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ABSTRACT
Kambatla, Karthik Shashank PhD, Purdue University, December 2016. Methods to Improve Applicability and Efficiency of Distributed Data-Centric Compute Frameworks.
Major Professor: Ananth Y. Grama.
The success of modern applications depends on the insights they collect from their
data repositories. Data repositories for such applications currently exceed exabytes and
are rapidly increasing in size, as they collect data from varied sources – web applications,
mobile phones, sensors and other connected devices. Distributed storage and data-centric
compute frameworks have been invented to store and analyze these large datasets. This dissertation focuses on extending the applicability and improving the efficiency of distributed
data-centric compute frameworks.
While data-centric models like MapReduce allow applications to process large datasets
on thousands of nodes, the lack of inter-task communication and high synchronization
costs limit their applicability to data-parallel computations. In this dissertation, we (1) enable inter-task communication through transactional execution of tasks over shared address
space, and (2) lower the synchronization costs through relaxed synchronization techniques.
These improvements extend the applicability of MapReduce and allow applications to exploit amorphous data parallelism and algorithmic asynchrony. We demonstrate this by improving the scalability and performance, by an order of magnitude, of many unstructured
graph applications.
The simplicity of data-centric models, that hides the complexity of distributed execution
from end-users, is one of the main reasons for their widespread adoption and success. However, this makes it harder for end-users to efficiently utilize and share cluster resources. In
this dissertation, we devise UBIS, a utilization-aware cluster scheduler, to improve cluster
utilization and job throughput. UBIS demonstrates improvements of up to 30% for repre-

xv
sentative workloads. We also outline methods to automatically tune per-job configuration
knobs for optimal performance.

1

1. INTRODUCTION
Modern web and mobile applications serve millions of users. Hardware advances in the
form of advanced networking and cheap storage, coupled with software enhancements
in distributed data storage engines have allowed these applications to collect yotta-scale
datasets. These datasets are growing at rapid rates as they collect data from varied and distributed sources like web applications, social networks, mobile phones, sensors and other
internet-connected devices.
Extracting information and intelligence from these large-scale datasets is quintessential
to the success of modern applications. Recent conservative studies estimate that enterprise server systems in the world have processed 9.57 ⇥ 1021 bytes of data in 2008 [1].

This number is expected to have doubled every two years from that point. As an example,
Walmart servers handle more than one million customer transactions every hour, and this
information is inserted into databases that store more than 2.5 petabytes of data. The Large
Hadron Collider at CERN [2] will produce roughly 15 petabytes of data annually. Every
minute, 100 hours of video are uploaded on to YouTube and upwards of 135, 000 hours are
watched [3]. Roughly 46 million mobile applications were downloaded in 2012, each application collecting more data. Twitter [4] serves more than 550 million active users, who
produce 9, 100 tweets every second. In other domains, Boeing jet engines can produce 10
terabytes of operational information for every 30 minutes of operation. This corresponds
to a few hundred terabytes of data for a single Atlantic crossing, which, if multiplied by
the 25, 000 flights each day, highlights the data footprint of sensor and machine-produced
information. These examples provide a tiny glimpse into the rapidly expanding ecosystem of diverse sources of massive datasets currently in existence. Data can be structured
(e.g., financial, electronic medical records, government statistics), semi-structured (e.g.,
text, tweets, emails), unstructured (e.g., audio and video), and real-time (e.g., network
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traces, generic monitoring logs). All of these applications share the potential for providing
invaluable insights, if organized and analyzed appropriately.
The need for large-scale data analysis has led to the rise of several data-centric programming models like MapReduce [5], Spark [6], and Dryad [7]. The datasets are typically stored in a distributed storage system that partitions the data across cluster nodes.
Data-centric models process these partitions parallely to exploit data parallelism: a job
comprises multiple tasks with each task processing a block of data. Many data-analysis
algorithms – transformations, computing statistics, etc. – are embarrassingly data parallel
and lend themselves to these data-centric models.
Larger datasets and increasing number of users and workloads sharing a cluster requires
efficient cluster management. Generic cluster schedulers like YARN [8] and Mesos [9]
enable efficient sharing of cluster resources; YARN schedules resources to applications
(potentially running different frameworks – e.g. MapReduce and Spark) based on organizational policies, while Mesos is a two-level scheduler assigning resources to frameworks
which they could in turn assign to their jobs.

1.1

Limited Applicability of Data-Centric Models
A majority of data-centric applications (like data analytics) have a data- parallel, uni-

form access profile. While the existing data-centric programming models accommodate
such applications, they are not readily applicable to unstructured applications that do not
lend themselves naturally to data- parallel formulations. Furthermore, even in cases where
they can be captured by data-centric models, the domain-specific optimizations do not carry
over. Common examples of these include sparse unstructured graph operations (as encountered in diverse domains including social networks, financial transactions, data and graph
mining, and scientific datasets), discrete optimization and state-space search techniques (in
business process optimization, planning), and discrete event modeling. There is a need for
programming model enhancements to exploit all the parallelism available in these applications. For these applications, there are two major unresolved questions: (i) can the existing
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data-centric models effectively support such applications in a scalable manner? and (ii)
what enhancements to the data-centric models would significantly enhance their performance and scalability without compromising desirable attributes of programmability and
fault tolerance?
Past research on unstructured applications was targeted to traditional high-performance
computing (HPC) systems. Unlike these traditional systems, modern data centers use commodity hardware with higher frequency of hardware failures and the software running on
these systems is expected to be fault-tolerant. Storage systems adopt replication to tolerate faults, and data-centric computations persist intermediate output to the underlying
distributed storage systems. If a computation (task) fails due to hardware failures or otherwise, the computation is simply re-executed from the last persisted intermediate output.
Due to these differences, traditional formulations of unstructured application are either
sub-optimal or outright do not apply.
Many unstructured applications are iterative in nature with inter-process communication/synchronization between iterations. Persisting intermediate data to distributed storage
for this inter-process communication is expensive. To reduce this synchronization overhead, applications have to exploit any asynchrony inherent to the algorithms. In fact, many
graph processing and machine learning algorithms are known to benefit from leveraging
this algorithmic asynchrony [10–12]. Realizing this asynchrony at scale preserving the
simplicity of the data-centric programming models is challenging.
Fault-tolerance through deterministic replay, as adopted by data-centric models, does
not work in the presence of side-effects (e.g., writes to persistent storage or communication
over the network) or non-deterministic operations (e.g., using a random number generator). Consider a map task writing to the underlying distributed file system. If this instance
is replayed (in case of a fault), the re-execution is oblivious of the previous write and hence
rewrites the data. Both of these writes are, however, visible to external processes leading to
non-deterministic behavior. For this reason, side-effects are not well-supported within the
MapReduce framework. Data-sharing through side-effects on shared address space (e.g.,
a shared disk-resident key-value store) enables speculative- and task- parallelism in appli-
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Fig. 1.1: Resource allocation and utilization in a production Hadoop cluster at Yahoo!

cations [13]. Not supporting side-effects disallows inter-process communication outside of
strict synchronization barriers, which are again expensive as discussed earlier.

1.2

Need for Efficient Cluster Resource Usage
Projections suggest that data growth will largely out-pace foreseeable improvements in

the cost and density of storage technologies, the available computational power for processing it, and the associated energy footprint [14, 15]. For example, between 2002 and
2009 data traffic grew 56-fold, compared to a corresponding 16-fold increase in computing
power (largely tracking Moore’s law). While hardware enhancements are required to bridge
the gap, it is important for the software solutions to make efficient use of resources. Furthermore, organizations are looking to gain insights from their data faster for competitive
advantage.
Figure 1.1 captures the cpu and memory utilization at Yahoo! in one of their production clusters over a week. Cluster resources allocated to jobs, the solid line labeled
allocation, varies over time between 40% and 100% and the cluster’s full allocation is seldom sustained. This is likely because of sub-optimal capacity planning – job submission
optimized for best packing. The actual cpu and memory usage, captured by the dotted
lines, is consistently under 50% even when the cluster is fully allocated. The execution
engines underlying data-centric frameworks are oblivious to the applications running on
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them. They rely on application-frameworks and end-users to specify application-specific
details like resource requirements and other performance-critical configuration parameters.
While determining the ideal amount of resources for a computation is hard, figuring out the
configuration parameters requires understanding the internals of these execution engines.
End-users are often ill-equipped to determine these values, and end up picking defaults or
providing highly conservative estimates. Such deployments lead to severe under-utilization
of resources and sub-optimal application performance.

1.3

Problem Statement
This dissertation aims to extend the applicability and improve the efficiency of dis-

tributed data-centric compute frameworks. Specifically, we formulate the following problems, present hypotheses and validate them.
• By relaxing the synchronization requirements in data-centric models, unstructured
applications can exploit available algorithmic asynchrony for improved performance.

• Large-scale graph analysis can be more efficient by using 1-D block partitioning of
their adjacency matrices due to reduced communication costs.

• Enabling speculative execution by supporting side-effects in data-centric models allows unstructured applications to exploit amorphous data parallelism.

• Opportunistic allocation of cluster resources based on actual resource utilization on
individual nodes can lead to improved utilization and job throughput.

• A job’s configuration can be optimized by profiling its resource usage and comparing
to well-studied jobs with similar resource usage profiles.

1.4

Contributions
The main contributions of this dissertation are (1) enhanced semantics of data-centric

models like MapReduce to support relaxed synchronization and transactional execution,
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and (2) efficient use of resources through optimal configuration tuning and utilizationaware scheduling. More specifically, our contributions include:
• Relaxed synchronization in MapReduce for asynchronous algorithms
Chapter 3 presents our work on realizing algorithmic asynchrony in data-centric
models. We motivate the need to extend MapReduce and other data-centric models with constructs for asynchrony. We investigate the notion of partial synchronizations in iterative MapReduce applications to overcome global synchronization
overheads along with locality-enhancing techniques. Map tasks execute local computations with (relatively) frequent local synchronizations, with less frequent global
synchronizations. We propose an easy-to-use API that hides the local and global synchronizations from the developer. This approach yields significant performance gains
in distributed environments, even though their serial operation counts are higher. We
demonstrate these performance gains on asynchronous algorithms for diverse applications, including PageRank, Shortest Path, and K-Means.
• Optimized approaches for large-scale graph analysis in MapReduce
In chapter 4, we present optimized approaches for the most common graph kernel –
iterative matrix-vector multiplication – on MapReduce. We comprehensively profile
execution costs (CPU utilization, communication overhead, and I/O) of graph kernels
in MapReduce. We identify that 1-D block partitioning of the adjacency matrices
offers best computation to communication trade-off. We propose the use of 1-D
block partitioning along with asynchronous iterations to reduce communications, and
inner-outer iterations to reduce global synchronizations to optimize iterative matrixvector multiplications. To demonstrate the associated scalability and performance
improvements, we compute graph similarity on billion node graphs.
• Realizing amorphous data parallelism in data-centric models
Chapter 5 presents an augmented programming model for transactional execution
of tasks to realize amorphous data parallelism. More specifically, we (i) motivate
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the need for inter-task communication in MapReduce and other data-centric models,
(ii) identify distributed key-value stores to be a good candidate for data sharing, (iii)
define semantics for a novel programming model, TransMR (Transactional MapReduce), which addresses inconsistencies between execution and storage layers during
faults. We demonstrate the broader application scope and performance improvements
enabled by data-sharing across computations through a prototype implementation of
the proposed semantics to support applications hitherto infeasible in MapReduce –
Boruvka’s minimal spanning tree and Preflow-Push Relabel algorithms.
• Utilization-aware cluster scheduling for improved job throughput
In chapter 6, we focus on the problem of scheduling jobs in distributed execution
environments to improve resource utilization. Cluster schedulers like YARN and
Mesos base their scheduling decisions on resource requirements provided by end
users. It is hard for end-users to predict the exact amount of resources required for
a task/ job, especially since resource utilization can vary significantly over time and
across tasks. In practice, users pick highly conservative estimates of peak utilization
across all tasks of a job to ensure job completion, leading to resource fragmentation
and severe under utilization in production clusters. We present UBIS, a utilizationaware approach to cluster scheduling, to address this resource fragmentation and to
improve cluster utilization and job throughput. UBIS considers actual usage of running tasks and schedules opportunistic work on under-utilized nodes. UBIS monitors
resource usage on these nodes and preempts opportunistic containers in the event this
over-subscription becomes untenable. In doing so, UBIS effectively utilizes wasted
resources, while minimizing adverse effects on regularly scheduled tasks. Our implementation of UBIS on YARN demonstrates improvements of up to 30% in makespan
for a representative workload and 25% in individual job durations.
• Automatic tuning of MapReduce jobs for optimal performance
Chapter 7 discusses our approach to automatically tune MapReduce jobs for optimal performance. Data-centric models like MapReduce and Spark are general pur-
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pose and expose hundreds of configuration knobs for applications to tune for performance. We motivate the importance of optimally provisioning a MapReduce job,
and demonstrates that existing approaches can result in far from optimal provisioning.Tuning these knobs requires a deep understanding of the underlying execution
framework. We present a preliminary approach that improves MapReduce provisioning by analyzing and comparing resource consumption of the application at hand
with a database of resource consumption signatures of other applications.

9

2. BACKGROUND ON DISTRIBUTED STORAGE AND COMPUTE
FRAMEWORKS
As mentioned in Chapter 1, storing and analyzing yotta-scale datasets on modern datacenters required a complete re-evaluation of the software stack. Distributed software running
in these datacenters must tolerate hardware failures, scale with the amount of data, and be
able to elastically leverage additional resources as and when they are provided. While storage systems must evolve to host these large-scale datasets, data-processing systems need to
efficiently process data on these datastores. These systems are still evolving to bridge the
increasing gap between the growth of data and computing power [14].
This section provides the necessary background on current state of the art in distributed
storage, cluster schedulers, and data-centric models.

2.1

Storage Systems
The amount of data and the advances in hardware require storage platforms to be dis-

tributed, scalable, elastic and fault-tolerant. In addition to these highly-desirable features,
applications have their respective demands of the underlying storage. Client-facing applications demand high-availability, even in the presence of node failures or network partitions.
Depending on the required amounts of fault-tolerance and availability, current storage systems appropriately replicate data across multiple machines within and across datacenters.
Replication involves the overhead of preserving consistency across the replicas; this overhead increases with the number of replicas. Even though archival systems are efficient for
storing large amounts of data, random access or the need to preserve metadata requires
more sophisticated storage models. Datasets are often unstructured and do not fit the strict
relational model. This has motivated NoSQL distributed datastores — multi-column keyvalue stores.
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An ideal storage platform supports efficient data accesses in the presence of failures
(node failures and network partitions), high-availability, and offers a consistent view of
data to its clients. However, Brewer, through his famous CAP theorem [16], showed that
such an ideal system can not exist, as it is impossible to guarantee consistency along with
high-availability in the presence of partitions. Consequently, distributed storage systems
are forced to relax at least one of these constraints.
Most cloud applications that do not directly interface with the client, typically, do not
need high-availability; all back-end processes fall under this category of applications. By
sacrificing high-availability, the storage platforms that serve these kinds of applications
promise strong consistency in the presence of node failures and network partitions. The
Google File System (GFS) [17] is a highly-scalable and consistent distributed file system.
Google’s Bigtable [18] and Megastore [19] are key-value stores that replicate data within
and across data-centers respectively. Google’s storage systems use Chubby [20] locking
service to synchronize accesses to shared resources. The open-source equivalents of these
systems, HDFS [21]

1

and HBase [22] use Zookeeper [23] for consistency; Zookeeper

uses the Zab protocol [24] to propagate the incremental state updates from primary node
to backup nodes. These storage systems tolerate node/ disk failures through duplication
mechanisms – replication, coding (e.g. erasure coding) etc.
Client-facing applications typically relax consistency guarantees to realize highavailability and performance requirements. While the strong consistency model guarantees
that all clients see the same data, weaker consistency models relax this requirement. The
weakest model of no consistency, where each replica has a different version of the data
without any reconciliation, is less useful. Eventual consistency promises that all replicas
would eventually reach a consistent state; note that reconciliation of the different states
across replicas can take arbitrarily long depending on the work load, node-failures, and
network partitions. Eventual consistency is sufficient for applications dealing with non1

Recently, HDFS added redundancy in the master through a pair of Active-Standby masters. If the Active
master fails, the Standby takes over the role of master. However, there is a failover period during which the
system is unusable.
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sensitive information. For instance Amazon uses Dynamo [25] for its shopping cart, and
Facebook stores user information (posts, messages and pictures) in Cassandra [26].
Not all applications requiring high-availability can afford eventual consistency; popular
examples include storage of electronic medical records and bank accounts. Inconsistencies
in such sensitive information can lead to severe problems. Recent efforts have proposed
alternate consistency models. PNUTS [27] proposes per-record consistency, where all
replicas apply updates to a row in the same order. Though this is a stronger guarantee
than eventual consistency, it does not fully support serializability. COPS [28], scalable
causal consistency model, enforces causal dependencies between keys across the entire
cluster; all operations on the datastore are ordered and hence inconsistencies due to out-oforder execution are avoided. Microsoft’s Windows Azure Storage (WAS) [29] promises a
highly-available storage service with strong consistency within a storage stamp; a storage
stamp can host only a limited amount of data (100 TB). WAS achieves all three characteristics within a storage stamp by decoupling the nodes that promise high availability in
the presence of partitions from those that guarantee strong consistency. This decoupling
is achieved by adopting a two-layered model where the lower layer addresses network
partitioning and the upper layer ensures consistency. Decoupling of nodes and the use
of two-layers, however, entail performance overheads associated with higher number of
replicas and inter-layer communication. Birman et al. [30] propose a consistency model
for soft-state replication that does not require durability. They achieve order-based consistency through in-memory logging of updates, resulting in strongly consistent model albeit
with weak durability. They argue that the unavoidable delays the CAP theorem prescribes
stem from the durability aspect of C in CAP; hence, by relaxing the durability guarantees,
they achieve strong consistency.

2.1.1

Resource Efficiency of Storage Systems

The performance and resource-usage of above-mentioned distributed storage platforms
are as important as the features of high-availability, consistency and tolerance to parti-
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tions. The increasing gap between data size and compute power makes a case for improved
resource-usage. While users tend to ignore slow- or ill- performing applications, increased
resource-usage can lead to prohibitive energy cost.
Recent research efforts have attempted to improve the performance and resource-usage
of these storage platforms. Techniques such as erasure-coding help reduce the size of the
data transferred to replicas and stored. Even though erasure-coding adds a coding/decoding cost, the space reduction reduces network latency and disk space. In fact, Google’s
next generation file system Colossus uses Reed-Solomon encoding to reduce its storage
footprint. The advent of SSDs also greatly reduces the disk access latencies, but comes
with a different failure model — the wear-leveling in flash storage devices requires checking for storage errors through checksums. Erasure-coding techniques would automatically
correct disk errors as well. Network usage within a datacenter can be improved using techniques like TCP Nice [31] and Dr. Multicast [32]. TCP Nice improves network usage
by using spare bandwidth for asynchronous, background communication to avoid interfering regular demand traffic. Dr. Multicast enables IP-multicast in datacenters to reduce
the sender/receiver latencies. By mapping traditional IP-multicast operations to either use
UDP-multisend or send to traditional IP-multicast address, Dr. Multicast makes multicast in datacenters manageable by limiting the number of IP-multicast groups. With userclouds spanning multiple datacenters, there is a need for similar or better techniques for
inter-datacenter communication.

2.2

Distributed Compute Frameworks
Applications differ in the kind of input, data access patterns and the kind of parallelism

they exhibit. Applications with online (streaming) input process each input/request individually incurring significant latency costs, while those with large datasets as inputs can
batch I/O and avoid these latencies. Client-facing applications (e.g., querying) randomly
access the underlying storage, while back-end processes that run on entire datasets have a
more sequential access pattern. While most web-applications exhibit data-parallelism, sci-
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entific applications often exhibit task parallelism. Even among data-parallel applications,
some use iterative algorithms with each iteration operating on the same data. Different applications require different data-processing techniques and optimizations. However, all the
models used for big-data analytics in datacenters need to be fault-tolerant, scale with data,
and elastically utilize additional resources.
Typical analytics applications are data-parallel, involving computations on independent
data-items. This data-parallelism can be extracted using the simple SPMD technique; the
single operation is applied to each individual data-item potentially in parallel. The data
can be distributed across different compute nodes to be operated on concurrently. Here, we
consider three different models, depending on the kind of input.

2.2.1

Batch Processing

Batch-processing applies to processing large datasets, where (I/O) operations on multiple data-items can be batched for efficiency. In the context of big-data analytics, Google’s
MapReduce [5] is the first major data-processing paradigm. Dean and Ghemawat proposed MapReduce to facilitate development of highly-scalable, fault-tolerant, large-scale
distributed applications. The MapReduce runtime system divests programmers of low-level
details of scheduling, load balancing, and fault tolerance. The map phase of a MapReduce
job takes as input a list of key-value pairs, <key, value>:list, and applies a programmerspecified (map) function, independently, on each pair in the list. The output of the map
phase is a list of keys and their associated value lists – <key, value:list>:list, referred to as
intermediate data. The reduce phase of the MapReduce job takes this intermediate data as
input, and applies another programmer-specified (reduce) function on each pair of key and
value list. The MapReduce runtime supports fault-tolerance through a deterministic replay
mechanism, where a failed map/reduce task is simply re-executed. Figure 2.1 captures the
flow of data in a typical MapReduce job.
The MapReduce programming model and its open-source version Hadoop [34] have
been widely adopted in the big-data analytics community for their simplicity and ease-of-
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Fig. 2.1: MapReduce Dataflow. Source: [33]

programming. A number of research efforts have targeted improving both the systems and
applications aspects of MapReduce. The MapReduce programming model has been validated on diverse application domains like data-analytics and data-mining. Pig [35] offers a
high-level SQL like language for easier analysis of large-scale data, while HadoopDB [36]
builds a distributed database by using Hadoop for (storage and analysis) distribution over
single-node databases. While MapReduce restricts the data-flow to map and reduce phases
in favor of simplicity, Dryad [7] supports a more general data-flow model expressed as directed acyclic graphs for more advanced developers. To extend the applicability of MapReduce, MapReduce Online [37] supports online aggregation and continuous queries.

2.2.2

Bulk Synchronous Parallel Processing

Even though MapReduce applies to broad classes of batch-processing applications, it
may not be the optimal paradigm in every case. For instance, iterative algorithms (e.g.,
graph algorithms) operate on the same input (e.g., graph) in each iteration. Having to
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reload data in every iteration from distributed storage is expensive and unnecessary. In
these cases, bulk-synchronous parallel processing (BSP) [38] of the data works well. In the
BSP model, computation proceeds in supersteps (iterations); in each iteration, concurrent
computations are executed in parallel on participating nodes (cluster-nodes), followed by
a global synchronization step where tasks communicate if necessary. Each computation
operates on the data local to that node, the input can be cached at various levels and does
not need reloading.
Adopting this BSP model, Google proposed Pregel [39] for iterative graph algorithms.
Pregel holds the entire graph in memory distributed across nodes, thus avoiding disk-access
latencies. The primary overhead is the communication at the end of each superstep, which
is essential to application semantics. The open source implementations of Pregel — Javabased implementations GoldenOrb [40], Apache Giraph [41], and the Erlang-based implementation Phoebus [42] — are being increasingly used in analyzing social networks
(LinkedIn, Facebook, etc.) and other scientific applications.
Pregel and related models store entire graphs in memory for improved performance.
This is likely not feasible in the future, given the anticipated growth in data. Consequently, techniques for efficiently caching and processing graphs need to be developed.
One approach loads smaller partitions into memory, and performs local communications in
memory itself. This requires effective partitioning techniques; most existing partitioning
techniques can not be readily used for large-scale data in a distributed setting on graphs
with specific characteristics (for e.g., power law).

2.2.3

Event Processing

Event-driven applications require continuous and timely processing of events; the tight
latency constraints disallow batching events together for efficiency. Event-driven applications typically involve processing, monitoring, and notification of events. These applications, involving complex event processing, read as input a stream of events and either
(i) independently process individual data items (stream-processing) or (ii) detect complex
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event patterns (e.g., credit-card fraud detection). While operations on data are independent in stream-processing applications, detecting complex events requires maintaining a
state corresponding to past events; i.e., stream-processing is context-free whereas complex
event detection is context-sensitive. Prior research (Aurora [43], Borealis [44], Publish/Subscribe systems [45]) addresses both stream-processing and complex event detection in
depth, albeit for different input rates and hardware.
Stream-processing systems operate on continuous data streams: e.g., click streams on
web pages, user request/query streams, monitoring events, notifications, etc. The importance of stream-processing systems increases as more modern applications impose tighter
time constraints on a particular event’s propagation along the pipeline. For instance,
Google, Facebook and other advertising companies analyze user-data (e.g., wall post or
status change) to display specific ads corresponding to the user’s search query. As they aim
reduce the time it takes for ads related to the particular event to be displayed, more data
would go through the stream-processing pipelines.
The progress of stream-processing systems, in the cloud (datacenters), has been relatively slow. Efforts [37] have gone into supporting streaming-inputs in batch-oriented
systems like MapReduce, but as expected, suffer from high latencies. Though several concepts used in previous stream-processing systems like Borealis [44] and IBM’s System
S [46] still hold, they lack support for elasticity and hence do not readily lend themselves
to the utility computing model of the cloud. Furthermore, the cost model of the cloud
is very different from the fixed-size distributed clusters these systems were proposed for.
Recently, systems like Apache Storm [47] have been designed particularly for use in datacenters to operate on big-data. However, these systems have limited support for elasticity
and dynamic load-balancing. In addition to this, the fault-tolerance mechanisms used by
all the above-mentioned systems require dedicated backup nodes leading to significant resource costs in the cloud.
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2.2.4

Cluster Scheduling

Need for sharing a large cluster. As discussed earlier, large-scale datasets often require
large clusters. Since moving data is expensive and has security implications, all computations that analyze these datasets run on the same cluster; the computation fragments
accessing data on a particular node run as close to that node as possible. In addition to data
locality, multiple tenants sharing a large cluster leads to better utilization as each tenant
could use any unused resources in addition to their share of the cluster.
On a shared cluster, multiple users run different workloads; these workloads differ not
only in the data-centric model (e.g. MapReduce vs Spark) but also in the size of datasets
they access and the access patterns themselves. Further, a cluster could be shared along
two different dimensions – frameworks and organizational boundaries.
Mesos [9] is a two-level scheduler that allows sharing cluster resources among frameworks. Based on resource availability and configured policies, the scheduler makes resource offers to interested frameworks. The frameworks have the option of accepting or
rejecting resources in these offers. Mesos uses locking avoid conflicts due to multiple
frameworks attempting to use the same resources simultaneously.
Omega [48] is also a two-level scheduler primarily aimed at allowing second-level
schedulers of different complexities, so some frameworks could adopt more involved
scheduling algorithms without affecting the scheduling latencies of other frameworks.
Omega adopts optimistic concurrency control to resolve conflicts among multiple frameworks.
YARN [8] is a one-level cluster scheduler where individual applications, not frameworks, request the exact resources their constituent tasks need. YARN considers resource
availability and locality requirements of applications to allocate resources to these applications. Applications could choose to rescind these resources and wait longer for better
resources. Through hierarchical queues, YARN lends itself to sharing resources along organizational boundaries; each queue could represent an organization entity.
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3. ASYNCHRONOUS ALGORITHMS IN MAPREDUCE
Asynchronous algorithms have been shown to enhance the scalability of a variety of algorithms in parallel environments. In particular, a number of unstructured graph problems
have been shown to utilize asynchrony effectively to trade-off serial operation counts with
communication costs. The increased communication costs in distributed settings further
motivates the use of asynchronous algorithms. However, implementing asynchronous algorithms within traditional distributed computing frameworks presents challenges. These
challenges, their solutions, and resulting performance gains form the focus of this work.
With a view to supporting large-scale distributed applications in unreliable wide-area
environments, Dean and Ghemawat proposed the MapReduce [5] programming model
based on maps and reduces. The inherent simplicity of this programming model, combined with underlying system support for scheduling, fault tolerance, and application development, make MapReduce an attractive platform for diverse data-intensive applications.
Indeed, MapReduce has been used effectively in a wide variety of data processing applications.
A majority of the applications currently executing in the MapReduce framework have
a data-parallel, uniform access profile, which makes them ideally suited to map and reduce abstractions. Recent research interest, however, has focused on more unstructured
applications that do not lend themselves naturally to data-parallel formulations. Common
examples of these include sparse unstructured graph operations (as encountered in diverse
domains including social networks, financial transactions, and scientific datasets), discrete
optimization and state-space search techniques (in business process optimization, planning), and discrete event modeling. For these applications, there are two major unresolved
questions: (i) can the existing MapReduce framework effectively support such applications
in a scalable manner? and (ii) what enhancements to the MapReduce framework would
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significantly enhance its performance and scalability without compromising desirable attributes of programmability and fault tolerance?
This chapter primarily focuses on the second question – namely, it seeks to extend the
MapReduce semantics to support specific classes of unstructured applications on largescale distributed environments. Recognizing that one of the key bottlenecks in supporting
such applications is the global synchronization between the map and reduce phases, it introduces notions of partial synchronization and eager scheduling. The underlying insight
is that for an important class of applications, algorithms exist that do not need global synchronization for correctness. Specifically, while global synchronizations optimize serial
operation counts, violating these synchronizations merely increases operation counts without impacting correctness of the algorithm. Common examples of such algorithms include,
computation of eigenvectors (pageranks) through (asynchronous) power methods, branchand-bound based discrete optimization with lazy bound updates, computing all-pairs shortest paths in sparse graphs, constraint labeling and other heuristic state-space search algorithms. For such algorithms, a global synchronization can be replaced by concurrent partial
synchronizations. However, these partial synchronizations must be augmented with suitable locality enhancing techniques to minimize their adverse effect on operation counts.
These locality enhancing techniques typically take the form of min-cut graph partitioning
and aggregation in graph analyses, periodic quality equalization in branch-and-bound, and
other such operations that are well known in the parallel processing community. Replacing
global synchronizations with partial synchronizations also allows us to schedule subsequent
maps in an eager fashion. This has the important effect of smoothing load imbalances associated with typical applications.
Our work, captured in this chapter, combines partial synchronizations, locality enhancement, and eager scheduling, along with algorithmic asynchrony to deliver distributed
performance improvements of upto 800% (and beyond in some cases). Importantly, our
proposed enhancements to programming semantics do not impact application programmability. We demonstrate all of our results on an Amazon EC2 8-node cluster, which involves
real-world cloud latencies, in the context of PageRank, clustering (K-Means), and Shortest
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Path implementations. These applications are selected because of their ubiquitous interaction patterns, and are representative of a broad set of application classes.
We make the following specific contributions —
• Motivate the use of MapReduce for implementing asynchronous algorithms in a distributed setting.

• Propose partial synchronization and an associated API to alleviate the overhead due

to the expensive global synchronization between map and reduce phases. Global
synchronizations limit asynchrony.

• Demonstrate the use of partial synchronization and eager scheduling in combination
with coarse-grained, locality enhancing techniques.

• Evaluate the applicability and performance improvements due to the aforementioned
techniques on a variety of applications – PageRank, Shortest Path, and K-Means.

The rest of the chapter is organized as follows: Section 4.1 provides specific problem
and motivates the problem; Section 3.2.2 provides an API to realize partial synchronizations; Section 5.3 discusses our implementations of our proposed API, PageRank, Shortest
Path and K-Means clustering in the context of the API and analyze the performance gains
of our approach.

3.1

Motivation for Partial Synchronization
The primary design motivation for the functional MapReduce abstractions is to allow

programmers to express simple concurrent computations, while hiding the cumbersome
details of parallelization, fault-tolerance, data distribution, and load balancing in a single
library [5]. The simplicity of the API makes programming relatively easy. Most applications require iterations of MapReduce jobs. Once the reduce phase terminates, the next set
of map tasks can be scheduled. As may be expected, for many applications, the dominant
overhead in the program is associated with the global synchronizations between the map
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and reduce phases. When executed in wide-area distributed environments, these synchronizations often incur substantial latencies associated with underlying network and storage
infrastructure.
To alleviate the overhead of global synchronization, we propose partial synchronizations (synchronization only across a subset of maps) that takes significantly less time, depending on where the maps execute. We observe that in many parallel algorithms, frequent
partial synchronizations can be used to reduce the number of global synchronizations. The
resulting algorithm(s) may be suboptimal in serial operation counts, but are be more efficient and scalable in a MapReduce framework. A particularly relevant class of algorithms
where such tradeoffs are possible are iterative techniques applied to unstructured problems
(where the underlying data access patterns are unstructured). This broad class of algorithms
underlies applications ranging from PageRank to sparse solvers in scientific computing applications, and clustering algorithms. Our proposed API incorporates a two-level scheme
to realize partial synchronization in MapReduce, described in detail in section 3.2.2.
We illustrate the concept using a simple example – consider PageRank computations
over a network, where the rank of a node is determined by the rank of its neighbors. In the
traditional MapReduce formulation, during each iteration, map involves each node pushing its PageRank to all its out-links and reduce accumulates all neighbors’ contributions to
compute PageRank for the corresponding node. These iterations continue until the PageRanks converge. An alternate formulation would partition the graph; each map task now
corresponds to the local PageRank computation of all nodes within the sub-graph (partition). For each of the internal nodes (nodes that have no edges leaving the partition), a
partial reduction accurately computes the rank (assuming the neighbors’ ranks were accurate to begin with). On the other hand, boundary nodes (nodes that have edges leading
to other partitions) require a global reduction to account for remote neighbors. It follows
therefore that if the ranks of the boundary nodes were accurate, ranks of internal nodes can
be computed simply through local iterations. Thus follows a two-level scheme, wherein
partitions (maps) iterate on local data to convergence and then perform a global reduction.
It is easy to see that this two-level scheme increases the serial operation count. Moreover,
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it increases the total number of synchronizations (partial + global) compared to the traditional formulation. However, and perhaps most importantly, it reduces the number of
global reductions. Since this is the major overhead, the program has significantly better
performance and scalability.
Indeed optimizations such as these have been explored in the context of traditional
HPC platforms as well with some success. However, the difference in overhead between a
partial and global synchronization in relation to the intervening useful computation is not
as large for HPC platforms. Consequently, the performance improvement from algorithmic asynchrony is significantly amplified on distributed platforms. It also follows thereby
that performance improvements from MapReduce deployments on wide-area platforms, as
compared to single processor executions are not expected to be significant unless the problem is scaled significantly to amortize overheads. However, MapReduce formulations are
motivated primarily by the distributed nature of underlying data and sources, as opposed
to the need for parallel speedup. For this reason, performance comparisons must be with
respect to traditional MapReduce formulations, as opposed to speedup and efficiency measures more often used in the parallel programming community. While our development
efforts and validation results are in the context of PageRank, K-Means and Shortest Path
algorithms, concepts of partial reductions combined with locality enhancing techniques and
eager map scheduling apply to broad classes of iterative asynchronous algorithms.
We seek to answer the following key questions relating to the application scope and
performance of MapReduce in the context of applications that tolerate algorithmic asynchrony: (i) what are suitable abstractions (MapReduce extensions) for distributed asynchronous algorithms? (ii) for an application class of interest, can the performance benefits
of localization, partial synchronization, and eager scheduling of maps overcome the suboptimality in terms of serial operation counts, and (iii) can this framework be used to deliver
scalable and high performance over wide-area distributed systems?
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p ✏ P rocessors
⌃ ✏ LocalStore
✏ GlobalStore
✏⌃
✏
f ✏ Fn
l ✏ List
e✏P

v ✏ V alue
=
=
=
=
=
: : =
: : =
: : =
|

{P1 , ..., Pm }
{⌃1 , ..., ⌃m }
{ }
L !Z
L !Z
x.e
[v1 , ..., vn ]
f
Apply(I, < e, fm , fr , l >)

(3.1)
(3.2)
(3.3)
(3.4)
(3.5)
(3.6)
(3.7)
(3.8)
(3.9)
(3.10)

Fig. 3.1: Syntax for iterative relaxed MapReduce

3.2

Proposed Semantic Extensions
As mentioned earlier, numerous applications use MapReduce iteratively. Hence, im-

proving the performance of iterative MapReduce is very important, specifically because of
the high overhead due to synchronization and starting/stopping of MapReduce jobs (input
and output data handling).
In this section, we present the semantics and API that we propose for iterative MapReduce to alleviate synchronization overheads, preserving the programming simplicity.

3.2.1

Semantics for Iterative MapReduce

Figure 5.2 describes the formal syntax of our proposed language. Lists form an interesting value in our language as MapReduce operates on lists and not on its elements. Any
operation on an element of the list has to be defined in terms of an abstraction, so that our
MapReduce constructs can evaluate them on the elements to compute new lists. We define
L, G, and I as the local, global, and iterative versions of MapReduce; one invoked from
another. These operators evaluate on a tuple <condition, map function, reduce function,
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=)
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(¯l)
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(L OCAL -L OOKUP)
(G LOBAL -L OOKUP)

Apply(I, < e, fm , fr , l >) =)g I e fm fr ¯l
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0
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whilecond map (L fm fr ) ¯¯l,l =)l ¯¯ll , 0 agg ¯¯ll , , ⌘ ¯lg0 , ,
G cond fm fr ¯lg , , =)g ¯l00 , 0 , 0

0

fold fr ¯lg0 ,

g

map fm ¯ll ,

=)l ¯ll00 , 00
L fm fr ¯ll ,

fold fr ¯ll00 ,
=)l ¯ll0 , 0

agg ¯¯ll ⌘ ¯lg ⌘ [l̄l ✏¯¯ll ¯ll ; 8¯li , [¯l 7! ¯li ]

0

(M AP R ED -G LOBAL)

=)l ¯ll0 ,

ch ¯lg ⌘ ¯¯ll ⌘ {¯ll | ¯ll ⇢ ¯lg & \l̄l , l̄l ✏¯¯ll ¯ll = }; 8¯li ,

=)g ¯lg00 ,

0

(M AP R ED -L OCAL)

¯ 7! (¯l)] (C HUNKIFY)

i [ li

(AGGREGATE)

Fig. 3.2: Semantics for iterative relaxed MapReduce

list>. Programs in the language are defined as applications of our iterative MapReduce
applied to functions and an input list.
To capture salient behavior of the system, we assume a set of processors and a set of
associated stores. We define look up functions,

(local) and

(global). We also define

two different evaluation rules for MapReduce — =)g for the evaluation rules that change
the global state, and =)l to describe the evaluations that change the local state.
Figure 5.3 describes the semantics. A typical program in the language is an application
of IterMapReduce( I) to a tuple consisting of a termination condition, map and reduce
functions and the list of data. The computation rules[Apply-Iter] evaluate to running global
IterMapReduce. I, the iterative MapReduce takes cond, map, reduce and a list to operate
on. The cond function operates on the global heap until the termination condition is met.
Iterative MapReduce calls global MapReduce iteratively till this condition is met.
[Mapred-Global] describes the behavior of global MapReduce. This operation uses another condition to determine the termination of the local MapReduce and operates on data
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local to the MapReduce it gets associated with. The main feature is to have a mechanism
of synchronization across the local and global stores. This is achieved by our Chunkify
and Aggregate functions. Chunkify(ch) partitions the global list into sequence of multiple
lists each made available to the local MapReduce and copies these chunks to the respective
local stores. Aggregate takes care of aggregating the data from the multiple local MapReduce computations and copies the changes to global store. During the evaluation of global
MapReduce, we first Chunkify the data. We then have the required values in the local
store. We subsequently apply the standard map, to a curried version of local MapReduce
— (L fm fr ) — and the local list, iteratively until it terminates. Only the local store is
modified during this stage. At the end of these iterations, we need to synchronize globally,
requiring us to copy data back to the global store, this task performed by the Aggregate
function.
[Mapred-Local] controls the behavior of local MapReduce. This is very close in structure to the original MapReduce model, with the main difference being that it operates locally, with no global store changes, as explained in the semantics.
The semantics use while, map, and fold constructs (bold faced in the semantics) which
carry their usual functional definitions. From a systems perspective, map/fold functions
process the data given to them in parallel, and collect the output.
In addition to the inputs to the regular MapReduce, our iterative version requires a
termination condition. Such a termination condition has to be thought of even for iterating over traditional MapReduce. Also, our iterative MapReduce reduces to traditional
MapReduce if the local condition is set to one iteration. Our semantics do not increase
programming complexity.

3.2.2

Proposed API

In this section, we present our API for the proposed partial synchronization and discuss
its effectiveness, built on the rigorous semantics for iterative MapReduce. As mentioned
earlier, our API for iterative MapReduce comprises a two-level scheme – local and global
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map and reduce. We refer to the regular MapReduce with global synchronizations as global
MapReduce. A global map takes a partition as input, and involves invocation of local map
and local reduce functions iteratively on the partition. The local reduce operation applies
the specified reduction function to only those key-value pairs emanating from local map
functions. Since partial synchronization suffices, local map operations corresponding to
the next iteration can be eagerly scheduled. The local map and local reduce operations can
use a thread-pool to extract further parallelism.
Often, the local and global map/reduce operations are functionally the same and differ
only in the data they are applied on. Given a regular MapReduce implementation, it is
fairly straight-forward to generate the local map and local reduce functions from the semantics, thus not increasing the programming complexity. In the traditional MapReduce
API, the user provides map and reduce functions along with the functions to split and format the input data. To generate the local map and local reduce functions, the user must
provide functions for termination of global and local MapReduce iterations, and functions
to convert data into the formats required by the local map and local reduce functions.
However, to accommodate greater flexibility, we propose use of four functions — gmap,
greduce, lmap and lreduce; gmap invoking lmap and lreduce functions as described in section 5.3. Functions Emit() and EmitIntermediate() support data-flow in traditional MapReduce. We introduce their local equivalents — EmitLocal() and EmitLocalIntermediate().
Function lreduce operates on the data emitted through EmitLocalIntermediate(). At the
end of local iterations, the output through EmitLocal() is sent to the global reduce; otherwise, local map receives it as input. Section 5.3 describes our implemenation of the API
and our implementations of PageRank, Shortest Path, and K-Means using the proposed
API; demonstrating its ease of use and effectiveness in improving the performance of applications using asynchronous algorithms.
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gmap(xs : X list) {
while(no-local-convergence-intimated) {
lmap(x); // emits lkey, lval
lreduce();
}
for each value in lreduce-output{
EmitIntermediate(key, value);
}
}

Fig. 3.3: Construction of gmap from lmap and lreduce

3.2.3

API Implementation

As in regular MapReduce, our execution also involves map and reduce phases; each
phase executing tasks one one each machine. Each map/reduce task involves the application of gmap/greduce functions to corresponding data. Within the gmap function we
execute local MapReduce iterations.
Figure 3.3 describes our construction of gmap from the user-defined functions — lmap
and lreduce. The argument to gmap is a <key, value> list(xs), on which the local MapReduce operates. lmap takes an element of xs as input, and emits its output by invoking
EmitLocalIntermediate(). lreduce operates on this local intermediate data. A hashtable is
used to store the intermediate and final results of the local MapReduce. Upon local convergence, gmap outputs the contents of this hashtable. greduce acts as the normal global
reduce on gmap’s output. Such an implementation allows the use of other optimizations
like Combiners in conjunction.
The rest of the section describes benchmark applications, their nominal and eager (partial synchronization with eager scheduling) implementations, and corresponding perfor-
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Table 3.1: Measurement testbed and software
Amazon EC2
8 Large Instances
Software
Heap space

4 64 bit EC2 Compute Units
7.5 GB RAM, 2 x 420 GB storage
Hadoop 0.20.1, Java 1.6
4 GB per slave

mance gains. We discuss PageRank in detail to illustrate our approach; Shortest Path and
K-Means are discussed briefly in the interest of space.

3.3

Evaluation
In this section, we describe our implementation of the API and the performance benefits

from the proposed techniques of locality-enhanced partitioning, partial synchronization,
and eager scheduling. We consider three applications — PageRank, Shortest Path, and
K-Means to compare general MapReduce implementations with their modified implementations. While we present results for only three applications, our approach is applicable to
a broad set of applications that admit asynchronous algorithms. These applications include
— all-pairs Shortest Path, network flow and coding, neural-nets, linear and non-linear
solvers, and constraint matching.
Our experiments were run on an 8-node Amazon EC2 cluster of large instances. This
reflects the characteristics of a typical cloud environment. Also, it allows us to monitor
the utilization and execution of map and reduce tasks. Table 3.1 presents the physical
resources, software, and restrictions on the cluster.

3.3.1

PageRank

The PageRank of a node is the scaled sum of the PageRanks of all of its neighbors,
given by the following expression:

P Rd = (1

)+

⇤

X

(s,d)✏E

s.pagerank/s.out

links

(3.11)
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where

is the damping factor, s.pagerank and s.out

links correspond to the PageRank

and the out-degree of the source node, respectively.
The asynchronous PageRank algorithm involves an iterative two step method. In the
first step, the PageRank of each node is sent to all its out-links. In the second step, the
PageRanks received at each node are aggregated to compute the new PageRank. The
PageRanks change in each iteration, and eventually converge to the final PageRanks. For
nominal as well as eager implementations, we use a graph represented as adjacency lists as
input. All nodes have an initial PageRank of 1. We define convergence by a bound on the
norm of difference (infinite norm of 10

5

in our case).

General PageRank
The general MapReduce implementation of PageRank iterates over a map task that
emits the PageRanks of all the source nodes to the corresponding destinations in the graph,
and a reduce task that accumulates PageRank contributions from various sources to a single
destination. In the actual implementation, the map function emits tuples of the type <
dn , pn >, where dn is the destination-node, and pn is the PageRank contributed to this
destination node by the source. The reduce task operates on a destination node, gathering
the PageRanks from the incoming source nodes and computes a new PageRank. After
every iteration, the nodes have renewed PageRanks which propagate through the graph
in subsequent iterations until they converge. One can observe that a small change in the
PageRank of a single node is broadcast to all the nodes in the graph in successive iterations
of MapReduce, incurring a potentially significant cost.
Our baseline for performance comparison is a MapReduce implementation for which
maps operate on complete partitions, as opposed to single node adjacency lists. We use
this as a baseline because the performance of this formulation was noted to be on par or
better than the adjacency-list formulation. For this reason, our baseline provides a more
competitive implementation.
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Eager PageRank
We begin our description of Eager PageRank with an intuitive illustration of how the
underlying algorithm accommodates asynchrony. In a graph with specific structure (say,
a power-law type distribution), one may assume that each hub is surrounded by a large
number of spokes, and that inter-hub edges are comparatively infrequent. This allows us to
relax strict synchronization on inter-hub edges until the subgraph in the proximity of a hub
has relatively self-consistent PageRanks. Disregarding the inter-hub edges does not lead
to algorithmic inconsistency since, after few local iterations of MapReduce calculating the
PageRanks in the subgraph, there is a global synchronization (following a global map),
leading to a dissemination of the PageRanks in this subgraph to other subgraphs via interhub edges. This propagation imposes consistency on the global state. Consequently, we
update only the (neighboring) nodes in the smaller subgraph. We achieve this by a set of
iterations of local MapReduce as described in the API implementation. This method leads
to improved efficiency if each map operates on a hub or a group of topologically localized
nodes. Such topology is inherent in the way we collect data as it is crawler-induced. One
can also use one-time graph partitioning using tools like Metis [49]. We use Metis since
our test data set is not partitioned a-priori.
In the Eager PageRank implementation, the map task operates on a subgraph. Local
MapReduce, within the global map, computes the PageRank of the constituent nodes in the
subgraph. Hence, we run the local MapReduce to convergence. Instead of waiting for all
the other global map tasks operating on different subgraphs, we eagerly schedule the next
local map and local reduce iterations on the individual subgraph inside a single global map
task. Upon local convergence on the subgraphs, we synchronize globally, so that all nodes
can propagate their computed PageRanks to other subgraphs. This iteration over global
MapReduce runs to convergence. Such an Eager PageRank incurs more computational
cost, since local reductions may proceed with imprecise values of global PageRanks. However, the PageRank of any node propagated during the global reduce is representative, in a
way, of the subgraph it belongs to. Thus, one may observe that the local and global reduce
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functions are functionally identical. As the subgraphs (partitions) have approximately the
same number of edges, we expect similar number of local iterations in each global map.
However, if the convergence rates are very different, the global synchronization requires
waiting for all partitions to converge.
Note that in Eager PageRank, local reduce waits on a local synchronization barrier,
while the local maps can be implemented using a thread pool on a single host in a cluster.
The local synchronization does not incur any inter-host communication delays. This makes
associated overheads considerably lower than the global overheads.

Input data

Table 3.2: Input graph properties
Input graphs
Nodes
Edges
Damping factor

Graph A
280,000
3 million
0.85

Graph B
100,000
3 million
0.85

Table 3.2 describes the two graphs used as input for our experiments on PageRank, both
conforming to power law distributions. Graph A has 280K nodes and about 3 million edges.
Graph B has 100K nodes and about 3 million edges. We use preferential attachment [50]
to generate the graphs using igraph [51]. The algorithm used to create the synthetic graphs
is described below, along with its justification.
Preferential attachment based graph generation.
Test graphs are generated by adding vertices one at a time — connecting them to numConn vertices already in the network, chosen uniformly at random. For each of these
numConn vertices, numIn and numOut of its in-links and out-links are chosen uniformly
at random and connected to the joining vertex. This is done for all of the newly connected
nodes to the incoming vertex. This method of creating a graph is closely related to the
evolution of online communities, social networks, the web, etc. This procedure increases
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the probability of highly reputed nodes getting linked to new nodes, since they have greater
likelihood of being in an in-link from other randomly chosen sites.
Inlink distribution of Stanford webgraph
100000
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Number of links
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1
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Fig. 3.4: In-link distribution of Graph A (Stanford web graph)

Inlink distribution of synthetic power-law graph
10000

Inlinks

Number of links

1000
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1
1

10

100

1000

Number of pages

Fig. 3.5: In-link distribution of Graph B (synthetic graph)

Figures 3.4 and 3.5 show the distribution of in-links for the two input graphs. The best
line fit gives the power-law exponent for the two graphs showing their conformity with a
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hubs-and-spokes model. Very few nodes have a very high in-link values, emphasizing our
point that very few nodes require frequent global synchronization. More often than not,
even these nodes (hubs) mostly have spokes as their neighbors.
Crawlers inherently induce locality in the graphs as they crawl neighborhoods before
crawling remote sites. We partition graphs using Metis. A good partitioning algorithm that
minimizes edge-cuts has the desired effect of reducing global synchronizations as well.
Metis, though not optimized for power-law graphs, does a decent partitioning of the graph.
This partitioning is performed off-line (only once) and takes about 5 seconds which is
negligible compared to the runtime of PageRank, and hence is not included in the reported
numbers.

Results
To demonstrate the dependence of performance on global synchronizations, we vary the
number of iterations of the algorithm by altering the number of partitions the graph is split
into. Fewer partitions result in a smaller number of large subgraphs. Each map task does
more work and would normally result in fewer global iterations in the relaxed case. The
fundamental observation here is that it takes fewer iterations to converge for a graph having
already converged subgraphs. The trends are more pronounced when the graph follows the
power-law distribution more closely. In either case, the total number of iterations are fewer
than in the general case. For Eager PageRank, if the number of partitions is decreased to
one, the entire graph is given to one global map and its local MapReduce would compute
the final PageRanks of all the nodes. If the partition size is one, each partition gets a
single adjacency list, Eager PageRank becomes regular PageRank, because each map task
operates on a single node.
Figures 3.6 3.7 show the number of iterations taken by the relaxed and general implementations of PageRank on input graphs A and B that we use for input, as we vary the
number of partitions. The number of iterations does not change in the general case, since
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Fig. 3.6: PageRank: Number of Iterations to converge(on y-axis) for different number of
Partitions(on x-axis) for Graph A
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Fig. 3.7: PageRank: Number of Iterations to converge(on y-axis) for different number of
Partitions(on x-axis) for Graph B

each iteration performs the same work irrespective of the number of partitions and partition
sizes.
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Fig. 3.8: PageRank: Time to converge(on y-axis) for various number of Partitions(on xaxis) for Graph A

The results for Eager PageRank are consistent with our expectation. The number of
global iterations is low for fewer partitions. However, it is not strictly monotonic since partitioning into different number of partitions results in varying number of inter-component
edges.
The time to solution depends strongly on the number of iterations but is not completely
determined by it. It is true that the global synchronization costs would decrease when we
reduce the number of partitions significantly; however, the work to be done by each map
task increases significantly. This increase potentially results in increased cost of computation, more so than the benefit of decreased communication. Hence, there exists an optimal
number of partitions (not too small or not too big) for which we observe best performance.
Figures 3.8 and 3.9 show the run-times for the eager and general implementations of
PageRank on graphs A and B with varying number of partitions. These figures highlight
significant performance gains from the relaxed case over the general case for both graphs.
On an average, we observe 8 X improvement in running times.
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Fig. 3.9: PageRank: Time to converge(on y-axis) for various number of Partitions(on xaxis) for Graph B

3.3.2

Single Source Shortest Path

Shortest Path algorithms are used to compute the shortest paths and distances between
nodes in directed graphs. The graphs are often large and distributed (for example, networks
of financial transactions, citation graphs) and require computation of results in reasonable
(interactive) times. For our evaluation, we consider Single Source Shortest Path algorithm
in which we find the shortest distances to every node in the graph from a single source.
All-Pairs Shortest Path has a related structure, and a similar approach can be used.
Distributed implementation of the commonly used Dijkstra’s algorithm for Single
Source Shortest Path allows asynchrony. The algorithm maintains the shortest known distance of each node in the graph from the source (initialized to zero for the source and
infinity for the rest of the nodes). Shortest distances are updated for each node as and
when a new path to the node is discovered. After a few iterations, all paths to all nodes
in the graph are discovered, and hence the shortest distances converge. Distributed implementations of the algorithm allow partitioning of the graph into subgraphs, and computing
shortest distances of nodes using the paths within the subgraph asynchronously. Once all
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the paths in the subgraph are considered, a global synchronization is required to account
for the edges across subgraphs.

Implementation
In the general implementation of Single Source Shortest Path in MapReduce, each map
operates on one node (would take its adjacency list as input); and for every destination
node, emits the sum of the shortest distance to the node and the weight of the edge in
consideration. This is the shortest distance to the destination node on a known path through
the source. Each reduce phase operates on one node (receives weights of paths through
multiple nodes as input); finds the minimum of the different paths to find the shortest path
until that iteration. Convergence takes a number of iterations — the shortest distances of
nodes from the source would not change. Again for the base case (like in PageRank),
we take a partition as input instead of a single node’s adjacency list, without any loss in
performance.
In the eager implementation of Single Source Shortest Path, each map takes a subgraph
as input; and through iterations of local map and local reduce functions, computes the
shortest distances of nodes in the subgraph from the source through other nodes in the same
subgraph. A global reduce ensues upon convergence of all local MapReduce operations.
Since most real-world maps are heavy-tailed, edges across partitions are rare and hence we
expect a decrease in the number of global iterations, with bulk of the work performed in
the local iterations.

Results
We evaluate Single Source Shortest Path on graph A used in the evaluation of PageRank.
We assign random weights to the edges in the graphs.
Figure 3.10 shows the number of global iterations (synchronizations) Single Source
Shortest Path takes to converge for varying number of partitions in graph A. Clearly, the
eager implementation requires fewer global iterations for fewer partitions. Again, the it-
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Fig. 3.10: Single Source Shortest Path: Number of Iterations to converge(on y-axis) for
different number of Partitions(on x-axis) for Graph A

eration count is not strictly monotonic, due to differences in partitioning. The number of
global iterations remains the same.
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Fig. 3.11: Single Source Shortest Path: Time to converge(on y-axis) for various number of
Partitions(on x-axis) for Graph A
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Figure 3.11 shows the convergence time for Single Source Shortest Path for varying
number of partitions in graph A. As observed in PageRank, though the running time depends on the number of iterations, it is not entirely determined by it. As in the previous
case, we observe significant performance improvements amounting to 8x speed-up over
the general implementation.

3.3.3

K-Means

K-Means is a commonly-used technique for unsupervised clustering. Implementation
of the algorithm in the MapReduce framework is straightforward as shown in [52]. Briefly,
in the map phase, every point chooses its closest cluster centroid and in the reduce phase,
every centroid is updated to be the mean of all the points that chose the particular centroid. The iterations of map and reduce phases continue until the centroid movement is
below a given threshold. Euclidean distance metric is usually used to calculate the centroid
movement.
In Eager K-Means, each global map handles a unique subset of the input points. The
local map and reduce iterations inside the global map, cluster the given subset of the points
using the common input-cluster centroids. Once the local iterations converge, the global
map emits the input-cluster centroids and their associated updated-centroids. The global reduce calculates the final-centroids, which is the mean of all updated-centroids corresponding to a single input-cluster-centroid. The final-centroids form the input-cluster centroids
for the next iteration. These iterations continue until the input-cluster centroids converge.
The algorithm used in the relaxed approach to K-Means is similar to the one recently
proposed by Tom-Yov and Slonim [53] for pairwise clustering. An important observation
from their results is that the input to the global map should not be the same subset of the
input points in every iteration. Every few iterations, the input points need to be partitioned
differently across global maps so as to avoid the algorithm’s move towards local optima.
Also, the convergence condition includes detection of oscillations along with the Euclidean
metric.
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We use the K-Means implementation in the normal MapReduce framework from the
Apache Mahout project [54]. Sampled US Census data of 1990 from the UCI Machine
Learning repository [55] is used as the clustering data for comparison between the general
and eager approaches. The sample size is around 200K points each with 68 dimensions.
For both General and Eager K-Means, initial centroids are chosen at random for the sake
of generality. Algorithms such as canopy clustering can be used to identify initial centroids
for faster execution and better quality of final clusters.
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Fig. 3.12: K-Means Iterations-to-Converge for Varying thresholds

Figure 3.12 shows the number of iterations required to converge for different thresholds
of convergence, with a fixed number of partitions (52). It is evident that it takes more
iterations to converge for smaller threshold values. However, Eager K-Means converges in
less than one-third of the global iterations taken by general K-Means. Figure 3.13 shows
the time taken to converge for different thresholds. As expected, the time to converge is
proportional to the number of iterations. It takes longer to converge for smaller threshold
values. Partial synchronizations lead to a performance improvement of about 3.5 x on
average compared to general K-Means.
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Fig. 3.13: Time-to-Converge for Varying thresholds

3.4

Discussion and Related Work

3.4.1

Applicability of Partial Synchronization Techniques

We now discuss some important aspects of our results — primarily, (i) does our proposed approach generalize beyond small classes of applications? (ii) what impact does it
have on the overall programmability? and (iii) how does it interact with other aspects, such
as fault tolerance and scalability, of the underlying system?
Generality of Proposed Extensions. Our partial synchronization techniques can be generalized to broad classes of applications. PageRank, which relies on an asynchronous
mat-vec, is representative of eigenvalue solvers (computing eigenvectors using the power
method of repeated multiplications by a unitary matrix). Asynchronous mat-vecs form the
core of iterative linear system solvers. Shortest Path represents a class of applications over
sparse graphs that includes Minimum Spanning Trees, Transitive Closure, and Connected
Components. Graph alignment through random-walks and isoranks can be directly cast
into our framework. A wide range of applications that rely on the spectra of a graph can
be computed using this algorithmic template. Our methods directly apply to neural-nets,
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network flow, and coding problems, etc. Asynchronous K-Means clustering immediately
validates utility of our approach in various clustering and data-mining applications. The
goal of this work is to examine tradeoffs of serial operation counts and distributed performance. These tradeoffs manifest themselves in wide application classes.
Programming Complexity. While allowing partial synchronizations and relaxed global
synchronizations requires slightly more programming effort than traditional MapReduce,
we argue that the programming complexity is not substantial. This is manifested in the
simplicity of the semantics used to describe it. Our implementations of the benchmark
problems did not require modifications of over tens of lines of MapReduce code.
Other Optimizations. Few optimizations have been proposed for MapReduce for specific
cases. Partial synchronization techniques do not interfere with these optimizations. eg.,
Combiners are used to aggregate intermediate data corresponding to one key on a node so
as to reduce the network traffic. Though it might seem our approach might interfere with
the use of combiners, combiners are applied to the output of global map operations, and
hence local reduce (part of the map) has no bearing on it.
Fault-tolerance. While our approach relies on existing MapReduce mechanisms for faulttolerance, in the event of failure(s), our recovery times may be slightly longer, since each
map task is coarser and re-execution would take longer. However, all of our results are
reported on a production cloud environment, with real-life transient failures. This leads us
to believe that the overhead is not significant.
Scalability. In general, it is difficult to estimate the resources available to, and used by a
program execution in a cloud. We draw our assertions of scalability of our formulation by
inferring resource availability from the number of graph partitions. Please note that these
inferences are meant to be qualitative in nature, and not based on raw data (since the data
is not made available by design).
In order to get a quantitative understanding of our scalability, we ran a few experiments
on the 460-node cluster provided by the IBM-Google consortium as part of the CluE NSF
program. Typically, clusters run of the order of 10 map tasks per node. Since each map handles one complete partition of the graph, for very large numbers of partitions(eg., 6400),
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we potentially use the entire 460 nodes in the Google cluster for the map phase. Such
high node utilization incurs heavy network delays during copying and merging before the
reduce phase, leading to increased synchronization overheads. By showing significant performance improvements even in a setting of such large scale, our approach demonstrates
scalability.

3.4.2

Related Work

Several research efforts have targeted various aspects of asynchronous algorithms.
These include, novel asynchronous algorithms for different problems, analysis of their convergence properties, and their execution on different platforms with associated performance
gains. Recently, it has been shown that asynchronous algorithms for iterative numerical kernels significantly enhance performance on multicore processors [56]. In shared-memory
systems, apart from the reduced synchronization costs, reduction in the off-chip memory
bandwidth pressure due to increased data locality is a major factor for performance gains.
Though the execution of asynchronous iterative algorithms on distributed environments has
been proposed, constructs for asynchrony, impact on performance, and interactions with the
API have not been well investigated. We demonstrate the use of asynchronous algorithms
in a distributed environment, prone to faults. With intuitive changes to the programming
model of MapReduce, we show that data locality along with asynchrony can be safely
exploited. Furthermore, the cost of synchronization (due to heavy network overheads) is
significantly higher in a distributed setting compared to tightly-coupled parallel computers,
leading to higher gains in performance and scalability.
Over the past few years, the MapReduce programming model has gained attention primarily because of its simple programming model and the wide range of underlying hardware environments. There have been efforts exploring both the systems aspects as well as
the application base for MapReduce. A number of efforts [57, 58] target optimizations to
the MapReduce runtime and scheduling systems. Proposals include dynamic resource allocation to fit job requirements and system capabilities to detect and eliminate bottlenecks
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within a job. Such improvements combined with our efficient application semantics, would
significantly increase the scope and scalability of MapReduce applications. The simplicity
of MapReduce programming model has also motivated its use in traditional shared memory
systems [52].
A significant part of a typical Hadoop execution corresponds to the underlying communication and I/O. This happens even though the MapReduce runtime attempts to reduce
communication by trying to instantiate a task at the node or the rack where the data is
present. Afrati et al. [59] study this important problem and propose alternate computational
models for sorting applications to reduce communication between hosts in different racks.
Our extended semantics deal with the same problem but, from an application’s perspective,
independent of the underlying hardware resources.
Recently, various forms of partial aggregations, similar to combiners in the MapReduce paper [5], have been shown to significantly reduce network overheads during global
synchronization [60]. These efforts focus on different mathematical properties of aggregators (commutative and associative), which can be leveraged by the run-time to dynamically
setup a pipelined tree-structured partial aggregation. These efforts do not address the problem of reducing the number of global synchronizations. In contrast, we focus on the algorithmic properties of the application to reduce the number of global synchronizations and
its associated network overheads. By combining optimizations such as tree-structured partial aggregation, with capabilities of the proposed local reduce operations, we can reduce
network overhead further.

3.5

Conclusion
In this work, we motivated MapReduce as a platform for distributed execution of asyn-

chronous algorithms. We proposed partial synchronization techniques to alleviate global
synchronization overheads. We demonstrated that when combined with locality enhancing
techniques and algorithmic asynchrony, these extensions are capable of yielding significant
performance improvements. We demonstrated our results in the context of the problem of
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computing PageRanks on a web graph, find the Shortest Path to any node from a source,
and K-Means clustering on US census data. Our results strongly motivate the use of partial
synchronizations for broad application classes. Finally, these enhancements in performance
do not adversely impact the programmability and fault-tolerance features of the underlying
MapReduce framework.
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4. EFFICIENT LARGE-SCALE GRAPH ANALYSIS IN
MAPREDUCE
Graph-structured datasets are used in diverse domains ranging from web applications and
social networks to complex scientific models such as molecular interactions and chemical
pathways. Graph datasets often scale to large networks in terms of number of vertices and
edges. For instance, Facebook contains over 1 billion vertices (users) with an average degree (number of friends) of 130 [61]. Networks of financial transactions at large investment
banks are up to two orders of magnitude larger. The vertex degree distributions in these
networks tend to be highly skewed (a small number of vertices have very high degree),
the data is often noisy (missing/ spurious edges/ vertices), and in many instances dynamic
(time varying). All of these factors make effective analysis of these datasets computationally challenging.
A variety of (serial) graph analysis algorithms have been proposed in the literature to
solve problems ranging from traversals and enumerations to labeling, ranking, and similarity. Indeed, the power of these algorithms has been conclusively demonstrated on diverse
applications. Serial formulations of complex graph analyses have limitations with respect
to their runtimes, working set sizes, and associated out-of-core computations, and in many
cases, the distributed and/ or streaming nature of the data.
Distributed execution engines [5–7] offer desirable features of scalability and faulttolerance and are extensively used in data analytics frameworks. MapReduce [5], in particular, allows one to specify program behavior through map and reduce functions, while
abstracting away intricacies associated with distributed platforms, such as scheduling, fault
tolerance, and checkpointing. A number of ongoing efforts focus on graph analysis kernels in MapReduce. One such system, Pegasus [62], aims to develop a graph-mining
system exploiting fine-grained parallelism through a 2-D block partitioning of the graph’s
adjacency matrix. Building on the success of these systems, we focus on the development
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of higher-level analyses, specifically, computation of topological vertex similarities across
graphs. Given two graphs with m and n vertices, respectively, the output of a topological
similarity computation is a matrix X of dimensions m⇥n, with element xi,j quantifying the
topological similarity of vertex i in the first graph to vertex j in the second graph. The precise notion of vertex pair similarity varies across different methods. We adopt a model and
method for topological similarity called Network Similarity Decomposition (NSD) [63].
NSD requires iterative matrix-vector products with adjacency matrices of the graphs to
generate sets of intermediate vectors. Topological similarity matrices are computed from
these sets of converged vectors.
Iterative matrix-vector product forms the basis for several graph algorithms [62]. Recognizing its importance, this work first performs a detailed performance characterization of
a highly optimized matrix-vector product in MapReduce. This performance characterization is motivated by the MapReduce execution model, where intermediate results of computations (maps) are committed to disk and subsequently hashed/shuffled across distributed
nodes for the global reduce operation. For this reason, a single synchronized matrix-vector
product has large and complex overheads. Recognizing key bottlenecks in communication
and I/O, alternate formulations are proposed that first reduce the communication overhead
(volume of globally hashed data), and then the I/O and synchronization overhead (through
asynchronous inner-outer iterations). Our formulations are shown to improve the performance of the iterative matrix-vector kernel significantly (by up to an order of magnitude for
large graph instances). Our results are more broadly applicable than topological similarity computations, since iterative matrix-vector products are commonly used in eigenvector
computations (power iterations) of the kind encountered in page-rank computations, random walk-based methods, etc.
This chapter presents detailed results of our algorithmic enhancements through implementations of topological similarity computation in MapReduce. Specifically, using a
scalable decomposition technique implemented as optimized iterations over mat-vec steps,
we compute similarity on graphs with over a billion vertices. The specific contributions of
our work are:
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1. A comprehensive benchmarking of the matrix-vector product implementation in
MapReduce, identifying key overheads and synchronizations.
2. A highly-optimized coarse-grained parallel mat-vec that minimizes communication
in reduce operations, and demonstrates an order of magnitude performance improvement over the state of the art (Pegasus).
3. An optimized iterative version of the coarse-grained mat-vec that reduces global synchronizations (global reductions) using the notion of inner/outer iterations.
4. Demonstration of the proposed techniques and implementation designs to compute
topological similarity on large graphs (one billion vertices, twenty billion edges).
The rest of the chapter is organized as follows: section 4.1 provides necessary background on MapReduce and approaches to compute graph similarity. Section 4.2 describes
our scalable decomposition technique and section 4.2.4 explains the execution mechanics
of the mat-vec primitive in MapReduce, which motivate later developments. Section 4.3
describes our basic and optimized coarse-grained formulations of mat-vec in MapReduce,
compares them against the Pegasus system and concludes with a study of the performance of optimized asynchronous inner-outer iterations. Section 4.4 presents results from
computing graph similarity using our proposed implementations.

4.1

Background and Related Work
We initiate our discussion with a brief overview of MapReduce and its open-source

implementation, Hadoop [34], with a view to understanding system overheads and how
they influence program design. We then specifically discuss approaches to computing graph
similarity, and associated limitations.
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4.1.1

Suitability of Data-Centric Models to Graph Analysis

MapReduce [5] facilitates development of scalable, fault-tolerant, large-scale distributed applications. MapReduce programs process key-value pairs in map and reduce
phases. While the MapReduce programming model has been widely used in data-analytics
and data-mining applications, research efforts have also focused on extending the applicability of MapReduce to other domains.
Traditionally, conventional programming models such as message-passing and bulksynchronous processing, have been used for graph analysis. Message passing formulations
of graph kernels have received considerable attention; the extension of the Boost Graph
Library for parallel platforms [64] is an interesting MPI-based framework. The Knowledge
Discovery Toolbox [65], based on Combinatorial BLAS [66], emphasizes the duality of matrix and graph operations and is similarly based on message passing. These developments,
although highly performing, are not targeted towards faulty distributed environments, and
require the working sets to be in memory for performance. Another natural paradigm for
graph analysis is vertex based computing; for example in Pregel [39], graph links operate
as notification paths for the asynchronous updates of state at graph vertices. The simplicity
of this fault-tolerant model is promising and recent implementations of (variations of) this
model, as in Giraph [41], dramatically improve on the scalability characteristics. Unlike
Pregel (as described in the paper) that requires the graph to fit into memory, Giraph allows
storing the graph on disk as well. While Pregel/Giraph suit a specialized graph analysis
workflow, MapReduce allows fitting graph analysis into a data analytics workflow.
The overheads of MapReduce are different compared to other conventional programming models. In the open-source implementation of MapReduce, Hadoop, map and reduce phases are split into multiple tasks operating on parts of the input, with various tasks
potentially executing at different nodes. When a node fails, the corresponding tasks are
re-executed at another node. The output of map tasks is (i) spilled to disk as it is generated, (ii) sorted (by keys) for consumption by reduce tasks. Each reduce task pulls its input
from multiple map tasks and merges them. This transfer phase is often referred to as the
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shuffle phase. Reduce tasks wait for the map phase to complete before applying the reduce
functions to ensure all values corresponding to each key are available. It is easy to see that
this involves global synchronization, as well as communication. Furthermore, input and
output data are handled through the underlying replication-based distributed file-system
— Google File System [17], HDFS; and robustness is achieved through replication. This
further increases communication and I/O overhead, since data must be communicated to
multiple I/O nodes.

4.1.2

Graph Similarity

Given two graphs (or two instances of the same graph), an important question relates to
similarity of vertex pairs in terms of their link structures. This problem setting can further
be augmented with a measure of vertex similarity. Solutions to these problems have been
shown to carry significant applications’ insight for molecular interaction networks in life
sciences, link structures in the world-wide web, and models of information flow in social
networks. Beyond applications’ insights, results from such analysis can be used to shape
resource allocation (storage, scheduling), and planning (for optimal diffusion).
Graph similarity is traditionally computed using one of two classes of methods: (i)
iterative diffusion-based methods, or (ii) exhaustive enumeration of topologically common
subgraphs in the vicinity of a vertex. The enumeration approach, while straightforward,
is computationally demanding, since the number of topologically distinct subgraphs —
called graphlets [67] — grows exponentially with the number of vertices, severely limiting
the scalability of these methods to graphs to a few thousand vertices.
Similarity is recursively encoded in diffusion-based approaches — “Two vertices are
similar if their neighbors are similar”. Melnik et al. [68] use similarity flooding (as the
diffusion process) to match elements of data schemas or instances; while SimRank [69]
introduces a general algorithm for capturing the aforementioned recursive nature of similarity. Blondel et.al. [70] emphasize the connection of similarity computation with HITS
ranking [71] and apply their method to the automatic extraction of synonyms from a dictio-
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nary of word definitions. IsoRank [72] is essentially PageRank [73] on the product graph
of the two networks under comparison. IsoRank also integrates prior knowledge of vertex similarity and variation of the contribution of the networks themselves in the diffusion
process.
Diffusion-based methods are typically implemented as iterations of triple-matrix products. These matrices are basically the adjacency matrices of the two graphs and the matrix
of similarity scores of all possible vertex pairs. When iterations converge, the best match
for each vertex is extracted. We describe this process in greater detail in Section 4.2. The
computational cost of the triple-matrix-product offsets potential advantages associated with
the parallelization of these methods. Our past work in this area has resulted in a novel decomposition technique, NSD [63], which transforms the triple-matrix-product into a series
of sparse mat-vecs. It then casts the final matching extraction phase as a trivial mapping
of two sorted vectors. NSD lends itself naturally to parallelization of the diffusion-based
similarity methods and to efficient and scalable MapReduce formulations.

4.2

Graph Similarity Using Data-Centric Models
In this section, let us look at the state of the art in graph similarity computations through

diffusion-based algorithms, see why they do not scale to large networks with millions of
vertices. Recently proposed techniques (namely, network similarity decomposition) accelerate these existing techniques, making them feasible for large networks. Even with the
reduced complexity, we show that these methods critically require large scale distributed
platforms for effective computations.

4.2.1

Diffusion-Based Algorithms for Graph Similarity

The basic idea underlying most diffusion-based schemes is that the similarity of a
pair of vertices is determined by the similarity of their neighborhoods. Stated alternately,
similarity diffuses (in a suitably decaying fashion) to neighborhoods. This scheme is explained in Figure 4.1: For two networks GA and GB with vertices {a, b, c, d, e, f, g} and
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Fig. 4.1: Similarity as a diffusive process

{1, 2, 3, 4, 5, 6} respectively, it is known a-priori that vertex pairs (b, 1), (f, 4) and (g, 6) are

somewhat similar. The similarity between vertices (eg., vertices c and 2) is computed as
the sum of contributions of all 1-hop, 2-hop, 3-hop,... neighbors in the two networks (i.e.,
along paths of the form c b 1 2, c d f

4 3 2, c a e g

6 5 4 2), with

known or previously computed similarity. Note that the graphs in this example are undirected; however the underlying idea of aggregating similarity contributions equally applies
to the case of directed graphs where similarity propagation occurs along outgoing edges.
Formally, we represent a graph, GA (VA , EA ), by its adjacency matrix of outgoing edges,
A, where aij = 1 iff vertex i points to vertex j, and zero otherwise. VA and EA denote the
vertices and edges in graph GA , respectively, and nA denotes the total number of vertices
P A
in GA . Ã is the normalized version of AT ; (Ã)ij = aji / ni=1
aji for nonzero rows j of A
and zero otherwise. 1nA is the column vector of size nA consisting of all 1’s.

Singh et al. [72] propose IsoRank, a two-step approach to computing pair-wise similarity of vertices in two graphs. The first step in their method computes a similarity matrix
X, of two graphs GB and GA with m and n vertices, respectively (m  n). Matrix X

is computed through an iterative procedure that accrues similarities diffused over larger
neighborhoods. The resulting matrix Xm⇥n is normalized — its elements sum to unity —
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and elements xij represents the similarity score of the vertices i 2 VB and j 2 VA . The

second step of the algorithm uses a maximum-weight bipartite matching algorithm to find
the best matching pairs of vertices in graphs GA and GB based on the similarity scores X
computed in the first step.
The IsoRank iteration kernel is of the form:

X

↵B̃X ÃT + (1

↵)H,

(4.1)

where H is a known elemental similarity score matrix that quantifies similarity of vertex pairs based on a-priori knowledge. This knowledge may be in the form of vertex label
distances, distances derived from other vertex characteristics, etc. Note that topological
connectivity of vertices does not figure in this elemental similarity score. The computation in Equation (4.1) — ↵B̃X ÃT (a triple-matrix product) — implements the recursive
intuition behind this similarity computation approach. The factor ↵ 2 [0, 1] is the damping factor that denotes the relative contribution of the topological component to matrix X;
the remaining 1

↵ portion is injected at each iterative step by the independent similarity

information represented in matrix H.
Although semantically appealing, this iteration is hard to apply to graphs with hundreds
of thousands of vertices and beyond, since the storage requirements for (dense) matrix
X outgrow the physical memory of typical computing platforms. Parallelizing, and thus
distributing the storage, across a compute cluster (or cloud) is a potential solution to this
problem. However, the triple-matrix-product parallelization introduces significant compute
overheads.

4.2.2

Network Similarity Decomposition (NSD)

To address the high serial complexity of IsoRank, we recently proposed an acceleration
technique called Network Similarity Decomposition (NSD), which drastically reduces the
computation and memory requirements of the algorithm in specific (frequently-occurring)
cases. NSD adopts the approach of IsoRank, but models the similarity computation as a
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series of mat-vecs, instead, to avoid the costs of a triple-matrix-product. The series-of-matvecs formulation is briefly described as follows:
Without loss of generality, we can use H as the initial condition X (0) , and after t iterations, X (t) takes the form
X (t) = (1

↵)

t 1
X

(4.2)

↵k B̃ k H(ÃT )k + ↵t B̃ t H(ÃT )t

k=0

However, matrix H can be decomposed into a set of s vector pairs (components), that
can generally be expressed as:

H=

s
X

(4.3)

wi ziT ,

i=1

Substituting decomposition (4.3) in Equation 4.2 yields
X (t) =

s
X

(t)

(4.4)

Xi ,

i=1

where
(t)
Xi

= (1

↵)

t 1
X

(k) (k) T

↵ k wi zi

(t) (t) T

+ ↵ t wi zi

(4.5)

,

k=0

(k)

and wi

(k)

= B̃ k wi , zi

= Ãk zi . This formulation provides the basis for the NSD

method. For more details on NSD, including the derivation of the associated expressions,
please see [63].
(k)

NSD computes vectors wi

(k)

and zi

independently through efficient sparse mat-vec

iterations. The resulting vectors are partitioned and forwarded to a p ⇥ q process grid
(k)

(i.e., partition wi

(k)

(k)

(k)

in p fragments, wi,1 , . . . , wi,p and zi

(k)

(k)

in q fragments, zi,1 , . . . , zi,q )

to generate the naturally (block) distributed similarity matrix X (t) . However, in practice,
parallelization involves the following considerations:
• The number of components, s, can be large, leading to increased computational
workloads. However, in typical cases, the matrix H is well approximated by its r
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(< s) most dominant components; this is even exact if, instead of H, each vertex is
initially characterized by a small number r of similarity attributes.
• The second stage of matching should also be performed in parallel, adding extra
communication overhead.

• Even for moderate-sized clusters, it becomes infeasible to store the matrix X in main
memory (even in distributed environments) for graph pairs of just a few million vertices.
In [74], we investigate the parallelization of NSD using MPI and report on its performance on the Cray XE6 for graphs with up to a million vertices using 3,072 cores. We
use r = 10 most dominant components for approximating H, embed an adaptive parallel
auction algorithm [75] for the second stage, and successfully apply a sparsification strategy for storing matrix X by keeping only its heaviest elements. In this work, we focus on
the generic case of a single component. As described later, our choice of NSD addresses
all parallelization issues raised above: bipartite matching can be implemented by sorting
pairs of vectors. Furthermore, by operating only on the vectors, themselves, we can avoid
explicit construction and storage of matrix X, an infeasible task, since it would necessitate
storing 1018 entries for our billion vertex (109 ) graph instances.

4.2.3

NSD for Data-Centric Models

Consider first the case in which elemental similarity scores are not available; In this
case, we can assume that all pairs of vertices are initially equally similar. “Equisimilarity”
can be expressed by representing X (0) as 1m 1n T , with suitable normalization (eg., by elementwise division respectively by m and n), and using ↵ = 1. From Equations 4.4 and 4.5,
we have:
T

X (t) = w(t) z (t) ,

(4.6)
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where w(t) = B̃ t 1m and z (t) = Ãt 1n . Note that w(t) and z (t) essentially record the distribution of values accumulated at the vertices of the associated graphs after t iteration of
a diffusion kernel that equally distributes the current value of each vertex to its outbound
neighbors at each step (starting from uniform value distributions); intuitively these values
(real numbers) capture the centrality/importance of respective vertices and will be referred
as vertex ranks in the sequel.
The explicit assembly of the similarity matrix — X (t) in Equation 4.6 — dominates
the computation time and also introduces (memory) scalability problems for graphs beyond a few millions of vertices, even when accelerating using NSD. Avoiding this explicit
construction is critical for improved scalability and performance.
Similarity matrix construction can be avoided using a greedy matching algorithm [76]
to approximate the matching between vertices of GA and GB . Note that in the case of
an explicitly constructed matrix X, the greedy matching algorithm works by iteratively
pairing the vertices in the two graphs: each iteration (i) finds the maximum score entry
in X (t) (eg., the ij th entry), (ii) reports the corresponding matching pair, and (iii) zeroes
the ith row and j th column of the similarity matrix to enforce reporting vertices involved
in a pair at most once. However in our case, when the explicit construction of matrix X
is avoided, the greedy matching operation can be implemented by first sorting w(t) and
z (t) vectors and then matching the vertices in sorted order. Furthermore, while computing
self-similarity (finding distinct vertices that are similar within a graph), greedy matching
reduces to sorting the resulting (single) vector and matching its successive vertices (i.e.,
1-2, 3-4, ...).
Note that greedy matching in [76] is provably a 1/2-approximate algorithm. Therefore, it guarantees matching solutions aggregating well above 50% of the optimal matching
weights. This is a satisfactory trade-off for two reasons:
• Optimal matching algorithms have increased complexity, eg., the Hungarian algorithm [77] is O(n3 ), and this is prohibitive for the graphs we consider.
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Algorithm 1 Identify matching vertex pairs for graphs GA and GB .
Input: Adjacency matrices An⇥n , B m⇥m (m  n) and number of iterations t
1: procedure I DENTIFY-M ATCHING -V ERTEX -PAIRS(An⇥n , B m⇥m , t)
2:
compute Ã, B̃
(0)
(0)
3:
wi
1m /m, zi
1n /n
4:
for k = 1 to t do
5:
w(k)
B̃w(k 1) , z (k)
Ãz (k 1)
6:
end for
7:
sort w(t) , z (t) in descending order and compute vertex indices Iw , Jz in this ordering
8:
for i = 1 to m do
9:
Iw (i) 2 VB matches to Jz (i) 2 VA
10:
end for
11: end procedure

• Most importantly, greedy matching can be easily adapted to operate on the “cheap”,

two-vector, representation of matrix X (see Equation (4.6)). There are no other
known matching algorithms that operate on cost matrices expressed in outer-product
forms. This remains an open and active problem in the theoretical computer science
community.

Algorithm 1 describes the steps involved in computing similarity between vertices of
two graphs using the scalable decomposition technique for vertex ranking followed by the
greedy matching sub-phase (lines 7-9).

4.2.4

Graph Similarity in MapReduce

The similarity computation in Algorithm 1 primarily consists of a pair of iterative matvec operations, one for each of the input graphs (lines 3-5), followed by a sort of the resulting vectors (line 6), and reporting their identically ordered indices (lines 7-9). While
sorting is computationally expensive, it is built into the reduce phase of the MapReduce
runtime. Iterative mat-vec operations dominate execution time; consequently, these form
the focus of our study.
While mat-vec operations have been well-studied over the past decades in the parallel
computing community, the specification, execution, and cost model of MapReduce requires
a comprehensive re-examination of this kernel. We illustrate this using a simple case.
Consider graph GA consisting of 4 vertices, shown in Figure 4.2. The rank diffusion step
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Fig. 4.2: Example graph for illustrating the mat-vec “mechanics” in MapReduce

encoded in the iterative step x

Ã x multiplication with the vector of initial ranking values

being x = (x1 , x2 , x3 , x4 )> can be represented by the following simultaneous updates:
x2
,
2
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x3 +

x4
,
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x2
2
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x4
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and x4

x1 . Here, the outdegree d(i) of each

vertex i is used to divide its current rank value xi (i.e., its vertex rank). These normalized
ranks x(i)/d(i) are diffused to corresponding neighbors nbs(i) through outbound links.
The target neighbors perform the accumulations. The underlying mat-vec operation is as
follows:
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In MapReduce, the networks are represented as hi, (xi , nbs(i))i pairs. With this repre-

sentation, each mat-vec operation is executed in the following two steps:

• a map operation corresponds to the generation (diffusion) of the rank fractions keyed
by each target neighbor index vertex j:

hj,

xi
i
d(i)

• the reduce phase collects identical key pairs together and adds their values generating
pairs of the form:

hj,
,

X

i:j2nbs(i)

xi
i
d(i)
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with the implied understanding that in order to embed this single mat-vec operation into
our iterative scheme we augment the “value” part of the reduce phase with the neighbors
of the vertex serving as the “key” part (i.e., nbs(j)). This description of a simple mat-vec
is analyzed in Section 4.3. It cleanly captures the fact that the intermediate steps in any
mat-vec implementation are well defined by sets of key-value pairs. Table 4.1 summarizes
these sets:
Table 4.1: Sample naive mat-vec operation in MapReduce
Initially
h1, (x1 , [4])i
h2, (x2 , [1, 3])i
h3, (x3 , [2])i
h4, (x4 , [2, 3])i

Map operation
h4, x1 i
h1, x22 i, h3, x22 i
h2, x3 i
h2, x24 i, h3, x24 i

Reduce operation
h1, x22 i
h2, x3 + x24 i
h3, x22 + x24 i
h4, x1 i

4.3 Mat-Vec Design and Implementation
In this section, we study the effects of workload distribution on mat-vec in MapReduce
and propose optimized versions of both single and multiple (iterative) mat-vecs. To motivate our optimized implementations, we analyze the performance trade-offs of multiple
implementations through execution on smaller datasets. In these experiments, we monitor the resource utilization on each machine at a fine granularity. We also study the span
of MapReduce stages to derive optimizations to the simple mat-vec. Many of these optimizations have been proposed in other parallel contexts. However, their performance in
the MapReduce framework represents significant improvements to a large class of critical
graph kernels.
Our experiments were conducted on an Amazon EC2 cluster to model a typical cloud
setup. Table 4.2 summarizes the corresponding setup. Based on the size of the graph
dataset, we pick an appropriate cluster size (number of EC2 instances).
Input Graphs. The goal of this exercise is to understand the fine-grained overheads in
MapReduce for iterative mat-vec products. To avoid expensive (both in terms of time and
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Table 4.2: Measurement testbeds and software
Amazon EC2
Instances (m1.large)
Software
Map Capacity
Reduce Capacity
Heap space

4 64 bit EC2 Compute Units
7.5 GB RAM, 850 GB storage
Hadoop 0.20.2, Java 1.6
4 map tasks per node
4 reduce tasks per node
512 MB per map/reduce task

dollars) data movement to the cluster, we generate synthetic input graphs within the cluster
using MapReduce. Section 4.4 describes our evaluation of similarity computations using
real-world web graphs.
In the map phase, each map task is responsible to generate adjacency lists for a set of
vertices (a subgraph). For each vertex u, the map randomly generates an adjacency list with
an average out-degree of 20; edges from u go to vertices both within and across subgraphs.
The ratio of edges that go across the subgraph to the total number of edges is defined by
an input parameter, border-edge-fraction. The range of vertices the map is responsible for
is determined by the starting label (start) and number of vertices (subgraph-size). Further,
each subgraph is written to a single file. An input graph with 2a vertices, with each map
generating a subgraph size of 2b vertices, is referred to as graph-a-b.

4.3.1

Optimizing a Single Mat-Vec

Expressing a mat-vec in MapReduce entails design choices for matrix/graph representation, and map/reduce methods. We examine some of these design choices to provide an
optimized mat-vec. We also compare these design decisions against the Pegasus system [78].

Pegasus– 2-D partitioning
Pegasus uses an edge-list representation of the graph/matrix. Each map in the
Pegasus mat-vec operates on a single edge. Such an implementation requires two
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MapReduce jobs — one job for multiplications and another for additions. Specifically,
the input is in the form of (i, j, aij ) and (i, xi ) tuples corresponding to the entries of matrix A and vector x for the intended mat-vec operation y

A x. At the end of the first

MapReduce job, all key-value pairs of the form < i, aij xj > are generated, i.e., all products. However a second MapReduce job is necessary for computing the row-wise sums of
P
products to finally produce < i, j aij xj > key-value pairs – with values being the entries
in y.

For certain inputs, one might be able to fit a matrix block (p ⇥ p entries, p ⌧ n) into

a tuple instead of a single entry (edge). Such a block-based implementation enables optimizations such as clustered edges (identifying potential clusters) and diagonal block iterations (repeated multiplication of diagonal blocks with associated vector partitions). These
optimizations prove to be effective in reducing the number of iterations required for the
convergence of iterative mat-vecs. However all of them still require two MapReduce jobs
per iteration. With each MapReduce job implicitly synchronizing at each reduce operation,
the associated I/O overheads are high. Kambatla et al. [79] show that the execution time of
most sparse graph kernel implementations in MapReduce is proportional to the number of
jobs. This is a direct consequence of the significant overheads involved in global reduction.
The Pegasus mat-vec implementation used in our experiments corresponds to the
simple mat-vec in PageRank implementation. Pegasus implements PageRank as a series
of mat-vecs; the number of executed iterations is bounded by a specified maximum number
of iterations and a threshold on the maximum difference in ranks between two iterations.
Since we first benchmark a single mat-vec, our experiments set the threshold to 0 and
maximum iterations to 1. We notice that, for a single mat-vec, their simple implementation
is significantly faster than their blocked version, though the blocked version significantly
reduces the number of iterations if we are interested in convergence.
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Fig. 4.3: Resource utilization for naive mat-vec on graph-25-19; time in seconds.

Simple Mat-Vec
Our simple mat-vec implementation adopts a 1-D partitioning of the adjacency matrix
— each map or reduce operation is assigned one row of the adjacency matrix. Each map
(per vertex) emits the vertex’s current rank on each out-going edge. Each reduce accumulates incoming ranks at all vertices from their respective in-coming neighbors to compute
its new rank. In the context of the adjacency matrix, each map reads a row of the matrix
and multiplies it by the corresponding vector element, and each reduce aggregates the elements corresponding to one element in the output vector, closely following the description
in Section 4.2.4. Unlike Pegasus, our implementation requires a single MapReduce job,
immediately resulting in improved performance. However, it does not allow other optimizations proposed in Pegasus– namely clustered edges and diagonal block iterations –
to decrease the number of iterations.
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Figure 4.3 shows resource utilization (cpu, disk, and network) for simple mat-vec on
the input graph graph-25-19. The map and reduce phases are clearly distinguishable — the
map phase has high CPU utilization, and little disk and network utilization. In contrast, the
reduce phase has low CPU utilization and high disk and network utilization. Even though
both map and reduce phases operate on roughly the same amount of data (the graph), the
map phase takes a significant fraction of the time, two-thirds in this case, under high CPU
utilization. This high CPU utilization would suggest that the simple formulation of mat-vec
has a high parallel efficiency. However, note that the actual (counted) FLOPS are performed
in the reduce phase. This suggests a lower parallel efficiency for the simple formulation.
To better understand the overheads of various sub-stages in the execution of a MapReduce job, we examine the time spent in each of the following sub-stages:
1. map-compute is the actual computation part of the map task execution — this stage
applies the user-supplied map function to key-value pairs in the input.
2. map-disk-spill captures writing (spilling) map output to disk as it is generated; each
map results in a number of such spill files.
3. map-merge is the merging of spill files into a single sorted/ partitioned output file;
partitions correspond to target reduce tasks.
4. shuffle captures the reducers fetching/ pulling data from maps.
5. reduce merges incoming map outputs and invokes a user-supplied reduce function
for each key in the (sorted) output.
Figure 4.4 shows the duration of these sub-stages as percentages of the total execution
time — map, spill, merge correspond to the map-compute, map-disk-spill, and map-merge
stages respectively. The stages overlap and hence the sum of percentages is greater than
100%. Interestingly, spilling map outputs to the local disk and subsequent sorting (mapsort
– merge-sort of on-disk files) dominate map execution. The disk spill and local sort overheads are even more pronounced in jobs with larger intermediate data. The shuffle waits
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Fig. 4.4: Percentage of time spent in each MapReduce stage. Percentages do not sum up to
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for the map tasks to finish before transferring the data; the long wait time leads to the relatively large fraction of total time in Figure 4.4. Once the map tasks finish, shuffle moves
the data from map tasks to reduce tasks. From these observations, it becomes evident that
the mapspill, mapsort, and shuffle overheads in MapReduce can be addressed by:
• reducing the intermediate data generated at the application level;
• improving the disk-spill and local sort in MapReduce.
We next examine techniques for accomplishing these improvements – the first one at the
application level and the second at the systems level.

Partitioned Mat-Vec
The partitioned mat-vec adopts a 1-D block partitioning of the adjacency matrix. Blocks
of rows are selected by aggregating vertices in a min-edge-cut partition. This partitioning
scheme reduces intermediate data, as is the case with classical parallel mat-vec. In a partitioned mat-vec, each map takes a graph partition as input (i.e., a set of adjacency lists)
instead of a single adjacency list in the simple implementation. Each subgraph (one file) in
our generated input is split into one or more partitions (sub-subgraphs) based on the desired
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partition-size. In other words, a partition can only be as large as the subgraphs in the input
(i.e., partition-size <= subgraph-size).
In the map phase, all vertices partially accumulate the ranks from the in-coming neighbors that are in the partition, and the map output corresponds to only those edges that
connect vertices across partitions. The vertices with all their in-coming neighbors in the
partition end up computing their final ranks in the map phase itself. The size of intermediate data depends primarily on the edge-cut of the partitions, and transitively, on the
partition-size. The optimal partition-size depends on (i) physical resources and (ii) graph
structure. The size of the partition that can be operated on locally is constrained by the
available memory. For instance, a heap size of 512 MB used in our experiments holds partitions of size 219 vertices. Note that (partition-size = subgraph-size) means the generated
subgraph itself is used as a partition.
Figure 4.5(a) shows the variation of execution times with partition-sizes on an input
graph, graph-23-19 with a 20% border-edge-fraction. Larger partitions yield better performance because fewer map/ reduce operations are issued. This results in increased
local computation grain and reduced I/O volume. In addition to the physical resources,
graph structure also affects performance. For graphs with low edge cuts (e.g., many small
strongly-connected components), smaller partitions allow better exploitation of the inherent parallelism with less intermediate data. Figure 4.5(b) shows the variation in execution
times with the border-edge-fraction parameter. As expected, execution time increases with
larger number of edges connecting vertices across subgraphs. As we have discussed, this
reduction in time is directly attributable to the reduction in intermediate data size.
Partitioned mat-vec works well in our experiments although there is both strong experimental evidence and theoretical results indicating that in general – eg., for the random
assignment of vertices to processes for graphs with power-law like distributions – resulting
partitions are highly interconnected (large edge cuts) [80, 81]. This fact naturally leads to
large communication volumes and thus poor performance characteristics for generic distributed graph processing operations over them. However in our case, both the synthetic
data generated for experiments in this section and web graphs used for evaluating similar-
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Fig. 4.5: Partitioned mat-vec performance: (a) Dependence on partition-sizes on graph-2319, border-edge-fraction = 0.2; (b) Dependence on ratio of edges on graph-24-18, partitionsize = subgraph-size = 218 .

ity computations are inherently well-partitioned (few edge-cuts across partitions). The web
graphs are partitioned since the crawlers used to collect such data induce locality as they
crawl neighborhoods before crawling remote sites. This induces an ordering of graph vertices which is inherently amenable to min-edge-cut partitioning. For other graph datasets,
or for further improvements in the performance of partitioned mat-vec, appropriate partitioners such as Metis can always be used.
Comparison. Figure 4.6 compares our simple and partitioned mat-vec implementations
against each other, and also against the Pegasus implementation for graphs of different
sizes. The results are consistent across different cluster sizes. The partitioned mat-vec consistently performs better across different graphs — the simple mat-vec takes 1.3⇥ longer for
smaller values of partition-size. Larger partition-sizes and smaller border-edge-fractions
yield further gains, while a partition-size of 1 reduces to the simple case.
In comparison to Pegasus, both of our implementations perform up to an order of
magnitude better. The main reasons for this improved performance are:
• Our implementations span a single MapReduce job due to the 1-D partitioning of the
matrix, while Pegasus implementations require two MapReduce jobs.
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Fig. 4.6: Mat-Vec performance: Pegasus Naive vs Naive vs Partitioned; subgraph-size =
219 , partition-size = 218 , border-edge-fraction = 20%.

• 1-D partitioning of the input matrix leads to larger computations for roughly the

same communication overheads, and hence a more efficient implementation. Our
partitioned mat-vec is superior to the naive mat-vec for the very same reason.

Scalability. In Figure 4.6, for each cluster size, the execution times increase linearly with
graph sizes demonstrating scalability in input sizes. We also analyze the strong and weak
scaling characteristics of simple and partitioned mat-vecs:
Strong scaling is the variation of execution times with number of computing nodes for
fixed graph size. Figure 4.7 shows that both our implementations scale well with the
number of nodes for fixed graph sizes – 223 , 224 and 225 vertices.
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Weak scaling is the variation of execution times with number of computing nodes for
fixed per-core graph size. Figure 4.8 shows that both our implementations scale well
with the number of nodes for fixed per-core graph sizes – 219 , 220 and 221 vertices.

No-Reduce Matrix-Vector Product
In both the simple and partitioned mat-vecs, the implementation has two phases — all
vertices disseminate their ranks in the first phase, and the disseminated ranks are accumulated in the second phase. The communication cost is O(edges) in the simple case, and
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O(edge–cuts) in the partitioned case. Both implementations operate on input graphs represented as adjacency lists of out-going edges, requiring two phases and the inter-phase
communication of O(edges). The transpose of this representation yields a graph representation of adjacency lists of in-coming edges. Given this representation, the Mat-Vec step
(theoretically) requires only one phase — computing the new rank of a vertex involves
looking up the ranks of the in-coming vertices listed in the adjacency list. This modified
implementation requires communicating the ranks of vertices after every iteration, reducing
the communication cost to O(vertices).
For smaller datasets, intermediate vertex ranks can be stored in memory; in Hadoop,
one can use DistributedCache to replicate the ranks, which can then be fetched during
map setup. However, the memory allocated to the task limits the number of vertex-ranks
(the problem size) that can be stored in memory. Hence, such an approach does not scale
with the number of vertices. Disk-resident hash tables like memcached [82], or distributed
key-value stores like HBase [22] or Cassandra [26] can be used to address large graphs.
However, these implementations suffer from high look-up latency, which negates any performance gain achieved by avoiding inter-phase communication, rendering this approach
practically infeasible.

4.3.2

Optimizing Mat-Vec Iterations: The Inner/Outer Case

The kernel of our topological similarity computation consists of iterative mat-vecs (see
also Algorithm 1, steps 3-5 in Section 4.2). In this context, typical of graph diffusion-based
approaches, iterative mat-vecs generate vectors that order (by rank) the graph vertices. The
final outcome of this step is the relative ordering of vertices, and not their exact rank values. This relaxed problem allows asynchronous iterations of mat-vecs. Inner/outer asynchronous iterations [83] yield significant performance gains in parallel environments by
reducing the number of outer iterations, which require heavy global synchronization.
The synchronous iterative mat-vec requires global synchronization, of all vertices, in
every iteration. The above mentioned simple and partitioned mat-vecs are instances of
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synchronous mat-vec. The reduce phase performs the global synchronization, where every
vertex computes its rank based on the ranks of all of its in-coming neighbors.
An asynchronous iterative mat-vec allows frequent partial synchronizations and infrequent global synchronizations, significantly decreasing the communication costs. Partitioned mat-vec can be augmented to implement inner/outer iterations by iterating over the
mat-vec on the subgraph inside the map, using the (partial) ranks produced after every such
(inner) iteration to compute the new set of ranks in the subsequent iteration. At the end of
the inner iterations, the reduce can synchronize the partial ranks (updated with subgraph
edges) to compute the global ranks. By performing the subgraph-specific updates locally,
one can decrease the number of outer iterations; each outer iteration requires a heavy reduce
operation and the associated all-to-all communication. Even though the total computation
is higher in the inner/outer approach, the high communication costs avoided by a reduced
number of outer iterations yields significant performance gains.
Figure 4.9 plots the execution times for an iterative mat-vec in a graph with 223 vertices
for 20 iterations of the naive and partitioned mat-vecs, and the inner/outer approach running
8 outer iterations each with 5 inner iterations. Partitioned and inner/outer approaches use
a partition-size of 218 vertices. As expected, the partitioned case performs better than the
simple case, and the inner/outer case performs significantly better than both the naive and
partitioned cases, while generating identical orderings.
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4.4

Evaluation: Results on Computing Similarity
In this section, we present our results on computing similarity matrices in MapReduce,

built using the optimized mat-vec and iterative mat-vec implementations discussed earlier.
The goal of these experiments is to evaluate the different implementations and optimizations - their relative performance, quality of results, and scalability of the approach.
Table 4.3: Input graph properties
Graph Name
ljournal-2008
arabic-2005
uk-2007-04
uk-2007-05
billion-vertex

Vertices
5,363,260
22,744,080
106,867,191
105,896,555
1,000,000,000

Arcs
79,023,142
639,999,458
3,790,305,474
3,738,733,648
20,000,000,000

Source
Webgraph
Webgraph
Webgraph
Webgraph
Synthetic

We use real-world and synthetic graphs of different sizes and structure in our experiments. Table 4.3 describes input graphs used in our experiments. The first four graphs
are web crawls from the Webgraph datasets [84], while the last one is synthetic. The
Webgraph framework [85] uses Layered Label Propagation [86] method to compress the
graphs, which implicitly partitions the graph into strongly-connected components for a
better compression ratio. When our map tasks access different ranges of vertices (through
the Webgraph API), the ranges coarsely correspond to strongly-connected components of
that size. The synthetic graph is an Erdös-Rényi random graph, generated as described in
Section 4.3.
NSD implementation. Our implementation of the NSD algorithm uses mat-vec implementation over MapReduce to associate a rank with each node (isorank in our case). Each
iteration uses ranks generated in the previous iteration. To create adjacency lists with updated ranks, we pass the adjacency list through the map phase to the reduce task. The
reduce tasks output adjacency lists with the updated ranks. The iterative mat-vec converges
when the rank of any vertex does not change by more than a threshold, 0.0005 in our case.
We use Counters in Hadoop to identify such convergence: we count the number of vertices
that change their rank by more than the threshold in each iteration, the iteration converges
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Fig. 4.10: Graph similarity execution times for different Mat-Vec implementations on LiveJournal and Arabic web graph datasets.

when that count is zero. However, it could take several iterations for ranks in large graphs
to converge. So, we also allow running the iterative mat-vec for a pre-configured maximim
number of iterations; in case of inner-outer method, number of inner and outer iterations
can be configured. Following the iterative mat-vec, we use the ranks to match vertices from
the two graphs.
Performance comparison of the three implementations. The first two graphs are relatively small in size, and are used to compare the performance of all three implementations
in the context of computing similarity. The long runtimes of NaiveNSD (NSD implementation using the NaiveMatvec) limited the graph size we could use. ljournal-2008 corresponds
to the LiveJournal [87] social network from 2008, while the arabic-2005 graph is the web
crawl of the arabic domain from 2005. Figure 4.10 plots the execution times of computing
graph similarity for different mat-vec implementations on the Webgraph datasets on 4 and
16 node clusters of Amazon EC2 instances respectively (as described in Table 4.2). The
simple and partitioned versions execute 20 mat-vec iterations, while the inner-outer version
uses 8 outer iterations, each with 5 inner iterations. The partitioned version shows significant performance improvement over the simple version. Interestingly, this performance
gain is more pronounced in the case of arabic-2005 graph (2x speedup) due to the inherent
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Fig. 4.11: Graph similarity execution times for partitioned and inner-outer methods on the
UK web graphs

locality in web graphs compared to social networks. In both graphs, the inner-outer version
runs twice as fast as the partitioned version.
Quality of results. We employ the uk-2007-04 and uk-2007-05 graphs to examine the
quality of our methods, particularly the inner-outer method. The two graphs are snapshots
of the UK web graph from April and May of 2007, making them ideal candidates for
finding similarity. We expect the topological importance (rank) of vertices in the graph to
not change by much between the two graphs. We ran partitioned and inner-outer versions of
NSD to find the similarity of vertices in the two web graphs, and consider the top million
ranked vertices (static websites) in each (out of a total of 100+ million websites). As
expected, both partitioned and inner-outer methods show that these two sets differ only by
2.15% of vertices. Furthermore, for each of the graphs individually, the sets produced by
partitioned and inner-outer methods differ only by a fraction of 0.000054 vertices. These
results show that (1) the proposed NSD methods in MapReduce are indeed effective, and
(2) the performant inner-outer method produces results similar in quality to the partitioned
method even though the order of computations is different. These experiments were run on
a 22-node cluster, and the runtimes are plotted in Figure 4.11.
Scalability. To demonstrate the scalability of our approach, we run the partitioned and
inner-outer implementations of NSD on the billion-vertex graph that is synthetically gener-
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ated. We compute self-similarity in the billion-vertex graph in 11 hours and 21 minutes on
a 32-node Amazon EC2 cluster. By using even larger clusters (as in many research lab and
industry settings) similarity computation runtimes can be further reduced, as demonstrated
by the scalability profiles of our mat-vec kernels reported in Section 4.3.

4.5

Conclusion
Analysis of ever-larger graph-structured datasets holds significant potential for applica-

tions’ insights. An important analysis kernel is the computation of topological similarity of
vertices across two given graphs (or vertices of a graph with itself). In this work, we comprehensively investigated MapReduce formulations of the state-of-the-art graph similarity
computation method called Network Similarity Decomposition (NSD).
NSD requires iterative matrix-vector products with the adjacency matrices of the input
graphs. We focused on the problem of effective execution of iterative matrix-vector products in MapReduce. When strict synchrony is maintained in matrix-vector products (i.e., a
matrix-vector product must be complete before the next product is initiated), we studied optimized versions of single matrix-vector products. We showed that coarse-grained splitting
(1-D and 1-D block partitioning) of the adjacency matrix yields best performance. Noting
that strict synchrony is not necessary in NSD, we proposed the use of inner/outer iterations
for improved performance of iterative matrix-vector products. While inner/outer iterations
have been proposed elsewhere in the parallel computing literature, the performance models
underlying MapReduce make them highly desirable, even for relatively small platforms.
We evaluated our proposed techniques in the context of graph similarity using scalable
decomposition of the similarity matrix. Our proposed coarse-grained formulations allow
us to compute graph similarity on a billion-vertex, 20 billion edges graph on only 32 Amazon EC2 machines. This is over an order of magnitude larger than other state-of-the-art
implementations.

75

5. TRANS-MR: DATA-CENTRIC PROGRAMMING BEYOND
DATA PARALLELISM
Data-centric programming models like MapReduce [5] and Dryad [7] have received considerable attention over the past few years. The success of these models can be attributed
to the simplicity of the underlying programming models, support for fault tolerance, and
scalable performance. MapReduce adopts deterministic replay for fault-tolerance — compute elements that fail are simply re-executed. In the absence of side-effects, re-executed
compute elements produce the same outputs, thus providing clearly specified semantics.
Fault-tolerance through deterministic replay, however, does not work in the presence of
side-effects (e.g., writes to persistent storage or communication over the network) or nondeterministic operations (e.g., using a random number generator). Consider a map function
writing to the underlying distributed file system. If this instance is replayed (in case of a
fault), the re-execution is oblivious of the previous write and hence rewrites the data. Both
of these writes are, however, visible to external processes leading to non-deterministic behavior. For this reason, side-effects are not well-supported within the MapReduce framework.
The application scope of MapReduce, and related models can be extended significantly
by allowing communication/ data-sharing across computations. Data-sharing through sideeffects on shared address space (e.g., a shared disk-resident key-value store) enables speculation and task-parallelism in applications. Consider an illustrative example of finding
the minimal spanning tree of a large graph using Boruvka’s algorithm. Each iteration (operating on distinct nodes) coalesces a node and its closest neighbor. Iterations in which
node-coalescing does not cause conflicts, can be executed in parallel. However, these conflicts can be detected only at runtime, since it depends on the input graph. This form of
parallelism is known as speculative-parallelism or amorphous data-parallelism [13]. Exploiting this form of parallelism requires communication across computations to detect
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and resolve potential conflicts. Further, communication through mutable shared-data helps
develop scalable online and streaming applications, such as online aggregation, which need
immediate change-propagation.
Towards this goal, we propose effective mechanisms for supporting side-effects over
a shared address space. As a model, we use a distributed key-value store (Bigtable [18])
as the underlying storage for MapReduce — the input, output, and side-effects are stored
in this fault-tolerant key-value store. Bridging the disparate fault-tolerance mechanisms
adopted by the storage (persistence through replication) and computation (deterministic
replay) layers presents significant technical challenges relating to definition of semantics,
efficient implementations, and application integration.
More specifically, we propose semantics for transactional execution of computations
(map/reduce functions) over distributed key value stores, using primitives adapted from
Software Transactional Memory (STM) literature. By restricting side-effects only to the
key-value store, we derive effective mechanisms for avoiding the consistency problems
associated with deterministic replay. In our model, results of one computation (writes to
the global key-value store) become atomically visible to other computations, and to other
concurrent jobs, upon successful completion of the computation. Though we discuss our
semantics in the context of MapReduce and HBase, our proposed semantics apply more
generally to all data-centric models over shared address spaces. We support our claims of
performance and enhanced application scope in the context of diverse speculative-parallel
applications such as Boruvka’s minimum spanning tree algorithm and maximum flow calculation using Push-Relabel algorithm. Note that these algorithms cannot be expressed in
the current MapReduce framework.

5.1

TransMR Programming Model
The TransMR (Transactional MapReduce) programming model defines the semantics

for transactional execution of computations over shared address spaces. The system architecture, shown in Figure 5.1, describes interactions between various components. The
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computation and storage layers span a cluster of nodes. We propose the use of distributed
key-value store for the shared global store (GS). The contents of the global store (GS) are
accessible to all computation units (CU), albeit through a private local store (LS). Reads/writes from within a CU are served from/to its local store (write buffer). If the local store
does not have the data corresponding to a read, it fetches the (key, value) pair from the
global store. All writes are buffered in LS.
Upon execution of a computation unit CUi , its write buffer (present in its local store)
is validated against the global store for any concurrent accesses of the same data by other
CUs. In the absence of such conflicts, the buffered writes are safely written to the global
store. However, in case of conflicts, the computation unit (CUi ) is re-executed. Software
Transactional memory (STM) systems achieve this behavior by defining transactional execution scope through T MBEGIN and T MEN D statements. In the TransMR model, each
map/reduce function is treated as a computation unit, resulting in their transactional execution. The model supports serializability as the consistency guarantee during validation and
commit of conflicting CU transactions.
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(5.4)
(5.5)
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(5.8)
(5.9)
(5.10)

Fig. 5.2: Syntax for TransMR operational semantics

5.1.1

Operational Semantics

Figure 5.2 describes the syntax of our proposed model. Each computation unit has a
private local store(⌃) in addition to the shared global store( ). We define lookup functions
(mapping keys to values),
each computation unit,

and , for local and global store lookups, respectively. For

is empty to begin with; subsequent reads/ writes add mappings.

A computation unit is defined as a sequence of operations — read/ write from/ to the store
(Get /Put ) or a thread local operation (Other) with no side-effects.
The operational semantics, shown in Figure 5.3, capture the behavior of the model.
The semantics use map, fold, if-then-else constructs, which carry their usual functional
definitions. A Transactional MapReduce job (TMR) takes an input list, along with map/reduce functions. The job involves applying the computation units (map/reduce functions)
on appropriate elements in the input list atomically. The possible constituent operations
(Get, Put, and Other) are executed in the context of both local and global stores. A Put(k,
v) operation modifies the local store adding the new key-value pair, (k, v), to the map. A
Get(k) operation first copies the value from global store to local store if it does not already
exist (k 2
/ domain( )), and subsequently returns the value. Upon successful completion
of all operations in the computation, the local store is copied to the global store atomically
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Fig. 5.3: Operational semantics for TransMR

through a two-phase commit protocol. The functional definitions of map and fold capture
the serialized application of functions to list items. In practice, validation protocols are
used to achieve this serialization. Our implementation for MapReduce over Bigtable uses
optimistic concurrency control to guarantee serializability among concurrent transactional
executions of computation units.

5.2

Design of TransMR Framework
The transactional semantics mentioned above are general enough to be realized us-

ing conventional MapReduce-based execution environments (Hadoop [34], Dryad, Pig,
etc.) operating on typical key-value stores (HBase [22], Cassandra, etc.). This section
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discusses various design considerations and our implementation of the proposed programming model. The TransMR framework uses Hadoop and HBase as the execution and storage engines, respectively. The framework treats map/reduce functions as computation units
(CU) executing over the global store, HBase. The map and reduce functions are executed
transactionally and upon successful completion, their outputs are stored in HBase. These
outputs are visible to other map/ reduce computations of the same MapReduce job, and also
to other jobs. As long as the key of a map function output forms the key of HBase table,
all values with the same key are versioned using timestamps and stored together. They are
implicitly sorted using insertion sort. Thus, a reduce function can directly read its input
from HBase, through a scan of all the versioned values for any particular key, avoiding the
expensive shuffle phase in Hadoop.

5.2.1

Optimistic Concurrency Control

The validation-and-commit phase of the CU transaction uses optimistic concurrency
control [88]. At the start of its validate-and-commit phase, a transaction increments atomic
counters on those GS nodes hosting keys involved in that transaction. The read/write sets
of a transaction Ti , are validated against the sets of those transactions that committed their
writes, between the start of Ti and the time it increased the atomic counter; the start of Ti
is noted by saving the state of the atomic counters at the beginning of the transaction.
In our implementation, the choice of optimistic concurrency control (optimistic reads
and write-buffering), as opposed to pessimistic locking, must be noted. This choice is motivated by the nature of clients in data-centric models. Typically, a client can execute at any
node (potentially, the slowest) in a heterogeneous distributed environment. Furthermore,
the duration of a transaction may be potentially long. In such a scenario, pessimistic locking of rows prevents parallel execution of other transactions with data dependencies. In
case of crash failures, these transactions must wait for the system to release all the locks
held by the failed transaction. Thus, in fault-prone environments, pessimistic locking could
impact the performance significantly. In optimistic concurrency control, reads do not re-
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quire locks (eager reads) and writes are buffered (lazy writes). During commits, only those
concurrent transactions that have conflicts are considered [89]. As no locks are acquired,
the possibility of a deadlock is avoided.

5.2.2

Fault Tolerance Model and its Implications on CAP

The client (the process executing the computation units) may be fault-prone and also
fault-tolerant in itself. This fault-prone nature is directly implied by the general characteristics of MapReduce based execution environments — run on commodity clusters or
virtual machines in the cloud and susceptible to hardware/software faults. The client’s
fault-tolerant nature implies that, even if the client fails during its execution, its replay
mechanism makes the client recover and process all its records. Since the availability of
the client is itself in question, expecting high availability from the storage servers is unreasonable. Further, MapReduce based applications demand strict consistency of data to
ensure correctness of the algorithm’s execution. The above two considerations motivate
our choice of Consistency(C) over Availability(A), while accounting for Network Partitions(P) inside a datacenter, during execution of distributed transactions (i.e., choosing C
and P in the CAP Theorem [16]). For the duration of the network partition, the system does
not allow affected distributed transactions to succeed. Thus, by weakening availability, the
framework assures strict consistency of data. In the wake of crash failures, the leases held
by compute nodes and storage nodes time-out, leading to replay-based recovery measures
for compute nodes and replica-based recovery for storage nodes.

5.2.3

Prototype Implementation

The prototype was implemented by modifying and integrating various parts of Hadoop
and transactional HBase. It primarily involved integrating their disparate fault-tolerance
mechanisms during execution followed by validation of the CU transaction. Consider the
following known corner case in the two-phase-commit protocol: a participant crashes after
sending its own vote, but before receiving the commit/abort decision from the coordinator.
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Upon recovery, the participant faces ambiguity over committing the logged read/write sets
of the successful validation phase. In our prototype, to resolve this ambiguity, the transaction manager(coordinator) writes its decision to Abort or Commit in the Global CU log
(a table in HBase), before sending the decision to the nodes involved in the commit. The
entry in the Global CU log can be identified by a unique transaction-id. The recovering
storage node uses this id to look up the final decision and complete the write-ahead log,
which is later used to regain the consistent state of the failed node. Further, the entry in the
Global CU log is duplicated to be accessible by using the unique computation-unit-id; this
helps Hadoop verify the successful execution of a map/reduce function and thereby avert
re-execution of it, due to faults or speculative execution. Thus, the Global CU log forms
a key element in dealing with arbitrary failures of computation and storage, by integrating
their disparate fault-tolerance mechanisms.

5.3

Evaluation
The TransMR programming model allows speculative parallel execution of tasks with

potential data dependencies. We demonstrate results on two such applications in this section — Boruvka’s minimum spanning tree algorithm, and Preflow Push-Relabel maximum
flow computations. We run our experiments on 16 Amazon EC2 extra large instances
(c1.xlarge; each instance has 8 cores and 7 GB RAM).

5.3.1

Boruvka’s Minimum Spanning Tree (MST)

The sequential version of Boruvka’s MST algorithm iterates over nodes in the graph.
Each iteration — operating on a node (u) — involves finding the node v closest to u’s
component, adding the edge between these two nodes to the minimal spanning tree, and
coalescing u and v. The process is initiated with as many components as nodes (each node
forming a component); every iteration coalesces two components. The resulting component
gives the minimal spanning tree of the input graph.
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Fig. 5.4: Performance of Boruvka’s minimal spanning tree

Parallelizing these iterations involves detecting runtime conflicts in case two distinct
nodes (u1 , u2 ) attempt to coalesce the same node v. Such a formulation is infeasible in
traditional MapReduce. In the the TransMR formulation of Borvuka’s algorithm, we store
the input graph as well as coalescing information, as different column families in HBase.
Each row corresponds to one graph node, the adjacency list, and the node-id of its parent
in the component tree. Each map function, with a single row being its input, parses the
adjacency list of a node u, and the adjacency lists of other nodes in its component (obtained
by traversing its component tree) to find the closest node v. It then coalesces u’s component
tree with v’s component tree by making one the parent of the other. The algorithm does
not need a reduce phase. Instantiations of the same map function on different nodes in the
graph might conflict when they both try to coalesce the same component; in this case, the
consistency guarantee — serializability among conflicting instantiations — provided by the
runtime, is necessary and sufficient for the correctness of algorithm’s execution. From a
programmer’s perspective, the algorithm fits within the regular MapReduce programming
model, except that the system needs to handle runtime data-dependencies; the TransMR
programming model provides this guarantee to the programmer.
For evaluation, we run Boruvka’s algorithm on a 100 thousand node graph with an average degree of 50 generated using the forest fire model of iGraph [51]. The sequential
implementation is the same program run on a single node without any speculative paral-
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Fig. 5.5: Performance of preflow push-relabel

lelism (all maps executed sequentially). Figure 5.4 plots the average execution time and
the number of aborts due to conflicts against the number of machines used. Due to the
large number of vertices, the average number of conflicts detected amount to less than 0.5
percent of total executions. We observe upto 3.73 times speedup on 16 nodes. In the initial
stages of the algorithm, almost half of the nodes can coalesce with their nearest neighbors
without conflicts, leading to abundant parallelism. The available parallelism reduces significantly as the computation progresses. Considering the algorithm’s inherent sequential
nature due to dependencies, the observed performance gains are significant.

5.3.2

Preflow Push-Relabel

The Preflow Push-Relabel algorithm computes the maximum flow possible through a
flow network. The algorithm maintains a preflow — a flow function with the possibility of
excess at the vertices — terminating when there is no positive excess. The Push operation
increases the flow on a residual edge, and a height function on the vertices identifies the
residual edges that can be pushed. When there are no more Push operations to be executed,
a Relabel operation increases the height of the vertices, which have excess preflows. This
sequence of operations continues until there are no more excesses on any of the vertices
other than the source. It is evident that the same operation Push or Relabel cannot be
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applied to neighboring nodes concurrently. Conflicting executions must be detected at runtime, and hence traditional MapReduce cannot exploit this parallelism. A trivial concurrent
implementation is to lock the entire neighborhood of a node before operating on it. This
involves significant serialization overhead. An alternate approach is to speculatively execute the operations on all the nodes; detect and resolve conflicts at runtime by serializing
their execution. The latter approach is adopted by the TransMR programming model.
In the TransMR formulation, each map function operates on one node whose adjacency
list is stored as one row in an HBase table. Depending on the neighborhood constraints, the
function executes a Push or a Relabel operation on the node. A Relabel operation simply
involves increasing the height of the node, if it is less than all the neighboring nodes. In a
Push operation, a residual edge is chosen from the node’s adjacency list and its capacity is
updated. Data corresponding to the other vertex connected by the edge, its values of excess,
and residual capacity are updated, and both of the updated nodes (rows) are atomically
committed. During the transactional commit, concurrent map-transactions are checked for
reads or writes to the two rows being updated. If a conflict is detected, the transaction
which is later in the commit-pending-queue is aborted and the corresponding map function
is re-executed from the beginning; this ensures serializability. The programmer merely
specifies concurrent transactions (maps) and not consider conflict detection or resolution,
thus adding no additional complexity to programs. The job is iteratively executed until
there are no feasible Push or Relabel operations.
The input flow network is generated using the Washington network generator [90]. The
network is a 1000 x 1000 grid with the source connected to all the nodes in the first column
and the sink connected to all the nodes in the last column. Every node in a column randomly connects to three other nodes in the next column. The edge weights are randomly
generated. The sequential implementation is the same program run on a single node without
any speculative parallelism — a single map task executing all the map functions sequentially. Note that the algorithm can only be executed sequentially in the regular MapReduce
setup, without any transactional support. Figure 5.5 shows the average times and associated aborts over a window of 40 iterations of Push or Relabel operations on the feasible
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nodes. On the 16 node cluster, the number of aborts (re-executions) amount to about 4% of
the total executions. Further, we observe 4.5x speedup on 16 nodes. As before, speculative
execution enables a meaningful performance gain, as compared to the baseline case where
no parallelism could be exploited.

5.4
5.4.1

Discussion and Related Work
Applicability of TransMR

Generality. While our evaluation describes only two applications, the TransMR framework
is applicable to all applications exhibiting speculative-parallelism [13]. Furthermore, applications suited to transactional memory systems (concurrent threads modifying a shared
data-structure) and pipelined workflows, such as those present in the STAMP benchmark
suite [91], can be easily formulated in the TransMR programming model. The model also
suits producer-consumer based online applications needing immediate access to mutable
shared data. The model trivially allows regular data-parallel applications; however, the
involved setup costs for transactional support might lead to minor overheads. By implicitly executing each computation transactionally instead of explicit scope definitions (begin,
end statements), TransMR model offers increased applicability without increasing the programming complexity. As in any data-centric programming model, the programmer only
needs to specify the operation on the specific data-element without being concerned about
its runtime interaction with other operations.
Performance. Distributed transactions constitute the primary overhead in the TransMR
model. It should be noted that the number of keys involved in a distributed transaction
is typically small, because the read-write sets of computations (map/reduce functions),
where the keys come from, are small. The performance of TransMR framework can be significantly improved by using locality-enhancing storage schemes, leading to localization
of distributed transactions. To further mitigate the overhead of distributed transactions,
application-specific optimizations such as relaxing consistency guarantees from serializability to snapshot isolation, as used in Percolator [92] or reducing the transaction scope to
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a subset of data-items, as used in Megastore [19], can be employed. While realizing these
optimizations constitutes our future work, the primary goal of this work is to advocate the
transactional programming model and its benefits.

5.4.2

Related Work

The TransMR model supports transactional execution of distributed computations
through the notion of a mutable shared state. Spark [6] and Piccolo [93] propose the use of
shared state for distributed computations to achieve different goals. Spark uses read-only
shared data to build working-sets for concurrent map/reduce function invocations. Piccolo
proposes the use of mutable in-memory tables to store data shared by concurrent threads.
Piccolo’s fault-tolerance and recovery model based on periodic, user-assisted checkpointing through distributed snapshots makes it hard to realize (efficient) transactional execution.
Specifically, when any of the nodes fail, all of them have to be halted and rolled back to a
consistent snapshot; unless checkpointing is executed at high frequency, it is hard to reason about the transactional behavior of processes and the consequent effect-propagation
through shared state.
Google proposed Pregel [39] for large-scale graph-processing, based on the bulksynchronous parallel (BSP) programming model. Pregel (or BSP) does not support transactions and hence disallows speculative execution. Realizing Boruvka’s MST application
in Pregel, consequently, would involve algorithmically identifying and executing the nonconflicting operations at each stage. To avoid conflicting operations, the algorithm should
be executed as a series of iterations (called steps in Pregel). Each iteration needs to compute the set of non-conflicting operations and execute them. Computing the set of nonconflicting operations is itself quite involved – making the program significantly more sophisticated.
In recent years, several systems have been proposed to increase the applicability of
MapReduce. MapReduce Online [37] streams the data between map and reduce phases
supporting pipelined execution, continuous queries, and online aggregation. Dryad [7]

88
supports acyclic tasks and CIEL [94] adds support for dynamic task graphs particularly
useful for dynamic-programming based applications. While these efforts have similar goals
of increasing applicability, they do not address applications with multiple computational
units accessing shared data-structures in a faulty environment.

5.5

Conclusion
In this work, we proposed TransMR programming model to enable data-sharing in

data-centric programming models for enhanced applicability. We defined the semantics for
transactional execution of MapReduce computations over shared address space. Through
a prototype implementation of the proposed semantics, we demonstrated the applicability
of the TransMR programming model in the context of applications exhibiting speculative
parallelism.
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6. UBIS: UTILIZATION-AWARE CLUSTER SCHEDULING
Collecting and analyzing increasingly large amounts of data is integral to the efficient operation of modern-day enterprises. Data-centric programming models like Apache Hadoop
MapReduce [5] or Apache Spark [6] are commonly used for such data analyses tasks. A
MapReduce or Spark job typically has many tasks, each processing a partition of the input.
A cluster scheduler, like Apache Hadoop YARN [8] or Apache Mesos [9], allows sharing
of cluster resources among several jobs, potentially from multiple users.
Modern cluster schedulers, like YARN, support a resource-request model, where users
(via applications or frameworks) can request a specified amount of resources – CPU, memory, disk and network1 . The requested resources are allocated when they become available.
Availability is determined by the aggregate of cluster resources, less the sum of all prior
allocations. YARN refers to these allocations as containers; henceforth we refer to them as
regular containers. The resources of a container are reserved exclusively for its use, and
cannot be used by other containers, even if they are not used by the owning container. This
leads to resource fragmentation, similar to internal fragmentation in memory systems. Note
that this model improves upon previous fixed-size-slot based models by allowing flexible
resource requests and containers. To limit the amount of fragmentation, users must request
tight (over)estimates of required resources. In practice though, it is hard to accurately estimate the resource requirements of a job or its constituent tasks because: (i) resource usage
of a task varies over time, and (ii) resource usage can vary across tasks of the same job
based on the input they process. Users are expected to estimate and request the peak usage
across all tasks to ensure job completion. This problem is further exacerbated by the fact
that end-users use convenience wrapper libraries like Apache Hive [95] to create a majority of these jobs, and are consequently unaware of their characteristics. For these reasons,
1

YARN currently supports scheduling CPU and memory resources, with efforts under way to support disk
and network resources.

90
in practice, users end up using defaults, picking very conservative estimates of peak utilization, or copying resource requirements from other work-flows that are known to work.
Over-provisioning tasks in this manner can lead to severe under-utilization in production
clusters [96, 97].
Figure 1.1 shows percentage of resources allocated to containers and the actual memory
and CPU utilization observed in a production YARN cluster of 4000 nodes at Yahoo! over a
week. The figure shows that both memory and CPU usage are consistently under 50%, even
when the cluster is fully allocated – the area between solid and dotted lines corresponds to
resources allocated but not used. This typical resource utilization profile strongly motivates
our proposed effort.
While the problem is clearly motivated, techniques for addressing this problem must
address a number of important considerations. Simple oversubscription may lead to severe
contention and even task/job failures, causing significant degradation in performance and
service levels for jobs. Fairness is an important aspect of scheduling. In this context,
pareto-efficient fair-sharing is important in cluster schedulers. It is important that allocatedbut-unused resources must be distributed in a fair manner as well. Finally, owing to the
scale and complexity of typical deployments, it is unrealistic to expect any runtime inputs
from end-users. Any improvements must be transparent to users – preferably requiring no
modifications to the user jobs themselves.
We present UBIS (utilization-based incremental scheduling), a scheduling technique
that considers both user-specified requests and the actual utilization of previously allocated
containers. Once the cluster is fully allocated (i.e., no additional tasks can be scheduled
based on un-allocated cluster resources), UBIS opportunistically allocates resources not
utilized by prior allocations. We refer to these allocations as opportunistic containers.
These opportunistic containers use slack in the cluster to improve cluster utilization and
job throughput. Oversubscribing node and cluster resources in this manner, however, poses
challenges. Oversubscription can become untenable when tasks simultaneously start using
more resources, potentially leading to performance degradation, and even task failures. To
address this problem, UBIS preempts opportunistic containers to ease resource contention.
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However, preemptions limit throughput gains from opportunistic scheduling. To avoid
unnecessary preemptions, individual jobs can opt out of opportunistic allocations.
Improvements in resource utilization through oversubscription must not interfere with
other desirable features of cluster schedulers, such as fairness. Pareto-efficient weightedfairsharing [98, 99] enables equitable sharing of resources among multiple tenants2 . The
notion of opportunistic resources, where all tenants are interested in regular resources but
only a subset of tenants are interested in opportunistic resources, introduces an additional
dimension of fairness, and makes it harder to reason about overall fairness. UBIS addresses
this concern by tracking fairness for regular and opportunistic resources separately: regular
resources are fairly allocated to all tenants followed by a fair allocation of opportunistic
resources among the subset of tenants that can tolerate opportunistic containers.
We implemented UBIS, a utilization-aware cluster scheduler, in Apache Yarn. Cluster administrators can turn on UBIS on a per-node basis to oversubscribe resources at the
node. The aggressiveness of opportunistic scheduling can be controlled through a parameter – over-allocation threshold (Talloc ). UBIS monitors and reports container and node
utilization to the scheduler. If the aggregate utilization is under the specified threshold, the
scheduler allocates opportunistic containers. UBIS allows limiting the extent of oversubscription at runtime through a second parameter – preemption threshold (Tpreempt ); UBIS
preempts opportunistic containers if the aggregate utilization goes beyond this threshold.
The number of preemptions can be limited by selecting appropriate values for Talloc and
Tpreempt ; a wider gap between the two thresholds reduces the likelihood of a node’s resource usage actually going over the second threshold. This reduces the likelihood of preemption, while at the same time reducing opportunistic scheduling. The optimal values for
these two thresholds for a cluster depend on the workload and resource capacities. While
most batch-processing jobs can tolerate preemptions in lieu of potential throughput gains,
certain latency-sensitive applications might not be able to tolerate preemptions. These jobs
can opt out of opportunistic allocations.
Our contributions can be summarized as follows:
2

Pareto efficiency, in cluster scheduling, describes a fully allocated cluster where it is impossible to assign a
tenant more resources without adversely affecting another tenant
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1. Techniques for opportunistic allocation of un-utilized resources for improved utilization and job throughput, along with graceful handling of untenable oversubscription
through preemption of opportunistic containers.
2. The notion of multi-dimensional fairness to accommodate resources of multiple priorities in a shared cluster.
3. Provision of two configurable parameters – over-allocation and preemption thresholds – to control the aggressiveness of opportunistic scheduling and the extent of
oversubscription.
4. Implementation of the techniques in Apache YARN, demonstrating improvements
of up to 30% in makespan3 for a representative workload and 25% in individual job
durations.
The rest of the chapter is organized as follows. We motivate the problem of resource
under-utilization in section 6.1 by investigating the source of resource wastage in typical
MapReduce jobs. Section 6.2 defines the optimization problem, and section 6.3 describes
the approach proposed by UBIS. Section 7.3 describes our implementation in YARN and
the corresponding improvements in representative workloads on a 20-node cluster. Section 6.5 discusses other research efforts in the area.

6.1

Motivation for Utilization-Aware Scheduling
In this section, we examine sample YARN workloads to investigate the source of frag-

mentation and make a case for utilization-aware scheduling.

6.1.1

Job-Level Resource Wastage

We analyze selected MapReduce jobs and observe their resource usage to better understand causes of resource under-utilization. We pick wordcount and the tera-suite of jobs
3

Makespan, for a workload, is the total execution time for the workload.
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Fig. 6.1: Memory usage for commonly used Hadoop examples

– teragen, terasort, and teravalidate. These jobs mimic common data-access patterns and
are commonly used for performance comparisons. Wordcount counts the number of occurrences of each word in input data, and represents a variety of applications that compute
statistics for given input – logs, clickstreams etc. Teragen is a map-only job where each
task generates some random data. Terasort sorts the data generated by Teragen, and Teravalidate validates that the output of Terasort is indeed sorted. The Tera-suite of jobs is
representative of an ETL (extract-transform-load) pipeline.
Figure 6.1 shows the memory usage for sample runs. All jobs request default 1 GB
containers. For each job, the figure plots: (i) the overall mean, defined as the mean of all
per-container mean usages, (ii) the mean peak, defined as the mean of all per-container peak
usages, and (iii) the overall peak, defined as the max of all per-container peak usages. The
overall peak is the least amount of memory that can be requested; requesting less memory
will lead to task and job failures. From the plots, we make the following observations:
1. The mean peak usage is noticeably higher than the overall mean. This is because the
resource usage of a task varies over its different stages. For instance, a typical task
has at least three distinct stages – read input, process, and write output to persistent
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storage – each stage with a different resource usage profile. Complex tasks typically
have more stages in the processing phase.
2. The error bars in the figure for both overall mean and mean peak usage show that
resource usage can vary significantly across tasks of the same job.
3. The overall mean is roughly half the overall peak, showing that about half of a container’s resources are not used by the task running in the container.
These sample runs show that the under-utilization of cluster resources can be significant
even if the users submitting these jobs are sophisticated enough to track the peak usage of
constituent tasks.

6.1.2

Workflow-Level Resource Wastage

The vast majority of jobs submitted to production clusters are not individual handcurated jobs, but rather jobs created by convenience wrapper libraries like Apche Hive [95],
Apache Pig [35], or Apache Crunch [100]. Hive, for instance, provides an SQL interface
to the end-users, and translates SQL queries to a series of MapReduce, Spark or Tez [101]
jobs that are submitted to the cluster.
In addition to the under-utilization at an individual job level, workflows pose additional
challenges. Since the query plan and the constituent jobs are created at runtime, even a
sophisticated user cannot specify the peak resource usage for each job in the workflow.
Hive allows specifying resource requirement for the entire workflow, requiring the user to
specify the peak usage across all tasks of all jobs that are part of the workflow.
Enterprise users running SQL queries might not even be aware of individual MapReduce or Spark jobs run as part of their query plan, let alone their resource usage. It is common for these users to just use conservative defaults these software packages ship with, pick
values by trial-and-error for which the query succeeds, or even copy values that worked for
another query that is potentially more resource intensive.
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One way to lower this under-utilization is to improve these frameworks to better estimate the resource requirements of constituent jobs. For instance, prior work [102] estimates
the duration of constituent jobs and a similar approach may apply to estimating resource
requirements too. Improved estimates will still be a tight bound on the peak usage, which
could be significantly higher than the mean usage as discussed in section 6.1.1.

6.2

Problem Statement
The primary goal of UBIS is to improve effective cluster utilization, utilization im-

provements that translate to metrics that impact end-users – makespan of workloads and
individual jobs. For a given workload, makespan is the duration between workload submission and completion. A workload can be viewed as a general directed acyclic graph
(DAG) of jobs, where job comprises several tasks. End-users typically submit workloads
and not individual jobs. A single job is the basic unit of a workload, and makespan for a
job is simply the job duration.
Consider a cluster with R resources (R is a multi-dimensional vector, with dimensions
representing CPU, memory, network, disk, and potentially other resources), and a workload comprising of N jobs with a total of n tasks. We denote by Ri the maximum resource
requirement of task Ti , as specified by the user. Note that Ri can be computed by maximizing along each dimension over the execution of the task. At any given time, the scheduler
P
schedules the largest subset of tasks that fit on the cluster, G = {Ti | Ri <= R}; adding
P
one more task to the set would lead to Ri > R. We represent by Ui the actual utilization
P
P
of task Ti running on the cluster. As shown in section 6.1, Ui < Ri and Rs =
Ri
Ui
captures the slack in the cluster due to under-utilization.

UBIS proposes to schedule opportunistic tasks to use up the slack, Rs . One could
P
allocate the largest subset of tasks that fit in this slack, O = {Ti | Ri < Rs }. However,
utilizing all the available slack can cause resource contention (with possible task failures)
due to temporal variations in resource utilization. The associated loss in performance is
capture by

ti , where ti is the duration of task Ti . In case of extreme contention, a select
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number of tasks (p) might need to be preempted to ensure oversubscription remains tenable.
We make the following observations in this scenario:
1. Makespan is inversely related to the number of tasks run in parallel.
2. Makespan grows with individual task duration (ti +

ti ).

3. The increase in task duration ( ti ) due to resource contention grows with number of
tasks run in parallel. For unsustainable number of of scheduled tasks, the overhead
may cause significant thrashing.
4. Makespan grows with number of preemptions (p).
The optimal makespan corresponds to the largest value of utilized slack for which reP
source contention is manageable –
ti and p remain small. This depends on the work-

load, as well as cluster resources. Further, improvements in utilization and makespan must
not interfere with other aspects of cluster scheduling. Our design of UBIS considers the
following constraints:
C1 The cluster should remain operational; none of the nodes should fall over due to the
additional load of opportunistic containers.
C2 Individual job durations should be predictable and at least on par with the base case of
no opportunistic containers.
C3 Resource allocation should continue to honor fairness requirements for both regular and opportunistic allocations: encourage sharing, strategy- and envy-proof, and
pareto-efficient as outlined in [99].
C4 Jobs should be allocated regular containers no later than the base case of no opportunistic containers.
C5 Scalability of the cluster scheduler should not be affected.

97
C6 The effect of opportunistic scheduling on regular containers should be minimal; regular
containers should be able to access resources allocated to them immediately, even in
the presence of opportunistic containers.
C7 Cluster administrators should be able to turn on UBIS without the need for any enduser action.
Constraints C1 - C5 are essential for clusters to adopt UBIS. C3, C4 and C5 capture
scheduling requirements, while C1 and C2 capture requirements on the execution environment. C6 and C7 are desirable and make for good user experience, but are not essential.

6.3

UBIS Design
UBIS aims to improve utilization and job throughput, while maintaining predictability,

fairness, and scalability. We outline our proposed solution to the underlying optimization
problem, and discuss how our solution addresses constraints listed in the previous section.

6.3.1

Identifying the Opportunity

UBIS identifies resource slack at each node from unused resources of running containers. For this, UBIS actively monitors resource usage of each container, and of the node
itself. In current scheduling systems, worker nodes heartbeat liveness information to the
master periodically; UBIS augments this heartbeat to include utilization information as
well as Talloc (the over-allocation threshold with a value between 0 and 1) that captures
the node’s willingness for oversubscription. The scheduler allocates opportunistic containers only if the utilization is less than Talloc ⇥ Rn , where Rn is the node resource capacity

for running containers. While this parameter could theoretically be cluster-wide, we expect nodes to have different abilities to accommodate opportunistic containers based on
hardware, storage hot-spots, and other software deployed on the nodes. The optimal value
for this threshold depends on node resources and the workload scheduled on the node. A
high value for Talloc potentially leads to a large number of opportunistic containers. This
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Algorithm 2 Traditional scheduling for a node, N
1: procedure T RADITIONAL -A LLOCATE
2:
Cap
GetN odeCapacity(N )
3:
Allocreg
GetRegularAllocation(N )
4:
Availreg
Cap Allocreg
5:
Allocnew
0
6:
while Allocnew < Availreg do
7:
Alloctmp
AllocateContainer(N )
8:
if Alloctmp is valid then
9:
Allocnew
Allocnew + Alloctmp
10:
end if
11:
end while
12: end procedure

is sustainable if the utilization of running containers remains steady. Major fluctuations
in utilization can lead to severe contention and preemptions. It is possible for this optimal value to be arrived at through a feedback loop from past runs of the workload, say
using gradient-descent. This threshold can also be generalized to a vector, with dimensions
representing resource types. In our current design, we use manually-tuned scalar values
to establish our proof of concept. Even with this limited scope, we show very significant
improvements in performance over commonly deployed schedulers.

6.3.2

Scheduling Opportunistic Containers

In both Yarn and Mesos, resources are allocated to nodes on node heartbeats. Algorithm 2 outlines the traditional scheduling algorithm associated with node heartbeats.
When a node heartbeats, the scheduler updates its book-keeping for any containers completed since the last heartbeat, and any resource capacity updates. If the node matches any
outstanding resource requests, the scheduler allocates regular containers to the node. AllocateContainer(N) iterates through waiting jobs in order determined by fairness constraints
and queue weights – and checks if the node meets the resource size and placement requirements (say, for data locality) for the job. The scheduler continues to allocate containers to
the node, as long as it has enough resources to meet a job’s pending request.
Algorithm 3 presents the UBIS scheduling algorithm. UBIS schedules regular containers the same way the base scheduler does (lines 10 to 16) by calling AllocateRegularContainer as long as there are enough un-allocated resources to meet a pending request;
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Algorithm 3 UBIS scheduling for a node, N
1: procedure UBIS-A LLOCATE
2:
Cap
GetN odeCapacity(N )
3:
Allocreg
GetRegularAllocation(N )
4:
U til
GetU tilization(N )
5:
Talloc
GetOverAllocT hreshold(N )
6:
for each c 2 OpportunisticContainers(N ) do
7:
P romoteIf P ossible(c)
8:
end for
9:
Allocnew
0
10:
Availreg
Cap Allocreg
new
11:
while Alloc
< Availreg do
12:
Alloctmp
AllocateContainer(N )
13:
if Alloctmp is valid then
14:
Allocnew
Allocnew + Alloctmp
15:
end if
16:
end while
17:
Availopp
Talloc ⇥ Cap U til
18:
while Allocnew < Availopp do
19:
Alloctmp
AllocateOpportunisticContainer(N )
20:
if Alloctmp is valid then
21:
Allocnew
Allocnew + Alloctmp
22:
end if
23:
end while
24: end procedure

AllocateRegularContainer works the same way AllocateContainer does. Once the scheduler is done allocating regular containers, it schedules opportunistic containers (lines 17
to 23) by calling AllocateOpportunisticContainer as long as there are enough un-utilized
resources on the node to meet a pending request. AllocateOpportunisticContainer differs
from AllocateRegularContainer only in how the node’s availability is computed. Note that
resource availability for opportunistic containers is computed based on node utilization
(U til) and Talloc , as shown in line 17. Also, note that the scheduler limits the opportunistic
allocation in a heartbeat (Allocnew – regular and opportunistic) to the previously reported
un-utilized resources, even though the new containers are unlikely to use all their allocated
resources. This is to provide some headroom for currently running containers.

6.3.3

Avoiding Adverse Effects of Opportunistic Containers

The addition of opportunistic containers for improved utilization can lead to contention,
sometimes severe enough to render the node unusable. Even the node agent (or OS) might
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not be able to take corrective action. These concerns correspond to the constraints C1 and
C2 mentioned in section 6.2.
To avoid these adverse conditions, we preempt opportunistic containers before entering
unrecoverable states. This needs to be handled differently for different resources depending on the effect of resource deprivation: extent of performance degradation or failure.
For example, memory contention can easily lead to task failures. CPU contention, on the
other hand, causes performance degradation for small amounts of contention; only high
contention with unsustainable context-switch overhead leads to failures. We refer to resources like CPU as malleable and resources like memory as non-malleable. One must be
extra cautious with non-malleable resources, and limit their utilization to a value well below 100%. For malleable resources such as CPU, disk, and network, we can tolerate 100%
utilization for short bursts of time, as long as the allocation remains sustainable. UBIS
proposes a per-resource preemption-threshold, Tpreempt , (a value between 0 and 1); if the
aggregate container utilization goes beyond Tpreempt for a configurable number of heartbeats, the node preempts enough opportunistic containers to bring the utilization under the
threshold.
UBIS executes opportunistic containers at a lower priority than regular containers to
the extent possible, as allowed by the operating system and the execution environment.
On Linux machines, we leverage the host operating system through cgroups to limit the
aggregate container utilization to the configured threshold. Cgroups could also be used to
isolate regular containers by offering malleable resources (CPU, disk, and network) only on
a best-effort basis to opportunistic containers. If opportunistic containers are consistently
deprived, they are preempted to be scheduled elsewhere, potentially as regular containers.

6.3.4

Promotions and Opt-Out Provisions

Prioritizing regular containers helps with their predictability and performance. Opportunistic containers, on the other hand, are run at a lower priority and can be preempted more
frequently. Most jobs do not have service level agreements (SLAs) and can accommodate
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(a) Regular

(b) Regular + Opportunistic

Fig. 6.2: Task schedule and execution for a job with 3 tasks. X-axis plots time and Y-axis
represents nodes N1, N2, and N3.

opportunistic containers for anticipated gains in makespan. Some jobs cannot tolerate these
preemptions and need the scheduler to offer regular containers at the same rate, irrespective
of any additional opportunistic containers.
In certain cases, it is possible a job is allocated opportunistic containers, but the allocation of regular containers is delayed. Consider a job with three tasks, where each task
runs for 2t units of time when run as a regular container. Figure 6.2 captures potential task
schedule and execution. Without opportunistic containers (Figure 6.2(a)), a new regular
task is scheduled every t units of time and the job takes 4t units of time to finish. With opportunistic containers enabled (Figure 6.2(b)), the third task is scheduled opportunistically
on node N3. As per the schedule, without opportunistic containers, the job would have
been allocated a regular container on node N1 at time 2t. During the time interval 2t to 3t,
the job has fewer regular containers than the base case, violating constraint C4. In spite of
this violation, this particular job benefits from the opportunistic allocation finishing at time
3.5t, even though the opportunistic task takes slightly longer than the regular task.
To address this concern, UBIS attempts to promote opportunistic containers to regular
containers. Same node promotions are easy and always beneficial; the scheduler and the
worker node need to update their book-keeping and adjust any isolation settings. Cross
node promotions are more involved: if the job does not have a way to checkpoint and
migrate the task in a work-preserving manner, the task must be killed on one node and
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restarted from the beginning on another node. As a result, cross-node preemption might
lead to longer runtime than letting the opportunistic container run. Since common frameworks (MapReduce and Spark) do not preserve work across task restarts, UBIS does not
promote containers across nodes.
If a job’s SLA requirements are tight and same node promotions alone are not enough
to guarantee them, UBIS allows these jobs to opt out of opportunistic allocation altogether.
In our experience, the number of jobs that fall into this category is very small.
Note that jobs may also adopt a hybrid approach. Instead of statically opting out of opportunistic allocation before hand, they may choose to not accept opportunistic containers
at specific points of execution; for instance, a MapReduce job with large shuffle data might
not want to run reduce tasks in opportunistic containers, since the cost of preemption is
high. This is because all the shuffle data for the task must be transferred again. On the flip
side, opportunistic containers are particularly well-suited to speculative tasks.

6.3.5

Honoring Fairness

Fairness-based schedulers [98, 99, 103] are widely used in the industry to share resources among cluster users. [99] outlines the desirable characteristics of a fairness-based
cluster scheduler and proves that Dominant Resource Fairness (DRF) honors each of these
characteristics:
Sharing incentive. Users should have an incentive to share a cluster; if there are n users,
each user should be allocated at least

1
n

of all resources in the cluster. Otherwise, they

might be better off running their own partition.
Strategy-proof. A user should not get a larger allocation by misrepresenting her resource
requirements. For example, a user should not get more resources just by asking for larger
containers.
Envy-free. A user should not prefer the allocation of another user. That is, one user should
not get more resources than another.
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Pareto-efficiency. On a fully allocated cluster, a user cannot be assigned more resources
without adversely affecting another user’s allocation.
The Hadoop FairScheduler [98] implements both max-min fairness and DRF, and the
user can choose one of them. UBIS builds upon the fairness of the base scheduler by applying the base scheduling algorithm to allocate regular and opportunistic containers. Allocation of regular containers is identical to the base case: unallocated cluster resources are
fairly allocated among interested tenants. Opportunistic containers are allocated only when
the scheduler cannot allocate any more regular containers. Allocation of opportunistic containers applies the base scheduling algorithm to the pool of un-utilized resources instead of
unallocated resources, leading to a fair allocation of un-utilized resources among interested
tenants. If a job opts out of opportunistic containers, it is not allocated any un-utilized
resources and its share is distributed among other jobs.
Since UBIS just applies DRF to unallocated and un-utilized resources to allocate regular
and opportunistic containers respectively, UBIS also satisfies each of these characteristics.
Theorem 6.3.1 UBIS satisfies sharing incentive property.
Proof Assume that UBIS does not satisfy the sharing incentive property. On a cluster
with n users, a user’s total allocation is less than
or opportunistic allocation must be less than

1
n

1
n

of all resources. At least one of regular

of the corresponding resources available.

Case 1. The user’s regular allocation is less than

1
n

of regular resources. Since regular

resources are allocated by applying DRF, this means DRF does not satisfy the sharing
incentive property which contradicts our assumption.
Case 2. The user’s opportunistic allocation is less than

1
n

of opportunistic resources. If

the user has opted out of opportunistic allocations, this is expected; even on a partition with
1
n

of cluster resources, the user would not be allocated any opportunistic containers. If the

user has not opted out of opportunistic allocations, again the allocation was by applying
DRF and this contradicts our assumption that DRF satisfies sharing incentive.
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Similarly, building on the proofs in [99], one can show by contradiction that UBIS
honors all these desirable characteristics. In fact, UBIS incentivizes sharing the cluster
more than plain DRF. In addition to the unallocated resources, users sharing the cluster
are allocated opportunistic containers when other users are not fully utilizing their regular
allocations. Further, UBIS drives the utilization higher by being pareto-efficient in both
regular and opportunistic resources.

6.3.6

Scalability

Scheduler scalability depends on: (i) in-memory state associated with nodes, jobs, containers, and (ii) handling node heartbeats and allocating containers on these nodes (serialization at the scheduler). UBIS does not alter the number of nodes, jobs or heartbeats.
UBIS, however, does allocate more containers than the base case: this does not impede
scalability from a processing perspective, since all these containers would be allocated at
some point, but does lead to a marginally larger memory footprint. UBIS also augments
the node heartbeat to include node utilization information; this leads to a slight increase
in network traffic and the time for processing individual node heartbeats. In practice, the
overhead of all these changes is marginal. From our experience developing and supporting
YARN on production clusters, they are quite manageable.

6.4

Evaluation
We implemented UBIS in Apache YARN. In this section, we provide the necessary

background on YARN and outline the changes we made to realize UBIS in YARN. Our
evaluation of this implementation is two-fold: (i) sensitivity analysis aimed at understanding the effect of different factors in a controlled environment; and (ii) real-world analysis
running UBIS on a 20 node cluster running a workload representative of typical Hadoop
workloads to quantify performance improvements.
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6.4.1

UBIS Implementation in YARN

Background. YARN currently supports CPU and memory as resources; i.e., applications
(YARN parlance for jobs) can request a specific amount of CPU and memory per container. YARN runs primarily two daemons: (i) ResourceManager, which tracks resource
availability across the cluster and allocates cluster resources to requesting applications, and
(ii) NodeManager, which runs on each worker node managing container lifecycle on the
node. NodeManager heartbeats to the ResourceManager periodically to report liveness and
the status of containers allocated on the node. On a node heartbeat, based on the resource
availability of the heart-beating node, the ResourceManager attempts to schedule new containers. YARN allows plugging in a custom scheduler, and ships with three schedulers –
FairScheduler, CapacityScheduler, and FifoScheduler – the first two are more common in
production YARN deployments. These schedulers allow configuring job queues so cluster
administrators can suggest relative priority among submitted applications. For instance, in
case of FairScheduler, admins assign weights to each queue; the scheduler computes the
fairshare for each queue/ application in the hierarchy based on these weights and prioritizes
assigning resources to applications with allocations most under their fairshare. We implemented the UBIS scheduling algorithm (Algorithm 3) in both FairScheduler and CapacityScheduler, and the changes readily apply to other YARN schedulers. For convenience,
we discuss our modifications to the FairScheduler. We refer to the existing implementation
as the base implementation and the augmented version as the UBIS implementation.
Collecting utilization statistics. The NodeManager already monitors the CPU and memory usage of individual containers using the proc filesystem on Unix-based operating systems. We augmented this to compute the aggregate CPU and memory usage across all
YARN containers on the node. We send this information to the ResourceManager (scheduler) via the periodic node heartbeat to include: (i) aggregate container resource utilization
and (ii) over-allocation threshold (Talloc ), the extent to which the node is willing to be overallocated. This additional information – memory and CPU utilization are an integer and
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float, respectively, and Talloc is a float for each resource – adds little overhead to the node
heartbeat payload.
Allocating opportunistic containers. On receiving the node heartbeat, our UBIS implementation allocates regular containers the same way the base implementation does.
After scheduling regular containers, the scheduler allocates opportunistic containers to
use the resources that are allocated to other containers, but are not being actively utilized. This opportunistic allocation mimics the allocation of regular containers, except for
the resources available; opportunistic container allocation is based on unused resources
as opposed to unallocated resources. Note that the containers being allocated in this
heartbeat are yet to be started and hence have zero utilization at the time of allocation.
In our implementation, we conservatively assume that these newly allocated containers
will use all the resources allocated to them. So, the effective resource availability on a
node is its capacity, less last reported utilization and prior allocations in this heartbeat
(capacity

actual utilization

prior allocations). In practice, we notice that starting

a container is CPU-intensive, and this conservative estimate helps us avoid situations in
which all containers start simultaneously, overloading the worker node.
Keeping oversubscription viable on the node. As opportunistic containers are allocated
to nodes, the aggregate allocation on the node could be higher than the node’s capacity.
In the event of tasks simultaneously using more resources, this over-allocation could lead
to severe contention and potential task failures. UBIS proposes the use of a per-resource
Tpreempt ; we implemented this in YARN for CPU and memory. If the resource usage goes
over this threshold, we preempt enough opportunistic containers to control resource contention. For a malleable resource like CPU, we tolerate brief spikes and preempt containers
only on sustained contention. To accommodate this, we add another tunable parameter
called preemption-threshold-count; containers are preempted only if the contention sustains for preemption-threshold-count number of aggregate container usage checks. By default, an aggregate container usage check is triggered every 1 second and the preemptionthreshold-count is set to three. These parameter defaults have been inferred from empirical
observations of real environments.
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Table 6.1: Workload for sensitivity analysis
Job
Sleep
G-Sleep-50
G-Sleep-75
G-Sleep

6.4.2

Task memory usage
Fixed 200 MB
Up to 50% of allocated heap
Up to 75% of allocated heap
Up to 99% of allocated heap

Sensitivity Analysis

UBIS introduces parameters for: (i) triggering allocation of opportunistic containers
when resources are available; and (ii) triggering preemption of these containers when a
node is congested. Our sensitivity analysis is aimed at understanding the effect of each
of these parameters on the number of opportunistic allocations and preemptions, and any
workload characteristics that determine the extent of improvement from this opportunistic
scheduling.
For this analysis, we use a modified version of the MapReduce sleep job. The Hadoop
sleep job runs a specified number of map and reduce tasks, each of which sleep for a
specified duration. These sleep tasks use minimal resources – 200 MB for the JVM and
small fraction of a core. We modified this job to gradually grow task memory usage to a
specified limit, by allocating memory on the heap. Table 6.1 captures the four variations of
the modified sleep job we use in this analysis. We ran the sensitivity analysis experiments
on a single node cluster with 72 physical cores and 256 GB RAM. Of this, 64 cores and 130
GB memory are allotted to YARN containers. Each job has 315 map tasks, each running
on a < 1core, 2GB > container and 0 reduce tasks. In a MapReduce job, one container
(1 core) is used by the ApplicationMaster4 , leaving 63 cores for the tasks themselves. We
chose 315 map tasks per job so each job has 5 waves of map tasks.
Note that even though we tightly control the resource usage of containers for this sensitivity analysis, the order of container resource requests and allocations is non-deterministic
and can affect scheduler allocations of regular and opportunistic containers. The relative
4

In Yarn, the ApplicationMaster negotiates resources with the scheduler and launches tasks for the application
(job) on worker nodes.
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(a) Effect on opportunistic allocations

(b) Effect on preemptions

Fig. 6.3: Effect of Talloc on opportunistic allocations and preemptions. Tpreempt = 0.9f.
Sleep task duration = 1 min.

timings of container starts can also affect actual aggregate utilization, and therefore the
number of preemptions due to resource starvation. To limit the effect of this variability, we
run each job five times serially and use the mean values for all metrics we compute for our
conclusions.

Effect of over-allocation threshold (Talloc )
Talloc defines the extent of resource over-subscription on the node. The UBIS scheduler
allocates opportunistic containers, so long as the node utilization is under Talloc ⇥ capacity.
Figure 6.3 captures the effect of Talloc on: (i) the percentage of opportunistic containers
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allocated relative to the total number of containers (Figure 6.3(a)); and (ii) the percentage
of opportunistic containers subsequently preempted due to resource contention relative to
the total number of containers (Figure 6.3(b)). For these runs, Tpreempt is set to 0.9 and the
sleep duration for map tasks is set to 1 minute. We note the following:
• The percentage of opportunistic containers is higher for jobs with low per-task utilization, because tasks with low utilization waste more of the allocated resources and
UBIS is designed to make good use of these unused resources. In Figure 6.3(a), the
vanilla Sleep job has a higher-percentage of opportunistic containers than all other
jobs.
• The percentage of opportunistic containers grows with Talloc . When Talloc is higher,
so is Talloc ⇥ capacity

utilization, leading to the ability to fit more opportunistic

containers in the unused resources. In Figure 6.3(a), the percentage of opportunistic
containers increases from 30%

40% at Talloc = 0.5 to 48%

60% at Talloc = 0.9.

• The growth in percentage of opportunistic containers tapers off at about 60%. While

the percentage of opportunistic containers for G-Sleep and G-Sleep-75 jobs increases
steadily, the value for the vanilla Sleep and Sleep-50 jobs hardly changes between 0.8
and 0.9.

• The percentage of preemptions varies monotonically with the variability of resource
utilization. In Figure 6.3(b), the preemption percentage for G-Sleep is significantly
higher than others, and we observe no preemptions for the vanilla Sleep job. As containers grow in size, the earlier value for utilization used by the scheduler becomes
an underestimate. Even though the scheduler realizes this and ceases to allocate
more opportunistic containers, prior allocations might be enough to lead to resource
contention and resultant preemptions.
• Talloc only marginally affects the percentage of preemptions. In Figure 6.3(b), the

increase in preemptions between Talloc values 0.5 and 0.9 is less than 10% of total
containers.
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Fig. 6.4: Percentage of preemptions at different values of Tpreempt . Talloc = 0.8f. Sleep task
duration = 1 min.

Effect of preemption threshold (Tpreempt )
Tpreempt defines the safe-level for aggregate container utilization; the NodeManager
preempts enough opportunistic containers to ensure the node’s aggregate utilization is under Tpreempt ⇥ capacity. Here, we evaluate the effect of this threshold on preemptions.
Figure 6.4 captures the effect of Tpreempt on the percentage of opportunistic containers

preempted relative to the total number of containers. For these runs, Talloc is set to 0.8 and
Tpreempt is varied across 0.8, 0.85, 0.9, 0.95, 0.99. The task sleep duration is set to 1 minute.
The percentage of preemptions goes down as we increase Tpreempt . A wider gap between Talloc and Tpreempt allows for more fluctuation in actual utilization, and hence leads
to lower preemptions. As noticed in previous experiments of varying Talloc , we see that
the number of preemptions is higher for jobs whose tasks have higher utilization. G-Sleep
has significantly higher percentage of preemptions compared to G-Sleep-75 or G-Sleep-50,
and the vanilla Sleep job sees no preemptions owing its low resource usage.

Effect of task duration
We expect the benefits of opportunistic containers to depend on task durations as well.
Longer tasks allow enough time to identify under-utilization and schedule opportunistic
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(a) Effect on opportunistic allocations

(b) Effect on preemptions

Fig. 6.5: Effect of task duration on opportunistic allocations and preemptions. Talloc = 0.8f.
Tpreempt = 0.9f.

containers to use them. At the same time, longer tasks might also have more fluctuations
over their longer lifetime, and might lead to more preemptions. To understand this better,
we run the four benchmarks with task duration set to 1, 30, 60, 150, 300 seconds; we fixed
Talloc and Tpreempt at 0.8 and 0.9 respectively. Figure 6.5 captures the effect of task duration
on percentage of opportunistic containers allocated relative to total tasks and the percentage
of opportunistic containers preempted relative to total tasks. We note the following:
• The percentage of opportunistic container allocations increases marginally with
longer task duration. In Figure 6.5(a), the percentage increases from 48% at 1 second
task duration for all jobs to 50

60% at 300 seconds.
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Table 6.2: Measurement testbed (20 nodes)
Resource
Memory
CPU
Disk
Network

Node capacity
256 GB
32 cores
12 disks
10G

Yarn
130 GB
28 cores as 56 vcores
12 disks
10G

• The increase in percentage of opportunistic containers plateaus at shorter task durations for jobs with low utilization. In Figure 6.5(a), the vanilla Sleep job’s percentage

increases sharply from 1 second to 30 seconds and plateaus after that. On the other
hand, the G-Sleep job’s percentage increases gradually for the entire range.
• The percentage of preemptions increases sharply with task duration and then gradually decreases. We believe this is due to multiple factors playing at the same time: (i)
sharper increase in percentage of opportunistic containers at lower task durations, (ii)
longer tasks having a more gradual change in their resource consumption, (iii) longer
tasks allowing greater diversity of tasks at different stages to run simultaneously. In
Figure 6.5(b), the more resource-intensive G-Sleep and G-Sleep-75 jobs show this
pattern. The vanilla Sleep job has no preemptions.

6.4.3

Results from a Realistic Deployment

To understand the benefits of UBIS in real cluster environments, we deployed our
FairScheduler implementation on a 20-node cluster. Table 6.2 captures the resources available on each node and the amount of resources allotted for use by YARN containers. Each
node had 32 physical cores, of which we allot 28 for use by YARN containers. YARN has
the notion of virtual cores (vcores) to allow allocating a fraction of a physical core to a
container and realize the notion of a homogeneous CPU unit in a potentially heterogenous
cluster. For our experiments, we split each physical core to 2 virtual cores leading to 56
vcores per node. While we have ample memory (256 GB) on each node, we allocate only
130 GB to YARN, since none of our containers need more than 2 GB. YARN has access

113
to all 12 disks available on each node. Each task is assigned one working directory for
temporary files, the most notable being intermediate shuffle data.
The cluster has 1 master node and 19 worker nodes leading to aggregate YARN capacity
of 1064 vcores and 2.41 TB of memory. YARN does not support scheduling or isolating
I/O resources yet.

Representative workload
First, we run a workload that represents a typical big-data workload as observed in production deployments. The workload consists of three pipelines submitted simultaneously
and run in parallel:
1. A TPC-DS Hive query (query-35) that operates on a 3TB dataset. Hive is an SQL
engine that emits MapReduce/Spark jobs, and is widely adopted in the enterprise
owing to familiarity with SQL. TPC-DS [104] is an industry-standard benchmark for
decision support systems including big-data systems.
2. An ETL (extract-transform-load) pipeline captured by the teragen, terasort and tervalidate jobs. Teragen generates a terabyte of random data representing ingestion
of data into a Hadoop cluster (extract). Terasort sorts the data generated by teragen
(transform). Teravalidate validates whether the output of Terasort is indeed sorted
(load).
3. A CPU intensive job - Wordcount - that counts the occurrences of words in a 1 TB of
randomly generated input data. Wordcount represents the class of jobs that compute
statistics on a large corpus of data; examples include clickstream counting or log
analysis.
Note that these jobs also differ in their I/O access patterns; and the proportion of input,
intermediate and output data is different for the jobs [105]. For instance, teragen reads
no input, has no intermediate data, and generates significant output data. Terasort’s input,
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Fig. 6.6: Percentage improvement in (1) makespan for job-mix and (2) aggregate job duration for different values of Talloc .

Fig. 6.7: Percentage deterioration in cumulative task runtimes for different values of Talloc .

intermediate, and output data are of the same quantity, except for the filesystem replication
of the output.
We identified the resource requirements of tasks associated with these jobs by running
them a-priori with different CPU and memory requirements per container. For our evaluation runs, we set the task requirements to the peak usage noticed in our trial runs.
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Fig. 6.8: Individual job durations for different values of Talloc .

Figures 6.6, 6.7, 6.8 capture the results of running these representative workloads. We
focus our analysis on metrics directly impacting the end-user – the makespan of the entire
workload (duration between first job’s submission and last job’s completion), individual
job and task durations. For these runs, we vary Talloc and fix Tpreempt at 0.95 for memory
and 0.99 for CPU; we leave CPU at 0.99 to accommodate bursts in CPU usage.
Figure 6.6 plots the percentage improvement in makespan of the entire workload and
aggregate job duration (computed as sum of all job durations) against Talloc . The percentage improvement is computed as (100 ⇤ (baseline

actual)/baseline), where baseline

corresponds to the traditional (non-UBIS) implementation.
The peak improvement is 30% for makespan and 25% for aggregate job duration. Overall, improvement in both metrics increases with Talloc from 0.5 to 0.9 and then decreases
from 0.9 to 0.95. As Talloc increases, we see that the percentage of opportunistic containers
increases. While this improves utilization of the cluster and the amount of parallelism, it
can also lead to contention among tasks. Task contention and number of preemptions, on
the other hand, also increase steadily with Talloc as the number of opportunistic containers increases leading to task and job slowdowns, respectively. The actual improvement
in makespan or aggregate job duration is essentially the gain from higher utilization less
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slow-down due to contention and preemptions. For this workload and set of cluster resources, a value of 0.9 is optimal for Talloc . Note that the dip at 0.95 is marginal, and not as
drastic as one would expect. We believe this is because of two reasons: (i) the percentage
of opportunistic containers tapers off after a point as discussed in section 6.4.2, and (ii)
the way opportunistic allocation is implemented: by considering the allocation of containers allocated in the current heartbeat as their utilization (instead of actual utilization), our
implementation is less aggressive with opportunistic allocation at higher values of Talloc .
Figure 6.7 plots the deterioration in aggregate task duration (sum of duration of all
tasks in the workload) owing to increased contention discussed earlier. We believe this
contention stems from the lack of isolation, especially for disk accesses. Deterioration
is computed similar to the improvement (100 ⇤ |baseline

actual|/baseline). As ex-

pected, the aggregate task duration steadily increases with Talloc . While we anticipate a
strict linear correspondence, we believe the slight deviations from linearity are due to the
non-determinism in actual task start times and the duration of overlap.
The deterioration in task duration does not affect job durations much, due to increased
concurrency in the system. Figure 6.8 plots the actual job duration (in minutes) for the Terasuite and Wordcount jobs against Talloc . For larger jobs with several waves of map tasks
(Terasort and Wordcount), the job duration decreases as Talloc increases before tapering off
past 0.9. For smaller jobs with fewer map tasks that all fit in a single wave, the job duration
does not improve. At higher values of Talloc , the increased task contention leads to a slight
increase in job duration. Better isolation of tasks, including support for disk and network
isolation, would help avoid the effect of over-subscription on these smaller jobs.
The optimal values for Talloc and Tpreempt depend on the cluster and the workload running on it. One can pick Tpreempt based on the amount of contention the nodes can tolerate.
A high value like 0.99 might work well for a malleable resource like CPU as it allows short
bursts in usage. For a non-malleable resource like memory, leaving some headroom will
allow the worker agent to take corrective action; we think 0.95 should work okay. A good
value for Talloc depends more on the workload – workloads with steady usage could use a
higher value. We anticipate a value in the range of 0.75

0.9 to work well for most clus-
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Fig. 6.9: UBIS robustness: Percentages of cpu usage, opportunistic containers and speedup
for different workload configurations.

ters. Picking the exact optimal value is more involved: trial-and-error is straight-forward
and might work well for clusters whose workload characteristics do not change much over
time. Gradient descent algorithms could help arrive at the optimal value sooner by restricting the values sampled. One could also use a different value on different nodes and pick
the value that corresponds to the best utilization/ preemption tradeoff.

Robustness
Having established the gains in throughput for a representative workload, we verify the
robustness of UBIS. Specifically, we verify that: (i) UBIS adds minimal overhead on an
already well-utilized cluster; and (ii) running short jobs with small tasks opportunistically
while running a large job does not affect the job duration of the large job. However, as
explained in section 6.1, it is hard to fully utilize a cluster without oversubscription, given
the difference in peak and mean usage of tasks. Instead, we set Talloc to the mean node
utilization; since the node utilization is already at Talloc , the scheduler should not allocate
any opportunistic containers. Figure 6.9 plots the CPU usage, number of opportunistic
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containers, and speedup for different workload configurations. TS stands for Terasort on 2
TB data, WC for Wordcount on 100 MB data, and Talloc is in parentheses.
First, we run a large Terasort job that sorts 2 TB of data on the same 20 node cluster
without turning on UBIS. We notice that the CPU usage is higher than memory usage,
and focus the rest of this analysis on CPU usage. Our Terasort run with UBIS turned off
(identified as TS (0) in the figure) is the base case and used for speed calculations of other
configurations. For the base case, the mean CPU usage is 16.38% with a standard deviation
of about 9%.
Next, we run the same Terasort job with Talloc set to 0.2. Since the node utilization
is already close to this value, we see no opportunistic containers allocated. We see minor
increase in CPU utilization (mean of 17.15%) and a corresponding speedup (1.22%). This
change is very small and we attribute it to the non-deterministic nature of task execution
(start times and extent of overlap).
When we increase Talloc to 0.8, as expected, we see healthy amount of opportunistic
containers ( 25%) leading to noticeable improvements in CPU utilization and speedup
(15.28%). Now, along with this large Terasort job, we submit a small Wordcount job that
counts the number of occurrences of the words in a 100 MB corpus of data. This leads to
a slight increase in the number of opportunistic containers, with negligible change in CPU
usage. Since the opportunistic containers are used for both Terasort and Wordcount tasks,
the speedup for the Terasort job drops to 10.8% which is still quite significant.

6.5

Related Work
Improving utilization on shared clusters has been a topic of active research. Apache

YARN [8] replaces the fixed-size slots in MapReduce v1. Two-level schedulers like
Mesos [9] and Omega [48] have been proposed primarily to improve utilization. More
recent efforts have looked into both improvements to existing cluster schedulers and alternate approaches to scheduling.
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Alternate approaches to scheduling. To address the problem of users over-provisioning
resources for their jobs, Quasar [97] asks users for performance-oriented requirements
(latency, runtime) for the workloads, and determines resource requirements by profiling
smaller runs of the workload. Based on these profiles, Quasar identifies the best workloads
to run together. While this is a promising approach, it requires learning an entirely new
way of capacity planning and workload submissions. Apollo [106] proposes token-based
scheduling; application schedulers submit jobs against tokens allotted to them. Apollo also
proposes using opportunistic allocations for improved utilization and is closest to our work.
However, Apollo does not base its allocations on actual utilization. Instead, it relies on application schedulers optimistically requesting opportunistic containers. Apollo does not
guarantee fairness, but instead employs probabilistic resource fairness to limit the extent of
unfairness.
Improving existing cluster schedulers. Current cluster schedulers allocate containers
reactively on node heartbeats as the nodes report completion of other containers and availability of resources. Yaq [107] proposes actively queuing containers on worker nodes to
be executed as soon as any of the running containers finish. Tetris [108] improves job
throughput by reducing resource contention among containers running simultaneously on
a node. It employs multi-dimensional bin-packing to group containers with complementary resource requirements. In addition to looking at user-specified requirements, Tetris
considers node utilization for better bin-packing. Tetris, however, does not oversubscribe
the node the way UBIS does. UBIS complements both these approaches and we believe
integrating with these approaches would lead to further improvements in utilization and job
throughput.

6.6

Conclusion
In current distributed environments, significant amount of resources are wasted due

to tasks not utilizing all allocated resources. We attribute this under-utilization to cluster
schedulers that consider only user-specified resource requirements and not actual container
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utilization. Improving utilization while honoring fairness, without adversely affecting application SLAs is hard. We presented UBIS, a utilization-aware approach to scheduling that
allocates un-utilized resources to pending tasks and gracefully handles resource pressure on
the worker nodes. UBIS guarantees fairness by sharing both un-allocated and opportunistic
resources as per the specified scheduler policies, and applications can opt out of opportunistic allocations to ensure their containers are not preempted under resource pressure. UBIS
implementation in YARN shows up to 30% improvement in workload makespan.
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7. TOWARDS OPTIMIZING HADOOP PROVISIONING
In this work, we investigate optimal provisioning of Hadoop clusters in the cloud. We argue that data analytics enabled by MapReduce is particularly synergistic with the utility
computing or pay-as-you-go model enabled by the cloud platform. Data analytics operations that are initiated periodically or sporadically as background batch jobs can intuitively
benefit from the cloud environment by allocating resources on-demand, and relinquishing
them after the job is done, thereby paying only for the used resources. Further, an interesting artifact of the utility nature of the cloud platform is that the incurred cost depends only
on the net usage, and has no upfront or idling cost. For example, the cost of using 1000
machines for 1 hour is the same as using 1 machine for 1000 hours. The inherent parallelism in a MapReduce job can leverage this model to potentially improve its performance
while incurring the same currency cost. Thus, in the above example, an analytics job can
theoretically obtain a 1000-fold improvement in performance by acquiring 1000 machines,
instead of just one, and still incur the same cost.
In fact, analytics in the cloud was successfully leveraged on several occasions [109].
For example, 200 servers on Amazon EC2 (equivalent of 1407 hours of virtual machine
time) were used by The Washington Post to convert 17481 pages of data in non-searchable
PDF format of Hillary Clinton’s official white house schedule into friendly WWW format
within a total time of 9 hours. Similarly, the New York Times converted 11 million scanned
articles to PDFs using 100 virtual machines in a single day. A further boost for analytics in
the cloud comes from the recent Amazon Web Services announcement to provide Elastic
MapReduce [110] built using their compute cloud, EC2, and their storage cloud, S3.
Given the advantages of performing Hadoop jobs atop a cloud platform, a key challenge
facing end-users is efficiently provisioning such Hadoop jobs. Provisioning a Hadoop job
entails requesting optimum number of resource sets (a resource set (RS) is a set of resources sold as a single unit. e.g., standard and high-cpu instances sold by Amazon web

122
services), and configuring Hadoop parameters such that each resource set is maximally
utilized. An optimization objective that we believe to be very relevant to end-users is to
minimize currency cost incurred to perform a job, while maximizing performance (lower
execution time). We argue that an end-user provisioning a Hadoop job should choose the
resource set parameters to achieve this objective.
Aside from the number of nodes required to run a job, Hadoop has hundreds of configuration parameters. Examples include number of replicas of input data, number of parallel
map/reduce tasks to run, number of parallel connections for transferring data etc. In this
work, to demonstrate the effectiveness of our proposal, we pick two representative parameters in the number of map and reduce tasks. Each map/reduce task runs as a separate
process and hence a higher number for these parameters translates into higher parallelization. But too high a value can potentially cause resource contention and degrade overall
performance. For example, setting a very high value for this parameter results in large
number of simultaneous disk reads resulting in disk contention. Setting a low value, on the
other hand, might under-utilize the resources, and once again reduce performance. Thus,
the number of map and reduce tasks per resource set must be chosen such that the resources
are maximally utilized, resulting in optimum performance.
Existing solutions such as [110–112] simply automate the deployment of Hadoop tasks
by setting up the required software, preloading data, and generating default configuration
files. They, however, expect end-users to provide appropriate resource-set parameters.
Even end-users have no tools to-date at their disposal to determine the optimum configuration, and hence these parameters are typically chosen using best practices. Moreover,
we believe that existing approaches to provisioning other applications in the cloud are not
immediately relevant to Hadoop-based applications; existing applications incorporate a dynamic component to adapt to workload changes and adjust their provisioning, while the
workload from Hadoop applications is known completely a priori.
We argue that simply automating Hadoop deployment is not good enough, and choosing
parameters based on best practices is not robust enough. Our contributions are twofold:
(1) We first demonstrate that best practices for configuring resource set parameters are
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not robust across different applications, and can cause far from optimal provisioning. (2)
We then present our technique that improves provisioning of a Hadoop job by analyzing
resource consumption of the given job.

7.1

Motivation: One Size Does Not Fit All
This section demonstrates that the current approach of choosing static, default param-

eters does not maximize resource set utilization across all applications, thereby motivating
the need for the RS Maximizer component of our provisioning algorithm.
Hadoop installation comes with a default set of values for all the parameters in its configuration. The default values of these parameters are based on typical configuration of
machines in clusters and requirements of a typical application. The optimum parameters
that maximize resource utilization, however, are dependent on the resource consumption
profile of an application. For example, a map task in sort application using Hadoop
(implemented as merge-sort) reads each chunk of data, generates <key, value> pairs, and
outputs equal amount of intermediate data, making it quite io-intensive. On the other hand,
a map task in grep needs to search for a regular expression which is limited by the CPU
resources. Thus, each application has a different bottleneck resource (the resource with
the highest utilization fraction compared to other required resources), and different bottleneck resource utilization, and thus needs to pick a different (num maps, num reduces)
combination such that the bottleneck resource is maximally utilized.
We now experimentally demonstrate the optimum (num maps, num reduces) for a
given application and resource set, and the impact of sub-optimum configuration parameters. To measure the impact of these parameters on application performance, we ran two
experiments for various combinations of (num maps, num reduces): (1) grep (example
available with Hadoop source code) on Hadoop on a cluster of 8 nodes, and an input of
80 GB. Each node in the cluster consists of 8 cores, each a 2.2 GHz CPU and two SATA
drives. All nodes are connected using a Gigabit switch. (2) wordcount on Hadoop on a
cluster of 4 nodes, and an input of 1 GB. Each node consists of a 3 GHz dual core CPU,
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Fig. 7.1: Time taken to grep a simple string from 80 GB of input data. Each line corresponds to a fixed number of maps.

2 GB RAM, 146 GB 10K SCSI drive, and a 1 Gbps NIC. All nodes are connected using a
Gigabit switch. A replication factor of two was used in both experiments.
Figure 7.1 shows the time taken by grep to search for a simple regex string in 80 GB of
randomly generated data as the number of maps and reduces are varied. Figure 7.1 shows
that: (1) Time taken for grep varies with number of maps, but is independent of number of
reduces, (2) The configuration with 8 maps yields the best performance and runs 4⇥ faster
when compared to the configuration with 1 map and roughly 1.5⇥ faster when compared
to configuration with 24 Maps. Performing regex on input stream of data is inherently
computationally intensive and hence grep is CPU dependent.
Since each node in the cluster has 8 cores, 8 maps potentially achieve close to optimum CPU utilization. (3) Finally, increasing number of maps from 4 to 8 only marginally
improves the performance, whereas changing maps from 1 to 4 almost quadruples the performance. Here, we observe that the disk bandwidth begins to saturate before all the CPUs
are fully utilized, giving rise to a small improvement from 4 to 8 maps. Increasing the number of maps further causes disk thrashing as a result of which the performance decreases.
Similar results were observed in the 4 node cluster.
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Fig. 7.2: Overview of the optimization process to provision Hadoop jobs in the cloud.

We also ran wordcount on Hadoop to count the number of occurrences of each
word in a randomly generated input data of size 1 GB. The optimum configuration for
wordcount is 2 maps and 4 reduces for the 4 node cluster.

For both grep and

wordcount, the default configuration of (2 maps, 2 reduces) consumed significantly more
time than the optimum configurations.
In summary, our experiments demonstrate that: (1) Different applications have different
bottleneck resources, and hence their optimum parameter values are different. Hadoop
parameters (number of mappers and reducers) affect the utilization of resources in a given
resource set, and non-optimal values for these parameters can significantly degrade the
overall performance. (2) Further, these optimum values depend on the size of resources in
the resource set and it is non-trivial to find them. Too few mappers/reducers per resource
set result in under-utilization of resources. Too many induce contention and lower system
throughput.

7.2

Signature-Based Approach to Classify Applications
Figure 7.2 shows an overview of our approach to optimize provisioning of Hadoop

jobs in the cloud. Our approach consists of two components: (1) RS Maximizer: This
component calculates the optimum parameters for the Hadoop job such that each resource
set is fully utilized. (2) RS Sizer: Once each resource set is being fully utilized, this

126
component determines the number of resource sets required such that the cost is minimized
while performance is maximized. Note that underutilized resource sets can potentially
cause RS Sizer to pick larger number of resource sets, thereby increasing the incurred
cost. We focus on RS Maximizer for the scope of this work, and present results from our
evaluation. We acknowledge that RS Sizer is still a work in progress.
Our technique for determining the optimum configuration parameters for a new Hadoop
application, given a resource set, is as follows: we first generate resource consumption
signature (described later) for the new application by running the application on a small
fraction of input data (few of the many chunks of the actual input), using a small number of resource sets (nodes). We then match the resource consumption signature with the
signatures of other applications for which we have already computed the optimum configuration. We maintain a database of resource consumption signatures for a few applications
for which we know the optimum configuration parameters. The new application is then assigned the optimum configuration of the application based on the closest signature match.
Intuitively, two applications with similar signatures will have similar resource consumptions, and hence would face similar bottlenecks. As a result they would exhibit optimal
performance at similar configurations.
Figure 7.3 details our system. Hadoop applications usually operate on massive volumes
of data split into chunks of 64 MB (by default). Our system takes entire input data and
generates a copy of a small part (say 1 GB) of it. It then runs the application on the smaller
data on a subset of nodes. It monitors the usage of three basic resources on all the nodes in
the cluster: CPU, disk and network. We use vmstat and ifstat tools to measure CPU usage
(in terms of User, System, Idle and Wait percentages), disk usage (# of blocks in and out)
and network usage (bytes/sec into and out of network card) every second. All the usage
measurements are normalized using their respective maximum values.
Signature Generation. Usually, a Hadoop task consists of a map phase, a copy phase
and a reduce phase [5]. Ideally, a resource consumption signature should be generated for
each phase and be compared to signatures of the same phase from other applications, to
independently determine num maps, and num reduces. Unfortunately such an approach
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has practical limitations: First, the three phases need not be disjoint in time. For example,
a copy phase could begin before all the maps are completed. Second, an application may
contain multiple MapReduce phases (grep for example). Our design, thus, favors phase
agnostic signatures, generated as follows: We split the entire job run into n (a pre-choosen
number) intervals with each interval having the same duration. For the ith interval we
compute the average resource consumption for each, rth , resource. For each node, m, in
r
the cluster we generate a resource consumption signature set, Sm
, for every rth resource as

r
r
r
r
Sm
= {Sm1
, Sm2
, ..., Smn
}
r
where Smi
= mean of normalized rth resource consumption for ith interval on mth node

during the job run. We store all such signature sets for an application run.
Signature Comparison. To measure similarity between two normalized resource conr1
r2
sumption signatures Sm
and Sm
for a particular resource r for a node m for Hadoop appli-

cations 1 and 2 respectively, a

2

2

2

[113] is calculated as:

r1 ,S r2
Sm
m

=

n
X
(S r1
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r1
(Smi
i=1

r2 2
Smi
)
r2
+ Smi )

represents the vector distance between two signatures for a particular resource r in

time-interval vector space. We compute scalar addition of
Lower value of sum of

2

2

for all the resource types 1 .

indicates more similar signatures. We choose the configuration

of the application that has the closest signature distance sum to the new application.
Database Bootstrapping. To create a database of signatures, we generated signatures for
a few applications with default configuration. For these applications, we also found out the
optimum configuration by running the chosen applications at a variety of combinations of
(num maps, num reduces). We store the signatures and the corresponding optimum configurations for these applications in our database. We chose the example applications (from
the ones provided with Hadoop source)—grep (map intensive), sort (copy intensive),
1

Though a simple scalar addition for different resources is naive, we will investigate other methods to match
signatures for each resource separately.
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Fig. 7.3: RS Maximizer: Design

wordcount. We also plan to incorporate signatures from gridmix with various ratios
of input:intermediate size:output data.
To do away with any experimental errors, we tweak it a little and consider the 80th
percentile instead. Hence, for us,
F80 (S 1 , S 2 ) = 80%{

7.3

(S 1 i S 2 i )2 n
}
(S 1 i + S 2 i ) i=1

Evaluation
Our technique is implemented by scripting in Perl to run the application over Hadoop

as per our system diagram (Fig. 7.3). We start the measurement tools (vmstat and ifstat to
record the cpu, disk and network usage of the Hadoop application) and run the application
on small chunk of data (1 GB) using default configuration and then compute the signature
for the application.
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CPU and disk signatures for a given application are stable. To observe the noise in our
signature mechanism we ran sort on 1 GB of data twice on our 8 node cluster with default
configurations . We computed the signature distances between the generated signatures of
these two runs. We plot the signature distances between these two runs for all the resource
types (us, sy, wa, id, bi, bo, ni, no = % of CPU in user time, system time, waiting time, idle
time, disk block in, disk block out, network in and network out respectively) in Figure 7.4.
We observe that signature distance is relatively higher in network resources than others.
Signatures are independent of input data size. We next plot signature distances for sort
run on 1 GB data vs. sort run on 10 GB data with default configuration. Figure 7.4 plots
the signature distances. We observe that different runs of the same application on different
data sizes results in very close signatures. The signature distances between sort 1 GB vs.
10 GB are about 0.1.
Different applications have widely separated signatures if their bottleneck resources
are different. Runs of different applications result in quite distant signatures if the applications’ behaviors are different. sort and grep have very different requirements. grep
consumes most of the time in the map phase (mostly CPU computation) where as sort
consumes the maximum time in copy phase. This difference manifests in the signature
distance—the signature distance is about 1 in most cases.
Signature based technique successfully predicts optimum configuration for different
applications. For testing our system with a couple of unknown applications, we chose
matrix-addition and multifile-wordcount. matrix-addition takes in
two matrices; the map outputs (row, column) as the key and the value as the value;
the reduce adds the values with the same key (row, column) and outputs the result.
multifile-wordcount implements wordcount with the only difference that it takes
input as multiple files instead of a single file. We ran these two applications with default (2
maps, 2 reduces) configuration on smaller data (1 GB) and compared the signatures.
Both applications closely matched the signature of wordcount from our database.
Both applications obtain peak performance with the optimum configuration of
wordcount. Multifile-wordcount is very similar to wordcount with just dif-
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Fig. 7.4: Signature distances (on y-axis) for various resources on X-axis for: (i) Sort 1 GB
vs Sort 1 GB, (ii) Sort 1 GB vs Sort 10 GB, and (iii) Sort 1 GB vs Grep 1 GB.

ferent data formats. It is therefore intuitive for them to have similar optimum configuration.
Interestingly sort, wordcount and multifile-wordcount had near similar signatures and they observe peak performance with same configurations. This is because all the
three applications have similar map phase (read the input data and output intermediate keyvalue pairs with wordcount and multifile-wordcount appending a “1” for each
word), and a similar reduce phase (with the difference that wordcount just adds up the number of occurrences of each word). matrix-addition exhibits similar characteristics as
wordcount as well.
Improving Database Diversity. The accuracy of our signature match critically depends
on the diversity of sample applications in our signature database. However, adding new
signatures into the database is a heavy-weight process; our technique relies on a bruteforce approach to calculate the optimum configuration. We are currently investigating a
closed loop approach that will improve both the accuracy of our configuration estimates, as
well as add new samples to the database. For every new application run on the cluster with
our technique, we predict the optimum configuration and run the application with optimum
configuration (as noted above). Simultaneously, we also monitor the resource consumption
during this run to identify a bottleneck resource(s) for the application, and ensure that it
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is saturated. If resource(s) are not saturated, we then search for a optimum configuration
by intelligently varying (num maps, num reduces) such that the resource with the highest
utilization saturates. After this feedback-driven choice of optimum configuration, we add
the new application signature to our database.

7.4

Conclusion
An interesting artifact of the cloud paradigm is its utility-based pricing model – the

cost of using 1000 machines for 1 hour is the same as using 1 machine for 1000 hours.
A Hadoop job’s makespan can be improved without incurring any additional costs by exploiting the maximum parallelism, by determining the optimum number of resource-sets
and other associated configurations for Hadoop tasks. We proposed a resource usage signature to classify jobs based on their execution profile. We showed that jobs with similar
signatures have similar optimum values for different configuration parameters, and the Euclidean distance between signatures captures the similarity between jobs. A job’s signature
can be arrived at by looking at past runs or runs with smaller input data. The choice of
parameters can be improved over time by collecting usage information from past runs.
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8. CONCLUSIONS
8.1

Conclusion
Data-centric programming models enable the analysis of large-scale datasets, which is

quintessential to the success of modern applications. These models, while scalable and
easy to use, are limited in their applicability to data-parallel formulations and pose challenges around efficient cluster usage and sharing. We proposed semantic extensions in the
form of relaxed synchronization and transactional execution to extend their applicability
with inherent algorithmic asynchrony and amorphous data parallelism. We devised UBIS,
a utilization-aware cluster scheduler, for better efficiency through improved cluster utilization and job throughput. We outlined methods to automatically tune jobs for optimum
configuration values.

8.2

Avenues for Future Work

Hierarchical Relaxed Synchronization. Chapter 3 demonstrated the use of partial synchronization and eager scheduling in the context of MapReduce. Currently, partial synchronization is restricted to a map and the granularity is determined by the input to the
map. Taking the configuration of the system into account, one may support a hierarchy of
synchronizations.
Large Distributed Transactions. Chapter 5 showed the benefits of transactional execution
of tasks over shared address-space for inter-task communication. Efficient distributed locks
can limit the overhead of large distributed transactions allowing the applications to scale
better.
Cluster Scheduling Improvements. Our current implementation of UBIS in YARN oversubscribes CPU and memory, without any consideration for other resources like disk and
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network. As outlined in Tetris [108], scheduling containers without considering all the
resources can lead to untenable oversubscription of resources that are not considered. Actively scheduling and isolating I/O resources per container may help reduce this contention.
Also, cluster schedulers adopt a reactive approach to scheduling: they schedule containers
when the node reports the availability of resources. [107] proposes queuing containers actively so the nodes have a task available to execute as soon as they finish executing a task.
UBIS can augment this active scheduling approach by considering the actual utilization
instead of allocation to drive the utilization higher.
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