The launching of Scopus and Google Scholar, and methodological developments in Social Network Analysis have made many more indicators for evaluating journals available than the traditional Impact Factor, Cited Half-life, and Immediacy Index of the ISI. In this study, these new indicators are compared with one another and with the older ones. Do the various indicators measure new dimensions of the citation networks, or are they highly correlated among them? Are they robust and relatively stable over time? Two main dimensions are distinguished-size and impact-which together shape influence.
Introduction
In a seminal article about citation analysis as a tool in journal evaluation, Garfield (1972, at p. 476; Garfield & Sher, 1963) advocated the Journal Impact Factor in order to normalize for the expected relation between size and citation frequency. On the basis of a sample of the Science Citation Index 1969, he concluded that from 21 to 25 percent of all references cite articles that are less than three old (Martyn & Gilchrist, 1968) , and therefore one might define the Journal Impact Factor as the average number of citations in a given year to citable items in the two preceding years. As is well known, this has become the Journal Impact Factor in use by the ISI (Thomson Reuters) and in a large number of evaluation studies.
In later studies, the ISI (Garfield, 1990 (Garfield, , 1998 experimented with time windows of five and even fifteen years. The Impact Factor was further formalized and generalized by Frandsen & Rousseau (2005) and by Nicolaisen & Frandsen (2008) . However, in a Letter to the Editor of Information Processing and Management, Garfield (1986) argued on substantive grounds against the use of five-year Impact Factors: one should not confuse impact with influence (Bensman, 2007) . The Impact Factor does not measure the impact or influence of a journal, but of an average item published in that journal (Harter & Nisonger, 1997) . In other words, it could imply an "ecological fallacy" to infer from the average quality of trees to the quality of the woods as a whole (Robertson, 1950; Kreft & De Leeuw, 1988 ).
In the case of journals, the size of the journal also plays a role, or as Garfield adds:
"Surely it should be obvious that influence is a combination of impact and productivity." (Ibid., p. 445) . Unlike the impact of the average, productivity can be indicated by the total number of documents and/or the total number of citations, publications, etc. Garfield (1979: 149) added that the number of times a journal cites articles it published, or is cited by these articles, provides yet another indicator ("self-citations"). In a validation study of these indicators against usage data, Bensman (1996; Bensman & Wilder, 1998) concluded that the total number of citations correlates much better with the perceived importance of a journal than with its impact as defined by the JCR. In the latter case, the correlation with (LSU) Faculty Rating and (UI) Library Use was 0.36 and 0.37, respectively, while correlations of Total Cites with these usage data ranged between 0.67 and 0.82. He proposed to use "Total Cites" as an important indicator for journal evaluation because "size matters" in human perception. In his sample of 129 chemistry journals, the correlation between Total Cites and Impact Factors was significant, but only 0.43. Leydesdorff (2007a: 28 ) used Bensman's data to test whether the various indicators were independent using factor analysis, and found two factors (which explained 82% of the variance) when using the various indicators provided by the ISI. The first factor is determined by size, and the second by impact. Faculty scores and usage data correlated with size in this 1993 dataset. Yue et al. (2004) found a high correlation between the Impact Factor and the Immediacy Index-as expected because both these indicators refer to the current research front and are normalized by dividing the number of citations by the number of publications. (However, the sets of publications and citations are differently defined for the two indicators.)
More recently, new indicators have been proposed, such as the H-index (Hirsch, 2005) and the so-called Scimago Journal Rank (SJR) using data from Scopus. The H-index is most popular and has been included in the online version of the Science Citation IndexEpanded of the ISI for any set of documents. The H-index was originally defined at the author level: a scholar with an index of h has published h papers each of which has been cited by others at least h times. However, like the other measures it can be applied to any document set (Braun et al., 2006; Van Raan, 2006) . Unlike the other measures, the Hindex is time-dependent, or one might say dynamic.
1 Given the advent of Internet-based databases such as Google Scholar, this continuous update could also be considered as an advantage. Its proponents claim that the H-index reflects both the number of publications ("productivity") and the number of citations per publication ("impact"). Ever since its
1 The H-index is not necessarily dynamic, but it is most often used in this way. Like the impact factor, the H-index provides a framework for the evaluation of a document set.
introduction a number of derived indicators have been proposed, like the G-index, the AR-index, etc., which improve on some of the shortcomings of the H-index (e.g., Egghe & Rao, 2008; Rousseau, 2008 (Garfield, 1990; Testa, 1997) . Criteria are not externally transparent, but this seems legitimate because of the commercial interests at stake for journal publishing houses. For example, during the early 1980s the ISI resisted pressure from Unesco to include more journals from lesser developed countries (Moravčik, 1984 (Moravčik, , 1985 Gaillard, 1992; Maricic, 1997 The search engine Google itself uses PageRank as an algorithm for sorting pages when displaying the search results (Page et al., 1998; Brin & Page, 1998) . PageRank is derived from the Influence Weights that Pinski & Narin (1976) originally proposed as an indicator of journal status (Garfield, 1979 (Falagas et al., 2008) .
My first research question is: do these indicators measure a common dimension in the data? It would have been nice to include usage data as currently collected in the so-called mesur project of the Los Alamos National Laboratory in this comparison, but unfortunately this data is hitherto not available for further research Bollen et al., 2008; Bollen, personal communication, April 25, 2008 In addition to comparing the journal indicators among them, I extend the analysis with some network indicators from social network analysis such as centrality measures using the same datasets.
Methods and materials
The data The data contains the total numbers of documents, references, and citations (with a breakdown for the last three years), the SJR value, and the H-index for all journals in the set. However, Total Cites are provided only for the last three years. The help-file formulates: "Total Cites (3years)/Total Cites: Total of document citations received by a journal in a 3 year period. This indicator is estimated taking into account of all types of documents contained in a journal in the selected year and the bibliographical references they include to any document published in the three previous years." In another context, this indicator is compared with the Impact Factor Numerator based on using a two-year citation window retrospectively (Bensman & Leydesdorff, in preparation) . I use this indicator as the best proxy for "Total Cites" available in the Scopus database.
Another problem with the Scimago/Scopus database is the H-index provided for each of the years. Using different dates for the download, I noted that these H-indices are updated, presumably quarterly, and then retrospectively also in the previous years. At least, we updating periodically.) Anyhow, for the statistics-which are the subject of this studythese relatively small differences are probably not so important.
In the second part of the study, I also use network centrality measures (Freeman, 1978 (Freeman, /1979 Hanneman & Riddle, 2005; Leydesdorff, 2007b) . Six possible centrality measures (degree, betweenness, closeness, in both the "cited" and "citing" dimensions)
can be calculated using Pajek. PageRank is not included in Pajek, but it is in several other Because significance testing is dependent on the number of cases, and the number of cases in the Scopus database is much larger than in the combined ISI-databases (the Science Citation Index and the Social Science Citation Index), I used the overlap between the two databases ( Table 1 ). The databases were matched using their full titles. 
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Results
Journal indicators
Let us first limit the analysis to the typical journal indicators. These are the size indicators such as total numbers of citable documents, total numbers of references and citations, the Impact Factor, Immediacy Index, Cited Half-life, the SJR, and the H-index. I also added Table 2 Another way of designating the two factors would be to consider the first size-related factor as indicating the archival function, and the second one as indicating the research front (Price, 1965) . As mentioned, the Impact Factor and the Immediacy Index correlate closely, but the new ranking indicator SJR also correlates in this dimension. These correlations are provided in Table 3 The Impact Factor correlates less with the SJR measure than with the Immediacy Index;
as Figure 1 shows, SJR is slightly more orthogonal to the size dimension than the Impact Factor. This means that it normalizes for size a bit more strongly than the Impact Factor already does.
Recently, Zitt & Small (2008) proposed the Audience Factor (AF) as an alternative to the Impact Factor (IF). These authors used 5,284 journals from the Journal Citations Reports 2006 of the Science Citation Index, of which 4,277 belong to the sets studied in this research. Furthermore, they used five-year citation windows (AF5 and IF5, respectively).
Using these 4,277 journals and including these two variables, I generated Figure 2 , which is based on adding these two indicators (AF5 and IF5) to the set. .000 .000 .000 .000 N 4277 4277 4191 4277 ** Correlation is significant at the 0.01 level (2-tailed). 
Network indicators
Let me now add the six centrality indicators that were derived from social network analysis to this system of journal indicators. A three-factor solution in this case explains 74.5% of the common variance, but the screeplot indicates that a five-factor solution should be considered (85.7%; eigenvalues > 1.0). If we choose this five-factor solution, the network indicators add a third and a fourth dimension to the three-factor solution of the journal indicators discussed above. The "Cited Half-life" remains a final (fifth) factor (to be discussed below). (N = 6,210) .
The patterns among the network indicators are complex (Table 5) . First, it is to be noticed that Indegree (that is, the number of links in the cited dimension) correlates highly with the H-index (r = 0.89). The Indegree can also be considered as a measure of reach, that is, the number of citation relations but without weighting for the number of citations on these relations. As could be expected, betweenness centrality is different from closeness and degree centrality (Freeman, 1977; Leydesdorff, 2007b) . PageRank shares interfactorial complexity with the H-index and Indegree, but unlike the latter two PageRank correlates negatively with the indicators on the impact dimension (Factor 2). Table 6 : Pearson correlations among the network and journal indicators. (All correlations are significant at the level of p < 0.01.) Table 6 The historical dimension can be programmed into the network approach, but this has to be done explicitly (Pudovkin & Garfield, 2002; Lucio-Arias & Leydesdorff, 2008; Leydesdorff & Schank, 2008) . into the database (Leydesdorff, 1993) . Closeness centrality is less stable than the other network indicators (0.61 < r < 0.79).
Pearson correlations
Stability and change
Conclusions
Unlike the Impact Factor, the SJR indicator and the H-index are non-parametric, that is, they are not based on normalization to the arithmetic mean of the values in the document sets. In the case of citation data this is a clear advantage, because the data is heavily skewed (Leydesdorff, 2008) . However, the H-index has the well known problem that it leads to counter-intuitive results because of the attempt to bring the size component and the impact component under a single denominator. For example, an author who has published three articles with 100 citations each and otherwise a number of articles cited fewer than three times is equally ranked at h = 3 with an author who has only marginally more than three citations for each of the top three articles and otherwise the same distribution. The advantage of the H-index is that it provides a single number which is easy to retrieve and remember.
The data contains two dimensions, size and impact, which-quoting Garfield-together shape influence. Any inference which jumps too easily from one dimension to another may lead to misunderstandings. As Garfield emphasized, one should not consider the Impact Factor as an indicator of the quality of a journal, but as an indicator of the average quality of articles in that journal. A comparison with the size dimension makes this point clear: the average size of an article does not inform us about the size of the journal.
However, this warning against an "ecological fallacy"-that is failing to note the difference between making inferences about the aggregate of trees or of the woods-has hitherto been little heeded in studies using the Impact Factor for research evaluation (Robertson, 1950; Kreft & De Leeuw, 1988; Moed, 2005) . Journals, however, are not homogenous entities (Bradford, 1934; Garfield, 1971; Bensman, 2007) .
I was surprised to find that PageRank was to such an extent not an impact indicator because it was developed after Pinski & Narin's (1976) "Influence Weights," which were designed as an alternative to Impact Factors. In another context, Hindman et al. (2003) found supporting evidence for these size-effects in the results of Google's algorithm.
However, the SJR, albeit derived conceptually from the PageRank concept, seems to offer a good alternative to the Impact Factor.
The Cited Half-life provides a separate dimension for the evaluation. I showed elsewhere (Leydesdorff, 2008, at p. 280 ) that this indicator enables us to distinguish different expected citation behaviors among sets based on different document types (articles, reviews, and letters) independent of the differences in citation behavior among disciplines.
Based on a suggestion of Sombatsompop et al. (2004) , Rousseau (2005) proposed to elaborate on the Cited Half-life for developing median and percentile impact factors as another set of new indicators.
Indicators along the impact axis, including the newly introduced Audience Factor (Zitt & Small, 2008) , are highly correlated. In an ideal world, one might perhaps like to see the SJR applied to the JCR data (Bergstrom, 2007) . One advantage of the SJR is that this indicator is available as open access-although the Impact Factor values are so much circulated in practice (e.g., at http://abhayjere.com/impactfactor.aspx ) that one can hardly consider this a serious drawback in using them. An advantage of the Impact Factor and the H-index, on the other hand, is the ease with which they can be understood. As I have shown, however, the H-index may oversimplify the complexities involved because it tries to capture both orthogonal dimensions (size and impact) in a single indicator.
