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SOMMAIRE
Dans cette thèse, nous nous intéressons au problème d’existence et de multi
plicité des solutions de systèmes d’équations différentielles et d’inclusions diffé
rentielles du premier ordre et du second ordre avec opérateur maximal monotone
et avec des conditions aux limites de Sturm-Liouville ou périodiques.
Pratiquement aucun résultat de multiplicité pour les systèmes n’a été obtenu
à ce jour compte tenu de la difficulté du problème.
Notre contribution porte sur la multiplicité des solutions de systèmes d’équa
tions différentielles et l’existence de solutions d’inclusions différentielles du second
et du premier ordre avec opérateur monotone.
Après avoir introduit une notion de tube-solution strict pour des systèmes
d’équations différentielles, nous établissons les tous premiers résultats de multipli
cité de solutions des systèmes d’équations différentielles. L’impact de ces résultats
pourrait être aussi important que celui relié à la notion de sous et sur-solution
strictes pour les équations différentielles qu’on retrouve dans la littérature. Il pour
raient contribuer à ouvrir la voie à de nombreux autres résultats de multiplicité
de solutions de systèmes d’équations difféntielles.
Notre seconde contribution porte sur l’existence de solutions de systèmes d’in
clusions différentielles avec opérateurs maximaux monotones. Ici on introduit une
notion de tube-solution (voir définition 4.0.1) qui généralise de façon considérable
l’hypothèse imposée par Kandilakis et Papagiorgiou dans leurs résultats conte
nus dans [37]. Nous obtenons par la suite des résultats d’existence généralisant
ceux obtenus dans [37] pour une même condition aux limites, et plusieurs autres
résultats d’existence en imposant des conditions de croissance différentes.
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Enfin nous considérons un problème pour un système d’inclusions différen
tielles du premier ordre avec opérateur maximal monotone plus général que ceux
formulés dans la littérature. Pour ce problème aussi, nous définissons une notion
de tube-solution qui nous permet d’établir l’existence de solution.
Nos résultats sont basés sur la théorie du degré de Leray-Schauder pour ce
clui est des problèmes de second ordre, et sur le théorème de Kakutani pour le
problème du premier ordre.
Mots clés : Systèmes d’équations et d’inclusions différentielles, opé
rateurs maximals monotones, tube-solution, tube-solution strict, degré
de Leray-Schauder, théorème de Kakutani, points fixes.
V$UMMARY
In this thesis, we stlldy the existence and the multiplicity of solutions to
systems of differential equations as well as differential inclusions of first and second
order with maximal monotone operator and with Sturm-Liouville or periodic
boundary conditions.
Pratically no mllltiplicity resuits for systems of differential equations have
been obtained up to day because of the difficulty of the problem.
Our contribution concerns the multiplicity of soliltions to systems of diffe
rential equations, as well a.s the existence of solutions to systems of differential
inclusions of first and second order with monotone operators.
At first, we introduce the notion of strict solution-tube for systems of diffe
rential equations. Using this notion, we establish the first results of multiplicity
of solutions to systems of differential equations. The consequence of those results
could be also important than the resuits related to the notion of strict lower and
upper-solutions of differential equations found in the literature. It would permit
us to have other results of multiplicity.
Our second contribution concerns the existence of solutions to systems of
differential inclusions of second order with maximal monotone operator. Here we
introduce a notion of solution-tube (see definition 4.0.1) for those systems which
generalize the hypothesis given by Kandilakis and Papageorgiou in their results
contained in [37]. We generalize theirs results for the same boundary conditions,
and we obtain other existence resuits by considering other growth conditions.
Finally we consider differential inclusions of first order with monotone opera
tors more general than those considered in the literature. Again we introduce a
notion of solution-tube which allows us to establish the existence of solutions.
vi
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For the second order problem, our resuits rely on the Leray-Schauder degree
theory. For the first order problem, we apply Kakutanis theorem in order to
obtain our resuit.
Key words : Systems of differential equation and inclusions, maximal
monotone operators, solution-tube, Leray-Schauder’s degree, Kakuta
ni’s theorem, fixed points.
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INTRODUCTION
Nous présentons dans cette thèse des résultats d’existence et de multipli
cité (i.e pluralité) de solutions des systèmes d’équations différentielles et des
résultats d’existence de solutions d’inclusions différentielles avec opérateurs mo
notones. L’étude des systèmes d’équations différentielles impose la connaissance
du nombre de solutions ou du nombre minimal de solutions : on veut savoir si le
système n’a pas de solutions, a une solution ou a plusieurs solutions et dans ce
cas, si on ne peut trouver le nombre précis de solutions, on veut trouver le nombre
minimal de solutions. D’où l’importance des résultats de multiplicité (pluralité)
de solutions.
Le présent travail se compose en trois volets multiplicité des solutions de sys
tèmes d’équations différentielles, existence de solutions de systèmes d’inclusions
différentielles de second ordre avec opérateur maximal monotone; existence de so
lutions de systèmes d’inclusions différentielles du premier ordre avec un opérateur
maximal monotone et un opérateur multivoque.
0.1. MuLTIPLIcITÉ DE SOLUTIONS DE SYSTÈMES D’ÉQUATIONS
DIFFÉRENTIELLES
Rappelons que par muttipticité de sotutions d’un système d’équations diffé
rentielles, on entend l’existence de plusieurs solutions de ce système d’équations
différentielles pour les mêmes conditions aux limites.
Dans cette partie nous traitons de l’existence et de la multiplicité de solutions
des systèmes d’équations différentielles de la forme
2f ‘(t) — f(t,x(t),x’(t)) p.p. t e I, (*)
où f: IxR2’ —* R’ est une fonction de Carathéodory (voir définition 1.1.6) et où
I :i[O,1J, 3G désigne les conditions aux limites de $turm-Liouville ou périodiques:
f Aox(O) — ox’(O) — ($L)
A(1) +ix’(1) = r1;
f x(0) = x(i), (P)
x’(O) =
où pour i = 0 011 1, A est une matrice (n x n) telle qu’il existe cj > O tel que
(x, Aix) > cHx2 pour tout x dans R’, [3 e {O, 1} et cj + /3 > O, r0, r1 e R.
L’existence et la multiplicité de solutions du problème (*) ont été abordées
dans le passé par plusieurs auteurs par la méthode de sous et sur-solutions. Dans
ce qui suit, nous faisons un bref rappel de ces travaux et présentons notre contri
bution.
0.1.1. Existence
La littérature sur l’existence de solutions du problème (*) est volumineuse;
nous référons à [6, 8, 16, 21, 22, 24, 25, 26, 27, 28, 31, 35, 36, 38, 39, 44,
47, 481 et les références qui y sont contenues.
Dans le cas scalaire (n = 1), beaucoup de résultats d’existence reliés à l’hy
pothèse de la forme suivante ont été obtenus
xf(t,x,O) >0 pour x = M. (0.1.1)
Cette hypothèse a été généralisée par l’hypothèse de l’existence de sous et sur
solutions suivantes
il existe < e W2”(I) tels que
1 (0.1.2)> f(t,(t),’(t)) et “(t) <f(t,(t),’(t)) pour tout t e I.
qui a conduit à plusieurs autres résultats.
3Dans le cas des systèmes d’équations différentielles, en commençant par le
travail de Hartman [381, plusieurs résultats d’existence [6, 22, 35, 44J, ont été
obtenus par la généralisation de l’hypothèse (0.1.1) par
il existe une constante M > O telle que (0.1.3)
(x, f(t, ,p)) + pH2 O pour = M et (,p) = O.
L’hypothèse (0.1.2) a aussi été généralisée aux systèmes, mais dans un premier
temps sans grand succès. Voici l’hypothèse de cette généralisation qu’on trouve
par exemple dans [81.
Il existe < té e W2’1(I,R) tels que,
fi(t, .. ., (t). rj+i, . . , “,Pi—1, (t),pi, , pu).
<f(t, x,• , xi_1, (t),p1 (t),p÷1,..
pour çbj(t) <x <té(t), —c c pour tout j
et c étant un vecteur quelconque vérifiant, éj(t) < c.
(0.1.4)
Au début des années 90, frigon [26, 27] généralise les hypothèses (0.1.2) et
(0.1.3) simultanément aux systèmes d’équations différentielles en introduisant la
notion de tube-solution suivante
il existe u e W2’1(I, Ra), M e W2”(I, R) tels que
— v(t), f(t, ,p) — v”(t)) + I — v’(t)2 M(t)M”(t) + (M’(t))2
p.p. t let tout (x,p) e R2 tels que — v(t) = M(t) (0.1.5)
et (x — v(t), p — v’(t)) M(t)M’(t);
v”(t)
=
f(t, v(t), u’(t)) p.p. sur {t I: M(t) = 0}.
Elle apporta ainsi un grand progrès dans la résolution du problème (*) dans le
cas des systèmes d’équations différentielles où l’existence d’une solution z de (*)
vérifiant x(t) — u(t)M < M(t) est établie.
Il convient de rappeler que toutes ces hypothèses sont accompagnées d’autres
hypothèses qui sont reliées aux conditions initiales.
4Q 0.1.2. Multiplicité
Dans le cas scalaire, plusieurs résultats de multiplicité sont reliés aux hypo
thèses de sous et sur-solutions strictes suivantes (voir [16, 20, 25, 33, 39, 4$]).
Dans le cas où f est continue et ne depencl pas de x’, l’hypothèse s’écrit
il existe < / E C2(I) tels que (0.1.6)
‘(t) > f(t. (t)) et Y’(t) <f(t, ‘(t)) pour tout t E I.
Dans le cas où la fonction J n’est pas continue, mais est de Carathéodorv. l’h
pothèse précédente est insuffisante pour obtenir des résultats de multiplicité. On
retrouve dans la littérature essentiellement deux approches la première impo
sant des inégalités dans des intervalles contenant et /‘ 1161, la secoilde approche
précisant les inégalités strictes [20, 33]. La seconde approche permet de considé
rer des fonctions dépendant de x’. Voici d’abord des hypothèses correspondant à
cette première approche
il existe b E I/V2l(I,R72) tels que
pour tout t0 E I, il existe
un voisinage I de to , e > O tels que (0.1.7)
> f(t,u) et Y’(t) <f(t,v) pour tout t E 1,
pour tous u et y tels que
(t0) <u<(to)+eo et(to)—6o <v(to),
et lorsque la condition aux limites est de Dirichiet et I = [0, rr]
il existe E I1/21(I) tels que
q”(t) > f(t, u) et jl”(t) <f(t, u) pour tout t E I,
pour tous u et u tels que (0.1.8)
(t)u(t)+eosint,
?,b(t) — E0sint <V K tb(t).
5Voici, maintenant une hypothèse correspondant. à la deuxième approche
il existe < b e T172(I) tels que
essinfi (“(t) + f(t, (t), (t)) > 0, (0.1.9)
esssuptai (“(t) + f(t,(t),’(t)) <0.
Toutes les hypothèses ci-dessus sont reliées à d’autres hypothèses portant sur
les conditions aux limites.
Dans le cas des systèmes d’équations différentielles, très peu de résultats de
multiplicité existent dans la littérature. On note quelques résultats de multiplicité
faisant intervenir les propriétés d’élasticité, l’estimation du nombre de zéros des
composantes des solutions de la famille d’opérateurs associée et le théorème de
continuation appliqué à la famille d’opérateurs associée, voir [14, 15, 49]. I\’lais
on ne trouve qu’un seul résultat [5] de multiplicité de solutions pour les systèmes
de dimension 2 (n»2) avec les conditions de Dirichlet, relié à la méthode de sous
et sur-solutions (0.1.4). Dans [5], Barutello, Cappietto et Habets montrent par
la méthode de sous et sur-solutions l’existence et la multiplicité des solutions du
problème de Dirichiet suivant
Ju”(t) + sf(t,u(t)) = O p.p. t û [0,n],
1 10)
u(0) =
où J [0, n] x — est de Carathéodory, s E R. Ils prouvent le résultat
suivant
il existe s E R tel que
(a) pour tout s e]0, 5[, (0.1.1 0) a au moins deux sotutions,
(b) pour s
=
(0.1.10,) a au moins une solution,
(c pour s> so (0.1.10) n’a pas de solution.
Le vide qu’on observe en ce qui a trait aux résultats de multiplicité de solutions
des systèmes d’équations différentielles par la méthode de sous et sur-solutions
ou de tube-solution, est dû au fait qu’aucune hypothèse dans le cas des sys
tèmes, semblable aux hypothèses de sous et sur-solutions strictes formulées dans
le cas scalaire, n’a été formulée dans la littérature. En introduisant la notion de
6tube-solution strict, (voir définition 3.0.3) au chapitre 3, nous établissons les tous
premiers résultats de multiplicité des solutions de systèmes d’équations différen
tielles reliés aux hypothèses généralisant les hypothèses de sous et sur-solutions
strictes qu’on retrouve dans le cas scalaire. Ces premiers résultats de multipli
cité et la notion de tube-solution strict sont un point de départ sur l’étude de
la multiplicité des systèmes d’équations différentielles; sujet jusqu’ici peu traité
compte tenu de sa difficulté. Notons que dans le cas scalaire, si f est continue, la
notion de tube-solution strict contient la notion de sous et sur-solutions strictes
introduite par El Khattabi [201.
En supposant Fexistence d’un tube-solution (u0, M0) et de deux tubes-solutions
stricts (vi, Mi), i e {1, 2} convenables, on montre que
(*) possède an moins trois sotutions distinctes.
Il convient de noter que contrairement au résultat de Barutello, Capietto et
Habets, notre résultat ne limite pas la dimension du système, i.e. qu’il est valide
dans R pour tout n.
En considérant différentes conditions de croissance sur f (Bernstein, Nagurno,
Nagumo-Wintner), 011 a pu établir plusieurs résultats de multiplicité (voir théo
rèmes 3.2.3 et 3.2.4).
Notoils enfin que notre résultat dans le cas scalaire s’apparente à celui de
Henderson et Thompson [39] qui étudient la multiplicité du problème
x”(t) +f(t,x(t),x’(t)) = 0 (0111)
x(0) = x(1) = 0.
et établissent le résultat de multiplicité suivant
Théorème 0.1.1. Soient f I x R2 — R continue et supposons qu’il existe
i, c2 e C’(I) deux sous-solutions et /3k, /39 e C’(I) deux sur-solutions du
problème précédent vérifiant
(i) 1
(ii) i i3i /32;
(iii) 2
z(iv) si x est une solution de (0.1.11) telle que ai(t) x(t) /31(t) alors
(t) <x(t) <1(t);
(u) il existe h C([O,œ[;]O,oo[) et N> O tel que f(t,x,p) h(p), pour
tout (t,x,p) e Ix [(t),(t)] x R et 1N > max — minŒ.
Alors le problème (0.1.11) a trois solutions distinctes x1, x2 et x3 telles que
1 1, 2 2, et x3 ,
Si s < h(s) p.p. s e [O, oo{, alors notre résultat devient plus général (voir
corollaire 3.3.2).
0.2. INCLUSIONS DIFFÉRENTIELLES DU SECOND ORDRE AVEC OPÉ
RATEUR MAXIMAL MONOTONE
Dans ce volet, nous étudions l’existence de solutions du problème
f x”(t) E Bx(t) + f(t. x(t), x’(t)) p.p. t sur I,
(*)5
HBC
où f : I x R272 — R’ et B dom(B) C R’ —f 2 est maximal monotone
et HBC désigne la condition périodique (P) ou la condition de $turm-Liouville
homogène (SL) avec r0 r1 = O.
Dans le cas des systèmes, le problème (*)B a été étudié dans les années 1972
par Brezis [12] où il montre l’existence et l’unicité de la solution du problème
où 8j est le sous-différentiel de j et a e D(B), B opérateur maximal monotone
défini dans un sous-ensemble d’un espace de Hilbert H. Ce problème est repris
plus tard par Aftabizadeh et Pavel qui dans [1 étudient l’existence et l’unicité
de la solution des problèmes aux limites suivants
$o
± u’(t) e Bu(t) ± f(t) t E [0, T],
u(0) = (0.2.1)
u’(0) —v!(T) e
u”(t) ±u’(t) E Bu(t) + f t E [0,T],
u’(O) = u’(T), (0.2.2)
u(0) - u(T)
où B, ‘y, sont des opérateurs maximaux monotones (possiblernent multivoques)
de l’espace de Hilbert H; T> 0, J E L2([0, T], H).
Remarquons que la formulation du problème (*)5 avec B maximal mono-
toile multivoque, incorpore le cas des systèmes du second ordre avec un potentiel
convexe, étudié en détail par Mawhin et Willem dans [51 où la fonction de po
tentiel est non autonome mais dérivable. Le fait que B est multivoque contient
aussi les problèmes avec un potentiel non différentiable. La formulation (*)B in
clut aussi les inégalités variationnelles du second ordre qui sont très utiles en
mécanique et ingénierie [voir [41 chapitre 6].
I\/Iais c’est par les travaux de Papageorgiou et ses collaborateurs qu’on connait
des développements importants dans l’étude de l’existence de solutions de (*)B.
En 2000 dans [37], Halidas et Papageorgiou établissent l’existence de solutions
du problème (*)3 avec des conditions aux limites plus générales suivantes
(x’(O),—x’(l)) E J(x(0),Œ(1)),
où Iî est un opérateur maximal monotone.
Dans [37] Halidas et Papageorgiou considèrent les hypothèses suivantes
(HI0) Pour presque tout t E I et tous r, y E R”, on a
x, y) <‘y (t, HxU) + ‘y2(t,
avec supo<r<k ‘y1(t, r) 1,k(t) p.p. t E I, ?71,k(t) E L2(I) et
supo<r<k%2(t,r) (t) p.?. t E I, ‘2,k(t) E Lœ(I).
9(HIl) il existe M > O tel que si xo > M et (xo, yo) = O, alors il existe > O,
c> O tels que pour tout t E I, on a
inf {(f(t, x,y), x) + x2: — xoH + W — Y0W <} > c,
(H12) pourtout t e I et tout (x, y) e on a:
x, y), x)> 2
- xH yU - c(t) xU
avec O,c L’(I,[O,oo[).
Avec ces hypothèses, ils prouvent l’existence d’une solution x qui vérifie xj M.
Au chapitre quatre, on introduit la notion de tube-solution suivante du pro-
blême (*)B qui nous permet d’appliquer un principe du maximum afin de montrer
qu’une solution x de (*)B vérifie x(t) — v(t) < M(t)
(H13) Il existe (u, M) e W2”(I, R) x1172”(I [O, oo[) tels qu’il existe b e L1(I, R)
tel que b(t) Bv(t), p.p. t E I et
(x — v(t), f(t, x,p) + b(t) — v”(t)) + p — v’(t)2 — M(t)M”(t) — (A’(t))2 > O,
pour tout (x,p) e R2 et pour presque tout t e I tels que
jx
— v(t)I = M(t) et (x — v(t),p — v’(t)) = M(t)M’(t).
Cette hypothèse généralise considérablement (HIÏ).
Remarque 0.2.1. Remarquons que six e W2”(I,R) est solution de (*)B alors
l’hypothèse (H13) entraîne que
cl2
(Wx(t) - v(t)H2 - M(t)2) >
En effet
- v(t)U2 - M(t)2) =2((x(t) - u(t),x”(t) -
+ 2(x’(t) - v’(t)2 - /I”(t)M(t) - M2(t)).
et comme x”(t) = f(t, x(t), x’(t)), en prenant p = x’(t), on obtient l’inéqualité
voulue.
Ainsi comme on le verra dans la preuve, par le principe du maximum, l’hy
pothèse (H13) auquelle on ajoute des conditions aux limites sur (u, M), permet
10
d’établir que pour tout x e W2”(IR) solution de (*)3, on a lx(t) — v(t)U <
M(t).
Nous remplaçons l’hypothèse (HI0) par l’hypothèse suivante
(H14) Pour tout r L2(I,W’-), il existe R e L2(I) tel que pour tous x,y e
L2(I) vérifiant lx(t)II, y(t) <r(t) p.p. t e I, on a f(t, (t), y(t))
R(t) p.p. t e I.
Enfin nous généralisons l’hypothèse de croissance (H12) ei considérant l’hvpo
thèse de croissance suivante
(H15) Il existe h E L’(I, [0, oo[) et k> O tels que
O < , f(t, x,p)) + kpU2 + h(t).
On obtient ainsi avec ces hypothèses un résultat d’existence dans le cas des coridi
tions aux limites périodiques et de Sturm-Liouville homogène. On établit que (*)3
a au moins une solution x qui vérifie
j(t)
-
v(t)H M(t) p.p. t C I.
Par la suite, nous affaiblissons l’hypothèse (HIO) en prenant f de Carathéo
dory. En contrepartie des conditions de croissance plus fortes sont imposées à
f.
0.3. INcLusioNs DIFFÉRENTIELLES DU PREMIER ORDRE AVEC OP
RATEUR MAXIMAL MONOTONE.
Au chapitre 5 nous établissons l’existence d’une solution de l’inclusion diffé
rentielle
f x’(t) e —Bx(t) ±F(t,x(t)) pp. tel, (*)
=
où f est une fonction multivoque et B un opérateur monotone.
Dans [7]’ Benilan et Brezis établissent l’existence d’une solution de l’inclusion
f(t) u’(t) ± Bn(t) p.p. t 1, (0.3.1)
e BC,
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où BC désigne soit la condition de Dirichiet, soit la condition périodique, B est
un opérateur maximal monotone ou coercif. Par la suite dans son livre [10], Brezis
étudie en détail (0.3.1). En 1992 dans [43], Kandilakis et Papagiorgiou prouvent
l’existence de solution de l’inclusion suivante
J —x’(t) E 8p(t, (t)) + F(t, x(t)), p.p. t E I
x(0) = xo(1) E H,
où H est un espace de Hilbert et ap est le sous-différentiel de p.
En considérant l’inclusion (*)i avec F multivoque et B maximal monotone,
nous considérons un problème plus général. Nous introduisons une notion de tube-
solution associé au problème (*)i. En ce sens, nos hypothèses sont diffèrentes de
celles de [10, 43] et nous permettent d’établir l’existence d’une solution de (*)i.
Nous avons supposé que F est semi-continue supérieurement à valeurs convexes,
compactes.
En terminant, disons quelques mots sur les démonstrations. Dans les chapitres
trois et quatre, nous utilisons la théorie du degré topologique de Leray-Schauder
alors qu’au chapitre cinq, le résultat établi découle du théorème de point fixe de
Kakutani. Notre démarche s’articule sur la méthode de la majoration a priori
des solutions. À cette fin, le chapitre deux qui est plus technique, traite de la
majoration a priori des dérivées des solutions de la famille des systèmes
Jx’1(t) E Bx(t) + f(t, x(t), x’(t)) + g(t, x(t), À) p.p. t e I,
Ix e 3G;
où À E I, f : I x R2 —* R, g I z z I —* R, fonctions de Carathéodory,
et 3 : dom(3) C — 2 opérateur maximal monotone.
Nous commençons par fixer quelques notations et rappeler quelques résultats
utiles.
Chapitre 1
NOTATIONS ET PRÉLIMINAIRES
1.1. NoTATIoNs ET RAPPELS
Pour A c R, i(A) désigne la mesure de Lebesgue de A. Si E est un espace
topologique et Q C E, int(Q), 8Q , et coQ désignent respectivement l’intérieur,
la frontière, la fermeture et l’enveloppe convexe de Q. Si (E, ) est un espace
normé, r ù E, A C E et r> O, la boule ouverte centrée en x de rayon r est notée
par B(x, r) alors que
B(A,r)
xA
Si E et F sont deux espaces topologiques et f E —* F, on dit que f est
compacte si f(E) est compact. Si E est un espace normé, nous disons que f est
complètement continue si f(B) est compact pour tout B sous-ensemble borné de
E.
Dans cette thèse, dans le cas où cela ne prête pas à confusion, nous notons
I :[O.l], et nous considérerons les espaces suivants
- C(I, W) = {x t I — W’ : x est continue} muni de la norme usuelle notée
lb.
- 00(I,W’) = {x e C(I,W’) t x(O)
= 01.
- Ck(I, R”) = {x t I — R” t x est continûment diffrentiable jusqu’à
l’ordre k} muni de la norme = max{xo, lbx’Uo... ,
- C(I, R”) = {x C”(I, R”) t z e BC}, où BC désigne les conditions aux
limites qui seront considérées plus loin.
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- Lk(I R) est l’espace des fonctions mesurables r telles que jx est inté
grable, muni de la norme usuelle II lL’ et quand il n’y aura pas de confusion,
H ULk sera. noté Hk.
- I1/’(IR’) = {x e C’(I,) : e L?(I,R’)} est l’espace de Sobo
lev des fonctions r e Ck_1 (I,R’) dont la dérivée d’ordre k au sens des
distributions est dans LP(I, R”). Cet espace est muni de la norme usuelle
- Hx
O<j<k
- W(IR’2) = WkP(I,R’2) nC(I,R’2)
Pollr E > O, on définit L: C(I,R’2) — C0(I,R’2) par
L)(t) = x’(t) - x’(O) - E f x(s) ds. (1.1.1)
Pour E convenablement choisi, L sera un opérateur linéaire inversible.
Définitioi 1.1.1. On dit qu’une fonction F: C’(I,R’2) • L’(I,R’2) est intégra
bÏement bornée s’il existe une fonction intégrable k e L’(I, R’2) telle que
F(t)I <h(t) p. p. te let tout x e Ck(I,W).
À F : Ck(I,R’2) ,‘ L1(I,R’2), on associe l’opérateur Nf : Ck(I,R7i)
C0(I,R’2) défini par
NF(x)(t) f F()(s) ds.
Lemme 1.1.2. Si F: C’’(I, W’) —* P(I, R’2) est une fonction continue et intégra
btement bornée sur les ensembles bornés alors l’opérateur associé Nf est continu
et complètement continu.
Le lecteur intéressé pourra trouver une démonstration de ce résultat dans [361.
Les résultats suivants seront utilisés dans ce qui suit, pour la majoration a priori
des solutions. Le lecteur intéressé pourra trouver les démonstrations respective
ment dans [46], [28], [30].
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Lemme 1.1.3. Soit x : I —* R’ une fonction absolument continue et E un
sous-ensernbte négligeable de 1R’ (i.e. p(E) = O). Alors
i({t e I : x(t) E et x!(t) O}) = O.
Lemme 1.1.4. (Principe du maximum) Soit u e W2’1(I,R) et e O. Sup
posons qu ‘une des propriétés suivantes est satisfaite
(i u”(t) — eu(t) > O p.p. t I: aou(O) — bou’(O) <O, a1n(1) + byu’(l) O,
où a, b > O, max{a, b} > O, max{ao, a1, e} > O, i E {O, 1};
(ii) u”(t) — eu(t) > O p.p. t E I; e > O, u(O) = u(1), u’(l) — u’(O) <O;
(iii) u”(t) — eu(t) > O p.p. t [O, t1] U [t2, 1]; e> O, u(O) u(1), u’(l) —
v’(O) <O et u(t) <O pour tout t E
Alors u(t) <O pour tout t E I.
Lemme 1.1.5. (Règle de changement de variables dans une intégrale)
Soit f W1”[a, b] telÏe que f(t) E [e, d] pour tout t e [a, b] et soit g : [e, d] R
mesurable au sens de Boret telle que g E L’[c, d] et g(f)f’ E L’[a, b]. Alors
I
h
g(s) ds = g(J(t))J’(t) dt.
fia) a
Définition 1.1.6. On dit qu’une fonction f: I x Rtm — R7 est V-Carathéodory
si
(i) pour tout x E Rtm, la fonction t —* f(t, x) est mesurable;
(il) la fonction c —* f(t, x) est continue p.p. t E I;
(iii) pour tout k> O, il existe kk E IJ(I,R) telle que Iif(t,x)II <hk(t) pour
tout x tel que xU k et p.p. t E I.
Si p = 1, on dit tout simplement que f est de Carathéodory.
Nous énonçons aussi les deux lemmes suivants qui nous seront utiles au cha
pitre 5. Le lecteur intéressé trouvera la démonstration dans [11, 40].
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Lemme 1.1.7. Si E est un espace de Hilbert, F un espace topotogique f E —*
F continue, et si pour toute suite x — x faiblement, f(x) — f(x) alors f
est complètement continue. Si de plus f est linéaire, il y a équivalence entre f
complètement continue et pour toute suite x — x faiblement, f(x) —* f(x).
Lemme 1.1.8. Si X est un espace de Banach réflexif et si {y} est une suite de
points de X qui converge faiblement vers y, alors il existe une suite {v} telle qne
e co{y, Yn+i J qui converge fortement vers y dans X.
1.2. DEGRÉ DE LERAY-ScHAuDER
Nous utiliserons dans ce travail la théorie du degré qui nous permettra d’établir
l’existence de solutions.
Rappelons d’abord que la notion générale du degré topologiclue pour une
application entre des variétés orientées de dimension finie fut introduite pour la
première fois par Brouwer en 1912. Il en donna quelques propriétés et les utilisa
pour établir les questions telles que l’invariance de domaine dans R’. Par la suite
en 192f, $chauder élargie la notion aux applications de la forme T = I — F avec
F compacte définie sur un domaine compact convexe d’un espace de Banach. Ce
qui permit d’utiliser cette notion pour établir les résultats d’existence de solutions
d’équations différentielles. Cette théorie jouera un rôle clé dans les preuves de nos
résultats. En dehors de la. définition analytique du degré topologique, cette notion
peut être définie de façon axiomatique de la façon suivante.
Soient E un espace de Banach et U C E un ouvert borné. On note Kau(tT , E)
l’ensemble des applications F: U —÷ E continues et compactes sans point fixe sur
la frontière, CK(U) l’ensemble des applications T : ÏJ —+ E telles que T = I — F
où F E K0u(U, E). À T CK(U), on associe un entier noté d(T, U, O) appelé
degré de T sur U, et vérifiant les propriétés suivantes (pour plus de détails, le
lecteur pourra consulter [18, 34, 50])
(1) (existence) Si d(T, U, O) O alors il existe x e U tel que T(x) = O.
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C) (2) (normalisation) Si e e E et T = I — c, alors
1 si cEU,
d(T,U,0)=
o sinon.
(3) (invariance par homotopie) Si H 7 x [0, 1] —* E est une fonction continue
et compacte telle que x H(x, ) pour tout x C 0U et tout,\ e [0, 1] et si
T x [0,11 - E est définie par T(x, \) = x—H(x, ), alors l’application
) H- d(T(., \), U, 0) est constante.
(4) (excision) Si V c U est un ouvert tel que T(x) O pour tout x e
alors d(T. U, 0) = d(T, 1’ 0).
(5) (addition) Si U, U2 C U sont des ouverts disjoints tels que U = U1 U U2
et T(x) O pour tout x e 3(11 U 3(12, alors
d(T, U, 0) d(T, U1, 0) + d(T, U2, 0).
1.3. FoNcTioNs MULTIVOQUES
Dans ce paragraphe, on rappelle quelques résultats de la théorie des fonctions
multivo ques.
Pour plus de détails, le lecteur pourra consulter [2, 9]. Soient X un espace
normé, Y un espace vectoriel topologique et G : X — 2’ une fonction multivo que
à valeurs fermées non vides.
Définition 1.3.1. On dira que
(1) G est mesurable si {x e X t G(x) n A Ø} est mesurable pour tout fermé
AcY.
(2) G est semi-continue supérieurement (s.c.s.) si {x e X : 0(x) n A ø} est
fermé pour tout fermé A C Y.
(3) G est compacte si G(X)
=
G(x) est relativement compact, et G est
complètement continue si pour tout A C X borné, G(A) est compact.
Théorème 1.3.2. Soit Z un espace topologique F : X — une application
s.c.s. à valeurs compactes etg : Y — Z une application continue et complètement
continue, alors goF est s.c.s. et complètement continue.
1f
Théorème 1.3.3. Soit F: X — une application multivoque à valeurs com
pactes. AÏors F est s.c.s. si et seutement si pour toute suite {x} convergeant vers
x et toute suite {y} telle que y7, e F(x7,), il existe y e F(x) et une sous-suite
{y} telle que Pflk — y.
Théorème 1.3.4. Si F, G : X —* 2 sont deux fonctions s.c.s. à valeurs
compactes, alors F + G : X 2 est s.c.s.
Théorème 1.3.5. (Théorème de sélection de Kuratowski
Ryll-Nardzewski ). Si X est un espace de Banach séparable et F : I —
une application muttivoque mesurable, alors il existe une jonction mesurable
J : I ‘ X telle que J(t) F(t) p.p. t I.
Théorème 1.3.6. (Théorème de Kakutani.) Soit X un espace normé et C C
X sous-ensemble convexe et F : C 2 une fonction muttivoque s.c.s., compacte
et à valeurs convexes compactes, alors F a un point fixe, c’est-à-dire qu ‘il existe
e C tel que x E F(x).
1.4. OPÉRATEuRs MONOTONES
Nous rappelons dans ce paragraphe quelques notions et résultats concernant
les opérateurs maximaux monotones multivoques. Les résultats démontrés sont
ceux qui ont été modifiés et adaptés à nos besoins.
Historiquement la notion d’opérateur maximal monotone multivoque fut in
troduite pour la première fois en 1961 par IVlinty qui établit la proposition 1.4.8.
Cette notion joue un rôle essentiel dans la mesure où
(j) une théorie cohérente des semi-groupes de contractions non linéaires fait
nécessairement intervenir des opérateurs maximaux monotones multivoques;
(il) certains problèmes aux limites non linéaires (en particulier les inéqualités
variationnefles où interviennent des fonctions convexes non différentiables)
peuvent être formulées très commodément en termes d’équations multi
voques où interviennent des opérateurs monotones multivoques.
Pour plus de détails, consulter [10, 40, 50].
18
Q Soit H un espace de Hilhert, par .,.) on désigne le produit scalaire dans H
et par (H, u(H, H)), l’espace H muni de la topologie faible.
Définition 1.4.1. Soit B : dom(3) C H —* 2” un opérateur multivoque, où
dom(B) = {x H: 3(x) # ø}.
(1) B est dit monotone si pour tout x, y E dorn(B), (x*
—
yt x
—
y) O dès
que x E 3(x) et e 3(y).
(2) Un opérateur monotone pour lequel l’inégalité Kx* — x
—
y) > O pour
tout (. y*) e GrB entraîne (x, x*) e GrB est dit maxZmaÏ monotone. Ici
Cr3 désigne le graphe de B i.e. Cr3 = {(y,y*) e H x H: e B(y)}.
De cette définition, on voit que B est maximal monotone si et seulement si
son graphe est maximal par rapport à l’inclusion dans l’ensemble des graphes des
applications monotones i.e. si 3’ monotone et Cr3 C Cr3’ alors B = B’.
Proposition 1.4.2. Soit B : dom(B) C H —÷ 2’ un opérateur multivoque.
Si B est maximal monotone alors pour tout x e dom(B). 3(x) est convexe et
fermé; et l’ensemble GrB est fermé dans (H, ) x (H, (H, H)) et dans
(H,(H,H))
Proposition 1.4.3. Soit H un espace de Hiibert, B : H —* 2” un opérateur
maximal monotone, tocatement borné, alors B est semi-continue supérieurement
de H muni de la toptogie forte dans H muni de la topologie faible, à valeurs
convexes, compactes pour ta topologie faible.
DÉMoNsTRATIoN. En vertu de la proposition 1.4.2, 3(x) est convexe et fermé
pour tout x dans H. Montrons que B est sernicontinue supérieurement. Soit
C C H un faiblement fermé de H et 3(C) = {x e H: 3(x)flC ø}, montrons
que B(C) est fortement fermé. Soit donc {x,} ç B(C) une suite telle que
— x, montrons que x e B(C). Puisque x converge, il existe M, tel que
HxU < M1. Soient y, e B(x) n C et
M2 = sup 13(3(0, M,))ll := sup{jyjj : y e 3(x) avec 1x11 <M,},
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on a jy < M2; donc y, y faiblement à une sous-suite près. L’opérateur B
étant monotone, on a (y — Ym, n Xm) > O pour tout ni. n e N. En faisant
tendre ni à l’infini, à la limite on a (y,
—
y, x, — x) O, pour tout n e N. Soit
donc (y, u) GrB et par la monotonicité de B, on a (v—y, u—x) > O pour tout
n dans N, et à la limite on a (r
—
y, u — x) > O. Ceci étant vrai pour tout couple
(r, u) dans CrB; on conclut en vertu de la maximalité de B que y 3(x). Comme
y e C et C étant faiblement fermé, on conclut que y e C. Donc y E 3(x) n C
et par conséquent x e B(C).
L’opérateur B étant à. valeurs convexes, fermées pour la topologie de H et
localement borné, B est à valeurs compactes pour la. topologie faible de H. D
Proposition 1.4.4. Soit B H — H. Si B est monotone continue, alors B est
maximale monotone.
Donnons maintenant un critère de surjectivité des opérateurs monotones.
Définition 1.4.5. Une application B dom(B) c H — 2” est dite faiblement
coercive, si inf{x*W : x’’ e B(x)} — oc, quand xH — oc, x donn(B).
Proposition 1.4.6. Une application maximale ‘monotone faiblement coercive
B dom(B) C H —* 2” est surjective, i.e. Ii(B) UB(x) = H. En
particulier une application univoque monotone, continue et faiblement coercive,
B H —÷ H est surjective.
Soit B dom(B) C H — 2” une application maximale monotone et À > O.
On définit les opérateurs bien connus suivants
J = (I + ÀB)’ (la résolvante de B),
= (I — J) (l’approximation de Yosida de B),
où (I+ÀB)1 désigne la réciproque de I+ÀB pour la composition d’applications.
Proposition 1.4.7. Soit B dom(B) C H — 2H une application maximale
monotone. Pour tout À> O. dom(JÀ) = dom(B) = H, J> et B sont univoques,
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Q J est non-expansif, B), est monotone et B),(x) B(J),(x)) pour tout x E H, B
est tipschitzien de constante de Lipschitz .
Proposition 1.4.8. Soit B dom(B) C H — 2” un opérateur monotone. Ators
les trois propositions suivantes sont équivatentes
(1) B est maximal monotone,
(2,) B est monotone et Im(B + I) = H,
(3) pour tout ) > 0, J est non expansif.
Rappelons quelques résultats concernant la somme de deux opérateurs maxi
maux.
Lemme 1.4.9. Soient B : dom(B) C H — 2”, C : dom(C) C H — 2” deux
opérateurs maximaux monotones. Si int(domB) n dom(C) O. alors B + C est
un opérateur maximal monotone.
Lemme 1.4.10. Soit B : dom(B) C H — 2H un opérateur maxiruai monotone et
C : H —* H un opérateur monotone lipschitzien. Alors B + C est maximal mo
n otone.
Soient B, C deux opérateurs maximaux monotones et ) > 0. Comme C), est
monotone lipschitzien en vertu de la proposition 1.4.7, par le lemme 1.4.10 et la
proposition 1.4.8, Im(I + B + C) H. Soit donc y E H, il existe x), tel que
y E I), + BI), + C),x),. Considérons la famille {X),}),>O.
Lemme 1.4.11. Si B dom(B) C H —* 2” et C t dom(C) C H 2” sont
des opérateurs monotones maximaux, les deux propositions suivantes sont équi
valentes
(1) y E Im(I + B + C),
(2) la famille {C),x),}),>o est bornée lorsque ) —+ 0, où X), est tel que y E
X), + Bx), + C),x),.
Si l’une des propriétés précédentes est vérifiée, alors X), — x, (C.x) — g E
Cx fl {y — x — Bx}, loTsque ) —* 0, où x est solution de y E x + Bx + Cx.
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Nous allons prouver quelques résultats auxiliaires qui nous permettrons d’éta
blir les preuves des résultats d’existence.
Soit G: dom(G) C R2 , 2’ un opérateur maximal monotone . Posons
= {x E 11/22(1, Ra): (x’(O), —x’(l)) e G(x(0), x(1))},
et définissons
L: W,2 C L2(I,R) — L2(I,R’) par L() = —s”.
Proposition 1.4.12. L’apptication L dftnie ci-dessus est maximale monotone,
si (0,0) e G(0,0).
DÉMONSTRATION. Il est évident que L est monotone. Pour montrer la maximalité
de L, en vertu de la proposition 1.4.8, il nous suffit de montrer que Im(L + I) =
L2(I,R). Pour cela, soit h e L2(I,R’), e, w E R’ et considérons le problème
suivant
—x”(t) + x(t) h(t) p.p. sur I, (1 4 Ï)
x(0) u, x(1) w.
Il est bien connu que (1.4.1) a une solution unique x e 14722(1, RTl) : voir par
exemple [11]. On la note O(u, w).
2n .. . /Soit p : R — R defim par p(v, w) = (—O(v, w) (0), (v, w) (1)).
Montrons que p est monotone. Pour cela, soient x = O(u, w) et x1 = &(v1, wi).
En appliquant l’identité de Green, et en tenant compte de (1.4.1) on a
(p(v, w) — p(vy, wj), (u — u1, w — w;))R2n
= —(x’(O) — x(0), e — Vi)p + (x’(l) — x(1), w —
r1 r1
=J (x’(t) - x(t), x’(t) - x(t))dt + J (x”(t) - x(t). x(t) - xi(t))dt0 .0
_
/ , 9 9
—
—
x + I — > 0.
D’où la monotonie de p.
Montrons que p est continue. Soient v u et w. — w dans W. Notons
= 8(v, w) et x = 6(v, w). Posons C(t) = (1 — t)v + twa, n 1 et soit
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O y=x—.Ona
J —y(t) ± y(t) = k(t) — c(t) p.p. sur I, (1 4
y(O) = O, y(1) = O.
En appliquant le produit scalaire avec y(t) et en intégrant sur I, on obtient
ri r’
pi
J -(y(t),y(t))dt + J y(t)2dt =J (h(t) -o o o
En appliquant l’intégration par partie au premier membre et l’inégalité de Schwarz
au second, on obtient
+ (Bh2 + ki)lly2 pour un k, > O,
ceci entraîne que {Yn}n>i C W”2(I,R’) est bornée, donc {x}>, est bornée
dans 1/1712(1, Wz). En combinant ceci avec (1.4.1), on obtient que {x?}fl>1 est
bornée dans W2’2(I, R’2). Donc en passant à une sous-suite si nécessaire, on peut
supposer que x7, — faiblement dans 11/22(1, R’2) quand n — oo. L’injection de
11722(1 R’2) dans C’(I, R’2) étant compacte, on a x dans C’(I, R’2). Puisque
—xH-x = k, on obtient que {—X}’2EN converge vers g; on vérifie facilement q
ue
g= “ et on obtient —±“+= k et (O)=v, (1) =w. Donc = O(v,w)=x.
Nous avons donc prouvé que x —+ z dans Ci(I,R72). Par la définition de p, il
s’ensuit que p est continue.
Montrons que p est faiblement coercive. Pour cela, il suffit de montrer que
p(v, w)( > kI(v, w)H -
pour tout (u,w) E R2’2 avec k> O. Soit donc (v,w) E R2’2\(O O),
1 p(v, w)>
(p(v, w), (y, w) )a2n
(v, w)j
—
(6(v, w)’(l), w) — (&(v, w)’(O), v)
-
I(v,w)I
- f0’(O(v, w)”(t), 9(v, w)(t))dt + jj8(v, w)’jj
-
R(v, w)I
-
(v, w)(( + j8(v, w)’f - f01(k(t), O(v, w)(t))dt
-
> O(v, w) + Ie(v, w)’ - Uh2 I(v, w) 2
Il(v,w)Ii
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> j(v, W)I2 - jhji28tv, w) 11,2
cl(v, w) Ii 1,2
= w)i,
- iik2)
> (li(v, w)H -
car l’inclusion 11712(I) —* 0(I) est continue et lite, w)ji = 1(0(0), 0(1))U. Donc
(p(e w)) Ii > ê (e, w) li - IIlI2)
Ce qui prouve que p est faiblement coercive. Comme p est monotone, continue et
faiblement coercive, il résulte des propositions 1.4.4 et 1.4.6 que c’est une appli
cation maximale monotone et Irn(p) = R’. Posons (v, w) = G(v, w) + p(e, w).
Puisque G et p sont maximales monotones et dom(p) = R2’, x est maximale
monotone en vertu du lemme 1.4.9. De plus puisque p est maximale monotone
faiblement coercive, G est maximale monotone et (0, 0) e 0(0, 0), il en résulte
que est faiblement coercive et donc surjective en vertu de la proposition 1.4.6.
On peut donc trouver (e,w) e R2 tel que (0,0) (v,w). Donc
(&(e, w)’(O), -0(v, w)’(l)) e G(0(e, w)(0), &Q, w)(1)).
Il s’ensuit que pour x = 0(v,w) e W’2 L(x)±x h. Puisque h e L2(I,R) est
arbitraire, on déduit que Im(L + I) = L2(I, Ra), ce qui implique la maximalité
deL.
Étant donnée un opérateur monotone B sur un domaine de H, il est possible
de le prolonger en un opérateur monotone défini dans l’espace L2(I, H). C’est ce
qui fait l’objet du lemme ci-dessous.
Définition 1.4.13. Soit B: dom(B) C H — 2”. On définit
Ê: dom(Ê) C L2(I. H) 9L2(I,H)
par e Ê(u) si et seulement si u L2(I, H) et e(t) e Bu(t) p.p. sur I
Lemme 1.4.14. Si B : dom(B) C H —* 2H est un opérateur maximal mono
tone, alors Ê dom(Ê) C L(I H) 2L2(LH) défini plus haut est un opérateur
maximat monotone.
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Soit maintenant 3 dom(B) c R .‘ 2 un opérateur maximal monotone
et Ê t dorn(Ê) C L(I. W) 9L2U,) l’opérateur maximal monotone introduit
à la définition 1.4.13 ci-dessus.
Soit
K = L+B: dom(K) C L2(IW) ,,
On obtient le résultat suivant.
Proposition 1.4.15. Soient G : dom(G) C R2’ —* 2R2 et B : dom(B) C
W
— 2 deux opérateurs maximaux monotones tels que (0. 0) E G(0, 0), 0 E
3(0), et (BÀ(a), a’) + (BÀ(b), b’) > O pour tous (a, b) e dom(G), (o,’. b’) e G(a, b)
et tout ) > 0. Alors K est un opérateur maximal monotone
DÉMONsTRATIoN. En vertu de la proposition 1.4.8, il suffit de montrer que L +
Ê+I est surjective. Pour cela, soit h e L2(I, R’), on considère le problème suivant
f —x”(t) + Bx(t) + x(t) = h(t) p.p. sur I, t
(x’(O). -x’(l)) e
Soit ÊÀ l’approximation de Yosida de Ê introduit plus haut. On sait que Ê est
aussi l’opérateur de Niernytzki correspondant à B,\, i.e. (Êx)(.) = BÀx(). Donc
le problème (1.4.3) est équivalent à l’équation fonctionnelle suivante (L + Ê), +
I)(x) = h. Puisqll’en vertu de la proposition 1.4.4, Ê), est univoque, monotone,
lipschitzien, donc maximal monotone, le lemme 1.4.10 implique que L + Ê), est
maximal monotone. Il découle de la proposition 1.4.8 que L+Ê),+I est surjective.
Donc il existe x E dom(L) n dom(Ê),) solution du problème (1.4.3). En prenant
le produit scalaire de (1.4.3) avec B),x(t) et en intégrant sur I, on a
pi
J (-x”(t). B),x(t))dt + Ê),x + J (x(t), 3),x(t)))dt (1.4.4)
_° f’tt 3),x(t))dt.
o
Puisque B), R’ ,‘ W est lipschitzienne, elle est différentiable au sens de Gâteaux
sur R’2\E, (voir [23]) où E est de mesure de Lebesgue nulle dans W. Par [[17],
théorèmes 2.1 et 3.1 pp. 154 et 1671, 3>, est aussi différentiable au sens de fréchet
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sur R\E. Puisqile B), est monotone, pour tout x R\E et y E R’ et s E]O, 1],
on a
+ sy)
y) > O
Donc en laissant tendre s — O, on a (DB),(x)y, y) > O. Puisque c E 01(1, Ra),
en appliquant le théorème de la dérivation composée on a
= DB),((t))x’(t) p.p. sur I.
En utilisant la lipschitzité de B,\, il ressort que B),(x) est intégrable. En utilisant
l’intégration par parties et l’hypothèse sur B),. on a
t’ (—“(t), Bx(t))dt (1.4.5)
D
t1 cl
= (Œ’(t), —B(x(t)))dt + (x’(O), Bx(O)) — (x’(I). Bx(1))
D Ut
cl(x’(t),
—3À(x(t)))dt
= f((t),DB(t))x’(t))ut>o.
Aussi de la monotonicité de B),, on a
r’
J (x(t), Bx(t))Ut> 0. (1.4.6)o
En combinant. (1.4.4), (1.4.5) et (1.4.6), on obtient
hBx2.
Donc
IÀ(XH(2 1h112.
Ce qui précède est également vrai pour tout À > O, puisque x dépend de À,
notons le x),. Il s’ensuit qe {),x),}),>o est bornée dans L2(I,R).
nPar le lemme 1.4.11, il s ensuit que h E Im(L + B + I). Puisque h L(I, R
est arbitraire, on a que Im(L+Ê+I) = L2(I, R) et par conséquent on conclut
que K = L ± Ê est maximal monotone. D
Considérons maintenant l’opérateur
Si j o (K + I)’: dom($i) C L2(I, W) ,. domL n domÊ
.. C’(I, W).
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Nous avons le résultat suivant
Théorème 1.4J6. Soient G: dom(G) C — et B: dom(B) c R’ —*
2 des opérateurs maximaux monotones tels que (O, O) E G(O, O) , O E 3(0), et
(BÀ(a), a’) + (B(b), b’) > O pour tous (a, b) e dom(G), (a’, b’) e G(a, b) et tout
)> O. Alors, Si: dom($1) C L2(IR) — C’(I,R) est complètement continu;
de même $2 = j oSy : dom($2) c L2(I,R”) w’2(I,R) est complètement
continu, où i est l’inclusion continue de C’(I,R’) dans T/l2(IR7)
DÉMONSTRATION. Parce que L2(I, R) est un espace de Hilbert, c’est suffisant de
montrer que si y —* y faiblement dans L2(I,R), S(y)
— $i(y) dans C’(I,R’).
Soient donc x $i(Yn), n > 1, et x = Si(y). Donc y = x, + u7, U,, E
K(x), n> 1. On a
ri r’
J (y,,(t), x(t))dt +J (u,,(t), x(t))dt. (1.4.7)o o
Mais n, = L(x) + g,,, g,, E B(x,,), n> 1. Il s’ensuit que
ri r1 pi
J (u,,(t), x,,(t))dt =J (-x(t), x,,(t))dt +J (g,,(t), x,,(t))dt.o o o
En intégrant par parties et en tenant compte de la maximalité de G, on a
f01(—x(t),x,,(t))dt > c et puisque O E 3(0) et B monotone, on a
I01 (g,,(t),x,,(t))dt> O. Il s’ensuit que
x,,(t))dt> (1.4.8)
En utilisant (1.4.7) et (1.4.8), on obtient
Wx,, + jxU H 2WXnW2,
il s’ensuit que {x,,},,>1 est bornée dans I17”2(I,R). Puisque l’injection
I/V1’2(IR) C L2(I,R) est compacte, en passant à une sous-suite si néces
saire, on peut supposer que x,, — x faiblement dans 11712(1 R”) et x,, — x
dans L2(I,R) quand n —+ oc. Pour tout n 1, (x,,,y,,) E Gr(K + I) et
K + I est maximal monotone dans L2(I, Ra). Donc son graphe est fermé dans
(L2(I,Rfl),J(L2(I,R),L2(I,Rn))) x (L2(I,Rj, 11 112) en vertu de la proposi
tion 1.4.2 . Par conséquent, on a (x, y) E Gr(K + I). De plus, pour tout n 1,
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= L() + g + x,. avec g E Ê(x). n 1. Soit , (À > O) l’unique solution
de l’équation y,. = + + x. Par le lemme 1.4.11, ÊÀ(x)
—
g E
Ê(x,.) n {y — x — L(r,.)} dans L2(I, R”) quand À — O. De plus par la preuve de la
proposition 1.4.15, on sait que pour tout À > O et pour tout
n 1. Donc j@)2 sup 1Yn112 = M <œ pour tout À > O et n> 1. Il
s’ensuit que pour tout n > 1, gnU2 < Mj. Puisque
—X(t) + g,.(t) + (t) = y,.(t) p.p. sur I,
il s’ensuit que {x,.},.>1 est bornée dans T/172’2(IW’) Puisque l’injection de
W2’2(I, R”) dans C’(I, W’) est compacte, il existe une sous-suite encore no
tée {x,.},.>0 telle que x,-, x faiblement dans f1722(IR”) et x,,
— r clans
n i n ‘) flC (I,R ); donc aussi dans W ‘(I,R ). De plus parce que {g,.},.> C L(IR
est bornée, on a q,. g faiblement dans L2(I,R”) à une sous-suite près. On a
(X,., g,.) E GrÊ qui est fermé dans
(L2(I,Rn), w) x (L2(I,Rn),u(L2(I,Rn),L2(I,w))),
car Ê est maximal monotone. Il s’ensuit que (x, g) e GrÊ. Donc, à la limite, on a
y = —X”±g+z avec g E Ê(x) et (x’(O), —x’(l)) E G(x(O).x(1)) (puisque x,. X
dans C’(I,R”), et GrG C R2” est fermé). Donc S1(X,,) S1() dans C1(I,R”)
et S2(x,,) —* S2(x) dans Wis2(IW’) D
Remarque 1.4.17. Examinons maintenant ce que devient l’hypothèse du théo
rème précédent : pour tout (a, b) e dom(G), tout (a’, b’) e G(a, b) et tout À > O
on e (B.x(a), e’) + (BÀ(b), b’) > O, pour les différents opérateurs G qui retiendront
notre attention dans cette thèse et ce que devient aussi l’ensemble T172.
1er cas : Conditions périodiques.
Soit G W” 2 défini par
[O si ab,
G(a,b)=
{(a’, b’) E R2” e’ = —b’} sinon.
2$
Ainsi, G est maximal monotone, dorn(G) = {(a,b) e R2 a = b} et (0,0) E
G(0, 0). Pour (a’, —a’) E G(a, a), on a toujours ((a), a’) + (Ê(a), —a’) = o et
dans ce cas
W2’2 = {x E l’V2’2(IR) x(O) = x(1), i’(O) x’(l)}.
2 cas Condition de Neumann.
Si G(a, b) = (0, 0), (a’, b’) e G(a, b) équivaut à a’ = b’ O et notre
condition est toujours satisfaite. Dans ce cas
W22 = {x E W22(IW)• x’(O) = x’(l) = 0}.
3 cas : Condition de Dirichiet homogène.
Si
G(a,b)
=
si (a,b) (0,0),
t R2 si (a,b) = (0,0),
dom(G) = {(0, 0)}, et G est maximal monotone. L’hypothèse devient
(BÀ(0), a’) + (BÀ(0), b’) 0,
pour tout ta’, b’) e R2, À > 0. Ceci est toujours vrai car B(0) = 0. Dans ce
cas
W’2 {x E W22(IR7): x(0) = x(1) = 01.
4e cas : Condition de Sturm-Liouville homogène avec = = 1.
Si G(a, b) = (Aoa, A1b), avec A0, A1 R’ — R’ linéaires et (Aix, x)
aijxH2, 0; i = 0, 1, alors G est maximal monotone faiblement coercive et
la condition sur B,, devient
(B,,(a), Aoa) + (3,,(b),A1b) 0,
pour tout (a, b) e j12n, À > O Dans ce cas
{x E W2’2(I,R): Aox(0) —x’(O) = 0, A1x(1) +x’(l) = 0}.
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5e cas : Coidition de Sturrn-Liouville homogène avec = 1 et /3 = O (resp.
= = 1).
Lautre cas de figure qui concerne notre étude est le suivant : G(a, b) =
(Aoa, O), (resp. G(a, b) = (O,A1b)). L’hypothèse dans ce cas devient : pour tout
KBÀ(a), Aoa) > O, pour tout a E R
(resp. KBÀ(b), A1b) o, pour tout b
Donc on obtient en définitive
{ E T172.2(I W’) Aor(O) — x’(O) = O, x’(l) = O}.
(resp. {x e 11722(1, W’): x’(O) O, Aix(l) + x’(l) = oi).
Chapitre 2
MAJORATION A PRIORI DES DÉRIVÉES DES
SOLUTIONS D’INCLUSIONS
DIFFÉRENTIELLES AVEC UN OPÉRATEUR
MONOTONE
L’idée principale qui a conduit à la construction d’hypothèses dans ce cha
pitre est la majoration à priori des dérivées d’éventuelles solutions de l’inclusion
différentielle. Les conditions de croissance permettent d’obtenir la majoration a
priori des dérivées des solutions. Cette majoration a pour but de construire des
domaines ouverts dans lesquels appartiennent les supposées solutions de notre
inclusion différentielle. L’application de la théorie du degré sur ces domaines et à
des opérateurs judicieusement choisis permet d’exhiber des points fixes qui sont
solutions de l’inclusion différentielle
La plupart des résultats de majoration de ce chapitre sont des généralisations
au cas des inclusions différentielles dont la partie multivoque est un opérateur
maximal monotone, des résultats qu’on trouve dans la littérature clans le cas des
équations et systèmes d’équations différentielles.
Ces conditions de croissance considérées dans ce chapitre sont celles qui seront
imposées aux chapitres 3 et 4.
2.1. NOTATIONS ET HYPOTHÈSES
Dans ce chapitre, nous présentons des résultats techniques qui traitent de la
majoration a priori de la dérivée des solutions d’inclusions différentielles du second
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ordre dont le terme multivoque est un opérateur maximal monotone. Considérons
le problème
t x”(t) e 3(t) + Àf(t, x(t), ‘(t)) + g(t, x(t), ) p.p. t E I, (*)
r e 3G,
est monotone avec O E 3(0) et 3G désigne les conditions aux limites de Sturm
Liouville ou périodiques
Aox(O) — ox’(O) r0, ($L)
A1x(1) +‘(1) = r1:
= ‘‘ (P)
x’(O) =
où pour i = O ou 1, A est une matrice (n x n) telle qu’il existe ci, O tel que
(x Ajx) > x2 pour tout x dans R, /3 e {O, 1} et cj + 3j > O. Une solution
de (*) est une fonction x e W’1(I,R) vérifiant (*),. Dans ce qui suit, nous
nous intéresserons à la majoration a priori de la dérivée des solutions x de (*)À.
Dans toute la suite, pour (y, M) E G(I, R) x G(I, [O, oo[), on note
T(v, M) = {x E G(I,R) tel que (t)
— v(t)U <M(t) pour tout t E I},
et on suppose les hypothèses suivantes
(H2.1) L’opérateur B dorn(B) C —* 2” est monotone, borné sur les bornés
de R et O E 3(0).
(H2.2) La fonction f : I x —* R’ est une fonction de Carathéodory.
(H2.3) La fonction g : I z R z I —* R est une fonction de Carathéodory.
Lorsque les hypothèses (H2.1) et (H2.3) ont lieu, pour (e,M) E G(I,R’) z
G(I, [O, oo{) fixé, on peut poser
L = sup{z, z E 3(3(0, M1))}; (2.1.1)
et on peut trouver t e L’(I) tel que
1(t) p.p. t E I, et pour tout x E B(B(O,M1)), (2.1.2)
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C où
= IvIo ± }M0.
Ces notations seront utilisées dans la suite de ce chapitre.
2.2. MAJoRATIoN A PRIORI DE LA DÉRIVÉE DES SOLUTIONS DE
(*) DANS L2(I,R).
Dans cette section, nous donnons un résultat de majoration a priori de la
dérivée des solutions de (*)À dans L2(I, Ra).
Théorème 2.2.1. Soit (t, M) E C(I, R’) x C(I. [O, oo[). Supposons que 3G
désigne (P) ou (SL) avec (1 — /3)rM(i) O pour i = 0, 1 et que sont satisfaites
les hypothèses (H2.1) — (H2.3) et
(H2.) il existe une constante k E [O, 1[ et une Jonction h E L’(I) telles que pour
presque tout t E I et tout (x,p) E R2 tels que x — v(t) <M(t), on a
O < (x, f(t, x,p)) + kUpU2 + h(t).
Alors il existe une constante K telte que toute solution x de (*) pour ) E I tel
que x E T(v, M) vérifie
IlX’IL2 <K.
DÉMONSTRATION. Soit x une solution de (*) pour ) I telle que x E T(v, M).
Alors il existe x3 E L’(I,R’) tel que p.p. t E I, xB(t) E Bx(t) et
x”(t) x3(t) + /\J(t, x(t), x’(t)) ± g(t, x(t), ).
Par l’hypothèse (H2.1) on obtient
(x”(t), x(t)) (x(t), f(t, x(t), x’(t))) + (x(t), g(t, x(t), ))
et
Rx’tt)112 < -À(x(t),f(t,x(t),x’(t))) - (x(t),g(t,x(t),)) + (x(t),x’(t))’.
En tenant compte de l’hypothèse (H2.4), on obtient
(1- k) jX’2 (x’(l), x(1)) - (x’(O), x(0)) + UhL1
-
f (x(t), g(t, x(t), À))dt.
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Par l’hypothèse sur les conditions aux limites, il existe k0 tel que
(x’(l), x(1))
— (x’(O), (O)) <ko,
et par (2.1.2), on a
(1- k)’L2 <k0 + IHL’ + HtL1,
et on obtient l’existence d’un K > O tel que
t X’ <A
pour tout solution de (*). D’où le théorème. D
Remarque 2.2.2. Il ressort de la preuve de ce théorème qu’il reste vrai même
si dans l’hypothèse (112.1), on ne suppose pas que B est borné sur les bornés de
IR.
2.3. MAJoRATIoN A PRIORI DE LA DÉRIVÉE DES SOLUTIONS DE
(*) DANS L’
Dans cette section, notre objectif est de trouver des hypothèses permettant
de trouver des constantes c> O et K > O telles que rnin{ljx’(t)tt t ù I} c et
IIx’ULI < K pour toute solution x de (*)>.
Théorème 2.3.1. Soit (v,M) e C(I.W) x C(I,[O,oo[). On suppose (112.1) —
(112.3) et
(112.5) il existe une constante a> O et k e L’(I) tels que pour tout (x,p) e
tel que tx—v(t)tI M(t), on a
tJ(t, x,p)tJ <2a((x, f(t, x,p)) + p2) + k(t).
Alors il existe des constantes e > O et K > O tetÏes que pour toute solution x de
(*)À dans T(v, M) pour e I, on a
min{tjx’(t)jt t e I} <e et tx’i <K.
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DÉMONSTRATION. Soit x soliltion de (*)À pour À e I, telle que x e T(v,]’vI). Il
existe x3 e L(I,R) tel que p.p. t e I, x5(t) e Bx(t) et
x”(t) = x3(t) + ÀJ(t, x(t), x’(t)) + g(t, x(t), À). (2.3.1)
En utilisant cette égalité et la relation suivante,
1 x’(t) 1 1
x(t + — x(t) —
___
= / (t + — s)”(s)ds O < t <
on obtient l’égalité suivante
xt)
= Œ(t +) - x(t)
- f (t ± - s)(3(s) ± À f(s. x(s), x’(sflds
—
f (t + — s)g(s, x(s), À)ds.
Par (2.1.1) et (2.1.2), il s’ensuit que
U(t)U 1
2
<2M;+L+f (t+—s)t(s)ds
1
+ À j (t + - s)Uf(, Œ(s), ‘(s))Uds.
Par l’hypothèse (H2.5), il résulte que
2
2M + L + jjljj1 + 2a f (t + — s)(x(s), Àf(s, (s), x’(s)))ds
i 1
± 2a / - (t + — s)x’(s)H2ds ± f (t + — s)h(s)ds.
De l’égalité (2.3.1), il découle que
j ‘(t)jj 1
2
<2J + L + jjtjjLl + jhjjLl + 2a j (t + — s) jx’(s)jj2ds
1
+ 2af (t + — s)(x(s), x”(s) —
1
— 2af (t±
—
s)(x(s), g(s,x(s),À))ds.
Par (H2.1), on obtient
jjx’(t)jj f
2
2M1 + L + jljjL; + jjhjjLl + 2aj (t + — s)jjx’(s)jj2ds
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O + 2a (t + - s) ((x’(s). x(s))’ - ‘(s) 2)ds
1
— 2af (t + — s)(x(s), g(s, x(s), À))ds
<2ii + L + U1HL’ + ‘IL’
+ af (tÉ ± - s)(Hx(s)R2)1!) dÉ + aMlU1Ll
= 2M1 + L + lUL’ + kL1
+ a(Ux(t + 1)2 - x(t)H2 - (Ix(t)R2)’) + aiW1
<2M1(1 +
‘) + L + W1UL1 + Rhi + aM -
a(2)/
En posant K1 = 4M1 + 2aM + 2L + 2(Mia + 1)WlL1 + 2UhULl, 011 conclut que
x’(t) <K1 - n(v(t)2)’ O <t < (2.3.2)
Par le même raisonnement et de la relation
1 v’(t) tt 1 1
<t<1,
on obtient
x’(t)H <K1 + a((t)2)’ <t <1. (2.3.3)
En prenant t = et en additionnant (2.3.2) et (2.3.3), il découle que
<2K1. (2.3.4)
finalement en combinant (2.3.2) et (2.3.3), et en intégrant, on arrive à l’in
égalité suivante
x’I <f ()R ds + f jx’(s)M
<K - e f- (U’ts)M2Y ds ± cf (()2)! dso
= K1 + a(x(1)W2 - 2x()W2 + (O) 2)
<K1 + 2M,
d’où l’existence d’un K > O tel que x’L1 < K. D
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Remarque 2.3.2. Dans le théorème suivant, nous supposons nue hypothèse ga
rantissant l’existence d’une borne pour miii{jx’(t) : t e I}. Toutefois une borne
dans L’ des dérivées ne sera obtenue que sur des intervalles appropriés. Énonçons
d’abord un lemme obtenu par Frigon [271.
Lemme 2.3.3. Soient li, l e L’ (I) b,, b2, b3 > O, b4 > O. Si x e W2” (I R)
satisfait pour presque tout t e {s e I t x’(s) >
.
(x(t), x”(t)) + x’(t)H2 (x’(t), x”(t))(x(t), x’(t))
> b,x’(t)
-
b4(x(t),x’(t)) -
f Kx(t),x”(t)) + ‘(t)2 -
____________
‘) )
x’(t) ‘(t)
b2(x(t),x’ (t)) j - t2(t),
alors il existe Kijxo) tel que pour tout intervalle [t,,t2] sur lequel IIx’(t)It b3,
on a
jjX’L1[tyj9] Ki (HxHo).
De plus il existe t e I tel que jjx’(t) < rnax(bs, Ki(xo)).
Ce lemme nous conduit naturellement au théorème suivant qui adapte un
résultat de Frigon ([27], Lemme 3.3 à nos besoins.
Théorème 2.3.4. Soit (y, M) e C(I,W’)xC(I, [O, oo[). Suppons (H2.1)—(H2.3)
et
(H2.6) il existe b, e,, e2 > O, e3 > O, h,, h2 e L’(I) tels que pour presque tout t e I
et tout (x,p) e R2’ avec jx — v(t)jj <M(t), > b, on a
(x, f(t, x,p)) + jjpjj2 - (p, f(t, x,p))(x,p)
Z jjjj3
> c1jjpjj
- c3j(x,p)) -
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((x(t) J(t. x,p)) ± 1p112) (p• f(t, pp)) (x,p)
iP L’ii
C(X. - h2(t).
Alors il existe des constantes c, K > O tettes que pour toute solution x de (*),
dans T(u, M) pour e I, on u
min{Hœ’(t) t t e I} <e,
et
Hx’L1([tY,t21) <K,
pour tout intervalle [L1,t2] sur tequet x’(t)H b.
DÉMONSTRATION. Soit x solution du problème (*)À telle que x e T(u, M). Il
existe XB E L1(IW) tel que p.p. t e I, x5(t) E Bx(t) et
x”(t) = XB(t) + J(t, x(t), x’(t)) + g(t, x(t), x’(t)).
Montrons ciui1 existe c, c > O, c, l, 12 e L1(I) tels que pour presque tout
t{seI: x’(s)jl b}:
(x(t), x”(t)) + x’(t)R2 - Kx’(t), x”(t))(x(t), x’(t))
cx’(t) - c(x(t), x’(t)) - t1(t),
et
+ x’(t)M2 - (x’(t),x”(t))(x(t),x’(t)) +
x( ) I
Ix’(t)II jjx’(t)113 ) j{x(t)jIIIx’(t)
> c(x(t),x’(t))I - 12(t).
Posons
F(t) - (x(t), x”(t)) + Ix’(t)I12 - (x’(t), x” (t))(x(t), x’(t))
On a p.p. t e {s e I: Ijx’(s)II > b} que
(x(t), XB(t) + f(t, x(t), x’(t)) + g(t, itt), )) + jIx’(t) 112
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C ((x’(t), x3(t) + /\J(t, x(t), x’(t)) + g(t, x(t), x))) ((t), x’(t))
- (x(t),x(t)) (X’ (t),XB(t))(X(t),X’ (t))
-
!(j
- j’(t)H3
+ (1- / j t
+
(x(t), J(t, x(t), x’(t))) + Ix’(t)2
-
+
(x(t),g(t,x(t),)) (x’(t),g(t,X(t),))
‘
Cette égalité. (2.1.1), (2.1.2) combinés avec (H2.6)(i), implique que
F(t) > _AL + (1- x’(t)U + cyljx’(t)U
- Àc3(t),x’(t))l - ,\h1(t) -
___
___
___
_
_ML
+ (1— + Àcl)UX’(t)ll — C3 (t),X’(t))l — Ïij(t) — 2M11(t)
Eu posant c = min{cy. 1}, h(t) = + hy (t) ± 2M1t(t) on obtient
F(t) cf(t)lI - c3(t),x’(t))I - h(t). (2.3.5)
D’autre part, p.p. t E {s e I: jIx’(s)H >
(x(t). x’(t))2(t) lf(t)
+ 1(t) II lx’(t) Il
IIXB(t)1111x(t)112
+ l
+ (X(t).J(t(t),x’(t))) llx(tHl
-
(x’(t), f(t, x(t), x’(t))) (z(t), x’(t))
Hx(t) II
+ t
f(x(t),g(t,x(t), /\)) (X’(t).g(t. x(t), ))
___
___
___
-
Ix’(t) I
De l’hypothèse (H2.6)(ii), il découle que
(x(t). x(t))2llx(t)MF(t)
+ Ix(t)lIIlx’(t)lI
_M
+21(1))
+ (1- + c2)l(x(t),x’(t))j - k2(t).
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En posant
c =min{c2,1} et h(t) M9(L+2t(t)) ±h2(t),
il revient que
x(t)F(t) > c(t)x(t),x’(t)) - h(t). (2.3.6)
De (2.3.5), (2.3.6) et par le lemme 2.3.3, on arrive à la conclusion de notre théo
rème. O
2.4. MAJoRATION A PRIORI DE LA DÉRIVÉE DES SOLUTIONS DE
(*) DANS C(I,R).
Dans cette section, nous établissons des résultats qui nous donnent la majora
tion a priori de la dérivée des solutions de (*),\ dans 0(1, R’). Le premier résultat
traite le cas où f vérifie une condition de type Wintner.
Théorème 2.4.1. Soient (y, M) e 0(1, W’) x C(I, [O, œ[) et e > O. Supposons
(H2.1) — (H2.3); supposons aussi qu’il existe ‘y e L1(I, [O, oo[) et [O. oo[—
[1, oo[ mesurable au sens de Borel telles que
(i) f(t, x,p) <7(t)(p), p.p t e I, pour tous p, x e W’ tels que
- v(t) <M(t),
(ii) fc ) > C Ou C = 7ML + UlL’ + L.
Alors it existe K > O tel que tout x e T(v, M) solution de (*).\ (pour un certain
) e I) telle quemin{x’(t) : te I} < e vérifie x’(t) <K pour tout t cI.
DÉrIoNsTR.TIoN. Soit K > O tel que > C. S’il existe ty e I tel que
> K, il existe t e I tel que x’(to) = e et x’(t)W > e pour tout t
entre to et t1. Saus perte de généralité, supposons que to < t1. Or x e T(v, M)
est solution de (*)À, donc p.p. t e [t0, t1],
— (x’(t). x”(t))
x L
-
______
et
<x”(t) < x5(t) + Àf(t, x(t), x’(t)) + g(t, x(t), )I
40
<L + I7(t)I’(t)lD + 11(t) W.
Il s’ensuit que
‘‘ x’t /I dt<C.
J (llx’(t)lI) -
D’autre part, par le lemme 1.1.5 et par hypothèse,
fi
lx’(t)ll’ ds ‘ dsdt=( IIx’(t) Il) II(to)W (s) — (s)
ce qui est contradictoire. D
Dans le résultat suivant, f vérifie une condition de croissance combinant des
conditions de type Nagumo et de type Wintner.
Théorème 2.4.2. Soient (y, M) e C(I, R) x C(I, [0, oo[) et des constantes b>
O, e, C> 0. Supposons (H2.1) — (H2.3) et
(H.7,) il existe : [0, œft [0, oo[ raesurabÏe au sens de Boret et y E L1(J) tels
que
(i) pour tout U> 0, f = oc.
(ii) pour presque tout t e I et tout (x.p) e R2i tels que lx—v(t)ll <M(t)
(l1lD(ll;li ±7(t)).
Alors il existe K > O tel que lx’llo < K pour toute solution x e W2l(I,R71) de
(*) telle que x e T(u, M), min{llx’(t)ll t I} e et lx’llL1t1t2] <C pour tout
intervalle [t1, t2] tel que lx’(t) Il b sur [t1, t2].
DÉMONSTRATIoN. Soit x solution de (*)À telle que x e T(v, M). Il existe x3 e
L’(I,lP) tel que p.p. t e I, x3(t) e Bx(t) et
x”(t) = x3(t) + f(t, x(t). x’(t)) + g(t, x(t), ).
Posons U = max{c, b}. Soit K> U tel que
K sUs
L s+(s) > C+L± IÏWLY + W7IIL1,
où L et t sont donnés en (2.1.1) et (2.1.2) respectivement. Si rnax{llx’(t)ll : t e
I} > K, alors l’hypothèse min{llx’(t)lj t I} < e implique qu’il existe ty, t2 e I
41
tels que ‘(t,)W = cl, x’(t2)U = K et cl < x’(t)j <K entre t1 et t2. Sans perte
de généralité, on peut supposer que t, <t2. Comme x est solution de (*)À, on a
x’(t) x’(t) ‘ = (x’(t), x”(t)) < (x’(t), x”(t))
= (x’(t), x3(t) + Àf(t, x(t), x’(t)) + g(t, x(t)))
+ 7(t)).x’(t)) + ‘(t)W(L + 1(t))
(ux’tw + «Wx’(t)) (x’(t)H + 7(t) ± L + 1(t)).
Il s’ensuit donc que
ft2 i,’fs œ’(sI / / <C + L+ 1L’ + 7ML1.
«W (s)H) + Mx ()H
D’autre part, par le lemme 1.1.5 et par le choix de C, on a
[t2
x’(t) x’(t) ‘ dl — (i’tt2II s ds —
______
] «x’(t) ) + ‘(t) - ]Ix’(tj) «s) + s Jd «s) + s
> C+L+ j1L’ + H7UL’;
ce qui est contradictoire. Donc on a
<K.
D
Remarque 2.4.3. Intuitivement
dsf(t,x,p)U <7(t)(p), avec =
est une hypothèse qui signifie que
.f satisfait une condition de croissance un peu
plus générale que linéaire. Cette hypothèse est généralisée par une condition de
croissance un peu plus générale que quaciratique suivante
(p, f(t, x,p)) <«jp)(Wp + 7(t)) avec Id «) + s =
Pour prendre une condition de croissance plus générale, il y a un prix à payer
qui correspond aux autres hypothèses qe nous avons imposées. Ces hypothèses
permettent intilivement d’obtenir une borne a priori de x’j dans L’
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Corollaire 2.4.4. Soit (y, M) C(I, R) x C(I, [O, oo[). Supposons que tes hy
pothèses (H2.1)
— (H2.4), (H2.7) et BC = (P) ou (SL) avec (1 — 3)rM(i)
O, i = 0. 1, sont satisfaites. Alors il existe une constante K telle que toute sotution
x de (*))), vérifie
x’o <K.
Corollaire 2.4.5. Soit (u, M) e C(I, R) x C(I, [0, oo[). Supposons que les hy
pothèses (112.1)
— (112.3) et (H2.7) sont satisfaites. Supposons de plus que l’une
des hypothèses (112.5) ou (112.6) est satisfaite. Alors ii existe une constante K
telle que toute solution x de (*)À vérifie
lL’Ho <K.
Remarque 2.4.6. Les résultats précédents restent vrais si à la place de l’hypo
thèse (112.6) on supposait
(H2.6)’ il existe k, 8, y> 0, m > 0, h1, h2 e L1(I), tels que pour presque tout t e I
et tout (x,p) e R2’ avec
— v(t)H <M(t), p — v’(t) > k, on a
n I r(x
- u(t), f(t, x,p) ± b(t)
- u (t)) + )p - u (t)
jp
-
— (p — v’(t), f(t, x,p) + b(t) — v”(t))(x — v(t),p
— v’(t))
jp
- e’(t)I)3
O{p - v’(t)
- rnI(x - v(t),p
-
(.. - v(t)((x(t) - v, f(t, x,p) + b(t) v”(t)) + p - v’(t)2)
\‘1) jp — v’(t)
- {x
- v(t){j((p
- v’(t), f(t, x,p) + b(t)
- v”(t))(x
- v(t),p
- v’(t)))
— v’(t)j3
+
— v(t),p
— v’(t))2
Ix — v(t) IHI —
— v(t),p
— v’(t))I — h2(t).
Cette hypothèse est une généralisation au cas des inclusions différentielles avec
opérateurs monotones de l’hypothèse donnée par Frigon au cas des systèmes dif
férentiels. Pour plus de détails, voir [271.
Chapitre 3
MULTIPLICITÉ DE SOLUTIONS DE
SYSTÈMES D’ÉQUATIONS
DIFFÉRENTIELLES DU SECOND ORDRE
Dans ce chapitre, nous établissons des théorèmes de multiplicité des systèmes
d’équations du second ordre avec conditions aux limites. Soit f I x R2
une fonction de Caratliéodory. Nous considérons ici le problème
f x”(t) = f(t,x(t),x’(t)) p.p. t I,
I’ (*)xEBC,
où BC désigne les conditions aux limites de Sturm-Liouville, ou périodiques
f Aox(O) — ox’(O) = TO,
A(Ï) + 8x’(1) = r1;
x() x(1),
(P)
x’(O)
où pour i = O ou 1, A est une matrice (n x n) telle qu’il existe OE > O tel que
(x, Aix) pour tout x dans , 3j {O, 1} et 4 > O.
L’existence et la multiplicité découlera de la théorie du degré. Pour ce faire
nous devrons à partir de cette équation lui associer une famille de problèmes à
laquelle nous associeront une homotopie compacte sur les ensembles bornés. Nous
devrons alors établir l’existence d’un ouvert borné tel que l’homotopie est sans
points fixes sur la frontière. Pour obtenir cet ensemble borné, nous allons établir la
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O majoration a priori d’éventuelles solutions de la famille de problèmes. Les notions
de tube-solution et tube-solution strict dont nous allons donner ci-dessous les
définitions, seront les conditions qui permettront d’obtenir la majoration a priori
d’éventuelles solutions
Rappelons la définition introduite dans [261.
Définition 3.0.1. (Tube-solution) Soient y E 111721(1, W), M E 14721(1, R).
On dit que (y, M) est un tube-sotutiori de (*) si
(j) (x — v(t), f(t, ,p) — v”(t)) ÷ p — v’(t)2 > M(t)iii”(t) + (M’(t))2
p.p. t E I et tout (x,p) E R2n1 tels que x — v(t)U = M(t) et
(x — v(t), p — v’(t)) = M(t)M’(t),
(ii) v”(t) = J(t. v(t), v’(t)) p.p. sur {t E [0, 1]: M(t) =
(iii) si 3G = (SL) alors r0 — (Aov(0) — i3ov’(0)) < cuoM(0) —
Hry — (Ayv(1) + yv’(1))I < 1M(1) + iM’(1); et si 3G = (P), alors
M(O) = M(1), v(0) = v(1), Hu’(O) — v’(l)jj M’(1) —
Remarque 3.0.2. Comme nous le verrons, la condition de tube-solution permet
d’appliquer le principe du maximum afin de montrer que si x est solution de (*),
alors pour tout t E I on a:
x(t) - v(t)f <M(t).
En effet si x est solution de (*), de la condition (j) de la définition, on obtient
pour presque tollt t E I que
(Hx(t) - v(t)h2 - M(t)2) >0.
Introduisons la définition de tube-solution strict.
Définition 3.0.3. (Tube-solution strict). Un couple (v,M) E 1472l(I,Rr) x
11721(1, R) est un tube-solution strict de (*) si:
(i) pour tout t E I, M(t) > 0;
(ii) pour tout t E I, il existe e > O et O c I un voisinage de t tels que
F(t,x,p) O p. p. t E Oct pour tout (x,p) e B(A,e); où
= {(x, p) E R2: — v(t)j = M(t), (x — v(t), p — v’(t)) =
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P(t, x, p) (x — v(t), f(t,x,p)
— v”(t)) + p
—
v’(t)[2 — M(t)M”(t) — (M’(t))2;
(iii) si BC = ($L), alors HTo — (Aov(0) — /3ov’(O))H < coM(0) —
ri—(Aiv(1)+/lyv’(1)){ <ciM(1)+/iM’(1); si 3G = (P), alors M(O) =
M(1), v(0) = v(1), Hv’(O) — v’(l) H <M’(l) — M’(O).
Remarque 3.0.4. On remarciue que si (0, M) est un tube-solution de (*) avec
M > O étant constant, alors (x, f(t, x, p)) + p2 > O p.p. t E I et pour tout
(xp) E R2 avec = M et (,p) = 0. Cette condition a été utilisée par
plusieurs auteurs, mentionnons [6, 22, 38, 4Ï
Remarque 3.0.5. On remarque aussi que dans le cas scalaire, si (y, M) est
tube-solution de (*), alors c = y — M et /3 = u + M sont respectivement sous et
sur-solutions de (*) et réciproquement.
Remarque 3.0.6. Si, comme il a été supposé dans [201, < sont respecti
vement sous et sur-solutions strictes de (*) au sens de El Khattabi et pour tous
R> 0, et ‘ >0, il existe > O tel que p.p. tel,
Hf(t,x,p) - J(t,y,q)
dès que [(x,p)
—
(y, q)[[ < et (x,p), (y, q) e 3(0, R), alors
-) est tube
solution-strict de (*).
Pour (u. M) e C(I, R) x C(l, [0, [), notons
T(v, M) = {x G(I,W): x(t) — e(t)H <11/1(1) pour tout t I}. (3.0.1)
3.1. THÉoRÈME D’EXISTENCE ET DE MULTIPLICITÉ AVEC DES CONDI
TIONS AUX LIMITES DE STURM-LIOUVILLE.
Nous considérons le problème (*) avec BC (SL) et max{o, ,‘3} > 0. Nous
imposons les hypothèses suivantes
(H3.1) La fonction f I x R2 — R est de Carathéodorv.
(H3.2) Il existe (u0, M0) un tube-solution de (*).
(H3.3) Il existe (u1. Mi), (u2, M2) deux tubes-solutions stricts de (*) tels que
46
O (i) T(v, A) C T(vo, M0), pour i e {1, 2},
(ii) T(vi, M1) fl T(v2, M2) 0.
(H3.4) Il existe ‘y e L’(I, [O, oet) et : [O, oo[— [1, oe[ une fonction mesurable
au sens de Borel tels que
(i) UJ(t, x,p)R <7(t)p) p.p. t e I et pour tout (x,p)
(ii) pour tout c O
t°° ds
I —=00.
J (s)
Théorème 3.1.1. Soit BC la condition aux limites (SL) avec max{t30, t3} >
O. Sous les hypothèses (H3.l) — (H3.4), le problème (*) possède au moins trois
solutions distinctes Xj, i=O,1,2. De plus, x e T(v, iLÇ) et x TQ, Mi), j
j, i = 0, 1, 2, j = 1, 2.
La preuve de ce théorème est basée sur la théorie du degré. Elle consiste à
définir à partir de la fonction f et des tube-solutions (vi. M), i = 0, 1, 2, des
familles de systèmes d’équations associées ((*)VJ,I.)),\eI. 011 montre ciue les so
lutiolls de ((*)j M)EI sont bornées a priori. Ce qui nous permet de construire
des ouverts U, i = 0, 1, 2 dans lesquels se trouvent les solutions de ((*)‘VM))I,
si elles existent.
La théorie du degré nous permet enfin d’établir l’existence de solutions dis
tinctes de (*)Vf), i 0, 1, 2, qui sont aussi des solutions distinctes de (*). La
preuve de ce théorème étant longue, elle découlera d’une suite de lemmes. Pour
cela, introduisons les notations suivantes. Soit E O qui sera fixé plus loin. Pour
À e I et (u, M) e W2”(I, R) x 14721(1. [0, oe[), on définit fj) I X R IR
par
[À (IIxV)II f(t, , p) - - - \)v(t) si x - u(t) j > M(t),
f1(t, x ) = - itII ) («t + (
-
v(tfl)
À(f(t, x,p) — EZ) — E(1 — À)u(t)
+(i — À)(v”(t) + %(x — v(t))) sinon.
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où
M (t)
= v(t) +
H - u(t)I
-
— + ( — v(t),p— v!(t))) ( x — v(t) )- - v(t)j
-
et on pose
M”(t)
if(t) (x — v(t)) = O p.p. t e {t e I: ii(t) = O}.
Considérons maintenant la famille de problèmes suivants
f x”(t) —Ex(t) = fJf)(t,x(t),x’(t)) p.p. t e I.
(*)(t,M)
Les lemmes suivant.s permettent d’obtenir une majoration a priori des solutions.
Énonçons d’abord ce résultat qui a été établi clans [27].
Lemme 3.1.2. Soit f : I x R2’ —* R une fonction de Garathéodory. Si (y, M)
est un tube-solution de (*), ) e I et si x est une sotution de (*)“vI)1 alors
Ix(t)
— v(t))I < PvI(t) pour tout t e I.
Dans le lemme suivant l’hypothèse de tube-solution strict nous permet d’ob
tenir l’inégalité stricte dans l’inégalité du lemme précédent.
Lemme 3.1.3. Soit f : I x R2” —÷ une fonction de Carathéodory . Supposons
que (y, M) est un tube-solution strict de (*). Si x E T(v, M) est une solution de
(*) alors
— v(t)I < M(t) pour tout t é I.
DÉMONSTRATION. Définissons w(t)
= IIx(t) — v(t)jj2 — M(t)2.
En supposant l’existence d’un tube-solution (vo, M0) et de tubes-solutions
stricts (vi, Mi), i e {1, 2} tels que T(v, M) C T(vo, M0), i = 1, 2 et T(vy, M1) n
T(v2, M2) = O où
T(v, M) {x e C(I, R) tel que x(t)
— v(t)U <111(t) pour tout t e i},
on montre que
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(*) possède au moins trois solutions distinctes x, j e {O, 1, 2}
qui vérifient e T(v,M) et x T(v,M) i jet i e {O, 1,2}, j e {1,2}.
cas : t e {O, 11.
Vérifions d’abord que x(t)
— v(t)M <i/i(t) pour t e {O, 1}.
Si 30 = (P), alors x(O)
— v(O)U <M(O) si et seulement si x(1) — v(1) <
M(1). En supposant que x(O)—v(O)U = M(O), on déduit que w(O) = w(1), u’(O)
O et w’(l) O. Du fait que (y, M) est un tube-solutiofi strict, on obtient
(x(1) - v(i), (1) - v’(l)) - ((O) - v(O), (O) - v’(O))
= (x(i) - v(i), u’(O) - v’(i))
<Hx(1) - v(1) v’(i) - e’(O)
< M(1)M’(l) — M(O)M’(O).
ce qui implique que w’(l) < w’(O), ce qui est contradictoire.
Si 3G (SL), supposons que x(O) — v(O)R = M(O). On a w(O) = O et
w’(O) < O. Puisque (y, M) est un tube-solution strict,
x(O) - v(O)H2 < (Ao(x(O) - v(O)), x(O) - v(O))
(ro - (Aov(O) - ov’(O)), x(O) - v(O))
+ (x’(O) - u’(O), x(O) - v(O))
- 0M’(O))M(O) + o(x’(O) - v’(O), x(O) — v(O)).
D ‘où
O = ow(O) <o((x’(O)
— v’(O), x(O) — v(O)) — A/I’(O)M(O)) = w’(O) <O;
contradiction. De façon similaire, on montre que (1) — v(1) < M(1).
cas: t e ]0, 1[.
Montrons que {t e ]O, 1[: jx(t)
—v()H = M(t)} = O. Si ce n’est pas le cas, compte
tenu de la première étape,
ti = iuf{t e I: jx(t) — v(t)j = M(t)} E ]O, 1[,
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et donc w(ti) = O et w’(tj) = O, car w atteint un minimum en t. Puisciue (e, M)
est un tube-solution strict de (*), il existe e > O et 01 C I voisinage de t1 tels
que
F(t, y,p) = (y — u(t), f(t, y,p) — v”(t)) + p
— v’(t)112 — M(t)M”(t) — M’(t)2 > O
p.p. t e 0 et pour tout (y,p) e B(A,ei), où
=
{(y,p) R2 y—u(ti) M(t1), (y—v(t1),p—v’(ti)) =
Remarquons que (a(ti),x’(t1)) e A1. fixons 0 c 01 un voisinage de t1 tel que
(x(t), ‘(t)) e B(A1, e) pour tout t e 00. Par ailleurs, il existe t0 e 0o tel que
t0 < t1 et w’(to) > O, sinon ça contredirait la minimalité de t1. Ainsi
1
O> (w’(t1) - w’(to))
= L {(x — e(t), x”(t) — e”(t)) + jIx’(t) — e’(t) 112 — M(t)M”(t) — (M1(t))2}dt
ft0
contradiction. D
Fixons e > O tel que l’opérateur L : C(I,R) —* C0(I,R) défini en (1.1.1)
soit inversible. Il est bien connu qu’un tel e existe. Pour (e, M) E W2”(I, R’2) X
W2’1(I, [O, oo[) et ,\ e I, définissons
C’(I.R’2) —* Ll(I,R2), (vJ) 01(IR’2) — C0(I,R’2)
et
C’(I,W) xI ‘ C’(I,R’2)
par
F() (x) (t) f,M) (t, x(t), x’(t)),
NJ)()(t) = f
H(,M)(x, À) =
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O Le résultat suivant est démontré dans [271.
Proposition 3.1.4. Si f est de Carathéodory et (r, M) est un tube-solution de
(*), alors pour tout ) e I, F11 est continu et intégralement borné sur les bornés
et NAr) est continu et complètement continu. Si de plus FJ/1) est intégraÏement
borné ators J\T5f) est compact.
DÉMoNsTRATIoN DU THÉORÈME 3.1.1. Pour alléger la notation, pouri = 0,1,2,
notons H = et H H(.M)(’, ), et définissons
C’(I,R) xl C1(I,R)
par
fr(, /\) =
Il découle de la proposition 3.1.4 que H est complètement contillu et que H1 est
compact car est intégralement borné. En particulier, on peut trouver W
un ouvert borné de C1(I,R) tel que W(C’(IR) x ï) C W. Donc
1 = d(I, T’V 0) d(I
—
](., 1), T1 0) = d(I — H, T’V 0). (3.1.1)
Par ailleurs, il découle du lemme 3.1.2 que
e TQ, M) pour tout x solution de (*). M) pour \ e I. (3.1.2)
Ceci et le fait ciue T(v. M) C T(uo. M0) impliquent que si r est solution de
(*)5f) pour ) e I et si /3 O pour j = O ou 1, alors
j < jjr j + jA j jjx(j) j
jr j + jjA U (jjx(j) - vo(j) j + jjvo(j) D
<jrjj + jAjj(M0(j) + jjuo(j)jj).
Donc
min{jjx’(t)jj : t e I}
e = min{jjrjj + jjAjj(M0(j) + jjvo(j)jj) : 0,j =0, 1}. (3.1.3)
Si x est solution de (*)M), il découle de (3.1.2) que x vérifie
= Àf(t, x(t), x’(t)) + g(,M)(t, x(t). ) p.p. t E I (*)(,v,5J)
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OÙ g(v,M) t I X R’ x I — R est définie par
X, ) (1 \)(v”(t) + (E
+
- v(t)))
et on a posé (c
— v(t)) = O sur {s t M(s)
= 0}. On vérifie aisément que
9(v,M) est de Carthéodory.
Par (3.1.3) et le théorème 2.4.1. on déduit l’existence d’une constante K> 0
telle que pour i = 0, 1, 2,
x’(t)j <K pour tout t I et tout x solution de (*),M). (3.1.4)
Pour i = 0, 1, 2, posons
= {x e C1(,R): JX(t)
— v(t) <M(t) ± 1, lx’(t)ll <K VI E I},
= {x e C’(I,R): Ux(t)
—
vj(t)t <M(t), x’(t) <K VI e I}.
De (3.1.2) et (3.1.4), on a que x e U pour tout x solution de (*) pour I.
Puisque les solutions de (*)‘VJi) sont les points fixes de H,,, U(I — Hj, U, 0)
est bien défini et
d(I
— H, U, 0) = d(I
— H, Ui, 0) pour i 0,1.2. (3.1.5)
Sans perte de généralité, on peut supposer que U C 117. En utilisant la propriété
de l’additivité du degré, et en combinant (3.1.1), (3.1.2), (3.1.4) et (3.1.5), on
déduit ciue
1=d(I—H,U,0) pouri=0,1.2. (3.1.6)
Pour j = 1,2, remarquons que si x e T(e, M) est solution de (*)VA,;), alors
x est solution de (*). Il découle de (3.1.2), (3.1.4) et du lemme 3.1.3 que si x
solution de (*)M) alors x é V. Donc
d(I—H,U,0)=d(I—H,0) pouri= 1,2. (3.1.7)
Par ailleurs, puisque T(v, M) C T(vo, i’v[0), F41)(x) = F0M0)(x) pour tout
x é V. Doù,
d(I
— H, 1, 0) = d(I — H, l’, 0) pour j = 1,2. (3.1.8)
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Combinant (3.1.6), (3.1.7) et (3.1.8), on a
d(I—H,l,0) = 1 pour i= 1,2. (3.1.9)
En particulier, il existe xj e T(v, M) solution de (*)v0Mo) et dollc de (*) pour
i = 1,2. Ces solutions sont distinctes car T(vy, M1) n T(v2, 1W2) = 0. Finalement
après avoir remarqué que V1 U V2 C U0, de (3.1.6) et (3.1.9), on obtient
d(I—H,U0\V1 uV2,0) d(I— H,U0,0)
—d(I—H,V1,0)—d(I—H,V20)
= 1 — 1 — 1 = —1.
Il existe donc x0 e U0\V1 U V solution de (*)VO;O) et donc en vertu du
lemme 3.1.2 de (*) garantissant ainsi que les trois solutions sont distinctes. D
Remarque 3.1.5. En examinant la preuve du théorème 3.1.1, on constate que
l’hypothèse (H3.4)(ii) peut être affaiblie par
/ -;-——>C, où(s)
C = 7L1 + max {EML1 + M’HL1 + v’i i = 0,1, 2},
c = min{UrW + ÀU(Mo(i) + Uo(i)M) : 0,1=0, 1},
et E> O tel que l’opérateur L : C(I,R) —* C0(I,W) défini par
L(x)(t) = x’Qt) — x’(O) — E f (t)ds
soit inversible.
3.2. AUTRES RÉSULTATS DE MULTIPLICITÉ.
Dans cette section, nous présentons d’autres résultats de multiplicité, où la
condition (H3.4) sera affaiblie. Pour ce faire, d’autres hypothèses sollt imposées.
Aussi, d’autres conditions aux limites sont considérées. Il ressort de la preuve du
théorème 3.1.1 le résultat général suivant
Théorème 3.2.1. On suppose que les hypothèses (H3.1)—(H3.3) sont satisfaites.
On suppose de plus que
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(i) il existe K> O tel que toute solution x de (*)M) vérifie
x’(t)U < K pour tout t e I.
Alors te problème (*) possède au moins trois solutions distinctes xj e T(v, Iv[)
telles que x Ø T(v,M), i = O, 1,2,j = 1, 2,i j.
Nous voulons maintenant donner des hypothèses permettant d’assurer que la
condition (i) du théorème précédent soit satisfaite. A cette fin, au théorème 3.1.1,
nous avions imposé l’hypothèse de croissance
(H3.4) Il existe ‘y e L’(I, [O, oo[) et [O, oo[— [1, oo[ une fonction mesurable
au sens de Borel tels que
(i) f(t,x,p)j 7(t)(Hp) p.p. t e I et pour tout (x,p) e R2 tels
que x — vo(t) <M0(t).
(ii)
ds] = 00,
pour tout e> O.
On comprend que l’élément clé pour obtenir de nouveaux résultats consiste à
obtenir la majoration a priori de la dérivée des solutions de (*)V). Les résultats
généraux de majoration a priori présentés au chapitre 2 nous seront donc d’une
grande utilité à cette fin.
Considérons les hypothèses suivantes
(H3.5) Il existe une fonction mesurable au sens de Borel [O, oo[—]O, oo[ et
une fonction e L’tI, [O, 1[) telles que
ti) (p, f(t, x,p)) <(p(7(t) + p)) p.p. t I et tout (x,p) e
avec x
— vott)j Mott);
C sds(ii) pour tout e 0, f (s)+s 00.
(H3.6) Il existe une constante k e [O, 1[ et une fonction k e L’tI, [0, oc[) telles
que
O < (x, itt, x,p)) + j2 + h(t);
p.p. t e I et tout tx,p) avec x — vo(t)W <M0tt).
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(H3.7) Il existe une constante a > O et une fonction t e L’(I, [O, œ[) telles que
x, p) <2a((x, f(t,
,
p)) + + 1(t),
p.p. t e I et tout (x,p) e R2 avec — vo(t)W <M0(t).
(H3.8) Il existe b, c1, e2 > O, e3 > O, h1, h2 e L’(I) tels que pour presque tout
t e I et tout (x,p) e R2 avec
— vo(t)U <Mo(t), pW b, on a
(x, f(t, x, p)) + MpM2 - (p, f(t, x, p)) (x, p)
‘ Mi MpM3
> cp - c3(x,p) - h1(t)
xM((x, f(t, x,p)) + MpM2) - Mx((p, f(t, x,p))(x,p)) + (x,p)2(ii)
MH M
> C2(X,P) —
Remarque 3.2.2. Rappelons comme nous l’avons dejà fait remarquer au cha
pitre 2 qu’intuitivement
dsf(t,x,p)M <7(t)(p), avec = 00
est une hypothèse qui traduit le fait que f satisfait une condition de croissance
un peu plus générale que linéaire. On généralise cette hypothèse par la condition
de croissance un peu plus générale que quadratique suivante
<(MM)(MM +7(t)) avec f (s)±s = 00,
En prenant une condition de croissailce plus générale, nous avons été obligé d’im
poser d’autres hypothèses.
Avec les hypothèses précédentes, nous obtenons trois corollaires du
théorème 3.2.1 que nous regroupons en deux résultats. Dans ces résultats, l’hy
pothèse (H3.4) est gélléralisée. En contre partie, une hypothèse supplémentaire
doit être imposée.
Théorème 3.2.3. On suppose que tes hypothèses (H3.1)-(H3.3), (H3.5) et (H3.6)
sont satisfaites. Alors si BC = (P) ou BC = ($L) et (1
— /3)r = O, i = 0, 1, te
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problème (*) possède au moins trois solutions distinctes x E T(v, M) telles que
xT(v,Mj),i=1,2.3,j=l,2,ij.
Théorème 3.2.4. On suppose que tes hypothèses (H3.1)-(H3.3), (H3.5) sont
satisfaites. Supposons de plus que (H3.Z) ou (H3.8) est satisfaite. Alors te pro
blème (*) possède au moins trois solutions distinctes x e T(v, M) telles que
T(v,M), i = 1,2,3, j = 1,2, i j.
Les démonstrations de ces théorèmes découlent directement du lemme 3.1.2,
du théorème 3.2.1 et des corollaires 2.4.4 et 2.4.5 respectivement où on a posé
pour (v,M) e W2”(I,R2) x W2”(I, [0,oo[),
M”
g(v,M) (t, X, À) = (1 — À) (v”(t) + E + M(t) (X — v(t)).
avec: 1’(x —v(t)) 0 sur {s: M(s)
= 01.
Remarque 3.2.5. Remarquons que,
(i) (H3.$) est trivialement satisfaite dans le cas scalaire (n 1). Il suffit de
choisir b > 0, e1 = , e2 = 1 e3 = 0, et h1 = h2 = 0. Donc les hypothèses
(H3.6), (H3.Z) qui, combinées à (H3.5), servent aussi à avoir la majoration
de x’Wo pour x solution de (*) deviennent dans le cas scalaire inutiles.
(ii) Si s < ç(s) p.p. s E [0, oo[, alors (H3.5)(ii) équivaut à
(°° sds
I °°
J ç(s)
pour tout e 0.
Il arrive qu’à partir de deux tubes-solutions, nous puissions en obtenir un
troisième. Lorsque cela se produit, nous pouvons obtenir des corollaires des théo
rèmes précédents. Soient (vi, M1) et (u2, 1W2) deux tubes-solutions de (*). Posons
- f ( (t) + V2 (t) + (M1 (t) - M2 (t)) (‘ si (t) V2 (t),vo(t)
— lvi(t) si vi(t) = v2(t).
Mo(t)
= (Hvi(t) - v9(t)W + M1(t) + M9(t)).
(3.2.1)
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Voici un corollaire du théorème 3.1.1 (des corollaires des théorèmes 3.2.3. 3.2.4
pourraient aussi être énoncés).
Corollaire 3.2.6. Soient f I x —* une fonction de Carathéodory et
3G ta condition aux limites (SL) avec max{/o,/3i} > O. Supposons qu’il existe
(y1, M1) et (u2, 1v12) deux tubes-sotutions stricts de (*) tets que
(i) T(vy, M1) n T(u2, M2) = 0;
cii) pour tout t e I, M1(t) — M2(t) < Hvi(t)
— v2(t)W.
Si(uo, M0) défini dans (3.2.1) est un tube-solution de (*) et que (H3.4) est satis
faite, alors te problème (*) a au moins trois solutions distinctes.
DÉMONSTRATION. Les hypothèses (H3.1), (H3.2), (H3.3)(ii), et (H3.4) étant
satisfaites, il suffit de vérifier que T(v, M) c T(vo, M0) pour i E {1, 2}. IVioritrons
que x E T(v;, M1) C T(vo, M0). L’autre illclusion se montre de façon similaire.
Pour t I tel que v1(t) 4 v2(t), en tenant compte de la relation (3.2.1), du fait
que x e T(v1, M1), et de l’hypothèse Il’11(t) — J’vi2(t) < v1(t) — u2(t) on a
x(t)
- vo(t)W < x(t)
- ui(t)W + vi(t) - vo(t)
<M1(t) + (Wvi(t) -v2(t)W - M1(t) +M2(t))( 2)
<M1(t) + v1(t)
-u2(t)W - Mi(t) +M2(t))
= M1(t) + (j1t
- v2(t)(I - M1(t) + M2(t)) M0(t).
Si v(t) = u2(t), il est évident que x E T(uo, IvIo). Ce qui prouve que x T(uo, iI)
pour tout x E T(v, M) 1 = 1, 2. D
Il est naturel de se poser la question quand est-ce que (vo, Ai0) défini en
(3.2.1) est un tube-solution ? La réponse est positive sous certaines conditions
pour n=1.
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3.3. CAS SCALAIRE
Dans cette section, notre objectif est de donner des hypothèses qui nous ga
rantissent que (vo, M0) défini en (3.2.1) est un tube-solution. Après, nous donnons
un corollaire qui découle de ce résultat et de ceux de la section précédente.
Proposition 3.3.1. Soient (vi, M1) et (e2, M2) deux tubes-solutions de (*) tels
que
(1) T(vi, M1) n T(v2, M2) = O,
(2) Mj(t) — Ai2(t) < v1(t) — v2(t) pour tout t E I,
(3) si vi(t) = v2(t) alors M(t) M(t) et v(t) = v(t).
Alors (vo, 1v10) défini dans (3.2.1) est un tube-solution de (*).
DÉMoNsTRATIoN. Pour montrer que (e0, M0) est un tube-solution de (*), mon
trons que (vo, M0) vérifie les propriétés de la définition 3.0.1. On a
f (v1(t) + v2(t) + M1 (t) — M2(t)) si e1 (t) > v2(t),
vo(t)
=
(3.3.1)
(vi(t) + v2(t) + iJ9(t) — M1(t)) sinon;
et
M0(t)
= 2(vi(t)
— v2(t) + M1(t) + M2(t)) si vi(t) > v2(t),
(3.3.2)
f(v2(t)
— vi(t) + M2(t) + M1(t)) sinon.
Posons
J = {t e I t vi(t) = v2(t) et M’(t)
Par les hypothèses (2), (3), la définition de (vo, M0) et le lemme 1.1.3, il ressort
que
J = {t e I : vi(t) v2(t) et A’i’(t) iW(t)}
C {t e I : 111(t) = A’19(t). Iv[(t) = 1I(t) et i1’f’(t) M’(t)}
est de mesure nulle. Donc on conclut par la définition de (vo, M0), que (vo, Iv’0)
W2”(I R2) x 11/21(1, [0, oo[).
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O Soit E C I tel que I \ E soit négligeable, et pour tout t E E, on a
(x - v(t))(Ï(t,x,p) - v’(t)) + p - v(t)2 > My (t)M’ (t) + (M(t))2, (333)
pour tout (,p) E R2 tel que
Ix — v;(t)j = ii1(t), (x — vi(t))(p — v1(t)) =
011 a aussi
(x - v2(t))(f(t,x,p) -u(t)) ± p- v(t) M2(t)M’(t) + (M(t))2 (334)
pour tout (xp) e R2 tel que
Ix — ‘v2(t)I = M2(t), (x — v2(t))(p — e2(t)) =
et on a également
f(v’(t) +v(t) +M’(t) —M’(t)) si vi(t)> e2(t).
v0(t) = (3.3.5)
(v’(t) +v(t) + M’(t) — MÇ(t)) Sinon;
et
= I(t) — v(t) + M’(t) + M’(t)) si vj(t) v2(t), (3.3.6)
(v’(t) — v’(t) + M’(t) ± Ivl’(t)) sinon.
Soient t e E et (x.p) E R2 tels que Ix — vo(t)j = Mo(t) et (x — vo(t)) (p —
v(t)) = ivIo(t)i[(t). Sans perte de généralité, supposons cjue vi(t) > v2(t) et
x — vo(t) = iVf0(t); les autres cas se traitant similairement. Remarquons que
p — v(t) = Mut), z — v(t) = 1111(t) et p — v(t) = .AI(t). Il découle de (3.3.1),
(3.3.3), (3.3.5) et (3.3.6) que
f(t.x,p) - v(t) = J(t,x,p) - (v’(t) +v(t) + M’(t) - M’(t))
= f(t, x,p) - v’(t) + (v’(t) - v(t) - M’(t) + AI’(t))
M’(t) ± (v’(t) - v(t) - M’(t) + M’(t))
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= M0(t).
D’ où
( — vo(t)) (f(t,x,p) — v(t)) + p — v(t)2 M0(t)M’(t) + (i10(t))2
Vérifions que les conditions aux limites de tube-solution sont vérifiées pour
(vo, M0).
Supposons que BO = (SL). Sans perte de généralité, supposons que vi(O) >
v2(O) et A0 = no. On a
- (Aovo(O)
- ov(O)) I
- (Ao(vi(o) ± Mi(O))
- o(v(O) ± M(O)))
+TO (Ao(v2(O) _M9(O)) o(v(O) _M(O))). (3.3.7)
En tenant compte des conditions aux limites de la définition de tube-solution
pour (v1,i4j) et (v2,i’v12), on a
r0
— (Aoei(O) ± ao’Ii(O)) — o(v(O) ± M(O)))
= ro - (Aovi(O)
- ov(O))
- (no’ii(O)
-
= noii1(O)
—
0M(O)
— (ro
— (Aovi(O) ov1(O)))
= —r0 H- noM1 (O) — toM(O) + n0v1 (O) — t3ov(O), (3.3.8)
et
TO - (Aov2(O) - M2(O)
- o(v(O) - M(O)))
<ro — (Aov2(O)
— oz%(O)) + noM9(O)
—
ro+noM9(O) —0M(O)
— (nov2(O) —ov(O)). (3.3.9)
En combinant (3.3.7), (3.3.8) et (3.3.9). on obtient
TO - (Aovo(O)
- ov(O)) <noMo(O)
-
De même, par un raisonnement identique, on obtient
ri — (Aivo(1) +jv(1))j <ny1Io(1) +1M(1).
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Si 3G = (P), (e1, M1), (e2, M2) étant des tubes-solutions, de l’hypothèse
ei(0) > e2(0), on a
vi(0) = vi(1) v2(O) = v2(1),
donc:
vo(O) = (vi(o) + e2(O) + M1(0) — M9(0))
= (ui(1) + v2(1) + M1(1) — M2(1)) = vo(1),
M0(0) (vi(0) — v2(0) + M1(o) + M2(0))
- (v(1)
— e2(1) + M1(1) + M2(1)) =
et en tenant compte de l’inégalité des conditions aux limites dans la définition de
tube-solution (3.0.1) pour (e1, M1), (e2. M2), on obtient
e(0) - v(1) (e(o) + v(0) ± i(o) - M(0)
- (e(1) + v(1) + iW(l) - ii(1)) )
= e(O) - v(1) + 1W(0) - Ai(1)
± e(0)
- (1) - (‘I4(0) - M(1)) )
- v(1) + (0) - Mf(i)I)
+ (v(o) - e(1) - (M4(0) - M(1)) )
=
_ (v(o) - v(1) + (M(0) - M(1)))
+ (v(0) - v(1) - (M(0)
-
= (v(i) - (1) + M(1) + M4(i))
- (v(0) - e(0) ± ‘i(0) +
= M(1)
— M(0).
Ainsi donc, de ce qui précède, on conclut que toutes les conditions aux limites
sont vérifiées et la proposition est démontrée.
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Corollaire 3.3.2. Soient f I x R2 —* R une fonction de Carathéodory,
(u1, M1) et (u2, M2) deux tubes-sotutions stricts de (*) tels que
(1) T(ui, i141) n T(v2, M2) = 0,
() M1(t) — M9(t) < vi(t) — u9(tH pour tout t I,
(3,) si ui(t) = u2(t) alors i1vt(t) = ivi(t) et u(t) = u(t).
Si l’hypothèse (113.5) est satisfaite, alors le système (*) a trois solutions
Remarque 3.3.3. Henderson et Thompson [39] ont obtenu un résultat similaire
à celui du corollaire 3.3.2 pour le problème (*) avec des conditions aux limites de
Dirichlet homogènes (x(O) = x(1) = O). Mais les hypothèses du corollaire 3.3.2
sont plus générales. Dans leur résultat, ils considèrent f continue alors qu’on
considère f de Carathéodory. En prenant i3 = u1 + M1, c = u1 — M1, 2 =
u2 + M2, 2 = u2 — M2, ils considèrent les hypothèses suivantes
(i) 1 2
(ii) a1
(iii) û2 /3i.
Les hypothèses (1), (2), (3) sont équivalentes à (i), (ii), (iii).
D’autre part (H3.5)(i) est plus générale que leur hypothèse : f(t, x,p)
tandis que notre hypothèse (H3.5)(ii) est plus forte. Toutefois, si s < (s)
p.p. s I ou si (H3.5)(ii) est équivalente à leur hypothèse f = oc.
Chapitre 4
INCLUSIONS DIFFÉRENTIELLES AVEC
OPÉRATEUR MAXIMAL MONOTONE
Dans ce chapitre, nous traitons de l’existence de solutions des systèmes d’in
clusions différentielles du second ordre où le terme mutivoque qui intervient est
un opérateur maximal monotone. Dans le chapitre un, nous avons évoqué l’utilité
des inclusions différentielles avec opérateurs maximaux monotones muit ivoques.
ConsicÏérons le problème
t x”(t) e Bx(t) + f(t, x(t), x’(t)) p.p. t sur I,
(*)3
1xE 3G
où f : I x —* lR’, 3: dom(B) C 2’ est maximal monotone, et 3G
désigne les conditions aux limites périodiques
=
x(1),
(P)
x’(O)
ou de Stllrrn-Liouville homogènes
Aox(O)
—
— O
(SL)H
Aix(l) + 1x’(1) = O;
où A est une matrice n x n telle qu’il existe cj O telle que (,Aj.x) j2
pour tout x E R; /3 = 0, 1; oj + /3 > O;
Une solution de (*) est une fonction x e W”(I, R) vérifiant (*)B.
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Remarquons que (SL)H contient la condition de Dirichiet homogène{ x(O)=O.
(D)H
x(1) = O,
et la condition de Neumann homogène
x’(O) O,
(N)H
x’(l) = O.
Introduisons maintenant la notion de tube-solution pour le problème (*)B.
Cette notion joue un rôle essentiel dans la majoration a priori des solutions.
Définition 4.0.1. Un tube-solution du problème (*)3 est un couple de fonctions
(y, M) e 11721(1, R) x T4721(I, [O, oc[) tel que:
(j) il existe b e L’(I,R’) tel que b(t) e Bv(t), pp. t e I et
— v(t), f(t, x,p) + b(t) — v”(t)) + p — e’(t)M2 M(t)M”(t) + (M’(t))2,
pour tout (x,p) e R2’ et pour presque tout t e I tels que
— v(t) = M(t) et (x
— v(t),p
— v’(t)) M(t)M’(t);
(ii) e”(t) = b(t) + f(t, v(t), v’(t)) pour presque tout t dans {t e I: M(t) = O};
(iii) si 3G
= (SL)H, alors
(Aov(O)
— /3ov’(O))H <coM(O) —
}(Aiv(l) + J3yv’(l))U cl1M(l) + 131M’(l);
et si 3G désigne (P),
v(O) = v(1), M(O) = M(1), Iv’(l) — v’(O)j M’(l) — M’(O).
Comme au chapitre 2, posons
T(v, M)
=
{x e G(I, R) : x(t)
— v(t) M(t) Vt e I}.
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Q Remarque 4.0.2. Le couple (u, M) est un tube-solution de (*)3 si et seulement
s’il existe b e L’(I,R’) avec b(t) e Bu(t) p.p. t e I et tel que (u, M) est un
tube-solution de
{,‘t
b(t) + f(t, x(t), x’(t)),
x e 3G.
4.1. THÉoRÈME D’EXISTENCE DE TYPE PAPACE0RGI0u
Dans cette section, on prouve des théorèmes d’existence du problème (*)3.
Pour cela considérons les hypothèses suivantes
(f14.1) La fonction f IxR72 xW’ —* R72 est une fonction de L2—Carathéodory.
(1-14.2) L’opérateur B : dorn(3) C R72 —k 2 est maximal monotone et
o 3(0). On suppose de plus que si 3G = (SL)1, on a
8o(B(a).Ao(a)) +,BiK3(b),Â,(b)) >0 pour tout a,b R72, > 0;
où B, est l’approximation de Yosida de 3 introduite clans le chapitre un.
(H4.3) Il existe (u, M) tube-solution de (*)3 tel que
(u. M) E 472’2(IR) x 1172.2(1 [0, oo[).
(H4.4) Pour tout r e L2(I,R), il existe R e L2(I) tel que pour tous x,y E
L2(I) vérifiant j(t), y(t) <r(t) p.p. t e I, on a f(t, x(t), y(t))H
R(t) p.p. t E I.
(1-14.5) Il existe une constante k e [0, 1[, une fonction h e L’(I. [0, oo[) telles que
0< (,f(t,x,p)) + kHpII2 ± h(t),
pour presque tout t e I et pour tout (x,p) e R2 vérifiant x — v(t)
M(t).
Remarque 4.1.1. L’hypothèse (H4.5) est plus générale que l’hypothèse
(H4.6) il existe , t3> 0, c L’ (I, [0, œ[) tels que p.p. t e I, tous x, y e R72 tel
que — v(t) <M(t), on a
(f(t, x, y), x) _II2
- ll IYI - c(t) L
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utilisée par Halidas et Papageorgiou dans [31•
Théorème 4.1.2. Soient f : I x R2’ —* R, B dom(B) C R” —* 2 un
opérateur. Supposons que les hypothèses (H4.1)
— (H4.5) sont satisfaites. Alors
le problème (*)3 a une solution x e 1172a2(I, R’) n T(u, M).
Avant de démontrer ce théorème, introduisons quelques notations et rappelons
des résultats auxiliaires.
Pour \ I, B l’opérateur monotone maximal, J la fonction de Carathéodor
et (u, M) un tube-solution de l’équation (*)3, définissons
T D2fl 2n
J(v.M.3) 1 X —s ii’
par
( i’ f(t,) - ) - (1- )v(t)
+(‘ - 11)(-b(t) +v”(t))
J3)(t, x,p) +(i
- )(“ ( - u(t))) si - u(t) > M(t),
(f(t, x,p) - x) (1- \)v(t)
- )(-b(t) +u”(t) + ‘x - u(t))) si - v(t)M <M(t).
où on a posé: (x
— u(t)) = O si t {s e I: M(s) = O}, et
M(t)
=
-p+ (i’tt_ Kx(t), PV(t)))( x_u(t))
- -u(t)U
À la fonction f,1131, on associe l’opérateur F/JB) W’2(I R’’) — L2(I,R12)
défini par
F(AfB)(x)(t) = —fJ,B)(t, x(t), ‘(t)).
Remarque 4.1.3. On vérifie facilement que si Ic — v(t) > M(t), alors
(i) [ - v(t)W =
(ii) ( — u(t), — e’(t)) = M(t)M’(t);
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O (iii) - v’(t) 2 = p - v’(t) 2 + (M’(t))2 - (xv),pvt(t2
Considérons la famille de problèmes modifiés suivante
f x”(t) — x(t) e Bx(t) + f1,f5)(t, x(t), x’(t)) p.p. t e I,
x e BC;
()(v,Ai.B)
Le principe de la preuve consiste en la majoration a priori des solutions de
(*)jj3) et en l’utilisation de la théorie du degré pour trouver des points fixes
parmi lesquels se trouveront des solutions de notre problème (*)5.
Avant de donner la preuve du théorème, énonçons les deux lemmes suivants
dont les preuves seront données après la preuve du théorème.
Lemme 4.1.4. Soit f : IxR2”’ — W une fonction de Ca’rathéodory, B : dorn(B) C
— 2 un opérateur monotone. Si (e, M) est un tube-solution de (*)B, et si X
est ‘une solution de (*)vJI3) pour un certain ) I, alors x e T(v, M).
Remarque 4.1.5. Le lemme 4.1.4 reste vrai si BC désigne les conditions aux
limites non homogènes énoncées dans le chapitre 3 et si dans la définition de
tube-solution de (*), on remplace les conditions aux limites par celles énoncées
dans la définition de tube-solution du chapitre 3.
Lemme 4.1.6. Soient f I x — W et B : dom(B) C W ,‘ 2. Sous
les hypothèses (H4.1) — (H4.4), l’opérateur FMB) est continu et les images des
bornés de W”2(I,W) sont bornées dans L2(I,W). De plus FMB) est à image
bornée.
Avant la preuve du théorème, rappelons les notations suivantes introduites à
la section 1.4.
L y2(IR) — L2(I,R’), L() =
Ê: dom(Ê) C L2(I,W)
Ê(x)
=
{g e L2(I,W) : g(t) Bx(t) p.p. sur I},
I=L+Ê.
Si=io(I+K)1: L(I,R) C1(I,W),
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$2 =
où j et j sont les inclusions
j: C’(I;R)
— W1’2 (I,R); j: dom(L)
—
et
W’2(IR) := { I472’2(I,R) x E BC}.
DÉMoNsTRATION DU THÉORÈIvIE 4.1.2. Définissons l’opérateur
N : I4/1’2(I,R) X I W”2(I,R) par
N(Œ, À)(t)
= $2 °
Posons N = N(.AI.B)(•, \) et définissons T: W’2(I, W) x I ,‘ W”2(I. W) par
JT(x, /\) = >N0.
Le théorème 1.4.16, la remarque 1.4.17 et le lemme 4.1.6 impliquent que N est
complètement continu et que iÇr est compact.
Par le lemme 4.1.4, pour toute solution x de (*)v M B) on a x E T(v, M) et
donc
— VL2 < MRL2 + 1,
et
x”(t) E B(t) + f(t, x, ‘(t)) + g(À,,M,3) (t, x(t), ) p.p. t E I, (*)(ÀvAI)
où g: I x R” x I —* R” est définie par
g(t, x, À) = (1- À)(-b(t) + v”(t) ± (1+ (x - v(t))), (4.1.1)
où on a posé
(x - v(t)) = O sur {s: M(s) = O}.
On vérifie facilement ciue g est de Carathéodory. Par le théorème 2.2.1 et la
remarque 2.2.2, il existe k tel que
Ix’HL2 <k.
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Posons donc
u = {x E 117”2(I, R) :
— v2 < WMM2 + 1, Ux’2 <k}.
Toute solution de (*)vJI3) est un point fixe de N), et réciproquement. Par
ce qui précède, les points fixes de N), sont dans LI. Par la compacité de N il
existe un ouvert borné V de I’I/”2(I,R) (on peut supposer que U C V) tel
que (I’V”2(I, R) x I) c V. Donc (., ) est sans point fixe sur 0V pour tout
\ E I. Comme U c V, on a aussi que N,\ est sans point fixe sur 8V. Il s’ensuit
par les propriétés «excision, de l’invariance du degré par homotopie que
d(I—N1,U,O)=d(I—N0,U,O)
d(I_T(.,1),VO)
d(I
—
= d(IJO) = L
Par la propriété d’existence du degré, on conclut que N1 a un point fixe x E
T(v, M) qui est une solution de (*)M3) et de (*)B. D
DÉMoNsTRATIoN DU LEIvIME 4.1.4. Soit x solution de (*),li3). Soit 6 > O,
posons C5 {t E I: x—v(t) > M(t)+6}. Si C 0 pour un certain 6 > O, alors
pour tout intervalle ]t0, t1[c C5, tel que (t0)
— v(to)W = Ivt(to) + 6 ou to = O, et
(t1) —v(ty) = M(t1) +6, ou t1 = 1, la fonction t ,‘ x(t) —v(t) appartient à
W2”([t0 t1], R). Pour tout t E [t0, t1], posons w(t) = (t)
— v(t)l — (M(t) + 6),
on a
—
— (x(t)
— v(t), x”(t) — v”(t)) + x’(t) — v’(t))j2
w () w(
- x(t) -
- (x(t) - v(t), x (t) - u (t))
- x(t) -Ix(t)
- v(t)I3
+ (M(t) +6) — M”(t)
(x(t)
— v(t), f 3)(t, x(t), x’(t)) + x(t) + XB(t) —
- x(t) -
+ (t)
- v’(t)j2 - ((t)
- u(t), x’(t) - u’(t))2
Ix(t) — v(t) IIx(t) — u(t)
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- (t) - v(t) + (M(t) ± -
où XB(t) e Bx(t) et x”(t) — x(t) = x3(t) + f(, M, 3)tt, x(t), x’(t)). Doù
— (x(t)
— v(t), Ix’)I f(t, (t), ‘(t)) + (t) — u”(t))
w ()-w(
- Ix(t) -v(t)
- (x(t)
- v(t), (1- )v(t) - (x(t)
-
-
+
(1
— I(t)I )((t) — v(t), —b(t) + v”(t))
x(t) -
f / o
- \M(t) x (t)
- y (t)
x(t)
- v(t)W (t) - v(t)j
- (x(t)
- e(t), x’(t)
- v’(t))2
x(t) -
- x(t) - v(t) ± (M(t) + ) - M”(t)
— (t)
- v(t), f(t, (t), ‘(t)) ± b(t) - v”(t))
x(t) -
)M(t)
+ (1-
x(t) - v(t) -
+ (x(t)
- v(t), x3(t) - b(t)))
r(t)
-
+ (1- ()I)M(t)x(t) - v(t)H + x’(t) - v’(t)U2
x(t) —
- (.x(t) -v(t).x’(t) -e’(t))2
x(t) — v(t)3
- x(t)
- v(t) + (/I(t) + ) - M”(t)
- ((t) - v(t), f(t, (t), ‘(t)) + b(t) - e”(t) + ‘(t)
- v’(t)U2))
x(t) —
+ (x(t)
-v(t),XB(t)- b(t))
+ t - À)ii(t)
- M(t)i’I”(t) ‘(t)
- v’(t)t2 - À’(t)
-
jx(t)
- v(t)U (t) -
- (x(t)
- v(t), x’(t) - v’(t))2
x(t)
- v(t)H3
>
+M(t)M”(t) + )(M’(t))2 —
-
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+ (1- À)M(t) + (x(t) - v(t), x5(t)- b(t))
+ - v’(t)j - À’(t) - v’(t)W2
IIx(t) —
— ((t) — v(t), x’(t) — v’(t))2
+
x(t) - v(t)3
car (y, M) est un tube-solution de (*)3. Il s’ensuit que
w”(t) - w(t) À(M’(t))2 + x’(t) - v’(t)U2 - À(t) -
x(t) — v(t)
- (x(t) +
+ (1- À)M(t),
car xB(t) E BŒ(t), b(t) E Bv(t) pour presque tout t [0, 1] et B est monotone.
Par la remarque 4.1.3(u), on obtient que
w”(t)
- w(t)> À(M’(t))2 + (t) - v’(t)W2 - Àx’(t) - v’(t)2 - À(M’(t))2
- c(t) -v(t)
+ (À -1) (x(t) + + (1- À)M(t),
et de l’inégalité de Cauchy-Schwarz, on déduit que
w”(t) —w(t) > +(1—À)M(t) >0.
D’où
w”(t) — w(t) > O p.p. t é [t0, t1]. (4.1.2)
Dans le but d’appliquer le principe du maximum (lemme 1.1.4), vérifions les
conditions aux limites.
Considérons le cas où 3G = (SL)H. Alors soit w(to) < 0, soit to = 0. Si to = O
et x(0)
— v(0)H = O alors
w(0) <0. (4.1.3)
Si t0 = O et x(0)
—
v(O)W O alors
Ow(0) - ow’(0) o(Mx(O) - u(0)R - (M(O) + )) - o(c(O) - v(0)’ - M’(O))
- o(j(0) - v(0)R2 - o(x(0) - v(0), ‘(0) - v’(O))
-
— (o0M(0) + oo6 — /30M’(O))
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(x(0) - v(0), Ao(x(0)
- v(0))
-
- v’(O)))
- x(0) v(0)I
— (o0M(0) ± — ,60M’(O))
— (x(O)
- u(0), Aov(O)
- j(O) -
(coiW(O) + —
Car coxH2 (Ao,x), et x vérifie les conditions aux limites. De l’hypothèse de
tube-solution, on déduit
aow(0) — 3ow’(0) <c < 0. (4.1.4)
De même, on a soit w(t1) < 0, soit t1 = O et on montre que
w(1) <0, ou iw(1) + /31w’(l) 0. (4.1.5)
Considérons maintenant le cas où BC (P). Si w(to) < O et w(ti) < 0,
on raisonne comme dans le cas PC = (SL)-i sur l’intervalle [t0. t1]. Sinon, soit
[t0,t1] = [0,1], soit ]t0.t1[ c iO,t9[ u ]t3,i[C C. et w(t2) = w(t3) = 0, w(t) <0
sur [t2,t3]. Remarquons que x(0)
— v(0) = x(1) — v(1)W et M(O) =
donc w(0)
- v(1), x’(i) - v’(l))w (1) - w (0)
x(1) - v(1)jj
- (x(0) u’(O))
- M’(l) + M’(O)
= (x(O)
x(0)-v(0)
e’(l))
- i’Ï’(1) + J/I’(0)
<Iv’(1) — v’(O)U — M’(l) + M’(0) <0,
par définition de tube-solution; donc
w’(l) — w’(O) <0. (4.1.6)
Par le lemme 1.1.4, et par (4.1.2)-(4.1.6), on conclut que
{t e I: Ix(t) - v(t)H > M(t) + } =0.
Puisqile est arbitraire, on conclut que
lIx(t)
— v(t)jI < M(t) pour tout t e I. (4.1.7)
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O D
DÉIvIONTRATION DU LEIvIME 4.1.6. Par les hypothèses (H4.1) — (H4.4), il est
évident que FiB) est borné sur les bornés de I1Tl2(I,R7) indépendamment de
À e I. Donc il suffit de montrer que pour toute suite (Œ)EN telle ciue X .‘ X
dans W”2(I, R”)
JJwB)(t, x(t), x(t)) J1f3)(t, x(t), x’(t)) p.p. t I. (4.1.8)
La conclusion découlera du théorème de la convergence dominée de Lebesgue. Soit
donc une suite {x} telle que x, — x dans 147”2(I R’), alors x — c et x —*
dans L2(I, ]ll). Donc il existe une sous-suite, qu’on note encore (sans perte de
généralité) {X} et une fonction r E L2(I) telle que x(t) X(t) et xjt) —
Ix,(t)M <r(t), et xM <r(t) p.p. t I. Par (H4.1), et la définition de
on obtient (4.1.8) presque partout clans {t e I : Lr(t) — v(t)I Jli(t)}. D’autre
part, par le lemme 1.1.3, (X(t) — v(t), x’(t) — v’(t)) = M(t)M’(t) presque partout
dans {t e I jx(t) — v(t) M(t) > O}. Donc, il est facile de vérifier que
presque partout dans cet ensemble, f’(t) — î’(t); donc, la relation (4.1.8) est
satisfaite dans cet ensemble. finalement, sur {t e I : x(t) — v(t) O =
x(t) = v(t), x’(t) = v’(t), M’(t) = O, et M”(t) O presque partout sur cet
ensemble. Donc,
= À(f(t,X(t),X’(t))
- x(t)) + (1- À)(-b(t) - v(t) +v”(t))
= À(f(t, v(t), v’(t))
- v(t)) + (1- À)(-b(t) - v(t) + v”(t)
= À(v”(t) — b(t) — v(t)) ± (1 — À)(—b(t) — v(t) + v”(t))
v”(t) — v(t) — b(t)
presque partout dans cet ensemble. Donc dans cet ensemble la relation (4.1.8) est
satisfaite. En définitive on a (4.1.8) satisfait pour p.p. t E I.
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Pour ) = O, on a
-v(t) - b(t) + e”(t)
+1’(x-v(t)) si
-v(t)H > M(t),
f(V,M,B)(t,x,p) =
-v(t) - b(t) + u”(t)
- v(t)) si x - v(t) <M(t).
Il apparait donc évident que F?/IB) est borné sur W”2(I,R’). D
4.2. AUTRES RÉSULTATS D’EXISTENCE
Dans le théorème 4.1.2, grâce à l’hypothèse (H4.4), nous avons pu obtenir
une solution comme point fixe d’un opérateur complètement continu défini sur
T4J12(I R”). Il est naturel de se poser la question de savoir si on peut obtenir uiie
solution sans imposer (H4.4). Pour ce faire d’autres hypothèses seront imposées
et l’espace G1 (I, R’’) sera considéré.
Théorème 4.2.1. Supposons que les hypothèses (H4.1) — (114.3), (114.5) sont
satisfaites, ainsi que
(H.7) B est borné sur les bornés;
(H.8) ii existe une constante ‘y L’(I), et une Jonction mesurable au sens de
Borel : [O, œ[—* [O, oo[ telles que
COQ
(i) I ds = pour tout d> O,
Jd (s)+s —
(ii) (p, f(t, x,p)) <(pID(p + ‘y(t)) p.p t e I et pour tout (x,p) e
R2 vérifiant x — v(t)R <if(t).
Alors l’inclusion différentielle (*)3 a au moins une solution x telle que :
x e 1172:1(1, W’) fl T(v, M).
Q.L)O1
FÀ: G1(I,W’) L2(IW’)
définie par FÀ(x)(t)
= —f,M,B)(t,x(t),x’(t)) et F: C’(I,R’’) xI — L2(I,R”)
définie par F(x, \) = FÀ(x)
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Nous avons la proposition suivante dont la preuve est analogue à celle de la
proposition 3.1.4.
Proposition 4.2.2. Sous tes hypothèses (H4.1) — (H4.3),(H4.6), est continue
et bornée sur les bornées.
DÉMONSTRATION DU THÉORÈME.4. 2.1. Posons
H(.À) = S o(x.À).
Défiuissons : C(1, R) x I C’(I, R’) par
(x, À) = ÀH(.. O).
Le théorème 1.4.16, la remarque 1.4.17, le lemme 4.1.6 et la proposition 4.2.2
implique que H est continue et complètement continue et ciue H est continue et
compact. Par le lemme 4.1.4, pour toute solution x de (*)5f B) on a e T(v, M),
et donc
jx
-
V < HMjo +1,
et
x”(t) Bx(t) + Àf(t, x(t), x’(t)) ± g(t, x(t). À),
(*)(À,v,Ai)
rre30
où g est défini en (4.1.1).
Par le corollaire 2.4.4, il existe une constante k telle que
< k, pour toute solution de (*)Â;3).
Posons donc
U
= { e W1’2([O, 1], R’): — vUo < jM0 ± 1, Ix’ b <k}.
Toute solution de (*)MB) est un point fixe de H(., À) et réciproquement;
donc les points fixes de H(., À) sont dans U. En utilisant la théorie du degré et en
procédant comme dans la preuve du théorème 4.1.2 on obtient la conclusion. D
Comme dans le chapitre 3, il ressort de la preuve du théorème 4.2.1. le résultat
général suivant.
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Théorème 4.2.3. Supposons que tes hypothèses (H4.1)
— (H4.3), (H4.6) sont
satisfaites. On suppose de plus que
(i il existe k> O tet que toute solution x de (*)MB) VdTifie
Ix’(t)U <k pour tout t E I.
Alors l’inclusion diffé’rentiette (*)5 a au moins une sotution x telte que
x E W2’1(I,R) flT(v,M).
En utilisant les résultats établis dans le chapitre 2, nous pouvons obtenir des
corollaires du théorème 4.2.3. Pour cela, considérons les hypothèses suivantes.
(H4.9) Il existe -y e L’(I, [O, oc[) et une fonction mesurable au sens de Borel
[O, oc[—+ [1, oc[ telles que
ds(i) f = oc, pour tout e> o.
(il) f(t,x,p) <(t)(p) p.p.t E let pour tout (x,p) e R tel que
- u(t)I <M(t).
(H4.1O) Il existe une constante a O et une fonction t E L’(I, [O, oc[) telles que
f(t, x, p) <2a((x, f(t, x, p)) ± p2) + 1(t),
p.p. t E I et tout (x,p) e R avec
— v(t)W <M(t).
(H4.11) Il existe b, ey, e2 > O, e3 > O. h1, h2 E L1(I) tels que pour presque tout
t E I et tout (x,p) e avec x
— v(t)W <M(t), pj > b, on a
• (x,f(t,x,p)) + p2 - (p,f(t,x,p))(x,p)(1)
cp - c3(x.p) -
xH((x,f(t,x,p)) + pH2) - xp,f(t,x,p))(x,p)) +
> e(x,p) — 1i9(t).
Avec ces hypothèses et les résultats du chapitre 2, nous obtenons les corollaires
suivants du théorème 4.2.3.
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‘0 011 suppose l’existence d’un tube-solution (u, M) du problème (*)B. Pour
i = 0, 1 on pose
f jjA (M(i) + jv(i) j) si 3G = (SL), 0,
P, =
oc ailleurs;
rnin{M’(t)U i1vi(t) = 0} si {t e I .A4(t) = 0} 0,
P2 =
oc sinon;
et
e = min{po,pi,p2}. (4.2.1)
Théorème 4.2.4. Supposons que (114.1) — (H4.3), (114.6) et (114.8) sont satis
jaites et que le e défini dans (.2.1) est fini. Alors le problème (*)3 a au moins
une solution r telle que
x w2’2(I,R’) flT(u,M).
DÉMONsTRATIoN. Soit x solution de (*) M B); en vertu du lemme 4.1.4, x e
T(u, M).
Par hypothèse, e < oc . Si e = p pour i O ou 1, on a
j = jjAx(i) j jjA(x(i) - u(i)) j + jjAu(i) j
<jjAjj(M(i) + jjv(i)jj) =pi = C.
Si e = jM’Qt0)j avec M(t0) = O alors comme jr(to)
— v(to)jj = 0, on a que
x(to) = u(to) et jjx’(to)jj M’(t0)j = e. On déduit qu’il existe t0 I tel que
jx’(to)jj e. Ce qui permet d’appliquer le théorème 2.4.1 du chapitre 2 et le
théorème 4.2.3. 0
Théorème 4.2.5. Supposons que les hypothèses (H4.1)—(H4.3), (114.7), (H4.8)
et (114.10) ou (114.11) sont satisfaites. Alors l’inclusion différentielle (*)3 a au
moins une solution x e T(v, M).
7f
DÉMONSTRATION. La preuve de ce théorème est similaire à celui du théorème 4.2.1.
D
Chapitre 5
INCLUSIONS DIFFÉRENTIELLES DU
PREMIER ORDRE AVEC OPÉRATEUR
MAXIMAL MONOTONE
Dans ce chapitre, nous considérons le système d’inclusions différentielles du
premier ordre suivant
p.p. t E I: (*)
où 3 : W’ 2 est un opérateur monotone et F: I x W’ 2 est une fonction
multivoque.
Une soliltion de (*) est un élément de 147”2(I,R’j qui vérifie (*).
Introduisons la définition suivante de tube-solution pour le problème (*)i
Définition 5.0.1. Le couple (u, M) de 11712(1, W’) x I4712(I, [O, oc[) est un tube
sotutzon du problème (*); s’il existe b E L2(I.R”) tel que
(i) —b(t) E Bv(t) p.p. t E I;
(ii) ( —u(t), b(t) + y(t) — v’(t)) <M(t)M’(t), p.p. t E {s I: M(s) > O},
pour tout r E R” tels que — v(t) = JVI(t), pour tout y E F(t, as);
(iii) {v’(t)
— b(t)} = F(t, u(t)) pour p.p. t E {s E I : M(s) = O};
(iii) Hu(i)
- v(O)H <M(O) - M(l).
Notons tollj ours comme aux chapitres précédents, T(e, M) = {x E C(I, W’)
— v(t) <M(t) pour tout t E I}.
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5.1. RÉSULTAT D’EXISTENCE POUR LE PROBLÈME PÉRIODIQUE
Avant de donner les hypothèses et le résultat principal de ce chapitre, nous
avons la définition suivante.
Définition 5.1.1. La fonction F est L2-intégralement bornée sur les bornés, si
pour tout T > 0, il existe hT E L2(I) telle que sup F(t, x)U <h(t) p.p. e I et
pour tout x E 3(0, T).
Nous imposons les hypothèses suivantes
(115.1) 3 R —* 2 est un opérateur maximal monotone;
(115.2) F est s.c.s. en x, valeurs convexes compactes, non vides; pour tout
x E W l’application t F(t, x) est mesurable F est L2-intégralement
bornée sur les bornées;
(115.3) il existe (y, M) E 11712(1, R) x 14/12(1, [0, [) un tube-solution de (*).
Théorème 5.1.2. Si les hypothèses (H5.1) — (H5.3) sont satisfaites, alors le
problème (*) a au moins une solution c E T(v, i’v[).
Soit (y, M) un tube-solution de (*)i et ir E W, posons
(x - v(t)) + v(t) si
- v(t)Ij > M(t),
x si - v(t) <M(t);
Considérons le problème
x’(t) + x(t) E —3(t) + F(t, (t)) + (t) p.p. t E I;
x(0) = x(1).
Remarque 5.1.3. On observe que si x est solution de (*) telle que x E T(v, M),
alors x est solution de (*). Donc nous allons établir l’existence d’une solution
de (*) dans T(v, M). La preuve de l’existence découlera de la suite de résultats
suivants que nous allons établir.
Proposition 5.1.4. Sous tes hypothèses (H5.1) — (H5.3) toute solution r de (*)
est dans T(v, M).
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DÉMONSTRATION. Soit x solution de (, montrons que x E T(v, M). Pour cela,
posons
J = {t e I: jjx(t)
- v(t)II > M(t)}.
On remarque que p.p. t e J, on a (t)
—
v(t)jj = M(t) et
—
v(t)j — (x(t) — v(t), x’(t)—v’(t))
-
jx(t)
- u(t) j
- (x(t)
- v(t), XB(t) + y(t) + (t)
- x(t)
- v’(t))
- jx(t)
- v(t) II
- (x(t)
- v(t). x2(t))
- b(t))
- jx(t) - v(t) j
+ (x(t)
- v(t), b(t) + y(t) + (t) - (t)
- v’(t))
(x(t) — v(t)jj
O1 x(t) E —Bi(t) y(t) E FQ, J(t)) et —b(t) E Bv(t) est donné dans la défi
nition 5.0.1. Puisque B est monotone, (r(t)
— V(t),XB(t) — b(t)) 0. De pius,
p.p. t E {s E I : M(s) = 0}, y(t) = v’(t) — b(t). Donc, p.p. t E J n {s E I
M(s) > 0},
jx(t)
- v(t) <(x(t) - v(t), b(t) + y(t) + (t) - x(t) - v’(t))
dt
— jx(t)
—
M(t) ((t) - v(t), b(t) + y(t) - v’(t))
+ x(t) -v(t),(t)- x(t))
M(t)K2tt) - v(t),b(t) +y(t) - v’(t)) + (M(t) - jx(t) _v(t)jj).
Le couple (y, M) étant un tube-solution de (*), de la définition 5.0.1, on conclut
que p.p. t E]
Ix(t) - v(t) (M(t)
-
jx(t)
- u(t) j) + A1’(t)
car M’(t) = O p.p. t E {s, M(s) 0}. Donc
(jjx(t)
- v(t)jj
- M(t)) M(t)
- jx(t)
- v(t)jj <o. p.p.t E J. (5.1.1)
Conséquemment, t IItt) — u(t)jj — Ii(t) est strictement décroissante sur J.
Vérifions que J [0, 1] . En effet si c’était le cas, on aurait
jjx(O)
-
v(0)jj
- iI(O)> jjx(Ï)
- v(1)jj
-
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et comme par hypothèse x(0) = x(1), en tenant compte de la définition 5.0.1 ceci
entraînerait,
M(0)—M(l) v(0)-v(1) jx(0)-u(0)ll-llx(0)-v(1)ll > M(0)-M(1).
Donc M(0) — M(1) < M(0)
— M(1), ce qui serait contraditoire.
Montrons que si 1 J, alors O J. En effet si 1 J alors 11xt1)
— v(1)ll
M(l). Donc
lx(0) - v(0)jj Hx(0) - v(1)ll + lv(1) -
= lIrt’) - v(1)U + lut’) - u(0)lI
<M(1)+M(0)—M(1)=M(0)
car par hypothèse lotO) — v(1) M(0) — M(1), et x(0) = x(1). II s’ensuit donc
que O J.
Montrons que 1 J. Si ce n’est pas le cas, il existe un t2 < 1 tel que Ix(t2)
—
= ]\/I(t2) et ]t2, 1] C J. Par l’inégalité
0< Ilx(t) -v(t)lI -M(t) < llx(t) -v(t2)]j - M(t2) = 0,
pour t E]t2, 1], on a une contradiction. Il ressort de ce qui précède que O et 1
n’appartiennent pas à J.
Si J # 0, alors il existerait t0 J et t1 e J tels que ]to, ti] C J et lx(to) —
v(to)ll = M(t0). De nouveau, le fait que t —* llx(t) —v(t)ll — 111(t) soit strictement
décroissante sur Jto, t1] entraîne que
0< (llxtti
- v(ti)jl 111(t1)) < (jx(to)
- v(to)ll - M(t0)) =0
ce qui est absurde. Par conséquent, J = O et x e T(v, Ai).
Proposition 5.1.5. Soit ]V : C(I, R’) —* 2I2(1,n”) l’application muttivoque défi
nie par:
(x) {f e L2(I,R) f(t) e F(t,x(t)) p.p. t e i}.
Sons les hypothèses (H5.1) et (H5.2), si 2(IR) est muni de ta topologie faible,
alors j\/ est semi-continue supérieurement, à valeurs convexes, compactes et en
voie tes bornés SUT tes bornés.
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DÉMoNsTRATIoN. Par le théorème de sélection de Kuratowski Ryli
Nardzewski (théorème 1.3.5), pour tout x e C(I,R”), il existe une sélection me
siirable f telle que f(t) e F(t, x(t)) pour p.p. t e I. Donc de l’hypothèse que F
est L2-intégralement bornée sur les bornés, il découle que pour tout ï e C(I, R”),
K(x) O et que K envoie les bornés sur les bornés. Soit C C L2(I, R”) un fermé
de L2(I, R”) pour la topologie faible, et K—(C)
=
{x e C(I, W) : K(x)nC # 0}.
Soit {x} une suite de At(C) telle que ï,, —* ï, montrons que ï e Àt-(C).
Comme ï,, —* x, il existe 1lI telle que < M. Soit y e K(x,,) n C, alors
y,,(t) e F(t, x(t)) p.p. t e I. En vertu de l’hypothèse sur F, il existe M L2(I)
tel qu’on a WYnIIL2 < Ic7lIIIL2. Donc il existe une sous-suite encore notée {y%
qui converge faiblement vers y dans L2(I, R”). Par le lemme 1.1.8, il existe
V,, E co{y, Yn+i, , gr+m, j telle que u,, —* y dans L2(I, R”). Donc à une
sous-suite près, on peut supposer que v,,(t) —* y(t) p.p. t e I. Pour p.p. t e I,
posons
Bn(t)O{U{ym(t)}}.rn>n
et
A,,(t) = {‘em(t) rn > n}
Par la définition de B(t) et A,,(t), on a Vm(t) e A,,(t) pour tout rn n; A(t)
étant fermé, on déduit que y(t) e A,,(t) pour tout n et donc on déduit que
y(t) e fl,,ENAfl(t). Comme A,,(t) C 3(t) pour tout n entier, il découle de la
semi-continuité de F(t,.) que
y(t) fl B,,(t) fl o{ {y,,(t)}} C fl co{ F(t,x,(t))} C F(t,x(t)).
neN nEN m mn
L’ensemble C étant faiblement fermé, on conclut que y e C; donc y e K(x) n C.
Il s’ensuit que K est semi-continue supérieurement.
Montrons que K est à valeurs fermées dans L2 (I, R”) munie de la topologie
faible. Soit x e C(I, R”), et y e K(x). tel que y
—
y dans L2(I. W), l’argument
précédent permet de conclure que yQ) e F(t, x(t)) p.p. t e I et que y e K(x).
L’application x F(t, x) étant à valeurs convexes et compactes, pour presque
tout t e I, et L2(I. R”) étant un espace de Hilbert, il est facile de voir que K est
à valeurs convexes et compactes pour la topologie faible de L2(I, R”). D
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Définissons
B : dom(B) C C(I,W) 2L2 (IR’)
par
(x)
=
{y e L2(J,W) y(t) E B(x(t)) p.p. t e i}
et
S :=
— + + I : C(I, R) 9L2(I”)
OnaB=Êoi, où i :dom(B)—*dom(Ê),
dom() {x e C(I,R”) x e dom(Ê)}
= {x e C(I, R’) tel qu’il existe h e L2(I, R)
tel que h(t) e B(x(t)) p.p. t E I},
et Ê est défini au chapitre un
Proposition 5.1.6. En munissant L2(I, R’) de ta topologie faible, sous tes hy
pothèses (H5.1) — (H5.2), l’application $ définie ci-desssus est semi-continue su
périeurement, à valeurs convexes, fermées. De plus, S envoie tes boTués sur les
bOTnés
DÉMoNsTRATIoN. La preuve de la convexité et de la fermeture des valeurs de
S est évidente. De même il est aussi évident que S est borné sur les bornés.
Prouvons donc la semi-continuité.
On note que Dom(B) = C(I, R’j. En effet puisque B a pour domaine R’,
B est localement borné, et en vertu de la proposition 1.4.3, 3 est s.c.s., à valeurs
convexes, fermées, bornées. Si x e C(I,R’) , B o x I — 2’ est s.c.s. et donc
est mesurable. Du théorème de sélection 1.3.5, on déduit qu’il existe une fonction
mesurable h telle que h(t) e B(x(t)). Il est clair que h e L2(I,R’) car Box
est bornée. Par le lemme 1.4J4, B est maximal monotone, donc B est s.c.s. à
valeurs compactes dans L2(I, R’) muni de la topologie faible; f, I étant s.c.s. à
valeurs compactes, par le théorème 1.3.4, $ est s.c.s. E
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Posons
W12
= { e W”(I W) : x(O) =
et définissons
L W?”2 — L2(I,W)
par L() = x’ ± x pour tout x E W’2 Avant de donner la preuve du théorème,
énonçons le résultat suivant. Le lecteur interessé trouvera une preuve dans [421.
Proposition 5.1.7. L’appÏication L W”2 — L2(I,W) est bijective et
L2(I, R) —* 11/1,2 est contz7lue et est comptètement continue.
Remarque 5.1.8. Par la proposition 5.1.7 et le lemme 1.1.7, ioL’ L2(I, W) —>
0(1, R7) est continue et complètement continue; où L2(I, R) est muni de la to
pologie faible, 0(1, R’) de la topologie forte et i étant l’inclusion compacte de
T1/nl2(IW) dans 0(1W).
DÉMONSTRATION DU THÉORÈIE 5.1.2. Pour x E C(I,W), P05011S (x) =
S(). L’opérateur est s.c.s., borné à. valeurs convexes, fermées, non vides et
ioL’ est complètement continue. Parle théorème 1.3.2, V = ioL’o, est s.c.s.,
compacte et à valeurs convexes, compactes. Par le théorème de Kakutani 1.3.6,
V a au moins un point fixe x qui est solution de (*);. Par la remarque 5.1.3,
x E T(v, 1’I), donc x est une solution du problème (*). E
CONCLUSION
Dans cette thèse, nous avons traité de la multiplicité des solutions des sys
tèmes d’équations différentielles, de l’existence «une solution des inclusions dif
férentielles du second ordre où le terme multivoque est un opérateur maximal
monotone et des inclusions différentielles du premier ordre où un terme est un
opérateur maximal monotone multivoque et l’autre terme est un opérateur mul
tivoque, compact et semi-continu supérieurement.
La multiplicité de solutions des systèmes d’équations différentielles est un
sujet peu traité à cause de la difficulté du problème. Par contre on trouve de
nombreux résultats dans le cas des équations différentielles. L’étude des solutions
des systèmes d’équations différentielles impose la connaissance du nombre mini
mal de solutions. En introduisant la notion de tube-solution strict, nous avons
pu obtenir les premiers résultats significatifs de multiplicité pour les systèmes
d’équations différentielles. Nous pouvons espérer que plusieurs autres résultats de
multiplicités pourront être établis dans le futur. Il serait par exemple intéressant
de généraliser à des systèmes, les résultats de multiplicité pour les équations diffé
rentielles obtenus par El Khattahi et Coudreau respectivement dans leurs thèses
de doctorat et mémoire de maîtrise. Ces équations étant largement utilisées en
biologie et en physique.
En introduisant la notion de tube-solution pour les inclusions différentielles où
le terme multivoque est un oppérateur maximal monotone, nous avons généralisé
considérablement la condition généralement imposée dans la littérature. Les ré
sultats trouvés aux chapitres quatre et cinq s’appliquent à un plus grand nombre
d’inclusions différentielles.
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Il serait maintenant mtéressallt de définir la notion de tube-solution strict
pour les inclusions différentielles et établir des résultats de multiplicité pour les
inclusions différentielles en dimension supérieure à un.
Au chapitre quatre, nous avons abordé le problème d’existence de solution de
l’inclusion différentielle (*)3 avec f univoque; nous examinerions aussi avec profit
le cas où f est multivoque et le cas quasilinéaire étudié par Bader et Papageorgiou
[3].
Dans le chapitre cinq, la considération du cas où F est semi-contillue inférieu
rement est une avenue possible.
Nous pourrions enfin aborder le problème de multiplicité pour les inclusions
(*)3 et (*) en définissant des notions de tube-solutions stricts pour (*) et (*)i.
cœ sds
.
.Notons enfin que la condition] oc, introduite dans nos resultats auxc
chapitres trois et quatre est moins générale que celle rencontrée dans la littérature
= oc. Mais elle devient équivalente si s < (s) p.p. s I. Des résultats
avec cette condition plus générale pourraient être obtenus en utilisant la théorie
des fonctions multivoques comme frigon l’a fait dans [27].
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