ABSTRACT Large-scale network simulations are resource and time intensive tasks due to a number of factors i.e., setup configuration, computation time, hardware, and energy cost. These factors ultimately force network researchers to scale-down the scope of experiments, either in terms of simulation entities involved or in abridging expected micro-level details. The Cloud technology facilitates researchers to address mentioned factors by the provisioning of pre-configured instances on shared infrastructure. In this paper, an academic Cloud architecture SIM-Cumulus targeting the research institutions is proposed. SIM-Cumulus provides the framework of virtual machine instances specifically configured for large-scale network simulations, with the aim of efficiency in terms of simulation execution time and energy cost. The performance of SIM-Cumulus is evaluated using large-scale wireless network simulations. Simulation results show that SIM-Cumulus is beneficial in three aspects i.e., 1) promotion of research within the domain of computer networks; 2) consumption of considerably fewer resources in terms of simulation elapsed time and usage cost; and 3) reduction of carbon emission leading toward sustainable IT development.
I. INTRODUCTION
The successful deployment of a new (i.e., wireless, mobile, and ad hoc) communication network always relies on the predicted behavior of a system's performance already obtained through the use of analytical, experimental, or simulation [1] techniques. Experimental techniques are expensive (both in terms of time and resources) and analytical methods are unable to fully grasp the characteristics associated with communications in wireless networks. A number of simulation tools (i.e., NS-2 [2] , NS-3 [3] , OMNeT++ [4] , [5] , OPNET [6] , QualNet [7] , DRMSim [8] , Artery [9] , JiST/SWANS [10] , [11] , DIVERT [12] , NCTUns [13] , iTETRIS [14] etc.) are being employed by computer network researchers to verify the working of designed protocols for both infrastructure-based and Ad hoc networks. However, the selection of an appropriate network simulator involves certain considerations, such as: ease in configuration, learning curve of the respective programming language, type of communication system, provisioning of GUI environment, and support for scalability. These factors have also been acknowledged by the researchers in a survey (titled as Working with Network Simulators [15] ). This survey analyzes the trends associated with the selection and usage of network simulators. The in-depth analysis in the survey has revealed two factors predominantly influencing the selection of a network simulator i.e., configuration complexity and scalability. Figure 1 shows an excerpt of the results on the time consumption for executing some standard tasks in network simulations as surveyed along more than 100 researchers from renowned universities.
Configuration complexity at early stage hinders the selection and usage of network simulators. However, scalability problem arises at later stages when the researchers have gained substantial expertise of a simulator and are compelled to reduce the scope of simulations due to the scarcity of available hardware resources. Moreover, simulation scenarios involving a large number of nodes (with high inter-node communication) poses a scalability challenge for the execution over multi-cores and Cloud. In this work, we refer largescale simulation scenario demanding large computational and memory resources that are usually not available on a single machine. To address these challenges, this work proposes an Academic Cloud Framework SIM-Cumulus that provides scalable network simulation service. SIM-Cumulus makes use of configured Cloud instances using web interfaces. The fundamental goals of the SIM-Cumulus framework are three folds: 1) addressing the issues of simulator configurations faced by the naive users, 2) the provisioning of Network-Simulation-as-a-Service (NSaaS), and 3) automation of appropriate VM instance creation for large-scale network simulation and parallel simulation execution (to manage scalable network simulations). SIM-Cumulus harnesses the power of Cloud environment while taking into account the aspects related to IT sustainability and green computing. We have performed multiple simulations to analyze the potential of SIM-Cumulus that assists network researchers in terms of high performance computing, infrastructure cost, and power consumption, which ultimately pave the way towards sustainable green computing.
The rest of the paper is structured as follows: Section II provides related work discussing the generic structure of popular academic Clouds. Section III presents SIM-Cumulus architecture overview, working details, and mathematical model that target the scalability problems of network simulations. Section IV presents the experimental setup details for large-scale wireless network simulations. In Section V, the performance of SIM-Cumulus is investigated through large wireless network simulations using two network simulators (i.e., OMNeT++ (GUI-based) and ARTIS/GAIA (non-GUI-based)). The conclusion of the study is presented in Section VI along with the future perspectives of our work.
II. RELATED WORK
Recent innovations in internet-based systems have attracted network researchers towards the adoption of web-based simulation environments [16] . The notion of web-based simulation design and modeling is initiated by Lorenz et al. in [17] where authors have presented prototypes of web-based simulations. Taylor et al. [18] have discussed research efforts related to the exploitation of web infrastructure for online simulation modeling, design, and result visualization. All of these schemes have emphasized the classical way of offering web interfaces for controlling simulations. Nevertheless, emerging trends of large-scale simulations demand the distribution of simulation jobs over physical and virtual computing resources for load balancing [19] . A number of schemes i.e., Parallel processing [20] , [21] , Grid computing [22] , Agent-based solution [23] , [24] , Distributed computing, High Performance Computing (HPC) [19] , and Cloud computing are being employed by the researchers to attain the demands of largescale simulation. Parallel processing [20] , [21] is used to perform large-scale simulations via running multiple copies of the simulator (each representing different portion of the simulation) in parallel. Grid computing is designed for largescale distributed data processing and storage, and works with assigning subtasks across different clusters [22] , [25] .
Agent-based simulation approaches [23] , [24] are suitable to effectively deal with situations where each agent has been independently assigned different set of tasks. Moreover, an agent-based approach requires HPC to support the simulations. However, HPC environment is restricted and requires pre-training to be configured to meet the simulation requirements [19] .
Angelo and Marzolla [26] have favored the idea of Cloud computing paradigm for dynamic sizing of the large-scale network simulations. Guo et al. [27] proposed a five layered framework for systematic support of Simulation Software as a Service (SIMSaaS) in Cloud. According to Cayirci [28] , the cloud computing has been considered as an important model to support modeling and simulation for most of military and civilian applications. The provisioning of Cloud toolkits i.e., CloudSim [29] and CloudnetSim++ [30] have enabled researchers and professionals to perform modeling of data centers and virtual machines, while managing the energy efficiency in Cloud. Rahman et al. [31] have compared various Cloud simulators and highlighted their strengths and limitations. In addition, the authors have proposed Cloud simulator Nutshell, which offers realistic Cloud environments and protocols. Ficoo et al. [32] have devised a method to cope with simulation of large-scale critical systems on private Cloud. Angelo [33] proposed an adaptive solution for large-scale simulations using parallel and distributed simulation (PADS) approach. CloudSME [34] was proposed as a Cloud-based simulation framework for large-scale simulation of manufacturing and engineering industry.
In particular, academic Cloud systems provide several compatible APIs to facilitate Cloud engineers in integrating different functionalities of various Clouds to work together 27314 VOLUME 6, 2018 as shown in Figure 2 . Such Clouds could be based on virtual machine (VM) management, Virtual Instance (VI) management, and Cloud management layers. Keeping in view the architecture of existing academic Clouds, we have envisioned the general academic Cloud architecture for network simulations. The architecture comprises of three components that are User Interface (UI), Work Breakdown Manager (WBM), and Simulation Execution Manager (SEM) as shown in Figure 3 . Users are provided with web-based interfaces to start Cloud instances through available Cloud APIs. The UI component performs the functionality available in cloud management layer. Concerning VI management, WBM is responsible for the provisioning of required virtual instances and allocation/ de-allocation of demanded resources in Cloud. The core module SEM performs management of simulation execution. Simulation executions can be serial or parallel. In case of monotonic simulations, the SEM signals the simulator to start simulation execution in serial. However, if the simulation is large-scale, the SEM decomposes the simulation model into a number of components and allocates them on the available execution units. To achieve parallelism, Message Passing Interface (MPI) [35] can be used for interaction between simulation entities on different cores or on different VMs. Taking into account these design considerations of general academic Cloud architecture, we have implemented SIM-Cumulus, which is presented in the following section.
III. SIM-CUMULUS
This section delineates the high-level architecture and workflow of SIM-Cumulus. In addition, details regarding mathematical modeling, and cost analysis of sequential and parallel simulation execution on SIM-Cumulus are also part of this section.
A. SIM-CUMULUS ARCHITECTURE
Considering the layering approach of our envisioned Cloud for network simulations, the implemented SIM-Cumulus comprises of four layers i.e., System Accessibility Layer, Cloud Instance Management Layer, Virtual Platform layer, and Physical Infrastructure layer as shown in Figure 4 . The details of all necessary SIM-Cumulus components required to perform network simulations are presented below. 
1) SYSTEM ACCESSIBILITY LAYER (SAL)
The SAL enables the users to interact with Cloud Instance Management Layer (CIML) by using Cloud Front-end Interface (CFI). At CFI, the Representational State Transfer (REST) API is used to provide end-user registration and acquire Cloud instance usage information. RESTful web services allow end-users to configure and launch required instances of SIM-Cumulus through selection of operating system, network simulator, mobility model, traffic generators etc. The Remote Desktop Protocol (RDP) serves as a launcher of SIM-Cumulus instances.
2) CLOUD INSTANCE MANAGEMENT LAYER (CIML)
The CIML layer hides the configuration complexities associated with network simulation tools, which reduces the time consumed during installation/configuration/setup phase. CIML layer consists of two major components that are Cloud Instance Resource Management (CIRM) and Cloud Provenance. CIRM is responsible for configuration, control, and management of on-demand SIM-Cumulus virtual instances. This component exposes simulation services to the SAL.
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The envisioned components of proposed CIRM include Service Level Agreement Management (SLA), Account Management Module (AMM), Snapshot Organization Module (SOM), Configuration Module (CM), and Load Balancer (LB). However, the focus of this work is related to the realization of two modules (i.e., AMM and CM) of this layer. The AMM is responsible for management of userrelated information such as authentication, instance usage information, accessibility rights etc. CM is responsible for creating VM instances according to the user's configuration. The description of other related components of the proposed SIM-Cumulus can be found in [36] . The Cloud Provenance component keeps track of user and machine-level information. This includes the demands/requests of a user for prescribed network simulation as well as for the resource patterns of Cloud instances. The provenance related to the individual Cloud instances is used to dynamically model the resources according to the behavior of network simulation. The SIMCumulus uses the services of Eucalyptus platform [37] to provide instance-level Cloud provenance. In addition, a thirdparty library JavaSysmon [38] is utilized to obtain systemlevel Cloud provenance.
3) VIRTUAL PLATFORM LAYER (VPL)
VPL is fundamentally responsible for configuration of virtual operating system instances configured with various network simulators (i.e., NS-2, NS-3, OPNET, OMNeT++ etc.) based on the DES kernel and parallel simulation support. Moreover, it provides realistic mobility map trajectory and traffic generator tools. The VPL enables users to access simulation-based Cloud instances using Eucalyptus services. VPL layer comprises of two modules (i.e., Simulation Configuration Module (SCM) and the Simulation Distribution Module (SDM)) to manage small and/or large-scale network simulations. Initial network simulation configuration parameters (simulation type, number of nodes, simulation area, simulation time, mobility model, sequential/parallel mode etc.) are provided by the users through the SCM module. Once the initial parameters are provided, the SDM module decides on either a sequential or parallel run. For small-scale networks, the simulation is executed in sequential fashion. To execute large-scale simulations, the SDM module of the SIMCumulus is responsible to partition the simulation into equal number of components also called Logical Processes (LPs). SDM also assign each LP to a separate execution unit (core). After LP assignment, the SDM module signals the simulation tool (i.e., OMNeT++ in our case) to execute simulation in parallel.
In general, the SDM considers Cloud provenance information (accumulated in the SIM-Cumulus repository) for decision making in terms of sequential or parallel simulation execution. The Cloud provenance information is used to keep track of: 1) Cloud instance resource usage (i.e., RAM, CPU, Virtual Memory) and 2) simulation details i.e., simulation tool, scenario type, number of nodes, simulation execution time, execution strategy (sequential or parallel) etc. To elaborate the SDM decision making process, a number of simulations are performed using different problem sizes (number of nodes). Table 1 demonstrates the results of simulation execution with sequential and parallel modes. The speedup value smaller than 1 (as compared to sequential execution) shows degradation in performance of parallel execution (based on 2 LPs).
Speedup in execution time indicates that results with sequential execution are better as compared to the parallel execution (2 LPs) for the simulation runs using 400 or less nodes. This degraded performance of the parallel simulation is due to the overhead involved in the parallelization (for smaller problem size). This overhead leads to an increase in execution time. However, as the simulation size increases (greater than 500 nodes), an improved execution speedup of parallel simulation is observed up to 1.28 for 2 LPs. With an even larger simulation size (1000 nodes), speedup of 1.72 for 2 LPs is observed that is very close to an ideal theoretical speedup of 2.
Keeping in view these results, the SDM module uses provenance information (i.e., number of nodes, simulation execution time, and execution strategy (sequential or parallel)) for simulation execution decision. Results provided in Table 1 are specifically related to a realistic simulation scenario of Underwater Wireless Sensor Networks (UWSNs) using OMNeT++ (detailed configuration is provided in simulation setup section). However, the decision of SDM is not confined to this simulation scenario and OMNeT++ simulator only, but can be applied to any other realistic simulation/simulator. In section V, we have also provided the results of ARTIS/GAIA-based wireless network simulations to highlight the usability of SIM-Cumulus with other network simulators.
4) VIRTUAL INFRASTRUCTURE LAYER (VIL)
VIL resides at the lower layer of SIM-Cumulus. It has a role to expose the Cloud resources to the upper layers. We have considered Eucalyptus Open Source Cloud platform [37] to implement the SIM-Cumulus Cloud architecture. The SIM-Cumulus exploits the benefits of the Eucalyptus to provide Network-Simulation-as-a-Service to the researchers. The Eucalyptus provides feasibility for private and hybrid Cloud implementation [39] . The main reason for adopting Eucalyptus is its inherent flexibility and interoperability with contemporary commercial solutions (i.e., Amazon EC2, IBM SmartCloud etc.). In addition, the highly decentralized design of Eucalyptus (with multiple clusters, distributed storage, and locally stored virtual disks) lends itself to a large number of machines. Eucalyptus uses KVM as a baseline hypervisor for virtualization in the Cloud environment. KVM can achieve hardware acceleration by making use of emulated I/O supported by QEMU [40] . KVM minimizes the virtualization overhead to very low levels by combining hardware acceleration and para-virtual I/O. Moreover, KVM supports live migration of running VMs (without disrupting the guest OS) during Cloud maintenance. However, dynamic migration is beyond the scope of this work.
5) PHYSICAL INFRASTRUCTURE LAYER (PIL)
PIL represents the lowest layer in SIM-Cumulus architecture. It consists of physical computing resources such as: multi/many-core machines, clusters, data-centers, networks, storage devices etc., (see Figure 4) . These resources are the actual hardware components used in the simulations and users are assigned to them in a transparent manner. 
B. SIM-CUMULUS WORKFLOW
The workflow of SIM-Cumulus represents an automation of a network simulation task in the Cloud. In general, at each layer of the SIM-Cumulus architecture, the workflow can be distinguished into several phases as shown in Figure 5 . The System Accessibility Phase deals with the important aspects of enduser verification and privacy. Registered users make use of CFI (i.e., REST and RDP) module to access configured Cloud instances. The Deployment Phase handles the preservation of the provenance information related to resource usage of the Cloud instances. The Provenance information assists network researchers by keeping track of resource usage for load balancing. The Configuration Phase is concerned with parameters of the simulation experiments. The Simulation Execution Phase performs execution management based on the input parameters provided in configuration phase. In addition, dynamic preservation of resource (i.e., CPU, RAM) usage eventuates at this layer. Resource usage information is helpful for the provisioning of suitable Cloud instances for particular future simulation scenarios.
C. PARALLEL SIMULATION EXECUTION
To obtain an insight into the performance of parallel simulation on SIM-Cumulus, a large-scale UWSN has been simulated using OMNeT++. OMNeT++ as Parallel Discrete Event Simulation (PDES) [41] offers flexible approach for parallel simulations. PDES has the capability to achieve high speed by distributing the simulation over several LPs. Each LP maintains their simulation clock independently and is responsible to keep track of the concurrent events execution [20] . Various approaches (i.e., Message Passing Interface (MPI), named pipes, file system based communication mechanism etc.) have been proposed to support synchronization among multiple LPs. In this work, we have utilized the MPI standard [35] for the communication of time stamped messages (i.e., event messages). Most of the simulators use the placeholder (PH) modules and proxy gates to achieve parallelism, such as OMNeT++ in our case. Placeholder modules hold sibling sub-modules that are instantiated on other LPs. Proxy gates receive the messages at the placeholder module and transparently forward it to the real module while residing on another LP. Two types of message flows are illustrated in Figure 6 . The first one indicates a flow between real node and placeholder node on the same LP and second shows a flow between placeholder nodes of two different LPs. For instance, Simulation Entity SE 0 on LP 0 wants to send a message to SE 3 on LP 3 . The SE 0 has no direct link with SE 3 , therefore, it sends message to the placeholder node PH 3 (on LP 0 ), which in turn is responsible for forwarding the message to SE 3 using proxy gate.
FIGURE 6. Remote communication among simulation entities (SEs).
The detailed mathematical modeling of simulation execution on SIM-Cumulus is given below.
Let S LP represents the set of LPs:
and S SE represents the set of SEs in the simulation model:
To distribute SEs across available LPs, it is required to find out the number of SEs (N) on each LP i.e.,
where n represents the number of SEs in the simulation and m represents the number of LPs. In order to execute parallel simulation, SEs are required to be distributed across different LPs. The allocation of specific range of SEs on different LPs can be obtained by the given equation:
In Eq.4, i represents index in S LP . To execute simulation in parallel, SEs are required to be distributed across different logical processes (LPs). The allocation of specific range of PHs on different LPs is obtained using Eq.5.
The simulation execution is started after the placement of SEs and PHs on their respective LPs. During the simulation execution, SEs communicate with other SEs that reside either on the same LP on which the sending SE is located or on some other remote LP. Sender and receiver SEs (i.e., SE S , SE R ) located within the same LP, send messages directly by using the Input gate (Ig) during their communication. However, if SE S , SE R are located on different LPs, the messages will be sent to the destinations in two steps. In the first step, the SE S will send the message to the PH node using Proxy gate (P g ). In the second step, the PH will forward message to the corresponding SE R through the use of P g . The pseudocode shown below presents how communication is performed among different SEs.
D. SIMULATION COST ANALYSIS
This section discusses the aspects related to the cost associated with the simulation execution in sequential/parallel mode. In the sequential mode, the simulation execution takes place on stand-alone machines and Cloud Instances in a monolithic fashion. For sequential execution, the Overall Execution Cost (OEC) can be defined as the time required to complete the simulation execution. OEC is composed of two different costs i.e., State Updating Cost (SUC) and Local Interaction Cost (LIC):
Simulation execution in DES environment illustrates that all the time is spent either on messages delivery among the SEs or updating the state variables after each simulation event. SUC corresponds to the cost involved in updating the state variables after each simulation event. LIC pertains to the cost involved in delivering the messages among entities (on same LP) during the course of simulation. On the other hand, if the simulation is partitioned into a number of LPs and need execution in parallel, then OEC can be obtained as shown in Eq.7:
GCC is generic communication cost that is comprised of Interaction Cost (IC), Synchronization Cost (SynC) and Middleware Management (MM) cost:
The synchronization among different LPs should be ensured to obtain more accurate results. The IC pertains to the cost that is involved in delivering messages among different SEs. The cost of message delivery depends on the message size and the destination LP of the receiving SE. The location of the receiving SE is quintessential as it can lead to subtle difference in cost that whether the SE is located on the same LP or not. IC is composed of local and remote interaction cost. Local Interaction Cost (LIC) refers to the cost involved in delivering the message to the SE of the same LP and Remote Interaction Cost (RIC) refers to the delivery of message to an SE located on a remote LP.
Thus overall execution cost can be calculated as given in Eq.10.
The OEC depends on the ratio between local and remote communication. If LComm represents the size of local communication and RComm represents size of remote communication then LRR (i.e., Local to Remote Communication Ratio) can be obtained by the given formula (Eq.11).
IV. SIMULATION SETUP
As discussed earlier, the computation complexity of a network simulation not only depends on the scale of the network but also the granularity of the microscopic details of the network characteristics that a researcher wishes to study. In this study, we have considered two wireless network simulation scenarios on two different network simulators (i.e., GUI-based OMNeT++ and command-line-based ARTIS/GAIA [33] ). OMNeT++ being a resource hungry simulator fails to complete the discussed simulations on a stand-alone machine. However, ARTIS/GAIA has the ability to provide results of simulations of even larger number of nodes with equivalent simulation parameters. The aim of the experiments presented in this work is to show the effectiveness of SIM-Cumulus considering sequential and parallel execution of the network simulations that are either not feasible on stand-alone machines or take extra-ordinary long duration to complete. The effectiveness is evaluated based on reduced simulation execution time and increased rate of completed simulation events by productive distribution of simulation entities over various number of LPs. Concerning simulations in OMNeT++, large-scale UWSNs scenario is considered. The UWSNs scenario considers three aspects; mobility, propagation model and routing. We have considered the Random Way Point (RWP) mobility model definitions reported in [42] for sensor movement in underwater environment. Moreover, path loss propagation model [43] is employed to simulate the physical layer characteristics of the UWSNs. The opted routing protocol for UWSNs is Vector-Based Forwarding (VBF) [44] . The computational complexity of the network simulation is magnified in UWSNs due to the involvement of all considered parameters especially in the case of large-scale deployment [45] . Table 2 summarizes all the parameters used in the OMNeT++ simulations. In addition to these simulation parameters, the GUI environment has high memory and computational requirements to maintain the state of each node [46] . Therefore, we have considered a large-scale UWSNs as a suitable test-case to evaluate the performance of Cloud-based simulation environment. Simulations are executed multiple times with different number of threads during a single run. The obtained results on SIM-Cumulus are compared with Cloud instances of MS Azure [47] and two workstations. Description of available instances and available workstations is depicted in Table 3 . In order to show the effectiveness of SIM-Cumulus with other network simulators, we have performed simulations using ARTIS/GAIA. Considering large-scale wireless network scenario in ARTIS/GAIA simulations, a total of 10,000 SEs (wireless nodes) were distributed on 8 LPs. The SEs can send an interaction to other SEs that are within the range of 250 spaceunits. Each SE is placed at random position using 2-Dimensional plane and is assigned to a certain LP. An equal number of SEs are placed at each LP. However, the assignment of a specific SE on certain LP is random. Each simulation run is executed for 100 seconds, keeping the simulation area 10000 × 10000 spaceunits. The probability of interaction (where each SE can communicate at a given timestep during the simulation) is set to 0.5. This means that during a certain timestep, half of the SEs are allowed to send messages. The mobility model is RWP (Random way point) and mobility speed is in the range of 1-25 spaceunits per second.
V. RESULTS AND DISCUSSION

A. SIMULATION ON SIM-CUMULUS USING OMNET++
We have utilized five metrics i.e., execution time, simulation speed, CPU utilization, Green IT effect and Local to Remote Communication Ratio (LRR) to quantify the performance of SIM-Cumulus. The configuration parameters of the simulation are shown in Table 2 . The experimental results regarding simulation execution time are presented in Figure 7 . Figure 7 indicate that the Cloud-based execution of the simulation takes up to 22% less execution time compared to simulations performed on stand-alone workstations. This trend is due to the difference in resources (i.e., high CPU and RAM) available on Cloud-based instances as compared to the stand-alone workstations. The parallel execution of the simulation, using 2 processor cores, results in a decrease of 37-41% in execution time over the sequential execution on all the machines. These results yield good scalability of the parallel execution for 2 CPU cores. Performing a simulation using different number of cores (i.e., 4, 6 and 8), the simulation execution time is further reduced to 71%. Overall, the results are promising and assert that employing the Cloudbased computing infrastructure reduces execution time considerably. Moreover, it attains better speedup as compared to the stand-alone machines.
Results in
The large-scale UWSNs simulation comprises of a large number of nodes and is ultimately able to generate a huge number of simulation events. The performance of simulation executions in terms of simulation speed is shown in Figure 8 . Employing multiple cores for Wks-1 and Wks-2 resulted in improved performance in terms of number of simulated events per second. Simulation executions on the MS Azure [47] and SIM-Cumulus have achieved better results in terms of events per seconds. The overall simulation results ultimately supports the usage of SIM-Cumulus for largescale wireless networks. For the past few years, sustainable and green computing has grabbed the attention across the world [48] , [49] . Cloud computing is considered the appropriate choice for achieving green computing [50] . In this study, we have used Joulemeter [51] to approximate the power-consumption of workstations, VMs, and an individual application execution on Cloud (i.e., MS Azure and SIM-Cumulus) instances. The Joulemeter uses separate models to calculate the power usage for CPU, Memory, and Disk. In order to measure the energy consumption of CPU, the processor utilization during active and idle time are used. The power used by the memory represents the last level cache (LLC) misses during a certain time. The disk reads and writes are used to calculate the energy consumed by the disk usage. Figure 9 presents CO 2 emission and energyconsumption of different employed multi-core simulation machines. Simulation results show that sequential execution on Cloud instances results in 19% decrease of energy consumption, compared to the stand-alone workstations. Moreover, energy consumption is significantly decreased for parallel simulation in the case of 2 and 4 cores. With the increase in number of LPs, look-ahead delay [52] tends to disrupt the total execution time. Thus further increase in the number of LPs does not lead to significant improvement in terms of energy reduction, but still lead to some energy reduction.
In most of the parallel and distributed simulations, the major hurdle in achieving the required speedup is the share of costly remote communication involved in the simulation. To provide an insight into the performance gain, we obtained results regarding the local to remote communication ratio (LRR). LRR is the ratio of local communication of SEs to remote communication for the LPs. Figure 10 to Figure 13 represent the obtained LRR on the available machines (having different number of LPs). The simulation execution was initially run with a single LP and afterwards it was repeated several times with a different number of LPs (i.e., 2, 4, 6, and 8). Results shown in Figure 10 and Figure 11 exhibit an average increase of 15% and 19% in remote communication on the machine with 2 and 4 LPs respectively as compared to monolithic execution. This increase directs to a good load distribution of SEs. However, this adds look-ahead cost [52] , required for the transmission of packets among SEs located on different LPs.
The results shown in Figure 13 demonstrate imbalanced communication pattern between available LPs. The results on the LP 1 , LP 4 , and LP 6 show average LRR value of 78% whereas the attained LRR ratio on LP 5 and LP 7 is reduced to 70%. The obtained results of different LPs yield that the speedup is obtained using parallel simulation. However, the look-ahead cost may disrupt the attained speediness. Figure 14 and Figure 15 show the results pertaining to the CPU utilization on different cores of a workstation (Wks-1) and a Cloud instance (SIM-Cumulus). A high CPU utilization up to 95% is observed for the simulation execution. For Wks-1, the average CPU utilization observed for the processor cores is 70.03-79.3% as shown in Figure 14 . For the proposed academic cloud SIM-Cumulus, the CPU utilization observed is on average 72.4-85.5% as shown in Figure 15 . Results show imbalanced CPU utilization on different cores (of stand-alone workstations and Cloud instances) during the course of the simulation. The resultant imbalance is due to the difference in communication patterns among the SEs located on different LPs. In most of the cases, the real world systems have physical characteristics that have a clear effect on the interaction dynamics. It is possible to exploit such characteristics to re-arrange partitioning at runtime (dynamic partitions) of the simulation components that may lead to significant benefits. Dynamic partitioning will result in two benefits. Firstly, reduce the high cost of inter-communication among the SEs on different LPs and secondly, perform load balance to achieve simulation execution speedup.
B. SIMULATION ON SIM-CUMULUS USING ARTIS/GAIA
We have used two metrics i.e., simulation execution time and simulation speed (events/seconds) to quantify the performance of SIM-Cumulus. The configuration parameters of the simulation are described in section IV. The simulation is executed in sequential and parallel (i.e., 2, 4, 6, and 8 LPs) modes on the SIM-Cumulus instance. The results are plotted for each independent simulation execution. The experimental results regarding simulation execution time are presented in Figure 16 . Results reveal that parallel (i.e., 2 LPs) execution of the simulation takes up to 26% less time compared to simulations performed in sequential fashion. The parallel execution of the simulation, using 4-6 processor cores, resulted in a decrease of 47-61% in execution time over the sequential execution. These results yield good scalability of the parallel execution for 8 CPU cores. The simulation execution time is further reduced to 72% for simulation that involves 8 cores. The large-scale wireless simulation in ARTIS/GAIA comprises of a large number of nodes and is ultimately able to generate a huge number of simulation events. The performance of simulation executions in terms of simulation speed is shown in Figure 17 . An increase of 35% in simulation events per second is observed for parallel simulation execution (i.e., 2 LPs) as compared to the sequential execution. The obtained results elaborate that employing multiple cores for SIM-Cumulus instance resulted in improved performance in terms of number of simulated events per second. The overall simulation results ultimately supports the usage of SIM-Cumulus for large-scale wireless networks.
VI. CONCLUSIONS AND FUTURE WORK
Over the past few years, Cloud computing is deemed as a viable solution for solving large-scale computing problems related to both industry and academia. In academic institutions, the trend to adopt Cloud computing is gradually increasing to empower IT infrastructure and assist researchers. The aim of the proposed work is to assist network researchers by provisioning high computing power and large memory instances to perform large-scale network simulations. The simulation results have depicted remarkable effectiveness and efficiency of SIM-Cumulus in terms of simulation elapsed time, cost, and green IT effect. In future, we intend to extend SIM-Cumulus capabilities through distributed approach for the simulation of large-scale wireless networks. In addition, adaptive approach based on the migration of simulation entities will further improve the performance of large-scale network simulations. Conclusively, the SIM-Cumulus can help academia in the following ways:
• to reduce the time and effort required to configure simulation environment;
• to improve simulation performance in terms of simulation elapsed time;
• to exploit the under-utilized computing resources for research work in a more effective way;
• to lower the cost of IT infrastructure for educational establishments;
• to shift software licensing and maintenance responsibilities to Cloud providers;
• to reduce electricity consumption and emission of carbon footprints.
