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Abstract. We show the existence of Ho¨lder continuous solution of Boussinesq equations in whole
space which has compact support both in space and time.
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1. Introduction
In this paper, we consider the following Boussinesq system

vt + div(v ⊗ v) +∇p = θe2, (x, t) ∈ R2 ×R,
divv = 0, (x, t) ∈ R2 ×R,
θt + div(vθ) = 0, (x, t) ∈ R2 ×R.
(1.1)
Here e2 = (0, 1)
T , v is the velocity vector, p is the pressure, θ is a scalar function. The Boussinesq
equations arises from many geophysical flows, such as atmospheric fronts and ocean circulations
(see, for example, [26],[28]). To understand the turbulence phenomena in fluid mechanics, one
needs to go beyond classical solutions. The pair (v, p, θ) on R2×R is called a weak solution of (1.1)
if they belong to L2loc(R
2 ×R) and solve (1.1) in the following sense:
ˆ
R
ˆ
R2
(∂tϕ · v + v ⊗ v : ∇ϕ+ pdivϕ+ θe2 · ϕ)dxdt = 0,
for all ϕ ∈ C∞c (R2 ×R;R2). ˆ
R
ˆ
R2
(∂tφθ + v · ∇φθ)dxdt = 0,
for all φ ∈ C∞c (R2 ×R;R) and ˆ
R
ˆ
R2
v · ∇ψdxdt = 0.
for all ψ ∈ C∞c (R2 ×R;R).
The study of weak solutions in fluid dynamics attract more and more peoples interests. One of the
famous problem is the Onsager conjecture on Euler equation which says that the incompressible
Euler equation admits Ho¨lder continuous weak solution which dissipates kinetic energy. More
precisely, the Onsager conjecture on Euler equation can be stated as following:
(1) C0,α solution are energy conservative when α > 13 .
(2) For any α < 13 , there exist dissipative solutions with C
0,α regularity .
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The part (1) has been proved by P. Constantin, E, Weinan and E. Titi in [11] and also by P.
Constantin, etc. in [5] with slightly weaker assumption.
The part (2) seems more subtle and has been treated by many authors. For weak solutions,
the non-uniqueness results have been obtained by V. Scheffer ([29]), A. Shnirelman ([31, 32]) and
Camillo De Lellis, La´szlo´ Sze´kelyhidi ([35, 15]). In particular, a great progress in the construction
of Ho¨lder continuous solution was made by Camillo De Lellis, La´szlo´ Sze´kelyhidi etc in recent years.
In fact, Camillo De Lellis and La´szlo´ Sze´kelyhidi developed an iterative scheme in [17], together
with the aid of Beltrami flow on T 3 and Geometric Lemma, and constructed a continuous periodic
solution which satisfies the prescribed kinetic energy. The solution is a superposition of infinitely
many weakly interacting Beltrami flows. Building on the iterative techniques in [17] and Nash-
Moser mollify techniques, they constructed Ho¨lder continuous periodic solutions with exponent
θ < 110 , which satisfies the prescribed kinetic energy in [18]. P. Isett in [24] constructed Ho¨lder
continuous periodic solutions with any θ < 15 , and the solution has compact support in time. By
introducing some new devices in [3], Camillo De Lellis, La´szlo´ Sze´kelyhidi and T. Buckmaster
constructed Ho¨lder continuous weak solutions with θ < 15 , which satisfies the prescribed kinetic
energy, also see [2]. In R3, P. Isett and Sung-Jin Oh in [22] constructed Ho¨lder continuous solutions
with θ < 15 , which satisfies the prescribed kinetic energy or is a perturbation of smooth Euler flow.
Recently, S. Daneri obtained dissipative Ho¨lder solutions for the Cauchy problem of incompressible
Euler flow in [12].
Concerning the Onsager conjecture with the critical spatial regularity, namely Ho¨lder exponent
θ = 13 , there are also some interesting results. By time localized estimates and careful choice of the
parameters in [1], T. Buckmaster constructed Ho¨lder continuous periodic solutions with exponent
θ < 15 in time-space, which for almost every time belongs to C
θ
x, for any θ <
1
3 and is compactly
temporal supported. Later, by smoothing Reynolds stress for different time intervals using different
approach carefully and introducing some novel ideas in [4] , Camillo De Lellis, La´szlo´ Sze´kelyhidi
and T. Buckmaster constructed Ho¨lder continuous periodic solution which belongs to L1tC
θ
x, for
any θ < 13 and has compact support in time.
Motivated by the above earlier works, we want to know if the similar phenomena can also happen
when considering the temperature effects in the incompressible Euler flow which is the Boussinesq
system. In [36], we construct continuous solutions for Boussinesq equations on torus which satisfies
the prescribed kinetic energy. In this paper, we consider the existence of Ho¨lder continuous solu-
tion with compact support both in space and time for Boussinesq equations. The main difficulty
is to deal with the interactions between velocity and temperature. Following the general frame-
work of convex integration method developed by De Lellis and Sze´kelyhidi for Euler equations, by
establishing the corresponding geometric lemma and constructing oscillatory perturbation which
are compatible with Boussinesq equations, we obtained the following results. New, we state our
theorem:
Theorem 1.1. For any given positive number r, ε ∈ (0, 128) , there exist a triple
(v, p, θ) ∈ Cc(Q2r;R2 ×R×R)
such that they solve the system (1.1) in the sense of distribution and
v 6= 0.
Moreover, we have
v ∈ C
1
28
−ε
t,x , θ ∈ C
1
25
−ε
t,x , p ∈ C1−εt,x .
Here and subsequent, Qr = {(t, x) ∈ R3 : |x| < r, |t| < r}.
Remark 1.1. In our theorem 1.1, if θ = 0, then it is the Ho¨lder continuous Euler flow with compact
support and have been constructed by P.Isett and Sung-jin Oh in [22]. In fact, they construct Ho¨lder
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continuous Euler flow with Ho¨lder exponent 15 − ε. Moreover, we can construct weak solution such
that θ 6= 0.
Remark 1.2. Similar results also hold for the 3-dimensional Boussinesq system on R3 with some
Ho¨lder exponent.
We briefly give some comments on our proof. In [22], the authors make use of a families of
Beltrami flows to control the interference terms between different waves in the construction. For
the Boussinesq system, we do not know if there exist the analogous special solutions. Following
an idea in [27, 25], we make use of a multi-steps iteration scheme and one-dimensional oscillation.
More precisely, in each step, we add some plane waves which oscillate along the same direction with
different frequency, and thus only remove one component of stress error in each step. To reduce the
whole stress errors, we divide the process into several steps. On the other hand, since the velocity
and temperature are coupled together in Boussinesq system, we need to reduce two stress errors
simultaneously. To achieve this, we need to extend the geometric lemma in [7] and add associated
plane waves in the velocity and temperature simultaneously in each step. Their coordination is
important for us to reduce the temperature stress error and construct continuous temperature.
2. Main proposition and outline of the proof
As in [17], the proof of Theorem 1.1 will be achieved through an iteration procedure. In the
following, S2×2 always denotes the vector space of symmetric 2× 2 matrices.
Definition 2.1. Assume v, p, θ,R, f are smooth and compact supported functions on R2×R taking
values, respectively, in R2, R,R,S2×2, R2. We say that they solve the Boussinesq-stress system if

∂tv + div(v ⊗ v) +∇p = θe2 + divR,
divv = 0,
θt + div(vθ) = divf.
(2.1)
2.1. Some notations on (semi)norm. In the following, m = 0, 1, 2, ..., β is a multiindex and D
is spatial derivative. First of all, we denote the supremum norm ‖f‖0 by
‖f‖0 := supR2 |f |.
Then the C˙m seminorms are given by
[f ]m := max|β|=m‖Dβf‖0
and Cm norms are given by
‖f‖m :=
m∑
j=0
[f ]j .
If f = f1 + if2 is a complex-valued function, then we set [f ]m := [f1]m + [f2]m and ‖f‖m :=
‖f1‖m + ‖f2‖m.
Moreover, for functions depending on space and time, we introduce the following space-time
norm:
‖f‖m := sup
t
‖f(t, ·)‖m, ‖f‖C1t,x := ‖f‖1 + ‖∂tf‖0.
We now state the main proposition of this paper, of which Theorem 1.1 is a corollary.
Proposition 2.1. Let r > 0, ε > 0 be two given positive numbers. Then there exist positive
constants η,M such that the following property holds:
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For any 0 < δ ≤ 1, if (v, p, θ, R, f) ∈ C∞c (Qr) solves Boussinesq-stress system (2.1) and
‖R‖0 ≤ηδ, (2.2)
‖f‖0 ≤ηδ. (2.3)
Set
Λ := max{1, ‖R‖C1t,x , ‖f‖C1t,x , ‖v‖C1t,x , ‖θ‖C1t,x}.
Then, for any δ¯ ≤ 12δ
3
2 , we can construct new functions (v˜, p˜, θ˜, R˜, f˜) ∈ C∞c (Qr+δ), which
also solves Boussinesq-stress system (2.1) and satisfies
‖R˜‖0 ≤ηδ¯, (2.4)
‖f˜‖0 ≤ηδ¯, (2.5)
‖v˜ − v‖0 ≤M
√
δ, (2.6)
‖θ˜ − θ‖0 ≤M
√
δ, (2.7)
‖p˜ − p‖0 ≤Mδ, (2.8)
and
Λ1 := max{1, ‖R˜‖C1t,x , ‖f˜‖C1t,x , ‖v˜‖C1t,x , ‖θ˜‖C1t,x} ≤ Aδ
ε2+3ε+3
2
(√δ
δ¯
)(1+ε)2(2+ε)+(2+ε)2
Λ(1+ε)
3
. (2.9)
Moreover,
‖p˜‖C1t,x ≤ C0, ‖θ˜‖C1t,x ≤ Aδ
2+ε
2
(√δ
δ¯
)4+4ε+ε2
Λ(1+ε)
2
. (2.10)
where the constant A depends on r, ‖v‖0 linearly and depend on ε.
We will prove Proposition 2.1 in the subsequent sections.
2.2. Outline of the proof of Proposition 2.1.
The rest of this paper will be dedicated to prove Proposition 2.1. The construction of the
functions v˜, θ˜ consists of a stage which contains three steps. In the first step, we add perturbations
to v0, θ0 and get new functions v01, θ01 as following:
v01 =v0 + w1o + w1c := v0 + w1,
θ01 =θ0 + χ1o + χ1c := θ0 + χ1,
where w1o, w1c, χ1o, χ1c are highly oscillatory functions with compact support given by explicit
formulas. We introduce three parameters ℓ, µ1, λ1 in the construction of perturbation with
1≪ µ1 ≪ λ1.
After adding these perturbations, we mainly focus on finding functions R01, p01 and f01 with the
desired estimates and solving system (2.1). After the first step, the stresses error become smaller
in the following sense:
If
R0(t, x)− e(t, x)Id = −
3∑
i=1
a2i (t, x)ki ⊗ ki, f0(t, x) = −
2∑
i=1
ci(t, x)ki,
where e(t, x) is a smooth function with compact support, see (4.6) and (4.7). Then
R01(t, x) = −
3∑
i=2
a2i (t, x)ki ⊗ ki + δR01, f01(t, x) = −c2(t, x)k2 + δf01,
where δR01, δf0 can be arbitrary small by the appropriate choice of ℓ, µ1, λ1.
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We repeat the above step, till obtain the needed (v˜, p˜, θ˜, R˜, f˜).
The rest of paper is organized as follows. In section 3, we prove Geometric Lemma and introduce
two operators. After these preliminaries, we perform the first step in next three sections. In section
4, we introduce the perturbations w1o, w1c, χ1o, χ1c and new stresses R01, f01 and prescribe the
constant η, M appeared in Proposition 2.1. In sections 5 and 6, we calculate the main forms of
R01, f01 and prove the relevant estimates of the various terms involved in the construction, in term
of the parameters λ1, µ1, ℓ. In sections 7, 8 and 9 we construct v0n, p0n, θ0n, R0n, f0n for n = 2, 3
and prove relevant estimates by inductions. The construction given in section 7 is similar to that
of the first step in section 4. We calculate the main forms of R0n, f0n in section 8 and prove the
various error estimates in section 9. After completing the constructions of (v03, p03, θ03, R03, f03)
and various estimates, we give a proof of Proposition 2.1 by choosing appropriate parameters
ℓ, µn, λn for 1 ≤ n ≤ 3 in section 10. Finally, in section 11, we give a proof of Theorem 1.1.
3. Preliminaries
We always make use of the following notations: R2×2 denotes the space of 2× 2 matrices; S2×2,
as before, denotes the spaces of 2 × 2 symmetric matrices and Id denotes 2 × 2 identity matrix .
The matrix norm |R| := max1≤i,j≤2 |Rij |, if R = (Rij)2×2.
3.1. Geometric Lemma.
The following lemma is a kind of geometric lemma given in [7] to our case. Within it, we represent
not only a prescribed symmetric matrix R, but also a prescribed vector.
Lemma 3.1 (Geometric Lemma). There exist r0 > 0, k1, k2, k3 ∈ R2 \ {0}, smooth positive
functions
γki ∈ C∞(Br0(Id)),
1
2
≤ γki ≤
3
2
, i = 1, 2, 3
and linear functions
gki ∈ C∞(R2), i = 1, 2
such that
(1) for every R ∈ Br0(Id), we have
R =
3∑
i=1
γ2ki(R)ki ⊗ ki;
(2) for every f ∈ R2, we have
f =
2∑
i=1
gki(f)ki.
Proof. The proof is constructive. We set
k1 :=
( 1√
2
,
1√
3
)T
, k2 :=
(
− 1
2
,
2√
6
)T
, k3 :=
(1
2
, 0
)T
. (3.1)
A straightforward computation gives
k1 ⊗ k1 =
(
1
2
1√
6
1√
6
1
3
)
, k2 ⊗ k2 =
(
1
4 − 1√6
− 1√
6
2
3
)
, k3 ⊗ k3 =
(
1
4 0
0 0
)
.
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It’s obvious that k1⊗ k1, k2⊗ k2, k3 ⊗ k3 are linearly independent, hence form a basic for S2×2 and
3∑
i=1
ki ⊗ ki = Id.
Thus, taking r0 > 0 small, for any symmetric matrix R ∈ Br0(Id) , the following equation
3∑
i=1
γ2kiki ⊗ ki = R
has unique, positive solution γki and
‖γki − 1‖0 ≤
1
2
.
Since the representation is unique, the dependence of γki on R is smooth.
Then, for any f ∈ R2, we set 
 gk1(f)
gk2(f)

 := (k1, k2)−1f,
where (k1, k2)
−1 denote the inverse matrix of (k1, k2). Thus, gk1 , gk2 are linear functions and it’s
obvious that
f =
2∑
i=1
gki(f)ki, ∀f ∈ R2.
Thus, we finished the proof of this lemma. 
As in [22], we introduce the following operators in order to deal with the stresses.
3.2. The operator R.
Suppose that the vector function U(x) = (U1(x), U2(x))
T ∈ C∞c (Br;C2) satisfyˆ
R2
Ui(x)dx = 0,
ˆ
R2
(xiUj − xjUi)(x)dx = 0, i, j = 1, 2 (3.2)
and take the following form
U(x) =
(
V1(x)e
iλk·x
V2(x)e
iλk·x
)
:= V (x)eiλk·x,
where λ > 0, k = (k1, k2) ∈ R2 \ {0}.
We denote RUo(x) by
RUo(x) :=
(
M11(x)
iλ
eiλk·x M12(x)
iλ
eiλk·x
M12(x)
iλ
eiλk·x M22(x)
iλ
eiλk·x
)
,
where M = (M11,M12,M22) satisfy
M11k1 +M12k2 = V1, M12k1 +M22k2 = V2. (3.3)
Obviously, the linear equation (3.3) always have a solution
(M11(x), M12(x), M22(x)) ∈ C∞c (Br, C3), ‖Mij‖0 ≤ C0(k)‖V ‖0. (3.4)
Here and subsequent in this section, C0 denotes a absolute constant and C0(k) is a constant
depending on k. In fact, we may choose M12(x) = 0 first, if both k1 and k2 are not zero, then (3.3)
gives (M11,M22) and they satisfy (3.4). In the case one of k1, k2 is zero, for example k1 = 0, (3.3)
gives (M12,M22) and we set M11 = 0. They also satisfy (3.4). It’s direct to obtain
divRUo(x) =
(
V1(x)e
iλk·x
V2(x)e
iλk·x
)
+
(
∂1M11(x)+∂2M12(x)
iλ
eiλk·x
∂1M12(x)+∂2M22(x)
iλ
eiλk·x
)
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and
‖RUo‖0 ≤ C0(k)‖V ‖0
λ
, ‖∇RUo‖0 ≤ C0(k)
(
‖V ‖0 + ‖V ‖1
λ
)
.
Repeat the above process, there exists (N11(x), N12(x), N22(x)) ∈ C∞c (Br, C3) such that if we set
RUc1(x) :=
(
N11(x)
(iλ)2 e
iλk·x N12(x)
(iλ)2 e
iλk·x
N12(x)
(iλ)2
eiλk·x N22(x)
(iλ)2
eiλk·x
)
,
then
divRUc1(x) = −
(
∂1M11(x)+∂2M12(x)
iλ
eiλk·x
∂1M12(x)+∂2M22(x)
iλ
eiλk·x
)
+
(
∂1N11(x)+∂2N12(x)
(iλ)2 e
iλk·x
∂1N12(x)+∂2N22(x)
(iλ)2 e
iλk·x
)
and
‖Nij‖0 ≤ C0(k)‖∇M‖0 ≤ C0(k)‖∇V ‖0, ‖Nij‖1 ≤ C0(k)‖∇2V ‖0.
Thus, there holds
‖RUc1‖0 ≤ C0(k)‖V ‖1
λ2
, ‖∇RUc1‖0 ≤ C0(k)
(‖V ‖1
λ
+
‖V ‖2
λ2
)
.
A straightforward computation gives
div
(
RUo(x) +RUc1(x)
)
=
(
V1(x)e
iλk·x
V2(x)e
iλk·x
)
+
(
∂1N11(x)+∂2N12(x)
(iλ)2
eiλk·x
∂1N12(x)+∂2N22(x)
(iλ)2
eiλk·x
)
.
Performing the above process, for any integer m ≥ 2, we have symmetric matrix functions RUci ∈
C∞c (Br) : i = 1, 2, · · ·,m− 1 such that
‖RUci‖0 ≤ C0(k)‖V ‖i
λi+1
, ‖∇RUci‖0 ≤ C0(k)
(‖V ‖i
λi
+
‖V ‖i+1
λi+1
)
and
div
(
RUo(x) +
m−1∑
i=1
RUci(x)
)
=
(
V1(x)e
iλk·x
V2(x)e
iλk·x
)
+
(
R1
(iλ)m e
iλk·x
R2
(iλ)m e
iλk·x
)
with
‖R1‖0 + ‖R2‖0 ≤ C0(k)‖V ‖m, ‖∇R1‖0 + ‖∇R2‖0 ≤ C0(k)‖V ‖m+1.
Since RUo(x) +
m−1∑
i=1
RUci(x) ∈ C∞c (Br) is a symmetric matrix, then
ˆ
R2
div
(
RUo(x) +
m−1∑
i=1
RUci(x)
)
= 0,
ˆ
R2
(xiHj − xjHi)(x)dx = 0, i, j = 1, 2. (3.5)
Here we used the notaion div
(
RUo(x) +
m−1∑
i=1
RUci(x)
)
= (H1,H2)
T .
By (3.2) and (3.5), if we set
(K1,K2)
T :=
( R1
(iλ)m
eiλk·x,
R2
(iλ)m
eiλk·x
)T
,
we also have
Ki ∈ C∞c (Br;C),
ˆ
R2
Ki(x)dx = 0,
ˆ
R2
(xiKj − xjKi)(x)dx = 0, i, j = 1, 2.
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Following the argument of Section 10 about solving the symmetric divergence eqaution in [22], we
know that there exists a symmetric matric function δR[U ] ∈ C∞c (Br) such that
divδR[U ] = −(K1,K2)T , ‖δR[U ]‖0 ≤ C0(r, k)‖V ‖m
λm
,
‖∇δR[U ]‖0 ≤ C0(r, k)
(‖V ‖m
λm−1
+
‖V ‖m+1
λm
)
. (3.6)
Here and subsequent, C0(r) denote a constant depend on r linearly: C0(r) = C0r + C0.
In fact, following [22], we take a function ζ(y) ∈ C∞c (Br(0)) such that
‖∇βζ‖0 ≤ Cβr−2−|β|, ∀|β| ≥ 0.
Then, define the solution operator δR[U ] as following: Let (δR[U ])jl denote the (j, l) element of
δR[U ] and
(δR[U ])jl := Rjl0 [U ] +Rjl1 [U ] +Rjl2 [U ],
where
Rjl0 [U ] = −
ˆ 1
0
ˆ
Br(0)
ζ(y)
(x− y)j
σ
U l(
x− y
σ
+ y)
dy
σ2
dσ
−
ˆ 1
0
ˆ
Br(0)
ζ(y)
(x− y)l
σ
U j(
x− y
σ
+ y)
dy
σ2
dσ,
Rjl1 [U ] =
1
2
ˆ 1
0
ˆ
Br(0)
(∂pζ)(y)
(x− y)j(x− y)p
σ2
U l(
x− y
σ
+ y)
dy
σ2
dσ
+
1
2
ˆ 1
0
ˆ
Br(0)
(∂pζ)(y)
(x− y)l(x− y)p
σ2
U j(
x− y
σ
+ y)
dy
σ2
dσ,
Rjl2 [U ] = −
ˆ 1
0
ˆ
Br(0)
(∂pζ)(y)
(x− y)j(x− y)l
σ2
Up(
x− y
σ
+ y)
dy
σ2
dσ.
It’s easy to see that (δR[U ])jl is symmetric in (j, l), depend linearly on U and from the proof of
Proposition 10.1 in [22], we know that
∂j(δR[U ])jl = U.
Moreover, it’s obvious that suppδR[U ] ⊆ Br(0) because suppU ⊆ Br(0). On the other hand, by
following the proof of Lemma 10.3 and Lemma 10.4 in [22], we have
‖δR[U ]‖0 ≤ C0r‖U‖0, ‖∇δR[U ]‖0 ≤ C0(r + 1)‖U‖1.
In fact, Lemma 10.3 and Lemma 10.4 in [22] also hold for U = U(x) which satisfies vanishing linear
and angular moment with suppU ⊆ Br(0). Thus, we obtain (3.6).
Finally, we set RU := RU0 +
m−1∑
i=1
RUci(x) + δRU , then RU is a symmetric matric function and
satisfies
RU ∈ C∞c (Br), divRU = U.
Moreover, there holds
‖RU‖0 ≤ C0(r, k)
(m−1∑
i=0
‖V ‖i
λi+1
+
‖V ‖m
λm
)
, ‖∇RU‖0 ≤ C0(r, k)
( m∑
i=0
‖V ‖i
λi
+
‖V ‖m
λm−1
+
‖V ‖m+1
λm
)
.
BOUSSINESQ EQUATION 9
In fact,
‖RUci‖0 ≤ C0(k)‖V ‖i
λi+1
, ‖∇RUci‖0 ≤ C0(k)
(‖V ‖i
λi
+
‖V ‖i+1
λi+1
)
, i = 0, · · ·,m− 1,
‖δRU‖0 ≤ C0(r, k)‖V ‖m
λm
, ‖∇δRU‖0 ≤ C0(r, k)
(‖V ‖m
λm−1
+
‖V ‖m+1
λm
)
.
Summing them is what we claimed.
Now we introduce a vector space. Put
Ξ :=
{
U(x) : U(x) = (U1(x), U2(x))
T ∈ C∞c (Br;C2),
ˆ
R2
Ui(x)dx = 0,
ˆ
R2
(xiUj − xjUi)(x)dx = 0, i, j = 1, 2 and U(x) =
7∑
j=0
(
U1j(x)e
iλjk·x
U2j(x)e
iλjk·x
)}
,
where k ∈ R2 \ {0} and λj > 0, j = 0, · · ·, 7.
Proposition 3.1. There exists a linear operator R from Ξ to C∞c (Br;S2×2) such that for any
U(x) ∈ Ξ with
U(x) =
7∑
j=0
Uj(x) :=
7∑
j=0
(
U1j(x)e
iλjk·x
U2j(x)e
iλjk·x
)
,
there holds, for any integer m ≥ 2, that
divRU(x) = U(x), ‖RU‖0 ≤ C0(r, k)
7∑
j=0
(m−1∑
i=0
‖U1j‖i + ‖U2j‖i
λi+1j
+
‖U1j‖m + ‖U2j‖m
λmj
)
,
‖∇RU‖0 ≤ C0(r, k)
7∑
j=0
( m∑
i=0
‖U1j‖i + ‖U2j‖i
λij
+
‖U1j‖m + ‖U2j‖m
λm−1j
+
‖U1j‖m+1 + ‖U2j‖m+1
λmj
)
.
(3.7)
Proof. We have defined the operator R on function Uj(x) =
(
U1j(x)e
iλjk·x
U2j(x)e
iλjk·x
)
and
‖RUj‖0 ≤ C0(r, k)
(m−1∑
i=0
‖U1j‖i + ‖U2j‖i
λi+1j
+
‖U1j‖m + ‖U2j‖m
λmj
)
,
‖∇RUj‖0 ≤ C0(r, k)
( m∑
i=0
‖U1j‖i + ‖U2j‖i
λij
+
‖U1j‖m + ‖U2j‖m
λm−1j
+
‖U1j‖m+1 + ‖U2j‖m+1
λmj
)
.
Then, set
RU :=
7∑
j=0
RUj .
It is obvious that RU ∈ C∞c (Br;S2×2) and satisfies (3.7). 
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3.3. The operator G.
Let f(x) = ϕ(x)eiλk·x with ϕ(x) ∈ C∞c (Br;C) and
´
R2
ϕ(x)eiλk·xdx = 0, where λ > 0 and
k ∈ R2 \ {0}. For any m ≥ 2, set
Gfo :=
m−1∑
j=0
−ik(ik · ∇)jϕ
(λ|k|2)j+1 e
iλk·x.
A straightforward computation gives
div(Gfo) = f − (ik · ∇)
mϕ
(λ|k|2)m e
iλk·x
and
‖Gfo‖0 ≤ C0(k)
m−1∑
j=0
‖ϕ‖j
λj+1
, ‖∇Gfo‖0 ≤ C0(k)
m−1∑
j=0
(‖ϕ‖j
λj
+
‖ϕ‖j+1
λj+1
)
.
Since ˆ
R2
f(x)dx = 0,
ˆ
R2
div
(Gfo)dx = 0,
therefore ˆ
R2
(ik · ∇)mϕ
(λ|k|2)m e
iλk·xdx = 0.
From [20], we know that there exists Gfc ∈ C∞c (Br;C2) such that
div(Gfc) = (ik · ∇)
mϕ
(λ|k|2)m e
iλk·x, ‖Gfcm‖0 ≤ C0(r, k)‖∇
mϕ‖0
λm
,
‖∇Gfcm‖0 ≤ C0(r, k)
(‖ϕ‖m
λm−1
+
‖ϕ‖m+1
λm
)
.
In fact, the Bogovskii solution operator are bounded fromW s,p0 toW
s+1,p
0 for any s > 0, 1 < p <∞,
thus taking p = 4 and combining Sobolev embedding, we obtain the above estimates.
Finally, we set
Gf := Gfo + Gfc,
thus we have
divGf = f
and
Gf ∈ C∞c (Br;C2), ‖Gf‖0 ≤ C0(r, k)
(m−1∑
i=0
‖ϕ‖i
λi+1
+
‖ϕ‖m
λm
)
‖∇Gf‖0 ≤ C0(r, k)
( m∑
i=0
‖ϕ‖i
λi
+
‖ϕ‖m
λm−1
+
‖ϕ‖m+1
λm
)
.
In conclusion, we have
Proposition 3.2. Let the vector space Ψ given by
Ψ :=
{
H(x) : H(x) =
m∑
j=0
Hj(x) :=
m∑
j=0
bj(x)e
iλjk·x, bj ∈ C∞c (Br;C) and
ˆ
R2
Hj(x)dx = 0
}
,
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then there exists a linear operator G : Ψ → C∞c (Br;C2) such that for any positive integer m ≥ 2
and any H(x) =
7∑
j=0
bj(x)e
iλk·x ∈ Ψ, there holds
divG(H)(x) = H(x), ‖G(H)‖0 ≤ C0(r, k)
7∑
j=0
m−1∑
i=0
(‖bj‖i
λi+1j
+
‖bi‖m
λmj
)
,
‖∇G(H)‖0 ≤ C0(r, k)
7∑
j=0
m∑
i=0
(‖bj‖i
λij
+
‖bi‖m
λm−1j
+
‖bi‖m+1
λmj
)
.
Proof. The proof is similar to that of Proposition 3.1, we omit it here. 
Corollary 3.2. For f = g(t, x)eiλk·x ∈ C∞c (Qr), we have ∂tR(f) = R(∂tf), ∂tG(f) = G(∂tf),
because the two operators only act space-variable. On the other hand, there also hold suppR(f) ⊆
Qr, suppG(f) ⊆ Qr, because R(0) = 0, G(0) = 0 and this can be obtained from the construction of
R, G directly.
4. The construction of approximate solutions
The construction of v˜, p˜, θ˜, R˜, g˜ from v, p, θ, R, g consists of several steps. The main idea is
to decompose the stress errors into some blocks with the add of geometric lemma and remove one
block by constructing new approximate solutions in each step. In this section, we perform the first
step.
For convenience, we set v0 := v, p0 := p, θ0 := θ, R0 := R, g0 := g and in this section C0
denotes a absolute constant.
4.1. Partition of unity and Conditions on the parameters. We first introduce a partition of
unity. Following the construction given in [17], we have the following partition of unity. For some
constants a such that
√
3
2 < a < 1 , we have a family of functions αl ∈ C∞c (R3), l ∈ Z3 such that∑
l∈Z3
α2l = 1, suppαl ⊆ Ba(l). (4.1)
Our construction depends on three parameters: ℓ, µ1, λ1 and we assume they satisfy the following
inequalities:
µ1 ≥ Λ
δ
≥ 1, ℓ−1 ≥ Λ
ηδ
≥ 1, λ1 ≥ max{µ1+ε1 , ℓ−(1+ε)}. (4.2)
4.2. Decomposition of stress error. First, we apply Geometric Lemma 3.1 to obtain r0 > 0
and vectors
k1 =
( 1√
2
,
1√
3
)T
, k2 =
(
− 1
2
,
2√
6
)T
, k3 =
(1
2
, 0
)T
which are given in the proof of lemma 3.1, see (3.1), together with corresponding functions
γki ∈ C∞(Br0(Id)), gki ∈ C∞(R2), i = 1, 2, 3,
where gk3 = 0. Next, we let ϕ ∈ C∞c (R2×R) be a standard nonnegative radial function and denote
the corresponding family of mollifiers by
ϕℓ(t, x) :=
1
ℓ3
ϕ
( t
ℓ
,
x
ℓ
)
.
Then set
f0ℓ(t, x) := f0 ∗ ϕℓ(t, x), R0ℓ(t, x) := R0 ∗ ϕℓ(t, x).
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By Lemma 3.1, we decompose f0 as
f0(t, x) =
2∑
i=1
gki(f0)(t, x)ki := −
2∑
i=1
ci(t, x)ki.
Here we denote ci(t, x) := −gki(f0)(t, x). Thus
f0ℓ(t, x) = −
2∑
i=1
ciℓ(t, x)ki. (4.3)
Since gk1 is linear function,
ciℓ(t, x) = −gki(f0ℓ)(t, x). (4.4)
By (2.3), we know that
ciℓ(t, x) ∈ C∞c (Qr+ℓ), ‖ci‖0 ≤ 2δ. (4.5)
Then, we introduce ρ(t, x) as following
ρ(t, x) ∈ C∞c (Qr+δ), ρ(t, x) =
√
2δ in Qr+ δ
2
, 0 ≤ ρ(t, x) ≤
√
2δ, ‖ρ‖Ckt,x ≤ C0(k)δ
− 1
2
−(k−1)
(4.6)
and set
e(t, x) := ρ2(t, x). (4.7)
By (2.2), parameter assumption (4.2), (4.6) and (4.7), we have
∥∥∥R0ℓ(t, ·)
e(t, ·)
∥∥∥
0
≤ η
2
≤ r0
2
if we take η = r0, thus by Lemma 3.1
e(t, x)Id −R0ℓ(t, x) =e(t, x)
(
Id− R0ℓ(t, x)
e(t, x)
)
= e(t, x)
3∑
i=1
γ2ki
(
Id− R0ℓ(t, x)
e(t, x)
)
ki ⊗ ki
=
3∑
i=1
(
ρ(t, x)γki
(
Id− R0ℓ(t, x)
e(t, x)
))2
ki ⊗ ki :=
3∑
i=1
a2i (t, x)ki ⊗ ki. (4.8)
Where ai(t, x) = ρ(t, x)γki
(
Id− R0ℓ(t,x)
e(t,x)
)
satisfies
ai ∈ C∞c (Qr+δ), ‖ai‖0 ≤
M
√
δ
300
. (4.9)
Here we denote constant M by
M := max
{
C0, 600 max
1≤i≤3
‖γki‖L∞(B r0
2
(Id)
), 600 max
1≤i≤3
1
minB r0
2
(Id) γki
}
. (4.10)
4.3. Construction of 1-th perturbation on velocity.
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4.3.1. Main perturbation on velocity. For any l ∈ Z3, we set
b1l(t, x) :=
a1(t, x)αl(µ1t, µ1x)√
2
, (4.11)
then, by (4.9), it’s easy to obtain
‖b1l‖0 ≤ M
√
δ
300
. (4.12)
As in [25], we set [l] :=
∑2
j=0 2
j [lj ], if l = (l0, l1, l2), where
[lj ] =
{
1, lj is even,
0, lj is odd.
Thus, [l] can only take values in {0, 1, · · ·, 7}.
Now we denote main l-perturbation w1ol by
w1ol(t, x) := b1l(t, x)k1
(
e
iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
)
+ e
−iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
))
. (4.13)
Here and subsequent, we denote a⊥ = (−a2, a1)T if a = (a1, a2)T .
Then set 1-th main perturbation
w1o :=
∑
l∈Z3
w1ol =
7∑
j=0
∑
[l]=j
b1lk1
(
e
iλ12jk⊥1 ·
(
x−v0( lµ1 )t
)
+ e
−iλ12jk⊥1 ·
(
x−v0( lµ1 )t
))
. (4.14)
Obviously, w1ol, w1o are all real 2-dimensional vector-valued functions.
By (4.1), we have suppαl ∩ suppαl′ = ∅ if |l − l′| ≥ 2, hence there are at most 30 nonzero terms
at every point (t, x) ∈ R3 in the summation (4.14), thus by (4.12)
‖w1o‖0 ≤ M
√
δ
6
. (4.15)
Furthermore, if b1l(t, x) 6= 0, then |(µ1t, µ1x) − l| ≤ 1 and |(t, x)| ≤ r + δ, thus |l| ≤ C0(r)µ1. By
(4.9), we know that for any l ∈ Z3,
b1l ∈ C∞c (Qr+δ), w1ol ∈ C∞c (Qr+δ), w1o ∈ C∞c (Qr+δ). (4.16)
4.3.2. The correction w1c and the 1-th perturbation w1. We define l-correction by
w1cl :=
∇⊥b1l
iλ12[l]
(
e
iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
)
− e−iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
))
−∇⊥
( ∇b1l · k⊥1
λ212
2[l]|k1|2
(
e
iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
)
+ e
−iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
)))
, (4.17)
where ∇⊥ = (−∂x2 , ∂x1)T .
Then 1-th correction is given by
w1c :=
∑
l∈Z3
w1cl. (4.18)
Finally, we denote 1-th perturbation w1 by
w1 := w1o + w1c.
Thus, if we denote w1l by
w1l := w1ol + w1cl,
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then, we have
w1l = ∇⊥div
(
− b1l
λ212
2[l]|k1|2
k⊥1 2 cos
(
λ12
[l]k⊥1 ·
(
x− v0( l
µ1
)t
)))
(4.19)
and
w1 =
∑
l∈Z3
w1l, divw1l = 0,
ˆ
R2
w1ldx = 0,
ˆ
R2
(xiw1lj − xjw1li)dx = 0, i, j = 1, 2.
In fact ˆ
R2
(x1w1l2 − x2w1l1)dx =
ˆ
R2
(x1∂1div~a1 + x2∂2div~a1)dx = −2
ˆ
R2
div~a1dx = 0,
where
~a1 = − b1l
λ212
2[l]|k1|2
k⊥1 2 cos
(
λ12
[l]k⊥1 ·
(
x− v0( l
µ1
)t
))
is a vector-valued smooth function with compact support.
Since there are only finite nonzero terms in the summation (4.14) and (4.18), thus
divw1 = 0,
ˆ
R2
w1dx = 0,
ˆ
R2
(xiw1j − xjw1i)dx = 0, i, j = 1, 2. (4.20)
Now we set
k1l :=b1lk1 +
∇⊥b1l
iλ12[l]
−∇⊥
( ∇b1l · k⊥1
λ212
2[l]|k1|2
)
+
∇b1l · k⊥1
iλ12[l]|k1|2
· k1,
k−1l :=b1lk1 +
∇⊥b1l
−iλ12[l]
−∇⊥
( ∇b1l · k⊥1
λ212
2[l]|k1|2
)
+
∇b1l · k⊥1
−iλ12[l]|k1|2
· k1, (4.21)
then
w1l = k1le
iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
)
+ k−1le
−iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
)
and
w1 =
7∑
j=0
∑
[l]=j
(
k1le
iλ12jk⊥1 ·
(
x−v0( lµ1 )t
)
+ k−1le
−iλ12jk⊥1 ·
(
x−v0( lµ1 )t
))
. (4.22)
Finally, it’s obvious
w1ol, w1cl, w1l, w1o, w1c, w1, k1l, k−1l ∈ C∞c (Qr+δ).
Thus, we complete the construction of perturbation w1.
4.4. Construction of 1-th perturbation on temperature.
To construct χ1, we first denote β1l by
β1l(t, x) :=
c1ℓ(t, x)αl(µ1t, µ1x)√
2e(t, x)γk1
(
Id− R0ℓ(t,x)
e(t,x)
) . (4.23)
Since suppc1ℓ ⊆ suppe, so β1l is well-defined. Then we denote main l-perturbation χ1ol by
χ1ol(t, x) :=β1l(t, x)
(
e
iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
)
+ e
−iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
))
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and l-correction χ1cl by
χ1cl(t, x) :=△β1l(t, x)
(eiλ12[l]k⊥1 ·(x−v0( lµ1 )t)
−λ2122[l]|k1|2
+
e
−iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
)
−λ2122[l]|k1|2
)
+ 2∇β1l(t, x) · ∇
(eiλ12[l]k⊥1 ·(x−v0( lµ1 )t)
−λ2122[l]|k1|2
+
e
−iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
)
−λ2122[l]|k1|2
)
.
Finally, the l-th perturbation is given by
χ1l(t, x) := χ1ol(t, x) + χ1cl(t, x) = △
(
β1l(x, t)
(eiλ12[l]k⊥1 ·(x−v0( lµ1 )t)
−λ2122[l]|k1|2
+
e
−iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
)
−λ2122[l]|k1|2
))
.
Set
χ1o(t, x) :=
∑
l∈Z3
χ1ol(t, x), χ1c(t, x) :=
∑
l∈Z3
χ1cl(t, x), χ1(t, x) :=
∑
l∈Z3
χ1l(t, x).
Obviously, χ1ol, χ1cl, χ1l and χ1 are all real scalar functions and
χ1o(t, x) =
7∑
j=0
∑
[l]=j
β1l(t, x)
(
e
iλ12jk⊥1 ·
(
x−v0( lµ1 )t
)
+ e
−iλ12jk⊥1 ·
(
x−v0( lµ1 )t
))
.
Moreover, it’s easy to get ˆ
R2
χ1l(t, x)dx = 0,
ˆ
R2
x1χ1l(t, x)dx = 0.
Since there are only finite terms in the summation of χ1, thereforeˆ
R2
χ1(t, x)dx = 0,
ˆ
R2
x1χ1(t, x)dx = 0. (4.24)
If set
h1l := β1l − △β1l
λ212
2[l]|k1|2
+ 2
∇β1l · k⊥1
iλ12[l]|k1|2
, h−1l := β1l − △β1l
λ212
2[l]|k1|2
+ 2
∇β1l · k⊥1
−iλ12[l]|k1|2
, (4.25)
then
χ1l = h1le
iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
)
+ h−1le
−iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
)
and
χ1 =
7∑
j=0
∑
[l]=j
(
h1le
iλ12jk⊥1 ·
(
x−v0( lµ1 )t
)
+ h−1le
−iλ12jk⊥1 ·
(
x−v0( lµ1 )t
))
. (4.26)
Since c1ℓ(t, x) ∈ C∞c (Qr+δ), we know that for all l ∈ Z3
β1l ∈ C∞c (Qr+δ), h1l ∈ C∞c (Qr+δ)
and
χ1ol, χ1cl, χ1l, χ1 ∈ C∞c (Qr+δ).
Then, by (4.5), (4.6), (4.7), (4.10) and (4.23), we know that
‖β1l‖0 ≤ M
√
δ
200
.
Similar to (4.15), we have
‖χ1o‖0 ≤ M
√
δ
4
. (4.27)
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4.5. The construction of v01, p01, θ01, R01, f01.
First, we denote M1 by
M1 :=
∑
l∈Z3
b21lk1 ⊗ k1
(
e
2iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
)
+ e
−2iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
))
+
∑
l,l′∈Z3,l 6=l′
w1ol ⊗ w1ol′
and N1,K1 by
N1 :=
∑
l∈Z3
[
w1l ⊗
(
v0 − v0
( l
µ1
))
+
(
v0 − v0
( l
µ1
))
⊗ w1l
]
+R0 −R0ℓ,
K1 :=
∑
l∈Z3
β1lb1lk1
(
e
2iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
)
+ e
−2iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
))
+
∑
l,l′∈Z3,l 6=l′
w1olχ1ol′ .
Then set
v01(t, x) := v0(t, x) + w1(t, x), p01(t, x) :=p0(t, x) − e(t, x), θ01(t, x) := θ0(t, x) + χ1(t, x),
R01(t, x) := −R¯0ℓ(t, x)+2
∑
l∈Z3
b21l(t, x)k1 ⊗ k1 + δR01(t, x),
f01(t, x) := f0ℓ(t, x) + 2
∑
l∈Z3
β1l(t, x)b1l(t, x)k1 + δf01(t, x), (4.28)
where
R¯0ℓ(t, x) = −R0ℓ(t, x) + e(t, x)Id,
δR01 :=R(divM1) +N1 −R(χ1e2) +R
{
∂tw1 + div
[ ∑
l∈Z3
(
w1l ⊗ v0
( l
µ1
)
+ v0
( l
µ1
)
⊗ w1l
)]}
+ (w1o ⊗ w1c + w1c ⊗ w1o + w1c ⊗ w1c) (4.29)
and
δf01 :=G(divK1) + G
(
∂tχ1 +
∑
l∈Z3
v0
( l
µ1
)
· ∇χ1l
)
+ w1oχ1c + f0 − f0ℓ +
∑
l∈Z3
(
v0 − v0
( l
µ1
))
χ1l
+ w1cχ1 +
∑
l∈Z3
w1l
(
θ0 − θ0
( l
µ2
))
. (4.30)
By (4.20) and (4.24), we know
divM1, χ1e2, ∂tw1, div
[ ∑
l∈Z3
(
w1l ⊗ v0
( l
µ1
)
+ v0
( l
µ1
)
⊗ w1l
)]
∈ Ξ,
so δR01 is well-defined. Notice that
divK1, ∂tχ1 +
∑
l∈Z3
v0
( l
µ1
)
· ∇χ1l ∈ Ψ,
thus δf01 is also well-defined. By Proposition 3.1 and Corollary 3.2, we know that δR01 is a
symmetric matrix and δR01 ∈ C∞c (Qr+δ). Also, by Proposition 3.2 and Corollary 3.2, we have
δf01 ∈ C∞c (Qr+δ).
Obviously,
divv01 = divv0 + divw1 = 0.
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Moreover, from the definition of (v01, p01, θ01, R01, f01) and the fact that (v0, p0, θ0, R0, f0) solves
the system (2.1), together with Proposition 3.1 we know that
divR01 =divR0 −∇e+ ∂tw1 − χ1e2 + div(w1o ⊗ w1o + w1 ⊗ v0 + v0 ⊗w1
+ w1o ⊗ w1c + w1c ⊗ w1o + w1c ⊗ w1c)
=∂tv0 + div(v0 ⊗ v0) +∇p0 − θ0e2 −∇e+ ∂tw1 − χ1e2 + div(w1o ⊗ w1o
+ w1 ⊗ v0 + v0 ⊗ w1 +w1o ⊗ w1c + w1c ⊗ w1o + w1c ⊗w1c)
=∂tv01 + div(v01 ⊗ v01) +∇p01 − θ01e2.
Here we use the fact
div(M1) + div
(
2
∑
l∈Z3
b21l(x, t)k1 ⊗ k1)
)
= div(w1o ⊗ w1o).
Furthermore, by (4.28) and (4.30), we have
f01 =f0 + 2
∑
l∈Z3
β1lb1lk1 + G(divK1) + w1oχ1c + G
(
∂tχ1 +
∑
l∈Z3
v0
( l
µ1
)
· ∇χ1l
)
+
∑
l∈Z3
(
v0 − v0
( l
µ1
))
χ1l + w1cχ1 +
∑
l∈Z3
w1l
(
θ0 − θ0
( l
µ2
))
.
Thus, by Proposition 3.2 and the fact that (v0, p0, θ0, R0, f0) solves the system (2.1), we have
divf01 =divf0 + ∂tχ1 + div(w1oχ1 + w1cχ1 + v0χ1 + w1θ0)
=div(v0θ0 + w1oχ1 + w1cχ1 + v0χ1 + w1θ0) + ∂t(θ0 + χ1)
=∂tθ01 + div(v01θ01).
Here we use the fact
divK1 + div(2
∑
l∈Z3
β1l(x, t)b1l(x, t)k1) = div(w1oχ1o).
Thus the new functions (v01, p01, θ01, R01, f01) solves the system (2.1).
5. The 1-th representations
In this section, we will calculate the following two terms
−R¯0ℓ + 2
∑
l∈Z3
b21lk1 ⊗ k1 = I
and
f0ℓ + 2
∑
l∈Z3
β1lb1lk1 = II.
5.1. The term I.
First, by (4.11) and the fact
∑
l∈Z3
α2l = 1, we have
2
∑
l∈Z3
b21l(t, x)k1 ⊗ k1 =
∑
l∈Z3
α2l (µ1t, µ1x)a
2
1(t, x)k1 ⊗ k1 = a21(t, x)k1 ⊗ k1.
Thus, by (4.8),
−R¯0ℓ(x, t) + 2
∑
l∈Z3
b21l(x, t)k1 ⊗ k1 = −
3∑
i=2
a2i (t, x)ki ⊗ ki.
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Meanwhile, we have
R01 = −
3∑
i=2
a2i (t, x)ki ⊗ ki + δR01. (5.1)
In next section, we will prove that δR01 is small.
5.2. The term II.
By (4.11) and (4.23), we have
2
∑
l∈Z3
β1l(t, x)b1l(t, x)k1 =
∑
l∈Z3
α2l (µ1t, µ1x)c1(t, x)k1 = c1(t, x)k1.
By (4.3),
f0ℓ + 2
∑
l∈Z3
β1l(x, t)b1l(x, t)k1 = −c2(t, x)k2.
Meanwhile, we have
f01(t, x) = −c2(t, x)k2 + δf01. (5.2)
Again in next section, we will prove that δf01 is small.
6. Estimates on δR01 and δf01
In the subsequent estimates, unless otherwise stated, C0 always denotes an absolute constant
which only depends on r, ‖v0‖0 linearly and Cm will in addition to depend on m and both them
can vary from line to line.
In the following, we frequently use the elementary inequality
[fg]m ≤Cm
(
[f ]m‖g‖0 + [g]m‖f‖0
)
(6.1)
for any m ≥ 0.
Moreover, by the standard estimates on convolution,
‖ciℓ‖Cmt,x + ‖R0ℓ‖Cmt,x ≤CmΛℓ1−m for any m ≥ 1, i = 1, 2, 3. (6.2)
‖R0ℓ −R0‖0 + ‖f0ℓ − f0‖0 ≤C0Λℓ. (6.3)
Then, we collect a classical estimates on the Ho¨lder norms of compositions, their proof can be found
in [18]:
Let u : Rn → RN and Ψ : RN → R be two smooth functions. Then, for every m ∈ N \ 0 there is a
constant Cm = Cm(N,n) such that
[Ψ(u)]m ≤Cm
m∑
i=1
[Ψ]i[u]
(i−1) m
m−1
1 [u]
m−i
m−1
m . (6.4)
In particular,
[Ψ(u)]1 ≤ C1[Ψ]1[u]1.
We summarize the main estimates on b1l and β1l in the following lemma.
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Lemma 6.1. For any l ∈ Z3 and integer m ≥ 1, we have
‖b1l‖m + ‖β1l‖m ≤Cm
√
δ(µm1 + µ1ℓ
−(m−1)), (6.5)
‖∂tb1l‖m + ‖∂tβ1l‖m ≤Cm
√
δ(µm+11 + µ1ℓ
−m), (6.6)
‖∂ttb1l‖m + ‖∂ttβ1l‖m ≤Cm
√
δ(µm+21 + µ1ℓ
−m−1), (6.7)
‖k±1l‖m + ‖h±1l‖m ≤Cm
√
δ(µm1 + µ1ℓ
−(m−1)), (6.8)
‖∂tk±1l‖m + ‖∂th±1l‖m ≤Cm
√
δ(µm+11 + µ1ℓ
−m), (6.9)
‖∂ttk±1l‖m + ‖∂tth±1l‖m ≤Cm
√
δ(µm+21 + µ1ℓ
−m−1) (6.10)
and
‖b1l‖0 + ‖β1l‖0 ≤C0
√
δ, (6.11)
‖∂tb1l‖0 + ‖∂tβ1l‖0 ≤C0
√
δµ1, (6.12)
‖∂ttb1l‖0 + ‖∂ttβ1l‖0 ≤C0
√
δ(µ21 + µ1ℓ
−1), (6.13)
‖k±1l‖0 + ‖h±1l‖0 ≤C0
√
δ, (6.14)
‖∂tk±1l‖0 + ‖∂th±1l‖0 ≤C0
√
δµ1, (6.15)
‖∂ttk±1l‖0 + ‖∂tth±1l‖0 ≤C0
√
δ(µ21 + µ1ℓ
−1). (6.16)
Proof. First, notice the fact {(t, x)|∇e 6= 0}∩{(t, x)|R0ℓ 6= 0} = ∅, we have, for any positive integer
i,
∇i
(R0ℓ
e
)
=
∇i(R0ℓ)
e
,
thus for m ≥ 1, by (4.6), (4.7), (6.2), (6.4) and parameter assumption (4.2)[
γk1
(
Id− R0ℓ
e
)
(t, ·)
]
m
≤Cm
m∑
i=1
‖∇iγk1‖0
[
Id− R0ℓ
e
(t, ·)
](i−1) m
m−1
1
[
Id− R0ℓ
e
(t, ·)
]m−i
m−1
m
≤Cm(µm1 + µ1ℓ−(m−1)).
It’s obvious that ∥∥∥γk1(Id− R0ℓe
)∥∥∥
0
≤C0.
Moreover, by (4.6) and parameter assumption (4.2), for any integer m,
‖ρ‖Cmt,x ≤ Cmδ−
1
2
−(m−1) ≤ Cm
√
δµm1 .
Then, recalling that
b1l(t, x) :=
ρ(t, x)√
2
γk1
(
Id− R0ℓ
e
)
(t, x)αl(µ1t, µ1x),
thus, for m ≥ 1, by (6.1) and parameter assumption (4.2), it’s easy to get
sup
t
[
b1l(t, ·)
]
m
≤ Cm
√
δ(µm1 + µ1ℓ
−(m−1)).
By (6.2) and parameter assumption (4.2), for any integer m ≥ 1,
‖c1ℓ‖Cmt,x ≤ CmΛℓ−(m−1) ≤ Cmδµ1ℓ−(m−1).
By (4.5), ‖c1ℓ‖0 ≤ 2δ. By (4.6), (4.7), (6.4) and parameter assumption (4.2), for any integer m,∥∥∥ 1√
e
∥∥∥
Cmt,x
≤ Cmδ−
1
2
−m ≤ Cmδ−
1
2µm1 .
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Notice that 12 ≤ γk1 ≤ 32 , then, by (4.23), (6.1) and parameter assumption (4.2), we also have
‖β1l‖m ≤ Cm
√
δ(µm1 + µ1ℓ
−(m−1)).
Thus, we complete the proof of (6.5). (6.11) is a direct result of (4.5)-(4.7).
By the definition (4.21) on k±1l, the definition (4.25) on h±1l, estimate (6.5) and parameter as-
sumption (4.2), for m ≥ 1, it’s easy to obtain
‖k±1l‖m ≤ Cm
√
δ(µm1 + µ1ℓ
−(m−1)), ‖h±1l‖m ≤ Cm
√
δ(µm1 + µ1ℓ
−(m−1)).
Thus, we complete the proof of (6.8). The case of m = 0 in (6.14) is also direct.
We introduce function
Γ(t, x) =
ρ(t, x)√
2
γk1
(
Id− R0ℓ
e
)
(t, x).
By (4.6), (4.7) and parameter assumption (4.2) and notice the fact
∂t
(R0ℓ
e
)
=
(∂tR0)ℓ
e
− R0ℓ∂te
e2
=
(∂tR0)ℓ
e
, ∂tt
(R0ℓ
e
)
=
∂tR0 ∗ (∂tϕ)ℓℓ−1
e
we have
‖∂tΓ‖0 ≤ C0
√
δµ1, ‖∂ttΓ‖0 ≤ C0
√
δ(µ21 + µ1ℓ
−1).
Moreover, by (4.6), (6.1), (6.2), (6.4) and parameter assumption (4.2), for m ≥ 1 we have
‖∂tΓ‖m ≤ Cm
√
δ(µm+11 + µ1ℓ
−m), ‖∂ttΓ‖m ≤ Cm
√
δ(µm+21 + µ1ℓ
−m−1).
Observe that
b1l(t, x) = Γ(t, x)αl(µ1t, µ1x),
thus
∂tb1l =∂tΓαl(µ1t, µ1x) + µ1Γ(∂tα)l(µ1t, µ1x),
∂ttb1l =∂ttΓαl(µ1t, µ1x) + 2µ1∂tΓ(∂tα)l(µ1t, µ1x) + µ
2
1Γ(∂ttα)l(µ1t, µ1x).
Hence, by (6.1) and the above estimate on Γ, we obtain
‖∂tb1l‖0 ≤ C0
√
δµ1, ‖∂ttb1l‖0 ≤ C0
√
δ(µ21 + µ1ℓ
−1) (6.17)
and
‖∂tb1l‖m ≤ Cm
√
δ(µ1ℓ
−m + µm+11 ), ‖∂ttb1l‖m ≤ Cm
√
δ(µ1ℓ
−m−1 + µm+21 ).
The same argument gives
‖∂tβ1l‖0 ≤C0
√
δµ1, ‖∂ttβ1l‖0 ≤ C0
√
δ(µ21 + µ1ℓ
−1), (6.18)
‖∂tβ1l‖m ≤Cm
√
δ(µ1ℓ
−m + µm+11 ), ‖∂ttβ1l‖m ≤ Cm
√
δ(µ1ℓ
−m−1 + µm+21 ).
Thus, we obtain (6.6), (6.7), (6.12) and (6.13). Then, by the definition (4.21) on k±1l, the definition
(4.25) on h±1l and parameter assumption (4.2), it’s easy to obtain (6.9), (6.10), (6.15) and (6.16).
Thus, the proof of this lemma is complete. 
BOUSSINESQ EQUATION 21
Next, we give estimates on perturbations w1o, w1c, χ1o, χ1c.
Lemma 6.2 (Estimate on main perturbation and correction).
‖w1o‖0 ≤C0
√
δ, ‖w1o‖C1t,x ≤ C0
√
δλ1, ‖χ1o‖0 ≤ C0
√
δ, ‖χ1o‖C1t,x ≤ C0
√
δλ1, (6.19)
‖w1c‖0 ≤C0
√
δµ1
λ1
, ‖w1c‖C1t,x ≤ C0
√
δµ1, ‖χ1c‖0 ≤ C0
√
δµ1
λ1
, ‖χ1c‖C1t,x ≤ C0
√
δµ1. (6.20)
Proof. First, by (4.15) and (4.27), we know ‖w1o‖0 ≤ C0
√
δ, ‖χ1o‖0 ≤ C0
√
δ. Since
∂tw1o =
∑
l∈Z3
∂tb1lk1
(
e
iλ12[l]k⊥1 ·
(
(y,z)−v0( lµ1 )t
)
+ e
−iλ12[l]k⊥1 ·
(
(y,z)−v0( lµ1 )t
))
−
∑
l∈Z3
b1liλ12
[l]k⊥1 · v0
( l
µ1
)
k1
(
e
iλ12[l]k⊥1 ·
(
(y,z)−v0( lµ1 )t
)
− e−iλ12[l]k⊥1 ·
(
(y,z)−v0( lµ1 )t
))
,
thus, by (6.11), (6.12) and parameter assumption (4.2), we obtain
‖∂tw1o‖0 ≤ C0
√
δλ1.
The same argument gives
‖∇w1o‖0 ≤ C0
√
δλ1, ‖χ1o‖C1t,x ≤ C0
√
δλ1.
Thus, we give a proof of (6.19).
Next, by (4.17), (6.5), parameter assumption (4.2), we get
‖w1cl‖0 ≤ C0
√
δµ1
λ1
.
Thus, from the property (4.1) on αl, we arrive at
‖w1c‖0 ≤ C0
√
δµ1
λ1
.
Differentiating (4.17) in time
∂tw1cl =
∑
l∈Z3
{∇⊥∂tb1l
iλ12[l]
(
e
iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
)
− e−iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
))
−∇⊥b1lk⊥1 · v0
( l
µ1
)(
e
iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
)
+ e
−iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
))
−∇⊥
(∇∂tb1l · k⊥1
λ212
2[l]|k1|2
(
e
iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
)
+ e
−iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
))
−∇⊥
( ∇b1l · k⊥1
iλ12[l]|k1|2
k⊥1 · v0
( l
µ1
)(
e
iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
)
− e−iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
))}
.
By (6.5), (6.6) and parameter assumption (4.2), we get
‖∂tw1c‖0 ≤ C0
√
δµ1.
Similarly, we have
‖∇w1c‖0 ≤ C0
√
δµ1, ‖χ1c‖C1t,x ≤ C0
√
δµ1.
Collect the above estimates, we complete the proof of (6.20). 
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By (4.6), (4.7), (4.15), (4.27), (4.28) and lemma 6.2, it’s easy to obtain the following estimate:
Corollary 6.3.
‖v01 − v0‖0 ≤ M
√
δ
6
+ C0
√
δµ1
λ1
, ‖p01 − p0‖0 ≤Mδ, ‖θ01 − θ0‖0 ≤ M
√
δ
4
+ C0
√
δµ1
λ1
,
‖v01 − v0‖C1t,x ≤ C0λ1
√
δ, ‖p01 − p0‖C1t,x ≤C0, ‖θ01 − θ0‖C1t,x ≤ C0λ1
√
δ. (6.21)
6.1. Estimates on δR01.
Recalling that
δR01 =R(divM1) +N1 −R(χ1e2) +R
{
∂tw1 + div
[ ∑
l∈Z3
(
w1l ⊗ v0
( l
µ1
)
+ v0
( l
µ1
)
⊗ w1l
)]}
+ (w1o ⊗ w1c + w1c ⊗ w1o + w1c ⊗ w1c).
We split the stress into three parts:
(1)The oscillation part
R(divM1)−R(χ1e2).
(2)The transport part
R
{
∂tw1 + div
[ ∑
l∈Z3
(
w1l ⊗ v0
( l
µ1
)
+ v0
( l
µ1
)
⊗ w1l
)]}
= R
(
∂tw1 +
∑
l∈Z3
v0
( l
µ1
)
· ∇w1l
)
.
(3)The error part
N1 + (w1o ⊗ w1c + w1c ⊗ w1o + w1c ⊗w1c).
In the following we will estimate each term separately.
Lemma 6.4 (The oscillation part).
‖R(divM1)‖0 ≤C0(ε)δµ1
λ1
, ‖R(divM1)‖C1t,x ≤ C0(ε)δµ1. (6.22)
‖R(χ1e2)‖0 ≤C0(ε)
√
δ
λ1
, ‖R(χ1e2)‖C1t,x ≤ C0(ε)
√
δ. (6.23)
Proof. First, we have
M1 =
7∑
j=0
∑
[l]=j
k1 ⊗ k1
(
e
2iλ12jk⊥1 ·
(
x−v0( lµ1 )t
)
+ e
−2iλ12jk⊥1 ·
(
x−v0( lµ1 )t
))
b21l +
∑
l,l′∈Z3,l 6=l′
w1ol ⊗ w1ol′ .
Since k1 · k⊥1 = 0, then
divM1 =M11 +M12.
where
M11 =
7∑
j=0
∑
[l]=j
k1 ⊗ k1∇(b21l)
(
e
2iλ12jk⊥1 ·
(
x−v0( lµ1 )t
)
+ e
−2iλ12jk⊥1 ·
(
x−v0( lµ1 )t
))
,
M12 =
∑
l,l′∈Z3,l 6=l′
div(w1ol ⊗ w1ol′).
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By (6.5), (6.11), Proposition 3.1 with m =
[
1 + 1
ε
]
+ 1 and parameter assumption (4.2) , we have
‖R(M11)‖0 ≤Cm
7∑
j=0
(m−1∑
i=0
‖∑[l]=j∇(b21l)‖i
(λ12j)i+1
+
‖∑[l]=j∇(b21l)‖m
(λ12j)m
)
≤Cm
7∑
j=0
δ
( µ1
λ12j
+
µm+11 + µ1ℓ
−m
(λ12j)m
)
≤ Cm δµ1
λ1
.
where we use the fact: b1lb1l′ = 0 if |l − l′| ≥ 2.
Notice
M12 =
7∑
j=0
∑
[l]=j
∑
l′∈Z3,1≤|l′−l|<2
k1 ⊗ k1∇(b1lb1l′)
(
eiλ1(2
j+2[l
′])k⊥1 ·x−ig1,l,l′(t) + eiλ1(2
j−2[l′])k⊥1 ·x−ig1,l,l′(t)
+ eiλ1(2
[l′]−2j)k⊥1 ·x+ig1,l,l′ (t) + e−iλ1(2
j+2[l
′])k⊥1 ·x+ig1,l,l′(t)
)
,
where
g1,l,l′(t) = λ1
(
2[l]k⊥1 ·v0
( l
µ1
)
t+2[l
′]k⊥1 ·v0
( l′
µ1
)
t
)
, g1,l,l′(t) = λ1
(
2[l]k⊥1 ·v0
( l
µ1
)
−2[l′]k⊥1 ·v0
( l′
µ1
))
.
Following the same strategy as M11, we deduce
‖R(M12)‖0 ≤Cm
7∑
j=0
(m−1∑
i=0
∥∥∥∑[l]=j ∑
l′∈Z3,1≤|l′−l|<2
∇(b1lb1l′)
∥∥∥
i
λi+11
+
∥∥∥∑[l]=j ∑
l′∈Z3,1≤|l′−l|<2
∇(b1lb1l′)
∥∥∥
m
λm1
)
≤Cm
7∑
j=0
δ
(µ1
λ1
+
µm+11 + µ1ℓ
−m
λm1
)
≤ Cm δµ1
λ1
. (6.24)
Thus, the first estimate of (6.22) follows easily. A direct calculation gives
∂tM11 =
7∑
j=0
∑
[l]=j
k1 ⊗ k1∇∂t(b21l)
(
e
2iλ12jk⊥1 ·
(
x−v0( lµ1 )t
)
+ e
−2iλ12jk⊥1 ·
(
x−v0( lµ1 )t
))
−
7∑
j=0
∑
[l]=j
k1 ⊗ k1∇(b21l)2iλ12jk⊥1 · v0
( l
µ1
)(
e
2iλ12jk⊥1 ·
(
x−v0( lµ1 )t
)
− e−2iλ12jk⊥1 ·
(
x−v0( lµ1 )t
))
.
Thus, by (6.5), (6.6), (6.11), Proposition 3.1 with m =
[
1+ 1
ε
]
+1 and parameter assumption (4.2),
we have
‖∂tR(M11)‖0 ≤Cm
7∑
j=0
(m−1∑
i=0
‖∑[l]=j∇∂t(b21l)‖i
(λ12j)i+1
+
‖∑[l]=j∇∂t(b21l)‖m
(λ12j)m
)
+ Cmλ1
7∑
j=0
(m−1∑
i=0
‖∑[l]=j∇(b21l)‖i
(λ12j)i+1
+
‖∑[l]=j∇(b21l)‖m
(λ12j)m
)
≤Cmλ1
7∑
j=0
δ
( µ1
λ12j
+
µm+11 + µ1ℓ
−m
(λ12j)m
)
≤ Cmδµ1.
By the same argument, we have
‖∂tR(M12)‖0 ≤ Cmδµ1.
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By Proposition 3.1, a similar computation as above gives
‖∇R(M11)‖0 ≤ Cmδµ1, ‖∇R(M12)‖0 ≤ Cmδµ1.
Putting these estimates together, we obtain the second estimate of (6.22).
Recalling (4.26)
χ1 =
7∑
j=0
∑
[l]=j
(
h1le
iλ12jk⊥1 ·
(
x−v0( lµ1 )t
)
+ h−1le
−iλ12jk⊥1 ·
(
x−v0( lµ1 )t
))
.
By (6.8), (6.9), (6.14), (6.15) and using a similar argument as above, we obtain
∥∥R(χ1e2)∥∥0 ≤ Cm
√
δ
λ1
,
∥∥R(χ1e2)∥∥C1t,x ≤ Cm
√
δ.
Thus, the proof of this lemma is complete. 
Lemma 6.5 (The transport part).∥∥∥R(∂tw1 + ∑
l∈Z3
v0
( l
µ1
)
· ∇w1l
)∥∥∥
0
≤ C0(ε)
√
δµ1
λ1
,
∥∥∥R(∂tw1 + ∑
l∈Z3
v0
( l
µ1
)
· ∇w1l
)∥∥∥
C1t,x
≤ C0(ε)
√
δµ1. (6.25)
Proof. Recalling (4.22)
w1 =
7∑
j=0
∑
[l]=j
(
k1le
iλ12jk⊥1 ·
(
x−v0( lµ1 )t
)
+ k−1le
−iλ12jk⊥1 ·
(
x−v0( lµ1 )t
))
.
Thus, using the identity (
∂t + v0
( l
µ1
)
· ∇
)
e
±iλ12[l]k⊥1 ·(x−v0( lµ1 )t
)
= 0,
we deduce
∂tw1 +
∑
l∈Z3
v0
( l
µ1
)
· ∇w1l =
7∑
j=0
∑
[l]=j
((
∂t + v0
( l
µ1
)
· ∇
)
k1le
iλ12jk⊥1 ·(x−v0( lµ1 )t
)
+
(
∂t + v0
( l
µ1
)
· ∇
)
k−1le
−iλ12jk⊥1 ·(x−v0( lµ1 )t
))
.
By Proposition 3.1 with m =
[
1 + 1
ε
]
+ 1 , (6.8), (6.9), (6.15) and parameter assumption(4.2), we
have ∥∥∥R(∂tw1 + ∑
l∈Z3
v0
( l
µ1
)
· ∇w1l
)∥∥∥
0
≤Cm
7∑
j=0
(m−1∑
i=0
∥∥∥∑[l]=j (∂t + v0( lµ1
)
· ∇
)
k1l
∥∥∥
i
(λ12j)i+1
+
∥∥∥∑[l]=j (∂t + v0( lµ1
)
· ∇
)
k1l
∥∥∥
m
(λ12j)m
)
+ Cm
7∑
j=0
(m−1∑
i=0
∥∥∥∑[l]=j (∂t + v0( lµ1
)
· ∇
)
k−1l
∥∥∥
i
(λ12j)i+1
+
∥∥∥∑[l]=j (∂t + v0( lµ1
)
· ∇
)
k−1l
∥∥∥
m
(λ12j)m
)
≤Cm
7∑
j=0
√
δ
( µ1
λ12j
+
µm+11 + µ1ℓ
−m
(λ12j)m
)
≤ Cm
√
δµ1
λ1
. (6.26)
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A direct calculation gives
∂t
(
∂tw1 +
∑
l∈Z3
v0
( l
µ1
)
· ∇w1l
)
=
7∑
j=0
∑
[l]=j
((
∂t + v0
( l
µ1
)
· ∇
)
∂tk1le
iλ12jk⊥1 ·
(
x−v0( lµ1 )t
)
+
(
∂t + v0
( l
µ1
)
· ∇
)
∂tk−1le
−iλ12jk⊥1 ·
(
x−v0( lµ1 )t
)
−
(
∂t + v0
( l
µ1
)
· ∇
)
k1liλ12
jk⊥1 · v0
( l
µ1
)
e
iλ12jk⊥1 ·
(
x−v0( lµ1 )t
)
+
(
∂t + v0
( l
µ1
)
· ∇
)
k−1liλ12jk⊥1 · v0
( l
µ1
)
e
iλ12jk⊥1 ·
(
x−v0( lµ1 )t
))
,
thus, by (6.8)-(6.10), (6.15)-(6.16) and applying the same argument as above, we arrive at∥∥∥∂tR(∂tw1 + ∑
l∈Z3
v0
( l
µ1
)
· ∇w1l
)∥∥∥
0
≤ Cm
√
δµ1.
By Proposition 3.1, a similar computation as above gives∥∥∥∇R(∂tw1 + ∑
l∈Z3
v0
( l
µ1
)
· ∇w1l
)∥∥∥
0
≤ Cm
√
δµ1.
Then we proved the Lemma 6.5. 
Lemma 6.6 (Estimates on error part I).
‖N1‖0 ≤ C0
(√
δ
Λ
µ1
+ Λℓ
)
, ‖N1‖C1t,x ≤ C0λ1
(√
δ
Λ
µ1
+Λℓ
)
. (6.27)
Proof. We may rewrite N1 as
N1 = N11 +N12,
where
N11 =
∑
l∈Z3
[
w1l ⊗
(
v0 − v0
( l
µ1
))
+
(
v0 − v0
( l
µ1
))
⊗ w1l
]
, N12 = R0 −R0ℓ.
For the term N11, by (4.22), we have∑
l∈Z3
w1l ⊗
(
v0 − v0
( l
µ1
))
=
∑
l∈Z3
(
k1l ⊗
(
v0 − v0
( l
µ1
))
e
iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
)
+ k−1l ⊗
(
v0 − v0
( l
µ1
))
e
−iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
))
.
Obviously, k1l(x, t) 6= 0 implies |(µ1t, µ1x)− l| ≤ 1, therefore, by (6.14)∣∣∣k1l ⊗ (v0 − v0( l
µ1
))∣∣∣ ≤ C0√δ ‖∇v0‖0
µ1
≤ C0
√
δ
Λ
µ1
.
By (4.1), it’s easy to get ∥∥∥ ∑
l∈Z3
k1l ⊗
(
v0 − v0
( l
µ1
))∥∥∥
0
≤ C0
√
δ
Λ
µ1
.
Similarly, ∥∥∥ ∑
l∈Z3
k−1l ⊗
(
v0 − v0
( l
µ1
))∥∥∥
0
≤ C0
√
δ
Λ
µ1
.
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Thus, ∥∥∥ ∑
l∈Z3
w1l ⊗
(
v0 − v0
( l
µ1
))∥∥∥
0
≤ C0
√
δ
Λ
µ1
. (6.28)
Following the same strategy:∥∥∥ ∑
l∈Z3
(
v0 − v0
( l
µ1
))
⊗ w1l
∥∥∥
0
≤ C0
√
δ
Λ
µ1
. (6.29)
Finally, putting (6.28) and (6.29) together, we arrive at
‖N11‖0 ≤ C0
√
δ
Λ
µ1
. (6.30)
Moreover, we have
∂t
(∑
l∈Z3
w1l ⊗
(
v0 − v0
( l
µ1
)))
=
∑
l∈Z3
(
∂tk1le
iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
)
+ ∂tk−1le
−iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
))
⊗
(
v0 − v0
( l
µ1
))
+
∑
l∈Z3
(
k1le
iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
)
+ k−1le
−iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
))
⊗ ∂tv0
+
∑
l∈Z3
(
− k1liλ12[l]k⊥1 · v0
( l
µ1
)
e
iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
)
+ k−1liλ12[l]k⊥1 · v0
( l
µ1
)
e
−iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
))
⊗
(
v0 − v0
( l
µ1
))
,
thus, by (6.14), (6.15) and parameter assumption(4.2)∥∥∥∂t(∑
l∈Z3
w1l ⊗
(
v0 − v0
( l
µ1
)))∥∥∥
0
≤ C0
√
δλ1
Λ
µ1
.
Similarly, we have ∥∥∥∂t(∑
l∈Z3
(
v0 − v0
( l
µ1
))
⊗ w1l
)∥∥∥
0
≤ C0
√
δλ1
Λ
µ1
.
Therefore,
‖∂tN11‖0 ≤ C0
√
δλ1
Λ
µ1
. (6.31)
By a similar argument, we have
‖∇N11‖0 ≤ C0
√
δλ1
Λ
µ1
. (6.32)
By (6.3), we have
‖R0 −R0ℓ‖0 ≤ C0Λℓ, ‖∂t(R0 −R0ℓ)‖0 ≤ C0Λ, ‖∇(R0 −R0,ℓ)‖0 ≤ C0Λ.
Thus, by parameter assumption(4.2), we arrive at
‖N12‖0 ≤ C0Λℓ, ‖N12‖C1t,x ≤ C0λ1Λℓ. (6.33)
Collecting (6.30), (6.31), (6.32) and (6.33), we obtain
‖N1‖0 ≤ C0
(√
δ
Λ
µ1
+ Λℓ
)
, ‖N1‖C1t,x ≤ C0λ1
(√
δ
Λ
µ1
+Λℓ
)
.
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We complete our proof of this lemma. 
Lemma 6.7 (Estimates on error part II).
‖w1o ⊗ w1c + w1c ⊗ w1o + w1c ⊗w1c‖0 ≤ C0 δµ1
λ1
,
‖w1o ⊗ w1c + w1c ⊗ w1o + w1c ⊗ w1c‖C1t,x ≤ C0δµ1. (6.34)
Proof. By (6.19) and (6.20), we have
‖w1o ⊗ w1c + w1c ⊗ w1o + w1c ⊗ w1c‖0 ≤ C0(‖w1o‖0‖w1c‖0 + ‖w1c‖20) ≤ C0
δµ1
λ1
and
‖w1o ⊗ w1c + w1c ⊗ w1o + w1c ⊗ w1c‖C1t,x ≤ C0(‖w1o‖0‖w1c‖C1t,x + ‖w1o‖C1t,x‖w1c‖0) ≤ C0δµ1.
thus, we complete the proof of this lemma. 
Finally, from Lemma 6.4, Lemma 6.5, Lemma 6.6 and Lemma 6.7, we conclude
‖δR01‖0 ≤ C0(ε)
(√δµ1
λ1
+
√
δ
Λ
µ1
+ Λℓ
)
, ‖δR01‖C1t,x ≤ C0(ε)λ1
(√δµ1
λ1
+
√
δ
Λ
µ1
+ Λℓ
)
. (6.35)
6.2. Estimates on δf01.
Recalling that
δf01 =G(divK1) + G
(
∂tχ1 +
∑
l∈Z3
v0
( l
µ1
)
· ∇χ1l
)
+ w1oχ1c + f0 − f0ℓ
+
∑
l∈Z3
(
v0 − v0
( l
µ1
))
χ1l + w1cχ1 +
∑
l∈Z3
w1l
(
θ0 − θ0
( l
µ1
))
.
As before, we split δf01 into three parts:
(1)The oscillation part:
G(divK1).
(2)The transport part:
G
(
∂tχ1 +
∑
l∈Z3
v0
( l
µ1
)
· ∇χ1l
)
.
(3)The error part:
w1cχ1 + w1oχ1c + f0 − f0ℓ +
∑
l∈Z3
(
v0 − v0
( l
µ1
))
χ1l +
∑
l∈Z3
w1l
(
θ0 − θ0
( l
µ2
))
.
Lemma 6.8 (The oscillation part).
‖G(divK1)‖0 ≤ C0(ε)δµ1
λ1
, ‖G(divK1)‖C1t,x ≤ C0(ε)δµ1. (6.36)
Proof. Recalling the notations of K1 and [l], we have
K1 =
7∑
j=0
∑
[l]=j
β1lb1lk1
(
e
iλ12jk⊥1 ·
(
x−v0( lµ1 )t
)
+ e
−iλ12jk⊥1 ·
(
x−v0( lµ1 )t
)))
+
∑
l,l′∈Z3,l 6=l′
w1olχ1ol′ ,
thus
divK1 = K11 +K12,
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where
K11 =
7∑
j=0
∑
[l]=j
∇(β1lb1l) · k1
(
e
iλ12|l|k⊥1 ·
(
x−v0( lµ1 )t
)
+ e
−iλ12|l|k⊥1 ·
(
x−v0( lµ1 )t
))
,
K12 =
∑
l,l′∈Z3,l 6=l′
div(w1olχ1ol′).
By (6.5), (6.11), Proposition (3.2) with m =
[
1+ 1
ε
]
+1 and parameter assumption (4.2) , we have
‖R(K11)‖0 ≤Cm
7∑
j=0
(m−1∑
i=0
‖∑[l]=j∇(β1lb1l)‖i
(λ12j)i+1
+
‖∑[l]=j∇(β1lb1l)‖m
(λ12j)m
)
≤Cm
7∑
j=0
δ
( µ1
λ12j
+
µm+11 + µ1ℓ
−m
(λ12j)m
)
≤ Cm δµ1
λ1
.
Moreover, we have
K12 =
7∑
j=0
∑
[l]=j
∑
l′∈Z3,1≤|l′−l|<2
k1 · ∇(b1lβ1l′)
(
eiλ1(2
j+2[l
′])k⊥1 ·x−ig1,l,l′(t) + eiλ1(2
j−2[l′])k⊥1 ·x−ig1,l,l′ (t)
+ eiλ1(2
[l′]−2j)k⊥1 ·x+ig1,l,l′(t) + e−iλ1(2
j+2[l
′])k⊥1 ·x+ig1,l,l′(t)
)
,
as estimate (6.24) on M12, by (6.5), (6.11) and Proposition (3.2), we have
‖G(K12)‖0 ≤ Cm δµ1
λ1
.
A straightforward computation gives
∂tK11 =
7∑
j=0
∑
[l]=j
∇∂t(β1lb1l) · k1
(
e
iλ12jk⊥1 ·
(
x−v0( lµ1 )t
)
+ e
−iλ12jk⊥1 ·
(
x−v0( lµ1 )t
))
−
7∑
j=0
∑
[l]=j
∇(β1lb1l) · k1iλ12jk⊥1 · v0
( l
µ1
)(
e
iλ12jk⊥1 ·
(
x−v0( lµ1 )t
)
− e−iλ12jk⊥1 ·
(
x−v0( lµ1 )t
))
,
thus, by the same argument
‖∂tG(K11)‖0 ≤ Cmδµ1.
A similar argument give ‖∂tG(K12)‖0 ≤ Cmδµ1.
By Proposition (3.2), we deduce that
‖∇G(K11)‖0 ≤ Cmδµ1, ‖∇G(K12)‖0 ≤ Cmδµ1.
We complete the proof of this lemma. 
Lemma 6.9 (The transport part).∥∥∥G(∂tχ1 + ∑
l∈Z3
v0
( l
µ1
)
· ∇χ1l
)∥∥∥
0
≤ C0(ε)
√
δµ1
λ1
,
∥∥∥G(∂tχ1 + ∑
l∈Z3
v0
( l
µ1
)
· ∇χ1l
)∥∥∥
C1t,x
≤ C0(ε)
√
δµ1. (6.37)
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Proof. Recalling the notation of χ1, we have
∂tχ1 +
∑
l∈Z3
v0
( l
µ1
)
· ∇χ1l
=
7∑
j=0
∑
[l]=j
{(
∂t + v0
( l
µ1
)
· ∇
)
h1le
iλ12jk⊥1 ·
(
x−v0( lµ1 )t
)
+
(
∂t + v0
( l
µ1
)
· ∇
)
h−1le
−iλ12jk⊥1 ·
(
x−v0( lµ1 )t
)}
.
By Proposition 3.2 with m =
[
1 + 1
ε
]
+ 1 , (6.8), (6.9), (6.15) and parameter assumption(4.2), as
estimate in (6.26) , we have
∥∥∥G(∂tχ1 + ∑
l∈Z3
v0
( l
µ1
)
· ∇χ1l
)∥∥∥
0
≤ Cm
7∑
j=0
√
δ
( µ1
λ12j
+
µm+11 + µ1ℓ
−m
(λ12j)m
)
≤ Cm
√
δµ1
λ1
.
And since
∂t
(
∂tχ1 +
∑
l∈Z3
v0
( l
µ1
)
· ∇χ1l
)
=
7∑
j=0
∑
[l]=j
((
∂t + v0
( l
µ1
)
· ∇
)
∂th1le
iλ12jk⊥1 ·
(
x−v0( lµ1 )t
)
+
(
∂t + v0
( l
µ1
)
· ∇
)
∂th−1le
−iλ12jk⊥1 ·
(
x−v0( lµ1 )t
)
−
(
∂t + v0
( l
µ1
)
· ∇
)
h1liλ12
jk⊥1 · v0
( l
µ1
)
e
iλ12jk⊥1 ·
(
x−v0( lµ1 )t
)
+
(
∂t + v0
( l
µ1
)
· ∇
)
h−1liλ12jk⊥1 · v0
( l
µ1
)
e
iλ12jk⊥1 ·
(
x−v0( lµ1 )t
))
,
then, by the same argument, we obtain∥∥∥∂tG(∂tχ1 + ∑
l∈Z3
v0
( l
µ1
)
· ∇χ1l
)∥∥∥
0
≤ Cm
√
δµ1.
Similarly, by Proposition (3.2), we have∥∥∥∇G(∂tχ1 + ∑
l∈Z3
v0
( l
µ1
)
· ∇χ1l
)∥∥∥
0
≤ Cm
√
δµ1.
Then we complete our proof of this Lemma. 
Lemma 6.10 (The error part).∥∥∥w1cχ1 + w1oχ1c + f0 − f0ℓ + ∑
l∈Z3
(
v0 − v0
( l
µ1
))
χ1l +
∑
l∈Z3
w1l
(
θ0 − θ0
( l
µ1
))∥∥∥
0
≤C0
(δµ1
λ1
+
√
δ
Λ
µ1
+ Λℓ
)
,∥∥∥w1cχ1 + w1oχ1c + f0 − f0ℓ + ∑
l∈Z3
(
v0 − v0
( l
µ1
))
χ1l +
∑
l∈Z3
w1l
(
θ0 − θ0
( l
µ1
))∥∥∥
C1t,x
≤C0λ1
(δµ1
λ1
+
√
δ
Λ
µ1
+ Λℓ
)
. (6.38)
Proof. Using Lemma 6.2, it’s easy to obtain
‖w1cχ1‖0 ≤ C0 δµ1
λ1
, ‖w1oχ1c‖0 ≤ C0 δµ1
λ1
, ‖w1cχ1‖C1t,x ≤ C0δµ1, ‖w1oχ1c‖C1t,x ≤ C0δµ1.
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Then,∑
l∈Z3
(
v0 − v0
( l
µ1
))
χ1l
=
∑
l∈Z3
(
v0 − v0
( l
µ1
))
h1le
iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
)
+
∑
l∈Z3
(
v0 − v0
( l
µ1
))
h−1le
−iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
)
.
Obviously, h1l(x, t), h−1l 6= 0 implies |(µ1t, µ1x)− l| ≤ 1. Therefore, following the same strategy as
estimate (6.28), we obtain ∥∥∥ ∑
l∈Z3
(
v0 − v0
( l
µ1
))
χ1l
∥∥∥
0
≤ C0
√
δ
Λ
µ1
.
Similarly, we have ∥∥∥ ∑
l∈Z3
w1l
(
θ0 − θ0
( l
µ1
))∥∥∥
0
≤ C0
√
δ
Λ
µ1
.
By calculation we have
∂t
(∑
l∈Z3
(
v0 − v0
( l
µ1
))
χ1l
)
=
∑
l∈Z3
(
v0 − v0
( l
µ1
))
∂th1le
iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
)
+
∑
l∈Z3
(
v0 − v0
( l
µ1
))
∂th−1le
−iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
)
−
∑
l∈Z3
(
v0 − v0
( l
µ1
))
h1liλ12
[l]k⊥1 · v0
( l
µ1
)
e
iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
)
+
∑
l∈Z3
(
v0 − v0
( l
µ1
))
h−1liλ12[l]k⊥1 · v0
( l
µ1
)
e
iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
)
+
∑
l∈Z3
∂tv0h1le
iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
)
+
∑
l∈Z3
∂tv0h−1le
−iλ12[l]k⊥1 ·
(
x−v0( lµ1 )t
)
.
Therefore, by (6.14), (6.15) and parameter assumption(4.2)∥∥∥∂t(∑
l∈Z3
(
v0 − v0
( l
µ1
))
χ1l
)∥∥∥
0
≤ C0
√
δλ1
Λ
µ1
.
Similarly, we have ∥∥∥∇(∑
l∈Z3
(
v0 − v0
( l
µ1
))
χ1l
)∥∥∥
0
≤ C0
√
δλ1
Λ
µ1
.
Applying the similar argument, we have∥∥∥ ∑
l∈Z3
w1l
(
θ0 − θ0
( l
µ1
))∥∥∥
C1t,x
≤ C0
√
δλ1
Λ
µ1
.
By (6.3)
‖f0 − f0ℓ‖0 ≤ C0Λℓ, ‖f0 − f0ℓ‖C1t,x ≤ C0Λ.
Collecting the above estimates together, we complete our proof. 
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Combining lemma 6.8, lemma 6.9 and lemma 6.10, we conclude
‖δf01‖0 ≤ C0(ε)
(√δµ1
λ1
+
√
δ
Λ
µ1
+ Λℓ
)
, ‖δf01‖C1t,x ≤ C0(ε)λ1
(√δµ1
λ1
+
√
δ
Λ
µ1
+ Λℓ
)
. (6.39)
Finally, by (5.1), (5.2), Corollary 6.21, (6.35) and (6.39), we conclude that (v01, p01, θ01, R01, f01) ∈
C∞c (Qr+δ) solves system (2.1) and satisfies
R01(t, x) = −
3∑
i=2
a2i (t, x)ki ⊗ ki + δR01, f01(t, x) := −c2(t, x)k2 + δf01
with
‖v01 − v0‖0 ≤ M
√
δ
6
+ C0
√
δµ1
λ1
, ‖p01 − p0‖0 ≤Mδ, ‖θ01 − θ0‖0 ≤ M
√
δ
4
+ C0
√
δµ1
λ1
,
‖v01 − v0‖C1t,x ≤ C0λ1
√
δ, ‖p01 − p0‖C1t,x ≤C0, ‖θ01 − θ0‖C1t,x ≤ C0λ1
√
δ,
‖δR01‖0 ≤ C0(ε)
(√
δ
µ1
λ1
+
√
δ
Λ
µ1
+ Λℓ
)
, ‖δR01‖C1t,x ≤ C0(ε)λ1
(√
δ
µ1
λ1
+
√
δ
Λ
µ1
+ Λℓ
)
,
‖δf01‖0 ≤ C0(ε)
(√
δ
µ1
λ1
+
√
δ
Λ
µ1
+ Λℓ
)
, ‖δf01‖C1t,x ≤ C0(ε)λ1
(√
δ
µ1
λ1
+
√
δ
Λ
µ1
+ Λℓ
)
.
Thus, we complete the first step.
7. Constructions of (v0n, p0n, θ0n, R0n, f0n), 2 ≤ n ≤ 3
In this section, we suppose 2 ≤ n ≤ 3 and construct (v0n, p0n, θ0n, R0n, f0n) by inductions.
Suppose that for 1 ≤ m < n ≤ 3, (v0m, p0m, θ0m, R0m, f0m) ∈ C∞c (Qr+δ) solves system (2.1) and
satisfies
R0m = −
3∑
i=m+1
a2i ki ⊗ ki +
m∑
i=i
δR0i, f0m := −
3∑
i=m+1
ciki +
m∑
i=i
δf0i (7.1)
with
‖v0m − v0(m−1)‖0 ≤
M
√
δ
6
+ C0
√
δµm
λm
, ‖v0m − v0(m−1)‖C1t,x ≤ C0λm
√
δ,
‖p0m − p0(m−1)‖0 ≤
{
Mδ,m = 1
0, m = 2
‖p0m − p0(m−1)‖C1t,x ≤
{
C0,m = 1
0,m = 2
‖θ0m − θ0(m−1)‖0 ≤
M
√
δ
6
+ C0
√
δµm
λm
, ‖θ0m − θ0(m−1)‖C1t,x ≤ C0λm
√
δ. (7.2)
and
‖δR0m‖0 ≤ C0(ε)
(√δµm
λm
+
√
δ
√
δλm−1
µm
)
, ‖δf0m‖0 ≤ C0(ε)
(√δµm
λm
+
√
δ
√
δλm−1
µm
)
,
‖δR0m‖C1t,x ≤ C0(ε)λm
(√δµm
λm
+
√
δ
√
δλm−1
µm
)
, ‖δf0m‖C1t,x ≤ C0(ε)λm
(√δµm
λm
+
√
δ
√
δλm−1
µm
)
.
(7.3)
Here (v00, p00, θ00) = (v0, p0, θ0) and the parameter µm, λm satisfies
λm ≥ max{µ1+εm , ℓ−(1+ε)}, µm > µm−1 (7.4)
and λ0 = Λδ
− 1
2 + µ1Λℓ
δ
, µ0 = 1. Next, we perform the n-th step.
7.1. Construction of n-th perturbation on velocity.
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7.1.1. Main perturbation wno. For any l ∈ Z3, we denote bnl by
bnl(t, x) :=
an(t, x)αl(µnt, µnx)√
2
(7.5)
and main l-perturbation w1ol by
wnol := bnlkn
(
e
iλn2[l]k⊥n ·
(
x−v0(n−1)( lµn )t
)
+ e
−iλn2[l]k⊥n ·
(
x−v0(n−1)( lµn )t
))
, (7.6)
where two parameters µn and λn will be chosen with
λn ≥ max{µ1+εn , ℓ−(1+ε)}, µn > µn−1. (7.7)
Then we denote n-th main perturbation wno by
wno :=
∑
l∈Z3
wnol =
7∑
j=0
∑
[l]=j
bnlkn
(
e
iλn2jk⊥n ·
(
x−v0(n−1)( lµn )t
)
+ e
−iλn2jk⊥n ·
(
x−v0(n−1)( lµn )t
))
.
Obviously, wnol, wno are all real 2-dimensional vector-valued functions.
By (4.1), suppαl ∩ suppαl′ = ∅ if |l − l′| ≥ 2, thus the above summation is finite and
‖wno‖0 ≤ M
√
δ
6
. (7.8)
Moreover, since an(t, x) ∈ C∞c (Qr+δ), we know that for any l ∈ Z3,
bnl ∈ C∞c (Qr+δ), wnol ∈ C∞c (Qr+δ) wno ∈ C∞c (Qr+δ). (7.9)
7.1.2. The correction wnc and the n-th perturbation wn. We denote the l-correction wncl by
wncl :=
∇⊥bnl
iλn2[l]
(
e
iλn2[l]k⊥1 ·
(
x−v0(n−1)( lµn )t
)
− e−iλn2[l]k⊥n ·
(
x−v0(n−1)( lµn )t
))
−∇⊥
( ∇bnl · k⊥n
λ2n2
2[l]|kn|2
(
e
iλn2[l]k⊥1 ·
(
x−v0(n−1)( lµn )t
)
+ e−iλn2
[l]k⊥n ·
(
x−v0(n−1)( lµn )t
)))
.
Then the n-th correction is given by
wnc :=
∑
l∈Z3
wncl.
Finally, we denote n-th perturbation wn by
wn := wno + wnc.
Thus, if we set
wnl := wnol + wncl,
then
wnl = ∇⊥div
(
− bnl
λ2n2
2[l]|kn|2
k⊥n 2cos
(
λn2
[l]k⊥n ·
(
x− v0(n−1)(
l
µn
)t
)))
and
wn =
∑
l∈Z3
wnl, divwnl = 0,
ˆ
R2
wnldx = 0,
ˆ
R2
(xiwnlj − xjwnli)dx = 0, i.j = 1, 2.
In fact ˆ
R2
(x1wnl2 − x2wnl1)dx =
ˆ
R2
(x1∂1div~an + x2∂2div~an)dx = −2
ˆ
R2
div~andx = 0,
where
~an = − bnl
λ2n2
2[l]|kn|2
k⊥1 2cos
(
λn2
[l]k⊥n ·
(
x− v0(n−1)(
l
µn
)t
))
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is a vector-valued smooth function with compact support. Obviously, we have
divwn = 0.
Moreover, if we set
knl :=bnlkn +
∇⊥bnl
iλn2[l]
−∇⊥
( ∇bnl · k⊥n
λ2n2
2[l]|kn|2
)
+
∇bnl · k⊥n
iλn2[l]|kn|2
· kn,
k−nl :=bnlkn +
∇⊥bnl
−iλn2[l]
−∇⊥
( ∇bnl · k⊥n
λ2n2
2[l]|kn|2
)
+
∇bnl · k⊥n
−iλn2[l]|kn|2
· kn,
then
wnl = knle
iλn2[l]k⊥n ·
(
x−v0(n−1)( lµn )t
)
+ k−nle
−iλn2[l]k⊥n ·
(
x−v0(n−1)( lµn )t
)
. (7.10)
Furthermore, we have
wnol, wncl, wnl, wno, wnc, wn, knl, k−nl ∈ C∞c (Qr+δ).
Thus, we complete the construction of perturbation wn.
7.2. Construction of n-th perturbation on temperature.
To construct χn, we denote βnl by
βnl(t, x) :=
{
c2ℓ(t,x)αl(µ2t,µ2x)√
2e(t,x)γk2
(
Id−R0ℓ(t,x)
e(t,x)
) , n = 2
0, n = 3.
(7.11)
Since suppc2ℓ ⊆ suppe, then β2l(x, t) is well-defined.
Then we denote main l-perturbation χnol by
χnol(t, x) :=
{
β2l(t, x)
(
e
iλ22[l]k⊥2 ·
(
x−v01( lµ2 )t
)
+ e
−iλ22[l]k⊥2 ·
(
x−v01( lµ2 )t
))
, n = 2
0, n = 3.
and l-correction χncl by
χncl(t, x) :=


△β2l(t, x)
(
e
iλ22
[l]k⊥2 ·
(
x−v01(
l
µ2
)t
)
−λ2222[l]|k2|2
+ e
−iλ22
[l]k⊥2 ·
(
x−v01(
l
µ2
)t
)
−λ2222[l]|k2|2
)
+ 2∇β2l(t, x)·
∇
(
e
iλ22
[l]k⊥2 ·
(
x−v01(
l
µ2
)t
)
−λ2222[l]|k2|2
+ e
−iλ22
[l]k⊥2 ·
(
x−v01(
l
µ2
)t
)
−λ2222[l]|k2|2
)
, n = 2
0, n = 3.
Finally, we introduce χnl by
χnl := χnol + χncl =

 △
(
β2l
(
e
iλ22
[l]k⊥2 ·
(
x−v01(
l
µ2
)t
)
−λ2222[l]|k2|2
+ e
−iλ22
[l]k⊥2 ·
(
x−v01(
l
µ2
)t
)
−λ2222[l]|k2|2
))
, n = 2
0, n = 3.
and χno, χnc, χn by, respersively,
χno :=
∑
l∈Z3
χnol, χnc :=
∑
l∈Z3
χncl, χn :=
∑
l∈Z3
χnl.
Then χnol, χncl, χnl and χn are all real scalar functions and as the perturbations of wn, the
summation in their definitions is finite.
Now we set
hnl :=
{
β2l − △β2lλ2222[l]|k2|2 + 2
∇β2l·k⊥2
iλ2[l]|k2|2 , n = 2
0, n = 3.
h−nl :=
{
β2l − △β2lλ2222[l]|k2|2 + 2
∇β2l·k⊥2
−iλ2[l]|k2|2 , n = 2
0, n = 3.
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then
χnl = hnle
iλn2[l]k⊥n ·
(
x−v0(n−1)( lµn )t
)
+ h−nle
−iλn2[l]k⊥n ·
(
x−v0(n−1)( lµn )t
)
.
Moreover, since suppc2ℓ ⊆ Qr+δ, we know that for all l ∈ Z3,
βnl ∈ C∞c (Qr+δ), hnl ∈ C∞c (Qr+δ) (7.12)
and
χnol, χncl, χnl, χno, χnc, χn ∈ C∞c (Qr+δ).
Then, by (4.5), (4.6), (4.7), (4.10) and (7.11), we know that
‖βnl‖0 ≤
{
M
√
δ
300 , n = 2
0, n = 3.
Therefore, by (4.1)
‖χno‖0 ≤
{
M
√
δ
4 , n = 2
0, n = 3.
(7.13)
7.3. The construction of v0n, p0n, θ0n, f0n, R0n. .
First, we denote Mn by
Mn :=
∑
l∈Z3
b2nlkn ⊗ kn
(
e
2iλn2[l]k⊥n ·
(
x−v0(n−1)( lµn )t
)
+ e−2iλn2
[l]k⊥n ·
(
x−v0(n−1)( lµn )t
))
+
∑
l,l′∈Z3,l 6=l′
wnol ⊗ wnol′
and Nn,Kn by
Nn =
∑
l∈Z3
[
wnl ⊗
(
v0(n−1) − v0(n−1)
( l
µn
))
+
(
v0(n−1) − v0(n−1)
( l
µn
))
⊗ wnl
]
,
Kn =
∑
l∈Z3
βnlbnlkn
(
e
2iλn2[l]k⊥n ·
(
x−v0(n−1)( lµn )t
)
+ e−2iλn2
[l]k⊥n ·
(
x−v0(n−1)( lµn )t
))
+
∑
l,l′∈Z3,l 6=l′
wnolχnol′ .
Then we set
v0n := v0(n−1) + wn, p0n :=p0(n−1), θ0n := θ0(n−1) + χn,
R0n := R0(n−1) + 2
∑
l∈Z3
b2nlkn ⊗ kn + δR0n, f0n := f0(n−1) + 2
∑
l∈Z3
βnlbnlkn + δf0n, (7.14)
where
δR0n =R(divMn) +Nn −R(χne2) +R
{
∂twn + div
[ ∑
l∈Z3
(
wnl ⊗ v0(n−1)
( l
µn
)
+ v0(n−1)
( l
µn
)
⊗ wnl
)]}
+ (wno ⊗ wnc +wnc ⊗ wno +wnc ⊗ wnc),
and
δf0n =


G(divK2) + G
(
∂tχ2 +
∑
l∈Z3 v01
(
l
µ2
)
· ∇χ2l
)
+ w2oχ2c +
∑
l∈Z3
(
v01 − v01
(
l
µ2
))
χ2l
+w2cχ2 +
∑
l∈Z3 w2l
(
θ01 − θ01
(
l
µ2
))
, n = 2∑
l∈Z3 w3l
(
θ02 − θ02
(
l
µ3
))
, n = 3.
(7.15)
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Since
divMn, χne2, ∂twn, div
[ ∑
l∈Z3
(
wnl ⊗ v0(n−1)
( l
µn
)
+ v0(n−1)
( l
µn
)
⊗ wnl
)]
∈ Ξ,
so δR0n is well-defined. Moreover,
divK2, ∂tχ2 +
∑
l∈Z3
v01
( l
µ2
)
· ∇χ2l ∈ Ψ,
thus δf0n is well-defined. By Proposition 3.1 and Corollary 3.2, we know that δR0n is a symmetric
matrix and δR0n ∈ C∞c (Qr+δ). Also, by Proposition 3.2 and Corollary 3.2, we have δf0n ∈
C∞c (Qr+δ). Obviously,
divv0n = divv0(n−1) + divwn = 0.
Moreover, from the definition (7.14) on (v0n, p0n, θ0n, R0n, f0n) and the fact that (v0(n−1), p0(n−1), θ0(n−1),
R0(n−1), f0(n−1)) solves the system (2.1), Proposition 3.1, we know that
divR0n =divR0(n−1) + ∂twn − χne2 + div(wno ⊗ wno + wn ⊗ v0(n−1) + v0(n−1) ⊗ wn
+ wno ⊗ wnc + wnc ⊗ wno + wnc ⊗ wnc)
=∂tv0(n−1) + div(v0(n−1) ⊗ v0(n−1)) +∇p0(n−1) − θ0(n−1)e2 + ∂twn − χne2
+ div(wno ⊗wno + wn ⊗ v0(n−1) + v0(n−1) ⊗ wn + wno ⊗ wnc + wnc ⊗ wno + wnc ⊗ wnc)
=∂tv0n + div(v0n ⊗ v0n) +∇p0n − θ0ne2.
Where we used
div(Mn) + div
(
2
∑
l∈Z3
b2nlkn ⊗ kn
)
= div(wno ⊗ wno).
Furthermore, by (7.14) and (7.15), we have
f02 =f01 + 2
∑
l∈Z3
β2lb2lk2 + G(divK2) + w2oχ2c + G
(
∂tχ2 +
∑
l∈Z3
v01
( l
µ2
)
· ∇χ2l
)
+
∑
l∈Z3
(
v0 − v01
( l
µ2
))
χ2l + w2cχ2 +
∑
l∈Z3
w2l
(
θ01 − θ01
( l
µ2
))
.
From the fact that (v01, p01, θ01, R01, f01) solves the system (2.1) and Proposition 3.2 we have
divf02 =divf01 + ∂tχ2 + div(w2oχ2 + w2cχ2 + v01χ2 + w2θ01)
=div(v01θ01 + w2oχ2 + w2cχ2 + v01χ2 + w2θ01) + ∂t(θ01 + χ2)
=∂tθ02 + div(v02θ02),
where we used
divK2 + div(2
∑
l∈Z3
β2lb2lk2) = div(w2oχ2o).
Thus, the functions (v02, p02, θ02, R02, f02) satisfies the system (2.1). And from the definition (7.14)
on δf03, we have
divf03 = divf02 + divδf03 = ∂tθ02 + v02 · ∇θ02 + w3 · ∇θ02 = ∂tθ03 + v03 · ∇θ03.
Thus the functions (v03, p03, θ03, R03, f03) also solves the system (2.1).
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8. The n-th Representation
In this section, we will calculate the form of
R0n + 2
∑
l∈Z3
b2nlkn ⊗ kn = I˜
and
f0n + 2
∑
l∈Z3
βnlbnlkn = I˜I.
8.1. The term I˜.
First, by (7.5), we have
2
∑
l∈Z3
b2nlkn ⊗ kn =
∑
l∈Z3
α2l (µnt, µnx)a
2
nkn ⊗ kn = a2nkn ⊗ kn.
Where we used
∑
l∈Z3
α2l = 1. Therefore, by (7.1), we have
R0(n−1) + 2
∑
l∈Z3
b2nlkn ⊗ kn = −
3∑
i=n+1
a2i ki ⊗ ki +
n−1∑
i=i
δR0i.
Meanwhile, by (7.14), we have
R0n = −
3∑
i=n+1
a2i (t, x)ki ⊗ ki +
n∑
i=i
δR0i.
In particular,
R03 =
3∑
i=1
δR0i.
In next section, we will prove that δR0n is small.
8.2. The term I˜I.
Then, by (7.5) and (7.11), we have
2
∑
l∈Z3
β2lb2lk2 =
∑
l∈Z3
α2l (µ2t, µ2x)c2k2 = c2k2.
From the identity (5.2), we have
f01 + 2
∑
l∈Z3
β2lb2lk2 = δf01.
Meanwhile, by (7.14), we have
f02 =f01 + 2
∑
l∈Z3
β2lb2lk2 + δf02 =
2∑
i=1
δf0i.
Since βnl = 0 when n = 3, then
f03 =f02 + 2
∑
l∈Z3
β3lb3lk3 + δf03 =
3∑
i=1
δf0i.
In next section, we will prove that δg0n is small.
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9. Estimates on δR0n and δg0n
We summarize the main estimates of bnl and βnl.
Lemma 9.1. For any l ∈ Z3 and any integer m ≥ 1, we have
‖bnl‖m + ‖βnl‖m ≤Cm
√
δ(µmn + µnℓ
−(m−1)), (9.1)
‖∂tbnl‖m + ‖∂tβnl‖m ≤Cm
√
δ(µm+1n + µnℓ
−m), (9.2)
‖∂ttbnl‖m + ‖∂ttβnl‖m ≤Cm
√
δ(µm+2n + µnℓ
−m−1), (9.3)
‖k±nl‖m + ‖h±nl‖m ≤Cm
√
δ(µmn + µnℓ
−(m−1)), (9.4)
‖∂tk±nl‖m + ‖∂th±nl‖m ≤Cm
√
δ(µm+1n + µnℓ
−m), (9.5)
‖∂ttk±nl‖m + ‖∂tth±nl‖m ≤Cm
√
δ(µm+2n + µnℓ
−m−1) (9.6)
and
‖bnl‖0 + ‖βnl‖0 ≤C0
√
δ, (9.7)
‖∂tbnl‖0 + ‖∂tβnl‖0 ≤C0
√
δµn, (9.8)
‖∂ttbnl‖0 + ‖∂ttβnl‖0 ≤C0
√
δ(µ2n + µnℓ
−1), (9.9)
‖k±nl‖0 + ‖h±nl‖0 ≤C0
√
δ, (9.10)
‖∂tk±nl‖0 + ‖∂th±nl‖0 ≤C0
√
δµn, (9.11)
‖∂ttk±nl‖0 + ‖∂tth±nl‖0 ≤C0
√
δ(µ2n + µnℓ
−1). (9.12)
Proof. The proof is similar to Lemma 6.1, we omit the detail here. 
Next, we give estimates on perturbations wno, wnc, χno, χnc.
Lemma 9.2 (Estimate on perturbation).
‖wno‖0 ≤C0
√
δ, ‖wno‖C1t,x ≤ C0
√
δλn, ‖χno‖0 ≤ C0
√
δ, ‖χno‖C1t,x ≤ C0
√
δλn,
‖wnc‖0 ≤C0
√
δµn
λn
, ‖wnc‖C1t,x ≤ C0
√
δµn, ‖χnc‖0 ≤ C0
√
δµn
λn
, ‖χnc‖C1t,x ≤ C0
√
δµn. (9.13)
Proof. The proof is similar to Lemma 6.2, we omit the detail here. 
Corollary 9.3.
‖v0n − v0(n−1)‖0 ≤
M
√
δ
6
+ C0
√
δµn
λn
, ‖v0n − v0(n−1)‖C1t,x ≤ C0λn
√
δ, p0n − p0(n−1) = 0,
‖θ02 − θ01‖0 ≤ M
√
δ
4
+ C0
√
δµ2
λ2
, ‖θ02 − θ01‖C1t,x ≤ C0
√
δλ2, θ03 − θ02 = 0.
9.1. Estimates on δR0n.
Recalling that
δR0n =R(divMn) +Nn −R(χne2) +R
{
∂twn + div
[ ∑
l∈Z3
(
wnl ⊗ v0(n−1)
( l
µn
)
+ v0(n−1)
( l
µn
)
⊗ wnl
)]}
+ (wno ⊗ wnc +wnc ⊗ wno +wnc ⊗ wnc).
Again, we split the stress into three parts:
(1)The oscillation part
R(divMn)−R(χne2).
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(2)The transport part
R
{
∂twn + div
[ ∑
l∈Z3
(
wnl ⊗ v0(n−1)
( l
µn
)
+ v0(n−1)
( l
µn
)
⊗ wnl
)]}
=R
(
∂twn +
∑
l∈Z3
v0(n−1)
( l
µn
)
· ∇wnl
)
.
(3)The error part
Nn + (wno ⊗ wnc + wnc ⊗ wno + wnc ⊗ wnc).
In the following we will estimate each term separately. Beside the estimates of Nn, the proof of
other estimates are same as in Section 6. We only give the proof of the estimates on Nn and omit
the others here.
Lemma 9.4 (The oscillation part).
‖R(divMn)‖0 ≤ C0(ε)δµn
λn
, ‖R(χne2)‖0 ≤ C0(ε)
√
δ
λn
,
‖R(divMn)‖C1t,x ≤ C0(ε)δµn, ‖R(χne2)‖C1t,x ≤ C0(ε)
√
δ. (9.14)
Lemma 9.5 (The transport part).∥∥∥R(∂twn + ∑
l∈Z3
v0(n−1)
( l
µn
)
· ∇wnl
)∥∥∥
0
≤ C0(ε)
√
δµn
λn
,
∥∥∥R(∂twn + ∑
l∈Z3
v0(n−1)
( l
µn
)
· ∇wnl
)∥∥∥
C1t,x
≤ C0(ε)
√
δµn. (9.15)
Lemma 9.6 (Estimate on error part I).
‖Nn‖0 ≤ C0δ
λ(n−1)
µn
, ‖Nn‖C1t,x ≤ C0λnδ
λ(n−1)
µn
. (9.16)
Proof. First, we have
Nn =
∑
l∈Z3
[
wnl ⊗
(
v0(n−1) − v0(n−1)
( l
µn
))
+
(
v0(n−1) − v0(n−1)
( l
µn
))
⊗ wnl
)]
.
By (7.10) , we have∑
l∈Z3
wnl ⊗
(
v0(n−1) − v0(n−1)
( l
µn
))
=
∑
l∈Z3
(
knle
iλn2[l]k⊥n ·
(
x−v0(n−1)( lµn )t
)
+ k−nle
−iλ12[l]k⊥n ·
(
x−v0(n−1)( lµn )t
))
⊗
(
v0(n−1) − v0(n−1)
( l
µn
))
.
Obviously, knl(x, t) 6= 0 implies |(µnt, µnx)− l| ≤ 1. Moreover, by (7.2) and parameter assumption
(4.2), we get ‖∇t,xv0(n−1)‖0 ≤ C0
√
δλn−1, therefore∣∣∣knl(v0(n−1) − v0(n−1)( l
µn
))∣∣∣ ≤ C0√δ ‖∇t,xv0(n−1)‖0
µn
≤ C0δ
λ(n−1)
µn
.
Similarly, ∣∣∣k−nl(v0(n−1) − v0(n−1)( l
µn
))∣∣∣ ≤ C0√δ ‖∇t,xv0(n−1)‖0
µn
≤ C0δ
λ(n−1)
µn
.
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Together with (4.1), it is easy to see∥∥∥ ∑
l∈Z3
wnl ⊗
(
v0(n−1) − v0(n−1)
( l
µn
))∥∥∥
0
≤ C0δ
λ(n−1)
µn
.
Applying the same argument∥∥∥ ∑
l∈Z3
(
v0(n−1) − v0(n−1)
( l
µn
))
⊗ wnl
∥∥∥
0
≤ C0δ
λ(n−1)
µn
.
Thus, we arrive at the first estimate in this lemma. A straightforward computation gives
∂t
(∑
l∈Z3
wnl ⊗
(
v0(n−1) − v0(n−1)
( l
µn
)))
=
∑
l∈Z3
∂twnl ⊗
(
v0(n−1) − v0(n−1)
( l
µn
))
+
∑
l∈Z3
wnl ⊗ ∂tv0(n−1).
Thus, by (7.2), parameter assumption (4.2) and Corrollary 9.3∥∥∥∂t(∑
l∈Z3
wnl ⊗
(
v0(n−1) − v0(n−1)
( l
µn
)))∥∥∥
0
≤ C0λnδ
λ(n−1)
µn
.
The same argument gives∥∥∥∇(∑
l∈Z3
wnl ⊗
(
v0(n−1) − v0(n−1)
( l
µn
)))∥∥∥
0
≤ C0λnδ
λ(n−1)
µn
,
∥∥∥∂t(∑
l∈Z3
(
v0(n−1) − v0(n−1)
( l
µn
))
⊗ wnl
)∥∥∥
0
≤ C0λnδ
λ(n−1)
µn
,
∥∥∥∇(∑
l∈Z3
(
v0(n−1) − v0(n−1)
( l
µn
))
⊗ wnl
)∥∥∥
0
≤ C0λnδ
λ(n−1)
µn
.
Finally, collecting these estimates, we arrive at
‖Nn‖C1t,x ≤ C0λnδ
λ(n−1)
µn
.
Thus, the proof of this lemma is complete. 
Lemma 9.7 (Estimates on error part II).
‖wno ⊗ wnc + wnc ⊗ wno + wnc ⊗ wnc‖0 ≤ C0 δµn
λn
,
‖wno ⊗ wnc + wnc ⊗ wno + wnc ⊗ wnc‖C1t,x ≤ C0δµn.
From Lemma 9.4, Lemma 9.5, Lemma 9.6 and Lemma 9.7, we conclude that
‖δR0n‖0 ≤ C0(ε)
(√δµn
λn
+ δ
λn−1
µn
)
, ‖δR0n‖C1t,x ≤ C0(ε)λn
(√δµn
λn
+ δ
λn−1
µn
)
.
9.2. Estimate on δf0n.
We first deal with δf02. Recalling that
δf02 =G(divK2) + G
(
∂tχ2 +
∑
l∈Z3
v01
( l
µ2
)
· ∇χ2l
)
+ w2oχ2c +
∑
l∈Z3
(
v01 − v01
( l
µ2
))
χ2l
+ w2cχ2 +
∑
l∈Z3
w2l
(
θ01 − θ01
( l
µ2
))
.
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As before, we split δf02 into three parts:
(1)The oscillation part:
G(divK2).
(2)The transport part:
G
(
∂tχ2 +
∑
l∈Z3
v01
( l
µ2
)
· ∇χ2l
)
.
(3)The error part:
w2cχ2 + w2oχ2c +
∑
l∈Z3
(
v01 − v01
( l
µ2
))
χ2l +
∑
l∈Z3
w2l
(
θ01 − θ01
( l
µ2
))
.
Lemma 9.8 (The oscillation part).
‖G(divK2)‖0 ≤ C0(ε)δµ2
λ2
, ‖G(divK2)‖C1t,x ≤ C0(ε)δµ2.
Lemma 9.9 (The transport part).∥∥∥G(∂tχ2 + ∑
l∈Z3
v01
( l
µ2
)
· ∇χ2l
)∥∥∥
0
≤ C0(ε)
√
δµ2
λ2
,
∥∥∥G(∂tχ2 + ∑
l∈Z3
v01
( l
µ2
)
· ∇χ2l
)∥∥∥
C1t,x
≤ C0(ε)
√
δµ2.
Their proofs are same as in section 6.
Lemma 9.10 (The error part).∥∥∥w2cχ2 + w2oχ2c + ∑
l∈Z3
(
θ01 − θ01
( l
µ2
))
χ2l
∥∥∥
0
≤ C0δ
(µ2
λ2
+
λ1
µ2
)
,
∥∥∥w2cχ2 + w2oχ2c + ∑
l∈Z3
(
θ01 − θ01
( l
µ2
))
χ2l
∥∥∥
C1t,x
≤ C0λ2δ
(µ2
λ2
+
λ1
µ2
)
.
Proof. First, by Lemma 9.2
‖w2cχ2 + w2oχ2c‖0 ≤ C0δµ2
λ2
.
As the argument in Lemma 9.6 , we have∥∥∥ ∑
l∈Z3
(
v01 − v01
( l
µ2
))
χ2l
∥∥∥
0
≤ C0δλ1
µ2
,
∥∥∥ ∑
l∈Z3
w2l
(
θ01 − θ01
( l
µ2
))∥∥∥
0
≤ C0δλ1
µ2
.
The C1t,x estimate is similar to that of Lemma 9.6. 
From the above three lemmas, we conclude
‖δf02‖0 ≤ C0(ε)
(√δµ2
λ2
+ δ
λ1
µ2
)
, ‖δf02‖C1t,x ≤ C0(ε)λ2
(√δµ2
λ2
+ δ
λ1
µ2
)
.
Now we consider the estimates of δf03. From definition (7.15) on δf03, applying the same
argument as in Lemma 6.10, we have
‖δf0n‖0 ≤ C0δλ2
µ3
, ‖δf0n‖C1t,x ≤ C0λ3δ
λ2
µ3
.
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By induction, we know that, for any 1 ≤ n ≤ 3, (v0n, p0n, θ0n, R0n, f0n) ∈ C∞c (Qr+δ) solves system
(2.1) and satisfies
R0n = −
3∑
i=n+1
a2i ki ⊗ ki +
n∑
i=i
δR0i, g0n :=
n∑
i=1
δg0i
with the estimates
‖v0n − v0(n−1)‖0 ≤
M
√
δ
6
+ C0
√
δµn
λn
, ‖v0n−v0(n−1)‖C1t,x ≤ C0λn
√
δ, ‖p0n − p0(n−1)‖0 = 0,
‖θ0n − θ0(n−1)‖0 ≤
{
M
√
δ
4 + C0
√
δµ2
λ2
, n = 2
0, n = 3.
‖θ0n − θ0(n−1)‖C1t,x ≤
{
C0λ2
√
δ, n = 2
0, n = 3.
‖δR0n‖0 ≤ C0(ε)
(√δµn
λn
+ δ
λn−1
µn
)
, ‖δf0n‖0 ≤ C0(ε)
(√δµn
λn
+ δ
λn−1
µn
)
,
‖δR0n‖C1t,x ≤ C0(ε)λn
(√δµn
λn
+ δ
λn−1
µn
)
, ‖δf0n‖C1t,x ≤ C0(ε)λn
(√δµn
λn
+ δ
λn−1
µn
)
.
Finally, we obtain (v03, p03, θ03, R03, f03) ∈ C∞c (Qr+δ) which solves system (2.1) and satisfies
‖R03‖0 ≤ C0(ε)
3∑
n=1
(√δµn
λn
+ δ
λn−1
µn
)
, ‖f03‖0 ≤ C0(ε)
3∑
n=1
(√δµn
λn
+ δ
λn−1
µn
)
,
‖R03‖C1t,x ≤ C0(ε)
3∑
n=1
λn
(√δµn
λn
+ δ
λn−1
µn
)
, ‖f03‖C1t,x ≤ C0(ε)
3∑
n=1
λn
(√δµn
λn
+ δ
λn−1
µn
)
,
‖v03 − v0‖0 ≤ M
√
δ
2
+ C0
3∑
n=1
√
δµn
λn
, ‖v03 − v0‖C1t,x ≤ C0
3∑
n=1
λn
√
δ,
‖p03 − p0‖0 ≤Mδ, ‖p03 − p0‖C1t,x ≤ C0,
‖θ03 − θ0‖0 ≤ M
√
δ
2
+ C0
2∑
n=1
√
δµn
λn
, ‖θ03 − θ0‖C1t,x ≤ C0
2∑
n=1
λn
√
δ.
10. Proof of Proposition 2.1
In this section, we prove Proposition 2.1 by choosing the appropriate parameters ℓ, µn, λn for
1 ≤ n ≤ 3.
Proof. From the results of Section 9, we have (v03, p03, θ03, R03, f03) ∈ C∞c (Qr+δ) which solves
system (2.1) and satisfies
‖R03‖0 ≤ C0(ε)
3∑
n=1
(√δµn
λn
+ δ
λn−1
µn
)
, ‖f03‖0 ≤ C0(ε)
3∑
n=1
(√δµn
λn
+ δ
λn−1
µn
)
,
‖R03‖C1t,x ≤ C0(ε)
3∑
n=1
λn
(√δµn
λn
+ δ
λn−1
µn
)
, ‖f03‖C1t,x ≤ C0(ε)
3∑
n=1
λn
(√δµn
λn
+ δ
λn−1
µn
)
,
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‖v03 − v0‖0 ≤ M
√
δ
2
+ C0
3∑
n=1
√
δµn
λn
, ‖v03 − v0‖C1t,x ≤ C0
3∑
n=1
λn
√
δ,
‖p03 − p0‖0 ≤Mδ, ‖p03 − p0‖C1t,x ≤ C0,
‖θ03 − θ0‖0 ≤ M
√
δ
2
+ C0
2∑
n=1
√
δµn
λn
, ‖θ03 − θ0‖C1t,x ≤ C0
2∑
n=1
λn
√
δ. (10.1)
where λ0 = Λδ
− 1
2 + µ1Λℓ
δ
. We divide the remainder proof into four steps:
Step 1. We now specify the choice of the parameters. First choose:
ℓ =
1
Lv
δ¯
Λ
, (10.2)
with Lv being a sufficiently large constant, which depends only on ‖v‖0 and will be chosen in Step
3 below.
Next, we impose
µ1 = Lv
√
δ
δ¯
Λ, λ1 = Lv
√
δ
δ¯
µ1+ε1 , µi = Lv
δλi−1
δ¯
, λi = Lv
√
δ
δ¯
µ1+εi , i = 2, 3. (10.3)
Step 2. Compatibility condition. We check that all the conditions in (4.2), (7.4) are satisfied
by our choice of the parameters.
We first check the triple (ℓ, µ1, λ1). By (10.2)
ℓ−1 = Lv
Λ
δ¯
≥ Λ
ηδ
if we take Lv ≥ 1η .
Since δ¯ ≤ δ 32 ,
µ1 ≥ Λ
δ
and
λ1 ≥ L1+εv Λ1+ε
(√δ
δ¯
)2+ε ≥ (LvΛ
δ¯
)1+ε ≥ ℓ−(1+ε).
It’s obvious that
λ1 ≥ µ1+ε1 .
Thus, (4.2) is satisfied.
Next, for i = 2, 3, it’s obvious that
µi
µi−1
=
λi−1
λi−2
> 1.
A straightforward computation yield
λi ≥
√
δ
δ¯
(δ
δ¯
)1+ε
λ1+εi−1 ≥ λi−1 ≥ ℓ−(1+ε).
It’s obvious that
λi ≥ µ1+εi .
Thus, the relationship (7.4) is satisfied.
Step 3. C0 estimates In the following, ε ia a parameter that is small, but fixed, and our constants
will be allowed to depend on ε. Thus, (10.1) implies
‖R03‖0 ≤ C0(ε)δ¯L−1v , ‖f03‖0 ≤ C0(ε)δ¯L−1v ,
‖v03 − v0‖0 ≤ M
√
δ
2
+ C0δ¯L
−1
v , ‖θ03 − θ0‖0 ≤
M
√
δ
2
+ C0δ¯L
−1
v , ‖p03 − p0‖0 ≤Mδ.
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Choosing Lv sufficiently large which depending on ‖v‖0 linearly, we can achieve the desired inequal-
ities (2.4)-(2.8).
Step 4. C1 estimates. By the specified choices of parameters we have
‖R03‖C1 ≤ λ3δ¯, ‖f03‖C1 ≤ λ3δ¯, ‖v03 − v0‖C1t,x ≤ C0λ3
√
δ, ‖θ03 − θ0‖C1t,x ≤ C0λ3
√
δ.
Notice that for i = 2, 3, there holds
λi = L
2+ε
v
√
δ
δ¯
(δ
δ¯
)1+ε
λ1+εi−1 =
1√
δ
(Lvδ
δ¯
)2+ε
λ1+εi−1 .
Thus, we conclude
max{1, ‖R03‖C1 , ‖f03‖C1 , ‖v03‖C1 , ‖θ03‖C1} ≤ Λ+ C0(ε)
√
δλ3
≤C0(ε)L(1+ε)2(2+ε)+(2+ε)2v (
√
δ)ε
2+3ε+3
(√δ
δ¯
)(1+ε)2(2+ε)+(2+ε)2
Λ(1+ε)
3
.
Setting A = C0(ε)L
(1+ε)2(2+ε)+(2+ε)2
v , we conclude estimate (2.9).
More precisely, we have
‖θ03‖C1t,x ≤ Λ+ C0(ε)
√
δλ2 ≤ C0(ε)L4+4ε+ε2v (
√
δ)2+ε
(√δ
δ¯
)4+4ε+ε2
Λ(1+ε)
2
≤ Aδ 2+ε2
(√δ
δ¯
)4+4ε+ε2
Λ(1+ε)
2
,
this is the second estimate in (2.10).
Finally, we set
V˜ := v03, p˜ := p03, θ˜ := θ03, R˜ := R03, f˜ := f03,
then V˜ , p˜, θ˜, R˜, f˜ are what we need in our Proposition (2.1). 
11. Proof of theorem 1.1
We first construct a non-trival solution v0, p0, θ0, R0, f0 with compact support both in space and
time for system (2.1).
11.1. Construction of compactly supported solution (v0, p0, θ0, R0, f0) for system (2.1).
We first set k1 := (1, 0)
T and let
0 ≤ ϕ(t, x) ∈ C∞c (Qr;R), ϕ(t, x) = 10M in Q r2 ,
where r,M is the constant appeared in Proposition (2.1). Then set
p¯(t, x) := −2ϕ2(t, x), a1l(t, x) := ϕ(t, x)αl(µ1t, µ1x), R¯(t, x) :=
( −2ϕ2(t, x) 0
0 −2ϕ2(t, x)
)
.
Here αl is the partition of unity in section 4. Obviously, ∇p¯ = divR¯.
We first set
v01ol(t, x) :=− a1l(t, x)k1
(
ieiλ12
|l|k⊥1 ·x − ie−iλ12|l|k⊥1 ·x
)
,
v01cl(t, x) :=∇⊥(∇a1l(t, x) · k⊥1 )
( ieiλ12|l|k⊥1 ·x − ie−iλ12|l|k⊥1 ·x
λ212
2|l|
)
−∇⊥a1l(t, x)
(eiλ12|l|k⊥1 ·x + e−iλ12|l|k⊥1 ·x
λ12|l|
)
−∇a1l(t, x) · k⊥1
(k1eiλ12|l|k⊥1 ·x + k1e−iλ12|l|k⊥1 ·x
λ12|l|
)
, (11.1)
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where |l| is the length of l, µ1 ≪ λ1 are two positive numbers which will be chosen quite large,
depending on appropriate norms of ϕ.
Then set
v01l := v01ol + v01cl, v01o :=
∑
l∈Z3
v01ol, v01c :=
∑
l∈Z3
v01cl, v01 :=
∑
l∈Z3
v01l.
Thus, a straightforward computation gives
v01(t, x) :=
∑
l∈Z3
∇⊥div
(
a1l(t, x)
( ik⊥1 eiλ12|l|k⊥1 ·x − ik⊥1 e−iλ12|l|k⊥1 ·x
λ212
2|l|
))
.
Let b(t, x) ∈ C∞c (Qr;R) and set
θ01o(t, x) :=− b(t, x)(eiλ1k⊥1 ·x + e−iλ1k⊥1 ·x),
θ01c(t, x) :=△b(t, x)e
iλ1k
⊥
1 ·x + e−iλ1k⊥1 ·x
λ21
+ 2∇b(t, x) · k⊥1
ieiλ1k
⊥
1 ·x − ie−iλ1k⊥1 ·x
λ1
.
Then denote θ01 by
θ01 :=θ01c + θ01o.
Thus
θ01(t, x) = △
(
b(t, x)
(eiλ1k⊥1 ·x + e−iλ1k⊥1 ·x
λ21
))
.
Finally, we set
p01 :=p¯, R01 := R¯+ 2
∑
l∈Z3
a21lk1 ⊗ k1 + δR01,
f01 :=v01oθ01c + v01cθ01o + v01cθ01c + G
(
∂tθ01 + div(v01oθ01o)
)
,
where
δR01 =v01o ⊗ v01c + v01c ⊗ v01o + v01c ⊗ v01c +R
(
∂tv01
+ div
(
−
∑
l∈Z3
a21lk1 ⊗ k1
(
e2iλ12
|l|k⊥1 ·x + e−iλ12
|l|k⊥1 ·x
)
+
∑
l,l′∈Z3,l 6=l′
v01ol ⊗ v01ol′
)
− θ01e2
)
.
Obviously, divv01 = 0 and ∂tv01, θ01e2 ∈ Ξ, ∂tθ01+div(v01oθ01o) ∈ Ψ, thus R01, f01 is well-defined.
By Proposition 3.1 and Proposition 3.2, we know that (v01, p01, θ01, R01, f01) ∈ C∞c (Qr) solves
Boussinesq-stress system (2.1). In fact, by Proposition 3.1, we have
divR01 = ∂tv01 + div(v01 ⊗ v01) +∇p01 − θ01e2,
where we use the identity
div
{
−
∑
l∈Z3
a21lk1 ⊗ k1
(
e2iλ12
|l|k⊥1 ·x + e−iλ12
|l|k⊥1 ·x
)
+ 2
∑
l∈Z3
a21lk1 ⊗ k1 +
∑
l,l′∈Z3,l 6=l′
v01ol ⊗ v01ol′
}
=div(v01o ⊗ v01o), divR¯ = ∇p01.
Using Proposition 3.2, we have
divf01 = ∂tθ01 + div(v01θ01).
Thus, (v01, p01, θ01, R01, f01) solves Boussinesq-stress system (2.1). Furthermore, we have
R¯+ 2
∑
l∈Z3
a21lk1 ⊗ k1 =
( −2ϕ2 0
0 −2ϕ2
)
+
(
2ϕ2 0
0 0
)
=
(
0 0
0 −2ϕ2
)
,
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therefore
R01 =
(
0 0
0 −2ϕ2
)
+ δR01. (11.2)
We claim δR01, g01 can be arbitrarily small by choosing appropriate µ1 and λ1. In fact,
‖v01c‖0 ≤ C1µ1
λ1
, ‖θ01c‖0 ≤ C1µ1
λ1
, ‖v01o‖0 ≤ C1, ‖θ01o‖0 ≤ C1.
Here and sebsequent, C1 is an absolute constant which depends on functions b, ϕ. Therefore
‖v01o ⊗ v01c + v01c ⊗ v01o + v01c ⊗ v01c‖0 ≤ C1µ1
λ1
, ‖v01oθ01c + v01cθ01o + v01cθ01c‖0 ≤ C1µ1
λ1
.
(11.3)
Moreover, by Proposition 3.1 and the same argument as Lemma 6.4, we have∥∥∥R(∂tv01 + div(− ∑
l∈Z3
a21lk1 ⊗ k1
(
e2iλ12
|l|k⊥1 ·x + e−iλ12
|l|k⊥1 ·x
)
+
∑
l,l′∈Z3,l 6=l′
v01ol ⊗ v01ol′
)
− θ01e2
)∥∥∥
0
≤C1µ1
λ1
. (11.4)
Similarly, by Proposition 3.2, we obtain∥∥∥G(∂tθ01 + div(v01oθ01o))∥∥∥
0
≤ C1µ1
λ1
. (11.5)
Thus, combining (11.3), (11.4) and (11.5), we arrive at
‖f01‖0 ≤ C1µ1
λ1
, ‖δR01‖0 ≤ C1µ1
λ1
.
Hence δR01, g01 can be arbitrarily small by choosing appropriate µ1, λ1.
Take k2 := (0, 1)
T , a2l(t, x) := ϕ(t, x)αl(µ2t, µ2x) and set
w2ol(t, x) :=− a2l(t, x)k2
(
ie
iλ22|l|k⊥2 ·
(
x−v01( lµ2 )t
)
− ie−iλ22|l|k⊥1 ·
(
x−v01( lµ2 )t
))
,
w2cl(t, x) :=∇⊥(∇a2l(t, x) · k⊥2 )
( ieiλ22|l|k⊥2 ·(x−v01( lµ2 )t) − ie−iλ22|l|k⊥2 ·(x−v01( lµ2 )t)
λ222
2|l|
)
−∇⊥a2l(t, x)
(eiλ22|l|k⊥2 ·(x−v01( lµ2 )t) + e−iλ22|l|k⊥2 ·x
λ22|l|
)
−∇a2l(t, x) · k⊥2
(k2eiλ22|l|k⊥2 ·
(
x−v01( lµ2 )t
)
+ k2e
−iλ22|l|k⊥2 ·
(
x−v01( lµ2 )t
)
λ22|l|
)
,
w2l :=w2ol + w2cl, w2o :=
∑
l∈Z3
w2ol, w2c :=
∑
l∈Z3
w2cl, w2 := w2o + w2c, (11.6)
where µ2 ≪ λ2 are two positive numbers which will be chosen quite large, depending on appropriate
norms of v01, θ01. Then, a straightforward computation gives
w2 :=
∑
l∈Z3
∇⊥div
(
a2l
( ik⊥2 eiλ22|l|k⊥2 ·
(
x−v01( lµ2 )t
)
− ik⊥2 e−iλ22
|l|k⊥2 ·
(
x−v01( lµ2 )t
)
λ222
2|l|
))
.
Finally, we set
v02 := v01 + w2, θ02 := θ01, p02 := p01.
R02 := R01 + 2
∑
l∈Z3
a22lk2 ⊗ k2 + δR02, f02 := f01 + δf02,
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where
δR02 =w2o ⊗ w2c +w2c ⊗ w2o +w2c ⊗ w2c + w2c ⊗ v01 + v01 ⊗ w2c +R
(
∂tw2 + div
(
w2o ⊗ v01
( l
µ2
)
+ v01
( l
µ2
)
⊗ w2o
))
+ div
(
−
∑
l∈Z3
a22lk2 ⊗ k2
(
e2iλ22
|l|k⊥2 ·x + e−iλ22
|l|k⊥2 ·x
)
+
∑
l,l′∈Z3,l 6=l′
w2ol ⊗ w2ol′
)
+ w2o ⊗
(
v01 − v01
( l
µ2
))
+
(
v01 − v01
( l
µ2
))
⊗ w2o,
δf02 =G(w2 · ∇θ01). (11.7)
Obviously, divv02 = 0 and ∂tw2 ∈ Ξ, thus by Proposition 3.1 and Proposition 3.2, R02, f02 are
well-defined and (v02, p02, θ02, R02, f02) ∈ C∞c (Qr) solves Boussinesq-stress system (2.1). In fact,
divR02 =divR01 + div(w2o ⊗ w2o + w2o ⊗ w2c + w2c ⊗ w2o +w2c ⊗ w2c + w2o ⊗ v01
+ v01 ⊗ w2o + w2c ⊗ v01 + v01 ⊗ w2c) + ∂tw2
=∂tv02 + div(v02 ⊗ v02) +∇p02 − θ02e2,
where we use
div
{
−
∑
l∈Z3
a22lk2 ⊗ k2
(
e2iλ22
|l|k⊥2 ·x + e−iλ22
|l|k⊥2 ·x
)
+ 2
∑
l∈Z3
a22lk2 ⊗ k2 +
∑
l,l′∈Z3,l 6=l′
w2ol ⊗ w2ol′
}
=div(w2o ⊗ w2o).
And
divf02 = divf01 + div(w2θ01) = ∂tθ01 + div(v01θ01 + w2θ01) = ∂tθ02 + div(v02θ02).
We claim δR02, δg02 can be arbitrarily small by choosing appropriate µ2, and λ2. In fact,
‖w2c‖0 ≤ C2µ2
λ2
, ‖w2o‖0 ≤ C2.
Here and subsequent, C2 is an constant which depends on appropriate norms of v01, θ01. Therefore
‖w2o ⊗ w2c + w2c ⊗ w2o + w2c ⊗ w2c + w2c ⊗ v01 + v01 ⊗ w2c‖0 ≤ C2µ2
λ2
. (11.8)
By the same argument as lemma 6.4, Lemma 6.5, we obtain∥∥∥R{div(− ∑
l∈Z3
a22lk2 ⊗ k2
(
e2iλ22
|l|k⊥2 ·x + e−iλ22
|l|k⊥2 ·x
)
+
∑
l,l′∈Z3,l 6=l′
w2ol ⊗ w2ol′
)}∥∥∥
0
≤ C2µ2
λ2
,
∥∥∥R(∂tw2o + v01( l
µ1
)
· ∇w2o
)∥∥∥
0
≤ C2µ2
λ2
, ‖R(∂tw2c)‖0 ≤ C2µ2
λ2
.
Moreover, a2l(t, x) 6= 0 implies |(µ2t, µ2x)− l| ≤ 1, therefore∥∥∥w2o ⊗ (v01 − v01( l
µ2
))
+
(
v01 − v01
( l
µ2
))
⊗ w2o
∥∥∥
0
≤ C2
µ2
.
Collecting the above estimates, we arrive at
‖δR02‖0 ≤ C2
µ2
+ C2
µ2
λ2
. (11.9)
By Proposition 3.2 and (11.7), we have
‖δf02‖0 ≤ C2
λ2
. (11.10)
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Moreover, it’s obvious that
2
∑
l∈Z3
a22l(t, x)k2 ⊗ k2 =
(
0 0
0 2ϕ2(t, x)
)
.
Thus, by (11.2),
R01 + 2
∑
l∈Z3
a22lk2 ⊗ k2 = δR01.
Finally, we have
R02 = δR01 + δR02, f02 = f01 + δf02
and
‖R02‖0 ≤ C2
µ2
+ C2
µ2
λ2
+ C1
µ1
λ1
, ‖f02‖0 ≤ C1µ1
λ1
+
C2
λ2
.
Next, we claim ‖v02‖0 ≥ 10M . In fact,
v02 = v01 + w2 = v01o + w2o + v01c + w2c.
By (11.1) and (11.6)
v01o = 2
∑
l∈Z3
a1l
(
sin(λ12
|l|x2), 0
)T
, w2o = −2
∑
l∈Z3
a2l
(
0, sin
(
λ22
|l|(x1 − v101
( l
µ2
)
t
))T
,
where v101 is the first component of v01. If we set (t, x1, x2) := (0,
π
2λ2
, 0) and take 1 ≪ µ2 ≪ λ2,
then
v01o(t, x1, x2) =0,
w2o(t, x1, x2) =− 2
∑
l∈Z3
ϕ
(
0,
π
2λ2
, 0
)
αl
(
0,
µ2π
2λ2
, 0
)(
0, sin
(2|l|π
2
))T
= (0,−20M)T .
Moreover, we can take 1≪ µ1 ≪ λ1 ≪ µ2 ≪ λ2 such that
‖v01c‖0 + ‖w2c‖0 ≤M.
Therefore, we conclude that
‖v02‖0 ≥ 10M.
Finally, we set (v0, p0, θ0, R0, f0) := (v02, p02, θ02, R02, f02).
In conclusion, for any M > 0, r > 0, we can construct function (v0, p0, θ0, R0, f0) ∈ C∞c (Qr)
which solves Boussinesq-stress system (2.1) and satisfies the following estimates
‖R0‖0 ≤ C2
µ2
+ C2
µ2
λ2
+ C1
µ1
λ1
, ‖f0‖0 ≤ C1µ1
λ1
+
C2
λ2
, ‖v0‖0 ≥ 10M.
11.2. Proof of Theorem 1.1.
Proof. From subsection 11.1, we know that for any r > 0, there exists (v0, p0, θ0, R0, f0) ∈ C∞c (Qr)
which solves Boussinesq-stress system (2.1) and satisfies the following estimates:
‖R0‖0 ≤ C2
µ2
+ C2
µ2
λ2
+ C1
µ1
λ1
, ‖f0‖0 ≤ C1µ1
λ1
+
C2
λ2
, ‖v0‖0 ≥ 10M.
Take a, b ≥ 32 such that 1a ≤ min{ r2 , ε
2
16M2
} and set δn := a−bn : n = 0, 1, 2, · · · , and we have
δn+1 = a
−bn+1 = (a−b
n
)b = (δn)b ≤ 1
2
(δn)
3
2 ,
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where we used b ≥ 32 and δn ≪ 1. Then taking µ1, µ2, λ1, λ2 with 1 ≪ µ1 ≪ λ1 ≪ µ2 ≪ λ2 such
that
‖R0‖0 ≤ ηδ0, ‖f0‖0 ≤ ηδ0.
Applying Proposition 2.1 iteratively, we can construct
(vn, pn, θn, Rn, fn) ∈ C∞c (Qr+∑ni=0 δi), n = 1, 2, · · ·
such that they solve system 2.1 and satisfy the following estimates
‖Rn‖0 ≤ηδn, (11.11)
‖fn‖0 ≤ηδn, (11.12)
‖vn+1 − vn‖0 ≤M
√
δn, (11.13)
‖θn+1 − θn‖0 ≤M
√
δn, (11.14)
‖pn+1 − pn‖0 ≤Mδn, (11.15)
Λn+1 := max{1, ‖Rn+1‖C1t,x ,‖fn+1‖C1t,x , ‖vn+1‖C1t,x , ‖θn+1‖C1t,x}
≤ A(
√
δn)
ε2+3ε+3
(√δn
δn+1
)(1+ε)2(2+ε)+(2+ε)2
Λ(1+ε)
3
n . (11.16)
In particular,
‖pn‖C1t,x ≤ C0, ‖θn+1‖C1t,x ≤ A(
√
δn)
2+ε
(√δn
δn+1
)4+4ε+ε2
Λ(1+ε)
2
n . (11.17)
where A depends on r + δn, ε, ‖vn‖ linearly and ε. It is obvious that
∑∞
i=0 δi < r. Thus, by
(11.10)-(11.15), we know that (vn, pn, θn, Rn, fn) are Cauchy sequence in Cc(Q2r), therefore
there exists
(v, p, θ) ∈ Cc(Q2r)
such that
vn → v, pn → p, θn → θ, Rn → 0, fn → 0
in Cc(Q2r) and in particular,
‖vn‖0 ≤ ‖v0‖+M
∞∑
j=0
a−
1
2
bj ≤ ‖v0‖+M
∞∑
j=0
a−
1
2
( 3
2
)j .
Thus, ‖vn‖0 and r+ δn are both bounded uniformly, hence we can assume that the constant A only
depend on ε. Passing into the limit in (2.1), we conclude that (v, p, θ) solve (1.1) in the sense of
distribution. Moreover, since ‖v0‖0 ≥ 10M , thus
‖vn‖0 ≥ ‖v0‖ −M
∞∑
j=0
a−
1
2
bj ≥ 10M −M
∞∑
j=0
a−
1
2
( 3
2
)j ≥M,
hence the solution is non-trivial.
Next, we prove that the solution v, p, θ is Ho¨lder continuous. We claim that for a suitable choice
of a, b, there exist a constant c > 1 such that
Λn ≤ acbn .
We prove this claim by induction.
Indeed, for n = 0, it’s obvious. Assuming that we have proved Λn ≤ acbn , then
Λn+1 ≤A(
√
δn)
ε2+3ε+3
(√δn
δn+1
)(1+ε)2(2+ε)+(2+ε)2
Λ(1+ε)
3
n
≤Aa− ε2 bnacbn+1a
(
(b− 1
2
)d− ε2+3ε+3
2
+ ε
2
+c(1+ε)3−cb
)
bn ,
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where d = (1 + ε)2(2 + ε) + (2 + ε)2.
Take b = 32 and c =
2d−(ε2+2ε+3)
3−2(1+ε)3 , we arrive at
Λn+1 ≤ Aa−
ε
2 acb
n+1
.
Then choosing a ≥ A 2ε , we have Λn+1 ≤ acbn+1 . Finally, we take
a := max
{
A
2
ε , Λ0,
3
2
,
1
min{ r2 , ε
2
16M2
}
}
,
then a satisfies all the needed conditions.
Now we consider the approximate sequence vn, pn, θn. By (11.13), we have
‖vn+1 − vn‖0 ≤Ma− 12 bn .
Moreover, we have
‖vn+1 − vn‖C1t,x ≤ Λn + Λn+1 ≤ 2a
cbn+1 .
Therefore, for any α ∈ (0, 1)
‖vn+1 − vn‖Cαt,x ≤ 2Ma
(
αcb− (1−α)
2
)
bn .
If α < 11+2bc , then αcb − (1−α)2 < 0, thus vn are Cauchy sequence in Cαt,x. Take the value
of b, c, we kwon that v ∈ Cαt,x for any α < 3−2(1+ε)
3
3−2(1+ε)3+6d−3(ε2+2ε+3) . When ε → 0, we have
3−2(1+ε)3
3−2(1+ε)3+6d−3(ε2+2ε+3) → 128 . By (11.15) and (11.17), we know that p ∈ Cβt,x for any β ∈ (0, 1).
By (11.14) and (11.17), we have
‖θn+1 − θn‖0 ≤Ma−
1
2
bn
and
‖θn+1 − θn‖C1t,x ≤ 2a
(3+4ε+ε2+c(1+ε)2)bn .
By interpolation, for any γ ∈ (0, 1), we have
‖θn+1 − θn‖Cγt,x ≤ 2Ma
(
γ(3+4ε+ε2+c(1+ε)2)− 1−γ
2
)
bn .
Take γ < 1
1+2(3+4ε+ε2+c(1+ε)2)
, then θn converge in C
γ , which implies that θ ∈ Cγt,x for any γ <
1
1+2(3+4ε+ε2+c(1+ε)2) . When ε→ 0, we have 11+2(3+4ε+ε2+c(1+ε)2) → 125 .
Thus, we complete our proof of Theorem 1.1. 
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