Abstract. In this paper we explore the combination of text-mining, un-supervised and supervised learning to extract predictive models from a corpus of digitised historical floras. These documents deal with the nomenclature, geographical distribution, ecology and comparative morphology of the species of a region. Here we exploit the fact that portions of text in the floras are marked up as different types of trait and habitat. We infer models from these different texts that can predict different habitat-types based upon the traits of plant species. We also integrate plant taxonomy data in order to assist in the validation of our models. We have shown that by clustering text describing the habitat of different floras we can identify a number of important and distinct habitats that are associated with particular families of species along with statistical significance scores. We have also shown that by using these discovered habitat-types as labels for supervised learning we can predict them based upon a subset of traits, identified using wrapper feature selection.
Introduction
In the last two decades, there has been a surge in data related to biodiversity of plants through, for example, on-line publications, DNA-sequences, images and metadata of specimens. Much of the new data is characterised by its semistructured, temporal, spatial and 'noisy' nature arising from disparate sources. Here, we focus on the use of textual data in floras. These are the traditional taxonomic research outputs from organisations such as the Royal Botanical Gardens at Kew, London, and deal with the nomenclature, geographical distribution, ecology and comparative morphology of the species of a region, explicitly linked to defined taxonomic concepts. We exploit the use of data mining (and in particular text mining) in combination with machine learning classifiers in order to build predictive models of habitat based upon plant traits.
Text mining has grown in popularity with the digitisation of historical texts and publication [12] . In particular, the use of text mining for bioinformatics data has led to a number of different approaches. For example, medline abstracts have been mined for association between genes, proteins and disease outcome [11] . These can vary from simple statistical approaches to more complex concept profiles as developed in [8] where a measure of association between a pair of genes is calculated based not only on the co-occurrence of entities in the same document, but also on indirect relations, where genes are linked via a number of documents. An association matrix for gene-pairs can be generated, where each entry represents the strength of the relationship between genes, based on a database of scientific literature. Business Intelligence is another area where text mining has proved popular in relation to tweet messages and sentiment analysis [5] . In ecology, the use of text mining is a little less explored though there is a growing interest in the use of these approaches to extract knowledge [14] .
There is a growing effort to taking a predictive approach to ecology [3] with the availability of larger and more diverse datasets. If we can build models that can predict biodiversity or species distribution, for example, then we will have greater confidence that the models capture important underlying characteristics. A related discipline, 'systems ecology', encourages a focus on holistic models of ecosystems [10] . This follows the success of similar approaches in molecular biological applications Many novel techniques developed from bioinformatics can be translated to the ecological domain [15] . Indeed, here we make use of a statistic that was previously developed for validating clusters in microarray data.
In this paper, we explore the use of text-mining where we exploit the fact that the flora that we analyse are marked-up to distinguish between descriptions of different plant traits and habitats. We cluster habitat texts and use a statistic (originally designed to validate clusters of genes from microarray experiments) to validate the discovered habitat-types against the plant taxonomy. We then exploit the trait texts to build probabilistic classifiers [6] for predicting the habitat clusters. The motivation for this research is to permit exploration of taxonomic and functional trait diversity. This will lead to better plant functional type classifications for input to vegetation models under differing climate change scenarios. From this, we can gain a better understanding of plant species distribution, vital for effective species and habitat conservation. In the next section we describe the general pipeline that we have developed to build these predictive models from the marked up text and plant taxonomy. We also describe the probabilistic models and statistics that we use to assess our results. In the results section we document the results from the different stages of the pipeline with insights from plant ecology before concluding.
Methods

Data
The Flora of Tropical East Africa (FTEA) is one of the largest regional tropical Floras ever completed, covering 12,500 wild plant species from Uganda, Kenya and Tanzania. Together with Flora Zambesiaca and Floras Somalia, these floras cover equatorial, tropical and subtropical biomes of [16] and major phytochoria of [17] . Virtually all the main vegetation types are represented. These floras have been digitised to create the EFLORAS database -a unique data source
