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บทคัดย่อ
วัตถุประสงค์ของงานวิจัยนี้ เพื่อเปรียบเทียบประสิทธิภาพของการประมาณช่วงความเชื่อมั่น 
ของพารามิเตอร์ (λ) ของการแจกแจงแกมมา ด้วยวิธีภาวะน่าจะเป็นสูงสุด วิธีของเบส์ และวิธีมาร์คอฟ เชน 
มอนติคาร์โล โดยพิจารณาจากค่าสัมประสิทธิ์ความเชื่อมั่นและค่าความกว้างเฉลี่ยของช่วงความเชื่อมั่น 
กล่าวคือ ถ้าวิธีการประมาณใดมีค่าสัมประสิทธ์ิความเชื่อมั่นอยู่ในช่วงท่ีก�าหนด และมีค่าความกว้างเฉลี่ย 
ของช่วงความเชื่อมั่นน้อยที่สุด จะถือว่า วิธีการประมาณนั้นให้ช่วงความเชื่อมั่นที่เหมาะสมที่สุด 
ในสถานการณ์นั้น โดยท�าการจ�าลองข้อมูลที่มีการแจกแจงแกมมา ซึ่งก�าหนดค่าพารามิเตอร์รูปร่าง (α) 
เท่ากับ 2, 3, 4, 5, 6, 7 และ 8 ก�าหนดค่าพารามิเตอร์สเกล (λ) เท่ากับ 2 ก�าหนดขนาดตัวอย่าง
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บทคดัย่อ 
 วตัถุประสงคข์องงานวจิยันี้ เพื่อเปรยีบเทยีบประสทิธภิาพของการประมาณช่วงความเชื่อมัน่ของพารามเิตอร ์
( ) ของการแจกแจงแกมมา ดว้ยวธิภีาวะน่าจะเป็นสงูสดุ วธิขีองเบส ์และวธิมีารค์อฟ เชน มอนตคิารโ์ล โดยพจิารณา
จากค่าสมัประสทิธิค์วามเชื่อมัน่และค่าความกว้างเฉลี่ยของช่วงความเชื่อมัน่ กล่าวคือ ถ้าวิธีการประมาณใดมีค่า
สมัประสทิธิค์วามเชื่อมัน่อยู่ในช่วงทีก่ าหนด และมคี่าความกวา้งเฉลีย่ของช่วงความเชื่อมัน่น้อยทีสุ่ด จะถอืว่า วธิกีาร
ประมาณนัน้ให้ช่วงความเชื่อมัน่ที่เห าะสมที่สุดในสถานการณ์นัน้ โดยท าการจ าลองขอ้มูลที่มกีารแจกแจงแกมมา  
ซึง่ก าหนดค่าพารามเิตอรร์ูปร่าง ( ) เท่ากบั 2, 3, 4, 5, 6, 7 และ 8 ก าหนดค่าพารามเิตอรส์เกล (  ) เท่ากบั 2 
ก าหนดขนาดตวัอย่างเท่ากบั 30, 50 และ 70 และก าห ดระดบัความเชื่อมัน่ เท่ากบั 95% และ 99% ผลการวจิยัพบว่า 
วิธีของเบส์เป็นวิธีที่มีประสทิธิภาพดีที่สุดในเกือบทุ กรณี  ยกเว้นกร ีที่ 50n  เมื่อ 5  ส าหรบัวิธีมาร์คอฟ  
เชน มอนติคาร์โล มีประสทิธิภาพในการประมาณช่วงความเชื่อมัน่ดีในบางกรณี คือกรณีที่ 50n  เมื่อ 5   
และ 70n  เมื่อ 8   ทีร่ะดบัความเชื่อมัน่ 99% และวธิภีาวะน่าจะเป็นสงูสุด เป็นวธิทีีม่ปีระสทิธภิาพต ่าทีสุ่ดใน
การประมาณช่วงความเชื่อมัน่ 
 
ค าส าคญั: การแจกแจงแกมมา  ภาวะน่าจะเป็นสงูสดุ  เบส ์ มารค์อฟ เชน มอนตคิารโ์ล 
 
Abstract 
 The objective of this research was to estimate the confidence interval of parameter ( ) on gamma 
distribution by using Maximum Likelihood (ML), Bayes’, and Markov Chain Monte Carlo (MCMC) methods. 
The efficient performance of these methods was considered by Confidence Coefficients (CC) and Average 
Width (AW). Therefore, the best estimation was the estimation, which having CC within the range of the fixed 
confidence interval, and having the lowest AW in each situation. The data was simulated from gamma 
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บทคดัย่อ 
 วตัถุประสงคข์องงานวจิยันี้ เพื่อเปรยีบเทยีบประสทิธภิาพของการประมาณช่วงความเชื่อมัน่ของพารามเิตอร ์
( ) ของการแจกแจงแก มา ดว้ยวธิภีาวะน่าจะเป็นสงูสดุ วธิขีองเบส ์และวธิมีารค์อฟ เชน มอนตคิารโ์ล โดยพจิารณา
จากค่าสมัประสทิธิค์วามเชื่อมัน่และค่าความกว้างเฉลี่ยของช่วงความเชื่อมัน่ กล่าวคือ ถ้าวิธีการประมาณใดมีค่า
สมัประสทิธิค์วามเชื่อมัน่อยู่ในช่วงทีก่ าหนด และมคี่าความกวา้งเฉลีย่ของช่วงความเชื่อมั ่ น้อยทีสุ่ด จะถอืว่า วธิกีาร
ประมาณ ั ้ ให้ช่วงความเชื่อมัน่ที่เหมาะสมที่สุดในสถานการณ์ ัน้ โ ยท าการจ าลองขอ้มูลที่มกีารแจกแจงแก มา  
ซึง่ก าหนดค่าพารามเิตอรร์ูปร่าง ( ) เท่ากบั 2, 3, 4, 5, 6, 7 และ 8 ก าหนดค่าพารามเิตอรส์เกล (  ) เท่ากบั 2 
 าหนดขนาดตวัอย่างเท่ากบั 30, 50 และ 70 และก าหนดระดบัความเชื่อมัน่ เท่ากบั 95% และ 99% ผลการวจิยัพบว่า 
วิธีของเบส์เป็นวิธีที่มีประสทิธิภาพดีที่สุดในเกือบทุ กรณี  ยกเว้นกรณีที่ 50n  เ ื่อ 5  ส าหรบัวิธีมาร์คอฟ  
เชน มอนติคาร์โล มีประสทิธิภาพในการประมาณช่วงความเชื่อมัน่ดีในบางกรณี คือกรณีที่ 50n  เมื่อ 5   
และ 70n  เมื่อ 8   ทีร่ะดบัความเชื่อมัน่ 99% และวธิภีาวะน่าจะเป็นสงูสุด เป็นวธิทีีม่ปีระสทิธภิาพต ่าทีสุ่ดใน
การประมาณช่วงความเชื่อมัน่ 
 
ค าส าคญั: การแจกแจงแก มา  ภาวะน่าจะเป็นสงูสดุ  เบส ์ มารค์อฟ เชน มอนตคิารโ์ล 
 
Abstract 
 The objective of this research was to estimate the confidence interval of p ram ter ( ) on ga ma 
distribution by using Maximum Likelihood (ML), Bayes’, and Markov Chain Monte Carlo (MCMC) methods. 
Th  efficient performance of these methods was consid red by Confidence Coefficients ( C) and Average 
Width (AW). Th refore, the best estimation was th  estimation, whic  having C within the range of the fixed 
confidence interval, and having the lowest AW in each situation. The d ta was simulated from ga ma 
distribution by setting the shape p ram ter ( ) as 2, 3, 4, 5, 6, 7, and 8, the scale p ram ter or called true 
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บทคดัย่อ 
 วตัถุประสงคข์องงานวจิยันี้ เพื่อเปรยีบเทยีบประสทิธภิาพของการประมาณช่วงความเชื่อมัน่ของพารามเิตอร ์
( ) ของการแจกแจงแกมมา ดว้ยวธิภีาวะน่าจะเป็นสงูสดุ วธิขีองเบ  ์และวธิมีาร์ อฟ เชน อนตคิารโ์ล โดยพจิารณา
จากค่าสมัประสทิธิค์วามเชื่อมัน่และค่าความกว้างเฉลี่ยของช่วงความเชื่อมั ่  กล่าว ือ ถ้าวิธีการประมาณใดมีค่า
สมัประสทิธิค์วามเชื่อมัน่อยู่ในช่วงทีก่ าหนด และมคี่าความกวา้งเฉลีย่ของช่วงคว มเชื่อ ัน่น้อยทีสุ่ด จะถอืว่  วธิกีาร
ประมาณนัน้ให้ช่วงความเชื่อมัน่ที่เหมาะสมที่สุดในสถานการณ์นัน้ โดยท าก รจ าลองขอ้มูลที่มกีารแจกแจงแกม า 
ซึง่ก าหนดค่าพารามเิตอรร์ูปร่าง ( ) เท่ากบั 2, 3, 4, 5, 6, 7 และ 8 ก าหนดค่าพารา เิตอรส์เกล (  ) เท่า บั 2 
ก าหนดขนาดตวัอย่างเท่ากบั 30, 50 และ 70 และก าหนดระดบัความเชื่อ ัน่ เท่ากบั 95% และ 99% ผลการวจิยัพบว่า 
วิธีของเบส์เป็นวิธีที่มีประสทิธิภาพดีที่สุดในเกือบทุกกรณี  ยกเว้น ี ี่ 50n  เมื่อ 5  ส าหรบั ิธี าร์คอฟ  
เชน มอนติคาร์โล มีประสทิธิภาพในการประมาณช่วงความเชื่อมัน่ดีในบางกรณี คือกรณีที่ 50n  เมื่อ 5   
และ 70n  เมื่อ 8   ทีร่ะดบัความเชื่อมัน่ 99% และวธิภีาวะน่าจะเป็นสงูสุด เป็นวธิทีีม่ปีระสทิธภิาพต ่าทีสุ่ดใน
การประมาณช่วงความเชื่อมัน่ 
 
ค าส าคญั: การแจกแจงแกมมา  ภาวะน่าจะเป็นสงูสดุ  เบส ์ มารค์อฟ เชน มอนตคิารโ์ล 
 
Abstract 
 The objective of this research was to estimate the confidence nt rval  p r m ter ( ) on gamma
distribution by using Maximum Likelihood (ML), Bayes’, and Markov Chain Monte Carlo (MCMC) e hods. 
The efficient performance of these methods was considered by Confid nce Coefficie ts (CC) and Av rage 
Width (AW). Therefore, the best estimation was the estimation, which havi g CC within the r nge of the fixed 
confidence interval, and having the lowest AW in each situation. The data was simulated from gamma 
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ั ย่อ 
 วตัถุประสงคข์องงานวจิยันี้ เพื่อเปรยีบเทยีบประสทิธภิาพของก รประมา ช่วง เ ื่อมัน่ของพารา เิตอร ์
( ) ของการแจกแจงแกมมา ดว้ยวธิภีาวะน่าจะเป็นสงูสดุ วธิขีองเบส ์แล วธิมีาร์ อฟ เ น มอนตคิารโ์ล โดยพจิาร า
จากค่าสมัประสทิธิค์วามเชื่อมัน่และค่าความกว้างเฉลี่ยของช่วงควา เชื่อมัน่ กล่า ือ ถ้าวิธีการประมา ใดมีค่า
สมัประสทิธิค์วามเชื่อมัน่อยู่ในช่วงทีก่ าหนด และมคี่าความกวา้งเฉลีย่ของช่วงความเชื่อ ัน่น้อยทีสุ่ด จะถอืว่า วธิกีาร
ประมา นัน้ให้ช่วงความเชื่อมัน่ที่เหมาะสมที่สุดในสถานการ ์นัน้ โดยท าการจ าลองขอ้มูลที่มี ารแจก จงแกมมา  
ซึง่ก าหนดค่าพารามเิตอรร์ูปร่าง ( ) เท่ากบั 2, 3, 4, 5, 6, 7 และ 8 ก าหนดค่าพารามเิตอรส์เกล (  ) เท่า บั 2 
ก าหนดขนาดตวัอย่างเท่ากบั 30, 50 และ 70 และก าหนดระดบัความ ื่อ ัน่ เท่ากบั 95  และ 99  ผลการวจิยัพบว่า 
วิธีของเบส์เป็นวิธีที่มีประสทิธิภาพดีที่สุดในเกือบทุกกร ี  ยกเว้น ร ีที่ 50n  เ ื่  5 ส าหรบัวิธีมาร์คอฟ  
เชน มอนติคาร์โล มีประสทิธิภาพในการประมา ช่วงความเชื่อมัน่ดีในบ งกร ี คือกร ีที่ 50n  เมื่อ 5  
และ 70n  เมื่อ 8  ทีร่ะดบัความเชื่อมัน่ 99  และวธิภีาวะน่าจะเป็นสงูสุด เป็นวธิทีีม่ปีระสทิธภิาพต ่าทีสุ่ดใน
การประมา ช่วงความเชื่อมัน่ 
 
ค าส าคั : การแจกแจงแกมมา  ภาวะน่าจะเป็นสงูสดุ  เบส์  มารค์อฟ เชน มอนตคิารโ์ล 
 
bstract 
 The objective of this research was to esti ate the confidence i terval of para ter ( ) on ga a 
distribution by using axi u  Likelihood ( L), Bayes’, and arkov Chain onte Carlo ( C C) ethods. 
The e ficient perfor ance of these ethods was considered by Co fidenc  Coe ficients (CC) and Av rage 
idth (A ). Therefore, the best esti ation was the esti ation, which having CC within the r nge of the fixed 
confidence interval, and having the lowest A  in each situation. The data was si ulated fro  ga a 
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บทคดัย่อ 
 วตัถุประสงคข์องงานวจิยันี้ เพื่อเ รยีบเทยีบประสทิธภิาพของการประมาณช่วงความเชื่อมัน่ของพารามเิตอร ์
( ) ของการแจกแจงแกมมา ดว้ยวธิภีาวะน่าจะเป็นสงูสดุ วธิขีองเบส ์และวธิมีารค์อฟ เชน มอนตคิารโ์ล โดยพจิารณา
จาก ่าสมัประสทิธิค์วามเชื่อมัน่และค่าความกว้างเฉลี่ยของช่วงความเชื่อมัน่ กล่าวคือ ถ้าวิธีการประมาณใดมีค่า
สมัประสทิธิค์วา เชื่อมัน่อยู่ในช่วงทีก่ าหนด และมคี่าควา กวา้งเฉลีย่ของช่วงความเชื่อมัน่น้อยทีสุ่ด จะถอืว่า วธิกีาร
ประมาณนัน้ให้ช่วงความเชื่อมัน่ที่เหมาะสมที่สุดในสถานการณ์นัน้ โดยท าการจ าลองขอ้มูลที่มกีารแจกแจงแกมมา  
ซึง่ก าหนดค่าพ ามเิตอรร์ูปร่าง ( ) เท่ากบั 2, 3, 4, 5, 6, 7 และ 8 ก าหนดค่าพารามเิตอรส์เกล (  ) เท่ากบั 2 
ก าหนดขนาดตวัอย่างเท่ากบั 30, 50 และ 70 และ  าหนดระดบัความเชื่อมัน่ เท่ากบั 95% และ 99% ผลการวจิยัพบว่า 
วิธีของเบส์เป็นวิธี ี่มีประสทิธิภาพดีที่สุดในเกือบทุกกรณี  ยกเว้นกรณีที่ 50n  เมื่อ 5  ส าหรบัวิธีมาร์คอฟ  
เชน มอนติคาร์โล มีประสทิธิภาพในการประมา ช่วงความเชื่อมัน่ดีในบางกรณี คือกรณีที่ 50n  เมื่อ 5   
70n  เมื่อ 8   ทีร่ะดบัความเชื่อมัน่ 99% และวธิภีาวะน่าจะเป็นสงู ุ  เป็ วธิทีีม่ปีระสทิธภิาพต ่าทีสุ่ดใน
การประมาณช่วงความเชื่อมัน่ 
 
ค าส าคญั: การแจกแจงแกม า  ภาวะน่าจะเป็นสงูสดุ  เบส ์ มารค์อฟ เชน มอนตคิารโ์ล 
 
Abstract 
 The objective of this research was to estimate the confidence interval of parameter ( ) on gamma 
distribution by using Maximum Likelihood (ML), Bayes’, and Markov Chain Monte Carlo (MCMC) methods. 
The efficient performance of these methods was considered by Confidence Coefficients (CC) and Average 
Width (AW). Therefore, the best estimation was the estimation, which having CC within the range of the fixed 
confidence interval, and having the lowest AW in each situation. The data was simulated from gamma 
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บทคดัย่อ 
 วตัถุประสงคข์องงานวจิยันี้ เพื่อเปรยีบเทยีบประสทิธภิาพของการป ะ าณช่วงความเชื่อมัน่ของพารามเิตอร ์
( ) ของการแจกแจงแก มา ดว้ยวธิภีา น่ จะเป็นสงูสดุ วธิขีองเบส ์และวธิมี ค์อฟ เชน มอนตคิารโ์ล โดยพจิารณา
จากค่ สมัประสทิธิค์วามเชื่อมัน่และค่าควา กว้างเฉลี่ยของช่วงความเชื่อมัน่ กล่าวคือ ถ้าวิธีการประมาณใดมีค่า
สมัประสทิธิค์วามเชื่อมัน่อยู่ในช่วงทีก่ าหนด และ คี่าความกวา้งเฉลีย่ข งช่ งคว มเชื่อมั ่ น้อยทีสุ่ด จะถอืว่า วธิกีาร
นัน้ให้ช่วงควา เชื่อมั ่ ที่เ มาะสมที่สุดในสถานการณ์นัน้ โดยท าการจ าลองขอ้มูลที่มกีารแจกแจงแก มา  
ซึง่ก าหนดค่าพารามเิตอรร์ูปร่าง ( ) เท่า บั 2, 3, 4, 5, 6, 7 และ 8 ก าหนดค่าพารามเิตอรส์เกล (  ) เท่ากบั 2 
ก าหน ขนาดตวัอย่ งเท่ากั  30, 50 แ  70 และก าหนดร ดบัความเชื่อมัน่ เท่ากั  95% และ 99% ผลการวจิยัพบว่า 
วิธีของ บส์เป็นวิธีที่มีประสทิธิภาพดีที่สุดในเกือบทุ กรณี  ยกเว้นกรณีที่ 50n  เมื่อ 5  ส าหรบัวิธีมาร์คอฟ  
เช  อนติคาร์โล มีประสทิธิภาพใ การประมา ช่วงความเชื่อมัน่ดีในบางกรณี คือกรณีที่ 50n  เมื่อ 5   
และ 70n  ื่  8   ทีร่ะดบัความ ชื่อมัน่ 99% และวธิภีาวะน่าจะเป็นสงูสุด เป็นวธิทีีม่ปีระสทิธภิาพต ่าทีสุ่ดใน
การประมาณช่วงความเชื่อมัน่ 
 
ค าส าคญั: การแจกแจงแก า  ภาวะ ่าจะเป็ สงูสดุ  เบส ์ มารค์อฟ เชน มอนตคิารโ์ล 
 
Abstract 
 The bjective of this research was to estim te the confidence interval of parameter ( ) on gamma 
distributi n by using Maximum Likelihood (ML), Bay s’, and arkov C ain Monte Carlo (MCMC) methods. 
Th fficient performance of these methods was considered by Confid nce Coefficients (CC) and Average 
Width (AW). Therefore, the best estimation was the estimation, which aving CC within the range of the fixed 
confi nce int rval, and aving the lowest AW in each situation. The data was simulated from gamma 
distribution by setting the shape parameter ( ) as 2, 3, 4, 5, 6, 7, and 8, the scale parameter or called true 
ี่ ั เ ื่ ั่ 9 ิ ี ว  
น่าจะเป็ สูงสุด เป็นวิธีที่มีประสิทธิภาพต�่าที่สุดในการประ าณช่วงความเชื่อมั่น
ค�ำส�ำคัญ: การแจกแจงแกมมา  ภาวะน่ จะเป็นสูงสุด  เบส์  มาร์คอฟ เช  มอนติคาร์โล
Abstract
The objective of this research was to estimate the confidence interval of pa meter 
(λ) on gamma distribution by using Maximum Likelihood (ML), Bayes’, and Markov Chain 
Monte Carlo (MCMC) methods. The efficient performance of these methods was considered by 
Confidence Coefficients (CC) and Average Width (AW). Therefore, the best estimation was 
the estimation, which having CC within the range of the fixed confidence interval, and having 
the lowest AW in each situation. The data was simulated from gamma distribution by setting the 
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วารสารมหาวิทยาลัยศรีนครินทรวิโรฒ (สาขาวิทยาศาสตร์และเทคโนโลยี) ปีที่ 11 ฉบับที่ 21 มกราคม - มิถุนายน 2562
shape parameter (α) as 2, 3, 4, 5, 6, 7, and 8, the scale parameter or called true parameter 
(λ) as 2, sample sizes ( n ) as 30, 50, and 70, and the 95% and 99% confidence interval. 
The results revealed that Bayes’ method showed the best performance in most all cases, except 
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บทคดัย่อ 
 วตัถุประสงคข์องงานวจิยันี้ เพื่อเปรยีบเทยีบประสทิธภิาพของการประมาณช่วงความเชื่อมัน่ของพารามเิตอร ์
( ) ของการแจกแจงแกมมา ดว้ยวธิภีาวะน่าจะเป็นสงูสดุ วธิขีองเบส ์และวธิมีารค์อฟ เชน มอนตคิารโ์ล โดยพจิารณา
จากค่าสมัประสทิธิค์วามเชื่อมัน่และค่าความกว้างเฉลี่ยของช่วงความเชื่อมัน่ กล่ วคือ ถ้าวิธีการประมาณใดมีค่า
สมัประสทิธิค์วามเชื่อมัน่อยู่ในช่วงทีก่ าหนด และมคี่าความกวา้งเฉลีย่ของช่วงความเชื่อมัน่น้อยทีสุ่ด จะถอืว่า วธิกีาร
ประมาณนัน้ให้ช่วงความเชื่อมัน่ที่เหมาะสมที่สุดในสถานการณ์นัน้ โดยท าการจ าลองขอ้มูลที่มกีารแจกแจงแกมมา  
ซึง่ก าหนดค่าพารามเิตอรร์ูปร่าง ( ) เท่ากบั 2, 3, 4, 5, 6, 7 และ 8 ก าหนดค่าพารามเิตอรส์เกล (  ) เท่ากบั 2 
ก าหนดขนาดตวัอย่างเท่ากบั 30, 50 และ 70 และก าหนดระดบัความเชื่อมัน่ เท่ากบั 95% และ 99% ผลการวจิยัพบว่า 
วิธีของเบส์เป็นวิธีที่มีประสทิธิภาพดีที่สุดในเกือบทุกกรณี  ยกเว้นกรณีที่ 50n  เมื่อ 5  ส าหรบัวิธีมาร์คอฟ  
เชน มอนติคาร์โล มีประสทิธิภาพในการประมาณช่วงความเชื่อมัน่ดีในบางกรณี คือกรณีที่ 50n  เมื่อ 5   
และ 70n  เมื่อ 8   ทีร่ะดบัความเชื่อมัน่ 99% และวธิภีาวะน่าจะเป็นสงูสุด เป็นวธิทีีม่ปีระสทิธภิาพต ่าทีสุ่ดใน
การประมาณช่วงความเชื่อมัน่ 
 
ค าส าคญั: การแจกแจงแกมมา  ภาวะน่าจะเป็นสงูสดุ  เบส ์ มารค์อฟ เชน มอนตคิารโ์ล 
 
Abstract 
 The objective of this research was to estimate the confidence interval of parameter ( ) on gamma 
distribution by using Maximum Likelihood (ML), Bayes’, and Markov Chain Monte Carlo (MCMC) methods. 
The efficient performance of these methods was considered by Confidence Coefficients (CC) and Average 
Width (AW). Therefore, the best estimation was the estimation, which having CC within the range of the fixed 
confidence interval, and having the lowest AW in each situation. The data was simulated from gamma 
distribution by setting the shape parameter ( ) as 2, 3, 4, 5, 6, 7, and 8, the scale parameter or called true 
. MCMC method had the efficient performance to estimate the confidence 
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( ) ของการแจกแจงแกมมา ดว้ยวธิภีาวะน่าจะเป็นสงูสดุ วธิขีองเบส ์และ ธิมีารค์อฟ เชน มอนตคิาร์ ล โดยพจิารณา
จา ค่าสมัประสทิธิค์วา เชื่อมัน่และค่าความกว้างเฉลี่ยของช่วงความเชื่อมัน่ กล่าวคือ ถ้าวิธีการประมาณใดมีค่า
สมัประสทิธิค์วามเชื่อมั ่ อยู่ในช่วงทีก่ าหนด และมคี่าควา กวา้งเฉลีย่ของช่วงความเชื่อมัน่น้อยทีสุ่ด จะถอืว่า วธิกีาร
ประมาณนัน้ให้ช่วงความเชื่อมัน่ที่เหมาะสมที่สุดในสถานการณ์นัน้ โดยท าการจ าลองขอ้มูลที่มกีารแจกแจงแกมมา  
ซึง่ก าหนดค่าพารามเิตอรร์ูปร่าง ( ) เท่ากบั 2, 3, 4, 5, 6, 7 และ 8 ก าหนดค่าพารามเิตอรส์เกล (  ) เท่ากบั 2 
ก าหนดขนาดตวัอย่างเท่ากบั 30, 50 และ 70 และก าหนดระดบัความเชื่อมัน่ เท่ากบั 95% และ 99% ผลการวจิยัพบว่า 
วิธีของเบส์เป็นวิธีที่มีประสทิธิภาพดีที่สุดในเกือบทุก ร ี  ยกเว้นกรณีที่ 50n  เมื่อ 5  ส าหรบัวิธีมาร์คอฟ  
เชน อนติคาร์โล มีประสทิธิภาพในการประมาณช่วงความเชื่อมัน่ดีในบางกรณี คือกรณีที่ 50n  เมื่อ 5   
และ 70n  เมื่อ 8   ทีร่ะดบัความเชื่อมัน่ 99% และวธิภีาวะน่าจะเป็นสงูสุด เป็นวธิทีีม่ปีระสทิธภิาพต ่าทีสุ่ดใน
การประมาณช่วงความเชื่อมัน่ 
 
ค าส าคญั: การแจกแจงแกมมา  ภาวะน่าจะเป็นสงูสดุ  เบส ์ มารค์อฟ เชน มอนตคิารโ์ล 
 
Abstract 
 The objective of this research was to estimate the confidence interval of parameter ( ) on gamma 
distribution by using Maximum Likelihood (ML), Bayes’, and Markov Chain Monte Carlo (MCMC) methods. 
The efficient performance of these methods was considered by Confidence Coefficients (CC) and Average 
Width (AW). Therefore, the best estimation was the estimation, which having CC within the range of the fixed 
confidence interval, and having the lowest AW in each situation. The data was simulated from gamma 
distribution by setting the shape parameter ( ) as 2, 3, 4, 5, 6, 7, and 8, the scale parameter or called true 
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บทคดัย่อ 
 วตัถุประสงคข์องงานวจิยันี้ เพื่อเปรยีบเทยีบประสทิธภิาพของการประมาณช่วงความเชื่อมัน่ของพารามเิตอร ์
( ) ของการแจกแจงแกมมา ดว้ยวธิภีาวะน่าจะเป็นสงูสดุ วธิขีองเบส ์และวธิมีารค์อฟ เชน มอนตคิารโ์ล โดยพจิารณา
จากค่าสมัประสทิธิค์วามเชื่อมัน่และค่าความกว้างเฉลี่ยของช่วงความเชื่อมัน่ กล่าวคือ ถ้าวิธีการประมาณใดมีค่า
สมัป ะสทิธิค์วามเชื่อมัน่อยู่ในช่วงทีก่ าหนด และมคี่าความกวา้งเฉลีย่ของช่วงความเชื่อมัน่น้อยทีสุ่ด จะถอืว่า วธิกีาร
ประมาณนัน้ให้ช่วง วามเชื่อมัน่ที่เหมาะสมที่สุดในสถานการณ์นัน้ โดยท าการจ าลองขอ้มูลที่มกีารแจกแจงแกมมา  
ซึง่ก าหนดค่าพารามเิตอรร์ูปร่าง ( ) เท่ากบั 2, 3, 4, 5, 6, 7 และ 8 ก าหนดค่าพารามเิตอรส์เกล (  ) เท่ากบั 2 
ก าหนดขนาดตวัอย่างเท่ากบั 30, 50 และ 70 และก าหนดระดบัความเชื่อมัน่ เท่ากบั 95% และ 99% ผลการวจิยัพบว่า 
วิธีของเบส์เป็นวิธีที่มีประสทิธิภาพดีที่สุดในเกือบทุกกรณี  ยกเว้นกรณีที่ 50n  เมื่อ 5  ส าหรบัวิธีมาร์คอฟ  
เชน มอนติคาร์โล มีประสทิธิภาพในการประมาณช่วงความเชื่อมัน่ดีในบางกรณี คือกรณีที่ 50n  เมื่อ 5   
และ 70 เมื่อ 8   ทีร่ะดบัความเชื่อมัน่ 99% และวธิภีาวะน่าจะเป็นสงูสุด เป็นวธิทีีม่ปีระสทิธภิาพต ่าทีสุ่ดใน
การประมาณช่วงความเชื่อมัน่ 
 
ค าส าคญั: การแจกแจงแกมมา  ภาวะน่าจะเป็นสงูสดุ  เบส ์ มารค์อฟ เชน มอนตคิารโ์ล 
 
Abstract 
 The objective of this research was to estimate the confidence interval of parameter ( ) on gamma 
distribution by using Maximum Likelihood (ML), Bayes’, and Markov Chain Monte Carlo (MCMC) methods. 
The efficient performance of these methods was considered by Confidence Coefficients (CC) and Average 
Width (AW). Therefore, the best estimation was the estimation, which having CC within the range of the fixed 
confidence interv l, and having the lowest AW in each situation. The data was simulated from gamma 
distribution by setting the shape parameter ( ) as 2, 3, 4, 5, 6, 7, and 8, the scale parameter or called true 
at the 99% confidence 
interval. Maximum likelihood method was the lowest efficient method to estimate the confidence 
interval.












พารามิเตอร์ (Parameter) โดยวิธีการทางสถิติ 
ดงักล่าวนี ้เรยีกว่า การอนมุานเชงิสถติ ิ(Statistical 
Inference) ซึ่งแบ่งออกเป็น 2 ลักษณะ ได้แก่ 
การประมาณค่าพารามเิตอร์ (Parameter Estimation) 
และการทดสอบสมมติฐาน (Hypothesis Testing) 
โดยการประมาณค่าพารามิเตอร์ จะแบ่งออกเป็น 
2 วธิ ีคอื การประมาณค่าแบบจดุ (Point Estimation) 
และการประมาณค่าแบบช่วง (Interval Estimation)
การประมาณค่าแบบจุด (Point Estimation) 
เป็นการประมาณค่าพารามิเตอร์ของประชากร
ด้วยค่าสถิติเพียงค่าเดียว ซึ่งเรียกว่า ตัวประมาณ 
โดยค่าที่ได้จะขึ้นอยู่กับตัวอย่างที่สุ่มมา จึงท�าให้
การประมาณค่าแบบจุดเกิดความคลาดเคลื่อนได้ 













(Coefficient of Confidence) แทนด้วย 
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parameter ( ) as 2, sample sizes ( n ) as 30, 50, and 70, and the 95% and 99% confidence interval. 
The results revealed that Bayes’ method showed the best performance in most all cases, except 50n  , 
5  . MCMC method had the efficient performance to estimate the confidence interval in some cases such 
as 50n  , 5   and 70n  , 8   at the 99% confidence interval. Maximum likelihood method was 
the lowest efficient method to estimate the confidence interval. 
Keywords: G mma Distribution, Maximum Likelihood, Bayes’, Markov Ch in Monte Carlo  
 
บทน า  
โดยทัว่ไปการศกึษาขอ้มูลของประชากร (Population) ทัง้หมดนัน้เป็นเรื่องทีท่ าไดย้าก เนื่องจากประชากรมี
ขนาดใหญ่ ประกอบกบัค่าใชจ้่ายทีค่่อนขา้งสงู และต้องใชเ้วลาค่อนขา้งมากในการเกบ็รวบรวมขอ้มูล จงึไดท้ าการสุ่ม
อย่าง (Sample) ขึ้นมาและศึกษาข้อมูลจากตัวอย่างแทน ซึ่งค่าที่ค านวณได้จากตัวอย่างที่สุ่มมานัน้ เรียกว่า ตัว
ประมาณ (Estimator) หลงัจากที่ท าการศกึษาขอ้มูลจากตวัอย่างแลว้ จะน าผลที่ไดจ้ากตวัอย่างอ้างองิเพื่อหาขอ้สรุป
เกี่ยวกบัประชากร เรยีกว่า พารามิเตอร์ (Parameter) โดยวิธกีารทางสถิติดงักล่าวนี้ เรียกว่า การอนุมานเชิงสถิต ิ
(Statistical Inference) ซึ่งแบ่งออกเป็น 2 ลกัษณะ ได้แก่ การประมาณค่าพารามเิตอร์ (Parameter Estimation)  
และการทดสอบสมมตฐิาน (Hypothesis Testing) โดยการประมาณค่าพารามเิตอร์ จะแบ่งออกเป็น 2 วธิ ีคอื การ
ประมาณค่าแบบจุด (Point Estimation) และการประมาณค่าแบบช่วง (Interval Estimation) 
 การประมาณค่าแบบจุด (Point Estimation) เป็นการประมาณค่าพารามเิตอรข์องประชากรดว้ยค่าสถติเิพยีง
ค่าเดยีว ซึ่งเรยีกว่า ตวัประมาณ โดยค่าที่ได้จะขึน้อยู่กบัตวัอย่างที่สุ่มมา จงึท าให้การประมาณค่าแบบจุดเกดิความ
คลาดเคลื่อนได้ ถ้าตัวอย่างที่สุ่มมาไม่เป็นตัวแทนที่ดขีองประชากรควรเลือกใช้การประมาณค่าแบบช่วง ( Interval 
Estimation) ซึง่เป็นการประมาณค่าพารามเิตอรข์องประชากรในช่วงๆ หนึ่งทีเ่ชื่อว่าจะครอบ ลุมค่าพารามเิตอรด์ว้ย
ระดบัความเชื่อมัน่ทีก่ าหนด ซึง่การประมาณค่าแบบช่วงจะครอบคลุมค่าพารามเิตอรม์ากกว่าการประม ณค่าแบบจุด  
โดยใชค้่าประมาณแบบจุดและการแจกแจงความน่าจะเป็นของตวัสถติใินการสรา้งขอบเขตบนและขอบเขตล่าง ซึง่การ
ประมาณค่าแบบช่วงสามารถบอกถึงโอกาสหรอืความน่าจะเป็นทีค่่าพารามเิตอร์จะตกอยู่ในช่วงประ าณนัน้ ในทาง
สถิติเรยีกค่าความน่าจะเป็นนัน้ว่า สมั ระสทิธิค์วามเชื่อมัน่ (Coefficient of nfi ce) ้  1   โดยที ่
0 1   โดย   คอื ค่าความน่าจะเป็นที่เกดิจากความผดิพลาดประเภทที่ 1 หรอืความน่าจะเป็นที่จะปฏิเสธ
สมมตฐิานหลกั เมื่อสมมตฐิานหลกัเป็ จริ  และมชี่วงความเชื่อมัน่  1 100%   
 วธิภีาวะน่าจะเป็นสงูสุด (Maximum Likelihood Method) เป็นวธิกีารทีใ่ชก้นัแพร่หลายส าหรบัการประมาณ
ค่าพารามิเตอร์ ซึ่งเป็นวธิีการหาตวัประมาณค่าที่ท าให้ฟงัก์ชนัภาวะน่าจะเป็น (Likelihood Function) มคี่าสูงสุด  
จากฟงักช์นัความหนาแน่นความน่าจะเป็น (Probability Density Function : pdf) ซึง่ขึน้อยู่กบัค่าพารามเิตอรแ์ละตวั
ประมาณค่าทีไ่ดจ้ากวธินีี้จะมคีุณสมบตัขิองตวัประมาณค่าที่ด ีโดยคุณสมบตัดิงักล่าว ไดแ้ก่ ความไม่เอนเอยีง ความคง
เส้นคงวา ความพอเพียง ความสมบูรณ์ ซึ่งเรียกว่าตัวประมาณไม่เอนเอียงที่มีความแปรปรวนต ่าสุด (Maximum 
Variance Unbiased Estimator : MVUE) [1] แต่วธิกีารน้ีกย็งัมปีญัหาในการหาตวัประมาณค่า กล่าวคอื ในบางครัง้การ
แกส้มการเพื่อหาตวัประมาณค่าอาจท าไดย้าก ถ้าสมการภาวะน่าจะเป็นเป็นสมการที่มกี าลงัสงูๆ หรอืเป็นเศษส่วนที่
ซบัซอ้น และในบางกรณีกไ็ม่สามารถหาตวัประมาณค่าไดด้ว้ยวธิอีนุพนัธ ์ส าหรบัวธิขีองเบส ์(Bayes’ Method) [2] จะ
น าความรูเ้ดมิทีเ่กีย่วกบัพารามเิตอรม์าใชใ้หเ้ป็นประโยชน์ เพื่อใหก้ารประมาณค่าพารามเิตอรไ์ดผ้ลดยีิง่ขึน้ วธิขีองเบส์
นัน้เป็นการพจิารณาฟงักช์นัภาวะน่าจะเป็นทีไ่ดจ้ากวธิภีาวะน่าจะเป็นสงูสุดและการแจกแจงก่อน (Prior Distribution) 
ซึง่ในการแจกแจงก่อนจะท าใหท้ราบขอ้มลูเกีย่วกบัพารามเิตอรก์่อนทีจ่ะก าหนดขอ้มูล จากฟงักช์นัภาวะน่าจะเป็นและ




parameter ( ) as 2, sample sizes ( n ) s 30, 50, and 70, and the 95% and 99% confidence interval. 
The results revealed that Bayes’ method showed the best performance in most all cases, except 50n  , 
5  . MCMC method had the effici nt performance to estimate the confidence interval in some cases such 
as 50 , 5   and 70n  , 8   at the 99% confidence interval. Maximum likelihood method was 
the lowest efficient method to estimate the confidence interval. 
Keywords: Gamma Distribution, Maximum Likelihood, Bayes’, Markov Chain Monte Carlo  
 
บทน า  
โดยทัว่ไปการศกึษาขอ้มูลของประชากร (Population) ทัง้หมดนัน้เป็นเรื่องทีท่ าไดย้าก เนื่องจากประชากรมี
ขนาดใหญ่ ประกอบกบัค่าใชจ้่ายทีค่่อนขา้งสงู และต้องใชเ้วลาค่อนขา้งมากในการเกบ็รวบรวมขอ้มูล จงึไดท้ าการสุ่ม
อย่าง (Sample) ขึ้นมาและศึกษาข้อมูลจาก ั อย่างแทน ซึ่งค่าที่ค านวณได้จากตัวอย่างที่สุ่มมานัน้ เรียกว่า ตัว
ปร ม ณ (Estimator) หลั จ กที่ท าการศกึษาขอ้มูลจากตวัอย่างแลว้ จะน าผลที่ไดจ้ากตวัอย่างอ้างองิเพื่อหาขอ้สรุป
เกี่ยวกบัประชากร เรยีกว่า พารามิเตอร์ (Parameter) โดยวิธกีารทางสถิติดงักล่าวนี้ เรียกว่า การอนุมานเชิงสถิต ิ
(Statistical Inference) ซึ่งแบ่งออกเป็น 2 ลกัษณะ ได้แก่ การประมาณค่าพารามเิตอร์ (Parameter Estimation)  
และก รทดส บสมมตฐิาน (Hypothesis Testing) โดยการประมาณค่าพารามเิตอร์ จะแบ่งออกเป็น 2 วธิ ีคอื การ
ประมาณค่าแบบจุด (Point Estimation) และการประมาณค่าแบบช่วง (Interval Estimation) 
 การประมาณค่าแบบจุ  (Point Estimation) เป็นการประมาณค่าพารามเิตอรข์องประชากรดว้ยค่าสถติเิพยีง
ค่าเดยีว ซึ่งเรยีกว่า ตวัประม ณ โดยค่าที่ได้จะขึน้อยู่กบัตวัอย่างที่สุ่มมา จงึท าให้การประมาณค่าแบบจุดเกดิความ
ลาดเคลื่อนได้ ถ้าตัวอย่างที่สุ่มมาไม่เป็นตัวแทนที่ดขีองประชากรควรเลือกใช้การประมาณค่าแบบช่วง ( Interval 
Estimation) ซึง่เป็นการประมาณค่าพารามเิตอรข์องประชากรในช่วงๆ หนึ่งทีเ่ชื่อว่าจะครอบคลุมค่าพารามเิตอรด์ว้ย
ระดบัความเชื่อมัน่ที่  าหนด ซึง่การประมาณค่าแบบช่วงจะครอบคลุมค่าพารามเิตอรม์ากกว่าการประมาณค่าแบบจุด  
โดยใ ค้่า ระมา แบบจุดและการแจกแจงความน่าจะเป็นของตวัสถติใินการสรา้งขอบเขตบนและขอบเขตล่าง ซึง่การ
ประมาณค่าแบบช่วงสามารถบอกถึงโอกาสหรอืความน่าจะเป็นทีค่่าพารามเิตอร์จะตกอยู่ในช่วงประมาณนัน้ ในทาง
สถิติเรยีกค่าความน่าจะเป็น ัน้ว่า สมัประสทิธิค์วามเชื่อมัน่ (Coefficient of Confidence) แทนด้วย 1   โดยที ่
0 1  โดย   อื ค่าความน่าจะเป็นที่เกดิจากความผดิพลาดประเภทที่ 1 หรอืความน่าจะเป็นที่จะปฏิเสธ
สมมตฐิานหลกั เมื่อสมมตฐิานหลกัเป็นจรงิ และมชี่วงความเชื่อมัน่  1 100%   
 วธิภีาวะน่าจะเป็นสงูสุด (Maximum Likelihood Method) เป็นวธิกีารทีใ่ชก้นัแพร่หลายส าหรบัการประมาณ
ค่าพารามิเตอร์ ซึ่งเป็นวธิีการหาตวัประมาณค่าที่ท าให้ฟงัก์ชนัภาวะน่าจะเป็น (Likelihood Function) มคี่าสูงสุด  
จากฟงักช์นัความหนาแน่นความน่าจะเป็น (Probability Density Function : pdf) ซึง่ขึน้อยู่กบัค่าพารามเิตอรแ์ละตวั
ประมาณค่าทีไ่ดจ้ากวธินีี้จะมคีุณสมบตัขิองตวัประมาณค่าที่ด ีโดยคุณสมบตัดิงักล่าว ไดแ้ก่ ความไม่เอนเอยีง ความคง
เส้ คงวา ความพอเพียง ความ มบูรณ์ ซึ่งเรียกว่าตัวประมาณไม่เอนเอียงที่มีความแปรปรวนต ่าสุด (Maximum 
Variance Unbiased Estimator : MVUE) [1] แต่วธิกีารน้ีกย็งัมปีญัหาในการหาตวัประมาณค่า กล่าวคอื ในบางครัง้การ
แกส้มการเพื่อหาตวัประมาณค่า าจท าไดย้าก ถ้าสมการภาวะน่าจะเป็นเป็นสมการที่มกี าลงัสงูๆ หรอืเป็นเศษส่วนที่
ซบัซอ้น และในบางกรณีกไ็ม่สามารถหาตวัประมาณค่าไดด้ว้ยวธิอีนุพนัธ ์ส าหรบัวธิขีองเบส ์(Bayes’ Method) [2] จะ
น าคว มรูเ้ดมิทีเ่กีย่วกบัพารามเิตอรม์าใชใ้หเ้ป็นประโยชน์ เพื่อใหก้ารประมาณค่าพารามเิตอรไ์ดผ้ลดยีิง่ขึน้ วธิขีองเบส์
ัน้เป็นการพจิารณาฟ ั ช์ ั ภาวะน่าจะเป็นทีไ่ดจ้ากวธิภีาวะน่าจะเป็นสงูสุดและการแจกแจงก่อน (Prior Distribution) 
ซึง่ในการแจกแจงก่อนจะท าใหท้ราบขอ้มลูเกีย่วกบัพารามเิตอรก์่อนทีจ่ะก าหนดขอ้มูล จากฟงักช์นัภาวะน่าจะเป็นและ
การแจกแจงก่อนจะน ามาค านวณหาการแจกแจงภายหลงั (Posterior Distribution) ซึง่การแจกแจงภายหลงัแสดงให้
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parameter ( ) as 2, sample sizes ( n ) as 30, 50, and 70, and the 95% and 99% confidence interval. 
The results revealed that Bayes’ method showed the best performance in most all cases, except 50n  , 
5  . MCMC m thod had the efficient performance to estima e the confidence interval in some cases such 
as 50n  , 5   and 70n  , 8   at the 99% confidence int rval. M ximum likelihood method was 
the lowest effici nt method to stim te th  confidence interval. 
Keywords: Gamma Distribution, Maximum Likelihood, Bayes’, Markov Chain Monte Carlo  
 
ทน า  
โดยทัว่ไปการศกึษาขอ้มูลของประชากร (Population) ทัง้หมดนัน้เป็นเรื่องทีท่ าไดย้าก เนื่องจากประชากรมี
ขนาดใหญ่ ประกอบกบัค่าใชจ้่ายทีค่่อนขา้งสงู และต้องใชเ้วลาค่อนขา้งมากในการเกบ็รวบรวมขอ้มูล จงึไดท้ าการสุ่ม
อย่าง (Sample) ขึ้นมาและศึกษาข้อมูลจากตัวอย่างแทน ซึ่งค่าที่ค านวณได้จากตัวอย่างที่สุ่มมานัน้ เรียกว่า ตัว
ประมาณ (Estimator) หลงัจากที่ท าการศกึษาขอ้มูลจากตวัอย่างแลว้ จะน าผลที่ไดจ้ากตวัอย่างอ้างองิเพื่อหาขอ้สรุป
เกี่ยวกบัประชากร เรยีกว่า พารามิเตอร์ (Parameter) โดยวิธกีารทางสถิติดงักล่าวนี้ เรียกว่า การอนุมานเชิงสถิต ิ
(Statistical Inference) ซึ่งแบ่งออกเป็น 2 ลกัษณะ ได้แก่ การประมาณค่าพารามเิตอร์ (Parameter Estimation)  
และการทดสอบสมมตฐิาน (Hypothesis Testing) โดยการประมาณค่าพารามเิตอร์ จะแบ่งออกเป็น 2 วธิ ีคอื การ
ประมาณค่าแบบจุด (Point Estimation) และการประมาณค่าแบบช่วง (Interval Estimation) 
 การประมาณค่าแบบจุด (Point Estimation) เป็นการประมาณค่าพารามเิตอรข์องประชากรดว้ยค่าสถติเิพยีง
ค่าเดยีว ซึ่งเรยีกว่า ตวัประมาณ โดยค่าที่ได้จะขึน้อยู่กบัตวัอย่างที่สุ่มมา จงึท าให้การประมาณค่าแบบจุดเกดิความ
คลาดเคลื่อนได้ ถ้าตัวอย่างที่สุ่มมาไม่เป็นตัวแทนที่ดขีองประชากรควรเลือกใช้การประมาณค่าแบบช่วง ( Interval 
Estimation) ซึง่เป็นการประมาณค่าพารามเิตอรข์องประชากรในช่วงๆ หนึ่งทีเ่ชื่อว่าจะครอบคลุมค่าพารามเิตอรด์ว้ย
ระดบัความเชื่อมัน่ทีก่ าหนด ซึง่การประมาณค่าแบบช่วงจะครอบคลุมค่าพารามเิตอรม์ากกว่าการประมาณค่าแบบจุด  
โดยใชค้่าประมาณแบบจุดและการแจกแจงความน่าจะเป็นของตวัสถติใินการสรา้งขอบเขตบนและขอบเขตล่าง ซึง่การ
ประมาณค่าแบบช่วงสามารถบอกถึงโอกาสหรอืความน่าจะเป็นทีค่่าพารามเิตอร์จะตกอยู่ในช่วงประมาณนัน้ ในทาง
สถิติเรยีกค่าความน่าจะเป็นนัน้ว่า สมัประสทิธิค์วามเชื่อมัน่ (Coefficient of Confidence) แทนด้วย 1   โดยที ่
0 1   โดย   คอื ค่าความน่าจะเป็นที่เกดิจากความผดิพลาดประเภทที่ 1 หรอืความน่าจะเป็นที่จะปฏิเสธ
สมมตฐิานหลกั เมื่อสมมตฐิานหลกัเป็ จรงิ และมชี่วงความเชื่อมัน่  1 100%   
 วธิภีาวะน่ จะเป็นสงูสุด (Maximum Likelihood Method) เป็นวธิกีารทีใ่ชก้นัแพร่หลายส าหรบัการประมาณ
ค่าพารามิเตอร์ ซึ่งเป็นวธิีการหาตวัประมาณค่าที่ท าให้ฟงัก์ชนัภาวะน่าจะเป็น (Likelihood Function) มคี่าสูงสุด  
จากฟงักช์นัความหนาแน่นความน่าจะเป็น (Probability Density Function : pdf) ซึง่ขึน้อยู่กบัค่าพารามเิตอรแ์ละตวั
ประมาณค่าทีไ่ดจ้า วธินีี้จะมคีุณสม ตัขิองตวัประมาณค่าที่ด ีโดยคุณสมบตัดิงักล่าว ไดแ้ก่ ความไม่เอนเอยีง ความคง
เส้นคงวา ความพอเพียง ความสมบูรณ์ ซึ่งเรียกว่าตัวประมาณไม่เอนเอียงที่มีความแปรปรวนต ่าสุด (Maximum 
Variance Unbiased Estimator : MVUE) [1] แต่วธิกีารน้ีกย็งัมปีญัหาในการหาตวัประมาณค่า กล่าวคอื ในบางครัง้การ
แกส้มการเพื่อหาตวัประมาณค่าอาจท าไดย้าก ถ้าสมการภาวะน่าจะเป็นเป็นสมการที่มกี าลงัสงูๆ หรอืเป็นเศษส่วนที่
ซบัซอ้น และในบางกรณีกไ็ม่สามารถหาตวัประมาณค่าไดด้ว้ยวธิอีนุพนัธ ์ส าหรบัวธิขีองเบส ์(Bayes’ Method) [2] จะ
น าความรูเ้ดมิทีเ่กีย่วกบัพารามเิตอรม์าใชใ้หเ้ป็นประโยชน์ เพื่อใหก้ารประมาณค่าพารามเิตอรไ์ดผ้ลดยีิง่ขึน้ วธิขีองเบส์
นัน้เป็นการพจิารณาฟงักช์นัภาวะน่าจะเป็นทีไ่ดจ้ากวธิภีาวะน่าจะเป็นสงูสุดและการแจกแจงก่อน (Prior Distribution) 
ซึง่ในการแจกแจงก่อนจะท าใหท้ราบขอ้มลูเกีย่วกบัพารามเิตอรก์่อนทีจ่ะก าหนดขอ้มูล จากฟงักช์นัภาวะน่าจะเป็นและ
การแจกแจงก่อนจะน ามาค านวณหาการแจกแจงภายหลงั (Posterior Distribution) ซึง่การแจกแจงภายหลงัแสดงให้
วิ ธี ภ าวะน ่ า จ ะ เป ็ นสู งสุ ด  (Max imum 
Likelihood Method) เป็นวิธีการที่ใช้กันแพร่หลาย 
ส�าหรับการประมาณค่าพารามิเตอร์ ซึ่งเป็นวิธีการ
หาตัวประมาณค่าท่ีท�าให้ฟังก์ชันภาวะน่าจะเป็น 
( L i k e l i h o o d  F u n c t i o n )  มี ค ่ า สู ง สุ ด 
จากฟ ังก ์ชันความหนาแน ่นความน ่าจะเป ็น 
(Probability Density Function : pdf) ซึ่งขึ้น
อยู ่กับค่าพารามิเตอร ์และตัวประมาณค่าที่ได ้
จากวิธีนี้จะมีคุณสมบัติของตัวประมาณค่าที่ดี 
โดยคุณสมบัติดังกล่าว ได้แก่ ความไม่เอนเอียง 
ความคงเส้นคงวา ความพอเพียง ความสมบูรณ์ 
40
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ซ่ึงเ รียกว ่าตัวประมาณไม ่ เอนเอียงที่ มีความ
แปรปรวนต�่าสุด (Maximum Variance Unbiased 



















ภายหลั งจากการค� านวณค ่ า เฉลี่ ยของการ
แจกแจงภายหลัง โดยขึ้นอยู่กับพารามิเตอร์ของ 
การแจกแจงก ่อน แต ่ วิ ธีการนี้ก็ ยั ง มีป ัญหา 
ในการประมาณค่าพารามิเตอร์ของการแจกแจง
ก ่อน ซึ่ งจะประมาณค ่าพารามิ เตอร ์ได ้ยาก 
จึงได้น�าวิธีมาร์คอฟ เชน มอนติคาร์โล (Markov 
Chain Monte Carlo Method) มาใช้ในการแก้ปัญหา 
ดังกล่าว โดยวิธีมาร์คอฟ เชน มอนติคาร์โล
เป็นวิธีการที่จ�าลองค่าจากการแจกแจงภายหลัง 
ซึ่งพัฒนาขึ้นจากวิธีของเบส์ และวิธีการสุ่มตัวอย่าง
แบบกิบส์ (Gibb Sampling) [3] ถูกน�ามาใช้ใน 
วธิมีาร์คอฟ เชน มอนตคิาร์โล ซึง่วิธีการสุ่มตวัอย่าง 
แบบกิบส์เป็นวิธีที่ได้รับความนิยมในการสร้างค่า 
จากการแจกแจงภายหลัง ซึ่ งประมาณเป ็น 
ตวัประมาณค่ามาร์คอฟ เชน มอนติคาร์โล 
จากการศึ กษางานวิ จั ยที่ เ กี่ ย วข ้ อ งกั บ 
วิธีภาวะน่าจะเป็นสูงสุด วิธีของเบส์ และวิธีมาร์คอฟ 
เชน มอนติคาร ์โล พบว่า Araveeporn [4] 
ได ้ เปรียบเทียบวิ ธีประมาณค ่าพารามิ เตอร ์
แบบช ่วงของการแจกแจงป ัวซง (Poisson 
Dist r ibut ion) โดยวิธีภาวะน ่าจะเป ็นสูงสุด 







ค านวณค่าเฉลีย่ของการแจกแจงภายหลงั โดยขึน้อยู่กบัพารามเิตอรข์องการแจกแจงก่อน แต่วธิกีารน้ีกย็งัมปีญัหาใน
การประมาณค่าพารามเิตอรข์องการแจกแจงก่อน ซึง่จะประมาณค่าพารามเิตอรไ์ดย้าก จงึไดน้ าวธิมีารค์อฟ เชน มอนติ
คารโ์ล (Markov Chain Monte Carlo Method) มาใชใ้นการแกป้ญัหาดงักล่าว โดยวธิมีารค์อฟ เชน มอนตคิารโ์ลเป็น
วิธีการที่จ าลองค่าจากการแจกแจงภายหลงั ซึ่งพฒันาขึ้นจากวิธีของเบส์ และวิธีการสุ่มตัวอย่างแบบกิบส์ (Gibb 
Sampling) [3] ถูกน ามาใชใ้นวธิมีารค์อฟ เชน มอนตคิารโ์ล ซึง่วธิกีารสุม่ตวัอย่างแบบกบิสเ์ป็นวธิทีีไ่ดร้บัความนิยมใน
การสรา้งค่าจากการแจกแจงภายหลงั ซึง่ประมาณเป็นตวัประมาณค่ามารค์อฟ เชน มอนตคิารโ์ล  
 จากการศกึษางานวจิยัทีเ่กีย่วขอ้งกบัวธิภีาวะน่าจะเป็นสงูสุด วธิขีองเบส ์และวธิมีารค์อฟ เชน มอนตคิารโ์ล 
พบว่า Araveeporn [4] ได้เปรียบเทียบวิธีประมาณค่าพารามิเตอร์แบบช่วงของการแจกแจงปวัซง (Poisson 
Distribution) โดยวธิภีาวะน่าจะเป็นสงูสุด วธิมีารค์อฟ เชน มอนตคิารโ์ล และวธิขีองเบส ์โดยประมาณค่าพารามเิตอร์
ของก รแจกแจงก่อน (  ) พบว่า วธิภีาวะน่าจะเป็นสูงสุดเป็นวธิกีารประมาณที่ดทีี่สุด เมื่อพารามเิตอร์มขีนาดเลก็      
( 0.5  ) ส าหรบัทุกขนาดตวัอย่าง เมื่อขนาดตวัอย่างมขีนาดใหญ่ ( 100,300,500n  ) วธิมีารค์อฟ เชน มอนติ
คาร์โล จะเป็นวธิกีารประมาณที่ดทีี่สุดเมื่อ 5   ส่วนวธิขีองเบสเ์ป็นวธิกีารประมาณที่ดทีี่สุดในทุกกรณี ศรสวรรค ์ 
บุญเพญ็ และคณะ [5] ไดศ้กึษาและเปรยีบเทยีบวธิกีารประมาณค่าแบบช่วงส าหรบัพารามเิตอรข์นาด ( ) ของการ
แจกแจงไวบลูล ์(Weibull Distribution) แบบสองพารามเิตอร ์เมื่อทราบค่าพารามเิตอร ์(  ) ดว้ยวธิกีารประมาณ 2 วธิ ี
คอื วธิบีตูสแตรปท ี(Bootstrap-t Method) และวธิแีจค็ไนฟ์ (Jackknife Method) พบว่า วธิบีูตสแตรปทเีป็นวธิทีีด่ทีีสุ่ด
ส าหรบัทุกๆ สถานการณ์ทีท่ าการศกึษา Pradhan และ Kundu [6] ไดศ้กึษาการประมาณเบสแ์ละการท านายของการ
แจกแจงแกมมา (Gamma Distribution) 2 พารามเิตอร ์โดยสมมตวิ่า พารามเิตอรส์เกล    มกีารแจกแจงแกมมา 
สว่นพารามเิตอรร์ปูร่าง    มกีารแจกแจงลอ็ก–คอนเคฟ (Log-Concave Distribution) และท าการค านวณช่วงความ
เชื่อมัน่ 95% จากวธิภีาวะน่าจะเป็นสงูสดุ วธิขีองเบสท์ีใ่ชก้ารประมาณของลนิลี ่(Lindley Estimation) และวธิขีองเบสท์ี่
ใชว้ธิมีาร์คอฟ เชน มอนติคารโ์ลในการประมาณ พบว่า เมื่อไม่ทราบการแจกแจงของขอ้มูล วธิขีองเบสแ์ละวธิภีาวะ
น่าจะเป็นสงูสุดมปีระสทิธภิาพในการประมาณช่วงความเชื่อมัน่ใกลเ้คยีงกนั ในขณะทีถ่้าทราบการแจกแจงของขอ้มูล 
วธิขีองเบสจ์ะมปีระสทิธภิาพในการประมาณช่วงความเชื่อมัน่ดกีว่าวธิภีาวะน่าจะเป็นสงูสดุ 
 ในงานวจิยันี้ ผูว้จิยัสนใจศกึษาขอ้มลูทีม่กีารแจกแจงแกมมา โดยสนใจตวัแปรสุม่ X  แทนช่วงเวลาในการรอ
คอยทีจ่ะเกดิความส าเรจ็ขึน้   ครัง้ ดว้ยจ านวนสิง่ทีส่นใจโดยเฉลีย่ใน 1 หน่วยเวลา ( ) โดยที ่  เป็นพารามเิตอร์
ของการแจกแจงปวัซง นอกจากน้ีการแจกแจงแกมมายังเกี่ยวข้องกบัการแจกแจงแบบเลขชี้ก าลงั (Exponential 
Distribution) ถา้ช่วงเวลาในการรอคอยทีจ่ะเกดิความส าเรจ็เกดิขึน้เป็นครัง้แรก กล่าวคอื การแจกแจงแบบเลขชีก้ าลงั
เป็นกรณีเฉพาะของการแจกแจงแกมมา ส าหรบัการแจกแจงแกมมาสามารถน าไปประยุกตใ์ชใ้นดา้นการเงนิ วศิวกรรม
โยธา และดา้นเศรษฐมติ ิเป็นตน้ 
 ดงันัน้ผูว้ ิจยัจงึมคีวามสนใจทีจ่ะศกึษาการประมาณช่วงความเชื่อมัน่ของพารามเิตอร์ในการแจกแจงแกมมา 
โดยสนใจประมาณค่าพารามเิตอร์ (  ) ด้วยวธิภีาวะน่าจะเป็นสูงสุด วธิขีองเบส ์และวธิมีาร์คอฟ เชน มอนติคาร์โล 
นอกจากนี้ ในดา้นศกึษาต่อ ผู้วจิยัสามารถใช้วธิกีารประมาณอื่นๆ ในการศกึษาเปรยีบเทยีบการประมาณช่วงความ




 1. เพื่อศกึษาการประมาณช่วงความเชื่อมัน่ ส าหรบัพารามเิตอรข์องการแจกแจงแกมมา ด้วยวธิภีาวะน่าจะ
เป็นสงูสดุ วธิขีองเบส ์และวธิมีารค์อฟ เชน มอนตคิารโ์ล 
 ส�าหรับทุกขนา ั ่ เ ื่
ตัวอย่างมีขนาดใหญ่ ( 100,300,500n = ) 





ค านวณค่าเฉลีย่ของการแจกแจงภายหลงั โดยขึน้อยู่กบัพารามเิตอรข์องการแจกแจงก่อน แต่วธิกีารน้ีกย็งัมปีญัหาใน
การประมาณค่าพารามเิตอรข์องการแจกแจงก่อน ซึง่จะประมาณค่าพารามเิตอรไ์ดย้าก จงึไดน้ าวธิมีารค์อฟ เชน มอนติ
คารโ์ล (Markov Chain Monte Carlo Method) มาใชใ้นการแกป้ญัหาดงักล่าว โดยวธิมีารค์อฟ เชน มอนตคิารโ์ลเป็น
วิธีการที่จ าลองค่าจากการแจกแจงภายหลงั ซึ่งพฒันาขึ้นจากวิธีของเบส์ และวิธีการสุ่มตัวอย่างแบบกิบส์ (Gibb 
Sampling) [3] ถูกน ามาใชใ้นวธิมีารค์อฟ เชน มอนตคิารโ์ล ซึง่วธิกีารสุม่ตวัอย่างแบบกบิสเ์ป็นวธิทีีไ่ดร้บัความนิยมใน
การสรา้งค่าจากการแจกแจงภายหลงั ซึง่ประมาณเป็นตวัประมาณค่ามารค์อฟ เชน มอนตคิารโ์ล  
 จากการศกึษางานวจิยัทีเ่กีย่วขอ้งกบัวธิภีาวะน่าจะเป็นสงูสุด วธิขีองเบส ์และวธิมีารค์อฟ เชน มอนตคิารโ์ล 
พบว่า Araveeporn [4] ได้เปรียบเทียบวิธีประมาณค่าพารามิเตอร์แบบช่วงของการแจกแจงปวัซง (Poisson 
Distribution) โดยวธิภีาวะน่าจะเป็นสงูสุด วธิมีารค์อฟ เชน มอนตคิารโ์ล และวธิขีองเบส ์โดยประมาณค่าพารามเิตอร์
ของการแจกแจงก่อน (  ) พบว่า วธิภีาวะน่าจะเป็นสูงสุดเป็นวธิกีารประมาณที่ดทีี่สุด เมื่อพารามเิตอร์มขีนาดเลก็      
( 0.5  ) ส าหรบัทุกขนาดตวัอย่าง เมื่อขนาดตวัอย่างมขีนาดใหญ่ ( 100,300,500n  ) วธิมีารค์อฟ เชน มอนติ
คาร์โล จะเป็นวธิกีารประมาณที่ดทีี่สุดเมื่อ 5   ส่วนวธิขีองเบสเ์ป็นวธิกีารประมาณที่ดทีี่สุดในทุกกรณี ศรสวรรค ์ 
บุญเพญ็ และคณะ [5] ไดศ้กึษาและเปรยีบเทยีบวธิกีารประมาณค่าแบบช่วงส าหรบัพารามเิตอรข์นาด ( ) ของการ
แจกแจงไวบลูล ์(Weibull Distribution) แบบสองพารามเิตอร ์เมื่อทราบค่าพารามเิตอร ์(  ) ดว้ยวธิกีารประมาณ 2 วธิ ี
คอื วธิบีตูสแตรปท ี(Bootstrap-t Method) และวธิแีจค็ไนฟ์ (Jackknife Method) พบว่า วธิบีูตสแตรปทเีป็นวธิทีีด่ทีีสุ่ด
ส าหรบัทุกๆ สถานการณ์ทีท่ าการศกึษา Pradhan และ Kundu [6] ไดศ้กึษาการประมาณเบสแ์ละการท านายของการ
แจกแจงแกมมา (Gamma Distribution) 2 พารามเิตอร ์โดยสมมตวิ่า พารามเิตอรส์เกล    มกีารแจกแจงแกมมา 
สว่นพารามเิตอรร์ปูร่าง    มกีารแจกแจงลอ็ก–คอนเคฟ (Log-Concave Distribution) และท าการค านวณช่วงความ
เชื่อมัน่ 95% จากวธิภีาวะน่าจะเป็นสงูสดุ วธิขีองเบสท์ีใ่ชก้ารประมาณของลนิลี ่(Lindley Estimation) และวธิขีองเบสท์ี่
ใชว้ธิมีาร์คอฟ เชน มอนติคารโ์ลในการประมาณ พบว่า เมื่อไม่ทราบการแจกแจงของขอ้มูล วธิขีองเบสแ์ละวธิภีาวะ
น่าจะเป็นสงูสุดมปีระสทิธภิาพในการประมาณช่วงความเชื่อมัน่ใกลเ้คยีงกนั ในขณะทีถ่้าทราบการแจกแจงของขอ้มูล 
วธิขีองเบสจ์ะมปีระสทิธภิาพในการประมาณช่วงความเชื่อมัน่ดกีว่าวธิภีาวะน่าจะเป็นสงูสดุ 
 ในงานวจิยันี้ ผูว้จิยัสนใจศกึษาขอ้มลูทีม่กีารแจกแจงแกมมา โดยสนใจตวัแปรสุม่ X  แทนช่วงเวลาในการรอ
คอยทีจ่ะเกดิความส าเรจ็ขึน้   ครัง้ ดว้ยจ านวนสิง่ทีส่นใจโดยเฉลีย่ใน 1 หน่วยเวลา ( ) โดยที ่  เป็นพารามเิตอร์
ของการแจกแจงปวัซง นอกจากน้ีการแจกแจงแกมมายังเกี่ยวข้องกบัการแจกแจงแบบเลขชี้ก าลงั (Exponential 
Distribution) ถา้ช่วงเวลาในการรอคอยทีจ่ะเกดิความส าเรจ็เกดิขึน้เป็นครัง้แรก กล่าวคอื การแจกแจงแบบเลขชีก้ าลงั
เป็นกรณีเฉพาะของการแจกแจงแกมมา ส าหรบัการแจกแจงแกมมาสามารถน าไปประยุกตใ์ชใ้นดา้นการเงนิ วศิวกรรม
โยธา และดา้นเศรษฐมติ ิเป็นตน้ 
 ดงันัน้ผูว้ ิจยัจงึมคีวามสนใจทีจ่ะศกึษาการประมาณช่วงความเชื่อมัน่ของพารามเิตอร์ในการแจกแจงแกมมา 
โดยสนใจประมาณค่าพารามเิตอร์ (  ) ด้วยวธิภีาวะน่าจะเป็นสูงสุด วธิขีองเบส ์และวธิมีาร์คอฟ เชน มอนติคาร์โล 
นอกจากนี้ ในดา้นศกึษาต่อ ผู้วจิยัสามารถใช้วธิกีารประมาณอื่นๆ ในการศกึษาเปรยีบเทยีบการประมาณช่วงความ




 1. เพื่อศกึษาการประมาณช่วงความเชื่อมัน่ ส าหรบัพารามเิตอรข์องการแจกแจงแกมมา ด้วยวธิภีาวะน่าจะ
เป็นสงูสดุ วธิขีองเบส ์และวธิมีารค์อฟ เชน มอนตคิารโ์ล 
 ส่วนวิธีของเบส์
เป็นวิธีการประมาณที่ดีที่สุดในทุก รณี ศรสวรรค์ 
บุญเพ็ญ และคณะ [5] ได้ศึกษาและเป ียบเทียบ
วิธีการประมาณค่าแบบช่วงส�าหรับพารามิเตอร์
ขนาด (η) ของก รแจกแจงไวบูลล์ (Weibull 
Distribution) แบบสองพารามิเตอร์ เมื่อทราบค่า
พารามิเตอร์ (β) ด้วยวิธีการประมาณ 2 วิธี คือ 
วิธีบูตสแตรปที (Bootstrap-t Method) และวิธี
แจ็คไนฟ์ (Jackknife Method) พบว่า วิธีบูต 
สแตรปทีเป็นวิธีที่ดีที่สุดส�าหรับทุกๆ สถานการณ์
ที่ท�าการศึกษา Pradhan และ Kundu [6] 
ได้ศึกษาการประมาณเบส์และการท�านายของ
การแจกแจงแกมมา (Gamma Distribution) 2 
พารามิเตอร์ โดยสมมติว่า พารามิเตอร์สเกล (λ) 
มีการแจกแจงแกมมา ส่วนพารามิเตอร์รูปร่าง (α) 
มีการแจกแจงล็อก–คอนเคฟ (Log-Concave 
Distribution) และท�าการค�านวณช่วงความเชื่อมั่น 
95% จากวิธีภาวะน่าจะเป็นสูงสุด วิธีของเบส ์











แจกแจงแกมมา โดยสนใจตัวแปรสุ่ม X  แทนช่วง
เวลาในการรอคอยที่จะเกิดความส�าเร็จขึ้น α คร้ัง 
ด้วยจ�านวนสิ่งที่สนใจโดยเฉลี่ยใน 1 หน่วยเวลา 









ดั งนั้ นผู ้ วิ จั ยจึ งมี ความสนใจที่ จ ะศึ กษา 
การประมาณช่วงความเชื่อม่ันของพารามิเตอร ์
ในการแจกแจงแกมมา โดยสนใจประมาณค่า 
พารามิเตอร์ (λ) ด้วยวิธีภาวะน่าจะเป็นสูงสุด 
วิธีของเบส์ และวิธีมาร์คอฟ เชน มอนติคาร์โล 
นอกจากนี้ ในด้านศึกษาต่อ ผู ้วิจัยสามารถใช้ 
วิธีการประมาณอื่นๆ ในการศึกษาเปรียบเทียบ 
การประมาณช่วงความเชื่อม่ันของพารามิเตอร์
ในการแจกแจงแกมมา เช่น วิธีสคอร์ (Score 
Method) และวิธีบูตสแตรป (Bootstrap Method) 
เป็นต้น
วัตถุประสงค์ของการวิจัย
1. เพื่อศึกษาการประมาณช่วงความเชื่อ ม่ัน ส�าหรับพารามิเตอร ์ของการแจกแจงแกมมา 
ด้วยวิธีภาวะน่าจะเป็นสูงสุด วิธีของเบส์ และวิธีมาร์คอฟ เชน มอนติคาร์โล
2. เพื่อเปรียบเทียบประสิทธิภาพของการประมาณช่วงความเชื่อมั่น ส�าหรับพารามิเตอร์ของการ
แจกแจงแกมมา ด้วยวิธีภาวะน่าจะเป็นสูงสุด วิธีของเบส์ และวิธีมาร์คอฟ เชน มอนติคาร์โล
วิธีกำรประมำณค่ำ
ในงานวิจัยครั้งนี้ศึกษาวิธีการประมาณค่าพารามิเตอร์ λ ของการแจกแจงแกมมา 3 วิธี ดังนี้
1. วิธีภาวะน่าจะเป็นสูงสุด (Maximum Likelihood Method : ML )
ก�าหนดให้ 1,..., nX X  เป็นตัวอย่างสุ่มจากประชากรท่ีมีการแจกแจงแกมมาท่ีมีพารามิเตอร์
รูปร่าง (shape parameter) α และพารามิเตอร์สเกล (Scale Parameter) λ หรือเขียนได้ว่า 
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 2. เพื่อเปรยีบเทยีบประสทิธิภาพของการประมาณช่วงความเชื่อมัน่ ส าหรบั ารามิเตอร์ของการแจกแจง
แกมมา ดว้ยวธิภีาวะน่าจะเป็นสงูสดุ วธิขีองเบส ์และวธิมีารค์อฟ เชน มอนตคิารโ์ล 
 
วิธีการประมาณค่า 
 ในงานวจิยัครัง้น้ีศกึษาวธิกีารประมาณค่าพารามเิตอร ์  ของการแจกแจงแกมมา 3 วธิ ีดงันี้ 
 1. วธิภีาวะน่าจะเป็นสงูสดุ (Maximum Likelihood Method : ML ) 
 ก าหนดให ้ 1,..., nX X  เป็นตวัอย่างสุ่มจากประชากรทีม่กีารแจกแจงแกมมาทีม่พีารามเิตอรร์ูปร่าง (shape 
parameter)   และพารามเิตอรส์เกล (scale parameter)   หรอืเขยีนไดว้่า  ~ ,i GammaX    โดยมฟีงักช์นั
ความหนาแน่นความน่าจะเป็น ดงันี้ 
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 จะไดว้่า ค่าประมาณทีไ่ดม้คี่าสงูสดุ 
ดงันัน้ ตวัประมาณภาวะน่าจะเป็นสงูสดุของ   คอื ˆML x

   
จาก ˆML x

   ค่าคาดหมายของตวัประมาณภาวะน่าจะเป็นสงูสดุ จาก (1) หาไดจ้าก   
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มคี่าอื่นๆ 
       
(1) 
โด ี ั ์ ั ความหนาแน่นความน่าจะเป็น ดังนี้
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 2. เพื่อเปรยีบเทยีบประสทิธิภาพของการประมาณช่วงความเชื่อมัน่ ส าหรบัพารามิเตอร์ของการแจกแจง
แกมมา ดว้ยวธิภีาวะน่าจะเป็นสงูสดุ วธิขีองเบส ์และวธิมีารค์อฟ เชน มอนตคิารโ์ล 
 
วิธีการป ะมาณค่า 
 ในงานวจิยัครัง้นี้ศกึษาวธิกีารประมาณค่าพารามเิตอร ์  ของการแจกแจงแก มา 3 วธิ ีดงันี้ 
 1. วธิภีาวะน่าจะเป็นสงู ดุ (Maximu  Likelihood Method : ML ) 
 ก าหนดให ้ 1,..., nX X  เป็นตวัอย่างสุ่มจากประชากรทีม่ี ารแจกแจงแกมมาที่ พี รามเิตอรร์ูปร่าง (shape 
parameter)   และพารามเิตอรส์เกล (scale parameter)   หรอืเขยีนไดว้่า  ~ ,i GammaX    โดยมฟีงักช์นั
ความหนาแน่นความน่าจะเป็น ดงันี้ 
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 จะไดว้่า ค่าประมาณทีไ่ดม้คี่าสงูสดุ 
ดงันัน้ ตวัประมาณภาวะน่าจะเป็นสงูสดุของ   คอื ˆML x

   
จาก ˆML x

   ค่าคาดหมายของตวัประมาณภาวะน่าจะเป็นสงูสดุ จาก (1) หาไดจ้าก   
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 2. เพื่อเปรยีบเทยีบประสทิธิภาพของการประมาณช่วงความเชื่อมั ่  ส าหรบัพารามิเตอร์ของการแจกแจง
แกมมา ดว้ยวธิภีาวะน่าจะเป็นสงูสดุ วธิขีองเบส ์และวธิมีารค์อฟ เชน มอนตคิารโ์ล 
 
วิธีการประมาณค่า 
 ในงานวจิยัครัง้นี้ศกึษาวธิกีารประมาณค่าพารามเิตอร ์  ของการแจกแจงแกมมา 3 วธิ ีดงันี้ 
 1. วธิภีาวะน่าจะเป็นสงูสดุ (Maximum Likelihood Method : ML ) 
 ก าหนดให ้ 1,..., nX X  เป็นตวัอย่างสุ่มจากประชากรทีม่กีารแจกแจงแกมมาทีม่พีารามเิตอรร์ูปร่าง (shape 
parameter)   และพารามเิตอรส์เกล (scale parameter)   หรอืเขยีนไดว้่า  ~ ,i GammaX    โดยมฟีงักช์นั
ความหนาแน่นความน่าจะเป็น ดงันี้ 
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 จะไดว้่า ค่าประมาณทีไ่ดม้คี่าสงูสดุ 
ดงันัน้ ตวัประมาณภาวะน่าจะเป็นสงูสดุของ   คอื ˆML x

   
จาก ˆML x

   ค่าคาดหมายของตวัประมาณภาวะน่าจะเป็นสงูสดุ จาก (1) หาไดจ้าก   
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 2. เพื่อเปรยีบเทยีบประสทิธิภาพของการประมาณช่วงความเชื่อมัน่ ส าหรบัพารามิเตอร์ของการแจกแจง
แกมมา ดว้ยวธิภีาวะน่าจะเป็นสงูสดุ วธิขีองเบส ์และวธิมีารค์อฟ เชน มอนตคิารโ์ล 
 
วิธีการประมาณค่า 
 ในงานวจิยัครัง้นี้ศกึษาวธิกีารประมาณค่าพารามเิตอร ์  ของการแจกแจงแกมมา 3 วธิ ีดงันี้ 
 1. วธิภีาวะน่าจะเป็นสงูสดุ (Maximum Likelihood Method : ML ) 
 ก าหนดให ้ 1,..., nX X  เป็นตวัอย่างสุ่มจากประชากรทีม่กีารแจกแจงแกมมาทีม่พีารามเิตอรร์ูปร่าง (shape 
parameter)   และพารามเิตอรส์เกล (scale parameter)   หรอืเขยีนไดว้่า  ~ ,i GammaX    โดยมฟีงักช์นั
ความหนาแน่นความน่าจะเป็น ดงันี้ 
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 จะไดว้่า ค่าประมาณทีไ่ดม้คี่าสงูสดุ 
ดงันัน้ ตวัประมาณภาวะน่าจะเป็นสงูสดุของ   คอื ˆML x

   
จาก ˆML x

   ค่าคาดหมายของตวัประมาณภาวะน่าจะเป็นสงูสดุ จาก (1) หาไดจ้าก   
      




















       (2) 
มคี่าอื่นๆ 
       
(1) 
42
วารสารมหาวิทยาลัยศรีนครินทรวิโรฒ (สาขาวิทยาศาสตร์และเทคโนโลยี) ปีที่ 11 ฉบับที่ 21 มกราคม - มิถุนายน 2562
ตัวประมาณด้วยวิธีภาวะน่าจะเป็นสูงสุดของ λ พิจารณาจากฟังก์ชันภาวะน่าจะเป็น ดังนี้
4 
 
 2. เพื่อเปรยีบเทยีบประสทิธิภาพของการประมาณช่วงความเชื่อมัน่ ส าหรบัพารามิเตอร์ของการแจกแจง
แกมมา ดว้ยวธิภีาวะน่าจะเป็นสงูสดุ วธิขีองเบส ์และวธิมีารค์อฟ เชน มอนตคิารโ์ล 
 
วิธีการประมาณค่า 
 ในงานวจิยัครัง้นี้ศกึษาวธิกีารประมาณค่าพารามเิตอร ์  ของการแจกแจงแกมมา 3 วธิ ีดงันี้ 
 1. วธิภีาวะน่าจะเป็นสงูสดุ (Maximum Likelihood Method : ML ) 
 ก าหนดให ้ 1,..., nX X  เป็นตวัอย่างสุ่มจากประชากรทีม่กีารแจกแจงแกมมาทีม่พีารามเิตอรร์ูปร่าง (shape 
parameter)   และพารามเิตอรส์เกล (scale parameter)   หรอืเขยีนไดว้่า  ~ ,i GammaX    โดยมฟีงักช์นั
ความหนาแน่นความน่าจะเป็น ดงันี้ 
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 จะไดว้่า ค่าประมาณทีไ่ดม้คี่าสงูสดุ 
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 2. เพื่อเปรยีบเทยีบประสทิธิภาพของการประมาณช่วงความเชื่อมัน่ ส าหรบัพารามิเตอร์ของการแจกแจง
แกมมา ดว้ยวธิภีาวะน่าจะเป็นสงูสดุ วธิขีองเบส ์และวธิมีารค์อฟ เชน มอนตคิารโ์ล 
 
วิธีการประมาณค่า 
 ในงานวจิยัครัง้นี้ศกึษาวธิกีารประมาณค่าพารามเิตอร ์  ของการแจกแจงแกมมา 3 วธิ ีดงันี้ 
 1. วธิภีาวะน่าจะเป็นสงูสดุ (Maximum Likelihood Method : ML ) 
 ก าหนดให ้ 1,..., nX X  เป็นตวัอย่างสุ่มจากประชากรทีม่กีารแจกแจงแกมมาทีม่พีารามเิตอรร์ูปร่าง (shape 
parameter)   และพารามเิตอรส์เกล (scale parameter)   หรอืเขยีนไดว้่า  ~ ,i GammaX    โดยมฟีงักช์นั
ความหนาแน่นความน่าจะเป็น ดงันี้ 
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 จะไดว้่า ค่าประมาณทีไ่ดม้คี่าสงูสดุ 
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 2. เพื่อเปรยีบเทยีบประสทิธิภาพของการประมาณช่วงความเชื่อมัน่ ส าหรบัพารามิเตอร์ของการแจกแจง
แก มา ดว้ยวธิภีาวะน่าจะเป็นสงูสดุ วธิขีองเบส ์และวธิมีารค์อฟ เชน มอนตคิารโ์ล 
 
วิธีการประมาณค่า 
 ในงานวจิยัครัง้นี้ศกึษาวธิกีารประมาณค่าพารามเิตอร ์  ของการแจกแจงแก มา 3 วธิ ีดงันี้ 
 1. วธิภีาวะน่าจะเป็นสงูสดุ (Maximum Likelih od Method : ML ) 
 ก าหนดให ้ 1,..., nX X  เป็นตวัอย่างสุ่มจากประชากรทีม่กีารแจกแจงแก มาทีม่พีารามเิตอ ร์ูปร่าง (shape 
parameter)   และพารามเิตอรส์เกล (scale parameter)   หรอืเขยีนไดว้่า  ~ ,i GammaX    โดยมฟีงักช์นั
ความหนาแ ่นความน่าจะเป็น ดงันี้ 




















โดยมคี่าคาดหมาย  E X


  และค่าความแปรปรวน   2Var X


   
ตวัประมาณดว้ยวธิภีาวะน่าจะเป็นสงูสดุของ   พจิารณาจากฟงักช์นัภาวะน่าจะเป็น ดงัน้ี 
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   
         














 จะไดว้่า ค่าประมาณทีไ่ดม้คี่าสงูสดุ 
ดงั ัน้ ตวัประมาณภาวะน่าจะเป็นสงูสดุของ   คอื ˆML x

   
จาก ˆML x

   ค่าคาดหมายของตวัประมาณภาวะน่าจะเป็นสงูสดุ จาก (1) หาไดจ้าก   
      



















       (2) 
มคี่าอื่นๆ 




ดังนั้น ตัวประมาณภาวะน่าจะเป็นสูงสุดของ λ คือ 
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 2. เพื่อเปรยีบเทยีบ ระสทิธิภาพของการประมาณช่วงความเชื่อมัน่ ส าหรบัพารามิเตอร์ของการแจกแจง
แกมมา ดว้ยวธิภีาวะน่าจะเป็นสงูสดุ วธิขีองเบส ์และวธิมีารค์อฟ เชน มอนตคิารโ์ล 
 
วิธีการประมาณค่า 
 ในงานวจิยัครัง้นี้ศกึษาวธิกีารประมาณค่าพารามเิตอร ์  ของการแจกแจงแกมมา 3 วธิ ีดงันี้ 
 1. วธิภีาวะน่าจะเป็นสงูสดุ (Maximum Likelihood Method : ML ) 
 ก าหนดให ้ 1,..., nX X  เป็นตวัอย่างสุ่มจากประชากรทีม่กีารแจกแจงแกมมาทีม่พีารามเิตอรร์ูปร่าง (shape 
parameter)   และพารามเิตอรส์เกล (scale parameter)   หรอืเขยีนไดว้่า  ~ ,i GammaX    โดยมฟีงักช์นั
ความหนาแน่นความน่าจะเป็น ดงันี้ 




















โดยมคี่าคาดหมาย  E X


  และค่าความแปรปรวน   2Var X


   
ตวัประมาณดว้ยวธิภีาวะน่าจะเป็นสงูสดุของ   พจิารณาจากฟงักช์นัภาวะน่าจะเป็น ดงัน้ี 
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 จะไดว้่า ค่าประมาณทีไ่ดม้คี่าสงูสดุ 
ดงันัน้ ตวัประมาณภาวะน่าจะเป็นสงูสดุของ   ื ˆML x

   
จาก ˆML x

   ค่าคาดหมายของตวัประมาณภาวะน่าจะเป็นสงูสดุ จาก (1) หาไดจ้าก   
      




















       (2) 
มคี่าอื่นๆ 





 2. เพื่อเปรยีบเทยีบประสทิธิภาพของการประมาณช่วงความเชื่อมัน่ ส าหรบัพารามิเตอร์ของการแจกแจง
แกมมา ดว้ยวธิภีาวะน่าจะเป็นสงูสดุ วธิขีองเบส ์และวธิมีารค์อฟ เชน มอนตคิารโ์ล 
 
วิธีการประมาณค่า 
 ในงานวจิยัครัง้นี้ศกึษาวธิกีารประมาณค่าพารามเิตอร ์  ของการแจกแจงแกมมา 3 วธิ ีดงันี้ 
 1. วธิภีาวะน่าจะเป็นสงูสดุ (Maximum Likelihood Method : ML ) 
 ก าหนดให ้ 1,..., nX X  เป็นตวัอย่างสุ่มจากประชากรทีม่กีารแจกแจงแกมมาทีม่พีารามเิตอรร์ูปร่าง (shape 
parameter)   และพารามเิตอรส์เกล (scale parameter)   หรอืเขยีนไดว้่า  ~ ,i Ga maX    โดยมฟีงักช์นั
ความหนาแน่นความน่าจะเป็น ดงันี้ 
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

  และค่าความแปรป วน   2Var X
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ตวัประมาณดว้ยวธิภีาวะน่าจะเป็นสงูสดุของ   พจิารณาจากฟงักช์นัภาวะน่าจะเป็น ดงัน้ี 
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 จะไดว้่า ค่าประมาณทีไ่ดม้คี่าสงูสดุ 
ดงั ั ้  ตวั ระมา าวะน่าจะเป็นสงูสดุของ   คอื ˆML x

   
 ˆML x

   ค่าคาดหมายของตวัประมาณภาวะน่าจะเป็นสงูสดุ จาก (1) หาไดจ้าก   
      



















       (2) 
มคี่าอื่นๆ 
       
(1) 
่ า า องตัวประมาณภาวะน่าจะเป็นสูงสุด จาก (1) หาได้จาก   
 






 2. เพื่อเปรยีบเทยีบประสทิธิภาพของการประมาณช่วงควา เชื่อมัน่ ส าหรบัพารามิเตอร์ของการแจกแจง
แกมมา ดว้ยวธิภีาวะน่าจะเป็นสงูสดุ วธิขีองเบส ์และวธิมีารค์อฟ เชน มอนตคิารโ์ล 
 
วิธีการประมาณค่า 
 ในงานวจิยัครัง้นี้ศกึษาวธิกีารประมาณค่าพารามเิตอ  ์  ของการแจกแจงแกม า 3 วธิ ีดงันี้ 
 1. วธิภีาวะน่าจะเป็นสงูสดุ (Maximum Likelihood Method : ML ) 
 ก าหนดให ้ 1,..., nX X  เป็นตวัอย่างสุ่มจากประชากรทีม่กีารแจกแจงแกมมาทีม่พีารามเิตอรร์ูปร่าง (shape 
parameter)   และพ รามเิตอรส์เกล (scale parameter)   หรอืเขยีนไดว้่า  ~ ,i GammaX    โดยมฟีงักช์นั
ความหนาแน่นความน่าจะเป็น ดงันี้ 



















โดยมคี่าคาดหมาย  E X
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  และค่าความแปรปรวน   2Var X


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ตวัประมาณดว้ยวธิภีาวะน่าจะเป็นสงูสดุของ   พจิารณาจากฟงักช์นัภาวะน่าจะเป็น ดงัน้ี 
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 จะไดว้่า ค่าประมาณทีไ่ดม้คี่าสงูสดุ 
ดงันัน้ ตวัประมาณภาวะน่าจะเป็นสงูสดุของ   คอื ˆML x

   
จาก ˆML x

   ค่าคาดหมายของตวัประมาณภาวะน่าจะเป็นสงูสดุ จาก (1) หาไดจ้าก   
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มคี่าอื่นๆ 







 2. เพื่อเปรยีบเทยีบประสทิธิภาพของการประมาณช่วงความเชื่อมัน่ ส าหรบัพารามิเตอร์ของการแจกแจง
แกมมา ดว้ยวธิภีาวะน่าจะเป็นสงูสดุ วธิขีองเบส ์และวธิมีารค์อฟ เชน มอนตคิารโ์ล 
 
วิธีการประมาณค่า 
 ในงานวจิยัครัง้นี้ศกึษาวธิกีารประมาณค่าพารามเิตอร ์  ของการแจกแจงแกมมา 3 วธิ ีดงันี้ 
 1. วธิภีาวะน่าจะเป็นสงูสดุ (Maximum Likelihood Method : ML ) 
 ก าหนดให ้ 1,..., nX X  เป็นตวัอย่างสุ่มจากประชากรทีม่กีารแจกแจงแกมมาทีม่พีารามเิตอรร์ูปร่าง (shape 
parameter)   และพารามเิตอรส์เกล (scale parameter)   หรอืเขยี ไดว้่า  ~ ,i GammaX    โดยมฟีงักช์นั
ความหนาแน่นความน่าจะเป็น ดงันี้ 
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ตวัประมาณดว้ยวธิภีาวะน่าจะเป็นสงูสดุของ   พจิารณาจากฟงักช์นัภาวะน่าจะเป็น ดงัน้ี 
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 จะไดว้่า ค่าประมาณทีไ่ดม้คี่าสงูสดุ 
ดงันัน้ ตวัประมาณภาวะน่าจะเป็นสงูสดุของ   คอื ˆML x

   
จาก ˆML x

   ค่าคาดหมายของตวัประมาณภาวะน่าจะเป็นสงูสดุ จาก (1) หาไดจ้าก   
      




















       (2) 
มคี่าอื่นๆ 
       
(1) 
และ 1,..., nX X  เป็นอิสระกัน จะได้ 
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   ค่าความแปรปรวนของตวัประมาณภาวะน่าจะเป็นสงูสดุ หาไดจ้าก 
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      (6) 
จาก (6) ค่าคาดหมาย เป็นดงันี้            
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จาก (6) จะไดค้่าความแปรปรวน ดงันี้          
 
จาก (2) จะได้ว่า 
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    และ      1 1        
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   ค่าความแปรปรวนของตวัประมาณภาวะน่าจะเป็นสงูสดุ หาไดจ้าก 
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             
 
      (6) 
จาก (6) ค่าคาดหมาย เป็นดงันี้            
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จาก (6) จะไดค้่าความแปรปรวน ดงันี้          
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     และ      1 1        
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   ค่าความแปรปรวนของตวัประมาณภาวะน่าจะเป็นสงูสดุ หาไดจ้าก 
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จาก (6) ค่าคาดหมาย เป็นดงันี้            
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     และ      1 1        
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   ค่าความแปรปรวนของตวัประมาณภาวะน่าจะเป็น งูสดุ หาไดจ้าก 
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จาก (6) ค่าคาดหมาย เป็นดงันี้            
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จาก (6) จะไดค้่าความแปรปรวน ดงันี้          
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จาก (6) จะไดค้่าความแปรปรวน ดงันี้          
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จาก (2) สรุปได้ว่า 
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จาก (6) จะไดค้่าความแปรปรวน ดงันี้          
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จาก (6) จะไดค้่า วามแปร วน ดงันี้          
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จาก (6) จะไดค้่าความแปรปรวน ดงันี้          
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จาก (6) จะไดค้่าความแปรปรวน ดงันี้          
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 2. วธิขีองเบส ์(Bayes’ Method : Bayes’) 
 ก าหนดให้ตัวอย่างสุ่ม 1,..., nX X   มกีารแจกแจงแกมมาด้วยจ านวนครัง้ที่เกดิเหตุการณ์โดยเฉลี่ยใน 1 
หน่วยเวลา ( ) ซึง่เป็นค่าพารามเิตอรท์ีต่อ้งการประมาณ สามารถเขยีนไดใ้นรปูแบบ  ~ ,iX Gamma    
ฟงักช์นัความน่าจะเป็นร่วมของตวัแปรสุม่ X เมื่อก าหนด   และ   คอื 




































โดยพจิารณาฟงักช์นัการแจกแจงก่อนใหม้กีารแจกแจงแกมมา ทีม่พีารามเิตอร ์ a  และ b  ดงันี้ 
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 3. วธิมีารค์อฟ เชน มอนตคิารโ์ล (Markov Chain Monte Carlo Method : MCMC) 
 วิธีมาร์คอฟ เชน มอนติคาร์โล (MCMC) [7] เป็นวิธีที่นิยมใช้เมื่อไม่ทราบฟงัก์ชันการแจกแจงบางส่วน 




จาก (5) สรุปได้ว่า      
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 2. วธิขีองเบส ์(Bayes’ Method : Bayes’) 
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 3. วธิมีารค์อฟ เชน มอนตคิารโ์ล (Markov Chain Monte Carlo Method : MCMC) 
 วิธีมาร์คอฟ เชน มอนติคาร์โล (MCMC) [7] เป็นวิธีที่นิยมใช้เมื่อไม่ทราบฟงัก์ชันการแจกแจงบางส่วน 
(Marginal Distribution) ของตวัแปรสุม่ โดยประกอบดว้ยการสุม่ตวัอย่างตวัแปรจากวธิมีารค์อฟ เชน (Markov Chain) 
มคี่าอื่นๆ 
          )
ดังนั้น ค่าความแปรปรวนเท่ากับ   
6 
 
                              









n n n n nX
  





     




  (7) 

























   (8) 
ดงันัน้ ค่าความแปรปรวนเท่ากบั  















 2. วธิขีองเบส ์(Bayes’ Method : Bayes’) 
 ก าหนดให้ตัวอย่างสุ่ม 1,..., nX X   มกีารแจกแจงแกมมาด้วยจ านวนครัง้ที่เกดิเหตุการณ์โดยเฉลี่ยใน 1 
หน่วยเวลา ( ) ซึง่เป็นค่าพารามเิตอรท์ีต่อ้งการประมาณ สามารถเขยีนไดใ้นรปูแบบ  ~ ,iX Gamma    
ฟงักช์นัความน่าจะเป็นร่วมของตวัแปรสุม่ X เมื่อก าหนด   และ   คอื 




































โดยพจิารณาฟงักช์นัการแจกแจงก่อนใหม้กีารแจกแจงแกมมา ทีม่พีารามเิตอร ์ a  และ b  ดงันี้ 
             

















   
จากรปูแบบวงศค์ู่สงัยุค (Conjugate Distribution) จะไดฟ้งักช์นัการแจกแจงภายหลงั คอื 
                                   1,..., , ,nh x x L f a b      
        





















   
           
  















   
จากฟงักช์นัการแจกแจงภายหลงัของ   คอื    1,. ~ ,.., n Gammah x n nx a x b    
ดงันัน้ ตวัประมาณเบสภ์ายหลงัของ   คอื  ' 1ˆ ,...,Bayes n




















 3. วธิมีารค์อฟ เชน มอนตคิารโ์ล (Markov Chain Monte Carlo Method : MCMC) 
 วิธีมาร์คอฟ เชน มอนติคาร์โล (MCMC) [7] เป็นวิธีที่นิยมใช้เมื่อไม่ทราบฟงัก์ชันการแจกแจงบางส่วน 
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 2. วิธีของเบส์ (Bayes’ Method : Bayes’)
 ก�าหนดให้ตัวอย่างสุ ่ม 1,..., nX X   มีการแจกแจงแกมมาด้วยจ�านวนครั้งที่เกิดเหตุการณ์ 
โดยเฉลี่ยใน 1 หน่วยเวลา (λ) ซึ่งเป็นค่าพารามิเตอร์ที่ต้องการประมาณ สามารถเขียนได้ในรูปแบบ 
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 2. วธิขีองเบส ์(Bayes’ Method : Bayes’) 
 ก าหนดให้ตัวอย่างสุ่ม 1,..., nX X   มกีารแจกแจงแกมมาด้วยจ านวนครัง้ที่เกดิเหตุการณ์โดยเฉลี่ยใน 1 
หน่วยเวลา ( ) ซึง่เป็นค่าพารามเิตอรท์ีต่อ้งการประมาณ สามารถเขยีนไดใ้นรปูแบบ  ~ ,iX Gamma    
ฟงักช์นัความน่าจะเป็นร่วมของตวัแปรสุม่ X เมื่อก าหนด   และ   คอื 
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จากรปูแบบวงศค์ู่สงัยุค (Conjugate Distribution) จะไดฟ้งักช์นัการแจกแจงภายหลงั คอื 
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ดงันัน้ ตวัประมาณเบสภ์ายหลงัของ   คอื  ' 1ˆ ,...,Bayes n




















 3. วธิมีารค์อฟ เชน มอนตคิารโ์ล (Markov Chain Monte Carlo Method : MCMC) 
 วิธีมาร์คอฟ เชน มอนติคาร์โล (MCMC) [7] เป็นวิธีที่นิยมใช้เมื่อไม่ทราบฟงัก์ชันการแจกแจงบางส่วน 
(Marginal Distribution) ของตวัแปรสุม่ โดยประกอบดว้ยการสุม่ตวัอย่างตวัแปรจากวธิมีารค์อฟ เชน (Markov Chain) 
มคี่าอื่นๆ 
ฟังก์ชันความน่าจะเป็นร่วมของตัวแปรสุ่ม X เมื่อก�าหนด α และ λ คือ
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 2. วธิขีองเบส ์(Bayes’ Method : Bayes’) 
 ก าหนดให้ตัวอย่างสุ่ม 1,..., nX X   มกีารแจกแจงแกมมาด้วยจ านวนครัง้ที่เกดิเหตุการณ์โดยเฉลี่ยใน 1 
หน่วยเวลา ( ) ซึง่เป็นค่าพารามเิตอรท์ีต่อ้งการประมาณ สามารถเขยีนไดใ้นรปูแบบ  ~ ,iX Gamma    
ฟงักช์นัความน่าจะเป็นร่วมของตวัแปรสุม่ X เมื่อก าหนด   และ   คอื 
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   
จากรปูแบบวงศค์ู่สงัยุค (Conjugate Distribution) จะไดฟ้งักช์นัการแจกแจงภายหลงั คอื 
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จากฟงักช์นัการแจกแจงภายหลงัของ   คอื    1,. ~ ,.., n Gammah x n nx a x b    
ดงันัน้ ตวัประมาณเบสภ์ายหลงัของ   คอื  ' 1ˆ ,...,Bayes n




















 3. วธิมีารค์อฟ เชน มอนตคิารโ์ล (Markov Chain Monte Carlo Method : MCMC) 
 วิธีมาร์คอฟ เชน มอนติคาร์โล (MCMC) [7] เป็นวิธีที่นิยมใช้เมื่อไม่ทราบฟงัก์ชันการแจกแจงบางส่วน 
(Marginal Distribution) ของตวัแปรสุม่ โดยประกอบดว้ยการสุม่ตวัอย่างตวัแปรจากวธิมีารค์อฟ เชน (Markov Chain) 
มคี่าอื่นๆ 
โดยพิจารณาฟังก์ชันการแจกแจงก่อนให้มีการแจกแจงแกมมา ที่มีพารามิเตอร์ a  และ b  ดังนี้
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 2. วธิขีองเบส ์(Bayes’ Method : Bayes’) 
 ก าหนดให้ตัวอย่างสุ่ม 1,..., nX X   กีารแจกแจงแกมมาด้วยจ านวนครัง้ที่เกดิเหตุการณ์โดยเฉลี่ยใน 1 
หน่วยเวลา ( ) ซึง่เป็นค่าพารามเิตอรท์ีต่อ้งการประมาณ สามารถเขยีนไดใ้นรปูแบบ  ~ ,iX Gamma    
ฟงักช์นัความน่าจะเป็นร่วมของตวัแปรสุม่ X เมื่อก าหนด   และ   คอื 
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จากรปูแบบวงศค์ู่สงัยุค (Conjugate Distribution) จะไดฟ้งักช์นัการแจกแจงภายหลงั คอื 
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ดงันัน้ ตวัประมาณเบสภ์ายหลงัของ   คอื  ' 1ˆ ,...,Bayes n




















 3. วธิมีารค์อฟ เชน มอนตคิารโ์ล (Markov Chain Monte Carlo Method : MCMC) 
 วิธีมาร์คอฟ เชน มอนติคาร์โล (MCMC) [7] เป็นวิธีที่นิยมใช้เมื่อไม่ทราบฟงัก์ชันการแจกแจงบางส่วน 
(Marginal Distribution) ของตวัแปรสุม่ โดยประกอบดว้ยการสุม่ตวัอย่างตวัแปรจากวธิมีารค์อฟ เชน (Markov Chain) 
มคี่าอื่นๆ 
 
             
 
จากรูปแบบวงศ์คู่สังยุค (Conjugate Distribution) จะได้ฟังก์ชันการแจกแจงภายหลัง คือ
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ดงันัน้ ค่าความแปรปรวนเท่ากบั  















 2. วธิขีองเบส ์(Bayes’ Method : Bayes’) 
 ก าหนดให้ตัวอย่างสุ่ม 1,..., nX X   มกีารแจกแจงแกมมาด้วยจ านวนครัง้ที่เกดิเหตุการณ์โดยเฉลี่ยใน 1 
หน่วยเวลา ( ) ซึง่เป็นค่าพารามเิตอรท์ีต่อ้งการประมาณ สามารถเขยีนไดใ้นรปูแบบ  ~ ,iX Gamma    
ฟงักช์นัความน่าจะเป็นร่วมของตวัแปรสุม่ X เมื่อก าหนด   และ   คอื 
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จากรปูแบบวงศค์ู่สงัยุค (Conjugate Distribution) จะไดฟ้งักช์นัการแจกแจงภายหลงั คอื 
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จากฟงักช์นัการแจกแจงภายหลงัของ   คอื    1,. ~ ,.., n Gammah x n nx a x b    
ดงันัน้ ตวัประมาณเบสภ์ายหลงัของ   คอื  ' 1ˆ ,...,Bayes n




















 3. วธิมีารค์อฟ เชน มอนตคิารโ์ล (Markov Chain Monte Carlo Method : MCMC) 
 วิธีมาร์คอฟ เชน มอนติคาร์โล (MCMC) [7] เป็นวิธีที่นิยมใช้เมื่อไม่ทราบฟงัก์ชันการแจกแจงบางส่วน 
(Marginal Distribution) ของตวัแปรสุม่ โดยประกอบดว้ยการสุม่ตวัอย่างตวัแปรจากวธิมีารค์อฟ เชน (Markov Chain) 
มคี่าอื่นๆ 
                               
       
                     
 
จากฟังก์ชันการแจกแจงภายหลังของ λ คือ 
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 2. วธิขีองเบส ์(Bayes’ Method : Bayes’) 
 ก าหนดให้ตัวอย่างสุ่ม 1,..., nX X   มกีารแจกแจงแกมมาด้วยจ านวนครัง้ที่เกดิเหตุการณ์โดยเฉลี่ยใน 1 
หน่วยเวลา ( ) ซึง่เป็นค่าพารามเิตอรท์ีต่อ้งการประมาณ สามารถเขยีนไดใ้นรปูแบบ  ~ ,iX Gamma    
ฟงักช์นัความน่าจะเป็นร่วมของตวัแปรสุม่ X เมื่อก าหนด   และ   คอื 
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จากรปูแบบวงศค์ู่สงัยุค (Conjugate Distribution) จะไดฟ้งักช์นัการแจกแจงภายหลงั คอื 
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 3. วธิมีารค์อฟ เชน มอนตคิารโ์ล (Markov Chain Monte Carlo Method : MCMC) 
 วิธีมาร์คอฟ เชน มอนติคาร์โล (MCMC) [7] เป็นวิธีที่นิยมใช้เมื่อไม่ทราบฟงัก์ชันการแจกแจงบางส่วน 
(Marginal Distribution) ของตวัแปรสุม่ โดยประกอบดว้ยการสุม่ตวัอย่างตวัแปรจากวธิมีารค์อฟ เชน (Markov Chain) 
มคี่าอื่นๆ 
ดังนั้น ตัวประ ณเบส์ภายหลังของ λ คือ 
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 2. วธิขีองเบส ์(Bayes’ Method : Bayes’)
 ก าหนดให้ตัวอย่างสุ่ม 1,..., nX X   มกีารแจกแจงแกมมาด้วยจ านวนครัง้ที่เกดิเหตุการณ์โดยเฉลี่ยใน 1 
หน่วยเวลา ( ) ซึง่เป็นค่าพารามเิตอรท์ีต่อ้งการประมาณ สามารถเขยีนไดใ้นรปูแบบ  ~ ,iX Gamma    
ฟงักช์นัความน่าจะเป็นร่วมของตวัแปรสุม่ X เมื่อก าหนด   และ  คื  
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จากรปูแบบวงศค์ู่สงัยุค (Conjugate Distribution) จะไดฟ้งักช์นัการแจกแจงภายหลงั คอื 
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 3. วธิมีารค์อฟ เชน มอนตคิารโ์ล (Markov Chain Monte Carlo Method : MCMC) 
 วิธีมาร์คอฟ เชน มอนติคาร์โล (MCMC) [7] เป็นวิธีที่นิยมใช้เมื่อไม่ทราบฟงัก์ชันการแจกแจงบางส่วน 
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 2. วธิขีองเบส ์(Bayes’ Method : Bayes’)
 ก าหนดให้ตัวอย่างสุ่ม 1,..., nX X   มกีารแจกแจงแกม ด้วยจ านวนค ัง้ที่เกดิเหตุการณ์โดยเฉลี่ยใน 1 
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 3. วธิมีารค์อฟ เชน มอนตคิารโ์ล (Markov Chain Monte Carlo Method : MCMC) 
 วิธีมาร์คอฟ เชน มอนติคาร์โล (MCMC) [7] เป็นวิธีที่นิยมใช้เมื่อไม่ทราบฟงัก์ชันการแจกแจงบางส่วน 




3. วิธีมาร์คอฟ เชน มอนติคาร์โล (Markov Chain Monte Carlo Method : MCMC)
วิธีมาร์คอฟ เชน มอนติคาร์โล (MCMC) [7] เป็นวิธีที่นิยมใช้เมื่อไม่ทราบฟังก์ชันการแจกแจง 
บางส่วน (Marginal Distribution) ของตวัแปรสุ่ม โดยประกอบด้วยการสุม่ต ัวอย่างตวัแปรจากวธิมีาร์คอฟ เชน 
(Markov Chain) จากการแจกแจงก่อนของค่าพารามิเตอร์ที่สนใจ และวิธีการสุ่มตัวอย่างแบบกิบส์ (Gibb 
Sampling) ได้ถกูน�ามาใช้ในวิธีของ MCMC ส�าหรับประมาณค่าพารามเิตอร์จากฟังก์ชนัการแจกแจงภายหลงั
ขั้นตอนการสุ่มตัวอย่างจากวิธีมาร์คอฟ เชน มอนติคาร์โล ประกอบด้วย
 (1)  ก�าหนดค่าเริ่มต้น 
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จากการแจกแจงก่อน องค่าพาร มเิตอรท์ีส่นใจ และวธิกีารสุม่ตวัอย่างแบบกบิส ์(Gibb sampli g) ไดถู้กน ามาใชใ้นวธิี
ของ MCMC ส าหรบัประมาณค่าพารามเิตอรจ์ากฟงักช์นัการแจ แจงภายหลั  
 
 
 ขัน้ตอนการสุม่ตวัอย่างจากวธิมีารค์อฟ เช  มอนตคิารโ์ล ประกอบดว้ย 
 ( ) ก าหนดค่าเริ่ ้   ta  จากฟงัก์ชนัการแจกแจงเลขชี้ก าลงั และ  tb  จากฟงัก์ชนัการแจกแจงแกมมา 
โดยที ่ 0, 0a b    
 (2) สรา้งค่าจาก (1) มา T  ค่า เมื่อ 1,2,...,t T  
 (3) สรา้งค่า  t  จากฟงักช์นัการแจกแจงภายหลงัของการแจกแจงแกมมาทีค่่าพารามเิตอร ์  ta  และ  tb  ที่
ไดจ้าก (1) และค านวณค่าคาดหมาย ค่าความแปรปรวน จากฟงักช์นัการแจกแจงภายหลงั 
ดงันัน้ ตวัประมาณมารค์อฟ เชน มอนตคิารโ์ลของ   คอื    
1
ˆ 1ˆ T t
MCMC MCMC
t
E T  
   และ 


















 ในการวจิยัครัง้นี้มขี ัน้ตอนดงันี้ 
         1. จ าลองขอ้มูลที่ใช้ในการวจิยัด้วยโปรแกรม R เวอร์ชนั 3.3.1 โดยก าหนดใหข้อ้มูลมกีารแจกแจงแกมมา  
ซึง่ก าหนดค่าพารามเิตอร ์( ) เท่ากบั 2, 3, 4, 5, 6, 7 และ 8 และก าหนดค่าพารามเิตอร ์(  ) เท่ากบั 2 ซึง่มกีราฟ
แสดงฟงักช์นัความหนาแน่นความน่าจะเป็นของการแจกแจงแกมมา ดงัแสดงในภาพที ่1 
 
 
ภาพท่ี 1 การแจกแจงแกมมาทีม่พีารามเิตอร ์(2,2) (3,2) (4,2) (5,2) (6,2) (7,2) และ (8,2) 
 
 2. ก าหนดขนาดตวัอย่าง ( n ) เท่ากบั 30, 50 และ 70  
 3. ก าหนดค่าพารามเิตอรข์องการแจกแจงก่อนเป็นการแจกแจงแกมมา โดยมคี่าพารามเิตอรเ์ท่ากบั 
 2,1Gamma  หรอืการแจกแจงแกมมา (2,1) ซึ่งการที่เลอืกการแจกแจงแกมมา (2,1) ดงัแสดงในภาพที่ 2 เป็น
ฟงักช์นัการแจกแจงก่อน เน่ืองจากการแจกแจงแกมมา (2,1) มปีระสทิธภิาพดกีว่าการแจกแจงอื่นๆ [8] เช่น การแจก




จากการแจก จงก่อนข งค่าพารามเิตอรท์ีส่นใจ และวธิกีารสุม่ตวัอย่างแบบกิ ส ์(Gibb sampling) ไดถู้กน ามาใชใ้นวธิี
ของ MCMC ส าหรบัป ะมาณค่ พารามเิตอรจ์ากฟงั ช์นั ารแจก จงภายหลงั 
 
 
 ขัน้ตอ การสุม่ตวัอ ่ ิ ี ์   ิ ารโ์ล ระกอบดว้ย 
 (1) ก าหนดค่าเริม่ต้น  ta  จากฟงั ์ชนั ารแจก งเลขชี้ก าลงั แ  tb  จากฟงั ์ชนั ารแจก งแกมมา 
โดยที ่ 0, 0a b    
 (2) สรา้งค่าจาก (1) มา T  ค่า เมื่อ 1,2,...,t T  
 (3) สรา้งค่า  t  จากฟงั ช์นั ารแจก จงภายหลงัของการแจกแจงแกมมาทีค่่ พารามเิตอร ์  ta  และ  tb  ที่
ไดจ้าก (1) และค านวณค่าคาดหมาย ค่ ความแปรปรวน จากฟงั ช์นั ารแจก จงภายหลงั 
ดงันัน้ ตวัประมาณ รค์อฟ เชน มอนตคิารโ์ลของ   คอื    
1
ˆ 1ˆ T t
MCMC MCMC
t
E T  
   และ 


















 ในการวจิยัครัง้นี้มขี ั ้ ตอ ดงั ี้ 
         1. จ าลองขอ้มูลที่ใช้ในการวจิยัด้ว โปรแกรม R เวอร์ชนั 3.3.1 โดยก าหนดใหข้อ้มูลมกีารแจก งแกมมา  
ซึง่ก าหนดค่าพารามเิตอร ์( ) เท่ากบั 2, 3, 4, 5, 6, 7 และ 8 และก าหนดค่าพารามเิตอร ์(  ) เท่ากบั 2 ซึง่มกีราฟ
แสดงฟงักช์นัความหนาแ ่นความน่ จะเป็นของการแจก จงแกมมา ดงัแสดงในภาพที ่1 
 
 
ภาพท่ี 1 การแจกแจงแกมมาที่ พีารามเิตอร ์(2,2) (3,2) (4,2) (5,2) (6,2) (7,2) และ (8,2) 
 
 2. ก าหนดข าดตวัอย่าง ( n ) เท่ากบั 30, 50 และ 70  
 3. ก าหนดค่าพารามเิตอรข์องการแจก จงก่อนเป็นการแจก จงแกมมา โดยมคี่าพารามเิตอรเ์ท่ากบั 
 2,1Gamma  หรอืการแจก งแกมมา (2,1) ซึ่งการที่เลอืกการแจก งแกมมา (2,1) ดงัแสดงในภาพที่ 2 เป็น
ฟงักช์นั ารแจก จงก่อน เน่ืองจากการแจก งแกมมา (2,1) มปีระสทิธภิาพดกีว่าการแจก งอื่นๆ [8] เช่น การแจก
แจงแบบเลขชีก้ าลงั การแจก จงไคก าลงัสอง (Chi-Square Distribution) 
กฟังก์ชันการแจ แจง
แกมมา โดยที่ 0, 0a b> >   
 (2) สร้ งค่าจาก (1) ม T  ค่า เมื่อ 1,2,...,t T=
 (3) สร้างค่า 
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จา การแจกแจงก่อนของค่าพารามเิตอรท์ีส่นใจ และวธิกีารสุม่ตวัอย่างแ บกบิส ์(Gi b sampling) ไดถู้กน ามาใชใ้นวธิี
ขอ  MCMC ส าหรบัประมาณค่าพารามเิตอรจ์ากฟงักช์นัการแจกแจงภายหลงั 
 
 
 ขั ้ ตอนการสุม่ตวัอย่างจากวธิมีารค์อฟ เชน มอนตคิา โ์ล ประกอบดว้ย 
 (1)  ่าเริม่ต้น  ta  จากฟงัก์ชนัการ กแจงเลขชี้ก าลงั และ  tb  จากฟงัก์ชนัการแจกแจงแก มา 
โดยที ่ 0,a b    
 (2) า้ ่  (1) มา T  ค่า เมื่อ 1,2, ..,t T  
 (3) สรา้งค่า  t  จากฟงักช์นัการแจกแจงภายหลงัของการแจกแจงแก มาทีค่่าพารามเิตอร ์  ta  และ  tb  ที่
ไดจ้าก (1) และค านวณค่าค ดหมาย ค่าความแปรปรวน จากฟงักช์นัการแจกแจงภายหลงั 
ดงั ัน้ ตวัประมาณมารค์อฟ เชน มอนตคิารโ์ลของ   คอื    
1
ˆ 1ˆ T t
MCMC MCMC
t
E T  
   และ 


















 ในการวจิยัครัง้นี้มขี ัน้ตอนดงันี้ 
       1. จ าลองขอ้มูลที่ใช้ในการ จิยัด้วยโปรแกรม R เวอร์ชนั 3.3.1 โดยก า นดใหข้อ้มูลมกีารแจกแจงแก มา  
ซึง่ก าหนดค่าพารามเิตอร ์( ) เท่ากบั 2, 3, 4, 5, 6, 7 และ 8 และก าหนดค่าพารามเิตอร ์(  ) เท่ากบั 2 ซึง่มกีราฟ
แสดงฟงักช์นัคว มห าแ ่นความน่าจะเป็นของการแจกแจงแก มา งัแสดงในภาพที ่1 
 
 
ภาพท่ี 1 การแจกแจงแก ม ทีม่พีารามเิตอร ์(2, ) (3, ) (4, ) (5, ) (6, ) (7,2) และ (8,2) 
 
 2. ก าหน ขนาดตวัอย่าง ( n ) เท่ากบั 30, 50 และ 70  
 3. ก าหนดค่าพารามเิตอรข์องการแจกแจงก่อนเป็นการแจกแจงแก มา โดยมคี่าพารามเิตอรเ์ท่ากบั 
 2,1G mma  หรอืการแจกแจงแก มา (2,1) ซึ่งการที่เลอื การแจกแจงแก มา (2,1) ั แสดงในภาพที่ 2 เป็น
ฟงักช์นัการแจกแจงก่ น เน่ืองจา การแจกแจงแก มา (2,1) มปีระสทิธภิาพดกีว่าการแจกแจงอื่นๆ [8] เช่น การแจก
แจงแ บเลขชี้  ลงั การแจกแจงไคก าลงัสอง (Chi-Square Distribution) 
 จาก ังก์ชันการแจกแจงภายหลังของการแจกแจงแกมมาที่ค่าพ รามิเตอร์ 
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จากการแจกแจง ่อนของค่าพารามเิตอรท์ีส่นใจ และวธิกีารสุม่ตวัอย่างแบบกบิส ์(Gibb sampling) ไดถู้กน ามาใชใ้นวธิี
ข ง MCMC ส าหรบัประมาณค่าพารามเิตอรจ์ากฟงักช์นัการแจกแจงภายหลงั 
 
 
 ขัน้ตอนการสุม่ตวัอย่างจากวธิมีารค์อฟ เชน มอนตคิารโ์ล ประกอบดว้ย 
 (1)  าหนดค่า ิม่ต้น  ta  จากฟงัก์ชนัการแจกแจงเลขชี้ก าลงั และ  tb  จากฟงัก์ชนัการแจกแจงแกมมา 
โดยที ่ 0, 0a b    
 (2) สรา้งค่าจาก (1) มา T  ค่า เมื่อ 1,2,...,t T  
 (3) สรา้งค่า  t  จากฟงักช์นัการแจกแจงภายหลงัของการแจกแจงแกมมาทีค่่าพารามเิตอร ์  ta  และ  tb  ที่
ไดจ้าก (1) และค านวณค่าคาดหมาย ค่าความแปรปรวน จากฟงักช์นัการแจกแจงภายหลงั 
ดงันัน้ ตวัประมาณมารค์อฟ เชน มอนตคิารโ์ลของ   คอื    
1
ˆ 1ˆ T t
MCMC MCMC
t
E T  
   และ 

















วิธี  าเ ินการวิจยั 
 ในการวจิยัครัง้นี้มขี ัน้ตอนดงันี้ 
         1. จ าลองขอ้มูลที่ใช้ในการวจิยัด้วยโปรแกรม R เวอร์ชนั 3.3.1 โดยก าหนดใหข้อ้มูลมกีารแจกแจงแกมมา  
ซึง่ก าหนดค่าพารามเิตอร ์( ) เท่ากบั 2, 3, 4, 5, 6, 7 และ 8 และก าหนดค่าพารามเิตอร ์(  ) เท่ากบั 2 ซึง่มกีราฟ
แสดงฟงักช์นัความหนาแน่นความน่าจะเป็นของการแจกแจงแกมมา ดงัแสดงในภาพที ่1 
 
 
ภา ท่ี 1 ก แจกแจงแกมมาทีม่พีารามเิตอร ์(2,2) (3,2) (4,2) (5,2) (6,2) (7,2) และ (8,2) 
 
 2. ก าหนดขนาดตวัอย่าง ( n ) เท่ากบั 30, 50 และ 70  
 3. ก าหนดค่าพารามเิตอรข์องการแจกแจงก่อนเป็นการแจกแจงแกมมา โดยมคี่าพารามเิตอรเ์ท่ากบั 
 2,1Gamma  หรอืการแจกแจงแกมมา (2,1) ซึ่งการที่เลอืกการแจกแจงแกมมา (2,1) ดงัแสดงในภาพที่ 2 เป็น
ฟงักช์นัการแจกแจงก่อน เน่ืองจากการแจกแจงแกมมา (2,1) มปีระสทิธภิาพดกีว่าการแจกแจงอื่นๆ [8] เช่น การแจก





จากการแจกแจงก่อนของค่าพารามเิตอรท์ีส่นใจ และวธิกีารสุม่ตวัอย่างแบบกบิส ์(Gibb sampling) ไดถู้กน ามาใชใ้นวธิี
ของ MCMC ส าหรบัประมาณค่าพารามเิตอรจ์ากฟงักช์นัการแจกแจงภายหลงั 
 
 
 ขัน้ตอนการสุม่ตวัอย่างจากวธิมีารค์อฟ เชน มอนตคิารโ์ล ประกอบดว้ย 
 (1) ก าหนดค่าเริม่ต้น  ta  จากฟงัก์ชนัการแจกแจงเลขชี้ก าลงั  tb  จากฟงัก์ชนัการแจกแจงแก มา 
โดยที ่ 0, 0a b    
 (2) สรา้งค่าจาก (1) มา T  ค่า เมื่อ 1,2,...,t T  
 (3) สรา้งค่า  t  จากฟงักช์นัการแจกแจงภายหลงัของการแจกแจงแกมมาทีค่่าพารามเิตอร ์  ta  และ  tb  ที่
ไดจ้าก (1) และค านวณค่าคาดหมาย ค่าความแปรปรวน จากฟงักช์นัการแจกแจงภายหลงั 
ดงันัน้ ตวัประมาณมารค์อฟ เชน มอนตคิารโ์ลของ   คอื    
1
ˆ 1ˆ T t
MCMC MCMC
t
E T  
   และ 


















 ในการวจิยัครัง้นี้มขี ัน้ตอนดงันี้ 
         1. จ าลองขอ้มูลที่ใช้ในการวจิยัด้วยโปรแกรม R เวอร์ชนั 3.3.1 โดยก าหนดใหข้อ้มูลมกีารแจกแจงแกมมา  
ซึง่ก าหนดค่าพารามเิตอร ์( ) เท่ากบั 2, 3, 4, 5, 6, 7 และ 8 และก าหนดค่าพารามเิตอร ์(  ) เท่ากบั 2 ซึง่มกีราฟ
แสดงฟงักช์นัความหนาแน่นความน่าจะเป็นของการแจกแจงแกมมา ดงัแสดงในภาพที ่1 
 
 
ภาพท่ี 1 การแจกแจงแกมมาทีม่พีารามเิตอร ์(2,2) (3,2) (4,2) (5,2) (6,2) (7,2) และ (8,2) 
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2 ซึง่มกีราฟแสดงฟังก์ชนัความหนาแน่นความน่าจะเป็นของการแจกแจงแกมมา ดงัแสดงในภาพท่ี 1
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ภาพท่ี 2 การแจกแจงแกมมาทีม่พีารามเิตอร ์(2,1)  
 
 4. ก าหนดระดบัความเชื่อมัน่ 2 ระดบั คอื 95% และ 99% 
 5. ค านวณช่วงความเชื่อมัน่  1 100%  ของพารามเิตอร ์(  ) จากวธิกีารประมาณทัง้ 3 วธิ ีโดยใช้
ทฤษฎลีมิติเขา้สู่ส่วนกลาง (Central Limit Theorem) [9] เมื่อไม่ทราบรูปแบบการแจกแจง แต่ขนาดตวัอย่าง ( n ) มี
จ านวนมาก พบว่า การแจกแจงจะลู่เขา้สูก่ารแจกแจงปกตมิาตรฐาน (Standard Normal Distribution) ดงันัน้ ช่วงความ
เชื่อมัน่  1 100% หาไดจ้าก 
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  5.1 วธิภีาวะน่าจะเป็นสงูสดุ (Maximum Likelihood Method) 
 ตวัประมาณภาวะน่าจะเป็นสงูสดุของ   คอื ˆML x
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  5.2 วธิขีองเบส ์(Bayes’ Method) 
 ตวัประมาณเบสภ์ายหลงัของ   คอื  ' 1ˆ ,...,Bayes n






















2( ) ( )
,n a n an a n a
nx b
Z Z
nx b n xx n bb 
       
       
 
    
      (10) 
  5.3 วธิมีารค์อฟ เชน มอนตคิารโ์ล (Markov Chain Monte Carlo Method) 
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ภำพที่ 2 การแจกแจงแกมมา ี่มี ารามิเตอร์ (2,1) 
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ภาพท่ี 2 การแจกแจงแกมมาทีม่พีารามเิตอร ์(2,1)  
 
 4. ก าหนดระดบัความเชื่อมัน่ 2 ระดบั คอื 95% และ 99% 
 5. ค านวณช่วงความเชื่อมัน่  1 100%  ของพารามเิตอร ์(  ) จากวธิกีารประมาณทัง้ 3 วธิ ีโดยใช้
ทฤษฎลีมิติเขา้สู่ส่วนกลาง (Central Limit Theorem) [9] เมื่อไม่ทราบรูปแบบการแจกแจง แต่ขนาดตวัอย่าง ( n ) มี
จ านวนมาก พบว่า การแจกแจงจะลู่เขา้สูก่ารแจกแจงปกตมิาตรฐาน (Standard Normal Distribution) ดงันัน้ ช่วงความ
เชื่อมัน่  1 100% หาไดจ้าก 
2 2
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  5.1 วธิภีาวะน่าจะเป็นสงูสดุ (Maximum Likelihood Method) 
 ตวัประมาณภาวะน่าจะเป็นสงูสดุของ   คอื ˆML x

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  5.2 วธิขีองเบส ์(Bayes’ Method) 
 ตวัประมาณเบสภ์ายหลงัของ   คอื  ' 1ˆ ,...,Bayes n
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  5.3 วธิมีารค์อฟ เชน มอนตคิารโ์ล (Markov Chain Monte Carlo Method) 











    และ     
ของพ รามิเตอร์ (λ) จ กวิธีก รประมาณทั้ง 3 วิธี 
โดยใช้ทฤษฎีลิมิตเข้าสู่ส่วนกลาง (Central Limit Theorem) [9] เมื่อไม่ทราบรูปแบบการแจกแจง 
แต่ขนาดตัวอย่าง ( n ) มีจ�านวนมาก พบว่า การแจกแจงจะลู่เข้าสู่การแจกแจงปกติมาตรฐาน (Standard 














ภาพท่ี 2 การแจกแจงแกมมาทีม่พีารามเิตอร ์(2,1)  
 
 4. ก าหนดระดบัความเชื่อมัน่ 2 ระดบั คอื 95% และ 99% 
 5. ค านวณช่วงความเชื่อมัน่  1 100%  ของพารามเิตอร ์(  ) จากวธิกีารประมาณทัง้ 3 วธิ ีโดยใช้
ทฤษฎลีมิติเขา้สู่ส่วนกลาง (Central Limit Theorem) [9] เมื่อไม่ทราบรูปแบบการแจกแจง แต่ขนาดตวัอย่าง ( n ) มี
จ านวนมาก พบว่า การแจกแจงจะลู่เขา้สูก่ารแจกแจงปกตมิาตรฐาน (Standard Normal Distribution) ดงันัน้ ช่วงความ
เชื่อมัน่  1 100% หาไดจ้าก 
2 2
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  5.1 วธิภีาวะน่าจะเป็นสงูสดุ (Maximum Likelihood Method) 
 ตวัประมาณภาวะน่าจะเป็นสงูสดุของ   คอื ˆML x

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  5.2 วธิขีองเบส ์(Bayes’ Method) 
 ตวัประมาณเบสภ์ายหลงัของ   คอื  ' 1ˆ ,...,Bayes n
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      (10) 
  5.3 วธิมีารค์อฟ เชน มอนตคิารโ์ล (Markov Chain Monte Carlo Method) 



























ภาพท่ี 2 การแจกแจงแกมมาทีม่พีารามเิตอร ์(2,1)  
 
 4. ก าหนดระดบัความเชื่อมัน่ 2 ระดบั คอื 95% และ 99% 
 5. ค านวณช่วงความเชื่อมัน่  1 100%  ของพารามเิตอร ์(  ) จากวธิกีารประมาณทัง้ 3 วธิ ีโดยใช้
ทฤษฎลีมิติเขา้สู่ส่วนกลาง (Central Limit Theorem) [9] เมื่อไม่ทราบรูปแบบการแจกแจง แต่ขนาดตวัอย่าง ( n ) มี
จ านวนมาก พบว่า การแจกแจงจะลู่เขา้สูก่ารแจกแจงปกตมิาตรฐาน (Standard Normal Distribution) ดงันัน้ ช่วงความ
เชื่อมัน่  1 100% หาไดจ้าก 
2 2
1  P Z Z Z 
 
   
 
   
  5.1 วธิภีาวะน่าจะเป็นสงูสดุ (Maximum Likelihood Method) 
 ตวัประมาณภาวะน่าจะเป็นสงูสดุของ   คอื ˆML x

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  5.2 วธิขีองเบส ์(Bayes’ Method) 
 ตวัประมาณเบสภ์ายหลงัของ   คอื  ' 1ˆ ,...,Bayes n
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  5.3 วธิมีารค์อฟ เชน มอนตคิารโ์ล (Markov Chain Monte Carlo Method) 
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 5.1 วิธีภาวะน่าจะเป็นสูงสุด (Maximum Likelihood Method)














ภาพท่ี 2 การแจกแจงแกมมาทีม่พีารามเิตอร ์(2,1)  
 
 4. ก าหนดระดบัความเชื่อมัน่ 2 ระดบั คอื 95% และ 99% 
 5. ค านวณช่วงความเชื่อมัน่  1 100%  ของพารามเิตอร ์(  ) จากวธิกีารประมาณทัง้ 3 วธิ ีโดยใช้
ทฤษฎลีมิติเขา้สู่ส่วนกลาง (Central Limit Theorem) [9] เมื่อไม่ทราบรูปแบบการแจกแจง แต่ขนาดตวัอย่าง ( n ) มี
จ านวนมาก พบว่า การแจกแจงจะลู่เขา้สูก่ารแจกแจงปกตมิาตรฐาน (Standard Normal Distribution) ดงันัน้ ช่วงความ
เชื่อมัน่  1 100% หาไดจ้าก 
2 2
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   
 
   
  5.1 วธิภีาวะน่าจะเป็นสงูสดุ (Maximum Likelihood Method) 
 ตวัประม ณภาวะน่าจ เป็น งูสดุของ   คอื ˆML x

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  5.2 วธิขีองเบส ์(Bayes’ Method) 
 ตวัประมาณเบสภ์ายหลงัของ   คอื  ' 1ˆ ,...,Bayes n
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  5.3 วธิมีารค์อฟ เชน ม นตคิารโ์ล (Markov Chain Monte arlo Method) 


























ภาพท่ี 2 การแจกแจงแก มาทีม่พี รามเิตอร ์(2,1)  
 
 4. ก าหนดระดบัความเชื่อมัน่ 2 ระดบั คอื 95% และ 99% 
 5. ค านวณช่วงความเชื่อมัน่  1 1 0%  ของพารามเิตอร ์(  ) จากวธิกีารประมาณทัง้ 3 วธิ ีโดยใช้
ทฤษฎลีมิติเขา้สู่ส่วนกลาง (Central Limit Theorem) [9] เมื่อไม่ทราบรูปแ บการแจกแจง แต่ขนาดตวัอย่าง ( n ) มี
จ านวนมาก พบว่า การแจกแจงจะลู่เขา้สูก่ารแจกแจงปกตมิาตรฐาน (Standard Normal Distribution) ดงั ัน้ ช่วงความ
เชื่อมัน่  1 1 0% หาไดจ้าก 
2 2
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  5.1 วธิภีาวะน่าจะเป็นสงูสดุ (Maximum Likelihood ethod) 
 ตวัประมาณภาวะน่าจะเป็นสงูสดุของ   คอื ˆML x

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  5.2 วธิขีองเบส ์(Bayes’ Method) 
 ตวัประมาณเบสภ์ายหลงัของ   คอื  ' 1ˆ ,...,Bayes n
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  5.3 วธิมีา ค์อฟ เชน มอนตคิารโ์ล (Markov Chain Monte Carlo Method) 


























ภาพท่ี 2 การแจกแจงแกมมาทีม่ี ารามเิตอร ์(2,1)  
 
 4. ก หนดระดบัความเชื่อมัน่ 2 ระดบั คอื 95% และ 99% 
 5. ค านวณช่วงความเชื่อมัน่  1 100%  ของพารามเิตอร ์(  ) จากวธิกีารประมาณทัง้ 3 วธิ ีโดยใช้
ทฤษฎลีมิติเขา้สู่ส่วนกลาง (Central Limit Theorem) [9] เมื่อไม่ทราบรูปแบบการแจกแจง แต่ขนาดตวัอย่าง ( n ) มี
จ านวนมาก พบว่า การแจกแจงจะลู่เขา้สูก่ารแจกแจงปกตมิาตรฐาน (Standard Normal Distribution) ดงันัน้ ช่วงความ
เชื่อมัน่  1 100% หาไดจ้าก 
2 2
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 
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 
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  5.1 วธิภีาวะน่าจะเป็นสงูสดุ (Maximum Likelihood Method) 
 ตวัประมาณภาวะน่าจะเป็นสงูสดุของ   คอื ˆML x

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  5.2 วธิขีองเบส ์(Bayes’ Method) 
 ตวัประมาณเบสภ์ายหลงัของ   คอื  ' 1ˆ ,...,Bayes n
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  5.3 วธิมีารค์อฟ เชน มอนตคิารโ์ล (Markov Chain Monte Carlo Method) 


























ภาพท่ี 2 การแจกแจงแกมมาทีม่พีารามเิตอร ์(2,1)  
 
 4. ก าหนดระดบัความเชื่อมัน่ 2 ระดบั คอื 95% และ 99% 
 5. ค านวณช่ งความเชื่อมัน่  1 100% ของพารามเิตอร ์(  ) จากวธิกีารประมาณทัง้ 3 วธิ ีโดยใช้
ทฤษฎลีมิติเขา้สู่ส่วนกลาง (Central Limit Theorem) [9] เมื่อไม่ทราบรูปแบบการแจกแจง แต่ขนาดตวัอย่าง ( n ) มี
จ านวนมาก พบว่า การแจกแจงจะลู่เขา้สูก่ารแจกแจงปกตมิาตรฐาน (Standard Normal Distribution) ดงันัน้ ช่วงความ
เชื่อมัน่  1 100% หาไดจ้าก 
2 2
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  5.1 วธิภีาวะน่าจะเป็นสงูสดุ (Maximum Likelihood Method) 
 ตวัประมาณภาวะน่าจะเป็นสงูสดุของ   คอื ˆML x

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  5.2 วธิขีองเบส ์(Bayes’ Method) 
 ตวัประมาณเบสภ์ายหลงัของ   คอื  ' 1ˆ ,...,Bayes n
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  5.3 วธิมีารค์อฟ เชน มอนตคิารโ์ล (Markov Chain Monte Carlo Method) 
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ของ λ คือ 














ภาพท่ี 2 การแจกแจงแกมมาทีม่พีารามเิตอร ์(2,1)  
 
 4. ก าหนดระดบัความเชื่อมัน่ 2 ระดบั คอื 95% และ 99% 
 5. ค านวณช่วงความเชื่อมั ่   1 100%  ของพารามเิตอร ์(  ) จ กวธิกีารประมาณทัง้ 3 วธิ ีโดยใช้
ทฤษฎลีมิติเขา้สู่ส่วนกลาง (Central Limit Theorem) [9] เมื่อไม่ทราบรูปแบบการแจกแจง แต่ขนาดตวัอย่าง ( n ) มี
จ านวนมาก พบว่า การแจกแจงจะลู่เขา้สูก่ารแจกแจงปกตมิาตรฐาน (Standard Normal Distribution) ดงันัน้ ช่วงความ
เชื่อมัน่  1 100% หาไดจ้าก 
2 2
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  5.1 วธิภีาวะน่าจะเป็นสงูสดุ (Maximum Likelihood Method) 
 ตวัประมาณภาวะน่าจะเป็นสงูสดุของ   คอื ˆML x

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  5.2 วธิขีองเบส ์(B yes’ Method) 
 ตวัประมาณเบสภ์ายหลงัของ   คอื  ' 1ˆ ,...,B yes n
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  5.3 วธิมีารค์อฟ เชน มอนตคิารโ์ล (Markov Chain Monte Carlo Method) 
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 5.2  วิธีของเบส์ (Bayes’ Method)














ภาพท่ี 2 ก รแจกแจงแกมมาทีม่พีารามเิตอร ์(2,1)  
 
 4. ก าหนดระดบัความเชื่อมั ่  2 ระดบั คอื 95% และ 99% 
 5. ค นวณช่วงความเชื่อมัน่  1 100%  ของพารามเิตอร ์(  ) จากวธิกีารประมาณทัง้ 3 วธิ ีโดยใช้
ทฤษฎลีมิติเขา้สู่ส่วนกลาง (Central Limit Theorem) [9] เมื่อไม่ทราบรูปแบบการแจกแจง แต่ขนาดตวัอย่าง ( n ) มี
จ านวนมาก พบว่า การแจกแจงจะลู่เขา้สูก่ารแจกแจงปกตมิาตรฐาน (Standard Normal Distribution) ดงันัน้ ช่วงความ
เชื่อมัน่  1 100% หาไดจ้าก 
2 2
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  5.1 วธิภีาวะน่าจะเป็นสงูสดุ (Maximum Likelihood Method) 
 ตวัประมาณภาวะน่าจะเป็นสงูสดุของ   คอื ˆML x

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  5.2 วธิขีองเบส ์(Bayes’ Method) 
 ตวัประมาณเบสภ์ายหลงัของ   คอื  ' 1ˆ ,...,Bayes n
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  5.3 วธิมีารค์อฟ เชน มอนตคิารโ์ล (Markov Chain Monte Carlo Method) 



























ภาพท่ี 2 การแจกแจงแกมมาที่ พีารามเิตอร ์(2,1)  
 
 4. ก าหนด ะดบัความเชื่อมัน่ 2 ะดบั คอื 95% และ 99% 
 5. ค านวณช่วงความเชื่อมัน่  1 100%  ของพารามเิตอร ์(  ) จากวธิกีารประมาณทัง้ 3 วธิ ีโดยใช้
ทฤษฎลีมิติเขา้สู่ส่วนกลาง (Central Limit Theore ) [9] เมื่อไม่ทราบรูปแบบการแจกแจง แต่ขนาดตวัอย่าง ( n ) มี
จ านวนมาก พบว่า การแจกแจงจะลู่เขา้สูก่ารแจกแจงปกตมิาตรฐาน (Standard Normal Distribution) ดงันัน้ ช่วงความ
เชื่อมัน่  1 100% หาไดจ้าก 
2 2
  P Z Z Z 
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  5.1 วธิภีาวะน่าจะเป็นสงูสดุ (Maximum Likelihood Method)
 ตวัประมาณภาวะน่าจะเป็นสงูสดุของ   คอื ˆML x

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  5.2 วธิขีองเบส ์(Bayes’ Method) 
 ตวัประมาณเบสภ์ายหลงัของ   คอื  ' 1ˆ ,...,Bayes n
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  5.3 วธิมีารค์อฟ เชน มอนตคิารโ์ล (Markov Chain Monte Carlo Method) 
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ภาพท่ี 2 การแจกแจงแกมมาทีม่พีารามเิตอร ์(2,1)  
 
 4. ก าหนดระดบัความเชื่อมัน่ 2 ระดบั คอื 95% และ 99%
 5. ค าน ณช่วงควา เชื่อมัน่  1 100%  ของพารามเิตอร ์(  ) จากวธิกีารประมาณทัง้ 3 วธิ ีโดยใช้
ทฤษฎลีมิติเขา้สู่ส่วนกลาง (Central Limit Theorem) [9] เมื่อไม่ทราบรูปแบบการแจกแจง แต่ขนาดตวัอย่าง ( n ) มี
จ านว มาก พบว่า การแจกแจงจะลู่เขา้สูก่ารแจกแจงปกตมิาตรฐาน (Standard Normal Distribution) ดงันัน้ ช่วงความ
เชื่อมัน่  1 100% หาไดจ้าก 
2 2
1  P Z Z Z
 
   
 
   
  5.1 วธิภีาวะน่าจะเป็นสงูสดุ (Maximum Likelihood Method) 
 ตวัประมาณภาวะน่าจะเป็นสงูสดุของ   คอื ˆML x

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  5.2 วธิขีองเบส ์(Bayes’ Method) 
 ตวัประมาณเบสภ์ายหลงัของ   คอื  ' 1ˆ ,...,Bayes n
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  5.3 วธิมีารค์อฟ เชน มอนตคิารโ์ล (Markov Chain Monte Carlo Method) 
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ภาพท่ี 2 การแจกแจงแกมมาทีม่พีารามเิตอร์ (2,1)  
 
 4. ก าหนดระดบัความเชื่อมัน่ 2 ระดบั คอื 95% และ 99% 
 5. ค านวณช่วงความเชื่อมัน่  1 100%  ของพารามเิตอร ์(  ) จากวธิกีารประมาณทัง้ 3 วธิ ีโดยใช้
ทฤษฎลีมิติเขา้สู่ส่วนกล ง (Central Limit Theorem) [9] เมื่อไม่ทราบรูปแบบการแจกแจง แต่ขนาดตวัอย่าง ( n ) มี
จ านวนมาก พบว่า การแจกแจงจะลู่เขา้สูก่ารแจกแจงปกตมิาตรฐาน (Standard Normal Distribution) ดงันัน้ ช่วงความ
เชื่อมัน่  1 100% หาไดจ้าก 
2 2
1  P Z Z Z 
 
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  5.1 วธิภีาวะน่าจะเป็นสงูสดุ (Maximum Likelihood Method) 
 ตวัประมาณภาวะน่าจะเป็นสงูสดุของ   คอื ˆML x

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  5.2 วธิขีองเบส ์(Bayes’ Method) 
 ตวัประมาณเบสภ์ ยหลงัของ   คอื  ' 1ˆ ,...,Bayes n
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  5.3 วธิมีารค์อฟ เชน มอนตคิารโ์ล (Markov Chain Monte Carlo Method) 
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 5.3 วิธีมาร์คอฟ เชน มอนติคาร์โล (Markov hain Monte Carlo Method)














ภาพท่ี 2 การแจกแจงแกมมาทีม่พีารามเิตอร ์(2,1)  
 
 4. ก าหนดระดบัความเชื่อมัน่ 2 ระดบั คอื 95% และ 99% 
 5. ค านวณช่วงความเชื่อมัน่  1 100%  ของพารามเิตอร ์(  ) จากวธิกีารประมาณทัง้ 3 วธิ ีโดยใช้
ทฤษฎลีมิติเขา้สู่ส่วนกลาง (Central Limit Theorem) [9] เมื่อไม่ทราบรูปแบบการแจกแจง แต่ขนาดตวัอย่าง ( n ) มี
จ านวนมาก พบว่า การแจกแจ จะลู่เขา้สูก่ารแจกแจงปกตมิาตรฐาน (Standard Normal Distribution) ดงันัน้ ช่วงความ
เชื่อมัน่  1 00% หาได้ าก 
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  5.1 วธิภีาวะน่าจะเป็นสงูสดุ (Maximum Likelihood Method) 
 ตวัประมาณภาวะน่าจะเป็นสงูสดุของ   คอื ˆML x

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  5.2 วธิขีองเบส ์(Bayes’ Method) 
 ตวัประมาณเบสภ์ายหลงัของ   คอื  ' 1ˆ ,...,Bayes n
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  5.3 วธิมีารค์อฟ เชน มอนตคิารโ์ล (Markov Chain Monte Carlo Method) 






























  จะได ้ชว่งความเชื่อมัน่  1 100%  ของ   คอื 
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 6. ค านวณค่าประมาณสมัประสทิธิค์วามเชื่อมัน่ (Confidence Coefficient : CC) 
 โดยน าช่วงความเชื่อมัน่ทีไ่ดจ้ากการประมาณจากวธิภีาวะน่าจะเป็นสงูสุด วธิขีองเบส ์และวธิมีารค์อฟ เชน 
มอนตคิารโ์ล มาพจิารณาว่าครอบคลุมค่าพารามเิตอร ์  หรอืไม่ ถา้ช่วงค ามเชื่อมัน่ใด ครอบคลุมค่าพารามเิตอร ์   
จะท าการนับจ านวนครัง้ หลังจากนัน้น าจ านวนครัง้ทัง้หมดมาหารด้วยจ านวนรอบ ( m ) โดยค่าที่ได้เรียกว่า 
ค่าประมาณสมัประสทิธิค์วามเชื่อมัน่  ˆ1   ซึง่ค านวณได ้ดงันี้ 




 7. เปรยีบเทยีบค่าประมาณสมัประสทิธิค์วามเชื่อมัน่กบัค่าสมัประสทิธิค์วามเชื่อมัน่ทีก่ าหนด 
 เป็นการเปรยีบเทยีบค่าประมาณสมัประสทิธิค์วามเชื่อมัน่  ˆ1   ว่ามคี่าอยู่ในช่วงของค่าสมัประสทิธิค์วาม
เชื่อมัน่ทีก่ าหนด  0 01 ,1    หรอืไม่ ซึง่พจิารณาจาก 
   0 0 0 0
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          
โดยที ่ 0P  แทน สมัประสทิธิค์วามเชื่อมัน่ทีก่ าหนด หรอื 0 01P    ในทีน่ี้ก าหนดให ้ 0 0.95P   และ 0.99  
           แทน ระดบันยัส าคญัของการทดสอบ ในทีน่ี้ก าหนดให ้ 0.05    
        m   แทน จ านวนรอบของการทดลอง ในทีน่ี้ก าหนดให ้ 1,000m    
โดยท าการพจิารณาแต่ละกรณี ดงันี้ 
กรณีท่ี 1 เมื่อ 0 0.95P   จะถอืว่า วธิกีารประมาณทีใ่หค้่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ในช่วงค่าสมัประสทิธิ ์
















     
ดงันัน้ ถา้ค่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ภายในชว่ง  0.9365,0.9635  กจ็ะถอืว่า วธิกีารประมาณนัน้ผ่าน
เกณฑ ์
กรณีท่ี 2 เมื่อ 0 0.99P   จะถอืว่า วธิกีารประมาณทีใ่หค้่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ในช่วงค่าสมัประสทิธิ ์
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ดงันัน้ ถา้ค่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ภายในชว่ง  0.9838,0.9962  กจ็ะถอืว่า วธิกีารประมาณนัน้ผ่าน
เกณฑ ์















ภาพท่ี 2 การแจกแจงแกมมาทีม่พีารามเิตอร ์(2,1)  
 
 4. ก าหนดระดบัความเชื่อมัน่ 2 ระดบั คอื 95% และ 99% 
 5. ค านวณช่วงความเชื่อมัน่  1 100  ของพารามเิตอร ์(  ) จากวธิกีารประมาณทัง้ 3 วธิ ีโดยใช้
ทฤษฎลีมิติเขา้สู่ส่วนกลาง (Central Limit Theorem) [9] เมื่อไม่ทราบรูปแบบการแจกแจง แต่ขนาดตวัอย่าง ( n ) มี
จ านวนมาก พบว่า การแจกแจงจะลู่เขา้สูก่ารแจกแจงปกตมิาตรฐาน (Standard Normal Distribution) ดงันัน้ ช่วงความ
เชื่อมัน่  1 100% หาไดจ้าก 
2 2
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  5.1 วธิภีาวะน่าจะเป็นสู สดุ (Maximum Likelihood Method) 
 ตวัประมาณภาวะน่าจะเป็นสงูสดุของ   คอื ˆML x
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  5.2 วธิขีองเบส ์(Bayes’ Method) 
 ตวัประมาณเบสภ์ายหลงัของ   คอื  ' 1ˆ ,...,Bayes n
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  5.3 วธิมีารค์อฟ เชน มอนตคิารโ์ล (Markov Chain Monte Carlo Method) 































  จะได ้ชว่งความเชื่อมัน่  1 100%  ของ   คอื 
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 6. ค านวณค่าประมาณสมัประสทิธิค์วามเชื่อมัน่ (Confidence Coefficient : CC) 
 โดยน าช่วงความเชื่อมัน่ทีไ่ดจ้ากการประมาณจากวธิภีาวะน่าจะเป็นสงูสุด วธิขีองเบส ์และวธิมีารค์อฟ เชน 
มอนตคิารโ์ล มาพจิารณาว่าครอบคลุมค่าพารามเิตอร ์  หรอืไม่ ถา้ช่วงความเชื่อมัน่ใด ครอบคลุมค่าพารามเิตอร ์   
จะท าการนับจ านวนครัง้ หลังจากนัน้น าจ านวนครัง้ทัง้หมดมาหารด้วยจ านวนรอบ ( m ) โดยค่าที่ได้เรียกว่า 
ค่าประมาณสมัประสทิธิค์วามเชื่อมัน่  ˆ1   ซึง่ค านวณได ้ดงันี้ 




 7. เปรยีบเทยีบค่าประมาณสมัประสทิธิค์วามเชื่อมัน่กบัค่าสมัประสทิธิค์วามเชื่อมัน่ทีก่ าหนด 
 เป็นการเปรยีบเทยีบค่าประมาณสมัประสทิธิค์วามเชื่อมัน่  ˆ1   ว่ามคี่าอยู่ในช่วงข งค่าสมัประสทิธิค์วาม
เชื่อมัน่ทีก่ าหนด  0 01 ,1    หรอืไม่ ซึง่พจิารณาจาก 
   0 0 0 0
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          
โดยที ่ 0P  แทน สมัประสทิธิค์วามเชื่อมัน่ทีก่ าหนด หรอื 0 01P    ในทีน่ี้ก าหนดให ้ 0 0.95P   และ 0.99  
           แทน ระดบันยัส าคญัของการทดสอบ ในทีน่ี้ก าหนดให ้ 0.05    
        m   แทน จ านวนรอบของการทดล ง ใน ีน่ี้ก าหนดให ้ 1,000m    
โดยท าการพจิารณาแต่ละกรณี ดงันี้ 
กรณีท่ี 1 เมื่อ 0 0.95P   จะถอืว่า วธิกีารประมาณทีใ่หค้่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ในช่วงค่าสมัประสทิธิ ์
















     
ดงันัน้ ถา้ค่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ภายในชว่ง  0.9365,0.9635  กจ็ะถอืว่า วธิกีารประมาณนัน้ผ่าน
เกณฑ ์
กรณีท่ี 2 เมื่อ 0 0.99P   จะถอืว่า วธิกีารประมาณทีใ่หค้่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ในช่วงค่าสมัประสทิธิ ์
















     
ดงันัน้ ถา้ค่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ภายในชว่ง  0.9838,0.9962  กจ็ะถอืว่า วธิกีารประมาณนัน้ผ่าน
เกณฑ ์
 8. ค านวณค่าเฉลีย่ความกวา้งของช่วงความเชื่อมัน่ (Average Width of Confidence Interval : AW) 
   (11)
6. ค�า วณค่าประมาณสัมประสิทธิ์ความเชื่อมั่น (Confidence Co fficient : CC)
โดยน�าช่วงความเชือ่มัน่ทีไ่ด้จ กก รประมาณจากวธีิภาวะน่าจะเป็นสงูสดุ วธีิของเบส์ และวธีิมาร์คอฟ เชน 
มอนติคาร์โล มาพิจารณาว่าครอบคลุมค่าพารามิเตอร์ λ หรือไม่ ถ้าช่วงความเชื่อมั่นใด ครอบคลุมค่า
พารามิเตอร์ λ  จะท�าการนับจ�านวนครั้ง หลังจากนั้นน�าจ�านวนครั้งทั้งหมดมาหารด้วยจ�านวนรอบ (m ) 
47



















  จะได ้ชว่งความเชื่อมัน่  1 100%  ของ   คอื 
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 6. ค านวณค่าประมาณสมัประสทิธิค์วามเชื่อมัน่ (Confidence Coefficient : CC) 
 โดยน าช่วงความเชื่อมัน่ทีไ่ดจ้ากการประมาณจากวธิภีาวะน่าจะเป็นสงูสุด วธิขีองเบส ์และวธิมีารค์อฟ เชน 
มอนตคิารโ์ล มาพจิารณาว่าครอบคลุมค่าพารามเิตอร ์  หรอืไม่ ถา้ช่วงความเชื่อมัน่ใด ครอบคลุมค่าพารามเิตอร ์   
จะท าการนับจ านวนครัง้ หลังจากนัน้น าจ านวนครัง้ทัง้หมดมาหารด้วยจ านวนรอบ ( m ) โดยค่าที่ได้เรียกว่า 
ค่าประมาณสมัประสทิธิค์วามเชื่อมัน่  ˆ1   ซึง่ค านวณได ้ดงันี้ 




 7. เปรยีบเทยีบค่าประมาณสมัประสทิธิค์วามเชื่อมัน่กบัค่าสมัประสทิธิค์วามเชื่อมัน่ทีก่ าหนด 
 เป็นการเปรยีบเทยีบค่าประมาณสมัประสทิธิค์วามเชื่อมัน่  ˆ1   ว่ามคี่าอยู่ในช่วงของค่าสมัประสทิธิค์วาม
เชื่อมัน่ทีก่ าหนด  0 01 ,1    หรอืไม่ ซึง่พจิารณาจาก 
   0 0 0 0




P P P P




          
โดยที ่ 0P  แทน สมัประสทิธิค์วามเชื่อมัน่ทีก่ าหนด หรอื 0 01P    ในทีน่ี้ก าหนดให ้ 0 0.95P   และ 0.99  
           แทน ระดบันยัส าคญัของการทดสอบ ในทีน่ี้ก าหนดให ้ 0.05    
        m   แทน จ านวนรอบของการทดลอง ในทีน่ี้ก าหนดให ้ 1,000m    
โดยท าการพจิารณาแต่ละกรณี ดงันี้ 
กรณีท่ี 1 เมื่อ 0 0.95P   จะถอืว่า วธิกีารประมาณทีใ่หค้่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ในช่วงค่าสมัประสทิธิ ์
















     
ดงันัน้ ถา้ค่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ภายในชว่ง  0.9365,0.9635  กจ็ะถอืว่า วธิกีารประมาณนัน้ผ่าน
เกณฑ ์
กรณีท่ี 2 เมื่อ 0 0.99P   จะถอืว่า วธิกีารประมาณทีใ่หค้่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ในช่วงค่าสมัประสทิธิ ์
















     
ดงันัน้ ถา้ค่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ภายในชว่ง  0.9838,0.9962  กจ็ะถอืว่า วธิกีารประมาณนัน้ผ่าน
เกณฑ ์





















  จะได ้ชว่งความเชื่อมัน่  1 100%  ของ   คอื 
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 6. ค านวณค่าประมาณสมัประสทิธิค์วามเชื่อมัน่ (Confidence Coefficient : CC) 
 โดยน าช่วงความเชื่อมัน่ทีไ่ดจ้ากการประมาณจากวธิภีาวะน่าจะเป็นสงูสุด วธิขีองเบส ์และวธิมีารค์อฟ เชน 
มอนตคิารโ์ล มาพจิ รณาว่ ครอบคลุมค่าพารามเิตอร ์  หรอืไม่ ถา้ช่วงความเชื่อมัน่ใด ครอบคลุมค่าพารามเิตอร ์   
จะท า รนับจ านวนครัง้ หลังจากนัน้น าจ าน นครัง้ทัง้หมดมาหารด้วยจ านวนรอบ ( m ) โดยค่าที่ได้เรียกว่า 
ค่ ประมาณสมัประสทิธิค์วามเชื่อมัน่  ˆ1   ซึง่ค านวณได ้ดงันี้ 




 7. เปรยีบเทยีบค่าประมาณสมัประสทิธิค์วามเชื่อมัน่กบัค่าสมัประสทิธิค์วามเชื่อมัน่ทีก่ าหนด 
 เป็นการเปรยีบเทยีบค่าประมาณสมัประสทิธิค์วามเชื่อมัน่  ˆ1   ว่ามคี่าอยู่ในช่วงของค่าสมัประสทิธิค์วาม
เชื่อมัน่ทีก่ าหนด  0 01 ,1    หรอืไม่ ซึง่พจิารณาจาก 
   0 0 0 0




P P P P




          
โดยที ่ 0P  แทน สมัประสทิธิค์วามเชื่อมัน่ทีก่ าหนด หรอื 0 01P    ในทีน่ี้ก าหนดให ้ 0 0.95P   และ 0.99  
           แทน ระดบันยัส าคญัของการทดสอบ ในทีน่ี้ก าหนดให ้ 0.05    
        m   แทน จ านวนรอบของการทดลอง ในทีน่ี้ก าหนดให ้ 1,000m    
โดยท าการพจิารณาแต่ละกรณี ดงันี้ 
กรณีท่ี 1 เมื่อ 0 0.95P   จะถอืว่า วธิกีารประมาณทีใ่หค้่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ในช่วงค่าสมัประสทิธิ ์
















     
ดงันัน้ ถา้ค่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ภายในชว่ง  0.9365,0.9635  กจ็ะถอืว่า วธิกีารประมาณนัน้ผ่าน
เกณฑ ์
กรณีท่ี 2 เมื่อ 0 0.99P   จะถอืว่า วธิกีารประมาณทีใ่หค้่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ในช่วงค่าสมัประสทิธิ ์
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ดงันัน้ ถา้ค่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ภายในชว่ง  0.9838,0.9962  กจ็ะถอืว่า วธิกีารประมาณนัน้ผ่าน
เกณฑ ์




















  จะได ้ชว่งความเชื่อมัน่  1 100%  ของ   คอื 
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 6. ค านวณค่าประมาณสมัประสทิธิค์วามเชื่อมัน่ (Confidence Coefficient : CC) 
 โดยน าช่วงความเชื่อมัน่ทีไ่ดจ้ากการประมาณจากวธิภี วะน่าจะเป็นสงูสุด วธิขีองเบส ์และวธิี ารค์อฟ เชน 
มอนตคิารโ์ล มาพจิารณาว่ ครอบคลุมค่าพารามเิตอร ์  หรอืไม่ ถ้ ช่ งความเชื่อมัน่ใด ครอบคลุมค่ พารามเิตอร ์   
จะท าการนับจ านวน รัง้ หลังจากนัน้น าจ านวนครัง้ทัง้หมดมาหารด้วยจ านวนรอบ ( m ) โดยค่าที่ได้เรียกว่า 
ค่าประมาณสมัประสทิธิค์วามเชื่อมัน่  ˆ1   ซึง่ค านวณได ้ดงันี้ 




 7. เปรยีบเทยีบค่าปร ม ณสมั ระสทิธิค์วามเชื่อมัน่กบัค่าสมัประสทิธิค์วามเชื่อมัน่ทีก่ าหนด 
 เป็นการเปรยีบเทยีบค่าประ าณสมัประสทิธิค์วามเชื่ มัน่  ˆ1   ว่า ี ่าอยู่ในช่วงของค่าสมัประสทิธิค์วาม
เชื่อมัน่ทีก่ าหนด  0 01 ,1    หรอืไม่ ซึง่พจิารณาจาก 
   0 0 0 0
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          
โดยที ่ 0P  แทน สมัประสทิธิค์วามเชื่อมัน่ทีก่ าหนด หรอื 0 01P   ี่ ี้  ้ 0 .9P  และ 0.99  
           แทน ระดบันยัส าคญัของการทดสอบ ในทีน่ี้  หน ให ้ 0.05    
        m   แทน จ านวนรอบของการทดลอง ในทีน่ี้ก าหนดให ้ 1,000m    
โดยท าการพจิารณาแต่ละกรณี ดงันี้
กรณีท่ี 1 เมื่อ 0 0.95P   จะถอืว่า วธิกีารประมาณทีใ่ห้ ่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ในช่วงค่าสมัประสทิธิ ์
















     
ดงันัน้ ถา้ค่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ภายในชว่ง  0.9365,0.9635  กจ็ะถอืว่า วธิกีารประมาณนัน้ผ่าน
เกณฑ ์
กรณีท่ี 2 เมื่อ 0 0.99P   จะถอืว่า วธิกีารประมาณทีใ่หค้่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ในช่วงค่าสมัประสทิธิ ์
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ดงันัน้ ถา้ค่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ภายในชว่ง  0.9838,0.9962  กจ็ะถอืว่า วธิกีารประมาณนัน้ผ่าน
เกณฑ ์



















  จะได ้ชว่งความเชื่อมัน่  1 100%  ของ   คอื 
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 6. ค านวณค่าประมาณสมัประสทิธิ ์ เ ื่ ัน่ (Confidence Coefficient : CC) 
 โดยน าช่วงความเชื่อมัน่ทีไ่ดจ้ากการประมาณจากวธิภีาวะน่าจะเป็นสงูสุด วธิขีองเบส ์และวธิมีารค์อฟ เชน 
มอนตคิารโ์ล มาพจิ รณาว่าครอบคลุมค่าพารามเิตอร ์  หรอืไม่ ถา้ช่ งควา เชื่อมัน่ใ  ครอบ ลุมค่าพารามเิตอร ์   
จะท าการนับจ านวนครัง้ หลังจากนัน้น าจ าน นครัง้ทัง้หมดมาหารด้วยจ านวนรอบ ( m ) โดยค่าที่ได้เรียกว่า 





 7. เปรยีบเทยีบค่าประมาณสมัประสทิธิค์วามเชื่อมัน่กบัค่าสมัประสทิธิค์วามเชื่อมัน่ทีก่ าหนด 
 เป็นการเปรยีบเทยีบค่าประมาณสมัประสทิธิค์วามเชื่อมัน่  ˆ1   ว่ามคี่าอยู่ในช่วงของ ่าสมัประสทิธิค์วา
เชื่อมัน่ทีก่ าหนด  0 01 ,1    หรอืไม่ ซึง่พจิารณาจาก 
   0 0 0 0




P P P P




          
โดยที ่ 0P  แทน สมัประสทิธิค์วามเชื่อมัน่ทีก่ าหนด หรอื 0 01P    ในทีน่ี้ก าหนดให ้ 0 0.95P   และ 0.99  
           แทน ระดบันยัส าคญัของการทดสอบ ในทีน่ี้ก าหนดให ้ 0.05    
        m   แทน จ านวนรอบของการทดลอง ในทีน่ี้ก าหนดให ้ 1,000m    
โดยท าการพจิารณาแต่ละกรณี ดงันี้ 
กรณีท่ี 1 เมื่อ 0 0.95P   จะถอืว่า วธิกีารประมาณทีใ่หค้่าประมาณสมัประสทิธิ ์ วามเชื่อมัน่อยู่ในช่วงค่าสมัประสทิธิ ์
















     
ดงันัน้ ถา้ค่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ภายในชว่ง  0.9365,0.9635  กจ็ะถอืว่า วธิกีารประมาณนัน้ผ่าน
เกณฑ ์
กรณีท่ี 2 เมื่อ 0 0.99P   จะถอืว่า วธิกีารประมาณทีใ่หค้่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ในช่วงค่าสมัประสทิธิ ์
















     
ดงันัน้ ถา้ค่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ภายในชว่ง  0.9838,0.9962  กจ็ะถอืว่า ธิกีารประมาณนัน้ผ่าน
เกณฑ ์
 8. ค านวณค่าเฉลีย่ความกวา้งของช่วงความเชื่อมัน่ (Average Width of Confidence Interval : AW) 
โดยที่  0P  แทน สมัประสทิธิค์วามเชือ่มัน่ทีก่�าหนด หรือ 
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  จะได ้ชว่งความเชื่อมัน่  1 100%  ของ   คอื 
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 6. ค านวณค่าประมาณสมัประสทิธิค์วามเชื่อมัน่ (Confidence Coefficient : CC) 
 โดยน าช่วงความเชื่อมัน่ทีไ่ดจ้ากการประมาณจากวธิภีาวะน่าจะเป็นสงูสุด วธิขีองเบส ์และวธิมีารค์อฟ เชน 
มอนตคิารโ์ล มาพจิารณาว่าครอบคลุมค่าพารามเิตอร ์  หรอืไม่ ถา้ช่วงความเชื่อมัน่ใด ครอบคลุมค่าพารามเิตอร ์   
จะท าการนับจ านวนครัง้ หลังจากนัน้น าจ านวนครัง้ทัง้หมดมาหารด้วยจ านวนรอบ ( m ) โดยค่าที่ได้เรียกว่า 
ค่าประมาณสมัประสทิธิค์วามเชื่อมัน่  ˆ1   ซึง่ค านวณได ้ดงันี้ 
  ?̂?𝛼  
จ านวนครัง้ ีช่่ ง วา เ ื่ ั ่ ครอบคลุม ่ พ รามเิตอร์
𝛼𝛼
 
 7. เปรยีบเทยีบค่าประมาณสมัประสทิธิค์วามเชื่อมัน่กบัค่าสมัประสทิธิค์วามเชื่อมัน่ทีก่ าหนด 
 เป็นการเปรยีบเทยีบค่าประมาณสมัประสทิธิ ์ วามเชื่อมัน่  ˆ1   ว่ามคี่าอยู่ใ ช่วงของค่าสมัประสทิธิค์วา
เชื่อมัน่ทีก่ าหนด  0 01 ,1    หรอืไม่ ซึง่พจิารณาจาก 
   0 0 0 0




P P P P




          
โดยที ่ 0P  แทน สมัประสทิธิค์วามเชื่อมัน่ทีก่ าหนด หรื 0 01P    ในทีน่ี้ก าหนดให ้ 0 0.95P   และ 0.99  
           แทน ระดบันยัส าคญัของการทดสอบ ในทีน่ี้ก าหนดให ้ 0.05    
        m   แทน จ านวนรอบของการทดลอง ในทีน่ี้ก าหนดให ้ 1,000m    
โดยท าการพจิารณาแต่ละกรณี ดงันี้ 
กรณีท่ี 1 เมื่อ 0 0.95P   จะถอืว่า วธิกีารประมาณทีใ่หค้่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ในช่วงค่าสมัประสทิธิ ์
















     
ดงันัน้ ถา้ค่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ภายในชว่ง  .9365,0.9635  กจ็ะถอืว่า วธิกีารประมาณนัน้ผ่าน
เกณฑ ์
กรณีท่ี 2 เมื่อ 0 0.9P   จะถอืว่า วธิกีารประมาณทีใ่หค้่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ในช่วงค่าสมัประสทิธิ ์
















     
ดงันัน้ ถา้ค่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ภายในชว่ง  0.9838,0.9962  กจ็ะถอืว่า วธิกีารประมาณนัน้ผ่าน
เกณฑ ์
 8. ค านวณค่าเฉลีย่ความกวา้งของช่วงความเชื่อมัน่ (Average Width of Confidence Interval : AW) 
 ี่ ีก้�าหนดให้ 0 0.95P = และ 0.99
  α  แ น ระดับนัยส�าคัญของการทดสอบ ใน ี่นี้ก�าหนดให้ 
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 จะได ้ชว่งความเชื่อมัน่  1 100%  ของ   คอื 
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 6. ค านวณค่าประมาณสมัประสทิธิค์วามเชื่อมัน่ (Confidence Coefficient : CC) 
 โดยน าช่วงความเชื่อมัน่ทีไ่ดจ้ากก รประมาณจากวธิภีาวะน่าจะเป็นสงูสุด วธิขีองเบส ์และวธิมีารค์อฟ เชน 
มอนตคิารโ์ล มาพจิารณาว่าครอบคลุม ่ พารามเิตอร ์  หรอืไม่ ถา้ช่วง วามเชื่อมัน่ใด ครอบคลุมค่าพารามเิตอร ์   
จะท าการนับจ านวนครัง้ หลังจากนั ้ น าจ านวนครัง้ทัง้หมดมาหา ด้วยจ าน นรอบ ( m ) โดยค่าที่ได้เรียกว่า 
ค่าประมาณสมัประสทิธิค์วามเชื่อมัน่  ˆ1   ซึง่ค านวณได ้ดงันี้ 




 7. เปรยีบเทยีบค่าประมาณสมัประสทิธิค์วามเชื่อมัน่กบัค่าสมัประสทิธิค์วามเชื่อมัน่ทีก่ าหนด 
 เป็นการเปรยีบเทยีบค่าประมาณสมัประสทิธิค์วามเชื่อมัน่  ˆ1   ว่ามคี่าอยู่ในช่วงของค่าสมัประสทิธิค์วาม
เชื่อมัน่ทีก่ าหนด  0 01 ,1    หรอืไม่ ซึง่พจิารณาจาก 










         
โดยที ่ 0P  แทน สมัประสทิธิค์วามเชื่อมัน่ทีก่ าหนด หรอื 0 01P    นทีน่ี้ก าหนดให ้ 0 0.95P   และ 0.99  
        แทน ระดบันยัส าคญัของการทดสอบ ในทีน่ี้ก าหนดใ ้ 0.05    
        m   แทน จ านวนรอบของการทดลอง ในทีน่ี้ก าหนดให ้ 1,000m    
โดยท าการพจิารณาแต่ละกรณี ดงันี้ 
กรณีท่ี 1 เมื่อ 0 0.95P   จะถอืว่า วธิกีารประมาณทีใ่หค้่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ในช่วงค่าสมัประสทิธิ ์
















     
ดงันัน้ ถา้ค่าประมาณสั ประสทิธิค์วามเชื่อ ัน่อยู่ภายในชว่ง  0.9365,0.9635  กจ็ะถอืว่า วธิกีารประมาณนัน้ผ่าน
เกณฑ ์
กรณีท่ี 2 เมื่อ 0 0.99P   จะถอืว่า วธิกีารประมาณทีใ่หค้่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ในช่วงค่าสมัประสทิธิ ์
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0.99 1 . 9




     
ดงันัน้ ถา้ค่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ภายในชว่ง  0.9838,0.9962  กจ็ะถอืว่า วธิกีารประมาณนัน้ผ่าน
เกณฑ ์
 8. ค านวณค่าเฉลีย่ความกวา้งของช่วงความเชื่อมัน่ (Average Width of Confidence Interval : AW) 
  m แทน จ�า วนรอบข งการทดลอง ในที่นี้ก�าหนดให้ , 00=
โดยท�าการพิจารณาแต่ละกรณี ดังนี้



















  จะได ้ชว่งความเชื่อมัน่  1 100%  ของ   คอื 
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 6. ค านวณค่าประมาณสมัประสทิธิค์วามเชื่อมัน่ (Confidence Coefficient : CC) 
 โดยน าช่วงความเชื่อมัน่ทีไ่ดจ้ากการประมาณจากวธิภีาวะน่าจะเป็นสงูสุด วธิขีองเบส ์และวธิมีารค์อฟ เชน 
มอนตคิารโ์ล มาพจิารณาว่าครอบคลุมค่าพารามเิตอร ์  หรอืไม่ ถา้ช่วงความเชื่อมัน่ใด ครอบคลุมค่าพารามเิตอร ์   
จะท าการนับจ านวนครัง้ หลังจากนัน้น าจ านวนครัง้ทัง้หมดมาหารด้วยจ นวนรอบ ( m ) โดยค่าที่ได้เรียกว่า 
ค่าประมาณสมัประสทิธิค์วามเชื่อมัน่  ˆ1   ซึง่ค านวณได ้ดงันี้ 




 7. เปรยีบเ ยีบค่า มาณสมัประสทิธิค์วามเชื่อมัน่กบัค่าสมัประสทิธิค์วามเชื่อมัน่ทีก่ าหนด 
 เป็นการเปรยีบเทยี ค่าประมาณสมัป ะสทิธิค์วามเชื่อมัน่  ˆ1   ว่ามคี่าอยู่ในช่วงของค่าสมัประสทิธิค์วาม
เชื่อมัน่ทีก่ าหนด  0 01 ,1    หรอืไม่ ซึง่พจิารณาจาก 
   0 0 0 0




P P P P




          
โดยที ่ 0P  แทน สมัประสทิธิค์วามเชื่อมัน่ทีก่ าหนด หรอื 0 01P    ในทีน่ี้ก าหนดให ้ 0 0.95P   และ 0.99  
           แทน ระดบันยัส าคญัของการทดสอบ ในทีน่ี้ก าหนดให ้ 0.05    
        m   แทน จ านวนรอบของการทดลอง ในทีน่ี้ก าหนดให ้ 1,000m    
โดยท าการพจิารณาแต่ละกรณี ดงันี้ 
กรณีท่ี 1 เ ื่  0 0.95P   จะถอืว่า วธิกีารประมาณทีใ่หค้่ ประมาณสมัปร สทิธิค์วามเชื่อมัน่อยู่ในช่วงค่าสมั ระสทิธิ ์
















     
ดงันัน้ ถา้ค่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ภายในชว่ง  0.9365,0.9635  กจ็ะถอืว่า วธิกีารประมาณนัน้ผ่าน
เกณฑ ์
กรณีท่ี 2 เ ื่  0 0.99P   จะถอืว่า วธิกีารประมาณทีใ่หค้่ ประมาณสมัปร สทิธิค์วามเชื่อมัน่อยู่ในช่วงค่าสมั ระสทิธิ ์
















     
ดงันัน้ ถา้ค่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ภายในชว่ง  0.9838,0.9962  กจ็ะถอืว่า วธิกีารประมาณนัน้ผ่าน
เกณฑ ์



















  จะได ้ชว่งความเชื่อมัน่  1 100%  ข ง   คอื 
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 6. ค านวณค่าประมาณสมัประสทิธิค์วามเชื่อมัน่ (Confidence Coefficient : CC) 
 โดยน าช่วงความเชื่อมัน่ทีไ่ดจ้ากการประมาณจากวธิภีาวะน่าจะเป็นสงูสุด วธิขีองเบส ์และวธิมีารค์อฟ เชน 
มอนตคิารโ์ล มาพจิารณาว่าครอบคลุมค่า ารามเิตอร ์  หรอืไม่ ถา้ช่วงความเชื่อมัน่ใด ครอบคลุมค่าพารามเิตอร ์   
จะท าการนับจ านวนครัง้ หลังจากนัน้น าจ านวนครัง้ทัง้หมดมาหารด้วยจ านวนรอบ ( m ) โด ค่าที่ได้เรียกว่า 
ค่าประมาณสมัประสทิธิค์วามเชื่อมัน่  ˆ1  ซึง่ค านวณได ้ดงันี้ 
  ?̂?𝛼  
จ านวนครัง้ทีช่่วงความเชื่อมั ่ ครอบคลุมค่าพารามเิตอร์
𝛼𝛼
 
 7. เปรยีบเทยีบค่าประมาณสมัประสิ ธิค์วามเชื่อมัน่กบัค่าสมัประสทิธิค์วา เชื่ มัน่ทีก่ าหนด 
 เป็นการเปรยีบเทยีบค่าประมาณสั ประสิ ธิค์วามเชื่อมัน่  ˆ1   ว่ามคี่าอยู่ในช่วงของค่าสมัประสทิธิค์วาม
เชื่อมัน่ทีก่ าหนด  0 01 ,1    รอืไม่ ซึง่พจิารณาจาก 
   0 0 0 0
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          
โดยที ่ 0P  แทน สมัประสทิธิค์วามเชื่อ ั ่ ทีก่ าหนด หรอื 0 01P    ใ ทีน่ี้ก าหนดให ้ 0 0.95P   และ 0.9  
           แทน ระดบันยัส าคญัของการทดสอ  ในทีน่ี้ก าหนดให ้ 0.05    
        m   แทน จ านวนรอบของการทดลอง ในทีน่ี้ก าหนดให ้ 1,000m    
โดยท าการพจิารณาแต่ละกรณี ดงันี้ 
กรณีท่ี 1 เมื่อ 0 0.95P   จะถอืว่า วธิกีารประมาณทีใ่หค้่าประมาณสั ประสิ ธิค์วามเชื่อมัน่อยู่ในช่วงค่าสมัประสทิธิ ์
















     
ดงันัน้ ถา้ค่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ภายในชว่ง  0.9365,0.9635  กจ็ะถอืว่า วธิกีารประมาณนัน้ผ่าน
เกณฑ ์
กรณีท่ี 2 เมื่อ 0 0.99P   จะถอืว่า วธิกีารประมาณทีใ่หค้่าประมาณสั ประสิ ธิค์วามเชื่อมัน่อยู่ในช่วงค่าสมัประสทิธิ ์
















     
ดงันัน้ ถา้ค่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ภายในชว่ง  0.9838,0.9962  กจ็ะถอืว่า วธิกีารประมาณนัน้ผ่าน
เกณฑ ์



















  จะได ้ชว่งความเชื่อมัน่  1 100%  ของ   คอื 
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 6. ค านวณค่าประมาณสมัประสทิธิค์วามเชื่อมั ่  (Confidence Coefficient : CC) 
 โดย  าช่วงความเชื่อมัน่ทีไ่ดจ้ากกา ประมาณจาก ธิภีาวะน่าจะเป็นสงูสุด ธิขีองเบส ์และวธิมีารค์อฟ เชน 
มอ ตคิารโ์ล มาพิ รณาว่าครอบคลุมค่าพารามเิตอร ์  หรอืไม่ ถา้ช่วงความเชื่อมัน่ใด ครอบคลุมค่าพารามเิตอร ์   
จะท าการนับจ านว ครัง้ หลังจากนั ้ น าจ านว ครัง้ทัง้หมดมาหาร ้วยจ านวนรอบ ( m ) โดยค่าที่ได้เรียกว่า 





 7. เปรยีบเทยีบ ่าประมาณสมัประสทิธิค์วามเชื่อมัน่กบั ่าสั ประสทิธิค์วามเชื่อ ัน่ทีก่ าหนด 
 เป็ การเปรี บเทยีบค่าประมาณสมัประสทิธิค์วามเชื่อมั ่   ˆ1   ว่ามคี่าอยู่ในช่วงของค่าสมัประสทิธิค์วาม
เชื่อมัน่ทีก่ าหนด  0 01 ,1    หรอืไม่ ซึง่พจิารณาจาก 





P P P P




          
โดยที ่ 0P  แทน สมัประสทิธิค์วามเชื่อมั ่ ทีก่ าหนด หรอื 0 01P    ในทีน่ี้ก าหนดให ้ 0 0.95P   และ 0.99  
          แทน ระดบันยัส าคญัของการทดสอบ ในทีน่ี้ก าหนดให ้ 0.05    
        m   แทน จ า วนรอบของการทดลอง ในทีน่ี้ก าหนดให ้ 1,000m    
โดยท าการพจิารณาแต่ละ รณี ดงันี้ 
กรณีท่ี 1 เมื่อ 0 0.95P   จะถอืว่า วธิกีารประมาณทีใ่หค้่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ในช่วงค่าสมัประสทิธิ ์
















     
ดงันัน้ ถ้ ค่าประมาณ มัประสทิธิค์วามเชื่อมัน่อยู่ภายในชว่ง  0.9365,0.9635  กจ็ะถอืว่า วธิกีารประมาณนัน้ผ่าน
เกณฑ ์
กรณีท่ี 2 เมื่อ 0 0.99P   จะถอืว่า วธิกีารประมาณทีใ่หค้่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ในช่วงค่าสมัประสทิธิ ์
















     
ดงันัน้ ถา้ค่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ภายในชว่ง  0.9838,0.9962  กจ็ะถอืว่า วธิกีารประมาณนัน้ผ่าน
เกณฑ ์
 8. ค านวณค่าเฉลีย่ความกวา้งของช่วงความเชื่อมัน่ (Average Width of Confidence Interval : AW) 
็จะถือว่า วิธีการประมาณ
นั้นผ่านเกณฑ์



















 จะได ้ช่ งความเชื่อมัน่  100%  ของ  คอื 
         
2 2
1 1 1 12 2
1 1 1 1,
1 1
T T T T
t t t t
t t t t
Z
T T T T
Z     
   
 
       
   
   
(11) 
 6. ค านวณค่าประมาณสมัประสทิธิค์วามเชื่อมัน่ (Confidence Coefficient : CC) 
 โดยน าช่วงความเชื่อมัน่ทีไ่ดจ้ากการประมาณจากวธิภีาวะน่าจะเป็นสงูสุด วธิขีองเบส ์และวธิมีารค์อฟ เชน 
มอนตคิารโ์ล มาพจิารณาว่ ครอบคลุมค่าพารามเิตอร ์  หรอืไม่ ถา้ช่วงความเชื่อมัน่ใด ครอบคลุมค่าพารามเิตอร ์   
จะท าการนับจ นวนครัง้ หลังจากนัน้น าจ านวนครัง้ทัง้หมด าหารด้วยจ านวนรอบ ( m ) โดยค่าที่ได้เรียกว่า 





 7. เปรี เทยีบค่าประมาณสมัประสทิธิค์วา เชื่อมัน่กบัค่าสั ประสทิธิค์ ามเชื่อมัน่ทีก่ าหนด 
 เป็นการเปรยีบเทยีบค่าประมาณสมัประสทิธิค์วามเชื่อมัน่  ˆ1   ว่ามคี่าอยู่ในช่วงของค่าสมัประสทิธิค์วาม
เชื่อมัน่ทีก่ าหนด  0 01 ,1    หรอืไม่ ซึง่พจิารณาจาก 
   0 0 0 0









          
โดยที ่ 0P  แทน สมัประสทิธิค์วามเชื่อมั ่ ีก่ าหนด หรอื 0 01P    ในทีน่ี้ก าหนดให ้ 0 0.95P   และ 0.99  
           แทน ระดบันยัส าคญัของการทดสอบ ในทีน่ี้ก าหนดให ้ 0.05    
        m   แทน จ านวนรอบของการทดลอง ในทีน่ี้ก าหนดให ้ 1,000m    
โดยท าการพจิารณาแต่ละกรณี ดงั ี้ 
กรณีท่ี 1 เมื่อ 0 0.95P   จะถอืว่า วธิกีารประมาณทีใ่หค้่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ในช่วงค่าสมัประสทิธิ ์
















     
ดงันัน้ ถา้ค่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ภายในชว่ง  0.9 65,0.9635  กจ็ ถอืว่า วธิกีารประมาณนัน้ผ่าน
เกณฑ ์
กรณีท่ี 2 เมื่อ 0 0.99P   จะถอืว่า วธิกีารประมาณทีใ่หค้่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ในช่วงค่าสมัประสทิธิ ์
















     
ดงันัน้ ถา้ค่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ภายในชว่ง  0.9838,0.9962  กจ็ะถอืว่า วธิกีารประมาณนัน้ผ่าน
เกณฑ ์



















  จะได ้ชว่งค เชื่อมัน่  1 100%  ของ   คอื
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 6. ค านวณค่าประมาณสมัประสทิธิค์วามเชื่อมัน่ (Confidence Coefficient : CC) 
 โดยน าช่วงความเชื่อมัน่ทีไ่ดจ้ากการประมาณจากวิ ภีาวะน่าจะเป็นสงูสุด วธิขีองเบส ์และวธิมีารค์ ฟ เชน 
มอนตคิารโ์ล มาพจิารณาว่าครอบคลุมค่าพารามเิตอร ์  หรอืไม่ ถา้ช่วงความเชื่อมัน่ใด ครอบคลุมค่าพารามเิตอร ์   
จะท าการนับจ านวนครัง้ หลังจากนัน้น าจ านวนครัง้ ัง้หมดมาหารด้วยจ านวนรอบ ( m ) โดยค่าที่ได้เรียกว่า 





 7. เปรยีบเทยีบค่าประมาณสมัประสทิธิค์วามเชื่อมัน่กบัค่าสมัประสทิธิค์วามเชื่อมัน่ทีก่ าหนด 
 เป็นการเปรยีบเทยีบค่าประมาณสมัประสทิธิค์วามเชื่อมัน่  ˆ1   ว่ามคี่าอยู่ในช่วงของค่าสมัประสทิธิค์วาม
เชื่อมัน่ทีก่ าหนด  0 01 ,1    หรอืไม่ ซึง่พจิารณาจาก 
   0 0 0 0




P P P P




          
โดยที ่ 0P  แทน สมัประสทิธิค์วามเชื่อมัน่ทีก่ าหนด หรอื 0 01P    ในทีน่ี้ก าหนดให ้ 0 0.95P   และ 0.99  
           แทน ระดบันยัส าคญัของการทดสอบ ในทีน่ี้ก าหนดให ้ 0.05    
        m   แทน จ านวนรอบของการทดลอง ในทีน่ี้ก าหนดให ้ 1,000m    
โดยท าการพจิารณาแต่ละกรณี ดงันี้ 
กรณีท่ี 1 เมื่อ 0 0.95P   จะถอืว่า วธิกีารประมาณทีใ่หค้่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ในช่วงค่าสมัประสทิธิ ์
















     
ดงันัน้ ถา้ค่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ภายในชว่ง  0.9365,0.9635  กจ็ะถอืว่า วธิกีารประมาณนัน้ผ่าน
เกณฑ ์
กรณีท่ี 2 เมื่อ 0 0.99P   จะถอืว่า วธิกีารประมาณทีใ่หค้่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ในช่วงค่าสมัประสทิธิ ์
















     
ดงันัน้ ถา้ค่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ภ ยในชว่ง  0.9838,0.9962  กจ็ะถอืว่า วธิกีารประมาณนัน้ผ่าน
เกณฑ ์
 8. ค านวณค่าเฉลีย่ความกวา้งของช่วงความเชื่อมัน่ (Average Width of Confidence Interval : AW) 
ดังนั้น ถ้าค่าประมาณสัมประสิทธิ์ความเชื่อมั่นอยู่ภายในช่วง  ก็จะถือว่า วิธีการประมาณนั้นผ่านเกณฑ์
8. ค�านวณ ่ ลี่ยความกว้างขอ ช่วงความเชื่อมั่น (Average Width of Confidence Interval : AW)
โดยท�าการหาผลต่างระหว่างขอบเขตบนและขอบเขตล่างของช่วงความเชื่อมั่น และน�าค่าที่ได้มาหาร
ด้วยจ�านวนรอบของการทดลอง ซึ่งค่าที่ได้เรียกว่า ค่าประมาณของความกว้างเฉลี่ยของช่วงความเชื่อมั่น 
โดยค�านวณได้จาก
   
   
     
 โดยที่ jU  แทน ขอบเขตบนของช่วงความเชื่อมั่น ในการท�าซ�้าครั้งที่ j
     
  j
L   แทน ขอบเขตล่างของช่วงความเชื่อมั่น ในการท�าซ�้าครั้งที่ j
       m   แทน จ�านวนรอบของการทดลอง โดยในที่นี้เท่ากับ 1,000 รอบ
10 
 
โดยท าการหาผลต่างระหว่างขอบเขตบนและขอบเขตล่างของชว่งความเชื่อมัน่ และน าค่าทีไ่ดม้าหารดว้ย
จ านวนรอบของการทดลอง ซึง่คา่ทีไ่ดเ้รยีกว่า ค่าประมาณของความกวา้งเฉลีย่ของชว่งความเชือ่มัน่ โดยค านวณได้
จาก  
 
 ค่าประมาณของความกวา้งเฉลีย่ของชว่งความเชื่อมัน่     
 
โดยที ่ jU  แทน ขอบเขตบนของช่วงความเชื่อมัน่ ในการท าซ ้าครัง้ที ่ j  
        jL   แทน ขอบเขตล่างของช่วงความเชื่อมัน่ ในการท าซ ้าครัง้ที ่ j  
        m    แทน จ านวนรอบของการทดลอง โดยในทีน่ี้เท่ากบั 1,000 รอบ 
 
ผลการวิจยั 
 ผลการวจิยัทีไ่ดจ้ากวธิกีารประมาณช่วงความเชื่อมัน่ทัง้ 3 วธิ ีไดแ้ก่ วธิภีาวะน่าจะเป็นสงูสุด วธิขีองเบสท์ีม่ ี
การแจกแจงก่อนเป็นการแจกแจงแกมมา (2,1) และวธิมีารค์อฟ เชน มอนตคิารโ์ล แสดงไวใ้นตารางที ่1 และ 2 โดยจะ
พจิารณาจากค่าสมัประสทิธิค์วามเชื่อมัน่ (CC) และค่าความกวา้งเฉลีย่ของช่วงความเชื่อมัน่ (AW) ซึง่ผลทีไ่ดจ้ะแยก
ตามระดบัความเชื่อมัน่ทีก่ าหนด โดยมสีญัลกัษณ์แทนความหมายต่างๆ ดงันี้ 
ML   แทน วธิภีาวะน่าจะเป็นสงูสดุ 
Bayes’  แทน วธิขีองเบสท์ีม่กีารแจกแจงก่อนเป็นการแจกแจงแกมมา (2,1) 
MCMC  แทน วธิมีารค์อฟ เชน มอนตคิารโ์ล 
1. ระดบัความเชื่อมัน่ 95% 
ผลทีไ่ดจ้ากวธิกีารประมาณทัง้ 3 วธิ ีแสดงดงัตารางที ่1 
 
ตารางท่ี 1 ค่าสมัประสทิธิค์วามเชื่อมัน่ (CC) และค่าความกวา้งเฉลีย่ของช่วงความเชื่อมัน่ (AW) ทีไ่ดจ้ากการประมาณ 
              ทีร่ะดบัความเชื่อมัน่ 95% 
ขนาด
ตวัอยา่ง 






ML Bayes’ MCMC 





2 0.996 - 0.946 1.01271 0.945 1.03031 
3 0.998 - 0.947 0.82822 0.941 0.83737 
4 0.999 - 0.953 0.71660 0.950 0.72305 
5 0.997 - 0.941 0.64127 0.942 0.64625 
6 1.000 - 0.945 0.58457 0.945 0.58848 
7 0.998 - 0.942 0.54129 0.942 0.54332 




2 0.996 - 0.943 0.78367 0.943 0.79172 
3 0.995 - 0.956 0.64172 0.955 0.64661 




















  จะได ้ชว่งความเชื่อมัน่  1 100%  ของ   คอื 
         
2 2
1 1 1 12 2
1 1 1 1,
1 1
T T T T
t t t t
t t t t
Z
T T T T
Z     
   
 
       
   
   
(11) 
 6. ค านวณค่าประมาณสมัประสทิธิค์วามเชื่อมัน่ (Confidence Coefficient : CC) 
 โดยน าช่วงความเชื่อมัน่ทีไ่ดจ้ากการประมาณจากวธิภีาวะน่าจะเป็นสงูสุด วธิขีองเบส ์และวธิมีารค์อฟ เชน 
มอนตคิารโ์ล มาพจิารณาว่าครอบคลุมค่าพารามเิตอร ์   หรอืไม่ ถา้ช่วงความเชื่อมัน่ใด ครอบคลุมค่าพารามเิตอร ์   
จะท าการนับจ านวนครัง้ หลังจากนัน้น าจ านวนครัง้ทัง้หมดมาหารด้วยจ านวนรอบ ( m ) โดยค่าที่ได้เรียกว่า 
ค่าประมาณสมัประสทิธิค์วามเชื่อมัน่  ˆ1   ซึง่ค านวณได ้ดงันี้ 




 7. เปรยีบเทยีบค่าประมาณสมัประสทิธิค์วามเชื่ มัน่กบั ่าสมัประสทิธิค์วามเชื่อมัน่ทีก่ าหนด 
 เป็นการเปรยีบเทยีบค่าประมาณสมัประสทิธิค์วามเชื่อมัน่  ˆ1   ว่ามคี่าอยู่ในช่วงของค่าสมัประสทิธิค์วาม
เชื่อมัน่ทีก่ าหนด  0 01 ,1    หรอืไม่ ซึง่พจิารณาจาก 
   0 0 0 0




P P P P




          
โดยที ่ 0P  แทน สมัประสทิธิค์วามเชื่อมัน่ทีก่ าหนด หรอื 0 01P    ในทีน่ี้ก าหนดให ้ 0 0.95P   และ 0.99  
           แทน ระดบันยัส าคญัของการทดสอบ ในทีน่ี้ก าหนดให ้ 0.05    
        m   แทน จ านวนรอบของการทดลอง ในทีน่ี้ก าหนดให ้ 1,0 0m    
โดยท าการพจิารณาแต่ละกรณี ดงันี้ 
กรณีท่ี 1 เมื่อ 0 0.95P   จะถอืว่า วธิกีารประมาณทีใ่หค้่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ในช่วงค่าสมัประสทิธิ ์
















     
ดงันัน้ ถา้ค่าประมาณสมัประสทิธิค์วามเชื่อมั ่ อยู่ภายในชว่ง  0.9365,0.9635  กจ็ะถอืว่า วธิกีารประมาณนัน้ผ่าน
เกณฑ ์
กรณีท่ี 2 เมื่อ 0 0.99P   จะถอืว่า วธิกีารปร มา ทีใ่ ค้่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ในช่วงค่าสมัประสทิธิ ์








     และ 
 
0
0.99 1 0. 9




     
ดงันัน้ ถา้ค่าประมาณสมัประสทิธิค์วามเชื่อมัน่อยู่ภายในชว่ง  0.9838,0.9962  กจ็ะถอืว่า วธิกีารประมาณนัน้ผ่าน
เกณฑ ์
 8. ค านวณค่าเฉลีย่ความกวา้งของช่วงความเชื่อมัน่ (Average Width of Confidence Interval : AW) 
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ผลการวิจัย
ผลการวิจัยที่ได้จากวิธีการประมาณช่วงความเชื่อมั่นทั้ง 3 วิธี ได้แก่ วิธีภาวะน่าจะเป็นสูงสุด 
วิธีของเบส์ที่มีการแจกแจงก่อนเป็นการแจกแจงแกมมา (2,1) และวิธีมาร์คอฟ เชน มอนติคาร์โล 
แสดงไว้ในตารางที่ 1 และ 2 โดยจะพิจารณาจากค่าสัมประสิทธ์ิความเชื่อม่ัน (CC) และค่าความกว้าง
เฉลี่ยของช่วงความเชื่อมั่น (AW) ซึ่งผลที่ได้จะแยกตามระดับความเชื่อมั่นที่ก�าหนด โดยมีสัญลักษณ์ 
แทนความหมายต่างๆ ดังนี้
ML  แทน วิธีภาวะน่าจะเป็นสูงสุด
Bayes’  แทน วิธีของเบส์ที่มีการแจกแจงก่อนเป็นการแจกแจงแกมมา (2,1)
MCMC  แทน วิธีมาร์คอฟ เชน มอนติคาร์โล
1. ระดับความเชื่อมั่น 95%
ผลที่ได้จากวิธีการประมาณทั้ง 3 วิธี แสดงดังตารางที่ 1










CC AW CC AW CC AW
30
2 0.996 - 0.946 1.01271 0.945 1.03031
3 0.998 - 0.947 0.82822 0.941 0.83737
4 0.999 - 0.953 0.71660 0.950 0.72305
5 0.997 - 0.941 0.64127 0.942 0.64625
6 1.000 - 0.945 0.58457 0.945 0.58848
7 0.998 - 0.942 0.54129 0.942 0.54332
8 1.000 - 0.945 0.50639 0.943 0.50824
50
2 0.996 - 0.943 0.78367 0.943 0.79172
3 0.995 - 0.956 0.64172 0.955 0.64661
4 0.999 - 0.942 0.55495 0.936 -
5 0.998 - 0.934 - 0.935 -
6 1.000 - 0.954 0.45242 0.952 0.45380
7 0.998 - 0.942 0.41906 0.940 0.42108
8 1.000 - 0.951 0.39211 0.948 0.39267
70
2 0.998 - 0.955 0.66234 0.950 0.66580
3 1.000 - 0.951 0.54196 0.948 0.54418
4 1.000 - 0.959 0.46903 0.954 0.47016
5 0.997 - 0.954 0.41937 0.953 0.42081
6 1.000 - 0.939 0.38239 0.943 0.38398
7 0.998 - 0.941 0.35418 0.941 0.35475
8 1.000 - 0.948 0.33135 0.947 0.33191
หมำยเหตุ: ค่าที่ขีดเส้นใต้ หมายถึง ค่าสัมประสิทธ์ิความเช่ือม่ันท่ีได้จากการประมาณไม่อยู่ในเกณฑ์ท่ี
ก�าหนดค่าที่พิมพ์ด้วยตัวหนา หมายถึง ค่าความกว้างเฉลี่ยของช่วงความเชื่อมั่นท่ีแคบท่ีสุด
ในแต่ละสถานการณ์                
  - หมายถึง ไม่พิจารณาค่าความกว้างเฉลี่ยของช่วงความเชื่อมั่น เนื่องจากให้ค่าสัมประสิทธิ์
ความเชื่อมั่นไม่อยู่ในเกณฑ์ที่ก�าหนด   
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จากตารางที่ 1 พบว่า วิธีของเบส์ที่มีการแจกแจงก่อนเป็นการแจกแจงแกมมา (2,1) ให้ค่าความกว้าง
เฉลี่ยของช่วงความเชื่อมั่น (AW) ที่แคบที่สุดเกือบทุกสถานการณ์ ยกเว้นกรณีท่ี 50n = เมื่อ α 5a =  
ส�าหรับวิธีมาร์คอฟ เชน มอนติคาร์โล ให้ค่าประมาณสัมประสิทธิ์ความเชื่อมั่น (CC) อยู่ในเกณฑ์เกือบ 
ทุกสถานการณ์ ยกเว้นกรณีที่ 50n =  เมื่อ α 4a =  และ 5  แต่วิธีการประมาณนี้ไม่ได้ให้ค่าความกว้าง
เฉลี่ยของช่วงความเช่ือม่ันที่แคบที่สุดในทุกสถานการณ์ และวิธีภาวะน่าจะเป็นสูงสุด เป็นวิธีที่ค่าประมาณ
สัมประสิทธิ์ความเชื่อมั่นไม่อยู่ในเกณฑ์ที่ก�าหนดในทุกสถานการณ์
 2. ระดับความเชื่อมั่น 99%
 ผลที่ได้จากวิธีการประมาณทั้ง 3 วิธี แสดงดังตารางที่ 2










CC AW CC AW CC AW
30
2 0.998 - 0.990 1.33093 0.990 1.35534
3 0.999 - 0.992 1.08846 0.990 1.10053
4 1.000 - 0.989 0.94178 0.988 0.94936
5 1.000 - 0.986 0.84277 0.982 -
6 1.000 - 0.988 0.76826 0.990 0.77271
7 1.000 - 0.992 0.71138 0.992 0.71488
8 1.000 - 0.992 0.66551 0.991 0.66780
50
2 1.000 - 0.991 1.02992 0.988 1.04050
3 0.999 - 0.986 0.84337 0.987 0.84892
4 1.000 - 0.986 0.72933 0.985 0.73226
5 1.000 - 0.983 - 0.984 0.65663
6 1.000 - 0.987 0.59457 0.986 0.59615
7 0.999 - 0.991 0.55074 0.988 0.55173
8 1.000 - 0.992 0.51532 0.990 0.51659
70
2 1.000 - 0.990 0.87046 0.988 0.87667
3 1.000 - 0.988 0.71226 0.986 0.71556
4 1.000 - 0.988 0.61641 0.986 0.61878
5 1.000 - 0.986 0.55114 0.987 0.55311
6 1.000 - 0.989 0.50254 0.989 0.50330
7 1.000 - 0.981 - 0.981 -
8 1.000 - 0.990 0.43546 0.992 0.43543
 
จากตารางที่ 2 พบว่า วิธีของเบส์ที่มีการแจกแจงก่อนเป็นการแจกแจงแกมมา (2,1) ให้ค่าความกว้าง 
เฉลี่ยของช ่วงความเชื่อ ม่ัน (AW) ที่แคบที่สุดเกือบทุกสถานการณ์ ยกเว ้นกรณีที่ 50n =  
เมื่อ α 5a =  และ 70n =  เมื่อ α 7a = และวิธีมาร์คอฟ เชน มอนติคาร์โล ให้ค่าความกว้างเฉลี่ยของ 
ช ่ วงความเชื่ อมั่ น (AW) ที่ แคบที่ สุ ด ท่ี  50n =  เ ม่ือ α 5a =  และ 70n = เ ม่ื อ α 8a =  
และวิธีภาวะน่าจะเป็นสูงสุด เป็นวิธีที่ค่าประมาณสัมประสิทธ์ิความเชื่อม่ัน (CC) ไม่อยู่ในเกณฑ์ท่ีก�าหนด
ในทุกสถานการณ์
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สรุปและอภิปรายผล




ก่อนเป็นการแจกแจงแกมมา (2,1) และวิธีมาร์คอฟ 









เช่ือมั่นดีกว่าวิธีการอื่นๆ ส�าหรับวิธีมาร์คอฟ เชน 
มอนติคาร์โล ให้ผลการประมาณช่วงความเชื่อม่ันดี 
ใ น บ า ง ก ร ณี  ไ ด ้ แ ก ่  ก ร ณี ที่  50n =  
เ มื่ อ  α 5a =  แ ล ะ  70n =  เ มื่ อ  α 8a =  
นอกจากนีเ้มือ่ค่าพารามเิตอร์รูปร่าง (α) มค่ีาเพิม่ขึน้ 
ท�าให้ความแปรปรวนเพิ่มขึ้น ซึ่งส ่งผลให้ค ่า
ความกว ้างเฉลี่ยของช ่วงความเชื่อมั่นลดลง 
ในทุกสถานการณ์ เม่ือขนาดตัวอย่างเพิ่มมากขึ้น 
จะพบว่า ค่าความกว้างเฉลี่ยของช่วงความเชื่อมั่น 
(AW) ของวิธีของเบส ์จะให ้ค ่าใกล ้ เคียงกับ 
วิธีมาร์คอฟ เชน มอนติคาร์โล ดังนั้นถ้าผู ้ใช ้
ไม่ทราบข้อมูลเกี่ยวกับพารามิเตอร์ ก็สามารถ 
น�าวิธีมาร์คอฟ เชน มอนติคาร์โล มาใช้ได้เช่นกัน 
เช ่นเดียวกันกับงานวิจัยของ Kummaraka 
และ Araveeporn [10] ได้เปรียบเทียบช่วงความ
เชื่อม่ันของพารามิเตอร์ p  ของการแจกแจง 
ทวินามเชิงลบ (Negative Binomial Distribution) 
ด ้ วยวิ ธี ภาวะน ่ าจะ เป ็นสู งสุ ด วิ ธี ของ เบส ์ 
และวธีิมาร์คอฟ เชน มอนตคิาร์โล ซึง่แสดงให้เหน็ว่า 
วิธีมาร์คอฟ เชน มอนติคาร์โลมีประสิทธิภาพ 
ในการประมาณช่วงความเชื่อม่ันได้ดีเทียบเท่ากับ 
วิธีของเบส์ ดังนั้นถ้าผู้วิจัยไม่ทราบค่าพารามิเตอร์
กส็ามารถใช้วธิมีาร์คอฟ เชน มอนตคิาร์โลได้เช่นกนั 
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