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Abstract
Abstract: In this thesis, I will first derive and study the effective field theories of isotropic-nematic
quantum phase transitions of Quantum states. The low-energy theory of the nematic field has z=2
dynamics due to a Berry phase of the order parameter, which is related to the Hall viscosity in
parity and time-reversal-symmetry (TRS) broken states. The vortex of the nematic field, which
is physically a disclination, creates a nonzero geometry curvature in the disclination core. The
leading coupling between the nematic field and gauge field includes a Wen-Zee term which links
the geometry curvature with the gauge theory.
In the second part of this thesis, I investigate the geometry related issues in Weyl semimetals
and SPT states, and explore the novel character of geometry defect in SPT states inherited from
the topological nature of manybody system. In addition, I would introduce a general way to induce
topological phase transition via decorated defect condensate.
In the final part of this thesis, I begin with the bilayer Half-filled Landau Level system where
the two composite Fermi surface acquires interlayer coherence and forms bonding/anti-bonding
composite fermi sea. The corresponding interlayer coherent composite Fermi liquid(ICCFL) phase
provides a straightforward landscape to verify the Dirac nature in Son’s theory and extract the
hidden Berry phase structure of the composite Fermi surface. The ICCFL phase contains two
Fermi surfaces which are detached in most regions but adhesive at two hot spots. Such nematic
structure is a consequence of the Berry phase encoded in the Dirac Fermi surface which is absent
in HLR theory. Due to the nematicity in ICCFL, the system supports half-quantum vortex with
deconfined pi2 gauge flux and the phase transition toward ICCFL contains a Lifshitz criticality with
z = 3 dynamical exponent. In addition, the exciton order parameter carries topological spin number
so the ICCFL contains a unique Wen-Zee term which connects EM response with the background
geometry curvature.
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Chapter 1
Introduction
The theory of topological phases of matter has been a central problem in condensed matter physics
since the discovery of the quantum Hall effect in two-dimensional electron gases (2DEG) in large
magnetic fields. The precisely observed (integer or fractional) values of the Hall conductance reflect
a topological invariant character, which are independent of microscopic details. The fractional
quantum Hall fluids, on the other hand, are explained by the universal properties encoded in the
structure of their wave functions, whose vortex excitations carry fractional charge and statistics.
In addition to having fractionalized excitations, these topological fluids have a ground state
degeneracy which depends on the topology of the surface on which they reside. This degeneracy
is not a consequence of the spontaneous breaking of any global symmetry. Rather, the degeneracy
results from the fluids topological character, and consequently, the properties of topological fluids
are robust against any perturbation. The universal behavior of these topological fluids can be
encoded in an effective low-energy term, the Chern-Simons gauge theory.
Meanwhile, there has been growing interest in quantum Hall nematic states which break rota-
tional symmetry. Quantum nematic states have been studied experimentally and theoretically in
a variety of systems. For example, recent experimental studies of a 2DEG in the first Landau level
found a strong tendency to break rotation symmetry in the fractional quantum Hall Laughlin state
when exposed to a tilted magnetic field [1]. Nematic order in this system is ultimately achieved by
breaking rotational invariance with the tilted magnetic field. However, the temperature dependent
anisotropic transport indicates a large susceptibility for a possible transition to a nematic frac-
tional quantum Hall (FQH) state. Meanwhile, numerical evidence[2] also indicates that the GMP
(Girvin-MacDonald-Platzman) mode of the ν = 1/3 FQH state in the first Landau level is very
close to condensing to a zero momentum state.
Motivated by these results, Mulligan, Kachru and Nayak developed a Lifshitz theory for the
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isotropic-anisotropic phase transition in FQHE states. Also, Maciejko and coworkers recently
proposed an effective field theory of the anisotropic fractional quantum Hall state. They started
from the bosonic theory of the FQHE, which is equivalent to a superfluid with a Chern-Simons
term, and by using mainly symmetry arguments, they found that the nematic order parameter
couples to the fractional quantum Hall fluid in a manner similar to the spin vector in quantum Hall
ferromagnetism[3].
While the field theoretical approaches described above elegantly capture the general properties
of the nematic FQHE, these approaches miss important details. Instead of breaking the rotation
symmetry by hand, one may ask if it is possible to induce nematic order spontaneously through
interactions. If so, can we develop a microscopic theory for the nematic FQHE that elucidates the
phenomenological theory and the coupling between the nematic tensor and the gauge degree of
freedom.
Another motivation for our work comes from the growing interest in geometry defects in a
topological system. Geometry plays an important role in topological states (or symmetry pro-
tected topological phases). As early as the 1990s, by studying the Laughlin state on a sphere, Wen
and Zee concluded that geometric curvature acts as a particle source, and thus changes the filling
factor ν with a spin shift. Recently, the rich physics associated with symmetry-protected topo-
logical phases provide us an opportunity to study the interplay between geometrical defects and
topological responses. In a weak topological insulator, the lattice dislocation will trap a fermion
zero mode. Similar phenomena are also predicted in topological crystalline superconductors, where
the dislocation is predicted to bind with a Marjorana fermion zero mode, as well as in striped
superfluids, where disclinations are associated with half-quantum vortices. Meanwhile, Haldane [4]
also pointed out that the FQH theory contains two separate sets of algebraic operators : Guiding
center and dynamical momentum. These two sets of operators have independent geometry frames,
which should be consider separately. The metric tensor of the guiding center would create a shift
in the orbital spin, which is essential for the incompressibility in the FQH system.
These exotic results motivate an investigation of the role of geometry on the physics of topo-
logical fluids. In FQHE systems, when the fluid becomes nematic, the nematic order couples to the
dynamic momentum as the geometry tensor. When the U(1) nematic field has a vortex configu-
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ration, the vortex generates a nonzero curvature in space. The result interplay between a nematic
vortex current and the gauge field will be studied microscopically.
Finally, the recent development of gravitational duality in condensed matter has provided a
new tool for understanding topological responses. In a 2+1 dimension, odd-parity system, the
Hall response can be calculated using a holographic method. Using techniques of fluid/gravity
correspondence[5], it has been demonstrated that a holographic fluid possesses a nonzero Hall
viscosity. In this work, we will follow this result and try to understand the dissipationless response
using the methods of gravitational duality.
3
Chapter 2
Nematic QAH states
2.1 Historic development and background materials
1 The theory of topological phases of matter has been a central problem in condensed matter
physics since the discovery of the quantum Hall effects[6, 7] in two-dimensional electron gases
(2DEG) in large magnetic fields. The precisely observed (quantized or fractional) values of the
Hall conductance is a manifestation of the fact that it is a topological invariant of the incom-
pressible fluid[8, 9, 10]. The fractional quantum Hall fluids, on the other hand, are explained
by the universal properties encoded in the structure of their wave functions[11] whose excitations
(vortices) carry fractional charge and fractional statistics[11, 12, 13]. The robustness of these
properties a consequence of their topological character. In addition to having fractionalized exci-
tations, these topological fluids have a ground state degeneracy which depends on the topology of
the surface on which they reside, which is not a consequence of the spontaneous breaking of any
global symmetry[14]. The universal behavior of these topological fluids is encoded in an effective
low-energy, the Chern-Simons gauge theory[15, 16, 17, 18, 19].
There is now a growing body of (mostly theoretical) evidence that such topological phases of
matter exist in several models of frustrated quantum antiferromagnets[20] and in quantum dimer
models[21, 22] . The recent discovery of topological insulators[23, 24, 25, 26, 27] has opened
a new arena in which these ideas play out. Interacting versions of simple models of topologi-
cal Chern insulators, such as the Haldane model[28], have topological phases with fractionalized
excitations[29, 30, 31, 32].
An interesting question is the interlay and possible coexistence of topological order and spon-
1This chapter is based on a previous publication :Physical Review B 88, 235124 (2013) by Yizhi You, Eduardo
Fradkin. The copyright owner has provided permission to reprint.
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taneous symmetry breaking. For some filling fraction the 2DEG is known to have a ferromagnetic
quantum Hall ground state[33, 34] , in which spin rotational symmetry is spontaneously broken.
Also, a state with a nematic “valley” order has also been seen in quantum Hall fluids on mis-
oriented samples[35, 36]. On the other hand, experiments in the 2DEG in the second Landau
level found a nematic state in a regime in which the fractional (and integer) quantum Hall effect is
absent[37, 38, 39]. In this phase the 2DEG is an uniform gapless electron fluid with a spontaneously
broken spatial rotational symmetry[40, 41].
Recent experiments by Xia and coworkers found that the 2DEG in the first Landau level in
tilted magnetic fields has a strong tendency to break rotational invariance inside an incompressible
fractional quantum Hall Laughlin state. Although in the the experiments rotational invariance
is broken explicitly by the tilted magnetic field, the temperature dependence of the transport
anisotropy suggest that this state has a large nematic susceptibility and may be close to a phase
transition to a nematic state. These experiments motivated Mulligan, Kachru and Nayak to develop
a theory in which nematic order coexists with a fractional quantum Hall fluid[42, 43]. The possible
existence of such states was anticipated by two early proposals of wave functions for anisotropic
quantum Hall fluids[44, 45].
The experiments of Xia and coworkers have also motivated the inquiry of the role of more
microscopic, “geometrical”, degrees of freedom in the physics of these topological fluids[46, 47, 48]
. Recently, Maciejko and coworkers proposed an effective field theory of the anisotropic frac-
tional quantum Hall state[3]. Using mainly symmetry arguments, they found that the nematic
order parameter couples to the fractional quantum Hall fluid in the same way as the space com-
ponents of a metric tensor. A similar effect was found earlier in a theory of a nematic charge 4e
superconductor[49] involving, instead, the order parameter field of the superconductor. A key result
of Ref.[3] is that the dynamics of the nematic degrees of freedom is governed by a Berry phase term
in the effective action whose coefficient is the Hall viscosity of the topological fluid[50, 51, 52, 53, 54].
There are many aspects of this problem which remain unclear. In the case of the 2DEG the
existence of a compressible nematic phase (in the second Landau level) suggests that it must be
related to the anisotropy seen in the first Landau level, albeit in the incompressible phase. The
theory of Ref.[42, 43] suggests a possible mechanism (and an identification of the nematic degrees
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of freedom) solely in terms of the low energy degrees of freedom of the quantum Hall fluid, but
runs into difficulties in systems with Galilean invariance. In addition, that theory should also
apply to the case of the integer quantum Hall effect. Although it is possible to write down a wave
function for an anisotropic quantum Hall state by breaking rotational invariance explicitly at the
microscopic level[47], such an approach does not explain how it may come about from an isotropic
incompressible state.
In this Chapter we will investigate these problems by deriving an effective field theory for a
Mott Chern insulator in a nematic phase in a a simple microscopic lattice model recently proposed
in by Sun and coworkers[55]. We will discuss in detail the case of the 2DEG in magnetic fields in
a separate publication[56]. The model describes a correlated two-dimensional system of spinless
fermions on a checkerboard square lattice in which two bands have a quadratic crossing at the
corners of the (square) Brillouin zone. In the non-interacting system the quadratic band crossing
is protected by the C4 point group symmetry of square lattice and by time-reversal invariance.
Due to the quadratic band crossing, this electronic system has a dynamical scaling exponent
z = 2 (i.e. the energy scales with the square of the momentum). As a direct consequence of the z = 2
scaling, four fermion operators are naively marginal operators. This free-fermion system, which can
be regarded as a fermionic version of a quantum Lifshitz model[57], is at an infrared unstable fixed
point of the renormalization group (RG). This semimetal fixed point is unstable to infinitesimal
repulsive interactions to a) a gapped phase with a spontaneously broker time-reversal invariance,
i.e. a topological Mott Chern insulator with a spontaneous quantum anomalous Hall state[58], b)
to a gapless semimetal nematic phase in which the point group symmetry breaks spontaneously
from C4 down to C2, and c) to a gapped phase in which both time reversal symmetry-breaking and
the point group symmetry breaking coexist[55].
Models with quadratic band crossings describe the low-energy description of graphene bilayers,[59,
60, 61] where there are two such crossings, and in the topologically protected surface states of 3D
topological crystalline insulators[62, 63]. We discuss below some caveats on the relevance of this
model to such systems. In particular, a (Mott) Chern insulating state has been conjectured to exist
in bilayer graphene[59].
Due to the marginal relevance of local interactions, the behavior of the system in these phases
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can be investigated using controlled approximations, such as 1/N expansions and perturbative RG
calculations. In contrast, in the case of the massless Dirac fermion, local interactions are irrelevant
and a finite (and typically large) critical value of the coupling constant is need to drive the system
into a Mott Chern insulating phase[58]. Here we will use the 1/N expansion and bosonization
methods to derive an effective field theory of the Mott Chern insulator and of its quantum phase
transition to a nematic Chern insulator in the context of the model of Ref.[55]. The effective field
theory includes a the hydrodynamic degrees of freedom of the conserved currents of the fermions,
in the form of a BF/Chern-Simons gauge theory, and the local fluctuations of the nematic order
parameter. In particular in this theory the nematic fluctuations are present at low energies which
is required to describe a continuous quantum phase transition to a nematic Mott Chern insulator.
We will also show that the effective low energy dynamics of the nematic order parameter is
indeed a Berry phase term, with a structure similar to that proposed by Maciejko and collaborators.
We also find that the nematic fields can be regarded as providing a local fluctuating spatial metric
for the hydrodynamic gauge fields of the Mott Chern insulator. However we will also show that
the nematic degrees of freedom do not couple to the fermionic degrees of freedom as a local frame
field and hence, they cannot be identified with a local geometry. We show that the Hall viscosity,
which in system of spinors is the response of the system to a change of the local frames[52] (i.e. a
long-wavelength distortion of the lattice), is not equal to the Berry phase of the nematic modes.
Instead, the Berry phase is related to the concept of torque Hall viscosity which we introduce here.
In addition, we find that in this system the Hall viscosity is not given by the coefficient of the q2
term in the Hall conductance. Hoyos and Son have shown that in Galilean-invariant systems these
two coefficients should be equal to each other[54]. We find that the Hall viscosity and the Berry
phase coefficient are related to the concept of Hall torque viscosity, which we introduce here.
2.2 The Quadratic Band-Crossing Model and its Phases
In this Chapter we will use the following simple model for a quadratic band crossing (QBC),introduced
by Sun and collaborators[55]. In this system the two bands cross at the Fermi energy at the corners
of the BZ, (pi, pi) (and its symmetry related points). For a half-filled system, the Fermi energy is
exactly at the band crossing points, and the ground state of the non-interacting system describes a
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semi-metal with a quadratic band dispersion. Similar problems have been discussed in the context
of bilayer graphene.
The band structure of this semi-metal has a non-trivial Berry phase
i
∮
Γ
dk · 〈k|∇k|k〉 = npi (2.1)
where |k〉 is a Bloch state at momentum k of the BZ, and Γ is a closed curve on the BZ that
encloses the quadratic band crossing point, (pi, pi). For a two-band system with a QBC the integer
n = 2 (n = ±1 for Dirac fermions). In this case the changes of the Chern number of the two bands
are carried entirely by the (single) quadratic crossing. At the non-interacting level, the Berry phase
here is protected by both discrete lattice symmetries and by time reversal invariance.
For momenta k = (pi, pi) − q close to the crossing points (the corners of the BZ) we can
approximate the one-particle Hamiltonian by expanding around the crossing point. Let us denote
by ψα(q) (with α = 1, 2) be a two-component Fermi field with wave vectors q (measured from the
(pi, pi) point). The effective free fermion Hamiltonian, in momentum and in position space, is
H0 =
∫
d2q
(2pi)2
ψ†α(q)
(
(q21 − q22)σ3 + 2q1q2σ1
)
αβ
ψβ(q)
= −
∫
d2x ψ†α(x)
(
σ3 (∂
2
1 − ∂22) + σ1 2∂1∂2
)
αβ
ψβ(x) (2.2)
Here, and from now on, we have set t = t′ for simplicity (and rescaled the energy scale so that
t = 1). This is a special point of high (rotational) symmetry which does not qualitatively change
the results. In the case of bilayer graphene one has two “valleys” (or species) of fermions whose free-
fermion Hamiltonians are given by Eq.(2.2), except that the sign of t′, a chirality that distinguishes
one valley from the other. Thus for bilayer graphene one has |t| = |t′|.
For a system of (spinless) fermions with a QBC with short-range repulsive microscopic inter-
actions, the effective low-energy Hamiltonian is the sum of the free-fermion Hamiltonian H0 of
Eq.(2.2) and an interaction term Hint which can be succinctly written in the form
Hint = −
∫
d2x
1
2
(
g0Φ
2
0(x) + gΦ
2(x)
)
(2.3)
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where g0 and g are two (positive) coupling constants. The operators Φ0(x) and Φ(x) in Eq.(2.3)
are, respectively, given by the (Hermitian) bilinears of fermion operators,
Φ0(x) =ψ
†(x)σyψ(x) (2.4)
Φ(x) =ψ†(x)σψ(x) (2.5)
Here σ = (σx, σz), and, for clarity, where we have suppressed the spinor indices. For t = t
′ the
full Hamiltonian, H = H0 + Hint is invariant under time-reversal and under arbitrary rotations.
However for t 6= t′, it is only invariant under the (discrete) point-group C4.
The operator Φ0(x) of Eq.(2.4) breaks time-reversal invariance and is the order parameter for
time-reversal symmetry breaking. If 〈Φ〉 6= 0 the system would have a gap and exhibit a zero-field
quantum Hall effect with σxy = e
2/h (i.e. an anomalous quantum Hall effect). The operator
Φ(x) of Eq.(2.5) breaks rotational invariance and it is the nematic order parameter. (In fact Q
is invariant under a rotation by pi and hence it is not a vector but a director, as it should be.)
If 〈Φ〉 6= 0 Moreover, if we were to add terms proportional to the operators Φ0 and Φ to the
free-fermion Hamiltonian of Eq. (2.2), the QBC splits into two massless Dirac fermions which are
separated either along the x (or y) axis (is 〈Φ1〉 6= 0)) or along a diagonal (if 〈Φ2〉 6= 0). Hence
this state breaks rotational invariance (or C4 or C6 down to C2). Hence, a state with 〈Φ0〉 6= 0
is a topological Chern insulator, while a state with 〈Φ〉 6= 0 is a nematic semi-metal. If spin and
other degrees of freedom are also considered, other operators (and hence possible phases) which
transform non-trivially under other symmetries must be considered, leading, for instance, to a state
with a spin Hall effect, a ferromagnet, triplet nematic order, and others[55, 59, 60, 61, 64],
In the case of the theory of a massless Dirac fermions (e.g., graphene) short-range interactions
are irrelevant operators, rendering the semi metallic phase stable, and can only trigger a (quantum)
phase transition if the coupling constants are larger than a critical value[65] . However, in the case
of a theory of fermions with a QBC, short-range interactions of the form of Eq.(2.3) are marginally
relevant and destabilize the QBC semimetal even for arbitrarily weak interactions[55] (see also the
prescient work of Abrikosov and coworkers[66]).
The kinematic differences between the two systems, Dirac and the QBC, leads to a change in
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the scaling behavior of the operators[55] . In particular the Hamiltonian H0 of Eq.(2.2) describes a
quantum critical system of free fermions with dynamical exponent z = 2 and, hence, in this system
time scales as the square of a length, L2. For this reason it has some similarities with systems in
the quantum Lifshitz universality class[57] . Consequently, in a system with z = 2 dynamic scaling,
in two space dimensions the fermion operator has scaling dimension ∆ψ = 1, [ψ] = L
−1, and all
four-fermion operators have scaling dimension 4.
In two (space) dimensions this means that all four fermion operators are marginal (in the
renormalization group (RG) sense) since here d + z = 4. Therefore, the stability (or instability)
of the free-fermion QBC semimetal, such as the surface states of the three-dimensional crystalline
topological insulators,[62, 67, 68] such as Pb1−xSnxTe, is determined by quantum corrections. In
contrast, systems with a QBC in three dimensions, such as the pyrochlore iridates A2Ir2O7 (where
A is a lanthanide or yttrium), short-range interactions are perturbatively irrelevant and the QBC
semimetal is stable (up to a critical value of the coupling constants).
One-loop renormalization group calculations show that, in two dimensions, in a system with
microscopic repulsive interactions, and hence g0 > 0 and g > 0, four-fermion operators of the form
of Eq.(2.3) are marginally relevant[55, 60, 64], and, hence, weak repulsive interactions render the
semi-metal free-fermion ground state unstable. Several phases can occur depending on the details
of the microscopic interactions. It was shown that in the case of the QBC of the checkerboard
lattice a weak (infinitesimal) repulsive interaction drives the system into a state with a spontaneous
anomalous quantum Hall effect (i.e. a Chern insulator with a spontaneously-broken time-reversal
symmetry), with a subsequent phase transition to a nematic semimetal state. Sun and coworkers[55]
also found a regime in which the nematic state and the Chern insulating state coexist. Thus, in this
phase, the system has a spontaneously broken time-reversal invariance and also a spontaneously
broken rotational invariance, and is a nematic Chern insulator. Such topological Mott insulators
were proposed earlier on by Raghu, Qi, Honerkamp and Zhang in the context of Dirac-type systems
where they can only occur at relatively large values of the interactions[58].
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2.3 Effective gauge theory for the anisotropic QAH state
Our goal is to derive an effective action for the spontaneous QAH phase and to describe the
transition to a nematic QAH phase. To this end we will generalize our system to one in which
there are N “flavors” of fermions and to drive the effective field theory using a large-N expansion.
Sun and coworkers have shown that, unlike the familiar case of the Luttinger liquids in one space
dimensions, the renormalization group beta function(s) for the N = 1 case has the same structure
as the N > 1 case[55]. The resulting effective Lagrangian density for the spinor fermionic field
ψa(x) (with a = 1, . . . , N , x = (x0, ~x), and x0 is the time coordinate) (here we are omitting the
spinor indices)
LF [ψ¯, ψ, aµ] = ψ¯a(x)
(
iγ0D0−γ1(D21−D22)−γ2(D1D2+D2D1)
)
ψa(x)+
g0
2N
Φ0(x)
2+
g
2N
Φ2(x) (2.6)
where Φ0(x) and Φ(x) are the fermion bilinears defined in Eq.(2.4) and Eq.(2.5), respectively,
suitably generalized for a system with N flavors of fermions. Minimal coupling of the fermions to
the gauge field requires that we change of the Hamiltonian of the system to insure its hermiticity
and gauge invariance.
In Eq.(2.6) we have used the standard 2× 2 Dirac gamma matrices, given in terms of the three
Pauli matrices
γ0 = σ2, γ1 = iσ1, γ2 = −iσ3 (2.7)
and satisfy the Dirac (Clifford) algebra (with µ = 0, 1, 2)
{γµ, γν} = 2ηµνI (2.8)
where I is the 2 × 2 identity matrix and ηµν = diag(1,−1,−1) is the Minkowski metric in 2 + 1
space-time dimensions.
In the Lagrangian of Eq.(2.6) we introduced the coupling to a gauge field aµ through the
covariant derivatives
Dµ = ∂µ − iaµ (2.9)
The coupling to a gauge field is needed both to describe the interactions with an external electro-
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magnetic field Aµ and also to express the charge currents of the fermions in terms of a dual gauge
field. This latter procedure leads to a hydrodynamic theory of the Chern insulating phase.[69]
Following the work of Chan et al.,[69] we will derive the effective hydrodynamic theory by
considering the partition function of the fermionic theory with the Lagrangian of Eq.(2.6) coupled
to a dynamical gauge field aµ whose field strength Fµν = ∂µaν − ∂νaµ vanishes everywhere (in
space and time), and hence is a gauge transformation. For a system with periodic boundary
conditions, integrating the partition function over all gauge transformations (including large gauge
transformations) amounts to averaging the partition function (and hence all its observables) over
the torus of boundary conditions.
The averaged partition function is
Z[Aµ] =
∫
Dψ¯DψDaµ
∏
x,µ,ν
δ(Fµν) exp
(
i
∫
d3xLF [ψ¯, ψ,Aµ + aµ]
)
(2.10)
where Aµ is a weak external electromagnetic field (used a s source), LF is the Lagrangian of
Eq.(2.6). Using the representation of the delta function
∏
x,µ,ν
δ(Fµν) =
∫
Dbµ exp(i
∫
d3x bµ
µνλ∂νaλ) (2.11)
and the invariance of the measure under shifts aµ → aµ − Aµ, we find that the averaged partition
function can be written in the equivalent form
Z[Aµ] =
∫
Dψ¯DψDaµDbµ exp
(
i
∫
d3xL[ψ¯, ψ,Aµ, aµ, bµ]
)
(2.12)
The Lagrangian in the exponent of Eq.(2.12) is given by
L[ψ¯, ψ,Aµ, aµ, bµ] = bµµνλ∂ν (aλ −Aλ) + LF [ψ¯, ψ, aµ] (2.13)
where the Lagrangian LF on the r.h.s. of Eq.(2.13) is given in Eq.(2.6). In the Chern insulating
phase, this expression leads to the BF topological field theory form of the hydrodynamic theory.[69,
70]
It is now straightforward to show[69, 71, 72] that the fermionic currents jµ can be expressed in
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terms of the dual hydrodynamic field jµ ≡ µνλ∂νbλ
as an operator identity. This hydrodynamic identity is the starting point of the effective field
theory of the fractional quantum Hall fluids[73, 74, 75].
On the other hand the conserved and gauge-invariant fermionic currents jµ have the explicit
form
j0 =
δLF
δa0
= ψ¯aγ0ψa = ψ
†
aψa (2.14)
j1 =
δLF
δa1
= ψ¯a
(
γ1D1 + γ2D2
)
ψa + h.c. (2.15)
j2 =
δLF
δa2
= ψ¯a
(
− γ1D2 + γ2D1
)
ψa + h.c. (2.16)
where D1 and D2 denote the spatial components of the covariant derivative, and where the sum-
mation over the index a has been assumed. Notice that, unlike the relativistic Dirac theory but
in close resemblance to the non-relativistic case, the spatial components of the fermionic current
depend explicitly on the gauge field aµ, as expected for a theory with dynamical exponent z = 2.
We will now proceed to derive an effective action which is accurate in the large N limit (but
which is qualitatively correct for all finite N). To this end we will decouple the four-fermion
interactions in the Lagrangian LF by means of a Hubbard-Stratonovich transformation. In terms
of three real Hubbard-Stratonovich fields M0(x), which couples to the time-reversal-symmetry-
breaking order parameter Φ0 (of Eq.(2.4)), and M1(x) and M2(x), which couple to the components
of the nematic order parameter Φ (of Eq.(2.5)), the Lagrangian LF of Eq.(2.6) takes the form
LF [ψ¯, ψ, aµ,M0,M ] = ψ¯a(x)
(
iγ0D0 − γ1(D21 −D22)− γ2(D1D2 +D2D1)
+M0(x) +M(x) · γ
)
ψa(x)− N
2g0
M0(x)
2 − N
2g
M2(x) (2.17)
Upon integrating-out the fermionic fields we obtain the following expression for the averaged
partition function
Z[Aµ] =
∫
DaµDbµZ[aµ] exp
(
i
∫
d3x N bµ
µνλ∂ν (aλ −Aλ)
)
(2.18)
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where we scaled the bµ field by a factor of N for future convenience. The partition function Z[aµ]
is given by
Z[aµ] =
∫
DM0DM exp(iNS[aµ,M0,M ]) (2.19)
where
S[aµ,M0,M ] = −
∫
d3x
[
1
2g0
M20 (x) +
1
2g
M(x)2
]
− iTr lnM[aµ,M0,M ] (2.20)
and M is the differential operator
M[aµ,M0,M ] = iγ0D0 − γ1(D21 −D22)− γ2(D1D2 +D2D1) +M0(x) +M(x) · γ (2.21)
is the action used in Eq.(2.19). Notice that the Hubbard-Stratonovich fields M0 and M have
units of (momentum)2 ≡ energy (which is consistent since z = 2.)
Putting it all together we find that the partition function of the full problem is
Z[Aµ] =
∫
DbµDaµDM0DMeiNSeff [aµ,M0,M ,Aµ] (2.22)
where the effective action is
Seff = S[aµ,M0,M ] +
∫
d3x bµ
µνλ∂ν (aλ −Aλ) (2.23)
Here S[aµ,M0,M ] is given by Eq.(2.20). Notice that from Eq.(2.17) the following identities hold
Φ0
N
=
M0
g0
,
Φ
N
=
M
g
(2.24)
As usual, the correlation functions of the Hubbard-Stratonovich fields are (essentially) the same as
those of the order parameters.
We can now proceed to solve this theory in the large N limit. The effective action we are
seeking will be obtained in the leading order of the 1/N expansion which is equivalent to a one-
loop approximation.
In the large N limit the partition function Z[aµ] (of Eq.(2.19)) is well approximated by an
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expansion about the saddle-points of the effective action Seff of Eq.(2.20). Here we will seek
translationally-invariant states, such as the phases with spontaneously broken time-reversal invari-
ance, with 〈Φ0〉 6= 0, and/or spontaneously broken rotational invariance, with 〈Φ〉 6= 0. In what
follows the gauge field aµ can be taken to be a weak perturbation (and hence it will not affect the
saddle-point equations). Hence we will set aµ = 0 in the saddle-point equations. The effects of
quantum fluctuations of the gauge field aµ will appear in the 1/N corrections.
The saddle-point-equations (the “gap equations”) are
δSeff
δM0(x)
= 0⇒ m
g0
=− i trG(x, x;m,M) (2.25)
δSeff
δM(x)
= 0⇒ M
g
=− i tr [G(x, x;m,M)γ] (2.26)
where a sum over repeated indices is assumed and the trace runs over the spinor indices. Sαβ(x, x
′;m,M)
(with α, β = 1, 2 being the spinor indices) is the Feynman (time-ordered) propagator of a fermionic
field with z = 2 with constant values of the fields M0 ≡ m and M ,
Gαβ(x, x
′;m,M) = −i〈T (ψα(x)ψ¯β(x′))〉 = 〈x, α|
(
iγ0∂0−γ1(∂21−∂22)−γ22∂1∂2+m+M · γ
)−1|x′, β〉
(2.27)
In frequency and momentum space qµ = (q0, q), the Feynman propagator is (dropping the spinor
indices)
G(p;m,M) =
1
p0γ0 − (p21 − p22)γ1 − 2p1p2γ2 −m−M · γ − i
(2.28)
from where we read-off the spectrum of (one-particle) fermionic excitations
E±(q;m,M) = ±E(q;m,M) (2.29)
and
E(q;m,M) =
√(
q21 − q22 +M1
)2
+ (2q1q2 +M2)
2 +m2 (2.30)
Clearly, M0 = m is a (time-reversal symmetry breaking) mass gap, and M breaks rotational
invariance, by splitting the QBC into two Dirac cones, along a direction and by an amount set by
M .
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Upon computing the traces over the spinor indices, and after an integration over frequencies,
the “gap” equations Eq.(2.26) can be put in the form
m
g0
=
∫
d2q
(2pi)2
m
E(q;m,M)
(2.31)
M1
g
=
∫
d2q
(2pi)2
q21 − q22 +M1
E(q;m,M)
(2.32)
M2
g
=
∫
d2q
(2pi)2
2q1q2 +M2
E(q;m,M)
(2.33)
where E(q;m,M) is given in Eq.(2.30). The integrals in Eqs. (2.31), Eq.(2.32) and Eq.(2.33) are
logarithmically divergent at large momenta q and require a UV momentum cutoff Λ ∼ pi/a, where
a is the lattice spacing. This logarithmic divergence is a consequence of the marginally relevant
nature of the interactions.
In the N →∞ limit, the ground state energy density of the system E(m,M) is
E(m,M) = N
2g0
m2 +
N
2g
M2 −N
∫
d2q
(2pi)2
E(q;m,M) (2.34)
where we have filled up the negative energy states. This ground state energy density has extrema at
the values of m and M which are the simultaneous solutions of Eq.(2.31), Eq.(2.32), and Eq.(2.33).
The saddle-point equations, Eq.(2.31), Eq.(2.32), and Eq.(2.33), have three types of uniform
solutions: a) an isotropic (or C4 invariant) phase with m 6= 0 and M = 0 in which time reversal
invariance is spontaneously broken which is an insulating (Mott) phase with a spontaneous QAH
effect, b) a phase with m = 0 but with M 6= 0 with a spontaneously broken rotational (or C4)
invariance which is a nematic semi-metal with a spectrum of two massless Dirac fermions, and c)
a coexistence phase with m 6= 0 and M 6= 0, in which both time-reversal and rotational invariance
are spontaneously broken, i.e. this is an insulating nematic QAH phase.
In this chapter we will focus on the (isotropic or C4-symmetric) QAH phase and its continuous
quantum phase transition to the nematic QAH phase in which both orders are present. In the
N →∞ limit the ground state energy density of the QAH phase is
E(m,M) = E0 + m
2
2g0
− m
2
8pi
ln
(
2Λ2
|m|
)
(2.35)
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where E0 = −Λ2/(8pi) (here and below Λ is a momentum cutoff, Λ ∼ pi/a) is the ground state
energy density of free fermions with a QBC, and where we have kept the leading (divergent) terms
in Λ2/|m| → ∞. in Eq.(2.35) we have omitted an overall factor of N .
The ground state energy of Eq.(2.35) is minimized if the saddle-point equation Eq.(2.31) is
satisfied, which now becomes
1
g0
=
1
4pi
ln
(
2Λ2
|m|
)
(2.36)
The solution of this equation is
|m| = 2Λ2 exp
(
−4pi
g0
)
(2.37)
which has the characteristic form of a marginally relevant perturbation. From now on we will
assume that the leading instability of the system is to the QAH phase, which opens the finite gap
m is the fermion spectrum and breaks spontaneously time-reversal invariance.
We will consider the case in which the onset of nematic order takes place inside the QAH phase.
In this situation the nematic order will be weak and its onset will not affect appreciably, to lowest
order, the time-reversal-symmetry breaking mass gap m. With these assumptions we can expand
the ground state energy of Eq.(2.34) in powers of the nematic order parameter M up to quartic
order, which has the form
E(m,M) = EQAH + r(m)M2 + u(m)M4 +O(M6) (2.38)
where EQAH is the ground state energy of the nematic phase, and the parameters r(m) and u(m)
are
r(m) =
1
2g
− 1
8pi
ln
(
2Λ2
|m|
)
, u =
21
256pi
1
m2
(2.39)
From here we find that there is a (quantum) phase transition to a nematic QAH phase at a critical
value gc,
1
gc
=
1
4pi
ln
(
2Λ2
|m|
)
(2.40)
Within these approximations, the transition takes place at gc = g0. For g > gc nematic order
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parameter M has a non-vanishing expectation value,
¯|M | =
(−r(m)
2u(m)
)1/2
= A |m|
(
1
gc
− 1
g
)1/2
(2.41)
where A2 = 64pi/21. Further inside the nematic QAH phase the QAH order parameter, m, becomes
progressively suppressed until a first-order quantum phase transition to a nematic semimetal phase
is reached[55].
2.4 Effective action and 1/N expansion
We will now derive the effective field theory for the quantum fluctuations in the QAH phase close
to the nematic quantum phase transition. To this end we will compute the effects of quantum
fluctuations to the lowest order in the 1/N expansion. In the QAH phase the only field with
a non-vanishing expectation value is the field M0, whereas the nematic field M has a vanishing
expectation value in the QAH phase (but not in the nematic phase). By gauge invariance the gauge
fields aµ and bµ cannot have a non-vanishing expectation value (although their fluxes could).
The fluctuations of the time-reversal symmetry-breaking field M0 are massive in the QAH phase
(and in the nematic QAH phase). Since we are interested in the effective field theory close to the
transition to the nematic QAH phase we will not be interested in the fluctuations of this massive
field, whose main effect is a renormalization of the effective parameters. Thus in what follows we
will ignore the fluctuations of the field M0 about the N =∞ expectation value M0 = m.
We will now expand the effective action of Eq.(2.20) to lowest orders in the 1/N expansion.
Let us denote by G0(x, x
′;m)
G0(x, x
′;m) ≡ 〈x ∣∣M−10 ∣∣x′〉 (2.42)
the Feynman propagator of the fermions in the QAH phase given by Eq.(2.27). Here we implicit
the spinor indices and set the expectation value of the nematic field M to zero and M0 = m. In
Eq.(2.42) M0 is the differential operator of Eq.(2.21) in the symmetric phase with broken time
reversal symmetry.
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In momentum space the propagator of Eq.(2.43) becomes
G0(p) =
p0γ0 − (p21 − p22)γ1 − 2p1p2γ2 +m
p20 − (p21 + p22)2 −m2 − i
(2.43)
The expansion in powers of 1/N can now be determined by using the expansion of the logarithm
tr lnM = tr ln (M0 + δM) = tr lnM0 + tr ln
(
I +M−10 δM
)
(2.44)
where
tr ln
(
I +M−10 δM
)
= tr
(M−10 δM)− 12tr (M−10 δM)2 + 13tr (M−10 δM)3 + . . . (2.45)
where M0 and δM are the operators
M0 =iγ0∂0 − γ1(∂21 − ∂22)− γ22∂1∂2 +m
δM =M(x) · γ + aµJ µ − Tijaiaj (2.46)
with the vertices Jµ and given by
J0 =γ0 (2.47)
J1 =iγ1∂1 + iγ2∂2 + h.c. (2.48)
J2 =− iγ1∂2 + iγ2∂1 + h.c. (2.49)
where i, j = 1, 2 label the two spatial components of the gauge field aµ, and the matrix T is
T =
γ1 γ2
γ2 −γ1
 (2.50)
where γ1 and γ2 are the two spatial Dirac gamma matrices.
The terms in the expansion of Eq.(2.45) that are quadratic in the nematic fields M and on
the hydrodynamic gauge field aµ represent the leading quantum fluctuations about the N = ∞
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limit. The effective action for the quantum fluctuations of the hydrodynamic gauge field aµ and
the nematic fields M have the form
Seff [aµ,M ] = Seff [aµ] + Seff [M ] + Seff [aµ,M ] (2.51)
Here S[M ] describes the dynamics of the nematic field, and will be studied in detail in the next
section. In this section, we focus on the effective action of the hydrodynamic gauge fields and on
their coupling to the nematic fields, Seff [aµ] + Seff [aµ,M ]. The details of the Feynman diagrams
and of the calculations included in this section can be found in Appendix. The resulting effective
action is
Leff [aµ] + Leff [aµ,M ] =N
4pi
µνρaµ∂νaρ +Nbµ
µνρ∂ν(aρ −Aρ)
+
N
8pi
(
1
m
+
M1(~x)
2m2
)
(∂0ax − ∂xa0)2 + N
8pi
(
1
m
− M1(~x)
2m2
)
(∂0ay − ∂ya0)2
+
N
8pi
[
M2(~x)
m2
(∂0ax − ∂xa0)(∂0ay − ∂ya0)− 2(∂yax − ∂xay)2] (2.52)
The effective gauge theory is a Maxwell-Chern-Simons theory. The first term is the Chern-
Simons term from the nontrivial fermion band, the second term is the BF term obtained from the
functional bosonization technique we used. It is straightforward to see that this effective action
predicts that the QAH phase has a Hall quantized Hall conductivity σxy = Ne
2/h, as expected for
the quadratic band crossing case[55].
The rest of the terms in the effective action of Eq.(2.52) are the parity-even Maxwell terms and
the local coupling of the fluctuation of the nematic fields to the hydrodynamic gauge field. The
latter has the form of an effective spatial anisotropy. Hence, it is apparent from Eq.(2.52) that the
nematic order parameters couple to the gauge fields as an effective spatial metric. To make this
more clear, let us rewrite the Maxwell terms, LMaxwell in the form (for comparison,
LMaxwell =− N
8pim
fµνg
µαfαβg
βν (2.53)
fµν =∂µaν − ∂νaµ (2.54)
gµν =ηµν +
1
4m
Qµν (2.55)
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The modified metric in the Maxwell term are composed of a regular flat metric of 2+1-dimensional
Minkowski space-time, ηµν = diag(1,−1,−1), locally modified by a traceless metric Qµν induced
by the local spatial anisotropy. The traceless symmetric tensor Qµν only has non-vanishing spatial
components,
Qµν =

0 0 0
0 M1(~x) M2(~x)
0 M2(~x) −M1(~x)
 (2.56)
(Note here we regularized the velocity to be 1).
From the expression of Nµν , it is clear that this is the hydrodynamic theory of a gauge field on
a manifold with a fluctuating nontrivial (purely spatial) metric due to the coupling to the nematic
field. As the fluctuation of the nematic field modifies the local metric, in the anisotropic phase,
when M acquires an nonzero expectation value, the Maxwell term becomes anisotropic. This
leads to anisotropic transport in the nematic QAH. This phenomenon is equivalent to having an
anisotropic dielectric dielectric tensor that plays the role of the metric tensor we introduced here.
2.5 Effective theory of the nematicity
Let us now derive the effective theory of the nematic field M . The effective action Seff(M),
obtained for the integration of the fermions and from the Hubbard-Stratonovich fields, has the
form
Seff(M) = N ln det(G
−1
0 −M · γ)−
∫
d3x
N
2g
M2 (2.57)
By expanding the effective action to the quadratic order, we get
Seff =− N
2
tr(G0γ ·MG0γ ·M)−
∫
d3x
N
2g
M2
= −N
2
∫
d3p
(2pi)3
Mi(−p)Γij(p)Mj(p)− N
2g
∫
d3p
(2pi)3
|M(p)|2 (2.58)
21
where Γij(p) is the one-loop kernel
Γij(p) =
∫
d3k
(2pi)3
tr(γiG0(p+ k)γjG0(k)) (2.59)
which is given by the self-energy diagram discussed in Appendix.
Let us now define a 2 × 2 traceless symmetric tensor field Q which is natural to describe a
nematic phase [76, 77]
Q =
M1 M2
M2 −M1
 (2.60)
At long wavelengths and low frequencies, the effective Lagrangian of the nematic order parameter
L[Q] is
1
N
Leff [Q] =− χ(m)bcQab∂0Qac − r(m)Tr[QQ]
−κ1Tr[QKQ]− κ2Tr[σxQK ′Q]− u(m)Tr[QQQQ] (2.61)
where K and K ′ are the 2× 2 symmetric matrix differential operators
K =
 ∂2x ∂x∂y
∂y∂x ∂
2
y
 , K ′ =
∂y∂x ∂2y
∂2x ∂y∂x
 (2.62)
The coefficients r(m) and u(m) in Eq.(2.61) were given already in Eq.(2.39). The coefficient χ(m)
shown in Eq.(2.61), is given by
χ(m) =
1
64pi
1
m
(2.63)
The coefficient coefficient χ(m) depends on both the magnitude and the sign of the parameter m,
i.e. on the expectation value of the order parameter that measures the spontaneous breaking of
time-reversal invariance in the Mott Chern insulator. This behavior is reminiscent to the Parity
Anomaly of a Dirac fermion in 2 + 1 dimensions[78, 79]. In the next section we will see shortly
that χ(m) is related to the Hall viscosity and hall torque viscosity of the spontaneous QAH phase.
The first term of the effective action Leff [Q] of Eq.(2.61) is of first order in time derivatives,
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reflecting the spontaneous breaking of time-reversal invariance in the (spontaneous) QAH phase
and, hence, is odd under time-reversal. This term can be regarded as a Berry phase of the time
evolution of the nematic order parameter field. Maciejko and collaborators[3] have shown that it
is possible to rewrite the effective filed theory of the nematic order parameter field as a non-linear
sigma model whose target space is a hyperbolic space, a coset of SO(2, 1). The form of our Berry
phase term is consistent with the one discussed by of Maciejko and collaborators[3] in the limit
Q 1 which we have used here.
In the isotropic QAH phase, and to lowest order in the 1/N expansion, we find that the
stiffnesses are
κ1 =
1
12pi|m| , κ2 = 0 (2.64)
Hence, in the isotropic phase, the terms of the effective action that depend on the spatial gradients
can be written in the form
κ1Tr[QKQ] = κ1((∇ ·M)2 + (∇×M)2) (2.65)
Hence the two Frank constants are equal in the isotropic phase. However this is not true in the
nematic QAH phase where, instead, we find
κ1 =
1
12pi|m| , κ2 =
|M¯ |
16pim2
(2.66)
whereQ represents now the fluctuations of the nematic order parameter in the nematic QAH phase,
|M¯ | is the expectation value of the nematic field in the N → ∞ limit and is given in Eq.(2.41).
By symmetry, the Frank stiffness κ2 is an odd function of the magnitude of the nematic order
parameter |M¯|. Thus, provided we restrict ourselves to the vicinity of the transition, in Eq.(2.66)
we may keep only the leading (linear) term.
Hence, as expected, in the nematic QAH phase there are two Frank constants, and the spatial
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terms of the effective Lagrangian for the nematic fluctuations now becomes
κ1Tr[QKQ] + κ2Tr[σxQK
′Q]
= (κ1 + κ2)(∇ ·M)2 + (κ1 − κ2)(∇×M)2 (2.67)
which is the generally expected form for the energy of nematic fluctuations[77, 80]. A similar result
generally holds in other electronic nematic phases[76].
2.6 Transverse dissipationless response to shear stress: Hall
torque viscosity in the parity violating system
Quantum Hall fluids and other two-dimensional systems with broken time-reversal invariance such
as Chern insulators, show a variety of dissipationless responses to external fields which do not
exist in normal fluids. In a system with broken time-reversal invariance due either to an external
perpendicular magnetic field or to topologically non-trivial band structures, an in-plane electric
field induces a Hall current which is perpendicular to the applied applied field and has a Hall
conductance which is precisely determined by the topological properties of these fluids. Similarly,
in a two-dimensional system with broken time reversal invariance and parity, by shearing the
system in one direction a momentum transfer is induced in the perpendicular direction. As a
result, the stress tensor has an anti-symmetric component which is proportional to the shear rate.
The associated transport coefficient is the Hall viscosity[50, 51, 52, 54, 81].
While the resulting Hall conductance is dimensionless and universal (in units of e2/h), the Hall
viscosity has units of length−2. If the system is Galilean invariant (which is the case, to a good
approximation, in the 2DEG in AlAs-GaAs heterostructures and quantum wells) then the length
scale is supplied by the magnetic length and, in this sense, the Hall viscosity is also universal.[54]
On the other hand, in the case of topological Chern insulators, although there is a finite Hall
viscosity in general it is the sums of a non-universal term (which is determined by microscopic
physics) and an essentially universal term[52].
In this section we will first derive an expression of the Hall viscosity for the system at hand, a
Chern insulator originating from an instability of a system with a quadratic band crossing. Here
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we will show that the Hall viscosity is related to both the Hall conductivity of the QAH phase and
with the coefficient χ of he Berry phase term obtained in Eq.(2.52). We will also see how this is
related to the concept of Hall torque viscosity which we introduce below.
For a parity violating system, such as the quantum Hall fluids of 2DEGs, a change in the
background metric gij of the surface on which the electron fluid resides modifies the definition
of the momentum of the electrons through their coupling to the metric. A consequence of the
breaking of time reversal and parity (either explicit or spontaneous) the effective field theory of
the weak perturbation of the metric contains a term which is odd under parity and time reversal.
Such Chern-Simons-type terms are first order in time derivatives, and their coefficient is the Hall
viscosity.
On the other hand, the fermion field of the system we are interested in is a theory of two-
component spinors and it is not Galilean invariant. A system of spinors, such as the one given in the
effective long wavelength Hamiltonian of Eq.(2.2), is defined with respect to a frame of orthonormal
two-component vectors ea (with a = 1, 2) tangent to the two-dimensional space. Microscopically
these vectors are tied to the local geometry of the underlying two-dimensional lattice. Thus, under
a lattice deformation (which includes local rotations), these local frames, which following tradition
we will call zweibeins, accordingly change slowly.
Let us now suppose that we rotate the ”spinor frame” of the fermion field, i.e. that we make
a local change of basis of the spinors. A global change of basis with a rotation axis normal to the
plane is a symmetry since it is equivalent to a rotation of the space axis. However spinor rotations
about arbitrary axis and/or under a local change of basis, i.e. a change of the local frame, are not
symmetries of the system. As a result of such transformations the system generally experiences a
torque viscosity which is perpendicular to the axis of rotation. In what follows we will be interested
in adiabatic changes in the frames of the spinors and in the Berry phase terms they induce.
We will now show that the coefficient χ(m) of the effective action of the nematic order parameter
fields is related to the Hall viscosity in the QAH phase[50, 51, 52, 54]. An excellent discussion of the
Hall viscosity can be found in the recent work of Hughes, Leigh and Parrikar[81] whose methods
we use here.
In order to represent the local deformations of the space one couples the frames (the zweibiens)
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directly to the covariant derivative. However, in our case there is an orbital degree of freedom and
an analog of a spin connection is required. The long-wavelength Lagrangian for the free fermions
on the undistorted lattice is
L = ψ¯a(x)(iγ0∂0 − γ1(∂21 − ∂22)− γ22∂1∂2 +M0)ψa(x) (2.68)
In this Section we will discuss the behavior of the Hall viscosity and the Hall torque viscosity
in the isotropic QAH in the N → ∞ limit. In this limit, and in this phase, the nematic order
parameter field has vanishing expectation value and does not contribute. However its fluctuations
do contribute (to order 1/N) to the corrections at small but finite momenta of these quantities.
By adding the background distortion connecting between real space (or momentum) and orbital
space, the new Lagrangian, which now depends explicitly on the frame fields ea(x), becomes
L = ψ¯α(x)
(
iγ0∂0 − T ija eakγk∂i∂j +M0
)
α,β
ψβ(x) (2.69)
where, a = 1, 2, α, β = 1, 2, and i, j, k = 1, 2. As before, we have set T1 = σz and T2 = σx.
The metric tensor of the 2D distorted space is gij = e
a
i e
a
j . For a system on a flat metric, i.e. an
undistorted lattice, the frame vectors are eai = δ
a
i and, in this case, gij = δij , and the Lagrangian
of Eq.(2.69) reduces to our original free fermion Lagrangian of Eq.(2.68).
Here we will be interested in shear distortions and rotations, which are area-preserving diffeo-
morphisms. We can parametrize the frame fields ea as follows
e11 − 1 = −(e22 − 1) = e1, e12 = e21 = e2 (2.70)
Under this distortion, the free-fermion Lagrangian becomes
L = ψ¯(x) (iγ0∂0 − γ1(∂21 − ∂22)− γ22∂1∂2 −M0)ψ(x)
+ ψ¯(x)
(−e1γ1(∂21 − ∂22) + e1γ22∂1∂2)ψ(x)
+ ψ¯(x)
(−e2γ2(∂21 − ∂22)− e2γ1∂1∂2)ψ(x) (2.71)
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where e1(x) and e2(x) are two slowly varying functions of space and time.
After integrating-out the fermion field, the effective theory of the frame fields ea contains a
parity-violating term which appears to the first order time derivatives. In momentum and frequency
space it has the form
Seff [ei] = iη(p, ω)ω 
ijei(p, ω)ej(−p,−ω) + . . . (2.72)
where η(p, ω) is given by
η(p, ω) =
1
iω
ij
δ2S
δei(p, ω)δej(−p,−ω) (2.73)
In what follows we will only be interested in the adiabatic regime. Thus we will take the limit
ω → 0. In this limit w can expand η(p, 0) = η(p) in powers of the momentum p. In the isotropic
QAH phase η(p) can only be a function of p2. To lowest orders we obtain
η(p) = η(0) + η1p
2 + η2p
4 + . . . (2.74)
where p4 = (p2)2, etc. For symmetry reasons, only powers even powers of the momentum are
allowed to enter in this expansion.
On the other hand, in the nematic QAH insulating phase, in addition to an isotropic component
of the form of Eq.(2.74) there is an anisotropic piece. Close to the quantum critical point the
anisotropic piece of the term quadratic in momenta is a linear function of the expectation value of
the nematic order parameters and has the form (up to a constant prefactor) (p21−p22)M1 +2p1p2M2.
Similar considerations apply to the higher order terms in the expansion in momenta.
The zeroth-order coefficient, η(0), in Eq.(2.74) is the Hall viscosity η,
η =
∫
d2k
(2pi)2
m (k21 + k
2
2)
2
(k20 − (k21 + k22)2 −m2 − i)2
=
m
16pi
ln
(
2Λ2
m
)
− m
16pi
(2.75)
which depends both on the magnitude and the sign of the mass m. Notice that the Hall viscosity,
as expected, has units of m, or what is the same units of length−2. The Hall viscosity η = η(0) can
also be computed from the correlation function of the stress tensor, 〈T ai T bj 〉.[52]
The coefficient η2 for the term O(p
4) in the expansion of Eq.(2.74) is proportional to the
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coefficient χ(m) appearing in the Berry phase term in effective nematic theory,
η2 = 
ij 1
iω
δ2S
δ[p2ei(p)]δ[p2ej(−p)]
∝
∫
d3k
(2pi)3
m
(k20 − (k21 + k22)2 −m2 − i)2
(2.76)
Hence we find that
η2 ∝ lim
ω→0
lim
p→0
bc
1
iω
δ2Seff(M)
δQab(p)δQac(−p)
= χ(m) (2.77)
Actually, the coefficient of the p2 term of the expansion is proportional to the Hall conductance,
η1 = 
ij 1
iω
δ2S
δ[pei(p)]δ[pej(−p)]
∝
∫
d3k
(2pi)3
m (k21 + k
2
2)
(k20 − (k21 + k22)2 −m2 − i)2
(2.78)
Hence, we also find that
η1 ∝ lim
iω→0
lim
p→0
ij
1
ω
δ2Seff(M)
δAi(p)δAj(−p)
=
1
4
σxy (2.79)
Unlike the Hall conductivity, the Hall viscosity is not a topological response as it does depend
on microscopic details of the fermionic system. Furthermore, if we were to include the nematic
field in Eq.(2.68), even in the isotropic phase its fluctuations to order 1/N modify the values of η1
and η2 but do not affect the value of the Hall viscosity η. In this sense, the relationship between χ,
σxy and η1, η2 is not universal. Moreover, in the nematic phase the coefficients η1 and η2 become
tensors, reflecting the nematic nature of the phase.
Now we come to the Hall torque viscosity. As in most (but not all) Chern insulators, the
fermion field of the quadratic band crossing model is a two component spinor which labels the two
different bands. In the case of the checkerboard model the spinor labels can be traced back to the
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two-sublattice structure of the lattice. Suppose we now rotate the “spinor frame” of the fermion
by an SU(2) unitary transformation of the form
Ψ′α(x) =
[
ei(−θ2σx+θ1σz)
]
αβ
Ψβ(x) (2.80)
The rotation axis of this transformation lies on the xz plane. Suppose now that we consider an
infinitesimal rotation angle so that we can expand the rotation matrix to lowest order in θ,
Ψ′ = ΩΨ, Ω =
1− iθ2 iθ1
iθ1 1 + iθ2
 (2.81)
This is not a symmetry transformation of the Lagrangian. Indeed, upon this rotation of the spinor
frame, the Lagrangian Eq.(2.68) changes as follows
L =ψ¯′(x)(iγ0∂0 − γ1(∂21 − ∂22)− γ22∂1∂2 −m)ψ′(x)
−ψ¯′(x)(θ1(∂21 − ∂22) + θ22∂1∂2 +mθ1γ1 +mθ2γ2)ψ′(x) (2.82)
As we can see, the last two terms generated by a rotation of the spinor frame have exactly the
same form as the nematic order parameter. in addition, the spinor rotation also mixes with the
time reversal symmetry breaking mass term (albeit with terms which are quadratic in spatial
derivatives).
It is straightforward to obtain the effective action for the spinor rotation angles in the adia-
batic regime. Similarly to the calculation that we did for the Hall viscosity, here too we find an
antisymmetric term which is first order in time derivatives,
L(θ) = −ηsijθi∂0θj + . . . (2.83)
where ηs is the torque viscosity and we find it to be
ηs = − m
16pi
ln
(
2Λ2
m
)
+
m
8pi
(2.84)
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This result shows the existence of a dissipationless transport property, namely the Hall torque
viscosity, which is the response of the action under an adiabatic rotation of the spinor frame.
By analogy with the stress-energy tensor for a metric distortion, here we can define the torque
〈S〉 for the rotation of the spinor frame,
〈Si〉 = δS
δθi
= Aij∂0θj +B
ijθj + . . . (2.85)
The second term yields the linear response between the torque and the time derivative of the
rotation angle (the angular velocity). The rank tensor Aij is the torque viscosity. In a time-
reversal and parity invariant fluid, this viscosity tensor is symmetric, indicating the rotation entails
an energy cost and, furthermore, in general it is a dissipative response. However, in a system of
spinors with broken parity and time-reversal invariance, such as QAH phase of our system, the
tensor Aij must have an antisymmetric part which is odd under parity. Thus, when we rotate
the spinor frame in the QAH phase, there is a torque viscosity ηs, which is not parallel but
perpendicular to the direction of the rotation. This dissipationless rotation response is a unique
signature of parity-violating phase of a system with spinors degrees of freedom.
In Chern insulators, the spinor and orbital degrees of freedom are locked to each other. In the
case of a Dirac (weyl) fermion, the spinor polarization is locked with the direction of propagation of
the state (the momentum). In our case, the spinor polarization is locked instead with quadrupole
moment of the momentum of the state. In this way, a rotation in spinor space induces a momentum
current and vice versa.
A consequence of these observations is that there must be a relation between the Hall viscosity
and Hall torque viscosity. To see what the relation is let us compare the stress tensor with the
spinor torque. Let us compute the rate of change of the action under an infinitesimal change of
the frame fields, parametrized by e1 and e2 respectively (defined in Eq.(2.70)), and compare that
with the torque. We obtain
Tij + Tji =
δS
δe1
= −ψ¯(2∂1∂2γ1 + (∂21 − ∂22)γ2)ψ
Tii − Tjj = δS
δe2
= −ψ¯(−2∂1∂2γ2 + (∂21 − ∂22)γ1)ψ (2.86)
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and
S1 =
δS
δθ1
= ψ¯((∂21 − ∂22) +mγ1)ψ
S2 =
δS
δθ2
= ψ¯(2∂1∂2 +mγ2)ψ (2.87)
After some simple algebra, it is easy to check the equivalence between spin rotation torque and the
stress tensor,
Tij + Tji = − (S1γ2 + S2γ1)
Tii − Tjj = − (S1γ1 − S2γ2) (2.88)
As a result, if we subtract the antisymmetric parts from both the stress tensor correlator and of
the torque correlator, we obtain
−
〈
δ2S
δθ1δθ2
〉
+
〈
δ2S
δM1δM2
〉
=
〈
δ2S
δe1δe2
〉
(2.89)
This identity implies the following linear relation between Hall viscosity η, the Hall torque viscosity
ηs, and the Berry phase χ coefficient in our effective theory,
−ηs + 4χ = η (2.90)
Thus, the Berry phase term that was obtained from the effective theory for the nematic order
parameter field measures the difference of Hall viscosity and Hall torque viscosity. We should note
that the expressions for χ, η and ηs given, respectively, in Eqs. (2.63), (2.75) and (2.84), obey this
relation exactly.
The validity of these results are not restricted to the particular Chern insulator we studied
here. The Hall torque viscosity is a universal property in all kinds of QAH phases. In systems in
which the fermions arise from of several orbitals, the fermion operator in the effective action is a
multi-component spinor. Suppose that the system has a non-vanishing Chern number, and hence
that it is in a QAH state. If we rotate the spinor frame, the torque viscosity tensor, which is the
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linear response coefficient between torque and the angular velocity of the spinor rotation, must
always include an antisymmetric part resulting from the parity violation in the fermion system.
As an example, let us choose the case of a Dirac (Weyl) fermion. Suppose we rotate the
spinor frame in a similar way as in Eq.(2.81). After this rotation which, again is not a symmetry
transformation, the Lagrangian changes to
L =ψ¯′(x)(iγ0p0 − γ1p1 − γ2p2 −m)ψ′(x)
+ψ¯′(x)(θ1p1 + θ2p2 +mθ1γ1 +mθ2γ2)ψ′(x) (2.91)
In the case of a Dirac (weyl) fermion the rotation metric couples both with the current and mo-
mentum. If we integrate-out the fermion, we would also get a Hall torque viscosity term
L(θ) = −mΛ + 4m
2
8pi
ijθi∂0θj + . . . (2.92)
For a Dirac fermion, the spin is locked with linear momentum. Therefore, the equivalence between
a spinor rotation and momentum current is expected and, hence, there is a similar relation between
Hall viscosity and Hall torque viscosity.
2.7 Discussion
In this Chapter we presented a theory of the Mott quantum anomalous Hall state in the vicinity
of its transition to a nematic QAH state. Our theory was developed in the context of a theory
of spinless fermions which, at the free fermion level has a quadratic band crossing. A main result
of this work is the effective field theory of Sections 2.4 and 2.5 in which we derived the effective
action for the hydrodynamic gauge fields aµ and bµ (which represent the charge currents) and the
nematic order parameter field M . The gauge theory sector is dominated by two topological terms,
the BF term and the Chern-Simons term. The effective action of the nematic fields was found to
contain a Berry phase term whose parity and time-reversal odd coefficient χ controls the dynamics.
In particular the effective dynamical exponent of the nematic fields is z = 2, consistent with the
results of Maciejko et al developed in the context of the fractional quantum Hall states[3]. We also
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found that the nematic fields couple to the gauge field aµ as a spatial metric. Our results clarify the
role of geometric degrees of freedom in systems that exhibit the quantum Hall effect. We expect
that these results should also apply to the case of the fractional quantum Hall effect and we will
discuss these results elsewhere[56].
In Section 2.6 we investigated the relation between the coefficient χ of the Berry phase of the
nematic fields and the Hall viscosity η of the spinors, which measures the transverse response to a
local change of the spinor frame. Here we found that the complete picture requires the introduction
of the concept of the torque Hall viscosity ηs, which is related to the fact that for s system of spinors
a deformation of the underlying space requires the introduction of a spin connection. This effect is
associated with the kinematics of spinors. Although it is always present multi-component fermionic
systems, it takes a different form for Dirac fermions and in this model with a quadratic band crossing
(with unit Chern number). In particular we found that these three coefficients obey a universal
linear relation given in Eq.(2.90). Nevertheless these features are generic properties.
Our results are of interest in several systems accessible to experiment. One such system is bilayer
graphene, which has two (almost exact) quadratic band crossings in the Brillouin zone. They are
almost exact in that their quadratic band crossing is not protected by symmetry. However it is
“protected” by the chemistry (and physics) of the orbitals of carbon which renders their parity-
even gaps extremely small (and negligible in practice). This is a point that has been investigated
at length in the literature[59, 60, 61]. However in the case of bilayer graphene it is necessary to
include the spin degrees of freedom (which we suppressed here). This leads to a more complex (and
interesting!) phase diagram[55, 60, 64] which deserves further exploration.
Other systems of great interest for which these results may be relevant are the topological
crystalline insulators[62]. Systems of these type have surface states (protected by mirror symmetry)
which to a good approximation are described (at the level of the band structure) by a low energy
Hamiltonian with two quadratic band crossings. In materials such as Pb1−xSnxSe and Pb1−xSnxTe,
these crossings which are expected to occur at the X points on the edges of the surface Brillouin
zone have been seen in ARPES and STM experiments[67, 68, 82, 83, 84]. However each quadratic
crossing is found to be split into a pair of gapless Dirac cones. Although there are materials-specific
symmetry breaking effects that can explain these findings[63], it is also possible that the splittings
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may be driven by correlation effects, as in the case of the nematic semimetal phase discussed in
Ref.[55]. Nevertheless it is possible that these materials (or a close relative of them) may also
exhibit a spontaneous quantum anomalous Hall phase such as the one discussed here (based on the
work of Ref.[55]) and that the physics that we discussed here in detail may apply there too. Other
materials in which these ideas may be relevant are the pyrochlore iridates.
One of the motivations of this work, as we stated above, was to explore the interplay between
the topological sector of these systems and the more microscopic “geometric” degrees of freedom.
This issue was raised originally in the context of the experiments of Xia et al. in fractional quantum
Hall states in the first Landau level of the 2DEG and has motivated several important theoretical
developments.[3, 42, 43, 46] Much of that work has focused on the role of geometric changes at the
microscopic level (i.e. at the length scale of the magnetic length). However, as we showed In this
Chapter these “geometric” degrees of freedom can be self-organized into nematic order parameter
fields whose fluctuations may manifest at even long length scales and hence may trigger a quantum
phase transition of a nematic topological phase. In a separate publication[56] we will show how
the ideas presented here extend to the case of the 2DEG in the fractional quantum Hall regime.
34
Chapter 3
Nematic FQH states and dynamical
geometry
1 Strongly correlated electronic systems have a strong tendency to have liquid-crystal-like ground
states (e.g. crystals, smectics or stripes, and nematics) which break spontaneously translation
and rotational invariance to varying degrees[85]. Typically, these states arise as the result of the
competition between repulsive Coulomb interactions and effective attractive interactions that arise
from the disruption of strongly correlated states in systems with microscopic repulsive interactions.
In two-dimensional electron gases (2DEGs) in large magnetic fields these effects are even stronger
since the kinetic energy of the electron is completely quenched in an uniform perpendicular magnetic
field and hence interaction effects are dominant. For these reasons, in addition to incompressible
quantum Hall states (FQH), integer or fractional, electronic liquid crystal phases are generally
expected to occur in these systems[40].
Theoretically, several Hartree-Fock studies [86, 87, 88, 89] (and effective field theories[90]) have
predicted stripe phases, as well as “bubble” and other crystalline states[91], in addition to the
expected Wigner crystals[92, 93, 94, 95, 96]. These phases are expected to become exact for very
weak magnetic fields[97], and in effective field theories[90]. Similarly, (compressible) nematic phases
have been found in variational wave-function calculations[98, 99, 100] and also in phenomenological
hydrodynamic theories[101]. Exact diagonalization studies of small systems have found evidence of
short-range stripe order in a Landau level[102]. For a recent review on electronic nematic phases
see Ref.[103].
Experiments in the second Landau level, N = 2 (and in the first Landau level, N = 1, in tilted
fields) have established the existence of compressible states of the 2DEG with an extremely large
transport spatial anisotropy with a marked temperature dependence, a nematic Fermi fluid.[40,
1This chapter is based on a previous publication: Phys. Rev. X 4, 041050 (2014) by Yizhi You, Gil Young Cho,
Eduardo Fradkin. The copyright owner has provided permission to reprint.
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41] In these experiments the anisotropy probed by a small in-plane component of the magnetic
field which breaks rotational invariance explicitly. However the string temperature dependence of
the anisotropy implies that that the in-plane field reveals a strong tendency to break rotational
invariance spontaneously. Thus, the measured anisotropy of the transport can be regarded as the
response to the in-plane field exactly in the same way as the magnetization is the response to a
Zeeman field in a magnet. In this sense the anisotropy vs in plane field curves can be regarded as
the equation of state of the 2DEG (or, rather, the nematic susceptibility). On the other hand, given
the absence of pinning effects observed in this regime, the linearity of their I − V curves at low
voltages, and the scaling behavior exhibited by the data, one can readily conclude that these states
are regarded as (compressible) electron nematic states[41] rather than stripes (or unidirectional
charge density waves (CDW)), or “bubble” phases (i.e. multi-directional CDW states), expected
from Hartree-Fock calculations[86, 87, 88, 89]. To this date, the compressible nematic state in the
N = 2 Landau level near filling fraction ν = 9/2 is the best documented case of an nematic phase
in any electronic system[103].
More recent magneto-transport experiments in the first, N = 1, Landau level, have shown
that incompressible fractional quantum Hall state with filling fraction ν = 7/3 have a pronounced
temperature-dependent anisotropy in their longitudinal transport. As in all experiments of this type
the anisotropy is seen in the presence of a weak of a symmetry-breaking field (here, the in-plane
component of the magnetic field) which reveals a pronounced (but smooth) rise of the transport
anisotropy as the temperature is lowered below some characteristic value. Since the symmetry is
broken explicitly, these experiments provide evidence for a large temperature-dependent nematic
susceptibility in these fluid states[104]. These experiments strongly suggest that, at least in the N =
1 Landau level, the FQH phases the 2DEG may be close to a phase transition to an incompressible
nematic state inside the topological fluid phase, i.e. a nematic FQH state. The notion of a
nematic FQH state was actually suggested early on by Balents[105]. However, this concept did not
attract significant attention until the recent experiments of Xia and coworkers which suggested the
existence of strong nematic correlations became available[104].
The experiments of Xia and coworkers motivated Mulligan and coworkers[106, 107] to formulate
a theory of a quantum phase transition inside the ν = 7/3 FQH phase, from an isotropic fluid to
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a nematic FQH state interpreted as a quantum Lifshitz transition. The theory of Mulligan et al.
uses as a starting point the effective field theory of a Laughlin isotropic FQH fluid with filling
fraction ν = 1/m (with m an odd integer) whose effective Lagrangian is that of a (hydrodynamic)
gauge field, aµ, with a Maxwell and a Chern-Simons term[19, 108]. In this picture, the FQH
quantum Lifshitz transition occurs when the coefficient of the electric field term of the Maxwell-
like term of the effective action of the hydrodynamic gauge field vanishes, and can be regarded as
a Chern-Simons version of the quantum Lifshitz model[109].
While this theory successfully predicts many aspects of the experiment (in particular the
anisotropy) it has several difficulties, the most serious of which is that in a Galilean invariant
system the coefficient of the term for hydrodynamic electric field is fixed by Kohn’s theorem[110].
Although this restriction can be violated by a relatively small amount by Landau level mixing
effects[107], it is unlikely to become large enough to trigger a Lifshitz transition to a nematic state.
Another puzzling aspect is that the Chern-Simons Lifshitz theory of Mulligan et al. also applies to
the integer Hall states. However, barring large enough Landau level mixing effects, it is hard to see
how a system in the integer quantum Hall regime may break spontaneously rotational invariance.
The experiment of Xia et al have also prompted several studies of integer and fractional quantum
Hall states in systems in which the anisotropy is built-in explicitly in the geometry of the two
dimensional surface in which the electrons reside[111], including wave functions for stets with fixed
anisotropy[48].
Maciejko and coworkers[112] recently proposed an effective field theory of the spontaneous
breaking of rotational invariance in a nematic state in the FQH regime with the form of a non-
linear sigma model on the non-compact target space SO(2, 1)+ manifold of the rotational degrees of
freedom and the amplitude of the local nematic order parameter. They proposed that the nematic
transition is triggered by a softening of the intra-Landau level Girvin-MacDonald-Platzman (GMP)
collective mode of the FQH fluid[113]. A key result from this work is the observation that, due to
the breaking of time-reversal invariance in the FQH fluid, the dynamics of the nematic fluctuations
is governed by a Berry phase term, whose coefficient they conjectured to be essentially the same as
the (non-dissipative) Hall conductance of the FQH fluid[114]. Maciejko and coworkers also further
an interpretation of nematic fluctuations as a fluctuating geometry (making contact with ideas
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put forward by Haldane on the existence of geometric degrees of freedom in the FQH liquid[115]).
Similar ideas were discussed by two of us in the context of a nematic transition in a spontaneous
anomalous quantum Hall state[116] and, earlier on by one of us in a theory of thermal melting
of the pair-density-wave superconducting state. The conjectured connection between the nematic
fluctuations in the FQH fluid and the Hall viscosity strongly suggest a relation with theories of the
geometric response of these topological fluids[5, 117, 118, 119, 120], which we will further elaborate
below.
In this Chapter we address several open aspects of this problem that have remained unexplained.
One of the issues is the origin of the nematic quantum phase transition which Maciejko et al. argued
could be due to a softening of the GMP collective mode. Here we will show that the GMP mode can
become gapless at wave vector q = 0 if the effective interactions among the electrons are sufficiently
attractive in the quadrupolar channel. It is known that in a Fermi liquid, a sufficiently attractive
effective interaction in the quadrupolar channel (i.e. a sufficiently negative charge-channel Landau
parameter F2) can trigger a nematic instability through a Pomeranchuk instability which results
in a spontaneous quadrupolar distortion of the Fermi surface. Here we will postulate that at long
wavelengths, in addition to the long-range Coulomb interaction, there is an attractive short-range
quadrupolar interaction. Such an effective interaction can arise due to the softening of the short-
distance Coulomb interaction in Landau levels N ≥ 1. In fact, an early numerical study by Scarola
and coworkers[121] of the effective interactions of composite fermions[122] showed that in Landau
levels with N ≥ 1 there is a strong tendency for the FQH liquid to become unstable (and was
interpreted as an exciton instability.) From the point of view of symmetry breaking, a q = 0
(‘exciton’) quadrupolar condensate is equivalent to an instability to nematic state since they break
the same spatial symmetries. The other focus of this work is to clarify the relation between the
nematic fluctuations (and possible order) in the FQH fluid to the response of this fluid to changes
on the actual background geometry of the surface on which the 2DEG resides. This is an important
question since quantities such as the Hall viscosity measure the response to shear deformations of
the geometry and this is not quite the same as the the nematic response, although, as we will see
below, they are related.
In order to study the quantum nematic phase transition in a FQH fluid we first generalize
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the fermion Chern-Simons theory of the FQH states[16] to include the effects of the attractive
quadrupolar interaction, and show that indeed there can be a quantum phase transition inside
all Jain states of the FQH provided the quadrupolar interaction is sufficiently attractive. In our
treatment we also include the coupling to the background geometry of the 2D surface on which the
2DEG resides. We then use our recent results presented in Ref.[119] to show that the quadrupolar
interaction couples to both the so-called statistical gauge field (of the fermion Chern-Simons theory)
and to the spin connection of the geometry. Our first main result is the derivation of the effective
action for the nematic degrees of freedom which, as expected, has the form proposed by Maciejko
et al.. The fluctuations of the nematic order parameter are strongly coupled to the GMP mode
of the FQH fluid (which has quadrupolar character), and the nematic quantum phase transition is
triggered when the q = 0 component of this mode becomes gapless. Furthermore, the dynamics of
the nematic degrees of freedom is controlled by a Berry phase term and, hence, has dynamics critical
exponent z = 2. However its coefficient is not the Hall viscosity of the FQH fluid (as conjectured
in Ref.[112]) but is given, instead, by the Hall viscosity of the effective integer Hall effect of the
composite fermions. Nevertheless, the Hall viscosity of the system (both in the isotropic and in the
nematic phase), defined as the response to the shear deformation of the underlying geometry, is the
same as the Hall viscosity of the FQH fluid obtained in Ref.[114] (and recently rederived by us[119].)
These results are reminiscent of the previous study by two of us [116] where we have studied the
effective theory of the phase transition between an isotropic Chern insulator and a nematic Chern
insulator. We also demonstrate that in this theory the nematic transition is reached while the
Kohn mode remains unaffected in both phases and at the phase transition. In addition we also
show that the components of the nematic order parameter can be used to define an effective spin
connection and that it couples to an external electromagnetic probe field through a term with the
form of the Wen-Zee term[123]. We also derive the effective action for the spin connection of the
background geometry and show that has the same form (with the same universal coefficients) in
both phases. Finally we use our effective field theory to investigate the properties of a disclination
of the nematic order parameter in the nematic phase, and show that it carries a fractional (but
non-universal) electric charge and that the Hall viscosity is modified by the disclination.
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3.1 Spontaneous breaking of rotational symmetry in FQH states
3.1.1 Composite Fermion Theory of FQH states
Here we begin with a short review of the composite fermion theory of a FQH state,[16, 122]
specializing in the simpler case of the Laughlin state at filling ν = 13 , which can be easily generalized
to the other states in Jain sequence ν = p/(2sp + 1), where s, p ∈ Z. Let us consider a theory of
electron field Ψ in two space dimensions in an uniform magnetic field. The action for this system
is
S =
∫
d2xdt
[
Ψ†(x)D0Ψ(x)− 1
2me
(DΨ(x))† · (DΨ(x))
]
− 1
2
∫
d2x′d2xdt
[
V (x− x′)Ψ†(x)Ψ(x)Ψ†(x′)Ψ(x′)
]
, (3.1)
in which Dµ = ∂µ + iAµ is the covariant derivative of the electron, is the mass me of the electron,
and we have set the Planck constant ~, the speed of light c, and the electric charge e to unity. The
four-fermion term encodes the two-body interaction between the electrons. The electromagnetic
gauge field Aµ can be written as Aµ = A¯µ + δAµ where A¯µ is for the uniform magnetic field
B¯ = ij∂iA¯j perpendicular to the plane and δAµ is the probe field to measure the response of the
FQH state.
The average electron density ρ¯ and the uniform external magnetic field B¯ are related to each
other through the filling fraction where we have set ν = 1/3 for the leaden Laughlin state. For
a general Jain state the filling fraction is ν = p/(2sp + 1), where s and p are two integers. The
Laughlin FQH state with ν = 1/3 can be pictorially understood as the liquid state of the electrons
in which, on average, each electron is bound with the two flux quanta. For a general Jain state,
each electron is bound to 2s flux quanta and becomes a composite fermion[122].
This is a problem of strongly coupled electrons and cannot tackled directly using weak coupling
methods. To make progress, we consider the equivalent system obtained by coupling the system of
interacting electrons to the (dynamical) Chern-Simons term of the statistical gauge field aµ, using
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minimal coupling. The action action of the equivalent problem is
S =
∫
d2xdt
[
Ψ†(x)D0Ψ(x)− 1
2me
(DΨ(x))† · (DΨ(x))
]
− 1
2
∫
d2x′d2xdt
[
V (x− x′)Ψ†(x)Ψ(x)Ψ†(x′)Ψ(x′)
]
+
1
8pi
∫
d2xdt µνλaµ∂νaλ (3.2)
where Dµ = ∂µ + iAµ + iaµ is a new covariant derivative which includes the minimal coupling to
both the electromagnetic field Aµ and to the statistical field aµ. This is the exact mapping of the
original problem defined by the action of Eq. (3.1). The Chern-Simons term binds the two flux
quanta to the electron and turns the electron into the composite fermion[122, 124] .
We next consider uniform states which can be described using the average field approximation
in which we smear out the two flux quanta bound to the electron over the two-dimensional plane.
This translates as choosing the average part of a¯µ to partially cancel the external magnetic field
A¯µ. For the ν = 1/3 Laughlin state the effective field is
A¯µ + a¯µ =
1
3
A¯µ (3.3)
Thus the composite fermion Ψ is subject to the magnetic field which is 13 of the magnetic field
experienced by the electron. The composite fermion is in the integer quantum Hall effect at the
filling ν = 1 and in effect is weakly coupled. We can write out the Lagrangian of the composite
fermion.
S =
∫
d2xdt
[
Ψ†(x)D0Ψ(x)− 1
2me
(DΨ(x))† · (DΨ(x))
]
(3.4)
− 1
2
∫
d2x′d2x
[
V (x− x′)Ψ†(x)Ψ(x)Ψ†(x′)Ψ(x′)
]
+
1
8pi
∫
d2xdt µνλδaµ∂νδaλ (3.5)
Here and below we denote by Dµ
Dµ = ∂µ + i
1
3
A¯µ + iδaµ + iδAµ (3.6)
the covariant derivative of the composite fermion (again, for the ν = 1/3 Laughlin state). The
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fields δaµ and δAµ are the fluctuation of the gauge fields about their average values. Furthermore,
the density fluctuation of the electron δρ = Ψ†Ψ− ρ¯ is bound with the flux of δaµ
δρ(x) =
1
4pi
δb(x) =
1
4pi
εij∂iδaj (3.7)
This makes the density-density interaction between the electrons to be quadratic in the gauge
field δaµ. As the action is quadratic in the composite fermion field Ψ, we can integrate out the
fermion and the fluctuating part δaµ of the statistical gauge field to obtain the effective theory for
the gauge field δAµ. From the effective theory of δAµ, one can calculate the electromagnetic Hall
response and find the collective excitations of the FQH state[125] which, with some caveats, agree
qualitatively long wavelengths with the experiments and numerical calculations.
3.1.2 Quadrupolar Interaction
The composite fermion theory we just summarized is so far is rotationally invariant and cannot
describe a nematic FQH state. Thus we should look for a new ingredient to the composite fermion
theory to describe the nematic state and the transition toward the nematic state from the isotropic
state. Since the density-density interaction of electrons and Chern-Simons term (at the level of
the bare action of the composite fermion theory) cannot induce the spontaneous breaking of the
rotational symmetry, we should look for an interaction which can favor the anisotropic state rather
than the isotropic state. To this effect we add a quadrupolar interaction term Sq to the action of
the form
Sq = −1
2
∫
dt
∫
d2xd2x′F2(x− x′)Tr[Q(x)Q(x′)] (3.8)
where F2(q) is the Landau interaction in the quadrupolar channel,
F2(q) =
F2
1 + κq2
(3.9)
where F2(q) is the spatial Fourier transform of F2(x) and κ > 0 parametrizes the interaction range.
The coupling constant F2 (i.e. the Landau parameter) has units of energy × (length)6. Here we
42
introduced the 2× 2 traceless symmetric tensor Q(x)
Q(x) = Ψ†(x)
 D2x −D2y DxDy +DyDx
DxDy +DyDx D
2
y −D2x
Ψ(x), (3.10)
Here Dx and Dy are the spatial covariant derivatives defined in Eq.(3.6).
The full action (including the quadrupolar interaction Sq) is manifestly rotationally invariant.
In the case of a Fermi liquid, for large enough attractive quadrupolar interactions, F2 < 0, there
is a Pomeranchuk instability which results in the spontaneous breaking of rotational invariance
and the development of a nematic phase. Here too, if F2 < 0 and large enough in magnitude,
the quadrupolar coupling can induce a transition to an anisotropic phase by developing the fi-
nite expectation value of Q(x). When 〈Q〉 6= 0, the continuous rotational symmetry O(2) of the
two-dimensional space is broken down to C2 generated by the discrete pi rotation of the plane.
However, in the case of a Fermi fluid at zero external magnetic field the nematic phase leads to the
spontaneous distortion of the Fermi surface and the development of an anisotropic effective mass
for the quasiparticles in the anisotropic state. Furthermore, in the absence of a coupling to the
underlying lattice the resulting nematic phase is a non-Fermi liquid. In the case at hand, although
there is no Fermi surface to begin with, at the level of mean field theory, nematicity is also manifest
as an effective anisotropy of the effective mass of the composite fermions.
Next, we include the quadrupolar interaction in the the (fermionic) Chern-Simons theory of the
FQH states [16] of Eq.(3.2)
S =
∫
d2xdt
[
Ψ†(x)D0Ψ(x)− 1
2me
(DΨ(x))† · (DΨ(x))
]
− 1
32pi2
∫
d2x′d2xdt V (x− x′)δb(x)δb(x′)
+
1
8pi
∫
d2xdt µνλδaµ∂νδaλ
−1
2
∫
dt
∫
d2xd2x′F2(x− x′)Tr[Q(x)Q(x′)] (3.11)
Here we used the Chern-Simons constraint (i.e. the “Gauss law”) to represent the fluctuating
density δρ of the composite fermion in terms of the fluctuating statistical field δb which results in
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density-density interaction quadratic in the statistical gauge field.
However, the quadrupolar interaction cannot be written as a quadratic form in the statistical
gauge field δaµ. Instead, we perform a Hubbard-Stratonovich decoupling transformation to rewrite
the quadrupolar interaction term Sq in terms of two fields M1 and M2 (which can be regarded as
the two real components of a 2× 2 real symmetric matrix field). After decoupling the action Sq of
Eq.(3.8) takes the form
Sq =
∫
d2xdt
[ 1
4F2m2e
(M21 +M
2
2 )−
κ
4F2m2e
∑
i=1,2
|∇ ~M |2
M1
me
Ψ†(D2x −D2y)Ψ +
M2
me
Ψ†(DxDy +DyDx)Ψ
]
, (3.12)
Here we introduced suitable factors of the electron mass me to make the Hubbard-Stratonovich
fields M1 and M2 dimensionless. F2 is the coupling constant of the quadrupolar interaction of
Eq.(3.10).
It is apparent that in Eq.(3.12) M1 and M2 play the role of the order parameters for the nematic
phase. These fields couple to the the stress tensor tensor of the composite fermions and thus play
a role analogous to a background metric. In this sense, we can regard the nematic fluctuation as
providing a “dynamical metric” which modifies the local geometry of the composite fermions.
Thus we end up with the following action for the composite fermions coupled to the Chern-
Simons gauge field, with a density-density interaction and a quadrupolar interaction,
S =
∫
d2xdt
[
Ψ†(x)D0Ψ(x)− 1
2me
(DΨ(x))† · (DΨ(x))
]
− 1
32pi2
∫
d2x′d2xdt V (x− x′)δb(x)δb(x′) + 1
8pi
∫
d2xdt µνλδaµ∂νδaλ
+
∫
d2xdt
[ 1
4F2m2e
(M21 +M
2
2 ) +
κ
4F2m2e
∑
i=1,2
|∇Mi|2
+
M1
me
Ψ†(D2x −D2y)Ψ +
M2
me
Ψ†(DxDy +DyDx)Ψ
]
(3.13)
where, again, the covariant derivatives are given in Eq.(3.6). So far we have not made any approx-
imations. In the next section we will discuss the uniform states that result by treating this theory
in the average field approximation and by considering the effects of fluctuations at the one loop
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(“RPA”) level.
It turns out that from the theory we have defined the resulting quantum phase transition is
strongly first order and to a state with maximal nematicity (and without Landau quantization!). To
avoid this pathological limit, and to make the nematic phase stable (and accessible by a continuous
quantum phase transition), we will introduce an extra term in the kinetic energy part of the action
of the form
S6 = −α
∫
d2xdtΨ†
(−D2
2me
− ρ¯pi
me
)3
Ψ (3.14)
where, once again, D stands for the space components of the (full) covariant derivative and D2
is the covariant Laplacian. A term of a similar type was introduced by Oganesyan et al. in their
theory of the nematic Fermi fluid formed by a Pomeranchuk instability. Here too this (technically
irrelevant) term will insure that the nematic state is stable, provided the coupling constant α is
large enough (as we will see below). For other ranges of α the quantum phase transition becomes
first order, as it happens in theories of the electronic nematic transition in lattice systems[126].
Although the addition of this term complicates the calculation somewhat, it does not change the
physics in any essential way.
3.2 Effective Field Theory Of Nematic Order Parameter
The full action of Eq.(3.13) is a quadratic form in the composite fermions. These fermionic fields
can be integrated out allowing us to obtain an effective field theory for the nematic order parameter
M1 and M2 coupled to the gauge fields. This procedure is safe provided on is expending about a
saddle point state with a finite energy gap. The resulting effective Lagrangian can be decomposed
as the three parts
L = La + LM + La,M (3.15)
where La and LM include only the fluctuating gauge fields δa + δA and only the nematic order
parameter Mi, i = 1, 2, and La,M represents the coupling between the gauge fields and the nematic
order parameter.
For clarity, we discuss the three parts, La, LM , and La,M , of the full effective theory separately.
Here, we briefly show what we can learn from the three parts before describing the details of each
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term. La is the effective Lagrangian for the statistical gauge fields of the isotropic FQH states.[16]
LM is the effective Lagrangian for the nematic order parameters. It has the conventional Landau-
Ginzburg form supplemented by a topological Berry phase term. We demonstrate that there is
a continuous phase transition if the quadrupolar interaction F2 is bigger than a critical value.
Furthermore, we show that there is a Berry phase term for the nematic order parameter, which is
similar to the Hall viscosity term, and the Berry phase term makes the quantum critical point have
the dynamical exponent z = 2. From La,M , we will see that there is a topological term, similar to
the Wen-Zee term[123], which describes the response to the curvature induced by disclination (not
the deformation from the background geometry). In addition, La,M also contains an anisotropic
Maxwell term that represents the coupling of the Kohn collective mode to the nematic order
parameter fields[116] .
3.2.1 Gauge Field La
Here we consider the term of the effective Lagrangian of Eq.(3.15) that includes only the gauge
fields aµ and δAµ. This part of the effective action does not know the nematic order parameter,
and so it should be the same effective action of the gauge fields as in the isotropic FQH states[16]
La = −1
2
(δaµ + δAµ)Π
0
µν(δaν + δAν) +
εµνλ
8pi
δaµ∂νδaλ, (3.16)
Here Π0µν(x− y), given by
Π0µν(x− y) = −i
1
ZF
δ2ZF
δaµ(x)aν(y)
= 〈jµ(x)jν(y)〉, (3.17)
is the bare polarization tensor of the integer quantum Hall state of the composite fermion, and it
is given in Ref.[[16]] whose results we use. The current-current time-ordered correlators shown in
Eq.(3.17) are computed in the free composite fermion theory and ZF is the partition function of
composite fermions with an integer number of filled effective Landau levels. In the low energy and
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long wavelength limit Π0µν(q, ω) is given by
Π000(q, ω) =−
1
pi
q2
me
b¯(1 + αω¯2c )
,
Π00j(q, ω) =−
1
pi
qjω
me
b¯(1 + αω¯2c )
+
i
pi
jkqk,
Π0j0(q, ω) =−
1
pi
qjω
me
b¯(1 + αω¯2c )
− i
pi
jkqk,
Π0ij(q, ω) =−
1
pi
δijω
2 me
b¯(1 + αω¯2c )
− i
pi
ijω
− (q
2δij − qiqj)
me(1 + αω¯2c )
(3.18)
where b¯ = B/3 for the ν = 1/3 Laughlin state. Here we have included in the results of Ref.[[16]]
the corrections due to the extra term in the kinetic energy of Eq.(3.14).
3.2.2 Order Parameter LM
We next obtain the Lagrangian for the nematic fields, LM , of Eq.(3.15) to the quartic order in the
nematic order parameter by calculating one-loop Feynman diagrams. We will see that LM exhibits
the isotropic-anisotropic phase transition and the quantum phase transition. To calculate LM , we
need to compute the two-point and four-point correlators of Ni = −i δZδMi and the calculation is
done in Appendix B.1. In the main text, for simplicity we discuss only the case of the FQH state
at the filling 13 . However, as discussed in the Appendix B.1, it is straightforward to generalize the
calculations to the other states in Jain sequence ν = p2sp+1 , p, s ∈ Z.
Integrating out the composite fermion and expanding about the low-energy limit, i.e., taking
the lowest terms in frequency ω and momentum q, we obtain the effective theory of the nematic
fluctuations
LM = 
ij ρ¯
2(1 + 4αω¯2c )
2
Mi∂0Mj − µM2 − κ¯
2
(∇Mi)2 − u
4
(M2)2. (3.19)
where M2 = M21 +M
2
2 . The parameters entering into the the effective Lagrangian can be obtained
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by calculating the correlators, and they are
µ =− 1
4F2m2e
− ω¯c
2pil¯2b (1 + 4αω¯
2
c )
,
κ¯ =− κ
2F2m2e
− 1
pi
[ 1
(1 + αω¯2c )
− 1
2(1 + 4αω¯2c )
− 2
(1 + 9αω¯2c )
]
,
u =
b¯ω¯c
4pi
1
(1 + 4αω¯2c )
2
[ 1
4(1 + 4αω¯2c )
− 3
4(1 + 16αω¯2c )
]
(3.20)
Here ω¯c = b¯/me and l¯b =
√
3`0 (for the Laughlin state at ν = 1/3) are the effective cyclotron
frequency and the effective magnetic length of the composite fermion, where `0 = B
−1/2 is the
magnetic length.
The resulting effective Lagrangian of Eq.(3.19) has the same form as the effective theory of the
nematic order parameter in a Chern insulator[116], and of the effective field theory of the nematic
FQH state of Maciejko and collaborators[112]. The effective theory of the nematic order parameter
field contains a Berry phase term associated with the non-dissipative response of the quantum Hall
effect, which related to the Hall viscosity. This term makes time and space scale differently, and
the associated quantum critical point has the dynamical exponent z = 2.
From these results we can also see that the nematic order parameter will condense only when
the quadrupolar interaction is attractive and larger in magnitude than the critical value
|F c2 | =
pil¯b
2
2ω¯cm2e(1 + 4αω¯
2
c )
(3.21)
Furthermore, since u > 0 the quantum phase transition is continuous and the nematic state is
stable.
From Eq.(3.10) it is clear that the nematic order parameters formally couple to the quadrupole
density in the same way as the background metric couples to the energy-momentum tensor (al-
though the extra term in the kinetic energy of Eq.(3.14) does not couple to the nematic fields). We
can regard the nematic order parameters as a “dynamical spatial metric” which modifies spatial
components of the metric tensor. From this observation one may naively expect that the prefactor
Berry phase term in Eq.(3.19) may be the Hall viscosity of the FQHE ηH =
ρ¯
2ν when α = 0.
However, for α = 0, the prefactor of the Berry phase term of Eq.(3.19) is the Hall viscosity
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term of the integer quantum Hall state at ν = 1, and not of the actual Hall viscosity of the
fractional quantum Hall state. See the discussion of Sec. 3.5. This difference originates in the
fact that the “dynamical metric” associated to the nematicity and the background metric are not
equivalent. For FQH states, the nematic order parameters only couple with the stress energy tensor,
while the background metric, not only couples with the stress energy tensor, but also appears in
the form of a spin connection, as discussed in detail in Ref.[119]. In the composite fermion or
composite boson theories, when we attach flux to the electron to form a composite particle, each
flux quantum attached to the particle induces the additional angular momentum 1/2. This makes
the composite particle couple to the spin connection though the particle is a scalar and not a
spinor. The orbital spin then couples to the local geometry to the spin connection much in the
same way as relativistic fermions do. Thus, after we perform flux attachment to describe the FQH
fluids, the composite fermion resulting from the flux attachment will minimally couple with the spin
connection ωµ, as shown explicitly in Ref.[119]. The coupling through the spin connection with the
background geometry is the origin of the difference between the nematic order parameter and the
(deformed) background metric. The derivation of the correct Hall viscosity from the background
metric deformation through the composite fermion theory was reported elsewhere[119].
The results of this section can be easily generalized to all the states in the Jain sequence
ν = p2p+1 , with the effective Lagrangian density. However, when p goes to infinity, the theory
approaches to the half-filled Landau level and the gap vanishes. In this regime the system becomes
a non-Fermi liquid and the effective Lagrangian for the gauge field given by Eq.(3.16) now has a
Landau damping term[127, 128]. In this limit, at least formally, this theory is a generalization of the
theory of the nematic quantum phase transition in Fermi fluids[103] to describe the compressible
nematic quantum fluid at half-filled Landau levels .
3.2.3 Order Parameter and Gauge Field La,M
Here we derive the third term of the effective Lagrangian of Eq.(3.15), La,M , that describes the
coupling between the gauge fields and the nematic order parameters. This part of the effective
Lagrangian will be important later for investigating the quantum numbers and statistics of the
disclinations of the nematic phase.
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In the presence of nematic order, the natural coupling between the nematic order parameter
and the gauge field is as a local anisotropy of the Maxwell term. Since the order parameter acts
as the spatial components of a metric tensor[116], the indices of the field strength tensor fij of
the gauge fields contract with the (inverse of) metric spatial tensorgij . The resulting terms in the
effective Lagrangian are
La,m = me2M1
4pib¯(1 + 4αω¯2c )
(∂xδA˜0 − ∂0δA˜x)2
− me2M1
4pib¯(1 + 4αω¯2c )
(∂yδA˜0 − ∂0δA˜y)2
+
meM2
pib¯(1 + 4αω¯2c )
(∂xδA˜0 − ∂0δA˜x)(∂yδA˜0 − ∂0δA˜y) (3.22)
where δA˜ = δA+ δa. These terms are second order in derivatives and are time-reversal and parity
invariant.
However, there are contributions to La,M which are first order in derivatives and hence break
time-reversal and parity. These contributions have the form of a Wen-Zee term.[123, 129] The
Wen-Zee term can be understood as the response of the FQH states to a change of the geometric
curvature: the curvature will trap the gauge charge. While this term can be ignored if the nematic
order is uniform in space, it has interesting consequences for the charge and the statistics of the
disclination in the nematic phase. To obtain the Wen-Zee term for the nematic order parameter
we perform calculation of one-loop diagrams with one current and one and two nematic fields,
Lwz = −1
2
TiµMi(δaµ + δAµ + 2Zµ) +
1
3
RijµMiMj(δaµ + δAµ), (3.23)
where we Tiµ and Rijµ denote the following three-point (time-ordered) correlators of the composite
fermions
Tiµ(r, t) = i2
1
ZF
δZF
δMiδaµ
= −i〈Ni(r, t)jµ(0, 0)〉,
Rijµ[ri, ti] = −3i 1
ZF
δZF
δMiδMjδaµ
= −〈Ni(r1, t1)Nj(r, t2)jµ(r3, t3)〉, (3.24)
where the correlators are time-ordered functions of the free composite fermion theory. Diagrammat-
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ically these correlators are represented by the Feynman diagrams of Fig.3.1. They are computed
explicitly in Appendix B.2.
(a) (b) (c)
Figure 3.1: Diagrams contributing to the Wen-Zee term. Here the wiggly line represents the gauge
field aµ and the dotted line represents the nematic field Mi. The thick line represents the composite
fermion propagator.
After calculating the above correlators, we obtain the coupling between the geometric curvature
induced by the nematic fields and the statistical gauge field, which explicitly has the form of a Wen-
Zee term
Lwz = 1
4pi
µνρωQµ ∂ν(δaρ + δAρ) (3.25)
where ωQµ (with µ = 0, x, y) is the the effective spin connection induced by the local nematic order
parameters, i.e.
ωQ0 =
ij
(1 + 4αω¯2c )
2
Mi∂0Mj ,
ωQx =
ij
(1 + 4αω¯2c )
2
Mi∂xMj − t(∂xM2 − ∂yM1),
ωQy =
ij
(1 + 4αω¯2c )
2
Mi∂yMj + t(∂xM1 + ∂yM2), (3.26)
where
t =
2
1 + αω¯2c
− 2
2 + 8αω¯2c
(3.27)
The spin connection ωQ of the nematic order parameter is different than the spin connection of the
background geometry. The meaning of the spin connection can be clarified by looking at its curl,
∂xω
Q
y − ∂yωQx ∝
1
2
√
gR (3.28)
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where R is the geometric curvature of the dynamical metric induced by the nematic order param-
eters Mi.
Here the coupling term between the “spin connection” and gauge fields in Eq.(3.25) has a similar
form of the Wen-Zee term of Ref.[123]. However, the coefficient in Eq.(3.25) is not the orbital spin
of the FQH state. Instead this coefficient is equal to the orbital spin of the integer quantum Hall
state at ν = 1(when α = 0). This can be easily understood from the composite fermion theory
because the composite fermions effectively are an the integer quantum Hall state and any response
at the mean-field approximation of the composite fermion will be the same as that of the integer
quantum Hall phase. This fact still remains true even after integrating out the statistical gauge
field. The difference again comes from the nonequivalence between the nematic order parameter
and the background metric. When we attach Chern-Simons flux to the fermion in a background
metric, the orbital spin induced by the flux attachment also gives rise to additional geometry-gauge
coupling term which has the form of a Wen-Zee term[119]. For the nematic order parameter, the
coupling between the gauge field and the nematic order parameters only comes from the composite
fermion which forms an IQHE. The derivation of the correct Wen-Zee terms through the composite
fermion theory is reported in Ref.[119].
3.2.4 Full Effective Action
Here we now ready to present the full effective Lagrangian of Eq.(3.15) in terms of the gauge fields
and nematic order parameters. It is given by
L = ρ¯
ij
2(1 + 4αω¯2c )
2
Mi∂0Mj − µ|M |2 − κ¯
2
(∇Mi)2 − u
4
(M21 +M
2
2 )
2 +
1
4pi
µνρωQµ ∂ν(δaρ + δAρ)
− 1
2
Π0µν(δaµ + δAµ)(δaν + δAν) +
1
8pi
εµνλδaµ∂νδaλ +
1
24pi
εµνλωQµ ∂νω
Q
ρ (3.29)
In the last line we have added the gravitational Chern-Simons term of the induced spin connection
of the nematic fields, where we used the results of Ref. [117].
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3.3 Collapse of the GMP mode at the Nematic Quantum Phase
Transition
The FQH fluids have several types of collective excitations[113, 125]. The Kohn mode is a cyclotron
collective mode related with the inter-Landau level excitation. If the system has Galilean invariance,
the energy of the Kohn mode at zero momentum only depends on the bare mass of the electron
and is insensitive to any other microscopic detail[110]. In a FQH fluid the Kohn mode is not the
lowest energy collective excitation and at finite wave vector q can (and does) decay to lower energy
modes. On the other hand, the lowest energy collective mode, the GMP mode, is stable. This
mode is a quadrupolar intra-Landau level fluctuation, and at long wavelengths it can be regard as
a fluctuating quadrupole with structure factor ∼ q4 (instead of q2 as in the case of the Kohn mode)
(see Refs.[125, 130]). Therefore, for a FQH state with the quadrupolar interaction, we can expect
that the interaction can change substantially the behavior of the GMP mode by mixing with the
nematic fluctuations (which are also quadrupolar). In this section, we consider the behavior of the
GMP collective excitation of the FQH state at and near the quantum phase transition between the
isotropic state and the nematic state.
To get the spectrum of the collective excitations, we need the full polarization tensor of the
electromagnetic response.[16] To this end we first calculate the polarization tensor of the composite
fermions
Π0µν = 2i
1
ZF
δ2ZF
δaµδaν
, (3.30)
where ZF is the partition function of the composite fermions. Because the composite fermion
system is in an integer quantum Hall ground state, the poles of Πµν correspond to the Landau
levels spaced by ω¯c, the effective cyclotron frequency of the composite fermions (modified by the
contributions of the extra terms of Eq.(3.14)).
Next we compute the change in Πµν due to the effects of both the quadrupolar interaction
and of the density-density interaction and determine the full polarization tensor for the external
electromagnetic field Kµν . The current and the nematic fields are defined in terms of the composite
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fermion Ψ by
ji =
δS
δaµ
, Ni =
δS
δMi
= Ψ†TiΨ. (3.31)
where S is the full action of Eq.(3.13) supplemented by the additional term of Eq.(3.14).
We next compute the current-current correlators including the mixing with the nematic fields to
lowest orders in the quadrupolar coupling F2. To this end we first calculate the polarization tensor
Πµν to include de effects of the nematic fluctuations to lowest order in the quadrupolar interaction
F2. This calculation involves summing over all one-particle-reducible diagrams, i.e. an infinite
series of bubble diagrams with two external gauge fields and arbitrary number of quadrupolar
insertions connecting the bubbles pairwise. The result of this RPA-type computation is
Πij(q, ω) =Π
0
ij + 2F2m
2
e
∑
a,b
〈jiNa〉〈Nbjj〉+ (2F2m2e)2
∑
a,b
〈jiNa〉〈NaNb〉〈Nbjj〉+ · · ·
=Π0ij +
(2F2m
2
e)〈jiNa〉〈Nbjj〉
1− (2F2m2e)〈NaNb〉
(3.32)
(where we have set κ = 0). Here Π0ij is the polarization tensor for the statistical gauge field of the
composite fermions with ν = 1, 〈NaNb〉 is the correlator matrix of the nematic order parameters,
and 〈jµNa〉 is the mixed correlator of a current and a nematic field, both of which were calculated
in the previous section. To simplify the notation, in Eq.(3.32) we dropped the explicit momentum
and frequency dependence of the correlators.
Since we are interested in the low energy and long wave-length limit, we expand 〈NaNb〉 in the
leading order for both the momentum q and the frequency ω and obtain
〈N1N1〉 =〈N2N2〉 = i2 1
ZF
δZF
δMiδMi
=
4ω¯3c
l¯2bpi(ω
2 − 4ω¯2c )(1 + 4αω¯2c )2
,
〈N1N2〉 =− 〈N1N2〉 = i2 1
ZF
δZF
δM1δM2
=
2ωω¯2c
ipil¯2b (ω
2 − 4ω¯2c )(1 + 4αω¯2c )2
, (3.33)
Using the results for the polarization tensor Πij of Eq.(3.32) we find the following effective
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Lagrangian for the gauge fields
La =− 1
2
Πµν(δaµ + δAµ)(δaν + δAν)
+
1
8pi
µνρδaµ∂νδaρ −
∫
d2x′
V (x− x′)
32pi2
δb(x)δb(x′) (3.34)
Integrating out the statistical gauge field δaµ, we finally obtain the full response function Kµν for
the external electromagnetic fields
K00 =q
2K0,
K0i =ωqiK0 + iikqkK1,
Ki0 =ωqiK0 − iikqkK1,
Kij =ω
2δijK0 − iijωK1 + (q2δij − qiqj)K2,
LA =KµνδAµδAν , (3.35)
Here Kµ and D are given by the following
K0 =− Π0
16pi2D
K1 =
1
4pi
+
Π1 +
1
4pi
16pi2D
+
V (q)Π0q
2
64pi3D
K2 =
Π2
16pi2D
+
V (q)(ω2Π20 −Π21)
D
+
V (q)Π0Π2q
2
D
D =Π20ω
2 − (Π1 + 1
4pi
)2 + Π0(Π2 − V (q)
16pi2
)q2 (3.36)
Here Πi are the coefficients dependent on the frequency and momentum and they appear in the
polarization tensor Πij with the similar fashion as Ki in Kij .
The poles in Kµν give the spectrum of the collective excitations of the FQHE of Ref.[16], gener-
alized to include both the quadrupolar and the density-density interactions. At long wavelengths,
this correlator has a pole at 3ω¯c (with residue ∼ q2), the cyclotron frequency of the electron (recall
that ω¯c is the effective cyclotron frequency of the composite fermion). This pole is identified as
the (cyclotron resonance) Kohn mode[110], slightly shifted here by the extra term we added to the
kinetic energy (Eq.(3.14)).
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On the other hand, we find that the attractive quadrupolar interaction pushes down to lower
energies the lowest collective excitation, the Girvin-MacDonald-Platzman (GMP) mode[113] (which
has residue ∼ q4). This mode has the dispersion
ω2 = ω21 + (α1,2ω¯
3
c −
F2m
2
eω¯
3
cκ
l¯4b
)(ql¯b)
2 (3.37)
where we have set
ω1 =
4F˜2
pi
+ 2ω¯c(1 + 4αω¯
2
c ),
α1 =
ω21 − ω¯′2c
ω¯′2c − ω¯′cω1 + 2(ω21 − ω¯′2c )
1
(c1ω1 − c2)t2 ,
α2 =− ω
2
1 − ω¯′2c
ω¯′2c + ω¯′cω1 + 2(ω21 − ω¯′2c )
1
(c1ω1 + c2)t2
(3.38)
and where we used the notation
c1 =
−F˜2ω¯d
2(4ω¯2d − ω21)
(
1− 8F˜2ω¯d
pi(ω21 − ω¯2d)
)
,
c2 =
F˜2
2
ω¯dω
2
1
(4ω¯2d − ω21)2
,
F˜2 =
F2m
2
eω¯
2
c
l¯2b
,
ω¯′c =ω¯c(1 + αω¯
2
c ),
ω¯d =ω¯c(1 + 4αω¯
2
c )
t =
2
1 + αω¯2c
− 2
2 + 8αω¯2c
. (3.39)
It is easy to check that at the nematic transition of Eq.(3.19), where the “nematic mass” µ→ 0
at the critical value of the quadrupolar interaction F c2 (given in Eq.(3.21)), the gap of the GMP mode
vanishes, ω1 → 0. It is also easy to see that near the phase transition α1 < 0, α2 < 0 , and F2κ < 0.
Now, provided α1,2 − F2m
2
eκ
l¯4b
> 0 near and at the transition, then the GMP mode will condense
at zero momentum. This will result a nematic phase and the FQH fluid will spontaneously break
the rotational symmetry. This condition can be achieved provided the range of the quadrupolar
interaction, controlled by κ, is large enough. On the other hand, if α1,2− F2m
2
eκ
l¯4b
< 0, the GMP mode
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will condense at a finite momentum. This would result a crystalline phase in which electrons break
spontaneously the translational and rotational symmetries of the two-dimensional plane. In both
cases, the Kohn mode remains gapped at and near the transition, and thus the liquid crystalline
phases are incompressible electronic liquid states and have the quantized Hall response.
Early numerical results by Scarola, Park and Jain[2] predicted that for certain type of inter-
actions the FQH fluid would become unstable to an uniform exciton condensate associated with
the GMP mode. Our results show that their exciton condensate is equivalent to a quantum phase
transition to a nematic state.
3.4 Goldstone Mode and Disclinations in Nematic Phase
We now discuss the properties of the nematic phase. There are several particle-like excitations in
the phase. First of all, the GMP mode and the Laughlin quasi-particles are massive. On top of
these excitations, there are two more excitations which are absent in the isotropic phase.
The nematic order parameter breaks the (continuous) rotational symmetry of two dimensional
plane and thus there is an associated goldstone mode. The spectrum of the goldstone mode can be
obtained straightforwardly from LM . Now we fix the amplitude of the nematic order and consider
the phase fluctuation,
LM = ij ρ¯
2(1 + 4αω¯2c )
2
|M |2∂0θ − κ¯
2
|M |2|∂iθ|2 + .... (3.40)
ω =
κ¯(1 + 4αω¯2c )
2
ρ¯
q2
This goldstone mode can be gapped if there is a weak symmetry breaking term (from the
background lattices), and the gap of the goldstone mode is proportional to the strength of the
weak symmetry breaking term.
Secondly, the nematic order parameter can have a topological defect, namely a disclination.
Due to the presence of the goldstone mode, the disclinations experience logarithmic interaction
between them. When two disclinations are separated by the distance R, the energy cost for the
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configuration is
E =
∫
dxdy κ|M |2 1
r2
= κ|M |2 ln(R/l0), (3.41)
in which l0 is a ultra-violet cut-off for the integeral.
In the nematic FQH state, the disclination here carries electric charge due to the Wen-Zee term
between ωQµ and the gauge fields in the effective action L Eq. (3.29). To investigate the charge
accumulated at the disclination, we first integrate out the statistical gauge field δaµ in the effective
action to find a Wen-Zee term in the effective action
LωQ,δA =
1
12pi
µνρωQµ ∂νδAρ. (3.42)
From this term, we can investigate the charge of the disclination. If there exists a 2pi nematic
vortex centered at ri = 0, We can calculate the electric charge accumulated around the vortex.
δρ(~r) =
1
12pi
(− |M |
2δ(~0)
(1 + 4αω¯2c )
2
− t |M | cos θ
r2
) (3.43)
The first term indicates the spin connection of the nematic vortex act as the gauge field of a single
flux at the vortex core. Thus, a disclination of the nematic field serves as a particle source which
changes the local charge density. The second term indicates the charge distribution as a result of
non-zero quadrupole moment. In classical electrodynamics, the non-uniform charge density could
give rise to an electron quadrupole moment Qij =
∫
drρ(r)(2rirj − δijr2) and vice versa. As our
nematic field couples to the stress-energy tensor, a nematic order with vortex configuration will
leads to a new density distribution as we shown in the second term in 3.43. The charge of the
vortex depends on the strength of the order parameter M and is not quantized. This implies that
the vortex will have irrational mutual statistics with quasiparticles and irrational self statistics.
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3.5 Geometry Response in Nematic FQHE
In this section, we would explore the geometry responses in the nematic FQH phase. If we couple
the theory with the background spatial metric gij ,
gij =
1− 2e1 −2e2
−2e2 1 + 2e1
 (3.44)
The action now becomes,
S =
∫
d2xdt
[
Ψ†(x)D0Ψ(x)− 1
2me
(DΨ(x))† · (DΨ(x))
]
−
∫
d2xdt V
δb(x)2
32pi2
+
∫
d2xdt
εµνλ
8pi
δaµ∂νδaλ +
∫
d2xdt
[ 1
4F2m2e
(M21 +M
2
2 ) +
1
4F2m2e
κ
∑
i=1,2
∇Mi ·∇Mi
+
1
4F2m2e
κ(2e1(∂
2
x − ∂2y) + 2e22∂x∂y)M2i
+
M1 + e1
me
Ψ†(DxDx −DyDy)Ψ + M2 + e2
me
Ψ†(DxDy +DyDx)Ψ
−αΨ†(− D
2
2me
− ρ¯pi
me
)3Ψ +
2(e1M1 + e2M2)
me
Ψ†D2i Ψ
]
(3.45)
where the covariant derivative now is Dµ = pµ +Aµ +aµ +ω
b
µ, and ω
b is the spin connection of the
background metric. Here we have used the result from our recent work[119] that upon attaching
two Chern-Simons flux to the fermion, the composite particle effectively carries spin 1 and couples
to the spin connection of the background geometry.
The effective theory for the above action is,
LM =ij ρ¯
2
(
Mi
1 + 4αω¯2c
+ ei)∂0(
Mj
1 + 4αω¯2c
+ ej) +
ω¯c
2p¯il¯2b
|e|2 + ij ρ¯ ei∂0ej
+
1
12pi
(A+ ωb + 1/2ωm)∂(A+ ωb + 1/2ωm)− µ|M |2 − 1
48pi
ωm∂ωm − u
4
(M21 +M
2
2 )
2
(3.46)
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Here ωm is the spin connection for the sum of the background and nematic metric.
ωm0 =
ij(
Mi
1 + 4αω¯2c
+ ei)∂0(
Mj
1 + 4αω¯2c
+ ej),
ωmx =
ij(
Mi
1 + 4αω¯2c
+ ei)∂x(
Mj
1 + 4αω¯2c
+ ej)
− (∂x(tM2 + e2)− ∂y(tM1 + e1)),
ωmy =
ij(
Mi
1 + 4αω¯2c
+ ei)∂y(
Mj
1 + 4αω¯2c
+ ej)
+ (∂x(tM1 + e1) + ∂y(tM2 + e2)), (3.47)
To illustrate the effect of nematic fluctuation, we rewrite the action to separate the background
metric and dynamical metric,
LM =ij ρ¯
2
(
Mi
1 + 4αω¯2c
+ ei)∂0(
Mj
1 + 4αω¯2c
+ ej)− µ|M |2 + ω¯c
2pil¯2b
|e|2 + ij ρ¯ ei∂0ej − u
4
(M21 +M
2
2 )
2
+
1
12pi
(A+ 3/2ωb)∂(A+ 3/2ωb)− 1
12pi
ωQ∂A− 1
48pi
ωb∂ωb (3.48)
+
1
12pi(1 + 4αω¯2c )
µνρ(M1∂µe2 −M2∂µe1 + e1∂µM2 − e2∂µM1)∂νAρ
+
1
12pi(1 + 4αω¯2c )
µνρ(M1∂µe2 −M2∂µe1 + e1∂µM2 − e2∂µM1 + (1 + 4αω¯2c )ωQµ )∂νωbρ
In the isotropic phase, the nematic field is massive so we can integrate them out. This would
generate some higher order terms which is irrelevant in our theory. Finally, we reach the effective
theory of background metric,
LM =ij 3ρ¯
2
ei∂0ej +
1
12pi
µνλ(Aµ + 3/2ω
b
µ)∂ν(Aλ + 3/2ω
b
λ)−
1
48pi
µνλωbµ∂νω
b
λ (3.49)
This result is consistent with our recent work[119].
In the nematic phase, the nematic order could be regard as modification of the effect mass mab
of the electrons. Before the nematic phase transtion, the viscosity response ηH = ηxxxy = −ηyyxy is
isotropic. In the nematic phase when the nematic order is uniform in space, the Hall viscosity
ηH = (ηxxxy − ηyyxy)/2 = 3ρ¯2 remains the same. However, as the system is anisotropic in space, we
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have a new quantity ηD = (ηxxxy + η
yy
xy)/2 ∝ M¯1ηH which indicates the viscosity response between
a shear deformation and a dilation.
When the nematic order is uniform in space, the geometry quantity such as the Hall viscosity,
orbital spin, central charge remains unchanged. If the nematic order has vortex configuration, as
we can see from 3.49, the Hall viscosity now becomes
η(r) = ηH0 +
1
12pi
(
|M |2nvδ(rv)
(1 + 4αω¯2c )
2
+ 2t[(∂2x − ∂2y)M1 + 4∂x∂yM2]) (3.50)
The first term refers to the Hall viscosity in the isotropic phase. The second term shows the change
of the Hall viscosity due to the nematic vortex.(nv is the winding number of the vortex, rv is the
coordinate of the vortex center.) The third term indicates the fermion density redistribution result
from the nematic order as a quadrupole momentum. This would also affect the Hall viscosity. The
orbital spin and the gravitational Chern-Simons term remains the same.
3.6 Connection with previous work
We would like to mention the connection between our work here and previous works on the nematic
FQH states developed by Mulligan[107] et.al and Maciejko[112] et.al.
In the reference [107], the authors employeed a composite boson theory and considered a phase
transition driven by closing the gap of the Kohn mode at zero momentum. In the theory, the
Galilean invariance is explicitly broken by some in-plane magnetic field, and thus the shift of the
position of the pole for the Kohn mode is allowed. Furthermore the order parameter, which is the
electric field of the statistical gauge field, responsible for the spatial anisotropy is a vector, not a
director. Despite of the differences in the nature of the order parameter and the mechanism for
the phase transition, the authors identified the transition as a Lifshitz theory with the dynamical
scaling exponent z = 2 as ours.
On the other hand, the recent work by Maciejko [112]et.al. also considered an effective descrip-
tion of the nematic FQH state and the transition between an isotropic state and the anisotropic
state. The authors of the work considered a composite boson theory and wrote down the symmetry-
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allowed terms in the effective Lagrangian. Interestingly they could have identified the coupling
between the nematic order parameter and the statistical gauge field similar to the case of the spin
vector of the quantum Hall ferromagnetism. Furthermore, they found that the critcal theory has
the dynamical scaling exponent z = 2 due to the Berry phase term for the nematic order parame-
ter. In their description, the Berry phase term is the Hall viscosity of the FQH state. In fact, we
find that the Berry phase term is not exactly the Hall viscosity term of the FQH state but is that
of the integer quantum Hall state. On the other hand, the Kohn mode is intact in the effective
description and this agrees with our approach.
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Chapter 4
Nematics and dynamical geometry in
compressible states, the Half-filled
Landau Levels
4.1 Anisotropy in compressible quantum liquids
1 Electronic nematic phases have been a focus of attention during the past few years in several
areas of quantum condensed matter physics [103]. An electronic nematic is a state of a strongly
correlated electronic system in which rotational invariance is broken spontaneously without break-
ing translation symmetry. Unlike their classical liquid crystal cousins,whose tendency to exhibit
orientational order can be traced back to the microscopic cigar-shaped nature of the constituent
nematogen molecules, an electronic nematic phase arises from the self-organization of electrons in
a strongly correlated material.
The electronic nematic state belongs to a class of phases of strongly-interacting quantum-
mechanical electronic matter, known as electronic liquid crystal states[40, 85], which are charac-
terized by the spontaneous breaking of the spatial symmetries of a physical system.
However, the first and to this date the most spectacular experimental evidence for an electronic
nematic state was discovered in two-dimensional electron gases (2DEG) in high magnetic fields in
the middle of the second, N = 2, Landau level (and higher), in regimes in which the 2DEG is
compressible and the fractional quantum Hall (FQH) effect is not observed. In these experiments,
longitudinal and Hall transport measurements were made in the center of the Landau level for
Landau levels N ≥ 2. It was found that the longitudinal transport properties exhibits a strong
spatial anisotropy (with a ratio of resistances as large as 3,500 in the cleanest samples at the
lowest temperatures, originally down to T & 25 mK). This anisotropy has a fairly rapid increase
at a temperature T ' 65 mK from a nominal anisotropy of a fraction of a percent at T ∼ 1 K.
1This chapter is based on a previous publication: Physical Review B 93, 205401 (2016) by Yizhi You, Gil Young
Cho, Eduardo Fradkin. The copyright owner has provided permission to reprint.
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Importantly, in this regime the I-V curves are linear at low bias and, hence, do not show any signs of
translation symmetry breaking, e.g. no threshold electric fields, characteristic for a charge-density-
wave ground state, were ever detected in this regime. In contrast, in the same samples and at the
same temperatures, a reentrant integer quantum Hall plateau is observed away from the center
of the Landau level, and, in this regime, an extremely sharp threshold electric field is seen, with
a sharp onset of narrow-band noise for larger electric fields[103]. Nevertheless, these experiments
were originally interpreted as evidence of a striped ground state, an interpretation still used in the
literature.
Hence, in the compressible anisotropic regime, down to the lowest temperature accessible in the
experiments (which currently go down to about 10 mK), the 2DEG behaves a compressible charged
fluid with a large anisotropy which onsets below a well defined temperature. This behavior strongly
suggested that there is a (thermal) phase transition of the 2DEG, rounded by a very weak native
anisotropy (with a characteristic energy scale estimated to be ∼ 3−5 mK, whose microscopic origin
has remained unclear[131]) to a low-temperature electronic nematic state[40]. The nematic nature
of the state was verified by detailed fits of the transport anisotropy data to classical Monte Carlo
simulations of the thermal fluctuations of nematic order[41, 132].
Subsequent experiments in 2DEGs in quantum wells, earlier by tilting the magnetic field[133],
and, more recently, by the application of hydrostatic pressure in the absence of an in-plane magnetic
field,[134] have revealed the existence of a complex phase diagram in which compressible nematic
phases were found even in the first Landau level, N = 1, competing with the famous, presumably
non-Abelian, paired, FQH state at filling fraction ν = 5/2. More recent tilted field experiments
have also revealed the existence of an incompressible nematic FQH state in the N = 1 Landau level
at filling fraction ν = 7/3, competing with the isotropic Laughlin-like FQH state at that filling
fraction[104, 135]. No nematic state has ever been reported in the lowest, N = 0, Landau level.
Early Hartree-Fock theories of the 2DEGs near the center of the Landau level, for Landau level
index N large enough, have predicted a stripe-like ground state, i.e. a compressible state in which
the electron density is spontaneously modulated along one direction[86, 87, 97]. For this reason,
the anisotropic states in the compressible regimes in Landau levels N ≥ 2 were originally referred
to as striped states. Most microscopic theories for the anisotropic state at ν = 9/2 (and in higher
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Landau levels) were built on this proposal[88, 89, 90, 136, 137, 138, 139]. The resulting picture of
the stripe state is an array of “sliding” Luttinger liquids[140, 141, 142, 143] .
On the other hand, an exact diagonalization study by Rezayi and Haldane[102] for a system of
up to 16 electrons for half-filled Landau levels in a toroidal geometry gave strong evidence for both
a paired FQH state and a stripe-like state as a function of the effective interactions in the Landau
level. We should note that in such small system (and in a toroidal geometry) finite-size effects can
blur the distinction between a stripe state and a nematic state, but it is an evidence for at least
short-range stripe order.
Interest in nematic quantum Hall states attracted renewed attention after the experimental
discovery of an incompressible nematic phase inside the fractional quantum Hall state in the N = 1
Landau level at filling fraction ν = 7/3 by Xia and coworkers[104, 135]. This state has been studied
theoretically by several groups[106, 112, 115, 144, 145, 146, 147]. These studies have revealed that
nematic fluctuations are intimately related to the geometric response of the quantum Hall fluid
and, in particular, to the Hall viscosity. The incompressible nature of nematic fractional quantum
Hall state strongly constrains the behavior of the nematic fluctuations and largely determines the
structure of the effective behavior at low energies. These studies have also shown that the nematic
transition inside the FQH state is triggered by a softening and condensation of the stable collective
mode of the FQH fluid, the Girvin-MacDonald-Platzman (GMP) mode, at zero momentum.
The close vicinity of nematic order of a compressible state or a FQH state (which is hence
incompressible) strongly suggests that the nature of the effective interactions in the 2DEG in
Landau levels N ≥ 1 favor both paired and nematic ordered states. In this context, it is surprising
that, in spite of all the work on nematicity in the incompressible state, there has been almost no
work on the compressible nematic state for more than a decade. Aside from the notable semi-
phenomenological theory of the quantum Hall nematic of Radzihovsky and Dorsey[101], based
both on a microscopic theory and on quantum hydrodynamics, and of the work of Wexler and
Dorsey[99], who made estimates of the dislocation-unbinding transition of a quantum Hall stripe
state to a quantum Hall nematic based on the Hartree-Fock theory of the stripe state, except for
a variational Monte Carlo wave function study by Doan and Manousakis [98], the compressible
nematic state has not been studied.
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In principle there are two logical pathways to reach a nematic phase by a quantum phase
transition: a) by quantum melting of a stripe phase, or b) by a (Pomeranchuk) instability of an
isotropic Fermi liquid type state. Although the close vicinity of the isotropic compressible Fermi
liquid state to the observed nematic state in Landau levels N ≥ 1 suggests that the latter may
be a suitable starting point, the fact that exact diagonalization studies find local stripe order[102]
suggests that the actual physics is likely to lie somewhere in between these two regimes. Also, it is
possible that the state is nematic above some critical temperature while the ground state may be a
stripe phase. However, the fact that there is a strong evidence for rotation symmetry breaking but
not of translation symmetry breaking, down to the lowest experimentally accessible temperatures,
suggests that the ground state may be a nematic state (perhaps close to a quantum phase transition
to a stripe phase.)
We will develop a theory of the compressible nematic state of the 2DEG in large magnetic
fields. Throughout this work we will use the mapping of electrons in Landau levels to composite
fermions in the same Landau levels but now coupled to a Chern-Simons gauge field[16], i.e. a flux
attachment transformation. At a formal first-quantized level this mapping is an exact identity.
However the resulting theory has no small parameter and in practice a mean field theory, the
average field approximation, must be used. For FQH states, which have a finite energy gap already
at the level of the mean field theory, this approach has been shown to yield exact predictions of
the universal properties of the fractional quantum Hall fluid, including the Hall conductance, the
charge and statistics of the excitations, degeneracy on a torus, and the Hall viscosity and related
geometric responses[119, 148]. On the other hand, here we will be interested in compressible phases
which do not have a gap (by definition) and hence the theory is not as well controlled as in the
FQH regime. As our starting point we will consider the isotropic Fermi liquid state of Halperin,
Lee and Read (HLR) of composite fermions[122], which is based on the same mapping, and look for
a Pomeranchuk quantum phase transition to a nematic state. This is a natural point of view which
has been used extensively as a description of nematic Fermi fluids. However, the HLR Fermi liquid
is a non-Fermi liquid to begin with which makes the application of these ideas not straightforward.
At the level of mean field theory, the HLR (or Jain) Fermi liquid states are the limiting state of
the FQH states in the Jain sequences[122] with filling fraction ν = p/(2np± 1), where p and n are
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two non-negative integers. In Jain’s picture, a FQH state of electrons can be viewed (in mean field
theory) as an integer quantum Hall state with filling fraction ±p of composite fermions, which is
made of gluing 2n fluxes to every electron, in a partially screened magnetic field B/(2np ± 1). In
the compressible limit, |p| → ∞, the effective magnetic field felt by the composite fermions vanishes
(on average) or, equivalently, the effective charge of the fermions vanishes in the same limit. In
this regime, the charge-neutral composite fermions fill a Fermi sea and form a (composite) Fermi
liquid. This simple picture, and its subsequent extensions, has given a successful description of
numerous experiments in the compressible regime[149, 150, 151, 152]. Also, a current picture of
the microscopic origin of the non-abelian paired state in the first, N = 1, Landau level, at filling
fraction ν = 5/2, is a paired state in the px + ipy channel of composite fermions[153, 154]. It is
then natural to look for a similar quantum transition to a compressible nematic state from the
HLR state.
In Ref. [145] we worked out a theory of the incompressible nematic state in a fractional quantum
Hall state using the flux attachment via fermion Chern-Simons gauge theory[16] as a quantum
phase transition in a Laughlin FQH state. Much as in the case of the nematic transition in a
conventional Fermi liquid,[76] we showed that the quantum phase transition (the Pomeranchuk
instability) can be caused by an effective quadrupolar interaction of among the electrons if it
becomes sufficiently attractive. Furthermore, we showed that the electrons feel fluctuations of
the nematic order parameter as an effective dynamical metric field. A direct consequence of this
coupling is that the effective Lagrangian of the nematic fluctuations has a time-reversal breaking
parity-odd Berry phase term, which is closely related to (but not equal to) the Hall viscosity. Due
to this parity odd term, the quantum critical theory has dynamical exponent z = 2. There are also
Wen-Zee-like term in terms of the “effective” dynamical metric, i.e., nematic order parameters. In
the nematic phase, there is a topological soliton, the nematic disclination, which in this fluid carries
an (unquantized) electrical charge. The resulting effective field theory of the nematic fractional
quantum Hall state obtained by this approach has the same structure and properties as the one
proposed on symmetry grounds by Maciejko and coworkers[112].
The theory of the compressible nematic state that we will present here is naturally connected
to our earlier work on the incompressible nematic FQH state. Thus, we will represent the problem
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of the half-filled Landau level or, for that matter, any of the compressible limiting states of the
Jain sequences, at filling fraction ν = 1/(2n), as a system of composite fermions minimally coupled
(i.e. in gauge-invariant way) to both the external electromagnetic field Aµ and to the statistical
gauge field aµ which implements the flux attachment. Hence, here too, the action also includes
a Chern-Simons term (with a suitable coefficient). Also, in addition to the Coulomb interaction,
which only involves a coupling of the local densities, as in the case of a Fermi liquid,[76] we will also
include an attractive interaction in the quadrupolar channel, i.e. an attractive interaction between
the nematic densities. The coupling constant of this quadrupolar interaction is nothing but the
F2 Landau parameter of a Fermi liquid. By the gauge invariance, the quadrupolar coupling of the
fermions also involves both the gauge fields, Aµ and aµ, since the nematic densities are bilinear of
the Fermi fields which necessarily involve spatial derivatives.
However, the physics of the compressible state is actually quite different from the FQH states,
and the extension of this theory to the compressible state involves several problems. One is the lack
of a small expansion parameter to control the theory. In the incompressible FQH states this is not
a serious problem provided that one focused only on the long distance and low energy regime where
it behaves as a topological fluid. This simplification is absent in the compressible state since it is
gapless. Even though at the level of mean field theory the state is predicted to be a Fermi liquid, the
coupling of the fluctuations of the statistical gauge field turns the (mean-field) HLR state into a non-
Fermi liquid. Thus, already at the leading perturbative order, imaginary part of the the composite
fermion self-energy Σ′′(ω) overwhelms the real part, i.e. Σ′′(ω) ∝ |ω|2/3 for short-range interactions
although it is milder for Coulomb interactions, Σ′′(ω) ∝ |ω| ( a “marginal” Fermi liquid), and
the composite fermion quasiparticles become ill-defined. In addition, a calculation of the Landau
parameters Fl for the HLR theory[155] revealed that, for all angular momentum channels l ≥ 1, all
the Landau parameters are equal to the Pomeranchuk value, Fl = −1. Therefore, the quasiparticle
picture breaks down and even the relic of a Fermi surface appears to be prone to instabilities
(such as a nematic instability). Current numerical estimates in the half-filled Landau level yield
negative values of F2, close to the instability value[156] . Already the conventional theory of the
nematic transition is non-trivial since at the Pomeranchuk point the Fermi liquid breaks down, and
in the HLR state the Fermi liquid picture has been already broken down due to the coupling to the
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fluctuating gauge field. Nevertheless, properties of the fluid determined by gauge-invariant currents
and densities are well behaved, in the sense that they are free of infrared singularities, although
the results are at best qualitative since the theory does not have a small parameter[157, 158] .
A further complication is the lack of particle-hole symmetry in the HLR theory[159] .This
problem is the focus intense current work[160, 161, 162, 163, 164]. It has also been a focus of
attention in the theory of the paired (Pfaffian) FQH state[165, 166]. Particle-hole symmetry in the
half-filled Landau level can exist only in the absence of Landau level mixing and if only quadratic
interactions are allowed. On the other hand, although the flux attachment transformation is an
exact mapping, at the level of the average field approximation there is a large reorganization of
the Hilbert space which involves a large mixing of Landau levels. For this reason the Jain wave
functions are projected onto the Landau level. However, in the field theory approach there is no
such projection.
In the incompressible FQH states the effects of Landau level mixing become negligible at long
distances and at low energies provided that the quantum fluctuations (“one-loop” or “RPA”) are
included, as a consequence of incompressibility, Galilean and gauge invariance[125, 167]. The
correct universal properties, encoded in the effective topological field theory, of the FQH states are
reproduced only after these leading quantum corrections are included. These quantum corrections
at long distance and at low energies turn the composite fermions into anyons with fractional charge
and fractional statistics and, in this sense, there are no composite fermions in the spectrum of states
of the FQH fluids. On the other hand, because of the absence of a small parameter, the theory yields
quantitatively incorrect values for dimensionful (and non-universal) quantities, often by significant
amounts although improvements have been made[158]. These problems become more complex in
the case of the HLR state and, for this reason, theories of the compressible state projected onto
the Landau level have been introduced[168, 169] .These theories are technically more complex and
non-local, and are only qualitatively understood.
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4.2 Theory of Nematic Phase Transition of the Composite Fermi
liquid
In this Section we consider the nematic-isotropic quantum phase transition inside the CFL. We
will construct the theory using the theory of the nematic transition in a Fermi liquid of Oganesyan,
Kivelson and Fradkin[76] (OFK), summarized in Appendix C.1, and the theory of the isotropic
CFL of Halperin, Lee and Read[170] ,summarized in Appendix C.2, as our starting points.
Our starting point is the action for electrons in a half-filled Landau level of HLR with a
quadrupolar interaction
S =
∫
dtd2rΨ†(r, t)
[
iDt +
D2
2m
+ µ
]
Ψ(r, t)− 1
2
∫
dtd2rd2r′ V (r − r′)δρ(r, t)δρ(r′, t)
− 1
2
∫
dtd2rd2r′ F2(r − r′)Tr
(
Qˆ(r, t) · Qˆ(r′, t)
)
, (4.1)
with the covariant derivative Dµ = ∂µ + iAµ, and µ = t, x, y. Here the quadrupolar interaction F2
in momentum space is represented as
F2(q) =
F2
1 + κq2
(4.2)
Here we will use the same prescription we used in Ref.[145] in the context of the nematic FQH
state, and we will be careful to include the gauge field Aµ in the definition of the nematic order
parameter, the traceless symmetric tensor Qˆ(r),
Qˆ(r) =
1
2m
Ψ†(r)
D2x −D2y 2DxDy
2DxDy D
2
y −D2x
Ψ(r), (4.3)
where Dx and Dy are the x and y components of the covariant derivative which is explicitly de-
pendent on the gauge field Aµ. Hence, the nematic order parameter couples to the electromagnetic
gauge field as a quadrupole[145].
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4.2.1 Flux attachment and nematic order
Now we proceed to attach the flux using the Chern-Simons term and follow the same strategy as
in the conventional CFL theory of Appendix C.2 to find the following effective theory. In addition
to this, we perform a Hubbard-Stratonovich transformation similar to what is done in Appendix
C.1 to decouple the quadrupolar interaction, to find an action of the form
S =
∫
dtd2rΨ†(r, t)
[
iDt +
D2
2m
+ µ+ αD4
]
Ψ(r, t)− 1
2
∫
d2rd2r′dt
1
16pi2
δb(r, t)V (r − r′)δb(r′, t)
+
∫
dtd2r
εµνλ
8pi
(δaµ − δAµ)∂ν(δaλ − δAλ)
+
∫
dtd2r
[M1
2m
Ψ†(r, t)(D2x −D2y)Ψ(r, t) +
M2
2m
Ψ†(r, t)(2DxDy)Ψ(r, t)
]
−
∫
dtd2r
1
2F2
[
|M |2 + κ (∇M)2
]
(4.4)
where the covariant derivative now is Dµ = ∂µ + iδaµ, where δaµ is the fluctuating component
of the Chern-Simons gauge field (See Appendix C.2), and where we have used the Chern-Simons
constraint to replace the density fluctuation δρ(r, t) with the Chern-Simons flux fluctuation δb(r, t)
(as shown in Appendix C.2.)
The action of Eq.(4.4) is the theory that we will analyze In this Chapter. This action now
also contains a higher-order gradient term, αD4, in the fermion dispersion needed to stabilize the
nematic phase, i.e., making the sign of the quartic term of the free energy of the nematic order
parameter positive[76]. However, we will be mainly interested in the leading scaling behaviors of
the various correlators in q and ω for small q  kF where we linearize the kinetic energy of the
fermion near kF to calculate the correlators. Then the higher-order dispersion does not affect the
leading scaling behaviors of the dynamic properties of the correlators. Therefore, from here and
on, for the most part we we will drop the αD4 term when calculating the dynamical properties of
the CFL.
Our goal In this Chapter is to derive the effective theory for the external electromagnetic gauge
field δAµ and for the nematic order parameters M . In this section we will sketch the calculation
and highlight the important features of the results. The derivation of the main results are presented
in the following Sections and in the Appendices.
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We will proceed in two stages. First we will expand the effective action resulting from integrating
out the fermions about the isotropic HLR state. The result is an effective action that depends also
on the fluctuating piece of the Chern-Simons gauge field δaµ (as it is done in Appendix C.2 for the
HLR theory). After integrating out the composite fermions we obtain the following effective action
Seff [δaµ,M , δAµ] =− itr ln
[
iD0 +
D2
2m
+ µ+ αD4 +
M1
2m
(
D2x −D2y
)
+
M2
2m
2DxDy
]
+
∫
d2rdt
1
8pi
εµνλ (δaµ − δAµ) ∂ν (δaλ − δAλ)
−1
2
∫
d2rd2r′dt
1
16pi2
δb(r, t)V (r − r′)δb(r′, t)−
∫
d2rdt
1
2F2
[
M2 + κ (∇M)2
]
(4.5)
Since we are interested in deriving an effective field theory near the nematic (Pomeranchuk) quan-
tum phase transition, we will expand the fermion determinant (the first two lines on the right
hand side of this effective action) up to the quartic order in the nematic fields M (and quadratic
orders in their spatial derivatives). We will also expand the effective action up to the quadratic
order in the fluctuations of the Chern-Simons gauge field δaµ. Notice that the only trace of broken
time reversal invariance in this effective action is in the Chern-Simons action (the third line of this
effective action), and that the fermion determinant represents a system of composite fermions at
finite density (the HLR composite Fermi liquid) coupled to the fluctuations of the Chern-Simons
gauge fields δaµ and to the nematic fluctuations M .
The result of this expansion is an effective action for the nematic fields M and an effective
action for the fluctuations of the Chern-Simons gauge fields δaµ. The effective action has the
general form
S[M , δaµ, δAµ] =Sn[M ] + SCFL[δaµ, Aµ]
+Sa,M [δaµ,M ] + Sa,M,a[δaµ,M ] (4.6)
The first two terms of the right hand side are the expected terms for the effective action for
nematic fields alone, Sn[M ], identical to the result of OKF for effective nematic theory (shown
in Eq.(C.7) of Appendix C.1, and subsequent equations), and terms for the Chern-Simons gauge
fields alone, SCFL identical to the HLR result (given explicitly in Eq.(C.17) of Appendix C.2.).
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Thus, the nematic order parameter fields M condense at the Pomeranchuk instability and become
overdamped (with dynamical critical exponent z = 3.) Likewise, the Chern-Simons gauge fields
are overdamped and also have z = 3 dynamic critical exponent. In both theories, the fermionic
quasiparticles are destroyed by these overdamped fluctuations.
The physics of the nematic composite Fermi fluid originates in the last two terms of the effective
action of Eq.(4.6). Although the nematic order parameters are charge-neutral, they still couple to
the gauge fields but as a quadrupole. This coupling leads to two new terms in the effective action,
not present either in the theory of the nematic Fermi fluid, or in the theory of the composite Fermi
liquid. The effective action Sa,M in Eq.(4.6) has the form (see Eq.(C.27) of Appendix C.3 for
details)
Sa,M [M , δaµ] = −1
2
∫
q,ω
Mi(q, ω)Tiν(q, ω)δaν(q, ω) (4.7)
is a bilinear form in the nematic field M and in the Chern-Simons gauge field δaµ, and represents
the quadrupolar coupling.
The other new term, represented by the effective action Sa,M,a of Eq.(4.6), has the form of (see
Eq.(C.29) of Appendix C.3 for details)
Sa,M,a[δaµ,M ] = −1
2
∫
q,ω
δaµ(q, ω)Vµν [M ]δaν(−q,−ω), (4.8)
which represents the parity-even coupling Maxwell-type terms of the Chern-Simons gauge fields to
the local fluctuations of the nematic order parameters. In this last term, the nematic fields M
couple to the gauge fields as a fluctuating spatial metric.
The couplings between the Chern-Simons gauge fields and the nematic fields in Eq.(4.6) imply
that these fields mix. This has important consequences for the effective dynamics of the nematic
fields. This is found in our third and last step in which we now integrate out the fluctuations of
the Chern-Simons gauge fields. Since the effective action of the Chern-Simons gauge fields has
a Chern-Simons terms which is odd under parity and time-reversal, this step leads to parity-odd
terms in the effective action of the nematic fields. Also, from the form of the coupling to the external
electromagnetic fields, we will now obtain an effective action for these probe fields (the same as in
the HLR theory) plus their quadrupolar coupling to the nematic fields. This last effective coupling
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leads to the signatures of the nematic fluctuations (and order) in the current correlation functions.
In Ref.[145] we presented a theory of a nematic FQH state based on a Chern-Simons gauge
theory of flux attachment. An important feature of that theory is that already at the mean filed
level (i.e. the average field approximation) the effective action of the nematic fields has a Berry
phase term, originating from the broken time reversal invariance, which dictates the quantum
dynamics. The actual coefficient of this term can be exactly obtained at the level of mean field
theory, and further gauge fluctuation correction does not modify the result. This coefficient is part
of the actual, universal, value of the Hall viscosity. However, in the case of a nematic composite
Fermi liquid the situation is quite different since at the mean field level (where the gauge fluctuation
is ignored) the gapless composite fermions do not see directly a broken time reversal invariance
which is encoded in the Chern-Simons action of the gauge field fluctuations. We will see below
that the fluctuations of the Chern-Simons gauge fields will induce a Berry phase type term for the
nematic fields although this term will be non-local and its coupling constant is unquantized (and
non-universal). The same holds for the Wen-Zee term and the Hall viscosity.
4.2.2 Effective field theory of nematic fluctuations
Before proceeding further, we first relate the various parameters appearing in Eq.(4.4), i.e., the
Fermi momentum and the effective mass of composite fermions, to the natural scales in a landau
level: the magnetic length l0 and effective interaction strength between electrons. In the Landau
level, the density of electron is naturally related with the magnetic length. On the other hand, the
density is related with the Fermi momentum kF , resulting in the standard relations
kF =
√
4piρ =
1
l0
, (4.9)
where we use units in which ~/ec = 1. On the other hand, the mass of the composite fermion
is renormalized by the interactions between electrons. In the limit of a large magnetic field the
effective mass is expected to be determined by the scale of electron-electron interactions alone, as
shown by the work of Halperin, Lee and Read. We can estimate the mass of composite fermions
in terms of the interactions via the dimensional analysis (see Appendix C.2). Hence we obtain
an estimate of the effective mass m of the composite fermions in terms of the density-density
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interaction V (q) as
m =
C
V (0)
, (4.10)
where C is a numerical constant. In the case of Coulomb interactions, HLR showed that the energy
scale is the Coulomb energy at the scale of the magnetic length. Here we are working with a model
with short range interactions and hence we will set the effective mass to be given by Eq.(4.10).
Further, the high-frequency cutoff Λ¯ is naturally the Fermi energy, i.e.,
Λ¯ = ECFLF = `
−2
0 /m. (4.11)
With these relations at hand, we can express all quantities in terms of the magnetic length l0 and
of the interaction 1/V (0).
We will work close to the Pomeranchuk quantum phase transition to the nematic state, where
the distance to the nematic quantum critical point (the Pomeranchuk instability) is parametrized
by
δ =
V (0)
4pil40
+
1
2F2
. (4.12)
We will keep terms in the effective action up to (and including) quartic order in the nematic fields.
NF is the density of states at the Fermi surface. Here, as in the HLR work on the composite Fermi
liquid, we will keep only terms in the effective action which are quadratic in the fluctuations of
the gauge fields δaµ. This amounts to working in the random phase approximation (RPA). Higher
order terms are (presumably) unimportant and we will neglect them. The effective action derived
below is effectively a loop expansion in the fluctuations of the gauge fields. Although in most cases
we will need to consider diagrams with up to two internal gauge field propagators, in the case of
the Wen-Zee term the leading non-vanishing three has three internal gauge field propagators.
Before presenting the details of our theory, we first summarize the main results. Here we show
that the effective action for the nematic fields M is
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Seff [M , δAµ] =
∫
p,Ω
Mi(p,Ω)Lij(p, ω)Mj(−p,−Ω)−
∫
d2rdtλM4
+
∫
p,Ω
χΩεijMi(p,Ω)Mj(−p,−Ω) +
∫
p,Ω
βµνρωµ(p,Ω)
(
∂νδAρ
)
(−p,−Ω)
−
∫
p,Ω
1
2
δAµ(p,Ω) (Vµν(p, ω)[M ] +Kµν(p, ω)) δAν(−p,−Ω), (4.13)
where[76] λ = (1/l20)
3(2α)/5, with α being the coefficient of the quartic term in the single-particle
dispersion (see Appendix C.1), and the coefficient β is given by β = 2
3pi
√
3
. In Eq.(4.13) Lij(p, ω)
is the inverse propagator of the nematic fields derived by Oganesyan et al.[76] (see Eq.(4.37) of
Appendix C.1)
Lij(p, ω) =
− κ2F2 p2 − δ − cos2(2θp) 12pil30
(
iΩ
p
)
sin(2θp) cos(2θp)
1
2pil30
(
iΩ
p
)
sin(2θp) cos(2θp)
1
2pil30
(
iΩ
p
)
− κ2F2 p2 − δ − sin2(2θp) 12pil30
(
iΩ
p
)
 . (4.14)
The second term in Eq.(4.13) is a Berry phase term and its (non-universal) coefficient χ = 2
3pil20
is
the Hall viscosity of the CFL (see Section 4.4). Finally, the tensor Vµν [M ] represents the parity-
even coupling between the Maxwell terms of the electromagnetic gauge fields and the nematic fields
(and couple as a metric fluctuation) is given by
Vµν(p, ω)[M ] =
1
2pi
K0(p, ω)

M1
2 (p
2
x − p2y) (M1px +M2py)ω (−M2py +M2px)ω
(M1px +M2py)ω M1ω
2 M2ω
2
(−M2py +M2px)ω M2ω2 −M1ω2
 .
(4.15)
The function K0(p, ω) is given in Appendix C.2, and Kµν(p, ω) is the polarization tensor of the
electromagnetic field in the HLR theory of the CFL.
We first remark that, due to the Landau damping terms in the inverse propagator Lij(p,Ω),
the nematic phase transition of the compressible half-filled Landau level has a dynamical critical
exponent z = 3. However, the effective action of Eq.(4.13) has also a Berry-phase-type term for
the nematic order parameters induced by Chern-Simons gauge fluctuation. Although this term
is formally subleading to the Landau damping term, it is kept since it is the leading parity-odd
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contribution toe the nematic fields.
By symmetry, the nematic order parameter acts as a locally-fluctuating dynamical metric to
electrons and to composite fermions and modifies the local frames. In the nematic phase, where
the order parameters have a non-vanishing expectation value, this coupling leads to an anisotropic
electromagnetic response. These effects are encoded through the term Vµν of the polarization
tensor for the external probe electromagnetic gauge field δAµ. Here ωµ plays the role the “spin
connection” of the “dynamical metric” defined by the nematic order parameter fields, and can be
explicitly written out in terms of the nematic order parameter fields as
ω0 = 
ijMi∂0Mj (4.16)
ωx = 
ijMi∂xMj − (∂xM2 − ∂yM1)
ωy = 
ijMi∂yMj + (∂xM1 + ∂yM2)
Due to the Wen-Zee-like term, i.e., the term ∼ µνλωµ∂νδAλ in the action, the disclination of the
nematic order parameters inside the nematic phase minimally couples with the electromagnetic
gauge field and carries the (non-quantized) electric charge, which, in this compressible state, will
be eventually screened by the gapless electrons.
The effective theory is both gauge invariant and rotationally invariant. First of all, the inverse
propagator Lij in Eq.(4.13) and Eq.(4.15) of the nematic order parameter is constructed in the way
that it is apparently rotationally symmetric. We will come back to this later. Secondly, the action
is also gauge invariant. The Wen-Zee-like term is apparently gauge invariant because it involves
the field strength Fνρ = ∂νδAρ−∂ρδAν explicitly. For the full polarization tensor Vµν +Kµν for the
external electromagnetic gauge field δAµ, it is clear that the gauge invariance is respected, since
∂νVνλ = 0 and ∂νKνλ = 0, which implies gauge invariance.
We present the detailed calculation for the main results in the following sections.
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Figure 4.1: Nematic correlators: the full lines represent the composite fermion propagator, and the
broken lines represent the nematic order parameters.
4.3 Parity-even Components of the nematic fluctuations
The propagator of the nematic order parameters in the Fermi liquid state is (here T denotes time
ordering and i, j = 1, 2)
i〈TMiMj〉0(p, ω) ≡ L−1ij (p, ω) (4.17)
The diagonal component L11 (represented diagrammatically in Fig.4.1) has the explicit form
L11(p, ω) = −i
∫
k,ω
g(k+ p)g(k)
(
k2x − k2y
2m
)2
=
k4F
4pim
− cos2(2θp)k
3
F
2pi
(
iΩ
p
)
+ o(Ω/p),
=
V (0)
4pil40
− cos2(2θp) 1
2pil30
(
iΩ
p
)
+ o(Ω/p) (4.18)
In the same way, we can calculate the other components of Lij(p, ω) and replace kF ,m in terms of
l0, V (0),
L12(p,Ω) = cos(2θp) sin(2θp) 1
2pil30
(
iΩ
p
)
,
L22(p,Ω) =V (0)
4pil40
− sin2(2θp) 1
2pil30
(
iΩ
p
)
, (4.19)
which agree with the results of OKF[76] .
Now we can include the gauge fluctuations. This is included through the loop expansion in
the gauge fields, and we calculate only the one-loop corrections (see Fig.4.2). In Appendix C.6
and Appendix C.7 we show that the corrections shown Fig.4.2 are subleading to the leading term
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(a) (b)
(c)
Figure 4.2: Leading corrections from gauge field fluctuations to the nematic correlators: a) and b)
composite fermion self-energy corrections, and c) vertex correction.
represented by Fig. 4.1, and thus do not change the dynamic scaling behavior of the critical theory
of the nematic-isotropic phase transition.
4.4 Parity-odd Components of the nematic fluctuations: the
Hall viscosity
In our earlier work[144, 145], we investigated the isotropic-nematic phase transition in FQH states
and Chern insulators. We concluded that the theory describing the phase transition to the
anisotropic state in such chiral topological phases always contains a Berry phase term for the
nematic order parameters, which is odd under time reversal and parity. In the nematic FQH states
the coefficient of the Berry phase term is related (but not equal to) with a dissipationless Hall
viscosity[119, 145]. In Ref.[145] we concluded that the nematic fluctuation, regarded as a dynam-
ical metric, only couples with the stress tensor of the composite fermion while the background
metric also appears in the covariant derivative as the spin connection of the composite particle.
Accordingly, the Berry phase of the nematic order parameter is the odd Hall viscosity of the mean-
field state of the composite fermion theory, not of the electron fluid. Hence, in the incompressible
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FQH states, the Berry phase term is equivalent to the Hall viscosity of the composite fermion filling
up integer number of the effective Landau Levels[119, 145].
For the compressible half-filled Landau levels, the mean field state of the composite fermion
without the gauge fluctuation is a CFL with well-defined Fermi surface. Furthermore, the state is
time-reversal even so we do not expect any Berry phase term for the nematic order parameters to
emerge. However, once we include the dynamics of the gauge fluctuation δaµ and go beyond the
mean-field theory, the time-reversal symmetry is explicitly broken due to the Chern-Simons term
for δaµ and thus the Hall viscosity is expected to arise from the fluctuations. This is to be expected
since, for the same reasons, the Hall conductivity of the CFL in the HLR theory also comes from
gauge fluctuations.
To study the contribution from the gauge fluctuation to the Berry phase term, we formally
integrate out the fermions at one-loop order, and rewrite the theory in terms of the fluctuating
gauge field δaµ and the nematic order parameter. We first consider the linear coupling between
the nematic field and the gauge field at the mean field level,
Sa,M = −
∫
q,ω
1
2
Mi(q, ω)Tiν(q, ω)δaν(−q,−ω), (4.20)
where Tiν(q, ω) is the 2× 3 matrix (with i = 1, 2 and ν = t, x, y)
Tiν(q, ω) =
m
2pi
Π2(q, ω)
q2x − q2y qxω −qyω
−2qxqy −ωqy −qxω
 . (4.21)
is the effective vertex. This coupling can be regarded as the symmetric part of the Wen-Zee-like
term which we will discuss later.
Beyond this, there is another term involving the fluctuating nematic order parameter and
Chern-Simons gauge fields.
Sa,M,a = −1
2
∫
q,ω
δaµ(q, ω)Vµν(q, ω)δaν(−q,−ω), (4.22)
where
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Vµν(q, ω) = Π0(q, ω)
2pi

M1
2 (q
2
x − q2y) (M1qx +M2qy)ω (−M2qy +M2qx)ω
(M1qx +M2qy)ω M1ω
2 M2ω
2
(−M2qy +M2qx)ω M2ω2 −M1ω2
 . (4.23)
This term is the coupling to the dynamical metric or nematic order parameter of the Maxwell
term for the fluctuating gauge field δaµ. As the nematic order parameter can be considered as a
dynamical metric that modifies the local metric of the composite fermion, the gauge boson coupled
to the fermion is also modified accordingly by the nematic order parameter.
Together with the original isotropic HLR result for the action of the fluctuating Chern-Simons
field δaµ
Sa = −1
2
∫
q,ω
δaµ(q, ω)Πµν(q, ω)δaν(−q,−ω), (4.24)
we can obtain the Berry phase term of the nematic order parameter by integrating out the fluctu-
ating gauge fields and performing the loop expansions. In the following, we fix the gauge a0 = 0
to facilitate the calculation.
Figure 4.3: Berry phase term. Here the bubble is the fermion loop corrected by the fluctuating
gauge field.
The effective action S = Sa + Sa,M,a of the gauge field δaµ, defined by Eq.(4.7) and Eq.(4.8),
coupled with the nematic order parameter M , is
S = −1
2
∫
q,ω,k,Ω
δai(q, ω)
[
Πij + (t
1
ijω
2Π0)M1 + (t
2
ijω
2Π0)M2
]
δaj(−q,−ω) (4.25)
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where the 2× 2 matrices t1ij and t2ij denote the Pauli matrices σ3 and σ1, respectively, and M are
the nematic fields. By integrating out the fluctuations of the gauge fields, and performing the loop
expansion, we obtain leading corrections to the (time-ordered) correlators of the nematic order
parameter M ,
〈δMiδMj〉(Ω,p) = i
∫
q,ω
tr
[
Π−1ij (ω, q)(ω
2Π0t
i)Π−1ij (ω + Ω, q+Q)(ω
2Π0t
j)
]
= i
Ω
2
ij
∫
q,ω
Π2q
2
Π2q2 + q2/4
√
ρ¯
Π2q2 + q2/4
+ .... (4.26)
where we have approximate the form of the polarization tensor Πij(ω, q) valid for low frequency
and momentum with ω  |q|vF (see Appendix C.2).
Hence, the anti-symmetric (and hence off-diagonal) part of the nematic correlator L−1ij gives a
Berry phase type term in the effective action for the nematic fields
SMij =
∫
p,Ω
χij(iΩ)Mi(p,Ω)Mj(−p,−Ω), (4.27)
where
χ =
2
3pi
Λ¯m =
2
3pil20
(4.28)
with Λ¯ the high-frequency cutoff of the CFL and m is the effective mass of the composite fermions.
Using the HLR results[127] (see Appendix C.2), since the UV cutoff Λ¯ = ECFLF (the Fermi energy
of the CFL), and the value of the effective mass m (which in the HLR theory is argued to depend
only on the scale of the Coulomb interaction) one finds that mΛ¯ = `−20 , and hence that the Hall
viscosity seemingly depends only on the particle density. This value of the Berry phase χ is one of
our main results In this Chapter. It plays a key role in the effective dynamics of the nematic order
parameters. However, we should caution that, contrary to the case of the FQH states, this value
of the Hall viscosity is not protected in the CFL, and should be regarded as an estimate.
Our result indicates that the gauge field fluctuations generate a Berry phase term which will in
turn contribute to the Hall viscosity of the compressible half-filled Landau levels. The way in which
the Berry phase term is generated in this case is different from that of the incompressible FQH
states. In the incompressible FQH states, the Berry phase of nematic order parameters is already
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present at the mean field level of the composite fermion which forms an integer quantum Hall state,
due to the explicitly broke the time-reversal symmetry of the composite fermions in the effective
Landau level.[119, 145] Furthermore, the Chern-Simons gauge fields in the FQH state are gapped
and do not affect the value of the Berry phase term in the low energy regime. In contrast, for
compressible half-filled Landau levels, the mean field state is a Fermi liquid alone which seemingly
respects time-reversal symmetry, which is broken by the Chern-Simons term for the gauge fields.
Their fluctuations can affect the low-energy dynamics of the nematic order parameters and induce
the non-zero Berry phase term for the nematic order parameters. In particular, while in the
incompressible FQH states the coefficient of the Berry phase term has a universal relation with
the composite fermion density, in the case of the compressible state this “Hall viscosity” is non-
universal as it depends explicitly on the UV energy cutoff Λ¯ of the compressible composite Fermi
fluid.
4.5 Ward Identities
We now present another way to compute and check the Berry phase term, Eq.(4.27). Here we will
use the Ward identity between the current operators J and the stress tensor Tij (and the linear
momentum density T0j). We start with the explicit expressions for these operators in the CFL,
Ji =
1
2m
[Ψ†(r, t)(∂i + iδai)Ψ− ((∂i + iδai)Ψ†)Ψ(r, t)],
Tij =
1
2m
Ψ†(r, t)(∂i + iδai)(∂j + iδaj)Ψ(r, t),
T0j = mJj . (4.29)
which are manifestly gauge invariant.
The conservation law of the energy-momentum tensor (i.e. local conservation of energy and
momentum), in the presence of the Chern-Simons gauge field fluctuations, implies that
∂µTµi = δb 
ijJj , (4.30)
where δb = εij∂iδaj is the fluctuating flux of the gauge field δaµ. Upon expanding out in components
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the expression of Eq.(4.30), we have
∂0mJx + ∂xTxx + ∂yTyx = δbJy,
∂0mJy + ∂xTxy + ∂yTyy = −δbJx. (4.31)
In what follows we will us the notation T1 = Txx − Tyy, and T2 = Txy + Tyx. Focusing only on
the anti-symmetric response, we find the following relation between the correlation functions of
current, stress tensor and density operators,
∂2t1m
2〈Jx(r1, t1)Jy(r2, t2)〉+ ∂2r1〈T1(r1, t1)T2(r2, t2)〉
= 4〈ρ(r1, t1)Jx(r1, t1)ρ(r2, t2)Jy(r2, t2)〉. (4.32)
Hence the Berry phase term, i.e. the Hall viscosity determined by the parity-odd correlation
function of the stress tensor[118, 119, 148, 171, 172, 173, 174], is related with the correlation function
of the composite operators of densities and currents (shown on on the right side of Eq.(4.32)). In
momentum and frequency space (and in the low frequency limit, Ω→ 0) this results takes the form
p2〈T1T2〉(p,Ω) =
∫
q,ω
[4〈ρρ〉(p− q, ω + Ω)〈JxJy〉(q, ω)
+ 4〈ρJy〉(p− q, ω + Ω)〈Jxρ〉(q, ω)] (4.33)
The density and current correlators, 〈ρρ〉 and 〈JxJy〉, are given by the polarization tensor of
the external electromagnetic gauge field beyond the mean field level which include the fluctuations
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of the Chern-Simons gauge field.
〈ρρ〉(ω, q) = 1
4(2pi)
Π0q
2
D(ω, q)
〈JxJy〉(ω, q) = iω
2(2pi)
,
〈ρJy〉(ω, q) = − 1
4(2pi)
Π0qyω
D(ω, q)
− iqx
2(2pi)
,
〈Jxρ〉(ω, q) = − 1
4(2pi)
Π0qxω
D(ω, q)
− iqy
2(2pi)
,
D(ω, q) =
1
2pi
(
Π20ω
2 − 1
4
−Π0q2(Π2 + V (q)
16pi2
)
)
. (4.34)
Using these relations we obtain a result consistent with the previous approach,
〈T1T2〉(Ω,p) = ∂p24〈ρJxρJy〉(Ω,p)
= iΩ
2
3pi
mΛ¯ = iΩ
2
3pil20
(4.35)
4.6 Effective Dynamics and Susceptibility of the Nematic Order
With the results of the calculation of the Berry phase term and Landau damping terms for the
nematic order parameters at hand, we can proceed to derive the expression for the nematic corre-
lators including both contributions. The effective theory for the nematic order parameter field M
close to the nematic transition is
S[M ] =
∫
p,Ω
Mi(p,Ω)LijMj(−p,−Ω)−
∫
d3xλM4 (4.36)
in which the correlator Lij(p, ω) is given by the sum of the two contributions, which yields the
result
Lij =
 − κ2F2 p2 − δ − cos2(2θp) 12pil30 ( iΩp ) iΩ( 23pil20 ) + sin(2θp) cos(2θp) 12pil30 ( iΩp )
−iΩ( 2
3pil20
) + sin(2θp) cos(2θp)
1
2pil30
( iΩp ) − κ2F2 p2 − δ − sin2(2θp) 12pil30 (
iΩ
p )
 , (4.37)
where δ is the distance to the Pomeranchuk instability of Eq.(4.12). As in the case of the nematic
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Fermi fluid, Lij(p, ω) is nothing but the inverse susceptibility of the nematic order parameters, and
zeros of the determinant of Lij(p, ω) yield the dispersion relation of the nematic collective modes
of the CFL. Clearly the nematic susceptibility is finite for δ > 0 and diverges as δ → 0, as expected
at a continuous quantum phase transition.
Except for the Hall viscosity term Eq.(4.37), that originates from the gauge fluctuations which
explicitly break the time-reversal symmetry, is almost the same as the result for the nematic
correlator of OKF.[76] The Berry phase term, which makes the effective theory time-reversal odd,
mixes the transverse and longitudinal modes of the nematic order parameters. However, if we focus
only on the parameter regime where q  kF and ω  vF q, then the off-diagonal terms are sub-
dominant and can be ignored. Hence the overdamped critical mode is not affected by the gauge
fluctuations. This leads to the conclusion that the criticality of the isotropic-anisotropic phase
transition of half-filled LL still exhibits z = 3 critical dynamical exponent.
4.6.1 Nematic Susceptibility
From the effective theory Eq.(4.37), we can read-off the dynamic nematic susceptibility χM , i.e.
the nematic propagator. Inside the isotropic phase, δ > 0, the susceptibility is given by
χMij = L−1ij =
1
C(Ω,p)
 − κ2F2 p2 − δ − sin2(2θp) 12pil30 ( iΩp ) iΩ( 23pil20 )− sin(2θp) cos(2θp) 12pil30 ( iΩp )
−iΩ( 2
3pil20
)− sin(2θp) cos(2θp) 12pil30 (
iΩ
p ) − κ2F2 p2 − δ − cos2(2θp) 12pil30 (
iΩ
p )

(4.38)
where
C(Ω,p) = (
κ
2F2
p2 + δ)2 + (
κ
2F2
p2 + δ)
1
2pil30
(
iΩ
p
)− Ω2( 2
3pil20
)2 ≈ δ2 + δ 1
2pil30
iΩ
p
. (4.39)
The nematic susceptibility is finite in the isotropic phase where 1
2pil30
iΩ
p  1. As we approach
the quantum critical point, δ → 0, the nematic susceptibility diverges, as expected. In the ne-
matic phase, we assume the the nematic order is in the M1 direction (M1 =
√
|δ|
2λ). The nematic
susceptibility in the symmetry broken phase can be obtained,
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χMij =
 − κ2F2 p2 − |δ| − sin2(2θp) 12pil30 ( iΩp ) iΩ( 23pil20 )− i sin(2θp) cos(2θp) 12pil30 ( iΩp )
−iΩ( 2
3pil20
)− i sin(2θp) cos(2θp) 12pil30 (
iΩ
p ) − κ2F2 p2 − cos2(2θp) 12pil30 (
iΩ
p )

C ′(Ω,p)
(4.40)
where
C ′(Ω,p) ≈ ( κ
2F2
p2 +
1
2pil30
iΩ
p
sin2(2θp))|δ|, (4.41)
4.6.2 Mode mixing in the Nematic phase and at quantum criticality
In the theory of the nematic transition in a Fermi liquid of OFK, when approaching the criticality,
δ → 0, the difference in the dynamics of the two polarizations becomes more noticeable. At
criticality there is an underdamped longitudinal mode ωT ∼ q2 and an overdamped transverse
mode ωL ∼ iq3. In the nematic phase this mode becomes the (overdamped) Goldstone mode.
In our nematic criticality in the half-filled LL, due to the existence of the Berry phase term, the
transverse and longitudinal modes are mixed, leading to the following modified dispersions for these
collective modes
ω1 ∼
√
κV (0)l0√
2F2pi
q2 + i
l0V (0)
2
q3,
ω2 ∼ i κ
2F2(pi/l20)
3/2
q3 (4.42)
Thus, the transverse mode, ω2, remains overdamped (as in the OKF theory). In contrast, the
longitudinal mode, ω1, is now underdamped (with z = 2) only in the deep asymptotic long-
wavelength regime q → 0, crossing over to an overdamped regime at larger values of q. This
crossover can happen at long wavelengths if the range of the quadrupolar interaction is small.
4.6.3 Electromagnetic Response and Spectral Peak
In the nematic phase, the electromagnetic response (and the conductivity tensor) can be obtained
after integrating out the gauge fluctuations. The calculation details of the electromagnetic response
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is presented in Appendix C.2. Here we propose a possible experimental test of the nematicity by
measuring the spectrum of the conductivity σxx. To this end, let us assume that we are in the deep
nematic phase with a nonzero nematic order, say in the M1 component. The conductivity σxx as
a function of momentum is,
σxx =
i
ω
〈JxJx〉 = −[ωΠ0(q, ω)(1 +M1)
4D′(q, ω)
],
D′(q, ω) = Π0(q, ω)(Π2(q, ω)− V (q)
16pi2
)(q2 +M1(q
2
x − q2y))
− (1
2
)2 + Π20(q, ω)ω
2 (4.43)
In the limit of ω/q  1, the conductivity is approximately given by
σxx ∼ ω(1 +M1)/V (0)
(1 +M1 cos(2θq))i
ω
qV (0)l0
+ ω
2
V (0)2q2
− q2/4 (4.44)
Deep nematic phase where M1 ∼ O(1), the damping term on the denominator will nearly vanish
at θq = pi/2. Thus, by measuring σxx as a function of the angle θq of the direction of propagation
measured form the nematic axis, one will find a resonance, i.e. a peak in the spectrum, at θq = pi/2.
4.7 The Wen-Zee term in the CFL
From the Hall viscosity term, we expect that there may be the Wen-Zee type terms for the dynamical
metric associated with the nematic order parameters[112, 145]. The Wen-Zee like term consists
of two parts: a parity-even term linear in nematic order parameter and in the gauge field, and a
second term that is parity-odd, and is quadratic in nematic order parameter and linear in gauge
field. At the mean field level of the CFL, which is parity-even except for the Chern-Simons term,
the composite fermions on the Fermi surface generate only the parity-even part of the Wen-Zee
term. However, upon the inclusion of the gauge field fluctuations, which are parity-odd, we will
find the parity-odd part of the Wen-Zee term, as well as a modification of the parity-even part.
We start by calculating the first part of the Wen-Zee term given by a Feynman diagram that
has one gauge leg and one nematic leg. The coupling between gauge-invariant current, generated
by the probe electromagnetic gauge fields Aµ, and nematic order parameter M is given by
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(−i) δS
δMlδAk
(p,Ω) ≡ 〈MlJk〉(p,Ω)
=i
∫
q,ω
tr
[
Π−1ij (ω, q)ω
2Π0tlT
−1
mi (ω + Ω, q+ p)ω
2Π0Qk
]
,
=
1
6pi
√
3
(
Λ¯m
ρ¯
)1/3
 pxΩ pyΩ
−Ωpy pxΩ

lk
, (4.45)
where, as before, t1 = σ3 and t2 = σ1, and where we used the notation Qx = I and Qy = −iσ2,
and T−1mi is given by
T−1mi = 〈amMi〉 =
 qxω qyω
−ωqy qxω

Π2mq2ω2
, (4.46)
where we used the temporal gauge, a0 = 0. This is the parity-even linear coupling between the
nematic order parameter and the probe electromagnetic gauge field.
To calculate the parity-odd contributions to the Wen-Zee term, we calculate a Feynman diagram
with one external probe gauge field leg and two nematic order parameter legs. Once again we choose
the gauge a0 = 0, and find the result
Figure 4.4: Parity-odd contribution to the Wen-Zee term at cubic level. The wavy lines are gauge
field propagators and the broken line is a nematic propagator.
89
(−i) δS
δMhδMlδAk
(Ω1,Ω2;p1,p2) ≡ 〈MhMlJk〉(Ω1,Ω2;p1,p2)
=
∫
q,ω
tr
[
Π−1ij (ω, q)ω
2Π0σhΠ
−1
ij (ω + Ω1, q+ p1)ω
2Π0σlT
−1
mi (ω + Ω1 + Ω2, q+ p1 + p2)ω
2Π0Qk
]
=
1
6pi
√
3
[(
Λ¯m
ρ¯
)1/3 +
Λ¯m
ρ¯
]hlνµkpν1(p
µ
1 + p
µ
2 ) (4.47)
which is manifestly odd under parity and time reversal symmetries.
By combining the two contributions, we finally find a Wen-Zee term of the form
LWZ = 1
6pi
√
3
[( Λ¯m
ρ¯
)1/3
+
Λ¯m
ρ¯
]
µνρωµ∂νAρ (4.48)
where Λ¯ is the frequency UV cutoff of the CFL. Further reduce the expression by taking Λ¯m = l−20 ,
we have,
LWZ = 2
3pi
√
3
µνρωµ∂νAρ (4.49)
Here we have denoted by ωµ the spin connection associated with the nematic fields,[145]
ω0 = 
ijMi∂0Mj (4.50)
ωx = 
ijMi∂xMj − (∂xM2 − ∂yM1)
ωy = 
ijMi∂yMj + (∂xM1 + ∂yM2)
Similar to what we did for the calculation of the Berry phase term using a Ward Identity, the
Wen-Zee term can also be derived from the Ward Identity, and the result is consistent with the
diagrammatic calculation present here. The details of the calculation of Wen-Zee term from Ward
Identity is presented in the Appendix C.5.
We should stress that the connection between the Hall viscosity (given by the Berry phase term)
and the Wen-Zee term in the CFL is not as straightforward as in the incompressible FQH states.
In the incompressible states, the universal coefficients s of the Wen-Zee term is directly related to
the Hall viscosity ηH , i.e., ηH =
sρ¯
2 [114, 119, 148, 171]. However, in the compressible CFL state,
the coefficients of the Wen-Zee term and the Hall viscosity do not have such relation because of
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the non-local nature of such responses in a compressible state. The coefficients appearing in the
expressions are seemingly numeric constants, but it is important to remember that the coefficients
are in fact the functions of the ratio s = |Ω|vF |q| (not to be confused with the coefficient of the
Wen-Zee term!), and are in general non-local in space and time. Instead, in the incompressible
states where we can perform the well-defined gradient expansions due to the energy gap to all the
excitations. Hence we find that in the CFL, the coefficients of the (seemingly local) Wen-Zee term
and Hall viscosities are not universally related to each other.
4.7.1 Nematic-Electric field correlator
The Wen-Zee-type term Eq.(9.11), which couples the nematic field and the electromagnetic field,
implies that the change in the nematic field will induce the electron quadrupole moment. Thus,
one can measure the nematic susceptibility with respect to the external electric field χM,E =
∂Ti
∂Ej
as a function of momentum,
χM,E =
δ2S
δMiδEj
(q) =
∂Ti
∂Ej
,
=
2
3pi
√
3
−qx qy
−qy −qx
 . (4.51)
This susceptibility indicates that the energy-momentum current will be induced in the presence of
the spatially-modulating electric field.
4.8 General relation between the Hall viscosity and the
hydrodynamic gauge theory in half-filled Landau levels
We have shown that, unlike the case of the incompressible FQH states, in the CFL the gauge field
fluctuations contribute to the Hall viscosity of the half-filled Landau level. In order to prove that
the corrections to the Hall viscosity come from the fluctuation of the Chern Simons gauge fields,
we start from CFL and dualize the CFL into a hydrodynamic gauge theory.
If we couple our CFL to a smooth deformation of the background geometry (instead of to
the nematic order parameter), we find that the composite fermions at the mean field level receive
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an orbital spin from the flux attachment procedure.[119] Beyond this, if we include the gauge
field fluctuation, the viscoelastic response of the CFL is related with the parity-odd electromag-
netic response of the hydrodynamic gauge theory.[129, 171] Since the original CFL is coupled to
the fluctuating Chern-Simons gauge boson, the time-reversal odd electromagnetic response of the
hydrodynamic gauge theory is always non-zero. Consequently, the CFL contains an additional
contribution to the Hall viscosity arising from the fluctuating gauge field.
To see this, we start from the Chern-Simons theory of CFL where we attach two flux quanta
of the Chern-Simons gauge field to the electrons to turn them into the composite fermions,
S =
∫
dr2dt Ψ†
(
r, t)(iD0 +
1
2m
D2 +
gij
2m
DiDj
)
Ψ(r, t)
− 1
2
∫
dr′2dr2dt V (r− r′)ρ(r)ρ(r′)
+
∫
dr2dt
1
8pi
µνρaµ∂νaρ (4.52)
where Dµ = ∂µ + i(Aµ + aµ + ωµ) is the covariant derivative. Here, ωµ is the spin connection of
the background metric gij , which is related to the local frame fields by gij = (e
a
j + δ
a
j )(e
a
i + δ
a
i ). We
only keep the leading orders in eai so that the distorted spatial metric is defined as,
δgij =
e11 e21
e12 e
2
2
 . (4.53)
The composite fermion has orbital spin s = 1[119] so the covariant derivative of the composite
fermion contains the spin connection with coefficient 1 dictated by the orbital spin s = 1. At the
mean field level, the Chern-Simons flux cancels the external magnetic fields so we only need to
consider the gauge fluctuation δa.
We can now perform the functional bosonization for our theory and introduce the hydrodynamic
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gauge field bµ[19],
S =
∫
dr2dt Ψ†(r, t)(iD0 +
1
2m
DiDi +
gij
2m
DiDj)Ψ(r, t)
− 1
32pi2
∫
dr′2dr2dt V (r− r′)δb(r)δb(r′)
−
∫
dr2dt
2
4pi
µνρbµ∂νbρ +
∫
dr2dt
1
2pi
µνρδaµ∂νbρ (4.54)
where Dµ = ∂µ + i(δaµ + ωµ) is the covariant derivative , and δb(r) = ∂xδay(r)− ∂yδax(r) is the
fluctuating magnetic flux of the gauge field δaµ.
Solving the saddle-point equation of δaµ, we find
∂xb0 − ∂0bx =Ebx = JCFy ,
∂yb0 − ∂0by =Eby = −JCFx ,
∂xE
b
x =T
CF
12 = Ψ
†DxDy
2m
Ψ,
∂yE
b
y =− TCF21 = −Ψ†
DyDx
2m
Ψ (4.55)
Now we turn on a momentum current of the composite fermion TCF12 in the system. Different
from the parity-even Fermi surface where the metric only couples with the momentum current,
the composite fermions carry intrinsic orbital spin so the spin connection appears in the covariant
derivative. Hence,
δS
δe21
= TCF12 + (∂µe
1
1)J
CF
µ . (4.56)
The composite fermion current TCF12 is bound with the spatial derivative of electric field of bµ as
∂xE
b
x. Once we have a nonzero ∂xE
b
x, a polarized charge density appears. If the hydrodynamic
gauge theory bµ contains term like β(∇ · Eb)Bb, the polarized charge density of bµ field acts as a
magnetic moment couples with magnetic flux of bµ. Thus, we have
δS
δ(∂xby)
= β∂x(∂xb0 − ∂0bx) (4.57)
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By solving the equation of motion for the hydrodynamic gauge field,
δS
δ(∂xby)
= ∂0
δS
δ∂0(∂xby)
δS
δ∂0(∂xby)
=
δS
δ∂x(∂0by)
=
δS
δT11
= e11 (4.58)
We finally have
δS
δ(∂xby)
= ∂0e
1
1 = β∂x(∂xb0 − ∂0bx). (4.59)
Thus the Hall viscosity can be read off from
δS
δe21
=
1
β
∂0e
1
1 + (∂µe
1
1)J
CF
µ = (ρ+
1
β
)∂0e
1
1, (4.60)
i.e., the Hall viscosity is (ρ + 1β ) in which ρ is due to the flux attachment,[119] and 1/β is due
to the parity-odd fluctuations of the hydrodynamic gauge field. The parity-odd viscosity has two
contributions: one is the intrinsic orbital spin that the composite fermion carries, and the other is
through the term (∇ · Eb)Bb of the hydrodynamic gauge field. Hence, if the dual hydrodynamic
gauge theory has the parity-odd β(∇ ·Eb)Bb term, we expect that there should be additional Hall
viscosity from the gauge fluctuation. The theory of bµ field can be obtained by integrating out the
composite fermion surface and gauge fluctuation of the gapless aµ. However, the effective theory
of aµ is gapless and nonlocal, the coefficient β for the term (∇ · Eb)Bb will be non-universal (and
depend on the UV cutoff in a singular way). This is in accordance with our result for the CFL.
4.9 Connection to Experiments
In this section, we discuss the connections between our results to the experiments[134, 175] on
half-filled Landau levels with N > 1. These experiments show that in half-filled Landau levels with
N ≥ 2, there is a spectacular anisotropy in the longitudinal transport with ratios of the resistances
as large as Rxx/Ryy ∼ 3, 500 at the lowest temperatures. The anisotropy in the longitudinal
resistivities, expressed in the difference ρxx− ρyy, raises very rapidly below a critical temperature
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Tc ∼ 65mK (for N = 2). These results were originally interpreted as the signature of a striped
phase[86, 87, 97], an unidirectional charge-density-wave state which breaks translation symmetry
(and, necessarily, rotational symmetry.) However, further transport experiments showed that the
I − V (current-voltage) curves were metallic and showed a linear behavior at low bias voltages. In
contrast, a charge-density-wave (CDW) would have exhibited non-linear I−V curves with a sharp
onset at a critical voltage. Extremely sharp onset behavior has been seen indeed in the reentrant
integer quantum Hall regime away from the center of the Landau level and has been interpreted as
evidence for a “bubble phase” (i.e. a bidirectional CDW.) Moreover, in the reentrant IQH regime
the experiments show broadband noise in the current, which are observed in many CDW phases,
but which is absent the anisotropic half-filled Landau levels.
For these reasons, the experiments in the center of the Landau levels (with N ≥ 2) have been
interpreted instead as evidence for a nematic phase phase, i.e. a uniform and compressible phase
of the 2DEG with a strong anisotropy.
This interpretation is further supported by comparing the anisotropy in transport data with a
simple model of a nematic, a two-dimensional classical XY model for a director order parameter.
By menas of Monte Carlo calculations it was found that indeed this model fits really well the
transport anisotropy data.[41, 132] Furthermore, these fits show that there is a very low energy
scale for the native anisotropy is of the order of 3 − 5mK, which is presumably related to the
coupling of the 2DEG to the underlying lattice. Although the experiments cannot exclude the
possibility that the ground state at T = 0 is actually a possible striped state,melted thermally into
a nematic, the absence of any evidence of stripiness at the lowest temperatures seems to imply
that the ground state is a nematic (which, most likely, should be regarded as a quantum melted
striped phase.) A detailed review on these experiments (prior to 2010) and their interpretation can
be found in Ref. [[103]].
In this section we focus on a relatively recent set of experiments on radio-frequency conductivity
measurements in the N = 2 Landau level near filling fraction ν ≈ 9/2 by Sambandamurthy
et.al.[175] which, from our perspective, can be naturally interpreted as the following. In this
experiment[175], they observe an anisotropy in the longitudinal conductivities as well as a resonant
peak of the radio-frequency longitudinal conductivity along the hard direction of transport, say
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σxx, with a frequency of 100 MHz. This 100 MHz resonance was originally interpreted as evidence
for the existence of a pinning mode of a stripe state[137]. Given that the I − V curves are linear,
and hence that there is no evidence of translation symmetry breaking, it is natural to seek a
nematic explanation for this energy gap. In a nematic state in the continuum there would not be a
gap. On the other hand, the transport anisotropy experiments show that the anisotropy saturares
below T ∼ 20mK. Tilted-field experiments[131, 132] and the fits to the XY model with a weak
symmetry-breaking field[41], show that the energy scale is of the order of 3− 5mK, which is quite
comparable with a resonant frequency of 100nHz as seen by Sambandamurthy et.al.[175]. Thus,
we are led to the interpretation that the radio-frequency conductivity measurements are detecting
a nematic Goldstone mode gapped out by the coupling to the lattice which induces a term that
breaks the continuous rotational symmetry to the C4 symmetry of the lattice (i.e. of the surface
on which the 2DEG is confined.) It is also important to note that the resonant peak seen in by
Sambandamurthy et.al. behaves remarkably close to what is seen in the transport anisotropy in
the DC experiments.
Finally, we should note that transport experiments in the N = 1 Landau level have shown
a close connection between the nematic state and the paired FQH state at ν = 5/2. Indeed,
earlier experiments[135] showed that by tilting the magnetic field the FQH state at ν = 5/2 is
destroyed and that the resulting compressible state behaves much like an anisotropic HLR state.
A relatively recent experiment[104] has also given evidence of a nematic state in the ν = 7/3
FQH plateau (presumably a Laughlin-type state) and was interpreted as such in several theory
papers[106, 107, 112, 173]. Very recent transport experiments by Samkharadze et.al.[134], found
that, by applying a sufficiently large external hydrostatic pressure, the incompressible isotropic FQH
stat at ν = 52 spontaneously gives a way to the compressible anisotropic phase. This is possible since
the pressure tunes the width of the quantum well and thus tunes the effective interaction between
the electrons, as the form and spread of the electron wavefunction will be varied as the width is
changed. At the critical pressure, it is found that the rotational symmetry is spontaneously broken
and the anisotropy in conductivities develops. Though this transition is between incompressible
QH state and compressible nematic CFL instead of the transition from the compressible isotropic
state, namely CFL, to the compressible anisotropic state, this result gives a strong hint that tuning
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an external parameter, such as pressure, the effective electron interaction such as F2 In this Chapter
can be tuned to find the transition that we have studied In this Chapter.
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Chapter 5
Lattice defect and axion string in
Weyl semimetals
5.1 Weyl semimetal toward Axion insulator
1 Classifying states of matter is one of the primary goals of condensed matter physics. First, the
study of symmetries led to the Landau classification of ordered states of matter that spontaneously
break a subset of the microscopic symmetries. Decades later it was discovered that even sys-
tems with no broken symmetries may still be distinguished by their topological order[176, 177].
More recently, the combination of symmetry and topology have led to exciting developments
in the field of symmetry-protected topological phases, such as time-reversal invariant topologi-
cal insulators[178, 179, 180, 181, 182, 183, 184, 185, 186, 187].While the underlying mathematics
allows one to distinguish these phases in principle, often it is important how to distinguish them in
practice in an experiment. Helpfully, some of the most striking effects of conventionally ordered,
and topologically ordered, phases can be seen in their electromagnetic properties. For example,
a ferromagnet has a spontaneously generated magnetic moment, and the fractional quantum Hall
effect has a quantized fractional Hall conductance.
While the electromagnetic response properties provide remarkable signatures, they are not
the full story. For example, in topological superconductors there will be no such quantized
electromagnetic response coefficients. In these cases one can resort to studying the response
to strain, thermal gradients, or, in general, deformations of the geometry[188, 189, 190, 191].
Superconductors are not the only systems that are sensitive to these probes, as recently there
has been an intense research effort on the geometric response of integer/fractional quantum Hall
systems[50, 192, 193, 194, 195, 196, 197, 198], topological insulators[199, 200, 200, 201], and topolog-
1This chapter is based on a previous publication: Phys. Rev. B 94, 085102 (2016) by Yizhi You, Gil Young Cho,
Taylor L. Hughes. The copyright owner has provided permission to reprint.
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ical semimetals[201, 202, 203, 204]. These systems all have interesting electromagnetic properties,
but their geometric responses, for example the Hall viscosity[50, 198], provide a more complete
picture.
The majority of the work on geometric response has been directed at two dimensional systems,
but in this article we focus on 3D systems of interest: the spontaneously-generated axion insulator
and its parent state the Weyl semimetal (WSM)[205]. The axion insulator studied here is a 3D
gapped phase with a dynamical axion θ-angle. It arises from a WSM state that is unstable to
the formation of a charge density wave (CDW). Once the CDW forms, the WSM is gapped, and
the resulting insulating state has a dynamical “axion” field θ(~x, t): the phase of the CDW order
parameter. Both the parent WSM state and the axion insulator (AI) have unusual electromagnetic
and geometric responses[202, 206, 207, 208, 209, 210, 211, 212, 213, 214, 215, 216], and we predict
even more observable phenomena in this article, including responses that rely on an interplay
between the conventional CDW order parameter and the topological electronic structure.
A main focus of this article is to study the interplay between the dynamical axion string
(i.e., a vortex in the CDW order parameter) and the background torsional defects arising from
crystal lattice dislocations. We demonstrate that the effective coupling between axion and torsion
fields indicates a (“two-loop”) statistical string interaction between an axion string and a screw
dislocation line, as well as a three loop statistical interaction between two dislocation loops threaded
by an axion string. Most importantly, we show that this system can also exhibit a dislocation driven
chiral magnetic effect, i.e., an electromagnetic response created from a geometric origin.
The main result of this work is the effective electromagnetic and geometric theory for the
anomalous response of a dynamical axion insulator coupled to geometric deformations. We find
several new effects due to the coupling between a dynamical axion field (e.g., axion string defects)
and lattice dislocations including new examples of purely geometric responses as well as mixed
geometric-electromagnetic phenomena. For example, we show an electromagnetic response effect
driven by lattice dislocation density. Our article is organized as follows. In Section II we review
the instability of a WSM to form an AI phase in the presence of CDW order. We also provide the
theoretical setup for the inclusion of axion string defects and geometric deformations. In Section
III we review the anomalous response of WSMs to electromagnetic and geometric perturbations.
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We review the axial and stress anomalies, including a geometric contribution to the axial anomaly,
and show how the theory depends on the momentum/energy separation of the Weyl nodes. Section
IV presents new results focused on the interplay between axion strings and lattice dislocations in
the AI system; we mention a mutual statistical interaction and a possible three-loop statistical
interaction. In Section V we present possible electromagnetic response properties of the WSM and
AI phases due to the dynamical axion field and the existence of lattice dislocations. We also talk
about two types of analogous geometric effects including a geometric version of the chiral magnetic
effect and a geometric Witten effect. We conclude in Section VI and give some calculational details
in Appendix A.
5.2 Axion Insulator and Dynamical Axion Strings from Charge
Density Wave Fluctuations
5.2.1 Axion Insulator Instability in a Weyl Semimetal
Let us begin by briefly reviewing the theory of the dynamical axion insulator, and then discussing
how this theory is coupled to geometric perturbations. The AI is generated by spontaneous chiral
symmetry breaking in three dimensional Weyl semimetals[205, 217]. For a (two-node) WSM,
breaking the chiral symmetry is accomplished by a commensurate translation symmetry breaking
that nests the Weyl nodes. By turning on an attractive interaction to induce a CDW instability
that nests two Weyl points, the Weyl cones can be gapped, and the resulting gapped state is an
axion insulator. Hence, the spontaneous chiral symmetry breaking order parameter is just a CDW
order parameter, and the phase of the CDW (θ(~x, t)), i.e., the Goldstone mode, is identified as the
axion field.
To proceed more explicitly, we can start from a simple WSM with only two nodes, and gap
out the two Weyl cones by spontaneous chiral symmetry breaking. The Weyl semimetal is stable
in the presence of weak interactions if we prohibit pairing and scattering between the two Weyl
cones. A four-fermion interaction with a finite coupling constant g can induce chiral symmetry
breaking (along with translation symmetry breaking). This symmetry breaking dynamically gen-
erates an energy gap with magnitude 2|m| that lowers the ground state energy compared to that
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of a nominally gapless system. Indeed, when a critical interaction strength is reached, an effective
mean-field Hamiltonian with broken chiral symmetry written as
H = Ψ†(r, t)(piτ3 ⊗ σi + biσi +m1τ1 +m2τ2)Ψ(r, t)− |~m|
2
g
~m→ m1 + im2 = |m|eiθ, θ = −2b · r (5.1)
is expected. The first two terms are the effective Hamiltonian of the WSM where the σi are spin
Pauli matrices, the τ i are Pauli matrices for the valley index, and i = 1, 2, 3. The shift vector
bi is half of the momentum separation between two Weyl cones/valleys. The mass term should
be identified as a CDW order parameter which nests between the two Weyl cones, and 2b is the
scattering wave vector between the two Weyl points.
Interestingly, in the gapped phase, the WSM is converted into an axion insulator. The phase
angle field θ of the CDW vector ~m is a Goldstone mode that couples with the electromagnetic
response in the form of a theta term[205]:
Lθ = θ(~x, t)
32pi2
στνµFστFνµ. (5.2)
Additionally, if there is a vortex-like configuration in the CDW order, the defect line acts as
a dynamical axion (or cosmic) string which carries gapless chiral modes, where the chirality is
determined by the axion string vorticity. It has also been shown that it is natural to view the
axion strings in this model as dislocations of the CDW crystal order[205]. Thus, since our interest
is in the geometric response of such materials, we might expect an interesting interplay between
the response due to deformations of the underlying lattice and that of the electronic CDW order.
5.2.2 Coupling to Background Fields
We are now ready to set the stage for our work by first reviewing the properties of an axion string
configuration, and then coupling this model to the background geometry of the distorted underlying
lattice. Let us assume we are in the gapped AI phase, and that a vortex (axion string) of the CDW
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phase angle (i.e., a dislocation of the CDW order) is present such that
~m→ m1 + im2 = |m|eiθ, θ = θv(~x, t)− 2b · r (5.3)
where θv(~x, t) is the vortex field. In the presence of such a configuration, one can always eliminate
the spatial dependence of the mass term by performing the chiral transformation
R†(~x)(m1(~x)τ1 +m2(~x)τ2)R(~x) = |m|τ1,
Ψ′(~x) = R(~x)Ψ(~x)
R(~x) = e−i
θ(~x)
2
τ3 . (5.4)
After the chiral gauge transformation, the mass term becomes vortex free, but there is a side-effect
because a new axial gauge field term is introduced in the Lagrangian:
L = Ψ¯(p0τ1 +B0τ2 + piτ2 ⊗ σi +Biτ1 ⊗ σi +m)Ψ
Bµ = ∂µθv/2 = 
ij mi∂µmj
2|m|2 , (5.5)
where Ψ¯ = −iΨ†τ1 and we have dropped the primes on the fermion fields for convenience. Note
that the chiral transformation removed the term proportional to ~b in the Lagrangian that would
have otherwise contributed to Bµ as a constant shift. Apart from the change of the Lagrangian, it
is well known that such a chiral transformation also generates an anomalous term from the fermion
path integral measure Sanomalous ∼ θ(x)F ∧ F, which we will come back to later[218, 219].
Now let us apply a strain/displacement of the background lattice. This is introduced through
a distorted metric tensor, which we decompose into the usual frame-fields. Thus, we introduce the
spatial frame fields eai , a = x, y, z and i = x, y, z
2 and couple them to our theory. For the majority
of our article we will only focus on a specific set of distortions in order to represent our main point
of interest: screw dislocations oriented parallel to the z-direction (i.e., parallel to the axion string
for convenience). The relevant distortions are contained in the ezx and e
z
y fields which, in terms of
2These are really the co-frame fields, but we will not bother to distinguish and abuse the language to call these
frame fields as well.
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the usual elasticity fields, are written
ezx = ∂xu
z, ezy = ∂yu
z, (5.6)
where uz is the lattice displacement in the z-direction. The diagonal elements of the frame are
undistorted exx = e
y
y = ezz = 1, and all other components are chosen to vanish. Hence, if u
z is
non-uniform, then the background metric is distorted, and the distortion is reflected by the non-
vanishing frame fields (ezx, e
z
y). If we consider a screw dislocation parallel to the z-axis, then
traveling around the dislocation line we are expected to accumulate a Burgers translation vector
with a z-component: Bz = ∮ ezi dxi.
The final model in the presence of an axion string configuration and the geometric distortion
is written as
L = Ψ¯(p0τ1 +B0τ2 + piτ2 ⊗ σi +Biτ1 ⊗ σi +m
+ezxpzτ2 ⊗ σx + ezypzτ2 ⊗ σy)Ψ. (5.7)
We have seen that the Bµ field originates from a vortex of the mass term, i.e., a dislocation of
the CDW order. Thus, as mentioned above, it is natural to expect some interesting interplay
between the axion string appearing from the CDW defect and a screw dislocation of the underlying
crystal lattice. Remarkably, as we discuss further below, after introducing the frame fields, the
chiral transformation we performed to remove the phase of the mass term will generate additional
anomalous terms from the path integral measure that depend on the geometric distortion. Our
goal in the remainder of the article is to carefully derive and discuss these anomalous response
terms.
5.3 Geometric Response in a Weyl Semimetal
5.3.1 Review of the Electromagnetic Response from the Axial Anomaly
Before we detail the properties of the AI phase, we first discuss the effective theory of the interplay
between axion strings and crystal dislocation lines in Weyl semimetals, i.e., the gapless parent state
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of the AI. We start from the WSM phase with two Weyl nodes (with nodal separation 2bi), and
turn on the electromagnetic field (Aµ) and an external axial gauge field (A
ax
µ ):
L = Ψ¯(D0τ1 +Aax0 τ2 +Diτ2 ⊗ σi +Aaxi τ1 ⊗ σi)Ψ
Dµ = pµ +Aµ. (5.8)
Note that since both the momentum separation 2bi and A
ax
µ couple to the axial current in the same
way, we can always absorb ~b into the axial gauge field.
For a WSM, even though the axial current is conserved at the classical level, it is well known
that it exhibits a quantum axial anomaly:
∂µJ
ax
µ =
1
4pi2
µνρλ∂µAν∂ρAλ. (5.9)
As a result, the leading effective coupling between the axial gauge field and external electromagnetic
field is:
L = 1
4pi2
µνρλAaxµ Aν∂ρAλ. (5.10)
This coupling is known to give rise to many interesting phenomena[208, 209, 210, 211, 220, 221, 222].
First, if there is a momentum separation 2bi between two Weyl cones at low energy, this acts like
a background contribution to the axial gauge field, i.e., Aaxi = bi, and the WSM exhibits a (non-
quantized) anomalous Hall effect. One heuristic way to understand this phenomenon is to treat
the Hamiltonian for each kz as a gapped 2D insulator (except for the two nodal points). Hence the
theory is equivalent to many copies of a 2D massive Dirac fermion (i.e., a Chern insulator) at each
value of kz, and each value of kz will have a quantized Hall conductance. The kz values between
the nodes contribute a value with a magnitude of e2/h, while those outside the nodes contribute a
vanishing amount. Thus, in total we expect a finite Hall conductance coming from the sum over
all kz values between the nodes. On the other hand, if we turn on an energy difference 2b0 between
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the two Weyl nodes, one naively expects a chiral magnetic effect due to the contribution:
L = 1
4pi2
0νρλb0Aν∂ρAλ. (5.11)
5.3.2 Path Integral Measure for a Chiral Transformation with Distorted
Geometry
The anomalous Hall effect and the chiral magnetic effect indicate time-reversal breaking responses
in the plane perpendicular to the momentum separation between the Weyl cones (at least when
there are only two nodes). These are both a consequence of the axial anomaly. Usually a Hall
effect is accompanied by a Hall viscosity[50] and hence, one also expects a similar Hall viscosity
response associated to a stress-tensor anomaly in a Weyl semimetal[202, 223]. Indeed, even though
the stress-energy tensor is conserved at the classical level, one can verify that there is an anomaly
∂µT
a
µ =
Λ2
2pi2
ρλνµ∂λA
ax
ρ ∂νe
a
µ (5.12)
where Λ is a high-energy cut-off. Thus, we see that the stress-energy tensor is anomalous, and
the non-vanishing contribution implies a coupling between the axial gauge field (including the
momentum/energy differences in the Weyl nodes) and the frame field. As an aside we note that
this is reminiscent of a mixed “E · B” term if we define the axial and “geometrical” field-strengths
as3
F (ax)µν ≡ ∂µAaxν − ∂νAaxµ
F (geom),aµν ≡ ∂µeaν − ∂νeaµ.
Using these definitions, the stress anomaly can be expressed as:
∂µT
a
µ =
Λ2
2pi2
(~E(ax) · ~B(geom),a + ~E(geom),a · ~B(ax)).
(5.13)
3The definition of the torsional geometrical field-strength is imprecise since it should include contributions from
the spin connection. However, in this article our focus is on torsion instead of curvature so we have chosen a gauge
where the spin-connection is vanishing.
105
The physical interpretation of the anomaly is that if we have an axial magnetic flux B(ax)i , i.e.,
an axion string, along the i-direction it will trap a chiral fermion, and hence a non-vanishing
momentum density. Subsequently, applying an ~E(geom),a (e.g., a time dependent strain/stretching)
will lead to an anomalous momentum current due to the geometric deformation of the chiral fermion
states. There is an additional phenomena associated to this anomaly as well: if we have a screw
dislocation along the i-direction with a Burgers vector equivalent to B(geom),a, then the application
of an axial electric field will also drive an anomalous momentum current. Unfortunately, it is not
immediately clear how to relate this anomalous current to the perturbation of microscopic degrees
of freedom localized on the dislocation.
In addition to a stress anomaly there is an additional geometric contribution to the usual axial
anomaly (due to the Nieh-Yan term[224]). If we consider the coupling between the axial gauge field
and the frame fields, then the axial anomaly gains an additional term and should be modified as:
∂µJ
ax
µ =
1
2pi2
(~E · ~B + Λ2~E(geom),a · ~B(geom),a). (5.14)
The phenomena associated to the geometric contributions to this anomaly are discussed in detail in
Ref. [202]. Here UV cut-off applies for the geometry contribution as the torsional density/current
on a lattice system is quantized in terms of the lattice spacing ∼ a while momentum cut-off Λ is
the inverse of the lattice spacing ∼ 1/a.
In an experimental context, we expect that these anomalies might play a role in the physics
of WSMs since a WSM has an effective background axial gauge field due to the momentum and
energy separation of the Weyl nodes. To calculate the effects of these anomalies for our simple
WSM continuum model, we can couple our theory to a background geometry as before:
L = Ψ¯(p0τ1 + piτ2 ⊗ σi + biτ1 ⊗ σi + eijpiτ2 ⊗ σj)Ψ, (5.15)
and then calculate the change in the path-integral measure during a chiral transformation. We can
perform a chiral transformation to the Weyl fermion:
R(~x) = eibµxµτ3 , Ψ′(~x) = R(~x)Ψ(~x), (5.16)
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such that the momentum/energy separation proportional to bµ in the effective action is eliminated
in the Lagrangian. However, the chiral transformation of the Weyl fermion fields results in a change
of the path integral measure which compensates for the missing term in the Lagrangian. Following
the Fujikawa method[223, 225], the anomalous term from the path integral measure is
Sanomaly =
∫
d4x
[bσxσ
4pi2
µνρλ∂µAν∂ρAλ +
Λ2bσxσ
4pi2
µνρλ∂µe
l
ν∂ρe
l
λ
]
. (5.17)
The response equations derived from the anomalous effective action represent the chiral magnetic
effect, the anomalous Hall effect, and the Hall viscosity of the WSM, and they all depend on the
momentum/energy separation of the nodes through bµ. We note in passing that the path integral
measure change we derived here with respect to chiral transformations also applies to a massive
Dirac fermion, e.g., the AI phase of a gapped WSM.
Before moving to the next section, let us briefly look at the leading response to the background
geometry. We find:
L = Λ
2
4pi2
µνρλbµe
l
ν∂ρe
l
λ (5.18)
which was also studied in Refs. [199, 202], as well as Refs. [226] in a holographic view. Let us
look at a particular contribution to this term where the first frame field factor elν = e
i
i = 1 in
Eq. (5.18), from which we find Λ
2
4pi2
µρνλbµ∂ρe
ν
λ. Leading into the next section where there is a
fluctuating axion field, we see that this term hints at a coupling between axion strings/flux and
lattice screw dislocations via a term of the form Λ
2
4pi2
µρνλBµ∂ρe
ν
λ where Bµ contains the axion string
configuration. As we will discuss in the next section, in the AI phase, one physical consequence of
this term is to generate a kind of statistical interaction when an axion string is dragged around a
lattice screw dislocation line.
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5.4 Interplay Between Axion String and Lattice defects in Axion
Insulators
Now let us consider the axion insulator phase generated from a WSM with CDW order. In this
phase the Weyl fermions have developed a mass from the Weyl node nesting. Let us consider a
case where the mass term has a vortex/axion string configuration:
L = Ψ¯(p0τ1 + piτ2 ⊗ σi +m cos(θv)τ1 + im sin(θv)τ2,
+ezxpzτ2 ⊗ σx + ezypzτ2 ⊗ σy)Ψ. (5.19)
Note that in this section we will focus only on the phenomena associated to the axion string
configuration, and not the background term coming from −2b · r. Contributions from bi will enter
the full response, but they will not be our focus for now, as some of them have been discussed
perviously[199, 202]. After we perform a chiral transformation R(~x) = exp
(
i θv(~x)2 τ3
)
, we can
remove phase of the axial mass by introducing the axial gauge field configuration Bµ (c.f. Eq.
5.5) coupled with the axial current. Here we would like to emphasize that although Bµ couple to
the fermion current in the same way as the external Aaxµ A
ax
µ , they have different origin so we use
different notation to label them. Bµ is the intrinsic gauge field coming from the vortex line of the
CDW order parameter while Aaxµ is the external axial gauge field. Hence, we have the Lagrangian
as Eq. 5.7.
Beyond the change in the Lagrangian, the chiral transformation will also change the path
integral measure. Thus, the effective theory describing the interplay between the CDW axion string
defect and the lattice dislocation defect consists of two parts: (i) SL is the action we obtain from
integrating out the gapped fermions, and (ii) Sanomaly is the action coming from the contribution
of the path integral measure. By integrating out the fermions in the Lagrangian in Eq. 5.7 and
performing the loop expansion to quadratic order (see Fig. 5.1), we first find:
SL = 14pi2 (Λ2 −m2ln( Λm))
∫
d4xzµνρBµ∂νe
z
ρ. (5.20)
The chiral transformation we made generates an extra term from path integral measure given
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Figure 5.1: Coupling between the frame field and axial gauge field.
by[223],
Sanomaly = − Λ24pi2
∫
d4xzµνρBµ∂νe
z
ρ. (5.21)
Thus, the total effective theory is the sum of these two terms:
S1 = − 14pi2 (m2ln( Λm))
∫
d4xzµνρBµ∂νe
z
ρ. (5.22)
If we do not specify a restricted geometry (i.e., not just a z-oriented screw dislocation) and
allow for the full geometric coupling, then we would find every possible permutation λµνρBµ∂νe
λ
ρ .
This combination of indices is unusual as it only allows “off-diagonal” contributions of the frame
fields such as those generated by screw dislocations (but not edge dislocations). This is unusual
since it is not only sensitive to the Burgers’ vector, but a geometric characteristic of the lattice
dislocation, i.e., whether it is edge or screw.
One interpretation of this term is that it generates a statistical interaction between an axion
string (i.e., the CDW dislocation) and a geometric screw dislocation of the underlying lattice. We
will illustrate this statement in two ways. We begin by setting up an axion string and a screw-
dislocation as straight lines parallel to the z-direction. We can fix this orientation of the two strings
and braid them by moving them in the xy-plane. We will see that this will give a Berry phase
proportional to the coefficient in Eq. (5.22). Since the dislocation couples to the stress tensor, and
the momentum currents are not quantized objects (at least for our considerations), the Berry phase
here can be any irrational number. Also, since crystal dislocations are not deconfined excitations,
there will naturally be other, highly non-universal, contributions to the total phase during this
process.
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Figure 5.2: Statistical interaction when an axion string goes around a parallel screw dislocation
line. The red line is the screw dislocation with burgers vector Bz. The dark green line is the axion
string parallel to dislocation line. The light green cylinder side surface is the trajectory of the axion
string.
As the axion string/dislocation lines are in the z-direction, we can treat them as an independent
collection of points that braid around each other in the xy-plane. Hence, the Berry phase term
accumulated by the winding of the screw dislocation around the axion string can be obtained by
generating the analogous Hopf term. We rewrite the action as,
S = m
2 ln( Λm)
4pi2
∫
d4xBρ∂µe
z
ν
ρµν
=
∫
d4x
1
2pi
[
−aBρ ∂µaeνρµν
2pim2 ln(Λ/m)
+
Bρ∂µa
B
ν 
ρµν
2pi
+
ezρ∂µa
e
ν
ρµν
2pi
]
=
∫
d4x
1
2pi
[
− a
B
ρ ∂µa
e
ν
ρµν
2pim2 ln(Λ/m)
+ JBν a
B
ν + BzJeνaeν
]
JBν ≡ ρµν∂µBρ/2pi, Jeν ≡
ρµν
2piBz ∂µe
z
ρ, (5.23)
where we have introduced auxiliary gauge fields aB and ae to decouple the mixed term, and JB, Je
are the currents of the axion string and screw dislocation line, respectively, both of which are aligned
in the z-direction. We have treated the string currents as point-particle currents for simplicity since
the strings are straight lines. We have also normalized the screw dislocation current with a factor
of its Burgers vector (Bz) in order to have a quantized screw dislocation flux. Now that we have
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this form, we can integrate out the two auxiliary gauge fields of ae and aB to obtain a Hopf term,
SHopf = Bzm2 ln(Λ/m)
∫
d4x JBρ (
ρµν∂µ
∂2
)Jeν . (5.24)
The Hopf term evaluates to the linking number between the worldlines of each point on the two
strings since they are straight-lines oriented in the z-direction. An effective world-line linking occurs
in the t-x-y spacetime and we have a (non-universal) statistical phase:
SHopf =
∫
dz Bzm2 ln(Λ/m)
= Bzm2 ln(Λ/m)Lz. (5.25)
Using the same axion string and dislocation arrangement, we can provide a more microscopic
argument for this statistical interaction between the axion string and the crystal dislocation line as
well. The axion string carries a localized 1D chiral fermion propagating along the z-direction[227].
We can label each low energy mode of the chiral fermion with their momentum in the z-direction
kz. The modes remain localized on the string until they reach an energy corresponding to the
bulk gap which acts as a cutoff; states beyond this energy are not localized on the string, and are
not chiral. During the string braiding process, each chiral 1D kz mode traveling around the screw
dislocation line will pick up a phase since the axion string is translated by the Burgers’ vector of
the dislocation. Each value of kz sees an effective momentum-dependent magnetic flux and picks
up an Aharonov-Bohm phase. The total phase can be calculated from a sum over all the localized
chiral states:
exp
i∑
kz
kz
∮
(ezjdx
j)
 = exp
i∑
kz
kzBz
 (5.26)
where Bz is the Burgers’ vector of the screw-dislocation. For a system with length Lz in the z-
direction, and with periodic boundary conditions, the kz are discretized to multiples of
2pi
Lz
. Since
for conventional models the chiral modes lie inside the bulk gap, the total number of chiral states
inside the gap is m/( 2piLz ) =
mLz
2pi (recall we have set the Fermi-velocity/speed of light to unity).
Therefore,
∑
kz
kz =
m2Lz
4pi (up to a piece which is negligible as Lz →∞). The accumulated Berry
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phase is therefore
exp
i∑
kz
kz
∮
(ezjdx
j)
 = exp(im2BzLz). (5.27)
This matches our Hopf result up to a log correction factor.
Apart from the mutual statistical interaction between the axion string and lattice dislocations,
there is also a set of three loop statistical interactions that we can study in the axion insulator
phase. First, there is a statistical interaction between two external electromagnetic flux loops
threaded by an axion string. To see this we recall that the triangle diagram (Fig. 5.3) gives rise to
an anomalous contribution to the conservation law for the axial current:
Figure 5.3: Conventional triangle diagram for the axial anomaly.
∂µJ
ax
µ = 2m〈Ψ¯τ2Ψ〉+
1
4pi2
ρλνµ∂ρAλ∂νAµ. (5.28)
The first term on the right hand side comes from the explicit breaking of the axial/chiral symmetry
at the classical level due to the non-vanishing Dirac mass, while the second term is the anomaly
term from the triangle diagram. In the long wavelength limit, the first term cancels the second
term[228]. Hence, in the axion insulator phase, we naively find that the effect in which we are
interested vanishes. However, in the presence of an external electromagnetic field, there is a path
integral measure change due to the chiral transformation that gives
Sanomalous =
∫
d4x
1
4pi2
ρλνµBρAλ∂νAµ. (5.29)
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The reader might worry that this action is not invariant under gauge transformations of Bρ, but
this is not an issue since the system has a chiral mass induced by the order parameter and the
symmetry is explicitly broken.
Figure 5.4: Figure of the three loop statistical process. Red loops are dislocation (or electromagnetic
flux) lines and the green line is an axion string with 2pi flux threading the other two loops. The
blue dotted lines indicate the trajectory of the loop braiding between the two dislocations.
This term implies a natural three loop statistical interaction[229, 230, 231] between one axial
flux and two electromagnetic flux loops. Imagine we have an axion string (i.e., from a vortex defect
in the CDW order) going through two electromagnetic flux loops. From the coefficient of Eq. 5.29,
we find that braiding one flux loop around the other (see Fig. 5.4) gives a trivial phase of 2pi
in this case. Although this result is not particularly exciting, we might imagine having a system
of “fractional” Weyl fermions[232] and perhaps there could exist nontrivial three loop braiding
processes after gapping out the Weyl cones to form a sort of fractional axion insulator.
Finally, we turn to the triangle diagram with one axial leg and two frame field legs (Fig. 5.5).
The axial anomaly also has a contribution from this diagram at the one loop level:
Figure 5.5: Frame-field contribution to axial anomaly.
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∂µJ
ax
µ = 2m〈Ψ¯τ2Ψ〉+
1
4pi2
ρλνµ∂ρAλ∂νAµ
+
Λ2
4pi2
ρλνµ∂ρe
l
λ∂νe
l
µ. (5.30)
The first term in the right hand side comes from the explicit axial symmetry breaking due to the
mass, while the second and third terms are the electromagnetic and geometric contributions to the
anomaly term at the one loop level. Let us only consider the geometric terms. From this anomaly
we find that there is a contribution to the effective action given by
SL =
−m2 ln( Λm) + Λ2
4pi2
∫
d4x ρλνµBρe
l
λ∂νe
l
µ (5.31)
where the term proportional to m2 arises from evaluating the explicit axial symmetry breaking
term 2m〈Ψ¯τ2Ψ〉.
Just as before, the chiral transformation also changes the path integral measure of the fermion
field. Keeping only the geometric contribution we find
Sanomaly = − Λ
2
4pi2
∫
d4x ρλνµBρe
l
λ∂νe
l
µ. (5.32)
Thus, in total we arrive at effective theory for the geometric response which is the sum of the
Lagrangian contribution SL and Jacobian of the path integral contribution Sanomaly,
LB,e = SL + Sanomaly
= −m
2 ln( Λm)
4pi2
ρλνµBρe
l
λ∂νe
l
µ. (5.33)
This term also can be interpreted as a Berry phase accumulated by a three loop statistical
interaction. Imagine we have an axion string threading two dislocation loops. Then Eq. 5.33
determines the phase of a process where we wind one dislocation loop around the other as in Fig.
5.4, and 2pim2 ln( Λm) is the phase it accumulates.
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5.5 Two Routes to the Chiral Magnetic Effect and Analogous
Geometric Effects
In our discussions so far we have focused primarily on geometric response phenomena and statistical
interactions between axion strings and lattice dislocations. However, in this section we provide two
possible routes to an electromagnetic response property. The first one is due to the cross-coupling
between the external electromagnetic field and the geometrical distortions in a gapless WSM phase,
while the other is due to the fluctuations of the CDW order responsible for gapping a WSM to
form the axion insulator. For the former response we essentially show that having a non-vanishing
screw dislocation density can generate a nonzero axial potential B0 which shifts the nodal energies
of the two Weyl cones differently. It is well-known[233, 234, 235, 236, 237, 238, 239, 240, 241],
though a bit subtle and controversial[242, 243, 244], that a non-vanishing B0 will give rise to a
chiral magnetic effect. Hence a dislocation density will also produce such an effect in the presence
of a magnetic field. For the latter response, we will argue that the usual electromagnetic response of
a WSM can survive into the gapped phase because of the space-time dependence of the CDW order
parameter. We finish this section with a discussion of some analogous geometric effects including
a Hall viscosity response of the axion insulator phase, a chiral geometric effect, and a geometric
Witten effect.
5.5.1 Electromagnetic Effects
Let us start with a phenomenon in the gapless WSM. The effect of interest is the result of a mixed
coupling between electromagnetic and geometric fields, and is effectively a dislocation-induced chiral
magnetic effect. In a WSM, an axial chemical potential (relative energy shift of the nodes) would
result in a CME where a non-vanishing magnetic flux in the i-direction leads to charge current in
the i-direction via the effective response action:
LCME = 1
4pi2
b0
ijkAi∂jAk
~J =
b0 ~B
EM
2pi2
. (5.34)
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We have already seen that in an axion insulator the screw dislocation density couples with the
axion gauge potential B0 (see Eq. 5.22). If we generate a non-vanishing dislocation density, we
then expect an effective axial potential will be generated, and a similar chiral magnetic effect will
be produced.
To explicitly demonstrate this effect we calculate the triangle diagram in Fig. 5.6.
Figure 5.6: CME from dislocation density.
For simplicity, here we assume that the screw dislocation line is parallel to the z-axis, but this
also applies to any other direction. After a straightforward calculation (see Appendix A), we arrive
at the effective theory
LCME = 1
4pi2
ij∂je
z
i 
µνρAµ(∂νAρ). (5.35)
By direct comparison to Eq. 5.34 we see that the dislocation density ijk∂je
k
i plays an analogous
role to the axial potential. Interestingly, this is also one of the few geometric terms where the
coefficient is independent of the high-energy cutoff.
We can provide a microscopic interpretation of this result as well. Before we go into the
dislocation induced CME, we first review the microscopic, continuum picture for the CME generated
by an axial chemical potential. We begin by assuming that we have an external, uniform magnetic
field Bz in the z-direction. The energy spectrum in the xy-plane will form Landau levels. The
CME is determined by the zeroth Landau level, for which the energy dispersion is E(kz) = ±kz (we
have chosen a velocity |vF | = 1). The degeneracy for each kz is Bz2piL2 where L2 is the area of the
xy-plane. Now let us recall a standard continuum argument for the CME (although if we wanted
to be precise we should consider lattice effects as well as a possible low-frequency magnetic field at
a non-static level[238, 239, 240, 241, 245, 246]). We truncate the Brillouin zone to the range −Λ
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to Λ, and then we turn on an axial chemical potential b0 which shifts the energies of the left/right
Fermi points. The induced current density is
Jz =
1
2pi
(
Bz
2pi
)∫
kz∈occ.
dkz
∂E
∂kz
=
b0Bz
2pi2
(5.36)
which matches the CME response term in the effective theory in Eq. 5.34.
Now we can apply a similar argument to see the dislocation induced CME. Let us assume
translation invariance in the z-direction and fix the momentum kz. In addition to the external
magnetic field Bz, assume a uniform dislocation density (for simplicity) with Burgers vector Bz.
This acts as an effective magnetic flux in the z-direction, but couples to momentum charge as
kzBz at the fixed value of kz. Therefore, for each kz, we have Landau levels with degeneracy
1
2pi (kzBz + Bz)L2. In the zeroth Landau level, there exists a gapless chiral mode lying inside the
Landau level gap ∆ ∼ 2√2Bz (where we have set the Fermi velocity equal to unity). The induced
current density is
Jz =
1
4pi2
∫
dkz(kzBz +Bz) ∂E
∂kz
=
1
4pi2
∫ √2Bz
0
dkz(kzBz +Bz)− 1
4pi2
∫ 0
−√2Bz
dkz(kzBz +Bz)
=
1
2pi2
BzBz. (5.37)
which agrees with our effective theory.
Now let us discuss the second effect mentioned above by describing the electromagnetic response
of the axion insulator due to the fluctuating axion field. The axion insulator phase is gapped since
the Weyl nodes are eliminated by the CDW order. Thus, there is naively no expectation that
anything like an anomalous Hall effect or chiral magnetic effect should persist in the insulator
phase; especially since the usual definition of bµ is no longer well-defined without Weyl nodes in
the band structure. However, as the mass term of the insulator is generated by the CDW order
parameter with wave vector 2b, the mass is actually spatially dependent ~m = m exp(i2biri) and
remembers the nodal configuration of the Weyl nodes from the parent WSM state. When the CDW
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order is free of string defects, we have Bµ = bµ and the theory in Eq. 5.29 then becomes,
L = 1
4pi2
ρλνµbρAλ∂νAµ. (5.38)
This describes the response in the axion insulator phase, and it is similar to the usual anomalous
Hall effect/chiral magnetic effect response for a Weyl semimetal. However, the responses in the
axion insulator arise from the space and time dependence of the CDW order parameter, not from
the momentum and energy separation of gapless Weyl cones. Interestingly, if the Weyl nodes were
separated in energy, the CDW would have to have a built-in time dependence to precisely nest the
energy-separated nodes, and this would leave some memory of the chiral magnetic response.
Thus, once a Weyl semimetal is gapped to form an axion insulator, a time dependent CDW
order parameter can generate the CME, and spatial dependence will produce an anomalous Hall
effect. Therefore, we also expect there to be an anomalous Hall effect and CME in the axion
insulator, with the same coefficient as in the parent, gapless WSM phase.
5.5.2 Geometric Effects
In the axion insulator phase we recall the effective action showing the coupling between axion
strings and crystal dislocations from Eq. (5.33):
L = m
2 ln( Λm)
4pi2
ρλνµBρe
l
λ∂νe
l
µ.
Hence, the geometric version of the anomalous Hall effect exists if we have a spatial-dependent
CDW order parameter ~m = |m| exp(i2b′zz) which produces the term in the stress response
T li =
m2 ln( Λm)
2pi2
ijb′z∂0e
l
j . (5.39)
Here i, j run over x, y. This term represents the Hall viscosity in 3D where a shear deformation
would result in a momentum current perpendicular to the strain rate. Since a generic axion insulator
naturally has a spatially-dependent order parameter (due to the −2b · r background contribution
to the axion field) this result implies that they will generically have a Hall viscosity.
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Furthermore, if we have a time-dependent CDW order parameter ~m = |m| exp(i2b′0t), we expect
a geometric version of the chiral magnetic effect,
T li =
m2 ln( Λm)
2pi2
0ijkb′0∂je
l
k (5.40)
which implies that if we have a finite dislocation density ∂je
l
k in the jk-plane (with Burgers vector
in the l-direction), we would obtain a momentum current response T li in the direction perpendicular
to the jk-plane with momentum pointing in the l-direction.
Finally, we can rewrite Eq. (5.33) as
L = m
2ln( Λm)
8pi2
θρλνµ∂ρe
l
λ∂νe
l
µ (5.41)
assuming the CDW order induces a mass ~m = m cos θ + imτ2 sin θ, and θ is the phase angle
of the CDW order parameter. This term is in analogy with the electromagnetic theta term ∝
θρλνµ∂ρAλ∂νAµ that also appears in an axion insulator. It is known that the usual electromagnetic
theta term gives rise to the Witten effect, so let us consider an analogous effect from Eq. 5.41. The
stress-energy tensor receives one contribution of the form
T lλ =
m2 ln( Λm)
4pi2
θλρνµ∂ρ∂νe
l
µ (5.42)
from this term in the effective action. Akin to the magnetic monopole configuration of the elec-
tromagnetic field, we can use 12
0ρνµ∂ρ∂νe
l
µ as a definition of a geometric monopole ρ
l
m carrying
dislocation/Burgers’ vector flux as discussed above. In analogy to the conventional Witten effect in
an axion insulator, where a magnetic charge binds electric charge, in this case a momentum density
T l0 is bound to a dislocation monopole charge ρ
l
m, and a momentum current carries a dislocation
monopole current. Hence, this is a purely geometric Witten effect.
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Chapter 6
Stripe melting, a transition from weak
to strong SPT phases
6.1 Weak and Strong SPT states
1 In recent years, much attention had been devoted to the classification and characterization of
symmetry protected topological(SPT) phases [185, 186, 247, 248, 249]. An SPT state is short-range
entangled(SRE) in the bulk, but with nontrivial boundary spectrum. As long as certain symmetry
is preserved, one can never adiabatically connect the SPT state to a trivial many body state(e.g.
direct product state).
In particular, for many-body system with an internal symmetry, one can always define a corre-
sponding weak and strong SPT phase[207, 250, 251, 252]. A strong SPT phase in (n+ 1)d is only
protected by an internal symmetry G. Meanwhile, a weak SPT phase in (n+1)d can be constructed
by alignment of strong SPT state in (n)d protected by an internal symmetry G′ (G′ and G can be
different internal symmetries). Such corresponding weak SPT phase is therefore protected by both
the internal symmetry G′ and the discrete translation symmetry along the alignment direction. One
well-known example is the weak and strong time-reversal(T ) invariant topological insulator(TI) in
3d[250]. A strong TI in 3d can not be adiabatically connected to a trivial band insulator as long
as T is preserved. While a weak TI in 3d, obtained by layer stacking of 2d T invariant TI along
z direction, requires both T and discrete translation symmetry along z direction to protect the
phase. Otherwise, without translation symmetry, one can always turn on strong tunneling between
two TI layers and the fermion band becomes trivial without gap closing in the bulk. Therefore,
as long as T is imposed, weak and strong TI belong to different phases and a connection between
them requires gap closing.
1This chapter is based on a previous publication: Phys. Rev. B 93, 195141(2016) by Yizhi You, Yi-Zhuang You.
The copyright owner has provided permission to reprint.
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Beyond the non-interacting fermion SPT phase described by band theory, much effort had been
made on the exploration of strong/weak boson SPT phase with strong interaction. One represen-
tative of weak boson SPT phase in 2d can be constructed by alignment of spin 1 Haldane chain
along the y direction[247, 253, 254]. Such weak SPT state is protected by both time-reversal(T )
and translation symmetry in y direction.
So far, the phase transition and the connection between weak to strong SPT phase at interacting
level is less explored. In particular, as weak SPT phase is built upon the strong SPT state in a
lower dimension, figuring out the connection between strong and weak SPT state also provides us
another way to relate SPT phases in different dimensions.
In this Chapter, we are going to answer the following question. Is there a straightforward way
to connect weak and strong boson SPT states? In particular, how can we characterize the phase
transition theory between strong and weak SPT phases? The strategy we apply for these question
is to melt the superconducting stripe.[255, 256, 257, 258, 259]
We start from a 2d pair density wave superconducting state whose nodal line contains eight
copies of helical Majorana modes. These gapless modes can be gapped into a boson SPT phase,
being equivalent to a spin 1 Haldane chain[249, 260, 261]. The pair density wave(PDW) state,
as a stripe superconducting phase, contains alignment of nodal lines decorated with the Haldane
chain which therefore forms a weak SPT state. By stripe melting and nodal loop condensation, the
system becomes a 2d strong SPT state protected by T × Z2 symmetry. The similar construction
also applies to 3d stripe superconductor where a 2d SPT phase lives inside the nodal plane of PDW
order. The condensation of nodal membrane induces a transition from weak to strong SPT phase
in 3d.
In addition, after gauging the symmetry of an SPT state, the gauge flux can acquire nontrivial
braiding statistics[262, 263]. In this Chapter, we would show that the connection between weak
and strong SPT phases by stripe melting also provides an alternative way to generate the relation
between intrinsic topological order in different dimensions.
Our stripe melting approach inherits the decorated domain wall idea raised by Chen et al.[264].
In the decorated domain wall approach, they attach a lower dimension SPT phase on the domain
wall of an Ising variable and the condensation of domain walls drives the system into a boson
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SPT state. In this work, we intend to find a natural and microscopic way to let the SPT state
emerge inside the domain wall. The PDW stripes contain nodal line which act as a domain
wall and the gapless fermion modes inside domain wall can be driven into a boson SPT state by
interaction[249, 261, 265]. Indeed, the phase transition between the stripe phase to the disordered
phase includes a topological Θ term which reflects the nature of SPT decorated nodal line. Such
decorated domain wall approach can be extended to other decorated defects, e.g. the decorated
vortex lines[266, 267, 268, 269, 270]. In section 6.4, we start from the Abrikosov phase of 3d
topological superconductor whose vortex line contains 1d SPT chain and the melting of vortex
lattice give rise to a boson SPT phase in 3d.
6.2 Melting the superconducting stripe in PDW phase
In this section, we systematically investigate the phase transition from weak to strong SPT phase
in all dimensions. The weak SPT state we start with throughout the paper is embedded in a stripe
superconducting phase. The domain wall between different stripes contains a strong SPT state in
a lower dimension which therefore makes stripe phase identical to a weak SPT state. After stripe
melting and domain wall proliferation, the system experiences a transition from weak to strong
SPT phase.
6.2.1 Stripe melting in 2d PDW
The starting point of our construction is the superconductivity in massless Dirac fermion at 2d.
Imagine we have a semimetal whose low energy theory contains several Dirac cones,
H = Ψ†k(σxkx + σzky)Ψ−k (6.1)
Here σ acts on the spin index of the Dirac fermion. Now we turn on s-wave pairing ∆ = Ψ†↑Ψ
†
↓ −
Ψ†↓Ψ
†
↑ of the Dirac cone[271]. The s-wave pairing term can emerge when we slightly dope the
semimetal and turn on fermion interaction at finite strength, or from proximity effect between
the Dirac fermion and an s-wave superconductor. The s-wave superconductivity turns the Dirac
semi-metal into a gapped phase. Write the superconducting Dirac Hamiltonian in the Majorana
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basis Ψ†↑ = χ1,↑ + iχ2,↑,
H = χTk (σxkx + σzky +O2σyτx +O1σyτz)χ−k
∆ = O1 + iO2 (6.2)
Here τ matrix acts on the two Majorana index while σ acting on spin index. Imagine we choose a
specific gauge where ∆ is real so O2 is zero.
Now we turn to the situation that the superconducting field is nonuniform in space. It contains
PDW order ∆ = |∆| cos(Qr) whose pairing amplitude modulates in space along the PDW wave
vector and forms a stripy superconductor. Such PDW can be realized if the Dirac fermion dispersion
has some nematicity and the fermi velocity is anisotropic. Otherwise, the proximity effect between
an s-wave PDW superconductor and the Dirac fermion can also induce the stripe superconducting
Dirac cone.
The fermions in the stripes are gapped but the nodal line as a domain wall of O1 contains 1d
helical Majorana mode. Assume the PDW wave vector is in the y direction so the nodal line is
extended along x, the helical mode can be written as,
H = χTk (i∂xσx)χ−k
χ = (χ1,↑, χ2,↓) (6.3)
The only fermion bilinear mass χTσyχ which can gap out this helical mode is associate with the
imaginary part(O2) of the superconductivity in the stripe. As the nodal line has zero pairing
strength, there is no way to gap out the helical mode.
Now assume we have 8 copies of the superconducting Dirac fermion embellished as Eq.(6.2),
the nodal line therefore contains eight helical Majorana modes. First we take the first 4 copies of
the helical modes and couple them to an O(3) vector ~n = (n1, n2, n3),[249, 261, 265]
H = χTk (i∂xσ
100 + n1σ
312 + n2σ
320 + n3σ
332)χ−k
T : χ→ Kσ300χ, ~n→ −~n (6.4)
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σabc refers to the direct product of Pauli matrices σa ⊗ σb ⊗ σc. Here T symmetry operator is
redefined in an unusual way as it has T 2 = 1 when acting on the fermion sector. However, we
would show in our later content that the T symmetry operator acts on the bosonic degree of
freedom ~n in a nontrivial way. As ~n becomes −~n under T operation, any nonzero expectation
value of ~n breaks T . When ~n is disordered, we can integral out the fermion and obtain the effective
theory of ~n,
L = 1
g
(∂ρ~n)
2 +
ipi
Ω2
ijkµνni∂µn
j∂νn
k (6.5)
Ωd refers to the volume of Sd. The theory we obtain is the O(3) NLσM with a topological theta
term for Θ = pi, which is equivalent to a critical spin 1/2 AF Heisenberg chain described by SU(2)1
CFT. The theory is invariant under the T symmetry we defined in Eq.(6.4).
Till now, we had coupled the first 4 copies of the helical Majorana modes with an ~n vector and
the effective theory for ~n inherited from the fermion mode is a critical spin 1/2 Heisenberg chain.
The rest 4 copies of the helical mode can be coupled to another ~n′ in the same way as Eq.(6.4)
which give rise to another O(3) NLσM with a topological theta term for Θ = pi. The eight helical
Majorana modes are therefore turned into two copies of spin 1/2 Heisenberg chain described by
SU(2)1 CFT.
The two SU(2)1 CFT can be fused into a gapped Haldane phase via marginal interaction
as,[272]
L = 1
g
[(∂ρ~n)
2 + (∂ρ~n
′)2] +
ipi
Ω2
ijkµνni∂µn
j∂νn
k +
ipi
Ω2
ijkµνn′i∂µn′j∂νn′k + α ~n · ~n′ (6.6)
When α is positive, the ferromagnetic interaction between two critical Heisenberg chain drives the
theory into the Haldane phase, which is an SPT phase protected by T symmetry defined in Eq.(6.4).
As the interaction is marginal, we only need small interaction compared to the superconducting gap
in the stripe so the stripe superconducting state is not affected. Finally, the eight helical Majorana
modes in the nodal line are mapped into a Haldane chain[272, 273, 274] describe by NLσM with a
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Θ = 2pi theta term,
L = 1
g
(∂ρ~n)
2 +
i2pi
Ω2
ijkµνni∂µn
j∂νn
k (6.7)
The Haldane chain carries a free spin 1/2 zero mode on the boundary which is protected by T .
Based on the NLσM description of the Haldane chain, the boundary of the (1 + 1)d NLσM in
Eq.(6.7) is a domain wall between Θ = 2pi to Θ = 0. The edge therefore contains an O(3) Wess-
Zumino-Witten term at level one, with a two-fold degenerate ground state. We can represent the
free spin 1/2 on the edge of the Haldane chain in terms of the CP 1 representation as ~n = z†~σz. z
is a complex spinor field z = (z1, z2)
T and T operator act on the spinor field as T : z → Kiσ2z.
Therefore, the T symmetry acts projectively on the spinor z.
The above construction decorates the nodal line with 1d SPT state, as is illustrated in Fig. 6.1.
Figure 6.1: The stripe configuration of PDW. The pairing field in the white/blue stripes has
opposite sign. The red line is the nodal line which contains a Haldane chain. The green dot is the
free spin 1/2 edge state of the Haldane chain.
The PDW phase is therefore a weak SPT phase protected by both T and discrete translation
symmetry in y direction. The nodal line of the PDW order contains a Haldane chain as a 1d
SPT phase protected by T . Even the PDW state we start with is a fermonic theory, when the SC
amplitude ∆ and the O(3) vector magnitude is large enough, there would be an absence of fermonic
excitation at low energy spectrum so the effective theory at low energy is bosonic.
The discrete translation symmetry prevents two Haldane chain dimerizing into a spin 2 chain
which is trivial under T . Each end point of the nodal line contains a spin 1/2 degree of freedom
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from the Haldane chain so the boundary along y direction consists of an interacting spin 1/2 chain.
According to Lieb-Schultz-Mattis theorem[275, 276], the GS of the spin 1/2 chain shall either be
gapless or symmetry breaking (breaks T or translation).
Here and after, we would demonstrate that, after melting the superconducting stripe, there oc-
curs a phase transition from the PDW phase to a uniform superconducting state, which meanwhile
transmutes the weak SPT to a strong SPT state in 2d.
Melting the stripe superconducting configuration restores both translation and rotation sym-
metry. The melting procedure can be fulfilled by dislocation and disclination proliferation. The
dislocation disorders the stripe configuration to restore the continuous translation symmetry while
the disclination bends the straight nodal lines into an arbitrary crooked configuration. The stripe
melting[231, 255, 277, 278] driven by dislocation and disclination condensation would meanwhile
condense the nodal loop. We assume there is some thermal or quantum fluctuation which effectively
generates positive interaction between disclination/dislocations and therefore triggers a tendency
to condense them. During the condensation, the origin Goldstone mode(φ) in the stripe phase
associated with the translation symmetry broken is gapped by the vortex tunneling term cos(nφ).
The coherence of the condensed dislocations and disclinations generates a coherent state of all types
of nodal loop configurations. Meanwhile, since the nodal line separates the positive and negative
pairing amplitude, the nodal line must be closed in the bulk. If the nodal line has an end point
in the bulk, there must be a half vortex of the pairing field associate with it. We focus on the
situation where the system is vortex free so all the nodal line must form a close-loop configuration.
After we proliferate and condense the nodal loops, the rotation symmetry of the pairing field
is restored and one obtains a uniform phase. The ground state(GS) of the uniform phase can be
written in terms of the superposition of all close nodal loop configurations decorated with Haldane
chains.
As each nodal line carries a Haldane chain, the GS wave function is a saturation of Haldane loop
which separates the positive and negative pairing field. Let us assign the positive/negative pairing
amplitude as a Z2 variable and label it with n4 so ∆ = O1 = n4. In the PDW phase, n4 = cos(Qr)
breaks Z2 symmetry and forms a stripe configuration. When the nodal loop condensed, the Ising
scalar n4 is then disordered and spatial symmetry is restored. The phase transition of such stripe
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Figure 6.2: The GS wave function after nodal loop condensation. The system is saturated with
all close nodal loops(red line) which carries a Haldane chain. The nodal loop separates posi-
tive/negative amplitude of the pairing field. The blue dots on the boundary are the free spin 1/2
edge states of the Haldane chain.
order to disorder phase can be captured as,
L = κ(∂µn4)2 + α(n4 − n¯4)2 + β(n4)4 +
3∑
a=1
1
g
(∂µna)
2 +
i2pi
Ω3
ijklµνρni∂µn
j∂νn
k∂ρn
l
n¯4 = cos(Qr) (6.8)
The total degree of freedom we have is the Z2 Ising variable n4 between the nodal line and the O(3)
vector ~n which comes from the NLσM on the nodal line. The first three terms in Eq.(6.8) are the
common Landau-Ginzburg type theory for the phase transition. The fourth term is the fluctuation
of the O(3) vector decorated on the nodal line. The last term is a topological theta term which
captures the exotic physics during the transition. When the Z2 Ising variable n4 is ordered into
stripe configuration, each nodal line ∂yn4 as a domain wall of the Ising variable carries a Haldane
chain which could be described as a O(3) NLσM with theta term 2pi
Ω2
ijkµνni∂µn
j∂νn
k. The last
term in Eq.(6.8) exactly captures the bound state between a Z2 domain wall and the (1+1)d theta
term. When α < 0, the n4 scalar is disordered, the boson variable becomes O(3) × Z2 ∼ O(4),
and the theory becomes the (2 + 1)d O(4) NLσM with Θ = 2pi. This is known as an SPT phase
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protected by T × Z2,
T : n1,2,3 → −n1,2,3; Z2 : n1,2,3,4 → −n1,2,3,4 (6.9)
T acts on the O(3) vector on the nodal line and Z2 symmetry enforces the n4 Ising variable to be
disordered so the nodal loops saturate and condense. The boson SPT phase with T ×Z2 protection
has (Z2)
2 classification, which contains two root states (with different symmetry transformation
assignment) and each has a Z2 classification[247, 279]. Here since we uniquely assign the symmetry
action, in disordered phase the classification of Eq.(6.8) is Z2.
Here we emphasize that even the system we start with is fermionic, the finally SPT phase is
a bosonic theory whose low energy effective theory can be absent from fermion excitations. This
conclusion is based on the fact that the O(4) vector magnitude which served as the mass of the
fermion system is large enough so the fermion excitation is suppressed at low energy. In addition,
one can also confine the fermonic degree of freedom by coupling the theory with a Z2 gauge
field[249, 261]. The vison flux of the Z2 gauge field would trap 16 majorana zero modes which can
be gapped out without breaking the Z2 and T symmetry. Consequently, vison condensation would
lead to a fully gapped nondegenerate bosonic state.
The effective theory we wrote in Eq.(6.8) can also be verified in a microscopic way from the
fermion side. We first take 4 out of the 8 superconducting Dirac cones and couple them with an
O(3) vector[249, 261, 265, 280],
H = χTk (i∂xσ
1000 + i∂yσ
3000 +O1σ
2300 +O2σ
2100 + n1σ
2212 + n2σ
2220 + n3σ
2232)χ−k
T : χ→ Kσ2200χ, Z2 : χ→ σ0100χ (6.10)
The first line illustrates the four copies of superconducting Dirac cone as Eq.(6.2), the second
line is the coupling between different copies of fermion via O(3) vector ~n. The imaginary part of
the pairing O2 is taken to be zero by gauge choice so the pairing field is a real scalar field which
can be regarded as an Ising variable O1. The domain wall of O1 contains four helical Majorana
modes coupling with ~n as Eq. 6.4.
The stripe melting and condensation of the nodal loops restored the translation(also rotation)
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symmetry and thus gapped the goldstone mode with respect to translation symmetry broken. The
Ising variable O1 is therefore disordered. Label O1 as n4, the four copies of Dirac cone now couples
with an O(4) vector. When the O(4) vector is disordered, T ×Z2 symmetry is preserved. Integrating
out the fermion give rise to a critical O(4) NLσM with a theta term at Θ = pi.
The rest 4 copies of the superconducting Dirac cones can be manipulated in the same way
which gives rise to another critical Θ = pi O(4) NLσM. We can then fuse the two Θ = pi theory
into Θ = 2pi theory via ferromagnetic interaction between two O(4) vector,
L = 1
g
[(∂ρ~n)
2 + (∂ρ~n
′)2] +
ipi
Ω3
ijklµνρni∂µn
j∂νn
k∂ρn
l +
ipi
Ω3
ijklµνρn′i∂µn′j∂νn′k∂ρn′l + α ~n · ~n′
(6.11)
Which finally drives the phase into a gapped SPT phase protected by T ×Z2 symmetry. (Here we
point out that although we choose a specific gauge so the pairing field ∆ = O1 is real, the phase
fluctuation of the superconducting field would result in small fluctuation of O2. However, as long
as the ferromagnetic interaction between two O(4) vector is turned on, the theory is always in the
gapped SPT phase even in the presence of small O2. This would be demonstrated in the appendix.)
L = 1
g
(∂ρ~n)
2 +
i2pi
Ω3
ijklµνρni∂µn
j∂νn
k∂ρn
l
T : n1,2,3 → −n1,2,3; Z2 : n1,2,3,4 → −n1,2,3,4 (6.12)
The edge state of this Θ = 2pi O(4) NLσM is the O(4) Wess-Zumino-Witten theory at level one
which is gapless. The GS wave function of this NLσM can be written in terms of the partition
function of an O(4) Wess-Zumino-Witten model[248].
|GS〉 =
∫
D[~n]ei
2pi
Ω3
∫
dx2
∫ 1
0 du
ijklµνρni∂µnj∂νnk∂ρnl |~n〉 (6.13)
The wavefunction is a superposition of all possible configuration of ~n, each configuration has a
coefficient in terms of the Wess-Zumino-Witten term. If we further break the O(4) variable to Z2,
the wave function is equivalent to the Levin-Gu model[262].
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6.2.2 Membrane condensation in 3+1D
In the previous section, we studied the PDW melting transition which connects a weak to strong
SPT state in 2d. Such idea can be easily generalized into other dimensions. In 3d, we start with
Weyl fermions and turn on s-wave pairing ∆ = Ψ†↑Ψ
†
↓ − Ψ†↓Ψ†↑ to gap out the Weyl cone. The
Hamiltonian of superconducting Weyl fermion can be written in Majorana basis as,
H = χTk (i∂xσ
30 + i∂yσ
10 + i∂zσ
22 +O1σ
21 +O2σ
23)χ−k
T = Kiσ21, ∆ = O1 + iO2 (6.14)
The time reversal operator T we defined here is different from the usual one. The imaginary part
of the pairing field O2 is zero, by gauge choice. Imagine the superconducting state has a PDW
order where the amplitude of the pairing field modulates along z direction as ∆ = O1 = cos(Qz).
The superconductivity then forms a slab configuration along z and Qz = (n + 1/2)pi is the nodal
plane which separates the positive and negative slab of the pairing field. In the nodal plane, the
pairing strength is zero so the nodal plane contains a gapless Majorana cone,
H = χTk (i∂xσ
3 + i∂yσ
1)χ−k (6.15)
The only fermion bilinear mass χTσ2χ for the Majorana cone is associate with the imaginary part
of the pairing field in the bulk, which is expected to be zero at the nodal plane.
Now we take 16 copies of such superconducting Weyl fermion with pair density wave order,
each nodal plane then contains 16 Majorana cones.
We first take 8 out of 16 Majorana cones and couple them to an O(4) vector in the same way
as Eq.(6.10),
H = χTk (i∂xσ
1000 + i∂yσ
3000 + n4σ
2100
+ n1σ
2212 + n2σ
2220 + n3σ
2232)χ−k
Z2 : χ→ σ0300χ, ~n→ −~n (6.16)
The O(4) vector ~n change sign under the Z2 symmetry we defined. When ~n is disordered, the
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Figure 6.3: The slab configuration of PDW. the green/while slab contains pairing strength with
positive/negative sign. The nodal plane(blue) contains a 2d SPT state.
theory is Z2 invariant. Integrating out the fermions, the nodal plane then becomes a critical O(4)
NLσM with Θ = pi.
The rest 8 Majorana cones couple to another O(4) vector in the same way as Eq.(6.16), we
eventually obtain two copies of the critical O(4) NLσM with Θ = pi. Couple the two critical theory
of ~n through the ferromagnetic inter-copy interaction in the same way as we did in Eq. 6.11, the
system goes into a gapped phase described by O(4) NLσM with topological theta term at Θ = 2pi.
L = 1
g
(∂µna)
2 +
i2pi
Ω3
ijklµνρni∂µn
j∂νn
k∂ρn
l
Z2 : ~n→ −~n (6.17)
This effective theory describes a 2d SPT state protected by Z2 symmetry[247, 249]. Till now we
had figured out that interaction can drive the 16 Majorana cones on the nodal plane into a gapped
2d boson SPT phase protected by Z2 symmetry. In the PDW phase, a 2d boson SPT state living
on the nodal plane stacks along the z direction as Fig. 6.3, which accordingly forms a weak SPT
phase in 3d protected by Z2 and discrete translation symmetry in z direction.
Restoring the spatial symmetry of the PDW order would meanwhile drive the weak SPT to
a strong SPT state. To demonstrate, first we melt the superconducting slabs. The melting pro-
131
cedure can be realized by dislocation and disclination proliferation, which bends the nodal plane
into arbitrary close membrane configuration. The condensation of nodal membrane restores the
rotation/translation symmetry. After slab melting, the GS wave function of the isotropic phase
can be written in terms of the superposition of all possible close membrane configurations. If we
relabel O1 = n5 as an Z2 variable, the nodal membrane condensation procedure is captured by the
Z2 order-disorder transition with a topological theta term,
L = κ(∂µn5)2 + α(n5 − n¯5)2 + β(n5)4 +
4∑
a=1
1
g
(∂µna)
2 +
i2pi
Ω4
ijklmµνρλni∂µn
j∂νn
k∂ρn
l∂λn
m
n¯5 = cos(Qz) (6.18)
The first three terms are the Ginzburg-Landau theory of an Ising transition, the fourth term
characterizes the fluctuation of the O(4) vector (n1, n2, n3, n4). The last term indicates the domain
wall of n5 is bound to a topological Θ term in 2d, as a signature of the 2d SPT state decorated
in the nodal plane. When n5 has stripe order, the nodal plane together with the 2d SPT situates
along z direction and simultaneously forms a weak SPT in 3d.
At the disordered phase of n5, (n1, n2, n3, n4, n5) together forms an O(5) vector. The effective
theory is just the O(5) NLσM with Θ = 2pi topological theta term. This model is known as a
boson SPT phase in 3d protected by Z2×T [247, 249]. The symmetry operator acting on the O(5)
vector is,
T : n5 → −n5; Z2 : n1,2,3,4 → −n1,2,3,4 (6.19)
The effective theory in Eq.(6.18) can also be obtained in a microscopic way from the fermion
side. Take 8 out of 16 superconducting Weyl cones and coupled them with an O(4) vector[249],
H = χTk (i∂xσ
30000 + i∂yσ
10000 + i∂zσ
22000 +O1σ
21000 + n1σ
23212
+ n2σ
23220 + n3σ
23232 + n4σ
23100)χ−k
T : χ→ Kiσ21000χ, n5 → −n5 Z2 : χ→ σ00300χ, n1,2,3,4 → −n1,2,3,4 (6.20)
O1 is the real part of the pairing field(the imaginary part of the paring is zero by gauge choice).
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After nodal membrane condensation, the PDW becomes disordered(〈χTkσ21000χ−k〉 = 0), the T ×Z2
symmetry we defined in Eq.(E.1) is therefore restored. Further label O1 as n5 and integrating out
the fermion gives the critical O(5) NLσM with Θ = pi, which is a gapless boson theory.
Couple the rest 8 superconducting Weyl cones with another O(4) vector in the same way and
follow the same manipulation subsequently, we obtain another critical O(5) NLσM with Θ = pi.
Take the two copies of gapless O(5) NLσM with Θ = pi and turn on ferromagnetic inter-copy
interaction as we did in Eq. 6.11, the system becomes a gapped phase described by O(5) NLσM
with Θ = 2pi. (Here we point out that although we choose a specific gauge so the pairing field
∆ = O1 is real. As long as the ferromagnetic interaction between two O(5) vector is turned on,
the theory is always in the gapped SPT phase even in the presence of small O2 fluctuation. This
would be demonstrated in the appendix.)
L =
5∑
a=1
1
g
(∂µna)
2 +
i2pi
Ω4
ijklmµνρλni∂µn
j∂νn
k∂ρn
l∂λn
m
T : n5 → −n5; Z2 : n1,2,3,4 → −n1,2,3,4 (6.21)
This theory is a 3d SPT phase protected by Z2 × T symmetry. As we had emphasized in the
last section, although the starting point of out model is a fermonic system, once the O(5) vector
magnitude is large enough, the low energy spectrum is absent from fermion excitations and we can
therefore view the effective theory as a bosonic one a low energy.
In general, the 3d Z2 × T boson SPT state has Z32 classification, which contains three root
state with respect to different symmetry assignment and each root state has Z2 class. Here we
had specified the symmetry assignment so the classification is Z2. The gapless surface state of this
SPT phase is described by an O(5) Wess-Zumino-Witten model[260, 281]. If we further break the
O(5) vector on the surface to U(1) × U(1) or Z2 × Z2, the surface can be gapped and exhibit Z2
topological order[185, 282].
In summary, in this section we start from 3d PDW phase whose nodal plane contains a 2d SPT
state. Melting the nodal plane leads a transition from weak to strong SPT state in 3d. The strong
SPT phase can be described by O(5) NLσM with Θ = 2pi. Such PDW melting construction for
weak-strong SPT transition can be extended in other dimensions following the similar strategy.
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The strong SPT state we obtained via PDW melting is very similar to the decorated domain
wall construction studied by several pioneers[264, 266, 267, 268, 269, 270]. In our work, the domain
wall is the nodal line(plane) of the PDW and the Ising variable is the positive/negative amplitude
of the pairing field. As the PDW nodal line(plane) carries some gapless fermion mode, we can turn
on interaction to drive the gapless fermion state into a gapped boson SPT state. In this way, the
SPT state embellished on the domain wall appears in a nature way. This decorated defect picture
can be extended to a large class of SPT states, some of which are beyond group cohomology
classification[266, 269, 270]. In our PDW melting transition, the change of ”topology” and the
restoration of spatial symmetry appears at the same time as the PDW nodal line(plane) which
breaks the continuous translation symmetry is embedded with O(n) NLσM with a topological Θ
term. The condensation of the nodal line restore the spatial symmetry and meanwhile generates a
topological Θ term from the emergent O(n+1) vector.
In particular, it was pointed out that the decorated domain wall approach only works when the
SPT state living on the domain wall satisfied the non-double-stacking condition (NDSC)[267, 283],
otherwise one can always stacking a different counterpart to gap the boundary without degeneracy.
Therefore, our stripe melting approach for weak-strong SPT phase transition is not general and is
limited to the boson SPT states within the topological Θ term scheme[266]. In addition, even the
strong SPT state does not require discrete translation symmetry protection, it demands additional
Z2 or T symmetry compared to the weak SPT phase in the stripe phase. The additional symmetry
is essential as it ensures the Z2 variable between the nodal line(plane) is disordered so the nodal
line(plane) is condensed at the strong SPT phase. Accordingly, our strong SPT phase after stripe
melting is protected by an enlarged (internal)symmetry which ensures the domain wall proliferation.
6.3 Line defect condensation in nematic paramagnetic
Besides the stripe melting of PDW in Dirac fermions, here we propose another feasible realization
on the phase transition from weak to strong SPT state in frustrated spin systems. Our starting
point is a spin nematic paramagnetic state whose line defect contains a 1d SPT chain. When the
line defects align in parallel into stripe configuration, the system as a 2d weak SPT state contains
alignment of 1d SPT chain. Once the line defects proliferate and condense, the effective theory is
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akin to a strong 2d SPT phase.
We first start from a spin 1 nematic paramagnetic state on square lattice studied by a series of
theoretical and numerical papers, [284, 285].
H = J1
∑
〈ij〉
~Si~Sj + J2
∑
〈〈ij〉〉
~Si~Sj + ... (6.22)
The spin has antiferromagnetic interaction between nearest and next nearest sites. When J1/J2 is
in the intermediate regime, some numerical evidence and theoretical prediction [284, 285] argue that
there exist a nematic paramagnetic phase which breaks spatial C4 symmetry to C2. To verified
this prediction, Wang et.al.[284] raised an exactly solvable Hamiltonian for the spin 1 nematic
paramagnetic state on square lattice,
H =
∑
ijk
P3(~Si + ~Sj + ~Sk)
P3(S) =
1
720
S2(S2 − 2)(S2 − 6) (6.23)
The Hamiltonian is the sum of all projection operators and P3 projects three spins onto S = 3.
The three spins ijk live on the all elementary triangles where ij and jk are the NN bond and ki
are the NNN bond. The GS of each triangle shall contain at least one singlet bond to minimized
the energy. The GS of such Hamiltonian is an alignment of the AKLT chain[284, 286] along either
x or y direction (or x + y, x − y direction) as illustrated in Fig. 8.4. The GS has a bond nematic
order which breaks C4 rotation. The nematic order parameter can be written as a director field
v1, v2,
v1 =
v2x − v2y√
v2x + v
2
y
, v2 =
2vxvy√
v2x + v
2
y
vx = ~Sx,y ~Sx+1,y − ~Sx,y ~Sx−1,y
vy = ~Sx,y ~Sx,y+1 − ~Sx,y ~Sx,y−1 (6.24)
The line defect of the nematic order, as the domain wall of v1, consists a spin 1/2 chain with
AF interaction. The line defect then carries a critical Heisenberg chain described by SU(2)1 CFT
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illustrated in Fig. 8.4.
Figure 6.4: line defect of nematic paramagnetic state. Left and right side refers to opposite bond
nematic order v1. The red bond are the spin singlet bond in the AKLT chain. The line defect in
the center carries a spin 1/2 chain.
Imagine we have two copies of such bond nematic paramagnetic state, the line defect contains
two copies of critical spin 1/2 Heisenberg chain. Turn on a weak Ferromagnetic interaction between
the two copy, the two SU(2)1 CFT in the defect line can therefore be gapped and transmute into
a spin 1 Haldane chain. Consequently, for two copies of such nematic paramagnetic phase, the line
defect which separates opposite nematic order v1 carries a 1d SPT state protected by T . When
the bond nematic variable has stripe order v1 = |v1|cos(Qy), the defect line together with Haldane
chain situates uniformly along y direction and therefore produce a weak SPT phase in 2d. Here
we need to mentioned that when the line defect has a snake configuration going along the corners,
the spins on defect line would also encounter with NNN antiferromagnetic interaction which have a
tendency for dimerization. However, as long as the intercopy interaction is appropriate and strong
enough, one can always drive the spins on the defect line into the Haldane phase[272].
Take the positive and negative value of v1 as a Z2 variable, once we proliferate the line defect
and condense them, the defect line saturates in space and the Z2 symmetry is therefore restored.
The GS wave function then becomes a superposition of close defect loop configurations decorated
with a 1d SPT. This defect line condensation procedure in a nematic paramagnetic state is akin
to the nodal line condensation in PDW we discussed in previous sections. At this stage, we obtain
a strong SPT phase protected by T × Z2 symmetry whose effective theory is the same as the
condensed nodal line phase we explained in Eq.(6.10).
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6.4 Abrikosov lattice melting
In our previous discussion, we trigger the transition from weak to strong SPT by decorated domain
wall condensation. Beyond the domain wall defect, one can also start from other defects like vortex
or skyrmion embellished with an SPT state in the corresponded dimension. The condensation of
vortex/skyrmion simultaneously drives the phase into a strong SPT state.
In this section, we demonstrate another way to realize weak-strong SPT transition by vortex
condensation. We start from 1d SPT states decorated in the Abrikosov lattice. By vortex conden-
sation and Abrikosov lattice melting, the weak SPT phase, originate from the 1d SPT chain hosted
in the vortex lattice, transmute into a strong SPT state in 3d.
We first start with two Weyl cones with opposite chirality and turn on the s-wave intra-cone
pairing, the effective theory is
H = χTk (i∂xσ
103 + i∂yσ
303 + i∂zσ
223 +O1σ
210 +O2σ
230)χ−k
∆ = O1 + iO2, Z2 : χ→ σ020χ (6.25)
The vortex line of the s-wave superconductor traps a gapless Majorana helical mode. Now
imagine the superconductor is in the Abrikosov phase, where the vortex line of ∆ = O1 + iO2 is
pinned periodically along x, y direction and accordingly forms an Abrikosov vortex lattice[287]. At
each vortex line along z direction, there is a helical Majorana mode.
Now we duplicate 8 copies of such system. The 8 copies of helical Majorana modes inside the
vortex line can be turned into Haldane chain as section 6.2.1. Thus, with 8 copies of superconducting
Weyl cone pair in the Abrikosov phase, each vortex line of the vortex lattice carries a Haldane chain.
The Abrikosov phase therefore forms a weak 3d SPT state protected by T and discrete translation
symmetry in x− y plane. Once we melt the Abrikosov lattice by proliferation and condensation of
the superconducting vortex, the system concurrently undergoes a transition from weak to strong
SPT state.
As the vortex line carries Haldane chain described by an O(3) topological Θ term, the vortex
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current Jvµν shall minimal couple with the O(3) theta term as,
JvµνBµν ∼
i2pi
Ω4
abcµνρλO1∂µO
2∂νn
a∂ρn
b∂λn
c + ....
Jvµν = 
ijµνρλ∂ρOi∂λOj , Bµν =
2pi
Ω2
abcna∂µnb∂νnc (6.26)
~n is the O(3) vector degree of freedom coming from the Haldane chain in the vortex line. Bµν is a
two form gauge field associated with the O(3) Θ term.
When vortex condenses, the U(1) symmetry is restored. The O(5) boson field (emerged from
O(3) × U(1)) is described by the O(5) NLσM as Eq.(8.24). The effective theory after vortex
condensation can also be verified by the microscopic fermion model we start with in Eq. 6.25.
We have in total 8 copies of the superconducting Weyl cone pair, take 4 of them to couple to
an O(3) vector.
H = χTk (i∂xσ
10300 + i∂yσ
30300 + i∂zσ
22300 +O1σ
21000 +O2σ
23000
+ n1σ
02110 + n2σ
02130 + n3σ
02122)χ−k
T : χ→ Kiσ02100χ, n1,2,3 → −n1,2,3, Z2 : χ→ σ02000χ,Oi → −Oi (6.27)
When vortex condenses, the Z2 × T symmetry is restored. Integrating out the fermion gives a
critical O(5) NLσM with Θ = pi. The rest 4 copies are treated similarly which gives another critical
O(5) NLσM with Θ = pi. These two critical boson theory can be merged into a gapped boson SPT
phase in the same way as section 6.2.2. Label O1, O2 as n4, n5, we finally have the effective theory
as,
L =
5∑
a=1
1
g
(∂µna)
2 +
i2pi
Ω4
ijklmµνρλni∂µn
j∂νn
k∂ρn
l∂λn
m
T : n1,2,3 → −n1,2,3; Z2 : n4,5 → −n4,5 (6.28)
This is another root state of T ×Z2 SPT phase[247] with different symmetry assignment compared
to Eq.(8.24). The Abrikosov lattice melting procedure drives the theory from weak to strong SPT
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state via the proliferation of vortex line embellished by lower dimension SPT state. These decorated
defect approach also shed light on the relation between boson SPT phases in different dimensions.
6.5 Slab melting, a connection between 2d to 3d topological
ordered after gauging the symmetry
In the previous discussion, it turns out that a strong SPT state can be obtained by condensation
of domain wall(or vortex) decorated with lower dimension SPT phase. The decorated domain wall
picture reveals the connection between SPT state in different dimensions at interacting level. Then,
it is natural to ask does such decorated domain wall picture also applies for true topological matter
with intrinsic topological order? In this paragraph, we would try to make a connection between
topological order in different dimension by gauging the symmetry and melting the slab.
In section 6.2.2, we studied the phase transition between 3d weak and strong SPT phase. In the
weak SPT side, the system is composed of a series of layers as domain walls separating different Z2
variables in the slab. The domain wall itself contains a 2d SPT state. Such 2d SPT state, described
by O(4) NLσM, can also be protected by the Za2 × Zb2 symmetry[247].
L =
4∑
a=1
1
g
(∂µna)
2 +
i2pi
Ω3
ijklµνρni∂µn
j∂νn
k∂ρn
l
Za2 : n1,2 → −n1,2, Zb2 : n3,4 → −n3,4, (6.29)
If we couple the O(4) vector to the Za2 ×Zb2 gauge field[262, 263], the vison excitation of the gauge
field would display nontrivial braiding statistics. Imagine we develop a pair of visons(pi flux) of Za2
and Zb2, each vision is bind with a half vortex of (n1, n2)(or (n3, n4)). The braiding between two
vison excitations can be calculated via the braiding of the pi vortex of (n1, n2) and the pi vortex of
(n3, n4). The Θ term in Eq.(6.29) indicates the braiding between these two vortices give rise to a
phase of pi/2.
Now we go back to the 3d system. When we are in the weak SPT phase, the system consists
layers of the 2d SPT state along z direction. When we gauge the Za2 × Zb2 symmetry, each nodal
plane exhibits 2d topological order. However, the vison loop of Za2 (or Z
b
2), bound with a half vortex
139
loop of (n1, n2)(or (n3, n4)), is contractible so there is no nontrivial loop statistics in 3d[262].
After we melt the slab and restore the Z2 symmetry of n5, the theory is a 3d SPT state protected
by Za2 × Zb2 × Zc2 symmetry,
L =
5∑
a=1
1
g
(∂µna)
2 +
i2pi
Ω4
ijklmµνρλni∂µn
j∂νn
k∂ρn
l∂λn
m
Za2 : n1,2 → −n1,2, Zb2 : n3,4 → −n3,4, Zc2 : n4,5 → −n4,5 (6.30)
As we gauge the Za2 ×Zb2×Zc2 symmetry, each vison of the Z2 gauge is bind with a half vortex and
the Θ term in Eq.(6.30) indicates the three loop braiding procedure[229, 230, 263]. Namely, when
we braiding the vison loop Za2 with the vison loop Z
b
2, both penetrated by the vison loop Z
c
2, there
accumulate a Berry phase of pi/2 as a signature of 3d topological order.
This method provides us a new insight to connect the topological order in different dimension.
As one obtains topological order after gauging the symmetry of an SPT state, we expect the 3d
topological order[229, 230] with nontrivial three loop statistics(or loop-particle statistics) can be
obtained via condensation of domain wall decorated with a 2d topological order.
6.6 WZW theory as a deconfined quantum criticality
The phase transition from a boson SPT state to a trivial state is always beyond Ginzburg-Landau-
Wilson(LGW) paradigm. Just as the 2d boson SPT state in Eq.(6.12), described by the O(4)
NLσM with topological theta term at Θ = 2pi, has the same symmetry as the trivial O(4) disordered
phase where Θ = 0. The critical theory connecting the SPT phase with Θ = 2pi to a trivial phase
with Θ = 0 involves a critical theory of NLσM with O(5) Wess-Zumino-Witten term[260, 288].
Meanwhile, the NLσM in 2d with O(5) Wess-Zumino-Witten term can also appear as the deconfined
quantum critical point which connects the two phases with different symmetry breaking.
To map these phenomenons in one unified diagram, we treat the NLσM with O(5) Wess-Zumino-
Witten term as a multicritical point in Fig. 6.5.
When we go from the bottom to top point, there happens a phase transition from the SPT
phase(Θ = 2pi) to a trivial phase(Θ = 0) illustrated in the blue line in Fig.6.5. The center purple
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Figure 6.5: phase diagram
dot is the transition criticality represented by a NLσM with O(5) Wess-Zumino-Witten term.
Meanwhile, if we go from the left to right point(illustrated in the green line in Fig.6.5), there
happens a transition between two phases with different symmetry breaking[187, 289, 290, 291].
Based on the 2d PDW system we discussed in section 6.2.1, the total symmetry we have is O(3)×
O(2). O(3) degree of freedom comes from the Haldane chain we embellished in the nodal lines,
while O(2) is the real and imaginary part of the superconducting pairing field. In the PDW
phase(illustrated as the green dot in Fig.6.5), the charge U(1) symmetry is broken. The green line
in Fig.6.5 shows a transition from the O(3) spin rotation symmetry breaking state(e.g. AF order)
to a PDW superconducting state, whose criticality is also described the O(5) Wess-Zumino-Witten
term.
The PDW phase itself is also a weak SPT phase as it contains alignment of nodal line decorated
with Haldane chain. After we melt the stripe and condense the nodal lines, the Z2 symmetry is
restored and we go into the strong SPT phase(Θ = 2pi) illustrated in the bottom red dot. The
red line in Fig.6.5 displays the transition from weak to strong SPT phase. This phase transition
is within the conventional LGW type which connects a symmetry broken state to an isotropic
state. The isotropic state can be obtained via condensation of line defects(e.g nodal loop) hosting
a topological Θ term in lower dimension, which therefore induce an SPT phase.
As a result, we had consistently unified three types of novel phase transition in a simple diagram.
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Chapter 7
Geometry defect in SPT states
7.1 When geometry meets topology
1 Throughout the past few years, much effort had been made on classification and realization
of symmetry protected topological phases (SPT)[182, 184, 186, 247, 262]. Even the SPT states
themselves are short range entangled, the surface state of SPT phase can exhibit topological order
in an anomalous way[183, 185, 229, 230, 247, 248, 249, 264, 282, 292, 293, 294]. In addition, despite
lack of anyonic quasiparticle excitation in SPT phase, once we gauge the symmetry, the gauge flux
contains nontrivial braiding statistics and symmetry gauging procedure provides a straightforward
way to bridge SPT and topological order[248, 262, 263, 295].
The blossom of SPT states provides a rich platform to study the interplay between geome-
try and topological degree of freedom. In 2D Chern insulator coupled to gravity, there exists a
gravitational Chern-Simons response as a consequence of thermal Hall conductance[192, 193, 195,
198, 200, 296, 297]; in 3D time reversal invariant topological insulator/superconductor coupled to
gravity, one expects a gravitational θ term as a signature of Gravitational Witten effect and Grav-
itoelectromagnetism [188, 189, 189]. Beyond these exotic gravitational responses, lattice defects
in some topological lattice models contain non-abelian braiding statistics and therefore change
the topological nature of the system.[229, 298, 299, 300, 301] In topological Crystalline insula-
tors/superconductors, lattice defect can carries Majorana zero mode, which propose a new way to
create and manipulate the Majorana fermions.[222, 255, 278, 299, 302, 303, 304].
In this Chapter, we intend to step forward the study on the intertwined phenomenon between
geometry defect and topological matter. First, we start from eight copies of time-reversal(T ) in-
1This chapter is based on a previous publication: Phys. Rev. B 93, 245135 (2016) by Yizhi You, Yi-Zhuang You.
The copyright owner has provided permission to reprint.
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variant topological superconductor(TSC)[185, 282] in 3D on a crystalline lattice. By lattice melting
and disclination condensation, one can restore the translation/rotation symmetry and meanwhile
system undergoes a crystalline-liquid transition[255, 278]. As the fermions view the disclinations
as a pi flux of the spin connection[261], the proliferation of disclinations would therefore confine the
fermion degree of freedom. Consequently, disclination condensation drives the crystalline lattice
into a boson isotropic Topological Liquid Crystal(TLC). The bulk of such boson isotropic liquid
crystal is short range entangled, but the surface can exhibit novel surface topological order(STO)
and the translational/rotation symmetry plays an important role.
In addition to the surface topological order via lattice melting, the interplay between geom-
etry defect and STO in T invariant TSC provide a new way to identified the Z16[185, 264, 282]
classification scheme. As is illustrated in several pioneer works[188, 189], the gravitational axion
term alone is only invariant mod 2pi and the gravitational response is not enough to distinguish
the Z16 classification of interacting TSC. We would show in the rest of the paper that the braiding
statistics of the geometry defects (e.g. dislocation, disclination) on the surface can identify the 16
fold way of 3D T invariant TSC.
Motivated by the exotic properties of geometry defects at the surface of Topological Liquid
Crystal(TLC), we also investigate the topological characterization of dislocations in 2D boson SPT
phase. The associate boson SPT state is described by the O(4) non-linear σ-model(NLσM) with
topological Θ term for Θ = 2pi[247, 248]. By breaking O(4) symmetry to U(1)×U(1) and dressing
each U(1) rotor with a spiral order, the dislocations manifest mutual semion statistics with the
gauge flux(after gauging the symmetry). We further reduce U(1) × U(1) symmetry to Z2 and
study the stripy modulated Levin-Gu model where dislocation has nontrivial braiding with the Z2
flux[262].
The rest of this paper is organized as follows. In section 7.2, we investigate the field theory
description of the 3D topological liquid crystal(TLC). In section 7.3, we studied the several possible
surface state of TLC. In section 7.4, we study a similar case in 2D boson SPT and explore the
novel property of dislocation in such system.
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7.2 Crystalline-liquid transition from disclination condensation
in 3D TSC
The classification of 3D T invariant topological superconductor(symmetry class DIII) as a low
energy effective theory of 3He superfluid B phase[305] is well studied. In the non-interacting level,
the classification is Z while in the interacting level the classification reduces to Z16[185, 264, 282,
293]. For eight copies of 3D TSC, interaction can drive the system into a boson state where
the fermion degree of freedom is absent in low energy spectrum [184, 247, 248]. The gapped T
symmetric surface of such 3D TSC is known as eTmT state where e and m particle are mutual
semions, each carries a Kramers doublet[185, 264, 282].
In this Chapter, we put the 3D TSC on a crystalline lattice and proliferate the disclina-
tion/dislocation to melt the lattice[255, 278, 306, 307, 308, 309]. As we are mainly interested
in the disclination behavior in boson symmetry protected topological phases, we start with eight
copies of 3D TSC, which is the minimal copy to acquire a boson SPT state from interacting
TSC[247, 248]. During the lattice melting procedure, the lattice degree of freedom, which can be
written in terms of background vielbein becomes dynamical. The translation symmetry is restored
if one proliferates and condenses the dislocation, driving the system into a nematic crystal. Further
restoring the rotation symmetry can be achieved by disclination loop condensation.
The T invariant topological superconductor contains spinful fermions with triplet pairing, whose
low energy effective theory is,
H = Ψ†((k)σz + |∆|σxkiτi)Ψ
Ψ = (ck,↑, ck,↓, c
†
−k,↓,−c†−k,↑) (7.1)
In a Lorentz invariant system whose geometry is torsion free, the coupling between vielbeins
and Dirac fermion is well studied. Since Dirac fermion has diffeomorphism covariance, when we
rotate the frame locally, the Dirac theory Ψ¯γµ∂µΨ is invariant in the flat tangent space. After a
Lorentz transformation, the spinor transforms as Ψ → exp[i θabγab2 ]Ψ. The Dirac theory in curved
space is therefore Ψ¯γµe
µ
ν (∂ν +
i
2ω
ab
ν γ
ab)Ψ. The vielbeins both couple with the torsion tensor and
appear in the spin connection in the covariant derivative. For the topological superconductor,
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similar argument also applies so the disclination field couples with the superconducting fermion in
the same way,
H = Ψ†((k)σz + |∆|σx(ki + ω
ab
i
2
σab)eijτj)Ψ
ωabi = e
νa∇iebν (7.2)
dωab = −dωba is the disclination density in the a-b plane. To simplified the expression, we would
use the notation ω[ab] in our future content where ω[ab] = ωab = −ωba.
Now we restore the rotation symmetry by proliferating the 2pi disclination as in Fig.7.1. After
proliferating and condensing the disclination loops, the rotation symmetry in the bulk is restored
and the fermionic excitations is confined at low energy as fermion acquires pi Berry phase when
going around the disclination loop. In sum, after the condensation of disclination loops in 8 copies
of TSC, we obtained a short range entangled phase. We named such boson state as a topological
liquid crystal(TLC).
Figure 7.1: Disclination Condensation: the red lines are disclination loops. When disclination
proliferates and condenses, the bulk is saturated with close disclination loops. The end points of
disclination line appears on the surface as disclination points, which is illustrated with purple dots.
The disclination loop condensation procedure and the crystalline-liquid transition can be in-
terpreted by the vortex-line condensation theory which is widely used in 3D superfluid-Mott
transitions[187, 310, 311]. Start from the crystalline phase where the rotation symmetry is broken,
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the Goldstone mode of the nematic fluctuation is described by,
L = κ
2
(∂µθ
[ab])2 (7.3)
θ[ab] describes the Goldstone mode of the nematic order in the a-b plane. We made a Hubbard-
Stratonovich transformation to the theory,
L = − 1
2κ
(J [ab]µ )
2 + iJ [ab]µ (∂µθ
[ab],s + ∂µθ
[ab],v) (7.4)
θ[ab],s and θ[ab],v are the smooth and vortex part of the phase. Integrating out the smooth part gives
the constrain J
[ab]
ρ =
1
4pi 
ρνµλ∂νB
[ab]
µλ , Bµλ is a two form antisymmetric gauge field. The effective
action can therefore be written as,
L = i
4pi
νρµλ∂νω
[ab]
ρ B
[ab]
µλ −
hµνλ,[ab]hµνλ,[ab]
48pi2κ
=
1
2
J
dis,[ab]
µλ B
[ab]
µλ −
hµνλ,[ab]hµνλ,[ab]
48pi2κ
J
dis,[ab]
µλ =
i
2pi
µλνρ∂νω
[ab]
ρ =
i
2pi
µλνρ∂ν∂ρθ
[ab]
hµνλ,[ab] = ∂µB
[ab]
νλ + ∂νB
[ab]
λµ + ∂λB
[ab]
µν (7.5)
J
dis,[ab]
µλ is the disclination current. This procedure inherits the boson-vortex duality method in
3+1d[312]. As our disclination couples with the fermion in the TSC as a gravitational field, inte-
grating out the fermion gives rise to a disclination(gravitational) axion term,
µνρλ
1
24pi
∂µω
[ab]
ν ∂ρω
[ab]
λ (7.6)
This axion term can be regarded as the disclination Witten effect in TSC where the monopole con-
figuration of the disclination flux is bound to spin. To reflect this effect, we shall add a topological
Berry phase term[187, 310, 311, 313] for the two form gauge field B which minimal couples with
the disclination current. Consequently, the complete theory of the disclination loop condensation
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is,
L = 1
2
JabµλB
[ab]
µλ −
hµνλ,[ab]hµνλ,[ab]
48pi2κ
− 3
µνρλ
8pi
B[ab]µν B
[ab]
ρλ
∼ κ
′
2
(∂[µΘ
[ab]
λ] +B
[ab]
µλ )
2 − h
µνλ,[ab]hµνλ,[ab]
48pi2κ
− 3
µνρλ
8pi
B[ab]µν B
[ab]
ρλ (7.7)
The dynamics of disclination loop is described by reparametrization invariant Nambu-Goto action.
Once the disclination loop condensed, we arrive at the BF+BB type TQFT[187, 310, 311],
L = −µνρλ 3
8pi
B[ab]µν B
[ab]
ρλ + 
µνρλ 1
4pi
∂µω
[ab]
ν B
[ab]
ρλ (7.8)
B∧B is a topological term of the disclination loop configuration as long as U(1) and T is imposed.
Integrating out B field in Eq.(9.2.2), one can obtain the wave function of the disclination condensed
phase.
|Ψ〉GS ∼
∑
ei
ijk
∫
dx3 1
24pi
ω
[ab]
i ∂jω
[ab]
k |Ψ[ω]〉 (7.9)
Ψ[ω] refers to all possible disclination loop configuration. The phase factor counts the number of
links between two disclination loops and each extra linking contributes a phase factor exp(iNlink2pi6 )
to the wave function in the loop condensed phase. Resultantly, the wave function of the TLC after
disclination condensation can be expressed as a superposition of all possible close disclination loop
configurations. For each specific loop configuration, there is a coefficient exp(iNlink2pi6 ) in the front
which counts the number of linkings between every two loops[248, 295].
As a summary, we start from eight copies of T invariant TSC on a crystalline lattice which
breaks rotation/translation symmetry. By proliferating the disclination loops, we restore the spa-
tial rotation symmetry and meanwhile confine the fermions. The bulk theory we obtain is a
topological liquid crystal(TLC) as a symmetry protected topological phase under T and spatial
rotation symmetry. Such crystalline-liquid phase transition theory is characterized by the vortex
loop condensation mechanism whose effective theory displays the BF+BB type TQFT.
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7.3 Surface theory of TLC
In this section, we devote to the surface state of 8 copies of TSC after disclination condensation.
Even the 3D SPT phase themselves are gapped and short ranged entangled(SRE), the 2D surface
of an SPT can be gapless, symmetry broken, or topological ordered. Different from the topological
order in pure 2+1D, the surface topological order has obstruction where symmetry acts on the
topological quasiparticle in an anomalous way[314]. In section 7.2, we show that loop condensation
drives the bulk into a boson SRE state. However, on the surface, the end point of disclination
loop(which is a disclination point) might have nontrivial braiding statistics which forbids itself
from proliferation.
In this part, we exam several possible surface states of the topological liquid crystal we ob-
tained in section 7.2. We first look into the T broken surface state where the disclination has
anyon statistics. Further, we look into the T symmetric gapped surface state. For even copies of
TSC, one can always gap the surface state by pairing the surface Dirac cone and condense (multi-
ple) superconducting vortices to restore the T symmetry[185]. Several pioneer work[185, 282, 292]
had demonstrated that such vortex condensation can give rise to a rich class of surface topological
order(STO) with obstruction. If we also restore the rotation and translation symmetry by disclina-
tion condensation in such T symmetric surface, the fermion sector would be confined but the other
anyonic excitation remains unaffected. In addition, if we only restore the translation symmetry by
condensation of disclination dipole(which is equivalent to an edge dislocation) on the surface, there
exist exotic intertwined topological structure between the dislocation and quasiparticle.
7.3.1 T broken surface
The surface state of 8 copies of 3D topological superconductor contains 8 Majorana cones,
H = χTi (i∂xσx + i∂yσz)χi
T : χ↑ → χ↓, χ↓ → −χ↑
(7.10)
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Assume we gap out the surface Majorana fermion by adding a mass term which breaks T ,
H = Σ8i=1χ
T
i (i∂xσx + i∂yσz +mσy)χi (7.11)
Couple the theory to the gravitational field and integrating out the Majorana fermion, the effective
theory of the disclination is,
L = 1
24pi
µνρω[xy]µ ∂νω
[xy]
ρ (7.12)
The statistics of the disclination can be verified by the Hopf-term,
L = 1
24pi
µνρω[xy]µ ∂νω
[xy]
ρ
→ pi
6
µνρJdisµ
∂ν
∂2
Jdisρ (7.13)
1
2pi 
µνρ∂νω
[xy]
µ is the disclination current Jdisρ . The disclination has anyon statistics so a single 2pi
disclination cannot condensed at the surface.
7.3.2 T invariant surface
In this part, we investigate the T invariant surface theory of the topological liquid crystal protected
by T and rotation symmetry. To obtain a T invariant gapped surface, we first follow the strategy
raised by Metlitski et al.[185] by developing a superfluid order on the surface to gap the fermion
(which meanwhile breaks T ) and finally restore the T by vortex condensation. To further restore
the spatial symmetry on the surface, we consider 2 possible situations. 1, the disclination on
the 2D surface is proliferated so one can condense them to restore the rotation symmetry and
meanwhile confine the fermion sector of the surface theory. 2, the disclination on the 2D surface is
energetically confined, but the pair of disclination dipole(which is equivalent to a dislocation) can
be proliferated to restore the translation symmetry. At this stage, instead of developing a uniform
superfluid state on the surface, we develop a Fulde-Ferrell(FF) state[315] where the superfluid phase
factor is decorated with spatial modulation. The spatial dependent superfluid order is sensitive to
dislocation defect and we observe interesting intertwined topological order between dislocation and
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superfluid vortex.
restore the rotation symmetry
Before we go into the detail of our result, we briefly review the theory developed by several
pioneers[185, 282] where they obtained a surface topological order of 3D TSC without T breaking.
As the topological liquid crystal we obtained in section 7.2 is inherited from 8 copies of 3D TSC
with strong interaction, we then have 8 copies of Majorana cone on the surface. One can always
combine every two Majorana cone into a Dirac cone, then the surface theory is equivalent to 4
gapless Dirac theory,
Ψ↑ = χ↑1 + iχ
↑
2, Ψ
↓ = χ↓1 + iχ
↓
2
H = Σ4i=1Ψ
†
i (pxσx + pyσz)Ψi
T : Ψ↑ → Ψ†↓, Ψ↓ → −Ψ†↑ (7.14)
Different from the Dirac theory in 2D, the fermion here is unusual under T transformation. The
T operator acts on both the spin and the particle-hole channel. Now assume we gap the surface
Dirac cones by turning on s-wave pairing of each cone. The condensation of cooper pair O(r)i =
σσ′Ψσ,i(r)Ψσ′,i(r) leads to a new superfluid term in the Hamiltonian,
H = Σ4i=1Ψ
†
i (pxσx + pyσz)Ψi + ∆
∗Oi + ∆O
†
i
T : O(r)→ −O†(r) (7.15)
The time reversal operation turns a superfluid creation operator into an annihilation operator. The
superfluid order parameter breaks T but still invariant under the combination of time reversal and
particle-hole T × Upi/2. Consequently, the vortex of the superfluid field is still a vortex under time
reversal operation. Once we condense the vortex of the superfluid order, we would restore the T
symmetry[185]. If we write the superfluid surface state back in the Majorana basis,
H = Σ4i=1χ
T
i (pxσx + pyσz + ∆1σyτx + ∆2σyτz)χi (7.16)
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As each vortex of the superfluid carries four Majorana zero modes, one has to condense the bound
states of double vortices where the 8 Majorana can be gapped by F-K interaction without T broken.
It was pointed out [185, 282] that condensation of double vortex give rise to [eTmT ]× [I, f ] state,
where f is the original fermion which has trivial statistics with any other particle. After we
proliferate the 2pi disclination, the fermion f (bogoliubov quasiparticle) is confined as it acquires
a pi berry phase around the disclination and therefore the surface state becomes a pure [eTmT ]
state.
To sum up, here we gap out the surface fermion and restore the T and rotation symmetry on
the surface of the topological liquid crystal by disclination and vortex condensation. The fermion
on the surface is confined by the disclination and the surface topological order is the [eTmT ] state.
surface superfluid with Fulde-Ferrell(FF) order
In this section, we move to another condition where the surface disclination is energetically unfa-
vored and therefore confined but the dislocation is deconfined. In crystalline phases, a dislocation
can be fused by a pair of disclination dipole with opposite charge. The two disclinations of opposite
charge have attractive interaction at 2D and thus being confined as a bound state of disclination
dipole at low temperature. When the temperature goes up, the disclination is deconfined and pro-
liferated which give rise to an isotropic liquid by lattice melting(which is the situation we studied
in section 7.3.2). A pair of disclination dipole forms a dislocation in the crystal phase. By prolif-
erating such dislocations, the translation symmetry is restored and the system goes into a nematic
surface state. This is the case we would focus on in the following paragraph.
To acquire an intertwined topological order between dislocations and surface topological quasi-
particles, we develop a Fulde-Ferrell(FF) superfluid order ∆ = ∆Qe
iQr instead of the uniform
superfluid order. The phase factor is dressed with an amplitude oscillation in space along the FF
wave vector Q. After dressing the superfluid order with eiQr, the pairing term becomes sensitive
to lattice defect. e.g, If we have a dislocation in the FF order as ij∂i∂jQr = 2pi, the superfluid
boson ∆ has a phase winding 2pi around the dislocation. The FF superfluid order consequently
intertwined the dislocation(defect of translation) with the vortex (defect of the superfluid order).
The FF superfluid surface state breaks both T , translation and rotation. (Since we are on a
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Figure 7.2: FF order of superfluid: The blue lines displays the area where Qr = npi. The spacing
between two lines is half of the periodicity L. At point G, there is a 2pi dislocation of the FF order
and the pairing field has a 2pi winding around the dislocation.
lattice system, even in the absence of FF order, we always have translation and rotation symmetry
broken before lattice melting). Our goal is to study the T and translation invariant surface state of
the topological liquid crystal. In order to restore the symmetry, we need to condense the superfluid
vortex and melt the lattice via dislocation condensation. Our current strategy is to condense
the dislocation first in order to restore the translation symmetry and obtain a spatial invariant
pairing superfluid order. Further, we condense the superfluid vortex to restore T . However, due to
the topological nature of the surface state, the defects of these symmetries might carry Majorana
zero mode and convey fractional braiding statistics. We have to investigate the character of the
symmetry defect carefully before we condensed them.
dislocation theory
The superfluid order parameter is written as ∆ = |∆Q|eiQr+φeiΘ, Θ is the vortex of the superfluid
and φ is the phase fluctuating of the FF order. Both a vortex in Θ and a 2pi dislocation would give
rise to a 2pi winding number of the superfluid boson. The 2pi winding of the ∆ field traps Majorana
zero mode for every 2 copies of the TSC surface state. Since we have 8 copy of the TSC surface
state, we have in total 4 Majorana zeros mode trapped inside the 2pi dislocation. Resultantly, when
condense dislocations, we need to condense at least double dislocations to get rid of the Majorana
zero mode (8 Majorana zero modes can be gapped by F-K interaction which preserves T symmetry)
and therefore reach a gapped translation invariant surface.
To investigate the statistics of the dislocation we follow the argument made by Metlitski
et al.[185] A 2pi dislocation in the FF wave vector give rise to a 2pi winding number of the su-
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perfluid boson, the dislocation would trap a pi gauge flux in order to get rid of the logarithmic
divergence from the kinetic energy of dislocation (∂µφ − 2eA)2|∆|2. The pi gauge flux is confined
inside the dislocation on the top surface(superfluid state) and leaks down to the bulk and the
bottom surface.
Now imagine the top surface is in the FF superfluid state while the bottom surface breaks time
reversal as in section 7.3.1. Since the domain wall between the superfluid state and T broken state
has central charge c = 2, the whole slab can be regarded as 4 copies of 2D p+ ip superconductor.
The dislocation only lives on the top surface, but the pi gauge flux it traps penetrates the whole
slab. The anyon theory of the bottom surface and the whole slab is affected by the flux emanating
from the dislocation on the top.
The anyon theory of the flux excitation in 2D p + ip superconductor is well studied[316]. For
4 copies of p + ip, the pi flux trapped inside the vortex excitation is a semion(we label it as the e
particle). If we fuse this semion with a bogoliubov quasiparticle, we obtain the m particle which is
also a semion and meanwhile e and m are mutually bosons.
The flux trapped by the dislocation is a two semion theory U(1)2 × U(1)2. As the bulk of the
slab itself does not have any topological order, we only need to consider the anyon theory in the top
and bottom surface and the sum of them should be equivalent to the U(1)2 × U(1)2 theory[185].
The bottom surface has four copies of massive Dirac cone which breaks T . The flux on the bottom
surface has a U(1)−2 theory. Accordingly, the top surface is a U(1)2×U(1)2×U(1)−2 theory where
the e , m particle are mutually semions and self-bosons. The four Majorana zero modes inside
the e,m particle can be split into two degenerate doublets with opposite fermion number parity.
Resultantly, both e and m carries a Kramers doublet. To avoid ambiguity in our later discussion,
we label them as edis,mdis.
Double dislocations can be condensed to a gapped state as the Majorana zero mode can be
removed. After dislocation condensation, we restore the translation symmetry of the system and
the superfluid order becomes uniform as dislocation proliferation destroy the goldstone mode of
the spatial symmetry broken. The surface is in a topological nematic phase with topological
quasiparticle edis and mdis inherited from the single dislocation. Both edis and mdis are Kramers
doublets so the surface topological order can not be realized in a pure 2+1D system.
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vortex condense
After we restore the translation, we are ready to restore the T by condensing superfluid vortex.
Several early literature had been devoted to the T invariant gapped surface of TSC. For 8 copies
of TSC, T symmetric gapped surface state can be achieved via double vortex condensation. The
resultant topological order is the well known eTmT state[185]. To avoid ambiguity, we label them
as ev,mv. Now we have in total 4 types of topological quasiparticle edis,mdis and ev,mv and it is
essential to figure out their mutual statistics. Following the same slab argument we did in section
7.3.2, both a vortex of the superfluid and a 2pi dislocation in the FF wave vector traps pi flux
penetrating along the slab. The slab is equivalent to 4 copies of p+ ip superconductor so the flux
acquires a phase of pi when winding around the other. The dislocation and the vortex in the whole
slab are mutually semions. Take away the mutual statistical phase contribution from the bottom
surface where pi flux has a U(1)−2 theory, the edis and ev on the top surface are mutual bosons. The
same argument applies for mdis and mv which are also mutually bosons ,while edis and mv (also
mdis and ev) are mutual semions. All of these topological quasiparticles carries Kramers doublet.
The surface state is a double [eTmT ] state. The K matrix formalism of the anyonic theory on the
surface is,
L = KIJµνρaµI ∂νaρJ + aµ1 (Jµev + Jµedis) + a
µ
2 (J
µ
mv + J
µ
mdis
)
K =
1
4pi
0 2
2 0
 (7.17)
Jµa refers to different topological quasiparticle current. Integrating out the auxiliary gauge field a
reveals the self and mutual braiding statistics we obtained in the previous paragraph.
Geometry aspects on SPT classification of interacting 3D T TSC
Earlier work had pointed out [188, 189] that the gravitational topological field theory in 3D T TSC
only shows a Z2 class, which is weaker than the integer classification of the non-interacting system
or the Z16 class at the interacting level. It was suspected that the geometry response cannot fully
capture or identify different class of phase in 3D TSC. However, based on our conclusion in section
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7.3.2, the FF superfluid order on the surface intertwines the dislocation with the superfluid vortex
and condensation of these two types of defect give rise to new topological order. Depending on
the number of copies we have for TSC, the dislocations exhibit different braiding statistics at the
surface and this provides us a new way to identified different SPT phases from geometry degree of
freedom.
7.4 Topological quantity of dislocation in NLσM and Levin-Gu
model
7.4.1 NLσM on the surface of TSC
The surface topological order in the Z16 class of 3D TSC can be reached in a variety of ways.
Beside the vortex condensation argument, the surface topological order for eight copies of 3D TSC
can also be obtained via NLσM theory with a topological theta term[249, 261]. Assume we couple
8 copies of 3D TSC with an O(5) vector n, write the theory in the Majorana basis,
H =
∑
k
χTk (−kxσ33000 − kyσ10000 − kzσ31000 +mσ20000 + n1σ32212
+ n2σ
32220 + n3σ
32232 + n4σ
32300 + n5σ
32100)χ−k
T : n→ − n, χ→ Kiσ32000χ (7.18)
Each component of n couples with a fermion bilinear. The fermion degree of freedom could
be confined by the Z2 flux and the remaining theory for the bosonic degree of freedom(n vector
field) is obtained by integrating out the fermion. The effective bulk theory of the O(5) boson
vector is described by O(5) NLσM with topological theta term for Θ = 2pi[249, 261]. The surface
corresponding Hamiltonian is,
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H =
∑
k
χTk (−kxσ3000 − kyσ1300 + n1σ1112 + n2σ1120 + n3σ1132
+ n4σ
1200 + n5σ
2000)χk
T : χ→ Kiσ2300χ (7.19)
This surface state as an interface which separates 3D NLσM from Θ = 2pi to Θ = 0 can be
described by the O(5) WZW theory with k = 1[249, 260]. If we break O(5) to O(4) by taking the
n5 = 0 limit, the surface theory is therefore described by O(4) NLσM with Θ = pi.
L = (∂n)2 + ipi
Ω3
ijklni∂xn
j∂yn
k∂0n
l (7.20)
Ω3 is the is the volume of S
3. The O(4) NLσM with Θ = pi is critical when we have the exact
O(4) symmetry. But once we break the symmetry to U(1) × U(1)(with respect to the O(2) rotor
for n1, n2 and n3, n4), the theory is gapped and topological ordered. Imagine we have a vortex
Θ12 between n1, n2 and vortex Θ
34 between n3, n4, the Θ term shows that these two vortices have
mutual semion statistics, which agrees with the vortex condensation argument.
Now we dressed the O(4) vector with some spatial modulation vector. Define
N1 = n1 + in2 = |N1|eiΘ12eiQr,
N2 = n3 + in4 = |N2|eiΘ34eiQ¯r¯,
Q¯⊥Q (7.21)
If we regard N1, N2 as a classical O(2) rotor, the phase modulation e
iQr therefore generates a spiral
order parameter which transmutes the polar angle of the rotor with a uniform phase shift along
the r direction.
If there is a 2pi dislocation along the r(or r¯) direction, the vector Ni experience phase winding
of 2pi when going around the dislocation point. Now we define Qr = αdis, Q¯r¯ = βdis. Integrating
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out the fermion leads to,
L = ipi
Ω3
ijkl(∂x(Θ
12 + αdis))∂y(∂0(Θ
34 + βdis)) (7.22)
The vortex Θ12 and dislocation αdis has mutual semion statistics with Θ34 and βdis. This agrees
with our former result on vortex condensation where edis, ev has mutual semion statistics with
mdis,mv. From Eq. (7.19), either a vortex or a 2pi dislocation of Ni would trap 4 Majorana zero
mode on the surface. Following the similar argument as You et al.[249], the dislocation carries
a Kramers doublet. To restore the translation symmetry of the surface without gap closing, one
needs to condense at least double dislocation to get rid of the redundant zero modes. After double
dislocation condensation, the surface state is in a nematic phase with Z2 topological order where
two dislocation with Burgers vector in perpendicular direction has mutual semion statistics.
To conclude, in this section, we retest the surface topological order of the topological liquid
crystal inherited from 8 copies of 3D TSC via the NLσM argument. By dressing the rotor vector
with a spiral order, we obtained a consistent topological nematic surface as we did in section 7.3.2.
7.5 Dislocations in 2D BSPT described by NLσM models
In our previous discussion in section 7.4.1, the surface of TCL, described by O(4) NLσM with spiral
order, exhibit nontrivial statistics between the rotor vortex and dislocation. In this part, our goal
is to investigate the interplay between crystalline defect(dislocation) and symmetry flux in a 2D
SPT whose low energy theory is also inherited from NLσM with topological Θ term. We start with
4 copies of p± ip superconductor coupling with an O(4) vector,
H =
∑
k
χTk (−kxσ3000 − kyσ1000 +mσ2300 + n1σ2100 + n2σ2212 + n3σ2220 + n4σ2232)χ−k (7.23)
In the O(4) disordered phase, the effective theory is a boson NLσM at Θ = 2pi. The fermion
degree of freedom is absent in low energy spectrum so the system is a pure boson SPT[249]. Dress
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each O(2) rotor with spiral order as we did in section 7.4.1,
N1 = n1 + in2 = |N1|eiΘ12eiQr,
N2 = n3 + in4 = |N2|eiΘ34eiQ¯r¯, (Q¯⊥Q)
ZA2 : n1, n2 → −n1,−n2;ZB2 : n3, n4 → −n3,−n4 (7.24)
The Ni rotors are dressed with a spiral order which enable the rotor to oscillate along r direction.
After integrating out the fermion, one obtains a 2D boson SPT state described by O(4) NLσM
with topological Θ term protected by ZA2 ×ZB2 symmetry. The theta term of the O(4) NLσM with
spiral order is,
L = i2pi
Ω3
ijkl(∂x(Θ
12 + αdis))∂y(∂0(Θ
34 + βdis)) (7.25)
The theory itself is an SPT state so there is no anyonic statistics. However, it was pointed out
[248, 262] that if we gauge the symmetry of SPT phase, the gauge flux can exhibit topological order.
If we gauge the ZA2 × ZB2 symmetry and couple the theory with the vision excitation carrying a
pi flux, the vison line of ZA2 (Z
B
2 ) is bound with a pi dislocation for α
dis (βdis) or half vortex of
Θ12(Θ34). According to the topological theta term in Eq. (7.25), the vison braiding procedure
is equivalent to braiding a half-dislocation of αdis(or half vortex of Θ12) with a half-dislocation
of βdis(or half vortex of Θ34). The braiding process finally gives pi/2 Berry phase, indicates the
nontrivial braiding statistics between the half dislocation/vortex.
To summarize, if we decorated the rotors in the 2D boson SPT with spiral order and gauge the
ZA2 ×ZB2 symmetry, the dislocation and the gauge flux show intertwined topological ordered. If we
further break the symmetry from ZA2 × ZB2 to a global Z2 where ~n→ −~n under the Z2 symmetry
transformation, the vison of the Z2 gauge field is a bound state between the two vision for Z
A
2 , Z
B
2 .
The braiding between two vision becomes the self-rotation of the bound state. Since the Berry
phase accumulated by the self-rotation is pi/2, the two half-dislocations bounded with the vison is
a self-semion.
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7.6 Stripy Levin-Gu model
Based on the study in section 7.5, the 2D SPT described by an O(4) NLσM with spiral order can
exhibit exotic braiding statistics between the dislocation and gauge flux. It is well known that an
O(4) NLσM with topological theta term for Θ = 2pi is equivalent to the Levin-Gu model if we take
the Ising limit of O(4) vector[248, 262]. The original O(4) vector can be reduced to Z2 × O(3) as
(φ,~n) and assume system energetically favors vector ~n over φ, the wave function can be therefore
written as,
|Ψ〉 =
∫
D~n exp(
ipi
8pi
∫
dx2ijabcna∂inb∂inc)|~n(~x)〉
=
∑
~n
(−1)Ns |~n(~x)〉 (7.26)
The wave function runs over a coherent state of all superposition of ~n(~x) configuration and each
configuration is dressed with a sign structure depending on the skyrmion number(Ns) in the con-
figuration.
Now assume we further break O(3) down to Z2 by energetically favor n1 over other component.
Then the skyrmion number reduced to the domain wall number(Nd) of n1 and the wave function
reduced to,
|Ψ〉 =
∑
nz
(−1)Ndn1(~x) (7.27)
Which is exactly the Levin-Gu wave function[248, 262].
In our previous discussion, it turns out that the O(4) NLσM with spiral order decoration exhibit
nontrivial braiding statistics between flux and dislocation after we gauge the symmetry. When we
break the O(4) symmetry of this model to Z2 limit and gauge the Z2 symmetry, the flux exhibit
semion/antisemion statistics which is studied by several early pioneers[248, 262]. In this section,
we decorate the Levin-Gu model with a stripe modulation. Such decoration, similar to what we
did in section 7.5, intertwines the spatial translation defect(dislocation) with the Z2 flux. It turns
out that after we gauge the symmetry, the dislocation and the Z2 flux have semion/antisemion
statistics.
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Figure 7.3: Levin-Gu model on the triangle lattice
Figure 7.4: Levin-Gu model with some spatial modulation. The sign before σzqµ
z
qq′σ
z
q′ varies in
space, depending on whether the bond lives on the even/odd stripe on the lattice. All the blue
bonds have plus sign while the red bonds have minus sign for σzqµ
z
qq′σ
z
q′ .
To start with, we would decorate the Levin-Gu model with a stripy modulation, which enables
the reciprocation between dislocation and symmetry flux. The stripy Levin-Gu model coupled with
Z2 gauge flux is,
H = −ΣpBpOp − Σpqrµzpqµzprµzqr
Bp = −σxp
∏
pqq′
i
1±σzqµzqq′σ
z
q′
2 , Op =
∏
pqr
(1 + µzpqµ
z
prµ
z
qr)/2 (7.28)
The σ operator acting on the Ising spin variable lying on the site of the triangle lattice. The
µ operator is the Z2 gauge flux lying on the bond connecting nearest sites. Σpqrµ
z
pqµ
z
prµ
z
qr term
ensures the ground state(GS) is flux free and i
1±σzqµzqq′σ
z
q′
2 is the minimal coupling between Ising
variable and Z2 gauge flux. Different from the original Levin-Gu model, the Z2 charge carried by
the Ising variable is spatial dependent due to the stripe modulation of our model. As a result, the
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sign before σzqµ
z
qq′σ
z
q′ varies in space, depending on whether the bond lives on the even/odd stripe
on the lattice. The horizontal bond is always negative. The sign structure is displayed in Fig.7.4,
all the blue bonds have plus sign while the red bonds have minus sign for σzqµ
z
qq′σ
z
q′ .
The GS wave function of this stripy modulation Levin-Gu model is still a superposition of the
all domain wall configurations (for the Ising sector)where each domain wall configuration has a
sign in the front depending on the number of domain walls. For the Z2 gauge sector, all the flux in
the triangle should be flux free so the gauge choice can be µzaa′ = 1 for gauge field on the red bond
while µzaa′ = −1 for gauge field on the blue bond. Thus, we write the wave function as,
|Ψ >= (
∑
m
(−1)Nd |m〉)
∏
red
|(µz = 1)〉
∏
blue
|(µz = −1)〉 (7.29)
m refers to different Ising spin configuration. Now, we consider the spatial modulation Levin-Gu
model on the triangle lattice in the presence of dislocation. The Hamiltonian remains the same
and the sign in front of σzqµ
z
qq′σ
z
q′ depends on the location of the bond, which is illustrated by color
in Fig.7.5 as a dislocation lattice.
All the terms in the Hamiltonian still commute each other. However, if we still choose the gauge
sector according to the bond color in Eq.(7.29), the triangle with blue bond near the dislocation
point carries a flux which cannot be gauge away locally. To get the GS wave function, we need to
eliminate the flux. The GS wave function of this stripy Levin-Gu model with dislocation is,
|Ψ >= Va(
∑
m
(−1)Ndm |m〉)
∏
red
|(µz = 1)〉
∏
blue
|(µz = −1)〉
Va =
∏
<pq>⊥a
µxpq
∏
<pqq′>,r
i
1±σzqµzqq′σ
z
q′
2
∏
<pqq′>,l
(−1)spqq′
∏
<pqq′>∈a
(1 + µzpqµ
z
prµ
z
qr)/2
spqq′ =
(1± σzpµzpqσzq )(1± (−1)σzpµzpq′σzq′)
4
(7.30)
Here Va is a flux generating operator starting from the triangle near the dislocation as is
illustrated in Fig.7.5. The Va operator creates/annihilates a Z2 flux at the end of the string. In
this way, the flux carried by the dislocation is therefore annihilated by the flux string.
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Figure 7.5: Levin-Gu model with dislocation. The gray triangle near the dislocation carries a flux
which cannot be gauge away locally.
It was pointed out[262] that due to the commutation relation between string operator VaVb =
−VbVa, braiding procedure between two gauge flux gives a minus sign. As is explicit from the
ground state wave function, in the presence of dislocation in Eq.(7.30), a dislocation is accompanied
with a string operator creating Z2 flux in the dislocation point. Winding a flux line along the
dislocation would attribute a pi Berry phase, the same berry phase also appears when we braiding
two dislocations. Therefore, the dislocation is a self-semion and it has semion statistics with the
gauge flux. This agrees with our field theory result in Eq.(7.25).
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Chapter 8
Decorated defect condensate
8.1 Unconventional phase transitions beyond LGW type
1 Throughout the past decades, the Landau-Ginzburg-Wilson(LGW) theory successfully describes
a large class of continuous phase transition in terms of fluctuating order parameters. In addition to
the phase transition appearing at finite temperature driven by thermal fluctuation, the quantum
phase transitions, controlled by quantum fluctuations in terms of external parameters at zero
temperature, can also be explained via the theoretical framework of LGW paradigm.
While the condensation of an order parameter drives the system into an ordered phase, the
order to disorder transition, on the opposite trend could be regarded as the condensation of order
parameter defects. To enumerate, the transition between Ising ferromagnet phase to paramag-
netic phase can be realized by condensation of domain walls[317]; the superfluid to Mott insulator
transition can be driven by superfluid vortex condensate[318, 319].
However, there still appears some unconventional quantum critical points which are beyond
the Landau-Ginzburg-Wilson(LGW) type[267, 289, 290, 291, 320, 321, 322]. One of the explicit
examples is the deconfined quantum criticality between VBS/nematic order to Neel order in frus-
trated spin systems[289, 320, 321, 322, 323, 324], where the competing orders between different
symmetry broken states are connected by a continuous transition with only one relevant coupling
constant. Such quantum criticality cannot be described by LGW formalism which suggests two
distinct ordered phase shall either be connected by an intermediate phase or experience a first order
transition.
In addition, the discovery of topological matter[177, 325] introduces new species of matter
1This chapter is based on a previous publication :Phys. Rev. B 94, 195112(2016) by Yizhi You. The copyright
owner has provided permission to reprint.
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which cannot be probed by any local operators. Consequently, the transitions among topological
matter, symmetry protected topological order and trivial phase are also beyond LGW formalism
as they share the same symmetry and become identical within any local probe[326, 327, 328,
329]. In the absence of local order parameter, one cannot plainly, follow the LGW approach to
described the phase transition in terms of order parameter fluctuations. The critical theory between
topological order(or SPT) to trivial phase is studied by a bundle of pioneers[249, 264, 280, 330, 331].
The common wisdom of these approach involves adding a topological term in addition to the
conventional LGW theory. The topological Θ term in addition to the classical NLσM provides a
new critical point which exactly describes the critical theory between SPT to trivial phase[249, 330].
In addition, the transition from topological order to trivial phase can be approached by anyon
condensate where the anyons, as a Lagrangian subgroup of the topological excitations, would
confine any other topological quasiparticle after its proliferation[185, 326, 332, 333].
Apart from the unconventional quantum critical points beyond the LGW formalism, there
also exist some exotic quantum criticality as an enriched LGW theory, e.g., the phase transition
between the symmetry breaking state to a topological state(or symmetry protected topological
order state)[231, 267, 278, 328, 334]. Such transition, connecting order to disorder phases, is still
within the LGW paradigm. However, the defect of the order parameter in the symmetry breaking
phase is decorated with some topological terms[264, 270, 283, 288, 328, 334, 335]. Accordingly, if
one proliferates the defect to disordered the phase, the coupling between defect and topological
term in the effective theory makes itself distinguish from a trivial disordered phase, namely we
obtain a topological state(or symmetry protected topological order state).
In this Chapter, we investigate three types of unconventional transitions in Weyl semimetal
systems at three spatial dimensions. 1) The transition between two distinct symmetry breaking
phases. 2) The transition between symmetry breaking state and topological ordered state in 3 +
1d. 3) The transition between topological order state and trivial(or SPT) state. The essence of
these unconventional criticality is to decorate the topological defect with some nontrivial quantum
number or topological terms[264, 334]. Our starting point is the Weyl semimetals[209, 210] who
contain eight Weyl cones coupling with some fluctuating boson variables. Owing to the momentum
space monopole carried by each Weyl point, the effective theory of the boson variables forms a
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Wess-Zumino-Witten(WZW) term and the topological defect of the boson field therefore carries
some nontrivial quantum number or topological term.
The outlines of our paper are organized as follow. In section II, we review the deconfined
quantum criticality in 2d Mott insulators. In Section III, we investigate the SU(2) soliton conden-
sation towards a charge superfluid state. We couple the SU(2) field to the Weyl semimetal where
the SU(2) symmetry breaking phase corresponds to the chiral symmetry breaking of QED4. The
soliton of the SU(2) degree of freedom carries charge 2e and its proliferation restores the SU(2)
symmetry but meanwhile breaks the charge U(1) symmetry towards a superconductivity order.
Such charged soliton condensation transition connecting different symmetry broken state is also
beyond the LGW type. The essence of this exotic quantum phase transition arises from the non-
trivial quantum number carried by the order parameter defect and the criticality therefore contains
an emergent WZW term.
In Section IV, we study the transition between symmetry broken state and 3d topological
ordered state. We start with the 3d pair density wave(PDW) state where the fermions in each
Weyl cone form an s-wave pairing and condense with a global momentum. The nodal plane of the
PDW state contains gapless modes. We couple the gapless fermions with an O(3) rotor and turn
the gapless nodal plane into a gapped state whose effective theory is equivalent to a 2d topological
paramagnetic phase[334]. After we condense the dislocation and disclination to disorder the PDW
order, the ground state(GS) wave function can be written in terms of the superposition of all close
nodal membranes decorated with a topological paramagnetic state. Alternatively, if we express
the GS wave function in terms of the O(3) rotor degree of freedom, the wave function is the
condensation of skyrmion flux loops decorated with fluctuating domain walls. The open membrane,
whose boundary contains a half superconducting(SC) vortex loop is a deconfined loop excitation.
Meanwhile, the end point of the flux line contains a monopole of the O(3) rotor as a deconfined
particle excitation. The monopole has pi statistics with the half SC vortex and the system is
therefore in a 3d Z2 topological order phase equivalent to the 3d toric code model[336, 337]. The
spirit of this unconventional transition lies in the fact that the effective theory of the nodal plane,
as a decorated topological paramagnetic state, contains a topological Θ term.
In Section V, we focus on the transition between SPT state and topological ordered state
165
in 3d from interacting Weyl semimetals. We look into the SPT phases whose surface contain
topological order and let the surface topological order saturates into the bulk by domain wall
proliferation. The proliferation of domain walls decorated with an anomalous 2d topological order
drives the system into a 3d topological order phase. On the opposite trend, the transition from
the topological order to an SPT phase can be realized by loop condensate which confines other
topological excitations. Finally, we also map the transition between SPT and topological order
phase in 3d to a spontaneously Z2 symmetry breaking transition on the surface of 4d. This scenery
generates a connection between topological and LGW type transition in different dimensions from
a holographic view.
8.2 Novel Quantum Criticality between two symmetry broken
phases
A large class of spontaneous symmetry breaking phase transitions can be described by the Landau-
Ginzburg-Wilson(LGW) theory. The LGW paradigm demonstrates that a continuous phase tran-
sition occurs from a symmetry broken phase to a disordered phase or vice versa. In addition, for
two phase of matters with distinct symmetry breaking, the transition between them shall encounter
with an intermediate phase which, both or neither symmetry are broken.
To illustrate, imagine we have a classical O(M +N) rotor ~n described by the non-linear sigma
model(NLσM).
L = 1
g
(∂µni)
2 (8.1)
The coupling constant g tunes the fluctuation strength of the rotor. When g is small, the rotor is in
the ordered phase which breaks the rotation symmetry and contains M +N − 1 gapless Goldstone
mode. When g is large, the theory is in the gapped disordered phase. Now assume we slightly
break the rotor from O(M +N) to O(M)×O(N).
L = 1
g
M∑
i=1
(∂µni)
2 +
M+N∑
j=M+1
1
g′
∑
(∂µnj)
2 (8.2)
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We then have two coupling constant g and g′ which tunes the fluctuation strength of two rotors.
The phase diagram therefore contains four distinct phases, a) O(N) symmetry breaking, b) O(M)
symmetry breaking, c) both symmetries are broken, d) both rotors are disordered. The phase
transition between the O(N) to O(M) symmetry broken phase has to go through an intermediate
region, where both symmetries were broken or both rotors were disordered. Else, the two different
symmetry broken phases can also be connected by a multicritical point.
It was long recognized that two distinct symmetry broken phase cannot be connected by a con-
tinuous transition with only one relevant coupling constant. However, Senthil et al. [289, 320] pro-
posed an exotic deconfined quantum critical theory beyond LGW paradigm. Such transition[289,
320] connects different symmetry breaking matter by a continuous transition, and the critical region
is controlled by the emergent WZW term[289, 320]. The WZW term in the criticality suggests the
defect of an order parameter carry some nontrivial quantum number. As a result, the condensation
of symmetry defects restores the symmetry, but meanwhile breaks another symmetry associate
with the quantum number. Before we proceed, let us first review the deconfined quantum phase
transition in 2d.
8.2.1 Phase transition between Neel and VBS order in Mott insulator
The first prominent example on deconfined quantum criticality is discovered by Senthil et al.
[249, 264, 280, 330] in Mott insulator on square lattice. Deep in the Mott phase, the charge degree
of freedom is frozen while the spin degree of freedom suffers from a variety of competing orders.
In the Neel ordered phase, the spin 1/2 on each cite forms an AF order which breaks the spin
rotation symmetry. The path integral description of the quantum spin fluctuation is determined
by the nonlinear sigma model with a Berrys phase factor[322]. The Berry phase indicates the fact
that the instanton event[338] contributes a phase factor of eipi/2 which enters into the path integral
over all possible spacetime spin configurations. Accordingly, a single (spacetime)hedgehog cannot
appear in the critical theory. Meanwhile, the instanton event for adding skyrmion quadrupole(with
four skyrmion) does not generate any Berry phase with sign frustration in the path integral. How-
ever, the skyrmion quadrupole carries lattice momentum and the condensation of skyrmion restores
the rotation symmetry but meanwhile breaks the translation symmetry by lattice momentum con-
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densation. The four-fold hedgehog operator is dangerously irrelevant so the critical point is stable
against that. However, as long as the skyrmion condense, the four-fold hedgehog becomes relevant
and the proliferation of instantons confines the U(1) gauge field carried by the original spinon.
The resultant phase after skyrmion quadrupole condensate is a VBS state with dimerized spin
order[289, 320, 321, 322]. The VBS state restores the spin rotation symmetry but breaks the
translation symmetry.
Alternatively, one can also approach the criticality from the VBS side. The VBS state on the
square lattice breaks translation symmetry and there are 4 distinct VBS configurations describing
a discrete Z4 clock order parameter. The Z4 vortex of such order parameter carries a spinon.
The condensation of Z4 vortex, together with the spinon restores the translation symmetry but
meanwhile breaks the O(3) rotation symmetry[323]. The quantum critical region is characterized
by the O(5) WZW model where the O(3) spinon together with the O(2) clock order parameter
forms an emergent O(5) rotor. (When approaching the criticality, the instantons corresponding
to the 4-fold anisotropy are (dangerously) irrelevant so one can enlarge the symmetry from Z4 to
U(1).)
8.3 Quantum phase transition in 3d connecting distinct
symmetry breaking states
The concrete example of the continuous transition between two phases with different broken symme-
tries was found in miscellaneous systems in 2d with strong interaction[290, 291], including frustrated
magnets, bilayer graphene, etc. However, such mechanism and concrete examples in 3d is less ex-
plored as correlation effect is suppressed in higher dimension. Moon[339] demonstrated that with
the presence of anomalies and relevant symmetry breaking operators, the Wess-Zumino-Witten
model in higher dimension can precisely characterize similar unconventional quantum criticality.
In this part, we intend to construct a microscopic model as a platform for novel quantum phase
transition between different symmetry breaking phases. As is pointed out by several pioneers[260,
328, 339, 340], a WZW theory at the stable fixed point is essential in the critical theory connecting
different symmetry breaking states since the WZW term itself connects an order parameter defect
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with another quantum number. As a result, in order to acquire such phase transition beyond LGW
paradigm, it is essential for us to start from a critical theory containing a WZW term.
For deconfined quantum criticality in 2d, the WZW term[324] emerges due to the special struc-
ture of the VBS vortex who contains spin 1/2 degree of freedom in the vortex core. However,
for frustrated magnetism in higher dimension, it is hard to find a similar composition. Therefore,
in this work, we intend to begin with an alternative approach. We start from a Weyl semimetal
system with eight Weyl cones, and couple our theory with a classical rotor. Each component of
the rotor couples with the fermion bilinear and acts as a mass term. Once we integrating out the
fermions, one obtains a Wess-Zumino-Witten theory for the fluctuating rotor[248, 249, 261]. The
WZW term of the rotor originates from the special band structure of Weyl semimetal who contains
monopole in momentum space around the Weyl points.
In the next two paragraph, we would investigate the phase transition theory between different
symmetry breaking states in detail. The effective theory can be written in terms of LGW type
theory plus an emergent gauge field coupling with the defect current. The emergent gauge field dec-
orates the defect of an order parameter with a quantum number and the WZW term emerges when
approaching the criticality. In addition, we can also consider an alternative case where we con-
dense the double defects without carrying any quantum number. Such double defects condensation
restore all symmetries and drive the theory into Z2 topological order.
8.3.1 Transition between SC and O(4) symmetry broken
In this part, we would investigate a type of quantum phase transition beyond LGW paradigm.
The transition connects a superconductivity state with an O(4) symmetry broken state[290, 291,
339]. The superconductivity is realized by charge 2e SU(2) soliton condensation, contrary to the
conventional BCS paired electron condensate. The SU(2) soliton can be view as the topological
excitation of an O(4) rotor field in 3+1d which gives homotopy mapping pi3(S
3) = Z. The charged
SU(2) soliton condensation disorders the O(4) rotor but meanwhile breaks charge U(1). In order
to affix the U(1) charge to the soliton, we couple the O(4) rotor to the Weyl semimetals[265].
The Weyl semimetal we start with contains 8 Weyl points while 4 of them has left(right)-hand
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chirality. These Weyl cones couple with an O(4) rotor ~n = (n1, n2, n3, n4) as,
H = Ψ†k(σxτzkx + σyτzky + σzτzkz + n1τx + n2τypixµy + n3τypiy + n4τypizµy)Ψk (8.3)
σ, τ, pi are Pauli matrices acting on the flavor index of the Weyl cones. When the rotor is in the
ordered phase as ~n 6= 0, the Weyl fermions are gapped. The ordered ~n vector acts as CDW order
parameter which nests two Weyl cones with opposite chirality. The O(4) rotor has a topological
defect equivalent to an SU(2) soliton[248, 341]. As one can write the O(4) degree of freedom in
terms of the SU(2) matrix U = n4I+i
∑3
i=1 naσa, the SU(2) soliton describes the O(3) skyrmion(for
component n1, n2, n3) living in the domain wall of n4. As an alternative, one can also view the
SU(2) soliton as a linking between two vortex loops by decomposing the O(4) rotor to U(1)×U(1)
as Fig 9.2.2. By representing a and b as the gauge field for the U(1)×U(1) degree of freedom, the
soliton density J0 ∼ ijklxyzni∂xnj∂ynk∂znl can be mapped to the linking number between two
vortex loops in 3d space xyzax∂ybz.
Figure 8.1: The linking between two vortex loops forms an SU(2) soliton. Here the red and green
loops represents the gauge field a and b coming from two U(1) degree of freedom.
The proliferation of the SU(2) soliton disorder the O(4) rotor. However, as the rotor couples
with the Weyl fermion, one needs to carefully inspect the quantum degree of freedom carried by
the soliton. Since the amplitude of the rotor is fixed, the fermion is always gapped even in the
O(4) disorder phase. Coupling the fermion with the electromagnetic field and integrating out the
fermion, we obtain the effective theory of the O(4) skyrmion as,
L = 1
g
|∂µni|2 + 2AµJskyrµ + i2piH3[~n] + ...
Jskyrλ =
1
12pi2
µνρλijklni∂µnj∂νnk∂ρnl (8.4)
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Jskyr is the SU(2) soliton current which couples with the electromagnetic field and carries charge
2e. Before we condense the soliton to restore the O(4) rotation symmetry, we have to make sure
the soliton here is a boson. H3[~n] in Eq.(8.4) is a topological invariant of the mapping from the
spacetime into the target space S3[265]. There are only two homotopy classes pi4(S
3) = Z2. This
geometric phase term indicates the soliton is a boson as its self rotation gives a phase of 2pi.
Another way to investigate the statistics of the soliton is to decompose the O(4) vector into
O(3)×Z2 = (n1, n2, n3)⊗n4. When there appears a domain wall of n4, there is a 2d Dirac fermion
theory localized near the domain wall,
H = Ψ†k(σ
′
xkx + σ
′
zky
+ n1σ
′
ypi
′
xµ
′
y + n2σ
′
ypi
′
y + n3σ
′
ypi
′
zµ
′
y)Ψk (8.5)
Figure 8.2: The skyrmion living on the domain wall plane.
Now we further decompose the O(3) vector into O(2)×Z2 = (n1, n2)⊗n3. The O(3) skyrmion
configuration can be illustrated as Fig 8.2, the domain wall for n3 forms a loop and (n1, n2) has
a nonzero winding number along the domain wall loop. In the domain wall loop, the 1d fermion
theory can be written as,
H = Ψ†k(σ˜xkx + n1σ˜yp˜iz + n2σ˜zp˜iz)Ψk (8.6)
If (n1, n2) does not have a winding number, the 1d fermion in the domain wall is fully gapped.
Once we turn on a winding number of 2pi along the domain wall loop corresponding to the creation
of an SU(2) soliton for the O(4) rotor, the fermion spectrum would contain two zero modes which
lead to the level crossings at k = 0. Each additional fermion zero mode would change the fermion
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parity of the ground state. Consequently, the SU(2) soliton does not change the fermion parity
and hence the soliton is bosonic.
The SU(2) soliton in our theory can be mapped into a Hopf soliton. Consider an O(3) vector
who transform as a spin 1 representation of the SU(2) group. The SU(2) gauge transformation for
creating the SU(2) soliton can be mapped to the O(3) Hopf soliton. Such mapping is illustrated as
Fig 9.2.2. First, we decompose the O(4) rotor to U(1) × U(1). Each U(1) has a vortex loop and
the linking between the two vortex loop is the SU(2) soliton. Now we bound the two vortex loop
together as a ribbon, the linking now becomes the self-twist of the ribbon which is exactly the O(3)
Hopf soliton[341, 342].
If we condensed the SU(2) soliton to restore the O(4) rotation symmetry, we would meanwhile
break the charge U(1) and drive the theory into a superconducting state. Such superconductivity
is induced by charge soliton condensation instead of the traditional fermion pairing scheme. The
phase transition could be either continuous or weakly first ordered depending on the dynamics of
the soliton.
8.3.2 Attacking from the superconductivity side
In our previous discussion, we had shown that the charged SU(2) soliton condensation restores the
O(4) rotation symmetry and meanwhile drives the system into charge 2e superfluid state. In this
section, we would try to start with the opposite trend, we start from the superconductivity phase
of the Weyl semimetal and restore the charge U(1) symmetry by vortex line condensation. The
vortex line contains 1d gapless mode of the O(4) rotor and we would show explicitly how does the
vortex condensation process concur with O(4) symmetry breaking.
We have in total 4 Weyl pairs with opposite chirality and we turn on intra-cone s-wave pairing
to gap out the semimetal. For each SC Weyl cone pairs, one can write them in the Nambu basis
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Ψ† = χ1 + iχ2 and the Hamiltonian is,
H =
4∑
i=1
χTi,k(i∂xσ
103 + i∂yσ
303 + i∂zσ
223
+O1σ
210 +O2σ
230)χi,−k
∆ = O1 + iO2 (8.7)
∆ is the pairing field and σabc = σa ⊗ pib ⊗ τb with τ(pi) acting on the chirality(Majorana) index.
For each SC Weyl pairs, the vortex loop of the pairing field ∆ contains a 1d helical Majorana mode.
As we have 4 Weyl pairs in total, the vortex loop carries 4 helical Majorana mode coupling with
the O(4) vector ~n as,
H = χTk (i∂xσ
100 + n1σ
312 + n2σ
320 + n3σ
332 + n4σ
200)χ−k (8.8)
Integrating out the fermion inside the vortex, we would obtain 1 + 1d O(4) WZW term at k = 1,
which represents the critical spin 1/2 Heisenberg chain akin to the SU(2)1 conformal field theory.
S =
∫
dxdt
1
g
(∂µni)
2 +
∫ 1
0
du
ijkl
12pi
ni∂xnj∂ynk∂unl (8.9)
Next we would demonstrate that the vortex condensation would concur with O(4) rotation symme-
try breaking. Different from our previous approach, the order parameter defect here is a line object
instead of a point particle. The vortex line carries gapless boson mode(of the O(4) rotor) and it
is hard to write down a straightforward theory describing the loop condensation in the presence of
gapless modes. To detour this problem we borrow a domain wall from the O(4) rotor.
We first add an anisotropic term to break the O(4) rotor into O(3)×Z2. This can be achieved
by adding a large mass term like αn24 so the n4 component is suppressed to zero. Once n4 is
disordered, we can assume the ground state is saturated with all superpositions of domain walls for
the scalar field n4. When the domain wall plane is perpendicular to the superconducting vortex
line, the Z2 domain wall and the U(1) SC vortex together forms a monopole defect as Fig 8.3.
Inside the monopole, there contains 0 + 1d O(3) WZW term at k = 1,
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Figure 8.3: The domain wall living on the SC vortex line forms a ‘monopole defect’. The blue
arrow is the domain wall while the red line is the vortex loop
S =
1
4
∫ 1
0
du
∫
dt ijkni∂tnj∂unk (8.10)
This Wess-Zumino-Witten model at k = 1 represents a spin 12 degree of freedom for
~N = (n1, n2, n3)
[260]. Once we condense the bound state between n4 domain wall and SC vortex as a ‘rough’
monopole, the spinon inside the monopole would be condensed as well. This restores the charge
U(1) but meanwhile breaks the O(3) of (n1, n2, n3).
To describe the theory of such ‘rough’ monopole condensation, we first write the spinon of ~N
in CP 1 form.
ni =
1
2
z∗σiz (8.11)
z is a two component complex field with |z1|2 + |z2|2 = 1. The z field has a U(1) gauge symmetry
z → eiθz. Thereby when writing the NLσM of the O(3) rotor in terms of the CP 1 form, the spinon
field z automatically couples to a U(1) gauge field aµ = z
∗
i ∂µzi.
As the composite monopole(as a bound state of SC vortex and n4 domain wall) is decorated with
a spinon degree of freedom, one could assume the composite monopole field carries a fundamental
representation of SU(2)[328] and couples with the gauge field a. As a result, one can precisely use
the CP 1 field theory to describe the monopole condensation transition,
L = |(∂µ + iaµ)zi|2 + µ|zi|2 + β(
∑
i
|zi|2)2 + κfµνfµν (8.12)
The CP 1 field represents the composite monopole degree of freedom. fµν is the electromagnetic
tensor of a. Here we have soften the constrain |z1|2 + |z2|2 = 1 and replace it with the interaction
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β term. When µ is positive, the spinon acquires a nonzero expectation value so the O(3) rotation
symmetry is broken. The SC to O(4) symmetry breaking transition is characterized by the CP 1
spinon condensate due to the fact that the ‘rough’ monopole consist of SC vortex and n4 domain
wall carries a spinon of ~N = (n1, n2, n3). The monopole condensation higgsed the gauge field of
the spinon and the O(3) rotation symmetry is broken(which also breaks the original O(4)). As
a result, the SC phase and the O(4) symmetry broken phase can be connected through a second
order transition.
As the monopole composed from n4 domain wall and SC vortex carries a spinon of ~N =
(n1, n2, n3), the coupling between them can be written as,
S ∼
∫
d3xdt aλJ
N
λ ,
JNλ ∼
1
8pi
λρµνjkl∂ρn
e
j∂µn
e
k∂νn
e
k, (8.13)
JN is the monopole current of ~N = (n1, n2, n3) and a is the U(1) gauge field for z. This coupling
indicates there could appear an emergent Wess-Zumino-Witten term at the phase transition point.
At the critical region when both O(4) and SC are disordered, the SC order parameter together
with the O(4) rotor has an emergent O(6) symmetry. We can write the Weyl semimetal in the
Nambu basis,
H = χTk (i∂xσ
10300 + i∂yσ
30300 + i∂zσ
22300 +O1σ
21000
+O2σ
23000 + n1σ
02110 + n2σ
02130 + n3σ
02122 + n4σ
02202)χ−k (8.14)
After we integrating out the fermion, criticality theory connecting two symmetry breaking phase
is controlled by the O(6) WZW theory,
S =
1
4
∫
d3xdt [
1
g
|∂µni|2 +
∫ 1
0
du
2pi
Ω5
ijklmnni∂xnj∂ynk∂znl∂tnm∂unn] (8.15)
8.3.3 Double vortex condensation, topological order
In our last section, we had shown that in the SC phase, the condensation of vortex loop restores
the charge U(1) but meanwhile breaks the O(3) symmetry. Then one may ask it is possible to
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restore the charge U(1) without breaking O(3)[343]? The answer is Yes. Instead of condensing
single vortex, we bound two vortices together and condense the double vortex lines. The double
vortex line carry two copies of the critical boson chain described by a NLσM with Θ = pi[334].
By turning on ferromagnetic/antiferromagnetic interaction between the two O(3) rotors, we can
gap the two critical boson chain into a rotation invariant state. They are two ways to gap out the
critical chain, which finally drives the system into a O(3) NLσM with either Θ = 0 or Θ = 2pi.
Both of these two gapped chains are rotation invariant, so the double vortex line condensation does
not break the rotation symmetry. In addition, the effective theory exhibit Z2 topological order
which can be described by the BF theory,
L = 1
4pi
µνρλBµν∂ρaλ (8.16)
Here µνρλ∂ρaλ is the current for a single SC vortex and 
µνρλ∂ρB
µν is the O(3) monopole current.
This term indicates the monopole and vortex loop has mutual semion statistics.
There are two ways to gap out the gapless mode inside the double vortex line and they end
up with the same 3d topological order after double vortex condensed. However, these two states
can be distinguished on the boundary. The end point of vortex line on the boundary is a vortex
particle. If the bound state of two vortex lines are gapped into Θ = 2pi phase, the end point of
double vortex on the boundary carries spin 1/2 degree of freedom as a Kramers doublet. Thus,
the time reversal operator acting on the double vortex line in a projective way. The surface theory
thereby contains either gapless mode or anomalous topological order. This Z2 topological ordered
phase is associate with the 3d Z2 × T invariant boson SPT phase after Z2 symmetry gauging.
8.4 The PDW superconductor melting, 3d string-membrane
condensation
In our previous discussion, we investigate the transition from SC to O(4) rotation symmetry broken
states by vortex line condensate. In this part, we assume the superconducting state from Weyl
cone pairing is nonuniform in space as the Cooper pairs condense with a global momentum[256].
As a result, the consequent SC order parameter has a pair density wave(PDW) structure whose
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pairing amplitude modulates in space.
Assume the SC order parameter modulates along z direction. One can write the pairing of the
Weyl cones in the Nambu basis as[334],
H = χTi,k(i∂xσ
10300 + i∂yσ
30300 + i∂zσ
22300 +O1σ
21000
+ n1σ
02212 + n2σ
02232 + n3σ
02220 + n4σ
02100)χi,−k
∆ = O1 = |O1| cos(qz) (8.17)
Here we choose a specific gauge when the PDW order is real and therefore O2 = 〈χTi,kσ23000χi,−k〉 =
0.
This PDW state has a slab configuration whose amplitude modulates along the PDW wave
vector. In the nodal plane of the PDW state at qz = (n + 1/2)pi, the SC amplitude is zero and
the Majorana fermions merely couple with the O(4) rotor. We first break the O(4) vector down to
O(3) by developing a nonzero expectation value of n4. In addition, we assume n4 = m is positive
and large compared to the fluctuating O(3) rotor.
Thereupon, the fermions are gapped inside the nodal plane so one can integrate out the fermion
band to obtain the effective theory of the O(3) rotor in the 2d nodal plane. The disordered O(3)
rotor is actually in the SPT phase whose effective theory is a descendent of the topological NLσM
in 2d.
To demonstrate this, first we look at the fermions inside the nodal plane. The nodal plane is
a domain wall of O1. There exists 8 copies of 2d Majorana cones localized inside the nodal plane
who couple with the rotor as,
H = χTk (i∂xσ
1000 + i∂yσ
3000 +mσ2300 +O2σ
2100 + n1σ
2212 + n2σ
2220 + n3σ
2232)χ−k (8.18)
Here m is the expectation value of n4 which is already polarized.
Integrating out the fermions in the nodal plane, one obtains a topological NLσM with Θ = 2pi
whose ground state wave function can be written in terms of all coherent configurations of the O(4)
degree of freedom (n1, n2, n4, O2). The coefficient of each configuration is the O(4) WZW term.
However, inside the nodal line, the SC amplitude is zero so O2 = 0. We can apply this constraint
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by adding a large mass term |u|O22 to push O2 to zero. Then the effective theory is merely the
dynamics of the O(3) rotor. The wave function of the O(3) rotor in the nodal plane can be written
in terms of the coherent sum of all rotor superpositions and the coefficient for each coherent state
counts whether there are even or odd number of skyrmions in each configuration.
|GS〉 =
∫
D[~n]ei
2pi
Ω2
∫
dx2ijkni∂xnj∂ynk |~n〉
|~n〉 = (n1, n2, n3)
Z2 : (n1, n2, n3, O2)→ −(n1, n2, n3, O2) (8.19)
Such wave function illustrates an SPT state protected by Z2 symmetry where the sign structure
of the coherent sum in Eq. (8.19) can never be erased out as long as the symmetry is unbroken[248,
262]. The nodal plane is therefore decorated with a topological paramagnetic state.
Now we are about to disorder PDW state and condense the nodal plane to restore the spa-
tial symmetry. The melting procedure can be realized by dislocation and disclination prolifera-
tion, which bends the nodal plane into arbitrary close membrane configuration. The condensa-
tion of nodal membrane restores the rotation/translation symmetry. We assume there is some
thermal or quantum fluctuation which effectively generates positive interaction between disclina-
tion(dislocation) and therefore triggers a tendency to condense them. During the condensation,
the origin Goldstone mode(φ) associate with the translation symmetry broken is gapped by the
vortex tunneling term cos(nφ). The coherence of the condensed dislocations and disclinations gen-
erates a coherent state of all types of nodal membrane configurations. Meanwhile, since the nodal
membrane separates the positive and negative pairing amplitude, the nodal line must be closed in
the bulk in the GS, otherwise there must be a half vortex of the pairing field associated with it.
We focus on the situation where the GS is vortex free so all the nodal line must form a close-loop
configuration.
After nodal membrane condensed, the GS is the superposition of all close membranes decorated
with a 2d SPT state(topological paramagnetic). One can write the wave function in terms of all
coherent superposition of O(4) soliton configurations where the coefficient of each configuration
carries a sign structure counting the total parity of solitons.
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|GS〉 =
∫
D[~n]ei
2pi
Ω3
∫
dx3ijkln˜i∂xn˜j∂yn˜k∂zn˜l |~˜n〉
|~˜n〉 = (n1, n2, n3, O1) (8.20)
This wave function can be regarded as a consequence of both loop condensate and membrane
condensate in 3d. If we only look at O1, the GS wave function is the condensation of all close nodal
membrane of O1, where the membrane itself is decorated with an O(3) topological paramagnetic
state. Alternatively, if we focus on the skyrmion flux Bk ∼ na∂inb∂jnc degree of freedom, the GS
wave function is the condensation of all close flux loops where the loop contains fluctuating domain
walls of O1[337]. This wave function is akin to the 3d boson toric code model[337] whose wave
function can be written in terms of either membrane or loop condensate. Here and after, we would
argue that there is Z2 topological order in this melted PDW state.
Before we melt the PDW, there are three types of deconfined excitations, a 2pi dislocation, a
2pi SC vortex and a pi dislocation + pi SC vortex bound state. The pi dislocation and pi SC vortex
bound state is associated with the condition where the nodal plane has an open boundary line
bounded with a pi SC vortex line. The half-vortex traps an electromagnetic flux pi/2. After we
melt the PDW slab, the pi dislocation + pi SC vortex bound state still remains as a deconfined
excitation. Thus, one can conclude that the open membrane of O1 contains a loop excitation
carrying electromagnetic flux pi/2.
Beyond such deconfined loop excitation as the boundary of opened membrane, we can also find
a deconfined particle excitation as the end point of an open string. If we write the O(3) rotor
degree of freedom in terms of the CP 1 representation,
ni =
1
2
z∗Tσiz
aµ = z
∗
i ∂µzi,
Bk = 
ijabc
1
8pi
na∂inb∂jnc =
1
2pi
ijk∂iaj (8.21)
The skyrmion flux can be written in terms of the electromagnetic flux of an U(1) gauge field a. In
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the PDW melted phase, the flux line condenses and the monopole excitation is deconfined. The
monopole of the gauge field a is associated with the hedgehog configuration of the O(3) rotor. Here
and after, we would demonstrate that the monopole at the end of skyrmion flux and the loop on
the boundary of membrane has mutual semion statistics.
To proceed, we would prove that the O(3) monopole is a dyon which carries electric charge 2e.
Starting from the fermion model we worked on, the O(3) rotor couples with the fermion as,
H = Ψ†k(σxτzkx + σyτzky + σzτzkz +mτx + n1τypixµy + n2τypiy + n3τypizµy)Ψk (8.22)
When the mass term is positive and much larger than O(3) vector, after integrating out the
fermions, the effective theory between O(3) monopole and the electromagnetic field is expressed in
terms of the axion electrodynamics[181],
4Θ
4pi2
dAda, (Θ = pi), (8.23)
We have a factor of 4 since the Hilbert space is quadrupled compared to those of 3D TI. The axion
term indicates when we have a monopole of O(3), there traps a polarized charge 2e inside the
monopole[181].
In the GS, the flux line of a, interpreted as the skyrmion flux, can be written as a coherent sum
for all close flux loop configurations so the monopole as the end point of the open flux string is
a deconfined particle excitation. The monopole carries charge 2e, while the boundary loop of the
open membrane trap EM flux pi/2. The winding between the monopole and the loop accumulates
a pi Berry phase. This demonstrates that the melted PDW SC is a boson toric code theory in
3d[177].
Another way to confirm the pi statistics between flux loop and monopole is illustrated as Fig
8.4. Imagine we create a pair of monopole/anti-monopole, take one monopole winding around
the boundary line of the nodal membrane and finally annihilate the monopole/anti-monopole pair.
When the monopole goes across the nodal membrane, it creates a skyrmion on the nodal plane.
As is demonstrated in the wave function at Eq. (8.19), the topological paramagnetic state on the
nodal plane can be written as the coherent sum of all skyrmion configurations while each additional
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skyrmion contributes a minus sign factor. Hence, the braiding procedure creates addition skyrmion
on the nodal plane accommodates with a global minus sign factor in the wave function. This
indicates flux loop and monopole has mutual pi statistics.
Figure 8.4: We create a pair of monopole/anti-monopole on the left, take one monopole braiding
around the membrane boundary line and annihilate the pair. The blue plane is the open nodal
membrane. The orange line is the trajectory of the monopole. Once the monopole goes across the
nodal membrane, it adds additional skyrmion number on the plane so the wave function of the
topological paramagnetic acquires a minus sign.
In conclusion, the PDW melting transition connects a symmetry breaking state with a 3d
topological ordered state. The essence of such transition lies in the fact that the nodal plane
is decorated with a topological paramagnetic state, and nodal membrane condensation give rise
to a boson SPT protected by Z2 × T symmetry, whose effect theory is described by the O(5)
NLσM[247, 248, 334],
L =
5∑
a=1
1
g
(∂µNa)
2 +
i2pi
Ω4
ijklmN i∂xN
j∂yN
k∂zN
l∂tN
m
~N = (O1, O2, n1, n2, n3)
T : n1,2,3 → n1,2,3; Z2 : (O1, O2)→ −(O1, O2) (8.24)
If we gauge the Z2 symmetry, the half SC vortex of (O1, O2) couples with the Z2 gauge flux.
This flux loop is associate with the open membrane boundary of O1, which exhibit nontrivial loop-
particle braiding with the monopole. Consequently, the Z2 topological order in our theory is related
to a 3d SPT state after symmetry gauging. The half vortex + half dislocation pair plays the role
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as the bound state between Z2 gauge flux and half SC vortex, and the PDW state we start with is
crucial as it provides a system with deconfined half SC vortex excitation[256]. The PDW melted
state is thereby equivalent to a gauged 3d boson SPT phase.
8.4.1 Three loop statistics in this model
If we do not fix n4 in equation Eq. (8.18), the O(4) rotor coupling with the Majorana cones acquires
an O(4) Θ term at Θ = pi. Breaking the O(4) symmetry to U(1)×U(1), the theory is gapped with
mutual semion topological order. The nodal plane of the PDW is therefore decorated with the Z2
topological order. After we melt the PDW slab, there are three types of deconfined excitations:
The vortex line for n1, n2(label as a), the vortex line for n3, n4(label as b), and the half-vortex half
dislocation of the SC(label as c). When the braiding between vortex lines of a and b are penetrated
by the half vortex of the SC, the 3 loop braiding acquires a pi Berry phase, as a signature of the
nontrivial 3 loop statistics. The trajectory of such 3-loop statistics, can also be expressed in terms
of the particle loop statistics where the ‘particle object’ is composed by the two vortex loop a and b
linking to each other. Else, if we project the two vortex loop into a global U(1) degree of freedom,
the linking of the vortex loops becomes the self-twist of a ribbon band. The 3-loop statistics then
reduce to the particle-loop statistics between a self-twist ribbon and SC half vortex[230].
8.5 Ising order percolation
8.5.1 Saturation of surface topological order to the bulk
In this section, we focus on the phase transition between SPT to topological order phases. The
relation between SPT phases and topological order states is well explored in terms of symmetry
gauging[262, 263, 341], where the gauge flux exhibit nontrivial statistics. In these precedents, the
transition between SPT and topological order states could be characterized as the confinement-
deconfinement transition of the gauge flux.
At this point, we would start with another approach to bridge the relation between SPT and
topological phase in 3d. We start with a certain type of 3d SPT state whose surface can exhibit
topological order. By saturating the 2d domain wall between SPT and trivial phase into the bulk,
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the system is soaked with domain wall membranes decorated with 2d topological order. Such
domain wall condensate drives the SPT state into a topological ordered phase with nontrivial
loop-particle statistics.
To study such phase transition explicitly, we begin with the microscopic model studied in
Eq.(8.3).
H = Ψ†k(σxτzkx + σyτzky + σzτzkz +mτx + n1τypixµy + n2τypiy + n3τypizµy)Ψk (8.25)
Assume m is positive and its amplitude is large compared to the O(3) rotor (n1, n2, n3). When
the O(3) rotor is disordered, the theory describes a time reversal invariant topological insulator
inherited from the chiral symmetry breaking of the Weyl fermions. The surface state of this
topological insulator, who contains 4 Dirac cones, can be regarded as the domain wall of m where
the mass changes the sign. If we turn on the s-wave superconductivity of the surface Dirac cone,
the surface state is thereby gapped and the SC order ∆ breaks T and charge U(1) symmetry. The
SC surface can be written in the Nambu basis as,
H = χTk (i∂xσ
1000 + i∂yσ
3000 +O1σ
2100 +O2σ
2300 + n1σ
2212 + n2σ
2232 + n3σ
2220)χ−k
∆ = O1 + iO2, T : χ→ Kiσ2000χ (8.26)
The nonzero surface SC order O1, O2 breaks charge U(1) and T . To restored the broken symmetry,
one has to condense the vortex of the superconductivity order. However, the vortex of the SC
order carries a spinon degree of freedom of the O(3) rotor. This can be easily verified by the O(5)
WZW term at k = 1 after we integrate out the fermion. The O(5)1 WZW term, composed from
the SC order together with an O(3) rotor, indicates the SC vortex contains an O(3)1 WZW term
at 0d, which is exactly the spinon of the rotor. The spinon decorated vortex is a Kramers doublet
whose condensation breaks the T symmetry. Thus, to restore the charge U(1) and T , one needs
to condense double SC vortex. After double vortex condensate, the single vortex is a deconfined
excitation carrying Kramers doublet. Meanwhile, the vortex between n1, n2 also carries a Kramers
doublet as it contains an O(3)1 WZW term of n3, O1, O2. The vortex of n1, n2 has mutual semion
statistics with the SC vortex. If we add a mass term for n3 which suppress the n3 component to
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zero, the O(5)1 WZW term is therefore reduced to the O(4) topological Θ term at Θ = pi with
U(1) × U(1) anisotropy. The Θ term denotes the mutual semion statistics between the vortex of
n1, n2 and SC vortex, both of which carries Kramers doublet. This surface topological order is
known as the [eTmT ] surface state[185, 282].
To drive SPT state into a topological ordered state, we proliferate domain wall of the mass term
m in the bulk. Such domain wall separates SPT states with vacuum and therefore supports the
[eTmT ] Z2 topological order we discussed in the previous content. The condensation of [eTmT ]
state decorated domain wall drives the theory into a 3d topological order with nontrivial loop-
particle braiding. To demonstrate this, we first write down the effective theory after domain wall
condensate. As the domain wall contains Z2 topological order in 2d, one can write down an O(5)
Θ term in 3d with U(1)× U(1)× Z2 anisotropy to characterize their braiding,
LΘ ∼ 
ijklh
Ω4
n′i∂xn
′
j∂yn
′
k∂zn
′
l∂tn
′
h
~n′ = (n1, n2, O1, O2,m) (8.27)
The intersection between vortex line of n1, n2 and domain wall of m at the perpendicular direction
forms a particle object, we can thereby define the gauge field associated with the particle and loop
current.
Bµν ∼ n1∂µn2∂νm
aµ ∼ ijOi∂µOj (8.28)
The O(5) Θ term then becomes the BF term 14piB ∧ da. The monopole formed by the vortex and
the domain wall is a deconfined particle excitation which has mutual semion statistics with the SC
vortex.
At this point, we had demonstrated that the transition between SPT to topological ordered
phase could be realized by domain wall condensation where the surface topological order goes into
the bulk and saturates. To go backward, we start from the topological ordered state and pull it
back to the SPT(or trivial phase) by anyon condensate.
In order to confine the monopole and trivialize the topological order in the bulk, one could
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condense the SC vortex loop. However, as the SC vortex loop carries gapless mode, the condensation
would give rise to a gapless photon phase. In order to obtain a trivial gapped phase, one has to
get rid of the gapless mode inside the vortex loop.
As is demonstrated by Eq. (8.27), the SC vortex and the monopole(formed by the domain wall
and vortex of n1, n2) together forms an O(5) Θ term at Θ = pi. If we develop a SC vortex line
along the i direction, the vortex line contains an O(3) NLσM with a Θ term at Θ = pi. This exactly
describes the spin 1/2 chain with short-ranged interaction whose ground state is either gapless or
symmetry breaking. The O(3) degree of freedom composed by (n1, n2,m) could be written in terms
of the CP 1 field characterizing the spinon degree of freedom. If spinon does not condense, the SC
vortex carries 1d gapless mode akin to the spin 1/2 AF chain. To get rid of the gapless mode,
one needs to condense the spinon z which breaks the O(3) rotation symmetry. After the spinon
condense, the vortex line no longer carries gapless mode. Without loss of generality, we assume
the spinon is condensed and m is nonzero. At this stage, the condensation of the SC vortex line
gives rise to either SPT or trivial phase, depending on the sign of m. As long as m is ordered, the
domain wall membrane is confined in the bulk. When m is positive, the theory describes an SPT
phase protected by T symmetry while negative m is associated with the trivial phase. The interface
between the trivial-SPT phase is the domain wall of m which supports [eTmT ] surface topological
order. When m is positive, the wave function after SC vortex condensate can be written as[248],
|GS〉 =
∫
D[~n]ei
2pi
Ω3
∫
dx3ijklni∂xnj∂ynk∂znl |~n〉 (8.29)
One can combine the vortex of SC together with the n1, n2 degree of freedom and express them in
terms of SU(2) matrix U = n1I + i(n2σx + O1σy + O2σz). The wave function is a coherent sum
of all SU(2) soliton configurations and the sign factor for each configuration counts the number
of solitons. Each additional soliton in the configuration gives a minus sign to the factor[248]. In
addition, we can also regard the wave function as a superposition of SC and n1, n2 vortex loop
saturating in the bulk. The coefficient of each superposition counts the linking number between
the SC and n1, n2 vortex loop while each linking contributes a minus sign.
As a summary, we investigate the transition from SPT to topological order phase in 3d via
domain wall condensation from 4 copies of 3d topological insulators. The domain wall, acts as
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the interface between SPT and trivial phase of TI supports [eTmT ] surface topological order. As
long as the domain wall goes into the bulk and saturates, the bulk exhibit topological order with
nontrivial loop-particle statistics. On the opposite side, if we start from the 3d topological phase,
one can confine the monopole by loop condensate. As the vortex loop carries gapless mode, to obtain
a gapped trivial phase, one have to condense the charge(spinon) associate with the monopole to get
rid of the gapless mode inside the vortex. The correspondence phase after vortex loop condensate
is either a trivial or SPT phase depending on the symmetry breaking order after spinon condensate.
8.5.2 Transition from Topological order to SPT in 3d, a holographic view
In our previous discussion, we introduce a phase transition between SPT and topological order
in 3d boson topological insulators via surface topological order proliferation. This idea could be
extended to other type of SPT phases.
Imagine we have a 3d SPT state whose surface exhibit topological order described by the K-
Matrix
Kij
4pi a
i ∧ daj(This K-Matrix only characterize the topological order of the quasiparticles
without assigning any symmetry). If we proliferate the domain wall between SPT to vacuum into
the bulk, the corresponding topological order decorated domain wall condensation drives the theory
into a 3d topological ordered phase. The particle-loop braiding in the bulk can be written in terms
of the BF term
Kij
4pi a
i∧dBj [229]. B is two form gauge field and dBj is a monopole object composed
of the vortex line of aj with the domain wall intersecting on the vortex line.
On the opposite trend, if we start the from the topological order side and condense the vortex
loop ai to confined the monopole and trivialize the phase, we have to confine the domain wall as
well otherwise the theory is either symmetry broken or gapless. The argument works as follow. As
the domain wall condense in the bulk, the vortex line of aj is saturated with the domain wall. At
each intersection between domain wall and vortex , one can regard it as the vortex core of aj at
the surface of the SPT phase. Such vortex core must carry some nontrivial quantum number of
the symmetry who protects the SPT state, otherwise one could condense the anyon on the surface
to obtain a gapped symmetric trivial surface which is forbidden in SPT system. Thus, one cannot
simply condense the vortex line as it would either drive the theory into gapless state or breaks the
symmetry who protects the SPT phase. As a result, one has to suppress the domain wall in the
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bulk before vortex loop condensate. When the domain wall is suppressed, the bulk goes back into
the SPT or trivial phase.
The transition between SPT and topological order via surface topological order saturation can
be generalized to a class of SPT phase based on our previous argument. However, the above
argument only applies when the SPT state surface does not have perturbative anomaly. If the
surface has perturbative anomaly, the surface state cannot exhibit symmetry invariant topological
order as the anomaly matching condition tells us the perturbative anomaly is always associate with
gapless mode in IR.
In addition, the transition between SPT and topological ordered state in 3d can be mapped
into a symmetry breaking transition on the surface of 4d[267, 283, 288, 326]. Imagine we have a ZT2
variable ‘m’ in 4d space. The theory is in the disordered phase so the domain wall of m proliferates
in space. We now decorate the domain wall with a 3d SPT state protected by symmetry G(assume
G is an internal symmetry). After the domain wall condensate, the theory is a 4d SPT protected by
the G× ZT2 symmetry. This is exactly the idea of the decorated domain wall construction of SPT
states[264, 267, 283]. On the boundary of the 4d SPT, if the 3d SPT state protected by symmetry
G supports surface topological order in 2d, the 3d boundary can be expressed as the domain wall
condensation embellished with a 2d topological order. Consequently, the 3d boundary contains
nontrivial loop-particle statistics. This is exactly the 3d topological order phase we studied in our
previous content.
If the ZT2 symmetry is broken on the surface, the domain wall percolation shrinks in 4d and
the m variable is ordered. The surface of such ZT2 ordered bulk is either in the SPT or trivial
phase with respect to the symmetry G. The argument flows as follow, if we have an interface
between different Ising ordered phase of m, the interface as a 3d domain wall is an SPT phase
protected by symmetry G. The surface of such SPT contains topological order with obstruction
where the topological quasiparticle carries nontrivial quantum numbers. As a result, the domain
wall between the corresponding surfaces of the two Ising order phases contain anomalous topological
order. Thus the two surface state must belong to different phase of matter as long as the symmetry
G is preserved.
To conclude, the topological to SPT phase transition in 3d can be mapped to the symmetry
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breaking of a scalar field on the surface of 4d, provided that the domain wall defect of the scalar
variable is decorated with the 3d SPT. However, such decorated domain wall scheme only works
when the lower dimension SPT inside the domain wall follows the NDST[267], otherwise the surface
state can always be gapped without symmetry breaking.
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Chapter 9
What do you expect for that hidden pi
Berry phase
9.1 Recent development on Half-filled Landau Levels
1 Interacting 2d electrons in the presence of strong magnetic field exhibit rich phase diagram and
exotic phenomenon[344]. Over the past decades, much had been explored in such platform and
a variety of theoretical frameworks had been done to characterize different phases. Apart from
the incompressible fractional quantum Hall(FQH) states, there also exist a class of compressible
quantum liquid state when electrons are at even filling factor ν = 12n [168, 344, 345]. Theoretical
framework on such compressible quantum liquid state was first developed by Halperin, Lee, and
Read(HLR)[345], based on the framework of composite fermion theory via flux attachment[16, 122].
When each fermion was attached with 2n flux, the composite fermion does not perceive the magnetic
flux and they finally form a Fermi surface with strong interaction mediated by dynamical gauge
fields. The flux attachment produces a dynamical Chern-Simons gauge field and the gauge fluctu-
ation was damped by the gapless composite Fermi(CF) surface. Meanwhile, the gauge fluctuations
also soften the Fermi surface and the quasiparticles acquire finite lifetime[346, 347, 348, 349, 350].
The HLR theory proposed a clear picture for compressible quantum Hall phase. However, once
we turn away the Landau Level(LL) mixing and project the physical degree of freedom into the
lowest LL, the HLR theory cannot reproduce the particle-hole(PH) symmetry for half-filled Landau
Level[159, 161, 165, 166, 349, 351, 352, 353, 354, 355, 356]. Recently, Son proposed a new composite
Dirac liquid theory for Half-filled LL system[160], where the Fermi surface can be characterized as
the gapless Dirac fermion at finite chemical potential with neutral charge. This theory reproduce
the exact Hall conductivity σxy =
e2
2h and solve the ambiguity of Pfaffian/anti-Pfaffian states related
1This chapter is based on a previous preprint arXiv:1704.03463 by Yizhi You. The copyright owner has provided
permission to reprint.
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by particle-hole conjugation[159, 357, 358]. Afterwards, a group of pioneers[164, 359, 360, 361, 362,
363, 364, 365] develop similar composite Dirac liquid theory in a microscopic point of view and a
variety of numerical measurements[366] and experimental proposals[355, 367] had been raised to
verify this theory. A numerical study on the absence of 2kf singularity in PH even channel provides
smoking gun for the presence of an emergent Fermi surface with Dirac structure[366]. In addition,
the thermoelectric transport measurement proposal indicates the charge neutrality of the Fermi
surface could be demonstrated from the off-diagonal thermopower[367].
In this paper, we intend to provide a new sight to justify the emergent pi Berry phase in the
Half-filled Landau level system in order to distinguishing Son’s composite Dirac liquid(CDL) theory
with the conventional HLR theory. The main difference between these theories come from the
charge neutrality of the composite Fermi surface, and the pi Berry phase encoded in the composite
Fermi surface. In both theory, fermion degree of freedom couples to a dynamical U(1) gauge
field. The Fermi surface thereby becomes strongly interacting and the probe of the hidden pi
Berry phase in such non-Fermi liquid can be rather challenging. In addition, due to the charge
neutrality of Son’s CDL, one cannot verify the Berry phase via the Shubnikovde Haas oscillation
measurement[360, 362].
In order to reveal the hidden pi Berry phase[368, 369], one has to look into some physical
quantity which is sensible to the Berry phase of the Fermi surface. It was widely known[360, 362]
that the angular momentum of a Cooper pair could be affected by the Berry phase of the Fermi
surface. Likewise, the symmetry of the interlayer coherence between bilayer Fermi surfaces may
also contain nontrivial internal structure to the Berry phase carried by the CDL.
Just like the Fu-Kane superconductor[271], the s-wave pairing of the Dirac Fermi surface in
Son’s theory finally give rise to p + ip SC due to the Berry phase[360, 362]. However, for the
HLR theory, a conventional Fermi surface with polarized spin also encounter with p-wave pairing
instability so one cannot distinguished Son from HLR via pairing channels[169, 370].
For a half-filled Landau level bilayer, when the distance between two layers are at interme-
diate distance, the two composite Fermi surfaces form an interlayer coherent composite Fermi
liquid(ICCFL)[371, 372, 373], which could be expressed as the exciton condensate of the compos-
ite fermion in the particle-hole channel between two layers (This exciton condensation for ICCFL
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should be distinguished with the exciton condensate in (111) state[374, 375, 376], which involves
interlayer coherence of electrons). For a conventional Fermi surface with no berry phase(HLR the-
ory), the interlayer coherent state split the degeneracy of the two Fermi surfaces and the fermions
form two isotropic Fermi surfaces with different wave vectors. Meanwhile, for a bilayer system with
two Dirac Fermi surface on each layer (Son’s theory), the exciton condensation, in some specific
channels, contains a p+ ip symmetry in the exciton order parameter as a consequence of the Berry
phase. As a result, the exciton order parameter carries topological spin and one can measure them
in terms of the Wen-Zee effect where electromagnetic response intertwined with geometry curva-
ture. In addition, in the PH odd channel, the exciton order parameter contains nodal structure due
to the pi Berry phase and forms a spontaneous nematic state so the distance between two Fermi
surface is anisotropic. Such nematicity could be measured in terms of density susceptibility in the
static limit.
In the rest part of this paper, we would systematically investigate the bilayer half-filled Lan-
dau level, where each layer contains 2d interacting electrons at 1/2 filling. When the composite
fermions contain repulsive interlayer interaction, the composite Fermi surface on the two layers
acquires interlayer coherence and forms interlayer coherent composite Fermi liquid(ICCFL). We
would compare the behavior and character of ICCFL based on HLR and Son theory. Our result
would demonstrate that the hidden pi Berry phase in Son’s CDL could induce nematicity and Wen-
Zee effect in the ICCFL phase and thus provides a feasible way to test and verify the Dirac nature
of the half-filled Landau level. Possible experiment phenomenon and measurement proposal would
be discussed in details.
9.2 Interlayer coherence in composite fermi liquid
In bilayer half-filled Landau Levels, the systems could encounter a rich class of instabilities and
therefore forms new states of matter[371, 372, 375]. When the interlayer falls apart, the two half-
filled Landau Levels are decoupled. In the other limit, when the distance between goes to zero,
the electrons on different layers acquire coherence and the spontaneous tunneling between layers
leads to the interlayer superfluid state 〈c†1c2〉 6= 0[371, 372, 375]. Such condensation involves a
bound state between the physical electrons(filled Landau Levels) in one layer and holes (empty
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Landau Levels) in the other layer. The resultant stats could be regarded as bilayer (111) states
with counterflow superfluidity. In the literature of Son’s Dirac fermi liquid, the bilayer pairing of
the composite Dirac liquid, enhanced by the interlayer gauge fluctuation[371], is equivalent to the
interlayer superfluid state which could be verified by the dual picture.
When the half-filled Landau Level bilayers are separated at an intermediate distance, the sys-
tem demonstrates tremendously rich physics which was studied by experiments and numerical
simulations[371, 372, 377, 378]. One of the prominent exotic phase raised by Alicea et al.[372]
suggests there could appear a new composite Fermi liquid where the composite fermions acquire
interlayer coherence but the electrons do not. Such phase contains two Fermi surfaces with differ-
ent Fermi wave vectors splitted by interlayer coherence. This state is compressible with respect
to symmetric currents but contains quantized Hall response in the counterflow channel. Below
we would briefly review the theory of interlayer coherent composite Fermi liquid phase from HLR
theory.
9.2.1 Interlayer coherence in HLR theory
In HLR theory, the fermions in half-filled Landau Level was attached with two flux so the composite
fermions form a Fermi surface with emergent gauge field containing a Chern-Simons term. Alter-
natively, such composite Fermi surface could also be reached via slave fermion theory by taking
Ψ = Ψcfb. Here Ψ is the physical electron carrying EM charge while Ψcf is the composite fermion
carry gauge charge a. b is a slave boson carrying both gauge charge and EM charge. When boson is
half-filling with respect to the magnetic field, the boson forms FQH state with 18pi (Ai−ai)d(Ai−ai)
Hall response. Thus the bilayer theory for half-filled Landau Level is,
L = Ψ†cf,i(iD0 +
(D2x +D
2
y)
m
)Ψcf,i +
1
8pi
(Ai − ai)d(Ai − ai) + ....
Dµ = ∂µ + iaµ (9.1)
Here i refers to layer index.
The interlayer coherent composite Fermi liquid state refers to the coherence of the composite
fermion 〈Ψ†cf,1Ψcf,2〉 6= 0 which spontaneously breaks the interlayer U(1) as of a− = (a1 − a2)/2.
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Such state would split the original degenerate composite Fermi surface into two surfaces with
different wave vectors. However, even the theory contains gapless fermions, the quantum Hall
response in the counterflow channel A− = (A1 − A2)/2 is still nonzero. Apart from the transport
signature in the counterflow channel, one can also probe this phase via static density-density
correlations. A normal Fermi surface contains 2kf singularity in static density-density correlation
while interlayer coherence splits the two Fermi surface with enlarged/shrunk wave vectors kf +
a, kf − a(a depends on the 〈Ψ†cf,1Ψcf,2〉 parameter). The resultant Lindhard function contains
four singularities at 2kf , 2a, 2(kf ± a), which refers to the distance between Fermi surfaces. The
calculation detail of Lindhard function of ICCFL phase would be discussed in appendix.
The transition between interlayer coherent composite Fermi Liquid phase toward the interlayer
superfluid (111) state involves the interlayer coherence of bosons. When 〈b†1b2〉 6= 0, both com-
posite fermion and slave boson acquires interlayer coherence, bring about the interlayer superfluid
state 〈c†1c2〉 6= 0. If 〈b†1b2〉 = 0, the interlayer coherence only appears in composite fermion level.
Thus, the condensation of 〈b†1b2〉 drives the phase transition from interlayer coherent composite
Fermi Liquid toward interlayer superfluid state[372]. The transition theory could be described by
the superfluid boson coupling with a dynamical compact U(1) gauge theory. Such transition is
beyond conventional Landau paradigm as the boson here is a fractionalized degree of freedom.
Such transition theory is similar to the fermi liquid toward Mott transition with spinon Fermi
surface[379].
9.2.2 Interlayer coherence in CDL theory
In Son’s CDL theory, the composite Fermi surface, with the structure of Dirac fermi surface is charge
neutral and the gauge charge carried by the composite fermion couples to the electromagnetic field.
L = Ψ¯D(Dµγµ)ΨD − 1
4pi
Ada+
1
8pi
AdA
Dµ = i∂µ + aµ (9.2)
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γµ are Pauli matrices. The PH symmetry here acts in a similar way as the usual time reversal,
ΨD → iσyΨD,
a0 → a0,
ai → −ai (9.3)
The Dirac Fermi surface structure is a consequence of Landau Level projection and PH symmetry.
Before LL projection, the fermion bound with two vortices form a composite Fermi surface at
charge neutrality. LL projection shifts one vortex away from the fermion center while the shifted
direction is orthogonal to the Fermi momentum of the composite fermion on the Fermi surface[362].
Consequently, the vortex-fermion bound state with a shift forms a charge dipole and it carries
momentum perpendicular to the dipole direction. This is similar to the spin-orbital coupling in
Dirac fermions where the spin and momentum are locked[362]. In addition, when we go around
the Fermi surface, the fermion’s momentum angle winds around 2pi and so is the dipole. As the
dipole’s self-rotation accumulates a pi Berry phase, the Fermi surface also carries pi berry phase
which exactly matches the theory of Dirac Fermi surface. The PH symmetry rotates the dipole by
180 degrees so one can express the symmetry operator as iσy which rotates the Dirac spinor. The
mass term of the Dirac fermion is absent here as this would break PH symmetry and destroy the
locking between charge dipole and momentum.
Starting from the bilayer Half-filled LL system, when the distance between the two layer goes
small and interlayer interaction becomes crucial, there appears a variety of exotic phases. The
interlayer pairing state, which could be enhanced by gauge fluctuation, is equivalent to the interlayer
superfluid state observed in experiments[371, 375] where electron and hole on different layer forms
bound state and condensed.
In this section, we turn into the condensation of the composite fermion in particle-hole channel
on different layers Ψ†D1 Ψ
D
2 . Such condensation turn on the interlayer coherence between the com-
posite Dirac liquid and break the relative U(1) symmetry between two layers. Just as the Cooper
pairs can inherit the Berry phase structure of the original Fermi surface[213, 360, 380], when coher-
ence happens between states on two disjoint Fermi surface with Berry phase, the exciton inherits
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nontrivial Berry structure from the underlying single-particle Fermi surfaces. Hence, the hidden
Berry structure of the CDL would be revealed in the interlayer coherent composite Dirac liquid
state.
We can reach the full theory of the bilayer system as,
L = Lf + Lφ
Lf = Ψ¯Di (i∂µ + aµ,i)γµΨDi −
1
4pi
Aidai +
1
8pi
AidAi + φ1Ψ
†D
1 σiτxΨ
D
2 + φ2Ψ
†D
1 σiτyΨ
D
2
Lφ = |(i∂µ + 2a−µ )φ|2 − s|φ|2 − r/2|φ|4
a+ =
a1 + a2
2
, a− =
a1 − a2
2
, φ = φ1 + iφ2 (9.4)
Here φ is the exciton order parameter which is spontaneously generated by interaction to induced
interlayer coherence. σ refers to the Dirac fermion spinor index while τ is the layer index. There
could be four independent interlayer coherent states,
φa,1 = Ψ
†D
1 σxτxΨ
D
2
φb,1 = Ψ
†D
1 σyτxΨ
D
2
φc,1 = Ψ
†D
1 σzτxΨ
D
2
φd,1 = Ψ
†D
1 IτxΨ
D
2 (9.5)
φb and φd are PH even while else are PH odd. Here we only focus on the PH odd channel which
inherits the Berry phase structure of the Dirac Fermi surface. As the theory only involve CF
coherence near the Fermi surface, one can project away the lower band and the fermions on the
Fermi surface is written as ci = ψ↑ + eiθpψ↓. Consequently, the projected exciton order parameter
is,
φa = c
†
1c2e
iθp + c†1c2e
−iθp = 2c†1c2 cos(θp)
φb = c
†
1c2e
iθp − c†1c2e−iθp
φc = 0
φd = c
†
1c2 (9.6)
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It turns out that the exciton order parameter is dressed with a phase factor depending on the
momentum angle of the wave vector and such dependence is a consequence of the internal Berry
phase structure carried by each Fermi surface. For exciton in the PH odd channel, the only
nonzero exciton channel φa ∼ cos(θp) contains nodal configuration where at two hot spots θp = 0, pi
the exciton order parameter is zero. As a result, the Fermi surface splitting is non-uniform in
momentum space. The Fermi surface was detached at most region but at the nodal points the two
fermi patch adhere each other, as is shown in Fig 9.1. Such anisotropy is merely a consequence
of the Berry phase structure in the underlying Dirac Fermi surface and is not expected in HLR
theory.
Figure 9.1: In the presence of interlayer coherence between composite fermions, Left: the composite
Fermi surface in the HLR theory. Right: the composite Fermi surface in Son’s theory.
The Fermion theory of the exciton condensate phase after Fermi surface projection is,
Lf = φ(k)c†1(k)c2(k) + h.c.+ (|k| − kf )(c†1(k)c1(k) + c†2(k)c2(k)) (9.7)
For exciton in the PH odd channel φ(k) ∼ a cos(θp), the splitting distance between two Fermi
surfaces varies in momentum space. At the nodal spot cos(θp) = 0, the two Fermi surface patch
are tangent each other while in other region, the two Fermi surface are detached. This structure
could be detected in experiment(or numerics) in terms of static density-density correlation. The
singularity of the Lindhard function contains four singularity at 2kf , 2a cos(θp), 2(kf±a cos(θp)). At
the tangent fermi patch region when cos(θp) = 0, these four singularity merged into one singularity
at2kf .
The interlayer coherence between two Fermi surface leads to the interlayer drag conductivity
which could be probed in experiment. Imagine we add an external electric field Ex in the first
layer, based on Eq.(9.2), the electric field Ex is bound to the composite fermion current J
D
y so
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we expect there is a neutral composite fermion current JDy in the first layer. As the exciton
condensation involves with the interlayer coherence between the composite particle and composite
hole in different layers, an opposite composite fermion current JDy in the second layer would appear
meanwhile. Consequently, the electric field−Ex on the second layer is induced. Another experiment
Figure 9.2: Placing an electric field in the first layer would induced an electric field on the second
layer in the opposite direction.
consequence of the ICCFL is the finite stiffness due to exciton condensation. The stiffness in the
ICCFL could be measured in numerics by adding a twist boundary phase and analysis the energy
cost by rotates the exciton order parameter of ICCFL with a small phase angle[381].
However, in experimental measurement, it is hard to decide or control whether the exciton φ
falls into the PH odd/even channel. For PH even channel exciton field, the order parameter could
be isotropic which make it impossible to tell the CDL with HLR theory. To solve this issue, we
would now classify different excitons in terms of topological spin numbers. If the exciton carries
a nontrivial topological spin number, one expects there should be some nontrivial geometric(or
viscoelastic) response which is measurable in experiments.
For Dirac fermions, the Dirac spinor carries topological spin. Once we couple them with
background geometry metric, the fermions acquires geometric phase with respect to the spin
connection[119, 123].
ψ↑ → exp(i/2
∫
ωxyi dxi)ψ↑
ψ↓ → exp(−i/2
∫
ωxyi dxi)ψ↓ (9.8)
ωxy is the spin connection on the x−y plane. To comprehend the origin of this Berry phase induced
by geometry curvature, we shall look back into the dipole picture of the composite surface after LL
projection. The LL projection projects one vortex away from the fermion and the composite fermion
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forms a charge dipole whose direction is perpendicular to the fermion’s momentum. When we place
such dipole on non-flat geometry and do parallel transport, the dipole rotates with the local frame
along the curve. This procedure accumulates Berry phase from dipole(Dirac spinor) rotation.
Consequently, the spin connection would appear in the covariant derivative of the dipole(Dirac
spinor)’s equation of motion.
As long as we define the topological spin for the Dirac fermion, one can also classified different
exciton in terms of topological spins.
φα = Ψ
†D
1 σ+Ψ
D
2 = c
†
1c2e
iθp , φα → exp(i
∫
ωxyi dxi)φα
φβ = Ψ
†D
1 σ−Ψ
D
2 = c
†
1c2e
−iθp , φβ → exp(−i
∫
ωxyi dxi)φβ (9.9)
These are the only excitons with nonzero topological spin (±1), else channels has spin zero. φα, φβ
contains ±pi winding number in momentum space. Akin to the p + ip SC in s-wave pairing of a
Dirac Fermi surface, such Berry phase structure of the exciton order parameter builds from the
internal Berry phase of the original Fermi surface.
The effective theory for φα condensation is,
Lφα = |(i∂µ + 2a−µ + ωxyµ )φα|2 − s|φα|2 − r/2|φα|4 −
1
2pi
A+da+ − 1
2pi
A−da−
a± =
a1 ± a2
2
, A± =
A1 ±A2
2
, (9.10)
The exciton condensation does not affect the a+ gauge field. As the system still contains Fermi
surface, the gauge field a+ is overdamped and exhibits metallic behavior. The gauge fields (2a−µ +
ωxyµ ) would be Higgsed. The finally external response between the spin connection and EM field
has the form of Wen-Zee term,
L = 1
4pi
A−dωxy (9.11)
This indicates the geometry curvature would modified the electron density on each layer in opposite
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ways.
ρe1 − ρe2 =
1
8pi
dωxy =
1
8pi
√
g
2
Rxy (9.12)
If we put such bilayer system in curved background, the electron charge density would be modified
accordingly as Fig. 9.3 due to the nonzero geometry curvature and there should be a density differ-
ence between the two layers. Such phenomenon is not expected for interlayer coherent composite
Fermi Liquid Phase in HLR theory. Even the composite fermion Ψcf carries topological spin due
to flux attachment[118, 119, 123], the exciton Ψ†,cf1 Ψ
cf
2 pair involving particle hole channel carries
zero topological spin. Hence, such Wen-Zee like response is unique in CDL as a consequence of
Dirac nature of the Fermi surface.
Figure 9.3: When placing the bilayer half-filled LL on a conic background, the electron density is
modulate in opposite ways in different layers, due to the Wen-Zee effect.
In experiment, the Wen-Zee response is recently verified by synthetic Landau levels for photon
placing on a conic geometry[382]. The striking density modulation on the tip of cone(where the
geometry curvature is non-flat) is observed as a smoking gun of Wen-Zee effect. In addition, recent
numerical simulation[383] also reveals the density modulation for different FQH states on conic
geometries. Thus we expect the exciton condensation induced Wen-Zee effect in Eq.(9.11) could
be observed in experiment and numerics to justify Son’s CDL theory.
9.3 Summary and outlook
In this work, we explored the interlayer coherence between composite Fermi surface in bilayer
Half-filled LL. The p-wave symmetry and topological spin of the exciton order parameter inherit
the Berry phase hidden in the composite Fermi surface and provides us with a promising way to
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differentiate Son’s theory from HLR. However, we would like to comment that the nodal structure
and topological spin in some specific interlayer coherence channels are merely valid in the limit
of PH symmetry and projected Landau Levels. Without PH symmetry, one cannot classify φ in
terms of PH even/odd while the nodal structure is only robust at PH odd channel. In addition, the
topological spin is defined with respect to the guiding center geometry after LL projection. The
locking between momentum and spinor(dipole) could be damaged once we break PH symmetry and
hence the topological spin is ill-defined. Therefore, the difference between CDL and HLR theory
only survives when we have LL projection and P-H symmetry. Once we go away from this limit,
the distinction eventually disappears.
To induce interlayer coherence between two composite Dirac liquid, the interlayer repulsive
interaction between composite fermions at density-density channel −uΨ†D1 ΨD1 Ψ†D2 ΨD2 is essential.
However, due to the presence of the gauge fluctuation for a−(which flows to finite strength under
RG), the interlayer coherence is suppressed so a finite interaction strength is required[371, 373, 381].
In addition, to determine which exciton channel in Eq. (9.9) is favored, one has to collect the full
information of the composite fermion below the Fermi surface in order to calculate the free energy
and susceptibility with respect to different channels. However, in Son’s CDL, only the composite
fermions near the Fermi surface is equal to the Dirac Fermi surface. The energy dispersion of
composite fermions far below the chemical potential is still missing. Hence, at this point, we
cannot determine which exciton channel is energetically favored.
Apart from interlayer coherent composite fermi liquid state, it is interesting to explore other
possible phase and phase transitions in bilayer systems. When the bilayer half-filled Landau Levels
are at short distance, the systems goes into an interlayer superfluid (also known as (111)) state
〈Ψ†e1 Ψe2〉 6= 0 where the physical electron acquires interlayer coherence. This interlayer superfluid
order parameter should be distinguished from the exciton we defined in our previous content as
it evolves with tunneling between physical electrons instead of composite fermions. In the HLR
side, the transition between coherent composite fermi liquid state toward (111) state is driven by
the condensation of superfluid boson coupling with a dynamical compact U(1) gauge theory, as is
discussed in Section II(A) in detail[372]. Such novel quantum criticality contains rich physics and
anomalous transport behavior[379].
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In Son’s Dirac Fermi surface approach, the (111) state is realized by interlayer pairing of the
composite Fermi surface. Such interlayer pairing is enhanced by gauge fluctuation of a− and
thus more favorable at short distance. The transition between interlayer coherent composite fermi
liquid state and (111) state at this stage cannot be connected by a continuous transition and an
intermediate phase with Z4 topological order in between is highly possible[371].
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Appendix A
Calculation detail on Nematic QAH
in Chapter 2
A.1 The calculation of the effective gauge theory
To obtain the effective action of the gauge fields S[aµ] we need to compute the one loop self-energy
diagrams shown in Fig.A.1(a) and Fig.A.1(b) Let G(p) be the fermion propagator of the quadratic
(a) (b)
Figure A.1: one-fermion-loop self-energy diagrams for the hydrodynamic gauge field aµ.
band dispersion Chern insulator with mass m, i.e. in the isotropic QAH phase given in Eq.(2.28)
with M = 0, we can write the one-loop correction to the action S(2)[aµ] of the gauge fields in the
standard form
S(2)[aµ] =
N
2
∫
d3p
(2pi)3
aµ(−p)Πµν(p)aν(p) (A.1)
where Πµν(p) is the polarization operator. Πµν(p) is the sum of two contributions:
Πµν(p) = Π
(1)
µν (p) + Π
(2)
µν (p) (A.2)
where Π
(1)
µν (p) is the diagram shown in Fig.A.1(a) and is given by
Π(1)µν (p) = i
∫
d3k
(2pi)3
tr[G0(p+ k)Jµ(2k + p)G0(k)Jν(2k + p)] (A.3)
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J0(2k + p) =γ0 (A.4)
J1(2k + p) =γ1(2k1 + p1) + γ2(2k2 + p2) (A.5)
J2(2k + p) =− γ1(2k2 + p2) + γ2(2k1 + p1) (A.6)
So the polarization tensor Π
(1)
µν (p) has the expression,
Π(1)µν (p) = i
∫
d3k
(2pi)3
tr
[(p0 + k0)γ0 − ((p1 + k1)2 − (p2 + k2)2)γ1 − 2(p1 + k1)(p2 + k2)γ2 +m
(p0 + k0)2 − ((p1 + k1)2 + (p2 + k2)2)2 −m2 − i
(A.7)
×Jµ(2k + p)k0γ0 − (k
2
1 − k22)γ1 − 2k1k2γ2 +m
k20 − (k21 + k22)2 −m2 − i
Jν(2k + p)
]
As we only concern the long wave length behavior, we expand momentum p in G0(p + k) by
order and only keeps O(p2). and Π
(2)
µν (p) is given by the diagram shown in Fig.A.1(b) and is given
by
Π(2)µν (p) = −i
∫
d3k
(2pi)3
tr[G0(k)Tij ] (A.8)
where G0(p) is the Feynman propagator of the isotropic QAH phase given in Eq.(2.43), and
T11 =γ1, T22 =− γ1
T12 =γ2, T21 =γ2 (A.9)
In Eq.(A.8) the indices µ, ν = i, j act only on the spatial components. Here we have to trace over
all the matrix indices involved. Since there is either γ1 or γ2 in the expression for Tij (see Eq.(A.9)),
the only non-vanishing contribution to the trace of
G0(k) =
k0γ0 − (k21 − k22)γ1 − 2k1k2γ2 +m
k20 − (k21 + k22)2 −m2 − i
(A.10)
should also include γ1 or γ2. However, these contributions have factors of k
2
1 − k22 or k1k2 in the
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numerator and hence cancel out we perform the after momentum integration. Thus we have
Π(2)µν (p) = 0 (A.11)
The full one-loop polarization Πµν(p) is explicitly transverse. The resulting action S[aµ] is
gauge-invariant and is a sum of a parity-odd Chern-Simons term and a parity-even Maxwell term.
The proof of gauge invariance is presented in Appendix A.3.
To obtain the leading coupling between nematic field and gauge field S[aµ,M ], we need to
calculate three-leg one-loop diagrams shown in Fig.A.2 a and b.
(a) (b)
Figure A.2: One-loop contributions to the gauge field -nematic coupling
S[aµ,M ] = (A.12)
=
N
3
∫
d3p
(2pi)3
Πµν,i(p1, p2)aµ(−p1 − p2)aν(p1)Mi(p2)
There are two diagrams with non vanishing value, so Πµν,i are composed of two parts which are
included in Fig.A.2 a and b,
Πµν,i(p1, p2) = Π
(1)
µν,i(p1, p2) + Π
(2)
µν,i(p1) (A.13)
where p1 and p2 are, respectively, the energy-momenta of the gauge field aν and of the nematic
field Mi.
The one-loop three-legged diagram of Fig.A.2a is given by
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Π
(1)
µν,i = −i
∫
d3k
(2pi)3
tr[G0(k − p2)Jµ(2k − p2 + p1)G0(k + p1)Jν(2k + p1)G0(k)γi] (A.14)
Note here greek symbol index labels the gauge field while latin symbol index labels the nematic
field. The latin symbols only run for spatial index. The one-loop diagram of Fig.A.2b has the
expression
Π
(2)
µν,i = i
∫
d3k
(2pi)3
tr[G0(p2 + k)TµνG0(k)γi] (A.15)
Here we expand the momentum pi by order and found the leading coupling term is the interplay
between the nematic field and maxwell term which is parity even. This is quiet obvious. As for
the gauge field which is quadratic in these diagrams, the leading gauge invariant terms can only
be the chern simons term and maxwell term (Note: this theory is not relativistic so there would
appear terms like B∇ · E which violates the lorenz invariance, but we can ignore them as there
are of higher order than the maxwell term.). However, the chern simons term is a topological term
which shall never depend on the metric, thus the only most relevant coupling would be the maxwell
term. This can also be seen from the polarization tensor.
If we expand derivatives of nematic field p2 in the polarization tensor by order, to the O(1)
order, we have
Π
(1)
µν,i(p1) = −i
∫
d3k
(2pi)3
tr
[
G0(k)Jµ(2k + p1)G0(k + p1)Jν(2k + p1)G0(k)γi
]
(A.16)
= −i
∫
d3k
(2pi)3
tr
[
Jµ(2k + p1)G0(k + p1)Jν(2k + p1)G0(k)γiG0(k)
]
If it is odd in p1, then the first terms in the products Jµ(2k + p1)G0(k + p1)Jν(2k + p1)G0(k)
should include a Levi-Civita tensor, and would also be even and symmetric in the momentum k.
Then the existence of γiG0(k) term involve with k
2
1 − k22 and thus the integral is zero.
Upon expanding in derivatives of the nematic field p2 to the O(p2) order, we have,
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Π
(1)
µν,i =− i
∫
d3k
(2pi)3
tr[G0(k)Jµ(−p2)G0(k + p1)Jν(2k + p1)G0(k)γi]
− i
∫
d3k
(2pi)3
tr[
F (p2, k)
k20 − (k21 + k22)2 −m2 − i
Jµ(2k + p1)G0(k + p1)Jν(2k + p1)G0(k)γi]
(A.17)
Here F (p2, k) is a function which is linear in p2 and odd in k. In the second term, Jµ(2k +
p1)G0(k+ p1)Jν(2k+ p1)G0(k) there is a Levi-civita tensor, and would also be even and even in k.
However, F (p2, k) is odd in k thus the integral would be 0. For the first term, if µ = 0, which does
not depend on p2, this term is still to the zero order in p2 and would be zero as we demonstrated
before. Otherwise, If it is odd in p1, it is also odd in k and vanishes. In conclusion, to lowest order,
there is no parity-odd coupling between the nematic field and the gauge field.
A.2 The calculation of the effective nematic theory
In the effective theory for nematicity, the only one-loop diagram that contributes is the self-energy
shown in Fig.A.3,
Mi Mj
Figure A.3: Self energy diagram for nematicity
Seff(M) =− N
2
∫
d3xd3y tr (G0(x− y)γ ·M(y)G0(y − x)γ ·M(x))−
∫
d3x
N
2g
M2(x)
= −N
2
∫
d3p
(2pi)3
Mi(−p)Γij(p)Mj(p)− N
2g
∫
d3p
(2pi)3
|M(p)|2 (A.18)
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where Γij(p) is the one-loop kernel
Γij(p) =
∫
d3k
(2pi)3
tr(γiG0(p+ k)γjG0(k)) (A.19)
=ijp0
∫
d3k
(2pi)3
m
(k20 − (k21 + k22)2 −m2 − i)2
+ δij
∫
d3k
(2pi)3
m2 − k20
(k20 − (k21 + k22)2 −m2 − i)2
+O(p2)
The first term is odd in the frequency p0 and contributes to the Berry phase term. The second
term which is even in the frequency p0 contributes to the mass term of the nematic field and is
responsible for the phase transition.
A.3 A short proof on gauge invariance of the polarization tensor
To make sure the diagram we get is gauge invariant, here we make a brief proof on gauge invariance
of the polarization tensor. For the two leg diagram, to be gauge invariance, its polarization tensor
should have
Πµνpν = 0 (A.20)
Since the theory we start with is non-relativistic, the polarization tensor here could be decom-
posed into two parts, one of which, called Π
(1)
µν , comes from the linear terms of the gauge field in
the original Lagrangian, while Π
(2)
µν comes from the terms where gauge field appears in quadratic
order.
Πµν = Π
(1)
µν + Π
(2)
µν (A.21)
as is shown is in appendix A, Π
(2)
µν = 0. Thus, we only have to proof
Π(1)µν pν = 0 (A.22)
Πµνpν = tr[
∫
d3k
(2pi)3
G0(p+ k)Jµ(2k + p)G0(k)Jν(2k + p)pν ] (A.23)
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Note there is a ward identity
Jν(2k + p)pν (A.24)
= p0γ0 + (p
2
1 − p21 + 2p1k1 − 2p2k2)γ1
+ 2(p1p2 + p1k2 + p2k1)γ2
= G−10 (p+ k)−G−10 (k)
Then we have
Πµνpν (A.25)
= tr[
∫
d3k
(2pi)3
G0(p+ k)Jµ(2k + p)G0(k)(G−10 (p+ k)−G−10 (k))]
= tr[
∫
d3k
(2pi)3
G0(p+ k)Jµ(2k + p)]
− tr[
∫
d3k
(2pi)3
G0(k)Jµ(2k + p)]
for µ = 0, J0 = γ0,
tr[
∫
d3k
(2pi)3
G0(p+ k)γ0]− tr[
∫
d3k
(2pi)3
G0(k)γ0] = 0 (A.26)
For µ = 1,
tr[
∫
d3k
(2pi)3
G0(p+ k)Jµ(2k + p)]− tr[
∫
d3k
(2pi)3
G0(k)Jµ(2k + p)] (A.27)
= −tr[
∫
d3k
(2pi)3
G0(p+ k)(pxγ1 + pyγ2)]
= −tr[
∫
d3k
(2pi)3
G0(k)(pxγ1 + pyγ2)] = 0
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likewise, for µ = 2,
tr[
∫
d3k
(2pi)3
G0(p+ k)Jµ(2k + p)] (A.28)
− tr[
∫
d3k
(2pi)3
G0(k)Jµ(2k + p)]
= −tr[
∫
d3k
(2pi)3
G0(p+ k)(−pyγ1 + pxγ2)]
= −tr[
∫
d3k
(2pi)3
G0(k)(−pyγ1 + pxγ2)] = 0
Thus the polarization tensor of the two leg diagram is transverse and gauge invariant.
For the three leg diagram(2 gauge field and 1 nematic field), we have
S[aµ,M ] (A.29)
=
N
3
∫
d3p
(2pi)3
Πµνi(p1, p2)aµ(−p1 − p2)aν(p1)Mi(p2)
If it is gauge invariant under a gauge transformation aµ + ∂µθ, the polarization tensor should obey
the following rule.
Π1µν,i(p1, p2)p1νaµ(−p1 − p2)Mi(p2) (A.30)
+ Π1τσ,j(p1, p2)(−p1τ − p2τ )aσ(p1)Mj(p2)
+ Π2αβ,k(p1, p2)(−p1α − p2i)Tαβaβ(p1)Mk(p2)
+ Π2αβ,k(p1, p2)p1αTαβaβ(−p1 − p2)Mk(p2) = 0
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Π1µν,i(p1, p2)p1ν (A.31)
= tr[
∫
d3k
(2pi)3
G0(k − p2)JµG0(k + p1)JνpνG0(k)γi]
= tr[
∫
d3k
(2pi)3
G0(k − p2)JµG0(k + p1)
(G−10 (k + p1)−G−10 (k))G0(k)γi]
= tr[
∫
d3k
(2pi)3
G0(k − p2)JµG0(k)γi]
− tr[
∫
d3k
(2pi)3
G0(k − p2)JµG0(k + p1)γi]
for µ = 0, J0 = γ0
Π1µν,i(p1, p2)p1ν (A.32)
= tr[
∫
d3k
(2pi)3
G0(k − p2)γ0G0(k)γi]
− tr[
∫
d3k
(2pi)3
G0(k − p2)γ0G0(k + p1)γi]
= tr[
∫
d3k
(2pi)3
G0(k − p2)γ0G0(k)γi]
− tr[
∫
d3k
(2pi)3
G0(k − p2)γ0G0(k + p1)γi]
= tr[
∫
d3k
(2pi)3
G0(k − p2)γ0G0(k)γi]
− tr[
∫
d3k
(2pi)3
G0(k − p2 − p1)γ0G0(k)γi]
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likewise,
Π1τσ,j(p1, p2)(−p1τ − p2τ ) (A.33)
= tr[
∫
d3k
(2pi)3
G0(k − p2)JτpτG0(k + p1)JσG0(k)γj ]
= tr[
∫
d3k
(2pi)3
G0(k − p2)(G−10 (k − p2)
−G−10 (k + p1))G0(k + p1)JσG0(k)γj ]
= tr[
∫
d3k
(2pi)3
G0(k + p1)JνG0(k)γj ]
− tr[
∫
d3k
(2pi)3
G0(k − p2)JσG0(k)γj ]
for σ = 0, J0 = γ0
Π1τσ,j(p1, p2)(−p1τ − p2τ ) (A.34)
= tr[
∫
d3k
(2pi)3
G0(k + p1)γ0G0(k)γj ]
− tr[
∫
d3k
(2pi)3
G0(k − p2)γ0G0(k)γj ]
It is easy to check that for each ω = ρ,µ = σ = 0,
Π1µν,i(p1, p2)p1νaµ(−p1 − p2)Mi(p2) (A.35)
= −Π1τσ,j(p1, p2)(−p1τ − p2τ )aσ(p1)Mj(p2).
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for µ = 1,
Π1µν,i(p1, p2)p1ν (A.36)
= tr[
∫
d3k
(2pi)3
G0(k − p2)J1(2k − p2 + p1)G0(k)γi]
− tr[
∫
d3k
(2pi)3
G0(k − p2)J1(2k − p2 + p1)G0(k + p1)γi]
= tr[
∫
d3k
(2pi)3
G0(k − p2)J1(2k − p2 + p1)G0(k)γi]
− tr[
∫
d3k
(2pi)3
G0(k − p2 − p1)J1(2k − p2 − p1)G0(k)γi]
= tr[
∫
d3k
(2pi)3
G0(k − p2)J1(2k − p2)G0(k)γi]
+ tr[
∫
d3k
(2pi)3
G0(k − p2)J1(−p1)G0(k)γi]
− tr[
∫
d3k
(2pi)3
G0(k − p2 − p1)J1(2k − p2 − p1)G0(k)γi]
for σ = 1,
Π1τσ,j(p1, p2)(−p1τ − p2τ ) (A.37)
= tr[
∫
d3k
(2pi)3
G0(k + p1)J1(2k + p1)G0(k)γj ]
− tr[
∫
d3k
(2pi)3
G0(k − p2)J1(2k + p1)G0(k)γj ]
= tr[
∫
d3k
(2pi)3
G0(k + p1)J1(2k + p1)G0(k)γj ]
− tr[
∫
d3k
(2pi)3
G0(k − p2)J1(2k − p2 + p2 + p1)G0(k)γj ]
= tr[
∫
d3k
(2pi)3
G0(k + p1)J1(2k + p1)G0(k)γj ]
− tr[
∫
d3k
(2pi)3
G0(k − p2)J1(2k − p2)G0(k)γj ]
+ tr[
∫
d3k
(2pi)3
G0(k − p2)J1(−p2 − p1)G0(k)γj ]
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After some algebra, it could be checked that the rest terms after gauge tansformation are,
Π11ν,i(p1, p2)p1νa1(−p1 − p2)Mi(p2) (A.38)
+ Π1τ1,i(p1, p2)(−p1τ − p2τ )a1(p1)Mi(p2)
= 2tr[
∫
d3k
(2pi)3
G0(k − p2)
J1(−p2 − p1)G0(k)γi]a1(−p1 − p2)Mi(p2)
This contribution is cancelled by the tadpole+nematic diagram, where up to a gauge transforma-
tion, the extra terms generated are
Π2α1,k(p1, p2)(−p1α − p2α)Tα1a1(p1)Mk(p2) (A.39)
+ Π21β,k(p1, p2)p1βT1βa1(−p1 − p2)Mk(p2)
= −2tr[
∫
d3k
(2pi)3
G0(k + p)(γ1p
′
x + γ2p
′
y)G0(k)γk]a1(p
′)Mk(p)
= −2tr[
∫
d3k
(2pi)3
G0(k + p)J1(p′)G0(k)γk]a1(p′)Mk(p)
which exactly cancels the terms.
The condition for µ = σ = 2 is also similar, for the three leg diagram, the rest terms after a
gauge transformation are
Π12ν,i(p1, p2)pνa2(−p1 − p2)Mi(p2) (A.40)
+ Π1τ2,i(p1, p2)(−p1τ − p2τ )a2(p1)Mi(p2)
= 2tr[
∫
d3k
(2pi)3
G0(k − p2)
J2(−p2 − p1)G0(k)γi]a2(−p1 − p2)Mi(p2)
This would be canceled by the extra terms in the tadpole+nematic diagram after the gauge trans-
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formation
− 2tr[
∫
d3k
(2pi)3
G0(k + p)(γ2p
′
x − γ1p′y)G0(k)γk]a2(p′)Mk(p) (A.41)
= −2tr[
∫
d3k
(2pi)3
G0(k + p)J2(p′)G0(k)γk]a2(p′)Mk(p)
So the polarization tensor is gauge-invariant (as it should be).
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Appendix B
Calculation detail on Nematic FQH
states in Chapter 3
B.1 Calculation of the Nematic Correlators
In this appendix, we show the calculation of the correlators of the nematic order parameters which
we extensively use in the main text.
Mi Mj
Figure B.1: Correlator of the nematic order parameters
First, we focus on the symmetric part of the correlators, which is the mass term for the order
parameters. Here for simplicity, we set the magnetic length l¯b and electron bare mass me to be 1.
At the end, we restore the magnetic length and mass in the expression by dimensional analysis.
For the filling fraction ν = p2p+1 , the correlator is
〈N1(r1, t1)N1(r2, t2)〉 = 2i δZ
δM1δM1
= −i〈T Ψ†(r1, t1)(DxDx −DyDy)Ψ(r1, t1)Ψ†(r2, t2)(DxDx −DyDy)Ψ(r2, t2)〉
= −i
∞∑
m>p
p−1∑
l=0
∑
k1,k2[
ei(ωm−ωl)(t2−t1)Θ(t1 − t2)φ†l,k1(r1)(DxDx −DyDy)φm.k2(r1)φ
†
m,k2
(r2)(DxDx −DyDy)φl,k1(r2)
+ e−i(ωm−ωl)(t2−t1)Θ(t2 − t1)φ†m,k2(r1)(DxDx −DyDy)φl.k1(r1)φ
†
l,k1
(r2)(DxDx −DyDy)φm,k2(r2)
]
,
φl,kx1 (r1) = e
ikx1x1
√
1√
pi2ll!
e−(y1+k
x
1 )
2/2Hl(y1 + k
x
1 ), (B.1)
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in which ωm = ω¯cm+α(mω¯c)
2,m ∈ Z is the cyclotron energy of the composite fermion at the m-th
Landau level. For ν = 1/3 filling, p = 1. Thus the sum over m simply becomes the sum over m > 0
and we can set l = 0 at the end of calculation. To proceed, we perform the Fourier transformation
of the correlator.
〈N1N1(q, ω)〉 = Clm
∑
m
∫
dkid
2xidyi
[
ei(x2−x1)(kx1−kx2 +qx)+iqy(y2−y1)
ω − (ωm − ωl) + i e
(−1/2)((yi+kx1 )2+(yi+kx2 )2)
(B.2)
Hl(y1 + k
x
1 )(DxDx −DyDy)Hm(y1 + kx2 )Hm(y2 + kx2 )(DxDx −DyDy)Hl(y2 + kx1 )
− e
i(x2−x1)(−kx1 +kx2 +qx)+iqy(y2−y1)
ω + (ωm − ωl)− i e
(−1/2)((yi+kx1 )2+(yi+kx2 )2)
Hm(y1 + k
x
2 )(DxDx −DyDy)Hl(y1 + kx1 )Hl(y2 + kx1 )(DxDx −DyDy)Hm(y2 + kx2 )
]
,
Clm =
1
2l+ml!m!2pi2
(B.3)
We change the variables,
u˜i = yi +
kx1 + k
x
2
2
, v˜ =
kx1 − kx2
2
, (B.4)
u1 = y1 +
kx1 + k
x
2
2
+ iqy/2, u2 = y2 +
kx1 + k
x
2
2
− iqy/2,
v = v˜ − iqy/2, v∗ = v˜ + iqy/2,
(B.5)
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and we integrate out xi’s to obtain
〈N1N1(q, ω)〉 = Clm
∑
m
∫
duidv
[
δ(v˜ + qx/2)
ω − (ωm − ωl) + ie
−u2i−2vv∗
Hl(u1 + v)(D
∗
xDx −D∗yDy)Hm(u1 − v∗)Hm(u2 − v)(D∗xDx −D∗yDy)Hl(u2 + v∗)
− δ(v˜ − qx/2)
ω + (ωm − ωl)− ie
−u2i−2vv∗
Hm(u1 − v∗)(D∗xDx −D∗yDy)Hl(u1 + v)Hl(u2 + v∗)(D∗xDx −D∗yDy)Hm(u2 − v)]. (B.6)
As −iDx Hm(u1−v∗) = (u1−v∗)Hm(u1−v∗) (we choose the Landau gauge Dx = ∂x+ib¯y,Dy = ∂y),
we have the following.
− iDxHn = 1/2Hn+1 + nHN−1 (B.7)
− iDyHm(u1 − v∗) = (i)(−1/2Hm+1(u1 − v∗) +mHm−1(u1 − v∗))
In this way, the correlator can be simplified.
〈N1N1(q, ω)〉 (B.8)
= Clm
∑
m
∫
duidv[
δ(v˜ + qx/2)
ω − (ωm − ωl) + ie
−u2i−2vv∗
m2Hl+1(u1 + v)Hm−1(u1 − v∗)Hm−1(u2 − v)Hl−1(u2 + v∗) (B.9)
− δ(v˜ − qx/2)
ω + (ωm − ωl)− ie
−u2i−2vv∗m2Hl+1(u1 + v)Hm−1(u1 − v∗)Hm−1(u2 − v)Hl−1(u2 + v∗)]
We can use the expression for the inner product of the two Hermite polynomials which is written
in terms of the Laguerre polynomials.
∫
du1e
−u2iHl(u1 + v)Hm(u1 − v∗) = 2m
√
pil!(v∗)m−lLm−ll (−2vv∗), (B.10)
if l is not larger than m. Here v is related with qx, qy after we integrate over v˜. L
m−l
l (−2vv∗) is
the polynomial of q2 whose leading order is always a constant piece. We can always express the
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result by expanding it in terms of ω and q by order. The leading order in q and ω of 〈N1N1(q, ω)〉
(coming from l = 0,m = 2) includes a constant piece.
〈N1N1(q, ω)〉 = 1
pi(ω − 2ω¯c)(1 + 4αω¯2c )
− 1
pi(ω + 2ω¯c)(1 + 4αω¯2c )
+O(q2)
=
4ω¯c
pi(ω2 − 4ω¯2c )(1 + 4αω¯2c )
+O(q2) (B.11)
By dimensional analysis, we need to multiply ω¯2c/l¯
2
b to the correlator to restore the coefficients by
setting the magnetic length to be unity in the calculation.
〈N1N1(q, ω)〉 = 4ω¯
3
c
l¯2bpi(ω
2 − 4ω¯2c )(1 + 4αω¯2c )
+O(q2) = − ω¯c
l¯2bpi(1 + 4αω¯
2
c )
+O(q2) +O(ω2) (B.12)
The first term will contribute to the mass term of the nematic order parameters.
The anti-symmetric part ∝M1∂0M2 of the correlator can be calculate in the same way.
〈N1N2(q, ω)〉 = Clm
∑
m
∫
duidv (B.13)
[
δ(v˜ + qx/2)
ω − (ωm − ωl) + ie
−u2i−2vv∗
Hl(u1 + v)(DxDx −DyDy)Hm(u1 − v∗)Hm(u2 − v)(DxDy +DyDx)Hl(u2 + v∗) (B.14)
− δ(v˜ − qx/2)
ω + (ωm − ωl)− ie
−u2i−2vv∗
Hm(u1 − v∗)(DxDx −DyDy)Hl(u1 + v)Hl(u2 + v∗)(DxDy +DxDy)Hm(u2 − v)] (B.15)
= Clm
∑
m
∫
duidv[
δ(v˜ + qx/2)
ω − (ωm − ωl) + ie
−u2i−2vv∗
m2
i
Hl+1(u1 + v)Hm−1(u1 − v∗)Hm−1(u2 − v)Hl−1(u2 + v∗) (B.16)
+
δ(v˜ − qx/2)
ω + (ωm − ωl)− ie
−u2i−2vv∗m
2
i
Hl+1(u1 + v)Hm−1(u1 − v∗)Hm−1(u2 − v)Hl−1(u2 + v∗)]
The leading order term in q and ω comes from l = 0,m = 2.
〈N1N2(q, ω)〉 = 2ω
ipi(ω2 − 4ω¯2c )(1 + 4αω¯2c )2
+O(q2) (B.17)
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Again we multiply the factor ω¯2c/l¯
2
b to restore the units properly.
〈N1N2(q, ω)〉 = i ω
2l¯2bpi(1 + 4αω¯
2
c )
2
+O(q2) +O(ω2) (B.18)
This term is the Hall viscosity term of the integer quantum Hall state.
B.2 Calculation of the Mixed Correlators of Nematic and Gauge
Fields
The nematic-gauge coupling term could be obtained in a similar way
〈N1(r1, t1)j0(r2, t2)〉 = −i〈T Ψ†(r1, t1)(DxDx −DyDy)Ψ(r1, t1)Ψ†(r2, t2)Ψ(r2, t2)〉
= Clm
∑
m
∫
duidv (B.19)
[
δ(v˜ + qx/2)
ω − (ωm − ωl) + ie
−u2i−2vv∗Hl(u1 + v)(DxDx −DyDy)Hm(u1 − v∗)Hm(u2 − v)Hl(u2 + v∗)
− δ(v˜ − qx/2)
ω + (ωm − ωl)− ie
−u2i−2vv∗Hm(u1 − v∗)(DxDx −DyDy)Hl(u1 + v)Hl(u2 + v∗)Hm(u2 − v)]
= Clm
∑
m
∫
duidv
[
δ(v˜ + qx/2)
ω − (ωm − ωl) + ie
−u2i−2vv∗mHl+1(u1 + v)Hm−1(u1 − v∗)Hm(u2 − v)Hl(u2 + v∗) (B.20)
− δ(v˜ − qx/2)
ω + (ωm − ωl)− ie
−u2i−2vv∗mHl+1(u1 + v)Hm−1(u1 − v∗)Hm(u2 − v)Hl(u2 + v∗)]
The leading order term is ∝ p2, which comes from the contribution of (l = 0,m = 2), (l =
0,m = 1), with the expression,
〈N1(p)j0(−p)〉 = 1
2pi
(
2
1 + αω¯2c
− 2
2 + 8αω¯2c
)(p2x − p2y) (B.21)
Following the above calculation, we can obtain other linear coupling terms between the nematic
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field and gauge field,
〈N2(p)j0(−p)〉 = 1
2pi
(
2
1 + αω¯2c
− 2
2 + 8αω¯2c
)(2pxpy)
〈N1(p)jx(−p)〉 = 1
2pi
(
2
1 + αω¯2c
− 2
2 + 8αω¯2c
)(ωpx)
〈N1(p)jy(−p)〉 = 1
2pi
(
2
1 + αω¯2c
− 2
2 + 8αω¯2c
)(−ωpy)
〈N2(p)jx(−p)〉 = 1
2pi
(
2
1 + αω¯2c
− 2
2 + 8αω¯2c
)(ωpy)
〈N2(p)jy(−p)〉 = 1
2pi
(
2
1 + αω¯2c
− 2
2 + 8αω¯2c
)(ωpx) (B.22)
These terms contribute partly to the Wen-Zee coupling. For a complete expression of the
Wen-Zee term, we also needs to evaluate coupling between two nematic field and one gauge field
〈N1(r1, t1)N2(r2, t2)j0(r3, t3)〉 =
− 〈T Ψ†(r1, t1)(DxDx −DyDy)Ψ(r1, t1)Ψ†(r2, t2)(DxDy +DyDx)Ψ(r2, t2)
Ψ†(r3, t3)Ψ(r3, t3)〉 (B.23)
〈N1N2j0〉(q, p) =
〈N1(r1, t1)N2(r2, t2)j0(r3, t3)〉 exp(−iω(t2 − t1)− iω0(t3 − t2))exp(iq(r2 − r1) + ip(r3 − r2))
(B.24)
By redefining the variables,
u1 = y1 +
kx1 + k
x
2
2
+ iqy/2, v =
kx1 − kx2
2
− iqy/2, v˜ = k
x
1 − kx2
2
;
u2 = y2 +
kx2 + k
x
3
2
− i(qy − py)/2, v0 = k
x
2 − kx3
2
+ i(qy − py)/2, v˜0 = k
x
2 − kx3
2
;
u3 = y3 +
kx1 + k
x
3
2
− ipy/2, v + v0 = k
x
1 − kx3
2
+ ipy/2, v˜ + v˜0 =
kx1 − kx3
2
; (B.25)
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Thus, we can write the time ordered correlator(for t1 > t2 > t3) as
〈N1N2j0〉(q, p) = exp(−u2i − vv∗ − v0v∗0 − (v0 + v)(v∗ + v∗0)) exp(−iq/2 ∧ p/2)
Clmn
∑
m,n
∫
duidvdv0
δ(v˜ + qx/2)δ(v˜0 + p
x/2)
[ω − (ωm − ωl) + i][ω0 − (ωn − ωl) + i]
Hl(u1 + v)(DxDx −DyDy)Hm(u1 − v∗)Hm(u2 + v0)(DxDy +DyDx)Hn(u2 − v∗0)
Hn(u3 − v∗ − v∗0)Hl(u3 + v + v0)
= exp(−u2i − vv∗ − v0v∗0 − (v0 + v)(v∗ + v∗0)) exp(−iq/2 ∧ p/2)
Clmn
∑
m,n
∫
duidvdv0
δ(v˜ + qx/2)δ(v˜0 + p
x/2)
[ω − (ωm − ωl) + i][ω0 − (ωn − ωl) + i]
[Hl+1(u1 + v)mHm−1(u1 − v∗)Hm+1(u2 + v0)(in)Hn−1(u2 − v∗0)Hn(u3 − v∗ − v∗0)Hl(u3 + v + v0)
−Hl+1(u1 + v)mHm−1(u1 − v∗)Hm−1(u2 + v0)(im)Hn+1(u2 − v∗0)Hn(u3 − v∗ − v∗0)Hl(u3 + v + v0)]
(B.26)
For this three-point correlator, there always exists an antisymmetric phase factor exp(−iq/2 ∧
p/2)(Moyal phase) which is responsible for the Wen-Zee response.
The leading order contribution for three point time ordered correlator (at t1 > t2 > t3) comes
from the choice of [l = 0, n = 0,m = 2], thus
〈N1N2j0〉(q, p)|t1>t2>t3 =
−qxpy + qypx
4pi(ω − (ω2 − ω0))(ω0) + .... (B.27)
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In a similar way,we also have
〈N2N1j0〉(q, p)|t1>t2>t3 = exp(−u2i − vv∗ − v0v∗0 − (v0 + v)(v∗ + v∗0)) exp(−iq/2 ∧ p/2)
Clmn
∑
m,n
∫
duidvdv0
δ(v˜ + qx/2)δ(v˜0 + p
x/2)
[ω − (ωm − ωl) + i][ω0 − (ωn − ωl) + i]
Hl(u1 + v)(DxDy +DyDx)Hm(u1 − v∗)Hm(u2 + v0)(DxDx −DyDy)Hn(u2 − v∗0)
Hn(u3 − v∗ − v∗0)Hl(u3 + v + v0)
= exp(−u2i − vv∗ − v0v∗0 − (v0 + v)(v∗ + v∗0)) exp(−iq/2 ∧ p/2)
Clmn
∑
m,n
∫
duidvdv0
δ(v˜ + qx/2)δ(v˜0 + p
x/2)
[ω − (ωm − ωl) + i][ω0 − (ωn − ωl) + i]
[Hl+1(u1 + v)(im)Hm−1(u1 − v∗)Hm+1(u2 + v0)(n)Hn−1(u2 − v∗0)Hn(u3 − v∗ − v∗0)Hl(u3 + v + v0)
+Hl+1(u1 + v)imHm−1(u1 − v∗)Hm−1(u2 + v0)mHn+1(u2 − v∗0)Hn(u3 − v∗ − v∗0)Hl(u3 + v + v0)]
(B.28)
In the leading order,
〈N2N1j0〉(q, q0)|t1>t2>t3 =
qxpy − qypx
4pi(ω − (ω2 − ω0))(ω0) + .... (B.29)
The other time ordered correlator can be obtained in the similar way which finally gives Wen-Zee
coupling. Finally, we have,
〈NiNjjµ〉(q, p) = 
ijλνµpλqν
(1 + 4αω¯2c )
24pi
(B.30)
B.3 Proof of gauge invariance at RPA level
To calculate the collective excitaion of the Nematic FQH state, we first treat the Quadrupolar
interaction perturbatively in the RPA level and then integrate out the gauge fluctuation. During
the RPA procedure, we only keep the reducible diagrams for the infinite geometric series. Here,
we would proof that the polarization tensor of such RPA level corrrection is gauge invariant. The
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polarization at RPA level has the form
ΠRPAij =Π
0
ij + (2F2m
2
e)
∑
a,b
〈jiNa〉〈Nbjj〉+ (2F2m2e)2
∑
a,b
〈jiNa〉〈NaNb〉〈Nbjj〉+ · · ·
=Π0ij +
(2F2m
2
e)〈jiNa〉〈Nbjj〉
1− (2F2m2e)〈NaNb〉
(B.31)
To proof its gauge invariance, we only need to proof
pµΠ
RPA
µν (ω, p) = 0 (B.32)
Or if write it in the real space,
∂µΠ
RPA
µν (x, y) = 0 (B.33)
It is obvious that pµΠ
0
µν = 0. Thus we only need to prove the gauge invariance of pµ〈jµNa〉 = 0.
2∂r1i
〈ji(r1)N1(r2)〉
= i∂r1i
< D†iΨ
†(r1)Ψ(r1)Ψ†(r2)(D2x −D2y)Ψ(r2) > −i∂r1i < Ψ
†(r1)DiΨ(r1)Ψ†(r2)(D2x −D2y)Ψ(r2) >
= i < ∂r1i
D†iΨ
†(r1)Ψ(r1)Ψ†(r2)(D2x −D2y)Ψ(r2) > +i < D†iΨ†(r1)∂r1i Ψ(r1)Ψ
†(r2)(D2x −D2y)Ψ(r2) >
− i < ∂r1i Ψ
†(r1)DiΨ(r1)Ψ†(r2)(D2x −D2y)Ψ(r2) > −i < Ψ†(r1)∂r1iDiΨ(r1)Ψ
†(r2)(D2x −D2y)Ψ(r2) >
= i < D†iD
†
iΨ
†(r1)Ψ(r1)Ψ†(r2)(D2x −D2y)Ψ(r2) > +i < D†iΨ†(r1)DiΨ(r1)Ψ†(r2)(D2x −D2y)Ψ(r2) >
− i < D†iΨ†(r1)DiΨ(r1)Ψ†(r2)(D2x −D2y)Ψ(r2) > −i < Ψ†(r1)DiDiΨ(r1)Ψ†(r2)(D2x −D2y)Ψ(r2) >
= i < D†iD
†
iΨ
†(r1)Ψ(r1)Ψ†(r2)(D2x −D2y)Ψ(r2) > −i < Ψ†(r1)DiDiΨ(r1)Ψ†(r2)(D2x −D2y)Ψ(r2) >
∂r10〈j0(r1)N1(r2)〉
= − < ∂r10Ψ
†(r1)Ψ(r1)Ψ†(r2)(D2x −D2y)Ψ(r2) > − < Ψ†(r1)∂r10Ψ(r1)Ψ
†(r2)(D2x −D2y)Ψ(r2) >
(B.34)
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In all we have,
− i∂r1µ〈jµ(r1)N1(r2)〉 =< Ψ(r1)Ψ†(r2)(D2x −D2y)r2Ψ(r2)Ψ†(r1)(−i∂0 +
D†iD
†
i
2
+ µ)r1 >
− < (i∂0 + DiDi
2
+ µ)r1Ψ(r1)Ψ
†(r2)(D2x −D2y)r2Ψ(r2)Ψ†(r1) >
=< G(r1, r2)(D
2
x −D2y)r2G(r2, r1)(−i∂0 +
D†iD
†
i
2
+ µ)r1 >
− < (i∂0 + DiDi
2
+ µ)r1G(r1, r2)(D
2
x −D2y)r2G(r2, r1) > (B.35)
Remind that the Green function has the property,
(i∂0 +
DiDi
2
+ µ)r1G(r1, r2) = (i∂0 +
DiDi
2
+ µ)r1 < Ψ(r1)Ψ
†(r2) >= δ(r1 − r2)
(−i∂0 + D
†
iD
†
i
2
+ µ)G(r2, r1) = (−i∂0 + D
†
iD
†
i
2
+ µ)r1 < Ψ(r2)Ψ
†(r1) >= δ(r1 − r2) (B.36)
Thus we have,
− i∂r1µ〈jµ(r1)N1(r2)〉 =< G(r1, r1)(D2x −D2y)r1 > − < (D2x −D2y)r1G(r1, r1) >= 0 (B.37)
To this end, we had shown that the polarization tensor at RPA level is gauge invariant.
B.4 Nematic collective excitations
To obtain the collective excitations of the nematic FQH state, we need to calculate the polarization
tensorKij for external electromagnetic gauge field. The poles in Kij gives the spectrum of the
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excitations.
K00 = q
2K0, (B.38)
K0i = ωqiK0 + iikqkK1,
Ki0 = ωqiK0 − iikqkK1,
Kij = ω
2δijK0 − iijωK1 + (q2δij − qiqj)K2,
K0 = − Π0
16pi2D
,
K1 =
1
4pi
+
Π1 +
1
4pi
16pi2D
+
V (q)Π0q
2
64pi3D
,
K2 =
Π2
16pi2D
+
V (q)(ω2Π20 −Π21)
D
+
V (q)Π0Π2q
2
D
,
D = Π20ω
2 − (Π1 + θ)2 + Π0(Π2 − V (q)
16pi2
)q2,
θ =
1
4pi
.
We solve D(q, ω) = 0 to find the poles of Kµν .
Π20ω
2 − (Π1 + θ)2 + Π0(Π2 − V (q)
16pi2
)q2 = 0 (B.39)
As the left part of the equation B.39 involves a sum of infinite numbers of polynomials, it is
impossible to solve it exactly. What we can try to do instead is to assume dispersion ω = ω1+αnq
2n
and find the solution asymptotically near zero momentum. We only keep the lowest terms in q
and ω. As we can see, the first two terms have leading order O(1), while the last term have the
leading order O(q2). To solve this equation, we have to subtract the constant piece from the first
two terms and set them as zero.
| ω¯
′
cω1
ω21 − ω¯′2c
+
c1t
2ω1
α
| = | ω¯
′2
c
ω21 − ω¯′2c
+
t2c2
α
+ θ2pi| (B.40)
This gives us the solution for the lowest excitation in the nematic FQH state, which is the GMP
mode.
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Appendix C
Calculation detail on Nematic
Half-filled LL in Chapter 4
C.1 The isotropic-Nematic quantum phase transition in a Fermi
Liquid
The problem of the isotropic-nematic quantum phase transition by a Pomeranchuk instability in a
Fermi liquid (without a background lattice) was studied by Oganesyan, Kivelson and Fradkin[76]
whose work we follow in detail. The lattice version of this problem was studied by several
authors.[126, 384, 385] . Here we will use a perturbative approach, following the standard work of
Hertz[386] and Millis[387]. The full non-perturbative behavior of Fermi fluid is not fully understood
and has been the focus of considerable work, both analytic[388] and, more recently, numerical.[389]
The problem of the quantum phase transition to an electron nematic state from a charge stripe
state has not been studied as much.
We start from the isotropic FL described by the free-fermion action S0 in two space dimensions
for spinless fermions (spin will play no role here),
S0 =
∫
d2rdtΨ†(r, t)
[
i∂t +
∇2
2m
+ µ
]
Ψ(r, t), (C.1)
in which µ is the chemical potential and Ψ is the spinless fermionic field. This theory S0 is
invariant under arbitrary spatial rotations. It is known that this Fermi liquid is stable to all
infinitesimal interaction except the superconducting (BCS) channel.[346, 390] Hence, by excluding
the pairing-channel, the only way to introduce any qualitative and quantitative change is to turn
on the interaction beyond some finite strength. Hereafter, we will ignore the pairing instability and
concentrate on phase transitions only in the particle-hole channel (although the nematic quantum
criticality can lead to a superconducting state.[391, 392]) Oganesyan and coworkers[76] that, in
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order to stabilize the nematic ground state, it is necessary to include in the free fermion Hamiltonian
terms in the dispersion relation which are at least cubit in the momentum relative to the Fermi
momentum. Such terms are explicitly irrelevant in the Landau FL phase. Although in this section
we will not include these terms explicitly, we will make them explicit in the theory of the nematic
CFL of Section 4.2.
We are interested in the process of the spontaneous breaking of the rotational symmetry in a
FL. The most obvious way to break the rotational symmetry is the spontaneous distortion of the
Fermi surface. In this Chapter, we are mainly interested in the distortion in the d-wave channel,
i.e., the quadrupolar channel. The spontaneous symmetry breaking transition is thus induced
naturally by turning on the strength of the Landau parameter with an attractive coupling F2 for
the quadrupolar interaction, represented by a term SQ in the full action of the form[76]
SQ = 1
2
∫
dtd2rd2r′ F2(|r − r′|)tr
(
Qˆ(r, t) · Qˆ(r′, t)
)
, (C.2)
where F2(|r − r′|) is a short-ranged quadrupolar interaction,
F2(|r − r′|) =
∫
d2q
(2pi)2
F2
1 + κq2
(C.3)
where κ−1 is the range of the quadrupolar interaction and F2 is the quadrupolar coupling. In
Eq.(C.2) denoted by Qˆ(r) the electronic quadrupolar density defined in OFK paper,
Qˆ(r) =
1
k2F
Ψ†(r)
∂2x − ∂2y 2∂x∂y
2∂x∂y ∂
2
y − ∂2x
Ψ(r). (C.4)
Note that the electronic quadrupolar density in OFK paper is different from our definition in
Section 4.2 up to k2F .
It is clear by dimensional counting that the interaction Eq.(C.2) is irrelevant at the Fermi
liquid fixed point of Eq.(C.1), and thus we will need the finite strength of F2 in Eq.(C.2) to be
large enough (and attractive) to drive a phase transition out of the isotropic Fermi liquid Eq.(C.1).
To understand the quantum phase transition better, we decouple the interaction term of
Eq.(C.4) by means of a Hubbard-Stratonovich transformation, and replace the quartic form of
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the action SQ by another one in which the nematic order parameters are coupled linearly to two
real Hubbard-Stratonovich fields, M1 and M2. After this is done, Eq.(C.4) becomes
LQ = M1(r, t)
k2F
Ψ†(r, t)(∂2x − ∂2y)Ψ(r, t)
+
M2(r, t)
k2F
Ψ†(r, t)(2∂x∂y)Ψ(r, t)
− 1
2F2
[
|M(r, t)|2 + κ (∇M(r, t))2
]
(C.5)
where we introduced the director field M = (M1,M2).
Hence we obtain a theory of the fermion nematic order parameter coupled to the Hubbard-
Stratonovich fields M1 and M2. In momentum and frequency space the action becomes
S =
∫
k,ω
[
Ψ†(k, ω)
(
ω − k
2 − k2F
2m
)
Ψ(k, ω)− 1
2F2
(
1 + κk2
)
|M(k, ω)|2
) ]
+
∫
k,ω
∫
q,Ω
Ψ†(k + q, ω + Ω)
[M1(q,Ω)
k2F
(k2x − k2y) +
M2(q,Ω)
k2F
(2kxky)
]
Ψ(k, ω), (C.6)
Here we used the the short-hand notation
∫
q,ω =
∫ dωd2q
(2pi)3
and have set the Fermi momentum to
be kF =
√
2mµ, and the chemical potential µ is the Fermi energy.
After the Hubbard-Stratonovich transformation, we proceed to integrate out the fermions to
obtain the effective action for the order parameters M1 and M2. Close to the quantum phase
transition to the nematic state we can approximate the effective action by a Landau expansion in
powers of the nematic order parameter fields. To quadratic and quartic order one finds
Sn =
1
2NF
∫
dωd2q Mi(q, ω)Lij(q, ω)Mj(q, ω)
−
∫
d2rdt
[
κ
2F2
(∇M)2 + λM4
]
(C.7)
where[76] λ = (3αNF |F2|3)/(8E2F ), and α is the coefficient of the quartic term in the single-
particle dispersion. The inverse of the propagator of the order parameters, Lij(q, ω), contains
the information about quantum critical dynamics of the order parameters. The analytic form of
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Lij(q, ω) can be analytically obtained up to one-loop correction in the fermions. The result is[76]
Lij(q, ω) = δij( κ
2F2
q2 + δ) +Mij(s, φ), (C.8)
where δ = −12 − 1NFF2 parametrizes the distance from the nematic quantum critical point at
F ∗2 = −NF2 (the Pomeranchuk transition), s = ωvF q , vF =
kF
m is the Fermi velocity, and φ is the
polar angle of the momentum q. The matrix kernel Mij(s, φ) is given by
Mij(s, φ) = s
2
B(s) +A(s) cos(4φ) A(s) sin(4φ)
A(s) sin(4φ) B(s)−A(s) cos(4φ)
 , (C.9)
where
B(s) =
1√
s2 − 1 , A(s) = B(s)(
√
s2 − 1− s)4, (C.10)
Since we are interested in the dynamics of the asymptotic regime s = ωvF q  1, we further
expand the functions A(s) and B(s) for small s around s = 0 and take φ = 0 to find
Lij =
−i ωvF q + κ2F2 q2 + δ 0
0 −( ωvF q )2 + κ2F2 q2 + δ
 , (C.11)
where q = |q|. This result of Oganesyan et al.[76] shows that the quantum dynamical exponent is
z = 3. The finite density of states at the Fermi surface is the origin of this strong Landau damping
of this longitudinal critical mode.
Provided the rotational symmetry of the system is not explicitly broken, inside the nematic
phase there is a Goldstone mode associated with the spontaneously broken rotational invariance.
In this metallic system, the Goldstone mode is Landau damped. Oganesyan et al. showed that
this overdamped Goldstone mode leads, to lowest order in perturbation theory, to a quasiparticle
self-energy whose imaginary part scales as Σ′′(ω) ∝ |ω|2/3 and, consequently, to the breakdown of
the quasiparticle picture and to non-Fermi liquid behavior. However, in the case of the 2DEG,
the continuous rotations symmetry is broken down to the C4 point group symmetry of the surface.
Although this explicit symmetry-breaking is very weak, it results in a finite (but small) energy gap
for the nematic Goldstone mode. The results summarized above hole above this energy scale.
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It is important to emphasize that in this picture the quadrupolar interaction of Eq.(C.2) drives
the quantum phase transition to the nematic state, if the coupling constant F2 exceeds the critical
value. We will see in Section 4.2 that the same interaction will induce the nematic quantum phase
transition in the CFL.
C.2 The HLR Composite Fermi Liquid
Now we review briefly the physics of the composite Fermi liquid (CFL) of Halperin, Lee and Read,
which is another key ingredient of our analysis. Before flux attachment, the action for the HLR
compressible CFL is
S =
∫
dtd2rΨ†(r, t)
[
iDt +
D2
2m
+ µ
]
Ψ(r, t)− 1
2
∫
dtd2rd2r′ V (|r − r′|)δρ(r, t)δρ(r′, t) (C.12)
in which we have introduced the covariant derivative Dµ = ∂µ + iAµ, with µ = t, x, y, where Aµ is
the external electromagnetic gauge field. Here V (|r−r′|) represents the density-density interaction
between the electrons, i.e., δρ(r) = Ψ†(r)Ψ(r) − ρ¯ is the local deviation of the electronic density
from the average ρ¯. In Section 4.2 we will also include a quadrupolar interaction discussed in
Section C.1.
For a half-filled Landau level, the average density ρ¯ of the electrons and the uniform magnetic
field B, are related by the filling factor ν = 2pi ρ¯B =
1
2 . The HLR theory also applies to the other
compressible states at filling factors ν = 1/2n. In this Chapter we will focus on the case ν = 1/2.
We will also include a probe (and unquantized) component of the electromagnetic gauge field,
which we denote by δAµ. The total electromagnetic field is Aµ = A¯µ + δAµ.
Now we perform the flux attachment transformation suitable for ν = 12 , i.e. we will attach two
flux quanta to each fermion. The flux attachment is implemented by coupling the fermions to a
statistical gauge field aµ whose action is a Chern-Simons term. The total action of the transformed,
composite, fermion is[16],
S =
∫
dtd2r Ψ†(r, t)
[
iDt +
D2
2m
+ µ
]
Ψ(r, t)− 1
2
∫
dtd2rd2r′ V (|r − r′|)δρ(r, t)δρ(r′, t),
+
∫
dtd2r
1
8pi
εµνλaµ∂νaλ, (C.13)
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Here Dµ = ∂µ + iAµ + iaµ (where µ = t, x, y), is the covariant derivative required by a gauge-
invariant (minimal) coupling of the fermions to the electromagnetic gauge field Aµ and to the
Chern-Simons gauge field aµ.
We now perform the average field approximation in which the average part A¯µ of the electromag-
netic gauge field is cancelled by the average part a¯µ of the Chern-Simons gauge field, A¯µ + a¯µ = 0.
After this approximation, we end up with the effective theory
S =
∫
dtd2rΨ†(r, t)
[
iDt +
D2
2m
+ µ
]
Ψ(r, t) +
∫
dtd2r
1
8pi
εµνλδaµ∂νδaλ,
− 1
2
∫
dtd2rd2r′ V (|r − r′|)δρ(r, t)δρ(r′, t), (C.14)
with Dµ = ∂µ + iδAµ + iδaµ, where we set aµ = a¯µ + δaµ.
The Chern-Simons gauge theory is a topological field theory.[393] At the local level, its content
is a a set of commutation relations between the spatial components of the gauge field, and a
constraint on the space of states (a Gauss law) which in this case reduces to a constraint between
the charge density, δρ(r, t) and the local flux of the Chern-Simons gauge fields,
δρ(r, t) =
1
4pi
εtij∂iδaj(r, t) =
1
4pi
δb(r, t), (C.15)
as an operator identity in the Hilbert space of gauge-invariant states.
Finally, upon a shift of the Chern-Simons gauge field, δaµ → δaµ−δAµ, we can write the action
in the form
S =
∫
dtd2rΨ†(r, t)
[
iDt +
D2
2m
+ µ
]
Ψ(r, t)− 1
2
∫
dtd2rd2r′
1
16pi2
V (|r − r′|)δb(r, t)δb(r′, t),
+
∫
dtd2r
1
8pi
εµνλ(δaµ − δAµ)∂ν(δaλ − δAλ), (C.16)
where now the covariant derivative is Dµ = ∂µ + iδaµ. Here we have used the Gauss law constraint
of Eq.(C.15), to write the density-density interaction in terms of the fluctuations of the gauge flux
δb(r, t), resulting in a flux-flux coupling for the gauge fields.[16, 125] We will see in Section 4.2 that
for the quadrupolar interaction this identity does not apply and the form of the interaction is more
complex.
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Therefore, the flux attachment transformation maps a half-filled Landau level to a system of
composite fermions at finite density coupled to a dynamical gauge field (with vanishing average)
with a Chern-Simons term (and a Maxwell-like term as well). The Fermi momentum of the compos-
ite fermions is kF = (4piρ¯)
1/2 = B1/2 = `−10 , where `0 is the magnetic length. Since the composite
fermions do not experience the magnetic field (on average), the composite fermions form a FL,
provided that the coupling to the gauge field δaµ can be neglected. This is a gapless state, the
HLR composite Fermi liquid. The crucial question is what tis he fate of the FL if the coupling is
included. In fact, it turns out that the coupling of the composite fermions to the fluctuating gauge
field destroys completely the well-defined composite fermion quasiparticles on the Fermi surface
and leads to a non-Fermi liquid state .
Since the CFL action of Eq.(C.16) is quadratic in the composite fermion fields, we can proceed
to integrate ot the composite fermions and obtain an effective action for the fluctuating gauge
fields δaµ. HLR showed that, at the one loop (RPA) level, the fluctuation δaµ of the gauge field
experiences a strong Landau damping due to the finite density of states of electron-like excitations
at the Fermi surface. The damping manifests in the polarization bubble of the gauge field when
the fermion is integrated out at the one-loop level (with the free fermion propagator). To quadratic
order in the gauge fields, their effective action in the CFL state is,
SCFL[δaµ, δAµ] = −1
2
∫
q,ω
δaµ(q, ω)Πµν(q, ω)δaν(−q,−ω)
+
1
8pi
∫
dtd2rεµνλ(δaµ − δAµ)∂ν(δaλ − δAλ), (C.17)
where Πµν(q, ω) is the polarization tensor of the CFL,
Πµν(q, ω) =
1
2pi

q2Π0(q, ω) qxωΠ0(q, ω) qyωΠ0(q, ω)
qxωΠ0(q, ω) ω
2Π0(q, ω)− q2y
(
Π2(q, ω) + V (q)
)
qyqx
(
Π2(q, ω) + V (q)
)
qyωΠ0(q, ω) qyqx
(
Π2(q, ω) + V (q)
)
ω2Π0(q, ω)− q2x
(
Π2(q, ω) + V (q)
)
 ,
where V (q) is the Fourier transform of the interaction. The functions Π0(q, ω) and Π2(q, ω)
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are
Π0(q, ω) =
m
q2
− i|ω|√
ρ¯|q|3 , Π2(q, ω) =
1
m
+ γ
i|ω|√ρ¯
|q|3 , (C.18)
where ρ¯ is the electron density, m is the electron bare (band) mass, and γ = 2
√
3 is a numerical
constant. Here, we have temporarily switched off the external probe electromagnetic gauge field
δAµ for the clarity of the presentation. Here the momentum q = |q| carried by the gauge field is
much smaller than the Fermi momentum kF of the composite fermions, i.e., q  kF , and ω  vF q,
where the quantum critical dynamics is manifest.
In contrast to the incompressible FQH states, where the Chern-Simons term is the most relevant
term and dominates the low-energy physics, in the CFL the damping term ∝ i ω
q3
is the most relevant
term in the low-energy regime. Furthermore, by gauge invariance, the gauge fields must remains
gapless, which hence also play a key role in the low-energy physics of the nematic phase transition
inside the composite Fermi liquid state of section 4.2.
By restoring the probe field δAµ and integrating out the low-energy fluctuation δaµ in Eq.(C.17),
we can also derive effective action for the probe external field δAµ, which encodes de correlation
functions of the densities and currents of the CFL,
Seff [δAµ] = −
∫
q,ω
1
2
δAµ(q, ω)Kµν(q, ω)δAν(−q,−ω) (C.19)
where Kµν(q, ω) is the Fourier transform of the polarization tensor of the CFL. Its components are
given by[125, 127]
K00(q, ω) =
1
2pi
q2K0(q, ω),
K0i(q, ω) =
1
2pi
(ωqiK0(q, ω) + iikqkK1(q, ω)),
Ki0(q, ω) =
1
2pi
(ωqiK0(q, ω)− iikqkK1(q, ω)),
Kij(q, ω) =
1
2pi
(ω2δijK0(q, ω)− iijωK1(q, ω)
+ (q2δij − qiqj)K2(q, ω)), (C.20)
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where the functions K0(q, ω), K1(q, ω) and K2(q, ω) are given by
K0(q, ω) =− Π0(q, ω)
4D(q, ω)
,
K1(q, ω) =
1
2
+
1
8D(q, ω)
+
V (q)Π0(q, ω)q
2
16pi2D(q, ω)
,
K2(q, ω) =
Π2(q, ω)
4D(q, ω)
+
V (q)ω2Π0(q, ω)
2
16pi2D(q, ω)
+
V (q)Π0(q, ω)Π2(q, ω)q
2
16pi2D(q, ω)
,
D(q, ω) =Π0(q, ω)
2ω2 − (1
2
)2
+ Π0(q, ω)(Π2(q, ω)− V (q)
16pi2
)q2. (C.21)
From these expressions, we can calculate the spectrum of collective modes. In the incompressible
FQH state the lowest energy collective mode is the Girvin-MacDonald-Platzman (GMP), which in
Ref.[[145]] we showed condenses at the nematic quantum phase transition. From the polarization
tensor of the external electromagnetic field, Eq.(C.20). we can extract the analog of the GMP
mode for the HLR state. The pole in the polarization tensor component K00(q, ω) determines the
collective mode. In the limit of q  kF and ω  vF q, the gapless collective excitation of the
half-filled Landau level is,
ω± ∼ i
√
3
|q|
[
1±
(
1− |q|
3
12pi2k3F
(1 +mV (q))
)1/2]
(C.22)
From the residue of the polarization tensor for this mode we find a structure factor S(q) ∝ |q|4, in
analogy of the Girvin-MacDonald-Platzman mode in FQHE states.
C.3 Coupling between the Gauge field and nematic field
We start from the theory of the Fermi surface coupled to the Chern-Simons gauge field,
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S =
∫
d2rdt Ψ†(r, t)[D0 +
1
2m
D2 +
M1
2m
(D2x −D2y) +
M2
2m
(2DxDy)]Ψ(r, t)
+
1
8pi
∫
d2rdt µνρδaµ∂νδaρ +
∫
d2rd2r′dtV (r− r′)δρ(r, t)δρ(r′, t) (C.23)
where Dµ = ∂µ + δaµ. The external magnetic field is screened by the Chern-Simons flux while
δai represent the gauge fluctuation. In this mean-field level, the average flux felt by the composite
fermion is zero so the CF is in the Fermi liquid state. If we consider gauge fluctuation to the
quadratic order, we obtain the effective polarization for the gauge field
Sa = −1
2
∫
q,ω
δaµ(q, ω)Πµν(q, ω)δaν(−q,−ω) (C.24)
where
Πµν =
1
2pi

q2Π0 qxωΠ0 + iqy/2 qyωΠ0 − iqx/2
qxωΠ0 − iqy/2 ω2Π0 − q2y(Π2 + V (q)) qyqx(Π2 + V (q))− iω/2
qyωΠ0 + iqx/2 qyqx(Π2 + V (q)) + iω/2 ω
2Π0 − q2x(Π2 + V (q))
 (C.25)
with
Π0(q, ω) =
m
q2
− i|ω|√
ρ¯|q|3 ,
Π2(q, ω) =
1
m
+ γ
i|ω|√ρ¯
|q|3 , (C.26)
where ρ¯ is the electron density.
The linear, parity-even, coupling between the nematic field and the gauge field, i.e. the
quadrupolar coupling between nematic fluctuations and gauge fields, at mean field level has the
form,
Sa,M [M , δaµ] = −1
2
∫
q,ω
Mi(q, ω)Tiν(q, ω)δaν(q, ω) (C.27)
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where
T (q, ω) =
Π2(q, ω)m
2pi
q2x − q2y qxω −qyω
2qxqy ωqy qxω
 ,
Π2(q, ω) =γ
i|ω|√ρ¯
|q|3 (C.28)
where we used the overdamped form of Π2(q, ω), for 1 ωqvF  q2.
We also have the coupling between the nematic order parameter and the Chern-Simons gauge
fields,
Sa,M,a[δaµ,M ] = −1
2
∫
q,ω
δaµ(q, ω)Vµν [M ]δaν(−q,−ω) (C.29)
Vµν [M ] =
Π0(q, ω)
2pi

M1
2 (q
2
x − q2y) (M1qx +M2qy)ω (−M2qy +M2qx)ω
(M1qx +M2qy)ω M1ω
2 M2ω
2
(−M2qy +M2qx)ω M2ω2 −M1ω2
 (C.30)
This parity-even term represents the coupling of the gauge fields to the nematic fluctuations as
a local fluctuation of the spatial metric.
C.4 Details of calculations for the Berry phase term
In this section, we show the detailed calculation of the Berry phase term we obtained in Ref.[[145]].
The Berry Phase term could be obtained once we integrating out the gauge fluctuation and expand
the theory in quadratic level. Here, we start from the gauge-nematic order parameter theory. Here
we choose the temporal gauge a0 = 0, and set m = 1 (which we will restore back later),
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Figure C.1: the diagram of the Berry phase term
S = −
∫
q,ω
1
2
δai(q, ω)[Πij + t
1
ij(ω
2Π0)M1 + t
2
ij(ω
2Π0)M2)]δaj(−q,−ω)
Π−1 =
 ω2Π0 − q2xΠ2 −qxqyΠ2 − iω/2
−qxqyΠ2 + iω/2 ω2Π0 − q2yΠ2

ω4Π20 − q2ω2Π0Π2 − ω2/4
(C.31)
Since we are looking at the limit | ωvF q | < 1, we only keep the order of O( ωvF q ) for the damping
part in the gauge boson propagator and drop terms like ( ωvF q )
2. Afterwards, the inverse of the
polarization tensor is,
Π−1 = −
 −q2xΠ2 −qxqyΠ2 − iω/2
−qxqyΠ2 + iω/2 −q2yΠ2

q2ω2Π0Π2 + ω2/4
Π0(q, ω) =
m
q2
, Π2(q, ω) = γ
i|ω|√ρ¯
|q|3 , (C.32)
Here we temporarily use units in which m = 1 for convenience. Then the effective theory for
the nematic order parameters can be obtained as
(−i) δS
δMiδMj
(Ω,Q) =
iTr
∫
q,ω
Π−1(ω, q)ω2Π0tiΠ−1(ω + Ω, q+Q)ω2Π0tj
= iΩ/2ij
∫
q,ω
Π2q
2
Π2q2 + q2/4
1
Π2q2 + q2/4
(C.33)
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where t1 = σ3 and t2 = σ1.
Thus the anti-symmetric part of the effective theory of the nematic order parameters is
LMij = χijMi(Ω,Q)(iΩ)Mj(−Ω,−Q)
χ =
2
3pi
Λ¯ (C.34)
Λ¯ is the frequency cut off. After putting back the electron mass, we have χ = 23pi Λ¯m.
C.5 Details of calculations for the Wen-Zee term
First, we calculate the parity-even part of the Wen-Zee term where the diagram has one gauge leg
and one nematic leg. We use the temporal gauge a0 = 0 and take units in which m = 1, and find
Figure C.2: the diagram of the Wen-Zee term at quadratic level
(−i) δS
δMlδak
= 〈amω2Π0tmnl anamω2Π0Qmik Mi〉 (C.35)
where
T−1mi = 〈amMi〉(q, ω) =
qxω −qyω
ωqy qxω

mi
Π2q2ω2
, (C.36)
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with the notation Qx = I,Qy = iσ2, and
(−i) δS
δMlδak
(p, ω) = i
∫
q,ω
Tr
[
(ω2Π0)
2
×Π−1(ω − Ω/2, q−Q/2)tlT−1(ω + Ω/2, q+Q/2)Qk
]
=
pxΩ −pyΩ
Ωpy pxΩ

lk
∫
p,ω
1
2q(Π2q3 + q3/4)
=
1
6pi
√
3
(
Λ¯
ρ¯
)1/3
pxΩ −pyΩ
Ωpy pxΩ

lk
(C.37)
Restoring the mass back, we have
(−i) δS
δMlδak
(p, ω) =
1
6pi
√
3
(
Λ¯m
ρ¯
)1/3
pxΩ −pyΩ
Ωpy pxΩ

lk
(C.38)
To calculate the cubic level of the Wen-Zee term where the diagram has one gauge field external
leg and two nematic fields external legs. We will choose the axial gauge where a0 = 0 (and use
units which the effective mass is m=1), to find
Figure C.3: the diagram of the Wen-Zee term at cubic level
(−i) δS
δMhδMlδak
=
− 〈amω2Π0σmnh anamω2Π0σmnl anamω2Π0Qmik Mi〉 (C.39)
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Similarly,
(−i) δS
δMhδMlδak
(Ω1,Ω2;p1,p2)
= −
∫
q,ω
Tr
[
Π−1(ω, q)(ω2Π0σh)Π−1(ω + Ω1, q+ p1)(ω2Π0σl)
T−1(ω + Ω1 + Ω2, q+ p1 + p2)(ω2Π0Qk)
]
= hlνµkpν1(p
µ
1 + p
µ
2 )
∫
q,ω
[ |ω|q2
8q(Π2q3 + q3/4)2
+
Π2q
3
8q(Π2q3 + q3/4)2
]
=
1
6pi
√
3
[( Λ¯
ρ¯
)1/3
+
Λ¯
ρ¯
]
hlνµkpν1(p
µ
1 + p
µ
2 ) (C.40)
Restoring the mass back, we find the effective theory as
(−i) δS
δMhδMlδak
(Ω1,Ω2;p1,p2)
=
1
6pi
√
3
[( Λ¯m
ρ¯
)1/3
+
Λ¯m
ρ¯
]
hlνµkpν1(p
µ
1 + p
µ
2 ) (C.41)
Similar to the calculation of the Berry phase term by Ward Identity, the Wen-Zee term can
also be derived from the Ward Identity. The nematic order parameter modifies the local geometry
metric of the Maxwell term and couples to the bilinear of the Chern-Simons gauge fields. At this
level, we can integrate out the gauge fields and perform the loop expansion of the nematic fields at
the cubic level.
〈T1T2Txy〉(p1,p2,Ω1,Ω2) =
−
∫
k,ω
Tr
[
Π−1(k, ω)(Π0ω2)σzΠ−1(k+ p1, ω + Ω1)(Π0ω2)σzΠ−1(k+ p1 + p2, ω + Ω1)(Π0ω2)σ+
]
(C.42)
By taking advantage of the Ward Identity, we find
m∂0Jx + ∂xTxx + ∂yTyx = δb · Jy
m∂0Jy + ∂xTxy + ∂yTyy = −δb · Jx (C.43)
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We can set up several relations between the Wen-Zee term and the terms cubic in nematic order
parameters,
m〈T1(r1)T2(r2)∂0Jx(r3)〉+ 〈T1(r1)T2(r2)∂xTxx(r3)〉+ 〈T1(r1)T2(r2)∂yTyx(r3)〉
= 2〈T1(r1)T2(r2)δρ(r3)Jy(r3)〉
m〈T1(r1)T2(r2)∂0Jy(r3)〉+ 〈T1(r1)T2(r2)∂xTxy(r3)〉+ 〈T1(r1)T2(r2)∂yTyy(r3)〉
= −2〈T1(r1)T2(r2)δρ(r3)Jx(r3)〉 (C.44)
It is straightforward to see that the correlators on the right hand sides are actually zero. Also,
the further calculation shows that 〈T1(r1)T2(r2)∂xTxx(r3)〉 and 〈T1(r1)T2(r2)∂yTyy(r3)〉 does not
generate any anti-symmetric term at the leading order (O(q3)). Now the identities become,
m〈T1(r1)T2(r2)∂0Jx(r3)〉 = −〈T1(r1)T2(r2)∂yTyx(r3)〉
m〈T1(r1)T2(r2)∂0Jy(r3)〉 = −〈T1(r1)T2(r2)∂xTxy(r3)〉 (C.45)
We have
〈TiTj∂yTyx〉(p1, p2, ω1, ω2) = sijω1(ω1 + ω2)(−py1 − py2)− sijω1(ω1 + ω2)py1
〈TiTj∂xTxy〉(p1, p2, ω1, ω2) = −sijω1(ω1 + ω2)(−px1 − px2) + sijω1(ω1 + ω2)px1 (C.46)
Thus, the Wen-Zee term has the form
〈TiTjJx〉(p1, p2, ω1, ω2) = s
m
ijω1(−py1 − py2)− sij(−ω1 − ω2)py1
〈TiTjJy〉(p1, p2, ω1, ω2) = − s
m
ijω1(−px1 − px2) + sij(−ω1 − ω2)px1 (C.47)
By taking advantage of the current conservation relation,
∂µJµ = 0 (C.48)
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We obtain
〈TiTjJ0〉(p1, p2, ω1, ω2) = s
m
ijpy1(−px1 − px2)
−sij(−py1 − py2)px1 (C.49)
Where the coefficient sm is obtained to be
s
m
=
1
6pi
√
3
[( Λ¯m
ρ¯
)1/3
+
Λ¯m
ρ¯
]
(C.50)
Thus, we finally obtain that the Wen-Zee term LWZ of the effective Lagrangian is
LWZ = 1
6pi
√
3
[( Λ¯m
ρ¯
)1/3
+
Λ¯m
ρ¯
]
µνρωQµ ∂νAρ (C.51)
C.6 Nematic correlators
The self-energy of the composite fermion close to the Fermi surface is,
Σs(ω) = −i2
√
3(ω)(
βω
4pi
)2/3 (C.52)
The Fermi surface is softened by the gauge boson and thus no longer well defined. Here we check
the correction from the self-energy to of the nematic correlator.
The nematic correlator of the Fermi surface without self-energy correction is
Figure C.4: The nematic polarization tensor close to the Fermi surface
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Figure C.5: the leading order self energy correction for the nematic polarization tensor
(−i) δS
δM1δM1
= 〈T1T1〉0(p,Ω)
= −i
∫
k,ω
g(k+ p, ω + Ω)
(k2x − k2y)
2m
g(k, ω)
(k2x − k2y)
2m
= −i
∫
k,ω
1
4m2
(k2x − k2y)
ω + Ω− ((k+ p)2 + k2F )/2m+ iη (ω + Ω)
(k2x − k2y)
ω − (k2 + k2F )/2m+ iη (ω)
= k4F /(4pim)− cos2(2θp)
k3F
2pi
(iΩ/p)− sin2(2θp)k
2
Fm
2pi
(Ω/p)2 (C.53)
If we only look into the leading self-energy correction, it is the sum of the diagrams in Fig. C.5,
〈T1T1〉1(p,Ω)
= −i
∫
k,ω
(k2x − k2y)2/(4m2)[g(k+ p, ω + Ω)Σs(ω)g2(k, ω) + g2(k+ p, ω + Ω)Σs(ω + Ω)g(k, ω)]
(C.54)
Here the self-energy Σs(ω) only affects the fermions near the Fermi surface where k ∼ kF , Take
advantage of the identity
g(k+ p, ω + Ω)Σs(ω)g
2(k, ω) = − Σs(ω)
Ω− k · p/2m [g
2(k, ω)− g(k+ p, ω + Ω)g(k, ω)]
g2(k+ p, ω + Ω)Σs(ω + Ω)g(k, ω) =
Σs(ω + Ω)
Ω− k · p/2m [g
2(k+ p, ω + Ω)− g(k+ p, ω + Ω)g(k, ω)]
(C.55)
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We can rewrite the integral as
〈T1T1〉1(p,Ω)
= −i
∫
k,ω
(k2x − k2y)2/(4m2)
Σs(ω)− Σs(ω + Ω)
Ω− k · p/2m g(k+ p, ω + Ω)g(k, ω) (C.56)
In the same way, other nematic correlated can be written as,
〈T2T2〉1(p,Ω)
= −i
∫
k,ω
(2kxky)
2/(4m2)
Σs(ω)− Σs(ω + Ω)
Ω− k · p/2m g(k+ p, ω + Ω)g(k, ω)
〈T2T1〉1(p,Ω)
= −i
∫
k,ω
(k2x − k2y)(2kxky)/(4m2)
Σs(ω)− Σs(ω + Ω)
Ω− k · p/2m g(k+ p, ω + Ω)g(k, ω) (C.57)
Here we first calculate 〈T1T1〉1,
〈T1T1〉1(p,Ω) =
= −i
∫
k,ω
k4 cos2(2θ)
4m2
Σs(ω)− Σs(ω + Ω)
Ω− kp cos(θ − θp)/2m
1
ω + Ω− (E(k) + kp cos(θ − θp)/2m) + iη (ω + Ω)
1
ω − E(k) + iη (ω)
E(k) = (k2 − k2F )/2m (C.58)
Since the self energy correction Σ(ω) only appears near the Fermi surface, we can replace k/2m =
vF = kF /2m in the calculation to simplified the problem. We can replace the integral dk =
dE(k)dθ 2m,
〈T1T1〉1(p,Ω)
− i
∫
dωdE(k)dθ
k4F cos
2(2θ)
4m
Σs(ω)− Σs(ω + Ω)
Ω− vF p cos(θ − θp)
1
ω + Ω− (E(k) + vF p cos(θ − θp)) + iη (ω + Ω)
1
ω − E(k) + iη (ω)
=
∫
dωdθ
k4F cos
2(2θ)
4m
Σs(ω)− Σs(ω + Ω)
(Ω− vF p cos(θ − θp))2 ( (ω)− (ω + Ω)) (C.59)
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First, we look at the static limit Ω = 0. Then we have Σs(ω) − Σs(ω + Ω) = 0 and therefore
the integral is zero. This indicates the leading order self-energy correction does not generate any
constant term, and thus the mass term of the nematics remains unchanged by the imaginary part
of self-energy.
Now we turn to the case when Ω is nonzero and take the limit p kF and Ω p. The integral
of θ can be done by contour integral, we take the leading order in regard of Ω/p. Since we are
only interested in the leading order behavior of the damping term, we calculate 〈(T1T1 + T2T2)〉1
to simplified the calculation.
〈TiTi〉1(p,Ω)
=
∫
dωdθ
k4F
4m
Σs(ω)− Σs(ω + Ω)
(Ω− vF p cos(θ − θp))2 ( (ω)− (ω + Ω))
=
∫
dω
k4F
4m
Σs(ω)− Σs(ω + Ω)
(vF p)2
( (ω)− (ω + Ω)) Ω
vF p
1
(1 + (Ω/vF p)2)3/2
≈
∫
dω
k4F
4m
Σs(ω)− Σs(ω + Ω)
(vF p)2
( (ω)− (ω + Ω)) Ω
vF p
=
k4F
√
3
2m
β2/3Ω5/3
(vF p)2
Ω
vF p
(C.60)
The leading order damping upon the self-energy correction is (Ω)8/3/q3, which is highly irrelevant
so we can ignore. However, one might worry that 〈T1T1〉1 contains some singular damping term
which cancels when sum with 〈T2T2〉1. If this cancellation happens, then the damping coefficient
〈T1T1〉1 must be a function of cos(4θp). We can then choose θp = 0 and calculate 〈T1T1〉1 to check
the leading damping term. The leading order of damping for 〈T1T1〉1(θp = 0) is of order Ω5/3/q2,
which is still irrelevant compared to the damping term.
C.7 Vertex correction for nematic polarization tensor
In this section, we would show the vertex correction for the nematic polarization tensor is irrelevant
in our theory.
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Figure C.6: the leading order vertex for the nematic polarization tensor
〈T1T1〉v(p,Ω) + 〈T2T2〉v(p,Ω)
= −i
∫
k,q,ω,ν
k6
4m4
g(k+ p, ω + Ω)g(k, ω)g(k+ p+ q, ω + Ω + ν)g(k+ q, ω + Ω)D11(q, ν)
(C.61)
To proceed, we first calculate the vertex,
Γ(k,p, ω,Ω)
= −i
∫
q,ν
g(k+ p+ q, ω + Ω + ν)g(k+ q, ω + Ω)D11(q, ν)
= −i
∫
q,ν
|qv|
(ω + Ω + ν − (E(k) + vF ql + vF p cos(θ − θp) + qvp sin(θ − θp)) + iη(ω + Ω + ν))
1
(a|ν|+ b|qv|3)
1
ω + ν − (E(k) + vF ql) + iη(ω + ν) (C.62)
qv = q sin(θ − θq), ql = q cos(θ − θq). a = 2m
√
3 and b = 1/4 are constants which we will take as
unity for simplicity since we are only interested in scaling behaviors. Taking the integral ql first,
we find
Γ(k,p, ω,Ω)
= −i
∫
qv ,ν
|qv|((ω + Ω + ν)− (ω + ν))
(Ω− vF p cos(θ − θp) + qvp sin(θ − θp))(a|ν|+ b|qv|3)
∼ −i
∫
qv
|qv|
Ω− vF p cos(θ − θp) + qvp sin(θ − θp)(ln(1 +
|ω + Ω|
|qv|3 )(ω + Ω)− ln(1 +
|ω|
|qv|3 )(ω))
(C.63)
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It is obvious that when Ω = 0, the expression is 0. Thus the vertex correction does not contribute
to the mass term of the polarization tensor. Now we turn to the damping term, take this result to
the polarization tensor,
〈TiTi〉v(p,Ω)
= −i
∫
qv ,k,ω
|qv|
Ω− vF p cos(θ − θp) + qvp sin(θ − θp)(ln(1 +
|ω + Ω|
|qv|3 ) (ω + Ω)− ln(1 +
|ω|
|qv|3 ) (ω))
k6
4m4
(ω + Ω− E(k)− vF p cos(θ − θp) + iη (ω + Ω))−1(ω − E(k) + iη (ω))−1 (C.64)
As the gauge correction only affect the fermion near the Fermi surface, we can take k
6
4m4
=
k6F
4m4
and take this constant aside. We can then replace the integral dk = dE(k)dθ 2m and integral over
dE(k) first,
〈TiTi〉v(p,Ω)
∼
∫
qv ,θ,ω
|qv|
Ω− vF p cos(θ − θp) + qvp sin(θ − θp)(ln(1 +
|ω + Ω|
|qv|3 ) (ω + Ω)− ln(1 +
|ω|
|qv|3 ) (ω))
(ω + Ω)− (ω)
Ω− vF p cos(θ − θp)
∼
∫
qv ,θ
∫ Ω
0
dω
|qv|
Ω− vF p cos(θ − θp) + qvp sin(θ − θp) ln(1 +
|ω|
|qv|3 )
1
Ω− vF p cos(θ − θp) (C.65)
By changing variable l = ω/Ω,
〈TiTi〉v(p,Ω)
∼
∫
qv ,θ
∫ 1
0
dl
Ω|qv|
Ω− vF p cos(θ − θp) + qvp sin(θ − θp) ln(1 + Ω
|l|
|qv|3 )
1
Ω− vF p cos(θ − θp) (C.66)
Performing the θ integral (and take vF = 1 to simplified the expression), we find
〈TiTi〉v(p,Ω)
∼
∫
qv
∫ 1
0
dl
Ω|qv|
p2
Ω
p
ln(1 + Ω
|l|
|qv|3 )
1
(1− (Ω/p)2)√1 + (qv/vf )2 − (Ω/p)2 (C.67)
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Since we are looking at the fermion near the Fermi surface, qv shall have a cut off which is smaller
than vf . Once we assume qv/vF < 1,
〈TiTi〉v(p,Ω)
∼
∫ Λ
0
dqv
∫ 1
0
dl
Ω|qv|
p2
Ω
p
ln(1 + Ω
|l|
|qv|3 )
1
(1− (Ω/p)2)√1− (Ω/p)2 (C.68)
where Λ is the UV momentum cut off for qv, integral over qv and ignore the numerical constant,
〈TiTi〉v(p,Ω) ∼
∫ 1
0
dl
Ω
p2
Ω
p
(Ωl)2/3
1
(1− (Ω/p)2)√1− (Ω/p)2
∼
∫ 1
0
dl
Ω8/3
p3
(l)2/3
(C.69)
From the above calculation, it is obvious that the damping term from the vertex correction is of
higher order compared to Ωp . One might worry that 〈T1T1〉v contains some singular damping term
which cancels when sum with 〈T2T2〉v. If this cancellation happens, then the damping coefficient
〈T1T1〉v must be a function of cos(4θp). We can then choose θp = 0 and calculate 〈T1T1〉v to check
the leading damping term. The leading order of damping for 〈T1T1〉v(θp = 0) is of order Ω5/3/q2,
which is still irrelevant compared to the damping term.
Thus, the vertex correction to the overdamped mode is irrelevant.
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Appendix D
Calculation detail on Weyl semimetals
in Chapter 5
D.1 Detailed calculation of the CME induced by dislocation
Here we first make a summary of all the diagrammatic calculation involved in the paper. Fig.(5.1)
contributes to Eq.(5.20) which illustrates the linear coupling between the axial gauge and torsion.
Fig.(5.3) and Fig.(5.5) are responsible for the axial current anomaly in Eq.(5.30). Fig.(5.6) is
responsible for the dislocation induced CME effect in Eq.(5.35). There should be some other
electromagnetic response or geometry response at the same level(e.g. Maxwell term), while we only
focus on the vertex diagram who is responsible for the exotic interplay between torsional defect
and axion string.
For the chiral magnetic effect induced by screw dislocations, we consider the triangle diagram
in Fig. 5.6.
δZ
δezρδAµδAν
= −i〈JµJνT zρ 〉 ≡ V zµνρ. (D.1)
Here we assume the screw dislocation line is along the z-axis, but this derivation can be easily
generalized to other directions. Instead of calculating the triangle diagram directly, we study the
anomaly of the charge current in the presence of dislocations. The non-conserved part(anomalous
contribution) of this polarization tensor contributes to the CME response. To test the charge
conservation of the polarization tensor in Eq. D.1, we calculate
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qµV
z
µνρ(q, p, (−q − p)) + pµV zνµρ(q, p, (−q − p))
=
∫
d~kdω [qµG(k)γµG(k + q)γνG(k + q + p)γρ(2k + p+ q) + pµG(k)
γνG(k + q)γµG(k + q + p)γρ(2k + p+ q)].
Here G(p) = (p0τ1 + piτ2 ⊗ σi)−1 is the Green function of a single Weyl cone. Recall the identity
that
qµγµ = G
−1(k + q)−G−1(k). (D.2)
We can rewrite Eq. D.1 as
=
∫
d~kdω [qµG(k)γµG(k + q)γνG(k + q + p)γρ(2k + p+ q)z
+pµG(k)γνG(k + q)γµG(k + q + p)γρ(2k + p+ q)z]
=
∫
d~kdω [G(k)γνG(k + q + p)γρ(2k + p+ q)z −G(k + q)γνG(k + q + p)γρ(2k + p+ q)z
+G(k)γνG(k + p)γρ(2k + p+ q)z −G(k)γνG(k + q + p)γρ(2k + p+ q)z]
=
∫
d~kdω G(k)γνG(k + p)γρ(2k + p+ q)z −G(k + q)γνG(k + q + p)γρ(2k + p+ q)z
=
∫
d~kdω [G(k)γνG(k + p)γρ(2k + p+ q)z
−G(k + q)γνG(k + q + p)γρ(2k + p+ 3q)z +G(k + q)γνG(k + q + p)γρ(2q)z].
(D.3)
The first two terms are related by a shift of q in the integral, but both of them are linearly divergent
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so they do not simply cancel.
∫
d~kdω [G(k)γνG(k + p)γρ(2k + p+ q)z
−G(k + q)γνG(k + q + p)γρ(2k + p+ 3q)z +G(k + q)γνG(k + q + p)γρ(2q)z]
=
∫
d~kdω qi∂ki [−G(k − p− q)γνG(k − q)γρ(2k)z] +G(k + q)γνG(k + q + p)γρ(2q)z
=
∫
d~kdω qi∂ki [−G(k − p− q)γνG(k − q)γρ]2kz. (D.4)
Thus, we have
V zµνρ(q, p, (−q − p)) =
∫
d~kdω qikz[∂ki [G(k)γµG(k + q)γνG(k + q + p)γρ]]. (D.5)
For i 6= z, we have
V zµνρ(q, p, (−q − p)) = qi
∫
d~kdω ∂ki [G(k)γµG(k + q)γνG(k + q + p)γρkz]
= qi lim
k→∞
k2kiTr[γzγµγiγνγjγρ](q + p)j
kik
2
z
(k2)3
= qi(q + p)j
µiνjρz. (D.6)
For i = z, we have
V zµνρ(q, p, (−q − p)) =
∫
d~kdω qzkz[∂kz [G(k)γµG(k + q)γνG(k + q + p)γρ]
=
∫
d~kdω (−qz)[G(k)γµG(k + q)γνG(k + q + p)γρ] + qz[∂kz [G(k)γµG(k + q)γνG(k + q + p)γρkz]
= qz(q + p)j
µzνjρz. (D.7)
This gives the result
∂lJl =
1
2pi2
ijµνρ(∂µAρ)∂ν∂je
z
i . (D.8)
Here ij runs over xy, and µνρ runs over xyz. Thus one has
LCME = 1
4pi2
ij∂je
z
i 
µνρAµ(∂νAρ). (D.9)
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Appendix E
Discussion on Chapter 6
E.1 SPT phase in the presence of O2 fluctuation
In section 6.2.1 and 6.2.2, we choose a specific gauge so the pairing field ∆ = O1 + iO2 is real
and thus O2 = 0. However, the phase fluctuation of the superconducting field would result in
small fluctuation of O2. Here we would demonstrated that as long as the ferromagnetic interaction
between two O(4) vector is turned on, the theory is always in the gapped SPT phase even in the
presence of small O2.
In section 6.2.2, 8 copies of Weyl fermions with PDW order couples with O(4) vector as,
H = χTk (i∂xσ
30000 + i∂yσ
10000 + i∂zσ
22000 +O1σ
21000 +O2σ
23000
+ n1σ
23212 + n2σ
23220 + n3σ
23232 + n4σ
23100)χ−k (E.1)
If we restrict O2 = 0, after membrane condensation which disorders O1, the effective theory of
~n = (n1, n2, n3, n4, O1) contains a topological theta term at Θ = pi. This describes a critical boson
theory, illustrated as the blue dot in Fig.E.1.
As the phase of the superconducting field fluctuates, the nonzero value of O2 could make the
critical theory flowing into a gapped phase, illustrated as the black dots in the horizontal axis in
Fig.E.1. The red arrow in the horizontal line shows the direction of RG flow and g is the strength
of O2 .
When we have two copies of such system and turn on infinitesimal inter-copy Ferromagnetic
interaction, if O2 = 0, the two critical theory would be driven into a gapped SPT state(Θ = 2pi ),
illustrated as the green dot in the vertical axis in Fig.E.1.
IfO2 is small but nonzero, as long as the inter-copy Ferromagnetic interaction is large enough(above
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the grey phase boundary in Fig.E.1), the theory would always flow to the gapped SPT phase. This
argument also works for the case in section 6.2.1.
Figure E.1: RG flow chart. g is the strength of O2 and g
′ is the inter-copy coupling strength. The
red arrows are the RG flow and the grey line is the phase boundary.
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Appendix F
Calculation detail for Lindhard
function in Chapter 9
F.1 Singularities in Lindhard function for bilayer coherent phase
In this section, we provided calculation detail on density-density correlation at static limit in the
ICCFL phase.
〈ρcfρcf 〉(q,Ω = 0) = − δS
δa0δa0
=
∫
dkdω G(k)G(k + q)
G(k) =
1
ω − ((k) + ∆) + iη +
1
ω − ((k)−∆) + iη
(k) = k2 − k2f (F.1)
Here we take m = 1 and ∆ is related with the strength of the exciton. The Green function of the
ICCFL contains two Fermi surfaces with different wave vectors due to interlayer coherence.
We can split the density-density correlation into four independent contributions.
〈ρcfρcf 〉(q,Ω = 0) = f1 + f2 + f3 + f4
f1 =
∫
dωdk
1
ω − ((k) + ∆) + iη
1
ω − ((k + q) + ∆) + iη
f2 =
∫
dωdk
1
ω − ((k)−∆) + iη
1
ω − ((k + q)−∆) + iη
f3 =
∫
dωdk
1
ω − ((k) + ∆) + iη
1
ω − ((k + q)−∆) + iη
f4 =
∫
dωdk
1
ω − ((k)−∆) + iη
1
ω − ((k + q) + ∆) + iη (F.2)
Obviously f1, f2 are the Lindhard function of a Fermi surface with wave vector
√
k2f ±∆. They
contain singularities at 2
√
k2f ±∆ and the Lindhard function goes as 〈ρcfρcf 〉(q,Ω = 0) ∼ 1 −
Θ(q − 2
√
(k2f ±∆))
√
1− 4(k2f ±∆)/q2.
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Now we turn to f3, f4,
f3 =
∫
dk
θ(k −
√
k2f −∆)
−q2 − 2kqcos(θk) + 2∆ +
θ(|k + q| −
√
k2f + ∆)
q2 + 2kqcos(θk)− 2∆
f4 =
∫
dk
θ(|k + q| −
√
k2f −∆)
q2 + 2kqcos(θk) + 2∆
+
θ(k −
√
k2f + ∆)
−q2 − 2kqcos(θk)− 2∆ (F.3)
Sum over the first terms in f3, f4, we obtain
∫
dk
θ(k −
√
k2f −∆)
−q2 − 2kqcos(θk) + 2∆ +
θ(|k + q| −
√
k2f −∆)
q2 + 2kqcos(θk) + 2∆
=
∫ √k2f−∆
0
dk
k
q2 − 2∆
1√
1− 4q2k2/(q2 − 2∆)2
=
q2 − 2∆
2q2
(1−
√
1− 4q
2(k2f −∆)
(q2 − 2∆)2 ) (q <
√
k2f + ∆−
√
k2f −∆);
q2 − 2∆
2q2
(
√
k2f + ∆ +
√
k2f −∆ > q >
√
k2f + ∆−
√
k2f −∆);
q2 − 2∆
2q2
(1−
√
1− 4q
2(k2f −∆)
(q2 − 2∆)2 ) (q >
√
k2f + ∆ +
√
k2f −∆) (F.4)
Likewise, Sum over the second terms in f3, f4, we obtain
∫
dk
θ(|k + p| −
√
k2f + ∆)
q2 + 2kqcos(θk)− 2∆ +
θ(k −
√
k2f + ∆)
−q2 − 2kqcos(θk)− 2∆
=
q2 + 2∆
2q2
(1−
√
1− 4q
2(k2f + ∆)
(q2 + 2∆)2
) (q <
√
k2f + ∆−
√
k2f −∆);
q2 + 2∆
2q2
(
√
k2f + ∆ +
√
k2f −∆ > q >
√
k2f + ∆−
√
k2f −∆);
q2 + 2∆
2q2
(1−
√
1− 4q
2(k2f + ∆)
(q2 + 2∆)2
) (q >
√
k2f + ∆ +
√
k2f −∆) (F.5)
Thus, the f3, f4 contributes singularity at
√
k2f + ∆ ±
√
k2f −∆ to the density-density correlator.
Here
√
k2f + ∆ −
√
k2f −∆ is the splitting distance between two Fermi surface while
√
k2f + ∆ +√
k2f −∆ ∼ 2kf at small splitting.
However, this density density correlator is merely the correlator of the composite fermions. To
obtain the EM response measured in experiments, we take the relation 〈JexJex〉 = q2y〈a0a0〉(Based on
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Son’s theory). Hence, the singularity of the Lindhard function for composite Fermi surface would
survive in the EM response of Half-filled Landau Levels.
In addition, in this calculation, the energy dispersion of the composite Fermi surface far below
the chemical potential is non-relativistic. However, even if we start with relativist fermions, the
singularity we obtain survives but the asymptotic behavior might change. Although the emergent
Fermi surface in half-filled Landau level is described by the Dirac Fermi surface, they electron far
below the Fermi surface is not essentially relativistic[351].
256
References
[1] J. Xia, V. Cvicek, J. P. Eisenstein, L. N. Pfeiffer, and K. W. West, Phys. Rev. Lett. 105,
176807 (2010).
[2] V. W. Scarola, K. Park, and J. K. Jain, Phys. Rev. B 62, R16259 (2000).
[3] J. Maciejko, B. Hsu, S. A. Kivelson, Y. Park, and S. L. Sondhi, Phys. Rev. B 88, 125137
(2013).
[4] B.-J. Yang and Y. B. Kim, Phys. Rev. B 82, 085111 (2010).
[5] D. T. Son, “Newton-Cartan geometry and the quantum Hall effect,” (2013), arXiv:1306.0638
.
[6] K. von Klitzing, G. Dorda, and M. Pepper, Phys. Rev. Lett. 45, 494 (1980).
[7] D. C. Tsui, H. L. Stormer, and A. C. Gossard, Phys. Rev. Lett. 48, 1559 (1982).
[8] R. B. Laughlin, Phys. Rev. B 23, 5632 (1981).
[9] D. J. Thouless, M. Kohmoto, M. P. Nightingale, and M. den Nijs, Phys. Rev. Lett. 49, 405
(1982).
[10] Q. Niu, D. J. Thouless, and Y.-S. Wu, Phys. Rev. B 31, 3372 (1985).
[11] R. B. Laughlin, Phys. Rev. Lett. 50, 1395 (1983).
[12] F. D. M. Haldane, Phys. Rev. Lett. 51, 605 (1983).
[13] B. I. Halperin, Phys. Rev. Lett. 52, 1583 (1984).
[14] X. G. Wen and Q. Niu, Phys. Rev. B 41, 9377 (1990).
[15] S. C. Zhang, T. H. Hansson, and S. Kivelson, Phys. Rev. Lett. 62, 82 (1989).
[16] A. Lo´pez and E. Fradkin, Phys. Rev. B 44, 5246 (1991).
[17] J. Fro¨hlich and T. Kerler, Nucl. Phys. B 354, 369 (1991).
[18] X.-G. Wen and A. Zee, Phys. Rev. B 46, 2290 (1992).
[19] X. G. Wen, Adv. Phys. 44, 405 (1995).
[20] H. C. Jiang, H. Yao, and L. Balents, Phys. Rev. B 86, 024424 (2012).
257
[21] D. Rokhsar and S. A. Kivelson, Phys. Rev. Lett. 61, 2376 (1988).
[22] R. Moessner and S. L. Sondhi, Phys. Rev. Lett. 86, 1881 (2001).
[23] B. A. Bernevig, T. L. Hughes, and S. C. Zhang, Science 314, 1757 (2006).
[24] M. Ko¨nig, S. Steffen, C. Bru¨ne, A. Roth, H. Buhmann, L. W. Molenkamp, X. L. Qi, and
S. C. Zhang, Science 318, 766 (2007).
[25] L. Fu, C. L. Kane, and E. J. Mele, Phys. Rev. Lett. 98, 106803 (2007).
[26] M. Z. Hasan and C. L. Kane, Rev. Mod. Phys. 82, 3045 (2010).
[27] M. Z. Hasan and J. E. Moore, Annual Reviews of Condensed Matter Physics 2, 55 (2011).
[28] F. D. M. Haldane, Phys. Rev. Lett. 61, 2015 (1988).
[29] T. Neupert, L. Santos, C. Chamon, and C. Mudry, Phys. Rev. Lett. 106, 236804 (2011).
[30] D. N. Sheng, Z. C. Gu, K. Sun, and L. Sheng, Nature Communications 2, 389 (2011).
[31] N. Regnault and B. A. Bernevig, Phys. Rev. X 1, 021014 (2011).
[32] L. Cincio and G. Vidal, Phys. Rev. Lett. 110, 067208 (2013).
[33] S. L. Sondhi, A. Karlhede, S. A. Kivelson, and E. H. Rezayi, Phys. Rev. B 47, 16419 (1993).
[34] T.-L. Ho, Phys. Rev. Lett. 73, 874 (1994).
[35] Y. P. Shkolnikov, S. Misra, N. C. Bishop, E. P. De Poortere, and M. Shayegan, Phys. Rev.
Lett. 95, 066809 (2005).
[36] D. A. Abanin, S. A. Parameswaran, S. A. Kivelson, and S. L. Sondhi, Phys. Rev. B 82,
035428 (2010).
[37] M. P. Lilly, K. B. Cooper, J. P. Eisenstein, L. N. Pfeiffer, and K. W. West, Phys. Rev. Lett.
82, 394 (1999).
[38] W. Pan, R. R. Du, H. L. Stormer, D. C. Tsui, L. N. Pfeiffer, K. W. Baldwin, and K. W.
West, Phys. Rev. Lett. 83, 820 (1999).
[39] K. B. Cooper, M. P. Lilly, J. P. Eisenstein, L. N. Pfeiffer, and K. W. West, Phys. Rev. B
65, 241313 (2002).
[40] E. Fradkin and S. A. Kivelson, Phys. Rev. B 59, 8065 (1999).
[41] E. Fradkin, S. A. Kivelson, E. Manousakis, and K. Nho, Phys. Rev. Lett. 84, 1982 (2000).
[42] M. Mulligan, C. Nayak, and S. Kachru, Phys. Rev. B 82, 085102 (2010).
[43] M. Mulligan, C. Nayak, and S. Kachru, Phys. Rev. B 84, 195124 (2011).
[44] L. Balents, Europhysics Letters 33, 291 (1996).
[45] K. Musaelian and R. Joynt, Journal of Physics: Condensed Matter 8, L105 (1996).
258
[46] F. D. M. Haldane, Phys. Rev. Lett. 107, 116801 (2011).
[47] B. Yang, Z. Papic´, E. H. Rezayi, R. N. Bhatt, and F. D. M. Haldane, Phys. Rev. B 85,
165318 (2012).
[48] R.-Z. Qiu, F. D. M. Haldane, X. Wan, K. Yang, and S. Yi, Phys. Rev. B 85, 115308 (2012).
[49] D. G. Barci and E. Fradkin, Phys. Rev. B 83, 100509 (2011).
[50] J. E. Avron, R. Seiler, and P. G. Zograf, Phys. Rev. Lett. 75, 697 (1995).
[51] N. Read, Phys. Rev B 79, 045308 (2009).
[52] T. L. Hughes, R. G. Leigh, and E. Fradkin, Phys. Rev. Lett. 107, 075502 (2011).
[53] A. Nicolis and D. T. Son, “Hall viscosity from effective field theory,” (2011), unpublished,
arXiv:1103.2137 .
[54] C. Hoyos and D. T. Son, Phys. Rev. Lett. 108, 066805 (2012).
[55] K. Sun, H. Yao, E. Fradkin, and S. A. Kivelson, Phys. Rev. Lett. 103, 046811 (2009).
[56] Y. You and E. Fradkin, “The Nematic Fractional Quantum Hall State,” (2013), in prepara-
tion.
[57] E. Ardonne, P. Fendley, and E. Fradkin, Annals of Physics 310, 493 (2004).
[58] S. Raghu, X.-L. Qi, C. Honerkamp, and S.-C. Zhang, Phys. Rev. Lett. 100, 156401 (2008).
[59] R. Nandkishore and L. Levitov, Phys. Rev. B 82, 115124 (2010).
[60] O. Vafek and K. Yang, Phys. Rev. B 81, 041401(R) (2010).
[61] Y. Lemonik, I. Aleiner, and V. I. Fal’ko, Phys. Rev. B 85, 245451 (2012).
[62] L. Fu, Phys. Rev. Lett. 106, 106802 (2011).
[63] C. Fang, M. J. Gilbert, S. Y. Su, B. A. Bernevig, and M. Z. Hasan, “Surface State Quasiparti-
cle Interference in Crystalline Topological Insulators,” (2012), unpublished, arXiv:1212.3285
.
[64] O. Vafek, Phys. Rev. B 82, 205106 (2010).
[65] K. G. Wilson, Phys. Rev. D 2, 1478 (1970).
[66] A. A. Abrikosov, Sov. Phys. JETP 39, 709 (1974).
[67] S.-Y. Xu, C. Liu, N. Alidoust, M. Neupane, D. Qian, Belopolski, J. D. Denlinger, Y. J. Wang,
H. Lin, L. A. Wray, G. Landolt, B. Slomski, J. Dil, A. Marcinkova, E. Morosan, Q. Gibson,
R. Sankar, F. Chou, R. Cava, A. Bansil, and M. Hasan, Nature Communications 3, 1192
(2012).
[68] A. Gyenis, I. K. Drozdov, S. Nadj-Perge, O. B. Jeong, J. Seo, I. Pletikosic, T. Valla, G. D.
Gu, and A. Yazdani, “Quasiparticle Interference on the Surface of Topological Crystalline
Insulator Pb1−xSnxSe,” (2013), unpublished, arXiv:1306.0043 .
259
[69] A. Chan, T. L. Hughes, S. Ryu, and E. Fradkin, Phys. Rev. B 87, 085132 (2013).
[70] G. Y. Cho and J. E. Moore, Ann. Phys. 326, 1515 (2011).
[71] E. Fradkin and F. A. Schaposnik, Phys. Lett. B 338, 253 (1994).
[72] J. C. Le Guillou, E. Moreno, F. A. Schaposnik, and C. Nu´n˜ez, Phys. Lett. B 409, 257 (1997).
[73] J. Fro¨hlich and A. Zee, Nucl. Phys. B 364, 517 (1991).
[74] X.-G. Wen and A. Zee, Phys. Rev. B 46, 2290 (1992).
[75] X. G. Wen, Adv. Phys. 44, 405 (1995).
[76] V. Oganesyan, S. A. Kivelson, and E. Fradkin, Phys. Rev. B 64, 195109 (2001).
[77] P. M. Chaikin and T. C. Lubensky, Principles of Condensed Matter Physics (Cambridge
University Press, Cambridge, UK, 1995).
[78] S. Deser, R. Jackiw, and S. Templeton, Phys. Rev. Lett. 48, 975 (1982).
[79] A. N. Redlich, Phys. Rev. D 29, 2366 (1984).
[80] P. G. de Gennes and J. Prost, The Physics of Liquid Crystals (Oxford Sci./Clarendon, Oxford,
UK, 1993).
[81] T. L. Hughes, R. G. Leigh, and O. Parrikar, Phys. Rev. D 88, 025040 (2013).
[82] T. H. Hsieh, H. L., J. W. Liu, W. H. Duan, A. Bansil, and L. Fu, Nature Communications
3, 982 (2012).
[83] P. Dziawa, B. J. Kowalski, K. Dybko, R. Buczko, A. Szczerbakow, M. Szot, E. Lusakowska,
T. Balasubramanian, B. M. Wojek, M. H. Berntsen, O. Tjernberg, , and T. Story, Nature
Materials 11, 1023 (2012).
[84] Y. Okada, M. Serbyn, H. Lin, D. Walkup, W. W. Zhou, C. Dhital, M. Neupane, S. Y. Xu,
Y. J. Wang, R. Sankar, F. C. Chou, A. Bansil, M. Z. Hasan, S. D. Wilson, L. Fu, and
V. Madhavan, “Observation of Dirac node formation and mass acquisition in a topological
crystalline insulator,” (2013), arXiv:1305.2823 .
[85] S. A. Kivelson, E. Fradkin, and V. J. Emery, Nature 393, 550 (1998).
[86] A. A. Koulakov, M. M. Fogler, and B. I. Shklovskii, Phys. Rev. Lett. 76, 499 (1996).
[87] M. Fogler, A. Koulakov, and B. Shklovskii, Phys. Rev. B 54, 1853 (1996).
[88] A. H. MacDonald and M. P. A. Fisher, Phys. Rev. B 61, 5724 (2000).
[89] M. M. Fogler, Int. J. Mod. Phys. B 16, 2924 (2002).
[90] D. G. Barci, E. Fradkin, S. A. Kivelson, and V. Oganesyan, Phys. Rev. B 65, 245319 (2002).
[91] S.-Y. Lee, V. W. Scarola, and J. K. Jain, Phys. Rev. B 66, 085336 (2002).
[92] S. Kivelson, C. Kallin, D. P. Arovas, and J. R. Schrieffer, Phys. Rev. Lett. 56, 873 (1986).
260
[93] S. Kivelson, C. Kallin, D. P. Arovas, and J. R. Schrieffer, Phys. Rev. B 36, 1620 (1987).
[94] Z. Tesanovic´, F. Axel, and B. Halperin, Phys. Rev. B 39, 8525 (1989).
[95] R. Prange and S. M. Girvin, The Quantum Hall Effect, 2nd ed. (Springer-Verlag, Berlin,
1990).
[96] G. Murthy, Phys. Rev. Lett. 85, 1954 (2000).
[97] R. Moessner and J. T. Chalker, Phys. Rev. B 54, 5006 (1996).
[98] Q. M. Doan and E. Manousakis, Phys. Rev. B 75, 195433 (2007).
[99] C. Wexler and A. T. Dorsey, Phys. Rev. B 64, 115312 (2001).
[100] O. Ciftja, C. M. Lapilli, and C. Wexler, Phys. Rev. B 69, 125320 (2004).
[101] L. Radzihovsky and A. T. Dorsey, Phys. Rev. Lett. 88, 216802 (2002).
[102] E. H. Rezayi and F. Haldane, Phys. Rev. Lett. 84, 4686 (2000).
[103] E. Fradkin, S. A. Kivelson, M. J. Lawler, J. P. Eisenstein, and A. P. Mackenzie, Annu. Rev.
Condens. Matter Phys. 1, 7.1 (2010).
[104] J. Xia, J. Eisenstein, L. Pfeiffer, and K. West, Nature Phys. 7, 845 (2011).
[105] L. Balents, Europhys. Lett. 33, 291 (1996).
[106] M. Mulligan, C. Nayak, and S. Kachru, Phys. Rev. B 82, 085102 (2010).
[107] M. Mulligan, C. Nayak, and S. Kachru, Phys. Rev. B 84, 195124 (2011).
[108] E. Fradkin, Field Theories of Condensed Matter Systems, Second Edition (Cambridge Uni-
versity Press, Cambridge, UK, 2013).
[109] E. Ardonne, P. Fendley, and E. Fradkin, Annals of Physics 310, 493 (2004).
[110] W. Kohn, Phys. Rev. 123, 1242 (1961).
[111] B. Yang, Z. Papic´, E. H. Rezayi, R. N. Bhatt, and F. D. M. Haldane, Phys. Rev. B 85,
165318 (2012).
[112] J. Maciejko, B. Hsu, S. Kivelson, Y. Park, and S. Sondhi, Phys. Rev. B 88, 125137 (2013).
[113] S. M. Girvin, A. H. MacDonald, and P. M. Platzman, Phys. Rev. B 33, 2481 (1986).
[114] N. Read, Phys. Rev. B 79, 045308 (2009).
[115] F. D. M. Haldane, ““Hall viscosity” and intrinsic metric of incompressible fractional Hall
fluids,” (2009), arXiv:0906.1854 .
[116] Y. You and E. Fradkin, Phys. Rev. B 88, 235124 (2013).
[117] A. G. Abanov and A. Gromov, Phys. Rev. B 90, 014435 (2014).
[118] A. Gromov and A. G. Abanov, Phys. Rev. Lett. 113, 266802 (2014).
261
[119] G. Y. Cho, Y. You, and E. Fradkin, Phys. Rev. B 90, 115139 (2014).
[120] B. Bradlyn and N. Read, “Low-energy effective theory in the bulk for transport in a topo-
logical phase ,” (2014), arXiv:1407.2911 .
[121] V. W. Scarola, K. Park, and J. K. Jain, Phys. Rev. B 62, R16259 (2000).
[122] J. K. Jain, Phys. Rev. Lett. 63, 199 (1989).
[123] X. G. Wen and A. Zee, Phys. Rev. Lett. 69, 953 (1992).
[124] J. K. Jain, Advances in Physics 41, 105 (1992).
[125] A. Lo´pez and E. Fradkin, Phys. Rev. B 47, 7080 (1993).
[126] I. Khavkine, C.-H. Chung, V. Oganesyan, and H.-Y. Kee, Phys. Rev. B 70, 155110 (2004).
[127] B. I. Halperin, P. A. Lee, and N. Read, Phys. Rev. B 47, 7312 (1993).
[128] J. Polchinski, Nuclear Physics B 422, 617 (1994).
[129] C. Hoyos and D. T. Son, Phys. Rev. Lett. 108, 066805 (2012).
[130] B. Yang, Z. Papic´, E. H. Rezayi, R. N. Bhatt, and F. D. M. Haldane, Phys. Rev. B 85,
165318 (2012).
[131] J. Pollanen, K. B. Cooper, S. Brandsen, J. P. Eisenstein, L. N. Pfeiffer, and K. W. West,
Phys. Rev. B 92, 115410 (2015).
[132] K. B. Cooper, M. P. Lilly, J. P. Eisenstein, T. Jungwirth, L. N. Pfeiffer, and K. W. West,
Sol. State Commun. 119, 89 (2001).
[133] M. P. Lilly, K. B. Cooper, J. P. Eisenstein, L. N. Pfeiffer, and K. W. West, Phys. Rev. Lett.
83, 824 (1999).
[134] N. Samkharadze, K. A. Schreiber, G. C. Gardner, M. J. Manfra, E. Fradkin, and G. A.
Csathy, Nature Phys. 12, 191 (2016).
[135] J. Xia, V. Cvicek, J. P. Eisenstein, L. N. Pfeiffer, and K. W. West, Phys. Rev. Lett. 105,
176807 (2010).
[136] T. D. Stanescu, I. Martin, and P. Phillips, Phys. Rev. Lett. 84, 1288 (2000).
[137] R. Coˆte´ and H. A. Fertig, Phys. Rev. B 62, 1993 (2000).
[138] A. Lopatnikova, S. H. Simon, B. I. Halperin, and X.-G. Wen, Phys. Rev. B 64, 155301
(2001).
[139] M. J. Lawler and E. Fradkin, Phys. Rev. B 70, 165310 (2004).
[140] V. J. Emery, E. Fradkin, S. A. Kivelson, and T. C. Lubensky, Phys. Rev. Lett. 85, 2160
(2000).
[141] A. Vishwanath and D. Carpentier, Phys. Rev. Lett. 86, 676 (2001).
262
[142] S. L. Sondhi and K. Yang, Phys. Rev. B 63, 054430 (2001).
[143] H. A. Fertig, Phys. Rev. Lett. 82, 3693 (1999).
[144] Y. You and E. Fradkin, Phys. Rev. B 88, 235124 (2013).
[145] Y. You, G. Y. Cho, and E. Fradkin, Phys. Rev. X 4, 041050 (2014).
[146] F. D. M. Haldane, Phys. Rev. Lett. 107, 116801 (2011).
[147] K. Yang, Phys. Rev. B 88, 241105 (2013).
[148] A. Gromov, G. Y. Cho, Y. You, A. G. Abanov, and E. Fradkin, Phys. Rev. Lett. 114, 016805
(2015).
[149] R. L. Willett, M. A. Paalanen, R. R. Ruel, K. W. West, L. N. Pfeiffer, and D. J. Bishop,
Phys. Rev. Lett. 65, 112 (1990).
[150] W. Kang, H. L. Stormer, L. N. Pfeiffer, K. W. Baldwin, and K. W. West, Phys. Rev. Lett.
71, 3850 (1993).
[151] V. J. Goldman, B. Su, and J. K. Jain, Phys. Rev. Lett. 72, 2065 (1994).
[152] J. K. Jain, Composite Fermions, 1st ed. (Cambridge University Press, Cambridge U.K., 2007).
[153] K. Park, V. Melik-Alaverdian, N. E. Bonesteel, and J. K. Jain, Phys. Rev. B 58, R10167
(1998).
[154] N. Read and D. Green, Phys. Rev. B 61, 10267 (2000).
[155] A. Stern and B. I. Halperin, Phys. Rev. B 52, 5890 (1995).
[156] K. Lee, J. Shao, E. Rezayi, and E.-A. Kim, (2015), in preparation.
[157] Y. B. Kim, A. Furusaki, X.-G. Wen, and P. A. Lee, Phys. Rev. B 50, 17917 (1994).
[158] R. Shankar and G. Murthy, Phys. Rev. Lett. 79, 4437 (1997).
[159] S. A. Kivelson, D.-H. Lee, Y. Krotov, and J. Gan, Phys. Rev. B 55, 15552 (1997).
[160] D. T. Son, Phys. Rev. X 5, 031027 (2015).
[161] M. Barkeshli, M. Mulligan, and M. P. A. Fisher, Phys. Rev. B 92, 165125 (2015).
[162] C. Wang and T. Senthil, Phys. Rev. X 5, 041031 (2015).
[163] S. D. Geraedts, M. P. Zaletel, R. S. K. Mong, M. A. Metlitski, A. Vishwanath, and O. I.
Motrunich, “The half-filled Landau level: the case for Dirac composite fermions,” (2015),
arXiv:1508.04140 .
[164] M. A. Metlitski and A. Vishwanath, “Particle-vortex duality of 2d Dirac fermion from electric-
magnetic duality of 3d topological insulators,” (2015), arXiv:1505.05142 .
[165] S.-S. Lee, S. Ryu, C. Nayak, and M. P. A. Fisher, Phys. Rev. Lett. 99, 236807 (2007).
[166] M. Levin, B. I. Halperin, and B. Rosenow, Phys. Rev. Lett. 99, 236806 (2007).
263
[167] A. Lo´pez and E. Fradkin, Phys. Rev. Lett. 69, 2126 (1992).
[168] V. Pasquier and F. Haldane, Nucl. Phys. B. 516, 719 (1998).
[169] N. Read, Phys. Rev. B 58, 16262 (1998).
[170] N. Read, Semicond. Sci. Technol. 9, 1859 (1994).
[171] N. Read and E. H. Rezayi, Phys. Rev. B 84, 085316 (2011).
[172] B. Bradlyn, M. Goldstein, and N. Read, Phys. Rev. B 86, 245309 (2012).
[173] Y. You, G. Y. Cho, and E. Fradkin, Bull. Am. Phys. Soc. 60 (2015).
[174] B. Bradlyn and N. Read, Phys. Rev. B 91, 125303 (2015).
[175] G. Sambandamurthy, R. M. Lewis, H. Zhu, Y. P. Chen, L. W. Engel, D. C. Tsui, L. N.
Pfeiffer, and K. W. West, Phys. Rev. Lett. 100, 256801 (2008).
[176] M. Levin and X.-G. Wen, Physical review letters 96, 110405 (2006).
[177] X.-G. Wen, International Journal of Modern Physics B 4, 239 (1990).
[178] C. L. Kane and E. J. Mele, Physical review letters 95, 146802 (2005).
[179] A. P. Schnyder, S. Ryu, A. Furusaki, and A. W. Ludwig, Physical Review B 78, 195125
(2008).
[180] A. Kitaev, arXiv preprint arXiv:0901.2686 (2009).
[181] X.-L. Qi, T. L. Hughes, and S.-C. Zhang, Physical Review B 78, 195424 (2008).
[182] X. Chen, Z.-C. Gu, and X.-G. Wen, Physical Review B 82, 155138 (2010).
[183] M. A. Metlitski, C. Kane, and M. P. Fisher, Physical Review B 88, 035131 (2013).
[184] C. Wang, A. C. Potter, and T. Senthil, Science 343, 629 (2014).
[185] M. A. Metlitski, L. Fidkowski, X. Chen, and A. Vishwanath, arXiv preprint arXiv:1406.3032
(2014).
[186] X. Chen, Z.-C. Gu, Z.-X. Liu, and X.-G. Wen, Science 338, 1604 (2012).
[187] A. Vishwanath and T. Senthil, Physical Review X 3, 011016 (2013).
[188] S. Ryu, J. E. Moore, and A. W. Ludwig, Physical Review B 85, 045104 (2012).
[189] Z. Wang, X.-L. Qi, and S.-C. Zhang, Physical Review B 84, 014527 (2011).
[190] X. Wen and A. Zee, Physical review letters 69, 953 (1992).
[191] X. Wen and A. Zee, Physical review letters 61, 1025 (1988).
[192] Y. You, G. Y. Cho, and E. Fradkin, Physical Review X 4, 041050 (2014).
[193] A. Gromov, G. Y. Cho, Y. You, A. G. Abanov, and E. Fradkin, Physical review letters 114,
016805 (2015).
264
[194] Y. You, G. Y. Cho, and E. Fradkin, arXiv preprint arXiv:1602.01482 (2016).
[195] G. Y. Cho, Y. You, and E. Fradkin, Physical Review B 90, 115139 (2014).
[196] B. Bradlyn, M. Goldstein, and N. Read, Physical Review B 86, 245309 (2012).
[197] N. Read, Physical Review B 79, 045308 (2009).
[198] C. Hoyos and D. T. Son, Physical review letters 108, 066805 (2012).
[199] T. L. Hughes, R. G. Leigh, and O. Parrikar, Physical Review D 88, 025040 (2013).
[200] Y. You and E. Fradkin, Physical Review B 88, 235124 (2013).
[201] T. L. Hughes, R. G. Leigh, and E. Fradkin, Physical review letters 107, 075502 (2011).
[202] O. Parrikar, T. L. Hughes, and R. G. Leigh, Physical Review D 90, 105004 (2014).
[203] R.-X. Zhang, J. A. Hutasoit, Y. Sun, B. Yan, C. Xu, and C.-X. Liu, arXiv preprint
arXiv:1503.00358 (2015).
[204] N. Read and E. Rezayi, Physical Review B 84, 085316 (2011).
[205] Z. Wang and S.-C. Zhang, Physical Review B 87, 161107 (2013).
[206] B. Roy and J. D. Sau, Physical Review B 92, 125141 (2015).
[207] S. T. Ramamurthy and T. L. Hughes, arXiv preprint arXiv:1405.7377 (2014).
[208] Y. Chen, S. Wu, and A. Burkov, Physical Review B 88, 125105 (2013).
[209] A. Zyuzin and A. Burkov, Physical Review B 86, 115133 (2012).
[210] X. Wan, A. M. Turner, A. Vishwanath, and S. Y. Savrasov, Physical Review B 83, 205101
(2011).
[211] A. Burkov and L. Balents, Physical review letters 107, 127205 (2011).
[212] C.-X. Liu, P. Ye, and X.-L. Qi, Physical Review B 87, 235306 (2013).
[213] Y. Wang and P. Ye, Physical Review B 94, 075115 (2016).
[214] G. Y. Cho, arXiv preprint arXiv:1110.1939 (2011).
[215] R.-J. Slager, A. Mesaros, V. Juricˇic´, and J. Zaanen, Nature Physics 9, 98 (2013).
[216] R.-J. Slager, A. Mesaros, V. Juricˇic´, and J. Zaanen, Physical Review B 90, 241403 (2014).
[217] R. Bi and Z. Wang, Physical Review B 92, 241109 (2015).
[218] K. Fujikawa, Physical Review Letters 44, 1733 (1980).
[219] K. Fujikawa, Physical Review D 29, 285 (1984).
[220] H. B. Nielsen and M. Ninomiya, Physics Letters B 130, 389 (1983).
[221] A. Burkov, Physical review letters 113, 187202 (2014).
265
[222] Y. Ran, Y. Zhang, and A. Vishwanath, Nature Physics 5, 298 (2009).
[223] L. Sun and S. Wan, EPL (Europhysics Letters) 108, 37007 (2014).
[224] H. Nieh and M. Yan, Journal of Mathematical Physics 23, 373 (1982).
[225] K. Fujikawa, Physical Review Letters 42, 1195 (1979).
[226] K. Landsteiner, Y. Liu, and Y.-W. Sun, arXiv preprint arXiv:1604.01346 (2016).
[227] J. A. Harvey and S. Naculich, Physics Letters B 217, 231 (1989).
[228] H. Banerjee, arXiv preprint hep-th/9907162 (1999).
[229] C.-M. Jian and X.-L. Qi, Physical Review X 4, 041043 (2014).
[230] C. Wang and M. Levin, Physical review letters 113, 080403 (2014).
[231] Y. You and Y.-Z. You, arXiv preprint arXiv:1603.02694 (2016).
[232] Z. Wang, arXiv preprint arXiv:1405.0842 (2014).
[233] A. Zyuzin, S. Wu, and A. Burkov, Physical Review B 85, 165110 (2012).
[234] D. T. Son and N. Yamamoto, Physical review letters 109, 181602 (2012).
[235] M. Stephanov and Y. Yin, Physical review letters 109, 162001 (2012).
[236] M. Vazifeh and M. Franz, Physical review letters 111, 027201 (2013).
[237] N. Yamamoto, Physical Review D 92, 085011 (2015).
[238] X. Huang, L. Zhao, Y. Long, P. Wang, D. Chen, Z. Yang, H. Liang, M. Xue, H. Weng,
Z. Fang, et al., Physical Review X 5, 031023 (2015).
[239] D. E. Kharzeev, Progress in Particle and Nuclear Physics 75, 133 (2014).
[240] Q. Li, D. E. Kharzeev, C. Zhang, Y. Huang, I. Pletikosic, A. Fedorov, R. Zhong, J. Schneeloch,
G. Gu, and T. Valla, arXiv preprint arXiv:1412.6543 (2014).
[241] D. Son and B. Spivak, Physical Review B 88, 104412 (2013).
[242] M.-C. Chang and M.-F. Yang, Physical Review B 92, 205201 (2015).
[243] H. Sumiyoshi and S. Fujimoto, arXiv preprint arXiv:1509.03981 (2015).
[244] M.-C. Chang and M.-F. Yang, Physical Review B 91, 115203 (2015).
[245] Y. Zhang, D. Bulmash, P. Hosur, A. C. Potter, and A. Vishwanath, arXiv preprint
arXiv:1512.06133 (2015).
[246] D. Bulmash and X.-L. Qi, arXiv preprint arXiv:1512.03437 (2015).
[247] Z. Bi, A. Rasmussen, K. Slagle, and C. Xu, Physical Review B 91, 134404 (2015).
[248] C. Xu and T. Senthil, Physical Review B 87, 174412 (2013).
266
[249] Y.-Z. You and C. Xu, Physical Review B 90, 245120 (2014).
[250] L. Fu, C. L. Kane, and E. J. Mele, Physical Review Letters 98, 106803 (2007).
[251] T. Hughes, H. Yao, and X.-L. Qi, in APS Meeting Abstracts, Vol. 1 (2010) p. 40005.
[252] M. Cheng, M. Zaletel, M. Barkeshli, A. Vishwanath, and P. Bonderson, arXiv preprint
arXiv:1511.02263 (2015).
[253] F. Pollmann, E. Berg, A. M. Turner, and M. Oshikawa, Physical Review B 85, 075125
(2012).
[254] F. Haldane, Physical Review Letters 50, 1153 (1983).
[255] S. Gopalakrishnan, J. C. Teo, and T. L. Hughes, Physical review letters 111, 025304 (2013).
[256] E. Berg, E. Fradkin, and S. A. Kivelson, Nature Physics 5, 830 (2009).
[257] D. Agterberg and H. Tsunetsugu, Nature Physics 4, 639 (2008).
[258] G. Y. Cho, R. Soto-Garrido, and E. Fradkin, Physical review letters 113, 256405 (2014).
[259] D. F. Mross and T. Senthil, arXiv preprint arXiv:1502.00002 (2015).
[260] C. Xu and A. W. Ludwig, Physical review letters 110, 200405 (2013).
[261] Z. Bi, A. Rasmussen, Y.-Z. You, M. Cheng, and C. Xu, arXiv preprint arXiv:1404.6256
(2014).
[262] M. Levin and Z.-C. Gu, Physical Review B 86, 115109 (2012).
[263] Z. Bi, Y.-Z. You, and C. Xu, Physical Review B 90, 081110 (2014).
[264] X. Chen, Y.-M. Lu, and A. Vishwanath, Nature communications 5 (2014).
[265] A. Abanov and P. B. Wiegmann, Nuclear Physics B 570, 685 (2000).
[266] C. Xu and Y.-Z. You, Physical Review B 91, 054406 (2015).
[267] L. Tsui, H.-C. Jiang, Y.-M. Lu, and D.-H. Lee, Nuclear Physics B 896, 330 (2015).
[268] A. C. Potter and A. Vishwanath, arXiv preprint arXiv:1506.00592 (2015).
[269] Z. Bi and C. Xu, Physical Review B 91, 184404 (2015).
[270] J. C. Wang, Z.-C. Gu, and X.-G. Wen, Physical review letters 114, 031601 (2015).
[271] L. Fu and C. L. Kane, Physical review letters 100, 096407 (2008).
[272] S. R. White, Physical Review B 53, 52 (1996).
[273] D. Shelton, A. Nersesyan, and A. Tsvelik, Physical Review B 53, 8521 (1996).
[274] E. H. Kim, G. Fa´th, J. So´lyom, and D. Scalapino, Physical Review B 62, 14965 (2000).
[275] E. Lieb, T. Schultz, and D. Mattis, in Condensed Matter Physics and Exactly Soluble Models
(Springer, 2004) pp. 543–601.
267
[276] M. B. Hastings, Physical Review B 69, 104431 (2004).
[277] V. Ryzhov and D. PARSONS, JETP 73, 899 (1991).
[278] G. Y. Cho, O. Parrikar, Y. You, R. G. Leigh, and T. L. Hughes, Physical Review B 91,
035122 (2015).
[279] Z. Bi, A. Rasmussen, and C. Xu, Physical Review B 89, 184424 (2014).
[280] L. Fidkowski and A. Kitaev, Physical Review B 83, 075103 (2011).
[281] H. Yao and D.-H. Lee, Physical Review B 82, 245117 (2010).
[282] C. Wang and T. Senthil, Physical Review B 89, 195124 (2014).
[283] L. Tsui, F. Wang, and D.-H. Lee, arXiv preprint arXiv:1511.07460 (2015).
[284] F. Wang, S. A. Kivelson, and D.-H. Lee, Nature Physics (2015).
[285] S.-S. Gong, W. Zhu, and D. Sheng, Physical Review B 92, 195110 (2015).
[286] I. Aﬄeck, T. Kennedy, E. H. Lieb, and H. Tasaki, Physical review letters 59, 799 (1987).
[287] A. A. Abrikosov, Nobel Lecture 5 (2003).
[288] X. Chen, F. Wang, Y.-M. Lu, and D.-H. Lee, Nuclear Physics B 873, 248 (2013).
[289] T. Senthil, A. Vishwanath, L. Balents, S. Sachdev, and M. P. Fisher, Science 303, 1490
(2004).
[290] E.-G. Moon, Physical Review B 85, 245123 (2012).
[291] T. Grover and T. Senthil, Physical review letters 100, 156804 (2008).
[292] F. Burnell, X. Chen, L. Fidkowski, and A. Vishwanath, Physical Review B 90, 245122 (2014).
[293] L. Fidkowski, X. Chen, and A. Vishwanath, Physical Review X 3, 041016 (2013).
[294] S. Jiang, A. Mesaros, and Y. Ran, Physical Review X 4, 031048 (2014).
[295] T. Senthil and M. Levin, Physical review letters 110, 046801 (2013).
[296] A. G. Abanov and A. Gromov, Physical Review B 90, 014435 (2014).
[297] C. Hoyos, International Journal of Modern Physics B 28, 1430007 (2014).
[298] Y.-Z. You, C.-M. Jian, and X.-G. Wen, Physical Review B 87, 045106 (2013).
[299] M. Barkeshli, C.-M. Jian, and X.-L. Qi, Physical Review B 88, 235103 (2013).
[300] M. Barkeshli, C.-M. Jian, and X.-L. Qi, Physical Review B 87, 045130 (2013).
[301] H. Bombin, Physical review letters 105, 030403 (2010).
[302] W. A. Benalcazar, J. C. Teo, and T. L. Hughes, Physical Review B 89, 224503 (2014).
[303] J. C. Teo and T. L. Hughes, Physical review letters 111, 047006 (2013).
268
[304] T. L. Hughes, H. Yao, and X.-L. Qi, Physical Review B 90, 235123 (2014).
[305] A. J. Leggett, Reviews of Modern Physics 47, 331 (1975).
[306] D. S. Fisher, B. Halperin, and R. Morf, Physical Review B 20, 4692 (1979).
[307] B. Halperin and D. R. Nelson, Physical Review Letters 41, 121 (1978).
[308] K. J. Strandburg, Reviews of modern physics 60, 161 (1988).
[309] H. Kleinert and J. Zaanen, Physics Letters A 324, 361 (2004).
[310] P. Ye and Z.-C. Gu, arXiv preprint arXiv:1508.05689 (2015).
[311] P. Ye and Z.-C. Gu, arXiv preprint arXiv:1410.2594 (2014).
[312] M. Franz, EPL (Europhysics Letters) 77, 47005 (2007).
[313] A. Kapustin and N. Seiberg, Journal of High Energy Physics 2014, 1 (2014).
[314] X. Chen, F. J. Burnell, A. Vishwanath, and L. Fidkowski, arXiv preprint arXiv:1403.6491
(2014).
[315] P. Fulde and R. A. Ferrell, Physical Review 135, A550 (1964).
[316] A. Kitaev, Annals of Physics 321, 2 (2006).
[317] P. Pfeuty, ANNALS of Physics 57, 79 (1970).
[318] M. P. Fisher, P. B. Weichman, G. Grinstein, and D. S. Fisher, Physical Review B 40, 546
(1989).
[319] D.-H. Lee and C. L. Kane, Physical review letters 64, 1313 (1990).
[320] T. Senthil, L. Balents, S. Sachdev, A. Vishwanath, and M. PA Fisher, Journal of the Physical
Society of Japan 74, 1 (2005).
[321] A. Vishwanath, L. Balents, and T. Senthil, Physical Review B 69, 224416 (2004).
[322] T. Senthil and M. P. Fisher, Physical Review B 74, 064405 (2006).
[323] M. Levin and T. Senthil, Physical Review B 70, 220403 (2004).
[324] A. Nahum, P. Serna, J. Chalker, M. Ortun˜o, and A. Somoza, Physical review letters 115,
267203 (2015).
[325] R. B. Laughlin, Physical Review Letters 50, 1395 (1983).
[326] F. Burnell, S. H. Simon, and J. Slingerland, New Journal of Physics 14, 015004 (2012).
[327] M. P. Fisher, Physical Review Letters 65, 923 (1990).
[328] C. Xu, International Journal of Modern Physics B 26, 1230007 (2012).
[329] D.-H. Lee and M. P. FISHER, International Journal of Modern Physics B 5, 2675 (1991).
269
[330] T. Senthil, arXiv preprint arXiv:1405.4015 (2014).
[331] E.-G. Moon and C. Xu, Physical Review B 86, 214414 (2012).
[332] L. Kong, Nuclear Physics B 886, 436 (2014).
[333] M. Barkeshli and X.-G. Wen, Physical review letters 105, 216804 (2010).
[334] Y. You and Y.-Z. You, Physical Review B 93, 195141 (2016).
[335] Z.-C. Gu, J. C. Wang, and X.-G. Wen, Physical Review B 93, 115136 (2016).
[336] J. Yu, S.-P. Kou, and X.-G. Wen, EPL (Europhysics Letters) 84, 17004 (2008).
[337] H. Moradi and X.-G. Wen, Physical Review B 91, 075114 (2015).
[338] F. D. M. Haldane, Physics Letters A 93, 464 (1983).
[339] E.-G. Moon, arXiv preprint arXiv:1503.05199 (2015).
[340] A. P. Chan, T. Kvorning, S. Ryu, and E. Fradkin, Physical Review B 93, 155122 (2016).
[341] Y.-Z. You and C. Xu, Physical Review B 92, 054410 (2015).
[342] Y. Ran, P. Hosur, and A. Vishwanath, Physical Review B 84, 184501 (2011).
[343] L. Balents, M. P. Fisher, and C. Nayak, Physical Review B 60, 1654 (1999).
[344] R. Willett, J. Eisenstein, H. Sto¨rmer, D. Tsui, A. Gossard, and J. English, Physical Review
Letters 59, 1776 (1987).
[345] B. I. Halperin, P. A. Lee, and N. Read, Physical Review B 47, 7312 (1993).
[346] J. Polchinski, in Recent directions in particle theory: from superstrings and black holes to the
standard model (TASI - 92), edited by J. Harvey and J. Polchinski, Theoretical Advanced
Study Institute in High Elementary Particle Physics (TASI 92), Boulder, Colo., 1-26 Jun,
1992, (World Scientific, Singapore, 1993).
[347] A. Stern, B. I. Halperin, F. von Oppen, and S. H. Simon, Phys. Rev. B 59, 12547 (1999).
[348] C. Nayak and F. Wilczek, Nuclear Physics B 417, 359 (1994).
[349] G. Murthy and R. Shankar, Physical Review B 93, 085405 (2016).
[350] D. F. Mross, J. McGreevy, H. Liu, and T. Senthil, Phys. Rev. B 82, 045121 (2010).
[351] A. C. Balram and J. Jain, Physical Review B 93, 235152 (2016).
[352] M. Levin and D. T. Son, arXiv preprint arXiv:1612.06402 (2016).
[353] S. M. Girvin, Phys. Rev. B 29, 6012 (1984).
[354] C. Wang, N. R. Cooper, B. I. Halperin, and A. Stern, arXiv preprint arXiv:1701.00007
(2016).
[355] A. K. Cheung, S. Raghu, and M. Mulligan, arXiv preprint arXiv:1611.08910 (2016).
270
[356] D.-H. Lee, arXiv preprint cond-mat/9901193 (1999).
[357] S.-S. Lee, S. Ryu, C. Nayak, and M. P. Fisher, Physical review letters 99, 236807 (2007).
[358] M. Levin, B. I. Halperin, and B. Rosenow, Physical review letters 99, 236806 (2007).
[359] N. Seiberg, T. Senthil, C. Wang, and E. Witten, Annals of Physics 374, 395 (2016).
[360] C. Wang and T. Senthil, Physical Review B 94, 245107 (2016).
[361] D. F. Mross, J. Alicea, and O. I. Motrunich, Physical Review Letters 117, 016802 (2016).
[362] C. Wang and T. Senthil, Physical Review B 93, 085110 (2016).
[363] S. Kachru, M. Mulligan, G. Torroba, and H. Wang, “Mirror symmetry and the half-filled
Landau level,” (2015), arXiv:1506.01376 .
[364] M. Mulligan, arXiv preprint arXiv:1605.08047 (2016).
[365] A. C. Potter, C. Wang, M. A. Metlitski, and A. Vishwanath, arXiv preprint arXiv:1609.08618
(2016).
[366] S. D. Geraedts, M. P. Zaletel, R. S. Mong, M. A. Metlitski, A. Vishwanath, and O. I.
Motrunich, Science 352, 197 (2016).
[367] A. C. Potter, M. Serbyn, and A. Vishwanath, Physical Review X 6, 031026 (2016).
[368] J.-Y. Chen and D. T. Son, Annals of Physics (2016).
[369] F. Haldane, Physical review letters 93, 206602 (2004).
[370] N. Read and D. Green, Physical Review B 61, 10267 (2000).
[371] I. Sodemann, I. Kimchi, C. Wang, and T. Senthil, arXiv preprint arXiv:1609.08616 (2016).
[372] J. Alicea, O. I. Motrunich, G. Refael, and M. P. Fisher, Physical review letters 103, 256403
(2009).
[373] R. Cipri and N. Bonesteel, Physical Review B 89, 085109 (2014).
[374] J. Eisenstein and A. MacDonald, Nature 432, 691 (2004).
[375] J. Eisenstein, Annu. Rev. Condens. Matter Phys. 5, 159 (2014).
[376] J.-J. Su and A. MacDonald, Nature Physics 4, 799 (2008).
[377] M. Milovanovic´, M. D. C´iric´, and V. Juricˇic´, Physical Review B 94, 115304 (2016).
[378] M. Milovanovic´, E. Dobardzˇic´, and Z. Papic´, Physical Review B 92, 195311 (2015).
[379] T. Senthil, Physical Review B 78, 035103 (2008).
[380] Y. Li and F. Haldane, arXiv preprint arXiv:1510.01730 (2015).
[381] D. N. S. Zheng Zhu, Liang Fu, “Numerical study of quantum hall bilayers at total filling t=1:
A new phase at intermediate layer distances,” Https://arxiv.org/abs/1703.08463.
271
[382] N. Schine, A. Ryou, A. Gromov, A. Sommer, and J. Simon, Nature (2016).
[383] Y.-H. Wu, H.-H. Tu, and G. Sreejith, arXiv preprint arXiv:1609.07123 (2016).
[384] C. J. Halboth and W. Metzner, Phys. Rev. Lett. 85, 5162 (2000).
[385] W. Metzner, D. Rohe, and S. Andergassen, Phys. Rev. Lett. 91, 066402 (2003).
[386] J. A. Hertz, Phys. Rev. B 14, 1165 (1976).
[387] A. J. Millis, Phys. Rev. B 48, 7183 (1993).
[388] M. A. Metlitski and S. Sachdev, Phys. Rev. B 82, 075127 (2010).
[389] Y. Schattner, S. Lederer, S. A. Kivelson, and E. Berg, “Ising nematic quantum critical point
in a metal: a Monte Carlo study,” (2015), arXiv:1511.03282 .
[390] R. Shankar, Rev. Mod. Phys. 66, 129 (1994).
[391] M. A. Metlitski, D. F. Mross, S. Sachdev, and T. Senthil, Phys. Rev. B 91, 115111 (2015).
[392] S. Raghu, G. Torroba, and H. Wang, Phys. Rev. B 92, 205104 (2015).
[393] E. Witten, Commun. Math. Phys. 121, 351 (1989).
272
