(Received 1 August 1990, accepted 6 August 1990) Abstract . 2014 We investigate the law of domain growth in strongly disordered Ising magnets in two dimensions by Monte Carlo simulation. The average linear domain size is found to grow with time t as R(t) ~ (In t)x. For all the concentrations of the impurities used in our simulations the numerical value of the exponent x is found to be smaller than the corresponding theoretical prediction thereby indicating the possibility that the asymptotic regime, where the theory may hold, lies beyond the time scale of our observation. Nevertheless, in contrast to the recent laboratory experiment of Ikeda et al., the effective exponents are found to exhibit at least a kind of « quasi-universality » (temperature-independence) provided the Monte Carlo data for the domain size at a given impurity concentration are fitted to the form (In t)x over the same time interval consistently at all temperatures.
J. Phys. France 51 (1990) The phenomenon of spinodal decomposition in simple non-random systems is now quite well understood (see Refs. [1] [2] [3] [4] for reviews). However, much less attention has been paid so far to the effects of disorder on the kinetics of ordering although impurities are known to be ubiquitous. Few efforts in this direction have been made over the last few years, mostly using computer simulation. One of the prototype models studied in these works is the Ising model in the presence of quenched or annealed randomness ; the precise nature of the randomness depends on the physical situation the model represents. These models not only represent a class of magnetic materials but also several other systems, e.g., a particular type of chemisorbed layers [5] . In these investigations the d-dimensional spin system is quenched from the high temperature paramagnetic phase to a temperature well below the coexistence curve and the size of the domains is monitored as a function of time t. Disorder can enter the Ising model in several different ways, e.g., through random field [6] or through random exchange [7] . Domain growth in the random-field Ising model (RFIM) has been studied theoretically [8] [9] [10] [11] [12] and by experimental investigation of the growth of superlattices of chemisorbed layers [13] as well as by computer simulation [14] [15] [16] . In [17, 18] . Very recently, the role of mobile vacancies in the process of phase separation in binary alloys has also been investigated [19] . In Let us now analyze our MC data for R 2( t). First of all, the crossover from the power-law to logarithmic growth regime is gradual. Therefore, while fitting the data to the (In t)x form over the interval t,,,,, t -:-:--tmax one must choose sufficiently large tm;n so that the power-law regime is excluded. Throughout our analysis we have chosen 103 as tmin because the slower growth was observed at all temperatures already around that time. So far as the choice of tmax is concerned one has to be careful. The growth of the domains effectively stops after attaining a temperature-dependent maximum average size RmaX ; the higher is the temperature the larger is the Rmax. This is a consequence of the fact that the thermal energy available at the given temperature is inadequate to move the interface over length scales longer than R,,,ax within the observation time in our simulation. Similar effects have been observed in all the earlier works in the weak disorder regime [21] [22] [23] . Note that R.,ax is usually much smaller than the system length. Therefore, one must choose tmax such that R(tmax) « Rmaxo From the theory [20] one would expect that R 2 _ (In t)2 x with x = 4 in d = 2. However, we get a straight line fit to the data at T' = 0.15 T,(I) for p = 0.75 by plotting R 2( t) against (In t)2 xwith x = 0.25 over the time interval 103 _ t --3.5 x 104 (see Fig. 1 ). At first sight this apparently contradicts the theoretical prediction. A similar analysis (see Fig. 2 (ln t)2x over the time interval 103 __ t __ 10' at higher temperatures T = 0.35 T,(I), T = 0.45 Tc(1) and T = 0.55 Tc(1) we get the same effective exponent x = 2 at all these three temperatures (see Fig. 4 Fig. 4 ).
We have computed the effective exponent x( t ) at successive time intervals from t = 10 to t = 1 OS from the slope of the In R 2 versus In (In t ) curve and observed the rate of increase of x to decrease with increasing t. Therefore, it is difficult to extrapolate x( t) to t -oo. Nevertheless, although the effective exponent x turns out to be smaller than the true asymptotic exponent, our analysis demonstrates that a kind of « quasi-universality » (temperature-independence) is exhibited by the effective exponents provided, of course, the data at all T is consistently fitted to the form (In t)2 x over the same time interval. 4 
