Abstract. We consider nonsmooth constrained optimization problems with semicontinuous and continuous data in Banach space and derive necessary conditions without constraint quali cation in terms of smooth subderivatives and normal cones. These results, in di erent versions, are set in re exive and smooth Banach spaces.
Introduction
We consider constrained optimization problems with semicontinuous inequality and continuous equality data in re exive Banach spaces or entirely continuous data in smooth Banach spaces. The necessary conditions for the optimization problem are stated in terms of smooth subderivatives and normal cones. There is a large literature on necessary conditions for constrained optimization problems, given in terms of various generalized derivatives, usually in the presence of additional constraint quali cations. The typical method used to derive necessary conditions for constrained optimization problems in nonsmooth analysis is to convert the constrained optimization problem to an unconstrained problem by using nonsmooth penalties. The problem then becomes one of expressing the necessary conditions in terms of generalized derivatives. Usually, this is achieved by using calculus rules for the appropriate generalized (sub)derivatives. Such necessary conditions have been derived in terms of Clarke's generalized gradient 6, 7], Mordukhovich's coderivative 18] and Io e's geometric subderivative 12, 14] among others. All of these necessary conditions require additional constraint quali cations because the underlying calculus rules require them.
Recently, it has become clear that in spaces with a smooth renorm the three generalized derivatives mentioned above can be characterized in terms of sequential limits of smooth subderivatives. (See 1, 5, 27] for details. See also 24, 25] for earlier discussion with "-subderivatives. The Hilbert space case has been known since the early 1980's 6, 22] .) Also, calculus rules for the limiting generalized (sub)derivatives can be viewed as limiting forms of the analogous calculus rules for smooth subderivatives. The constraint quali cations for the calculus rules of the various generalized (sub)derivatives are required mainly because of the limiting process. It is natural, therefore, to ask whether we can express the necessary conditions for a constrained optimization problem in terms of smooth subderivatives using only calculus rules that do not require a constraint quali cation. We pursue that goal in this paper.
We establish this type of necessary condition in re exive Banach spaces in terms of Fr echet subderivatives and Fr echet normals. The limiting forms of these necessary conditions recover some familiar necessary conditions. Since we assume only (lower semi{)continuity of the data this result appears to be new even in nite dimensions. In deriving this necessary condition we follow the basic idea in 26] . We use the indicator functions to the level sets of the constraints as penalization functions and we use \fuzzy sum rules" for the Fr echet subderivative. The critical step is to establish the relationship between the normal cone to such a level set and the subderivative of the corresponding function. In super-re exive Banach spaces (Hilbert spaces) similar results hold with the Fr echet subderivative and Fr echet normal replaced by the s-H older subderivative (proximal subderivative) and s-H older normal (proximal normal) respectively. We indicate the necessary modications in the end of Section 2. We also give a full proof of the critical step in Hilbert space because it is simple and intuitive. We hope that it communicates the idea behind the proofs.
We then turn to more general smoothable Banach spaces. Here we use sum rules for smooth subderivatives to deduce necessary conditions given in terms of the smooth normal cone to the graph of a mapping which has the cost and the constraint functions as its components. There are no additional constraint quali cation conditions for this result. This necessary condition, however, is not expressed in terms of the individual constraint functions and the cost function. In order to derive a necessary condition given in terms of the subderivative of those component functions, we still must impose a mild constraint quali cation. Whether or not a complete generalization of the re exive Banach space result can be achieved in more general smooth Banach spaces remains an open question. This paper is written to allow the reading of the re exive Banach space results (Section 2) and the general smooth Banach space results (Section 3) separately.
Necessary Conditions in Re exive Spaces
Let X be a re exive Banach space with closed unit ball B X and with continuous real dual X . Then X has an equivalent renorm k k that is simultaneously locally uniformly rotund and Fr echet smooth 10]. Recall that a lower semicontinuous function f : X ! R f1g is Fr echet subdi erentiable at x with (viscosity) Fr echet subderivative x 2 X if f is nite at x and there exists a Fr echet smooth (concave) function g such that f ? g attains a local minimum at x. We denote the set of Fr echet subderivatives of f at x by D F f(x). For a closed subset C of X the Fr echet normal cone to C at We prove a \fuzzy multiplier rule" for this problem. As usual, multipliers corresponding to the inequality constraints are nonnegative and multipliers corresponding to the equality constraints have no restriction. To simplify notation we introduce the quantities i ; i = 0; 1; : : : ; N. The Remark 2.4 Since we require the support function in the de nition of the Fr echet subderivative to be concave, our concave Fr echet subderivative is potentially smaller than the usual Fr echet subderivative without the concavity requirement. Consequently the limiting subderivative and normal cone dened in De nition 2.2 are potentially smaller than the corresponding objects in 17, 19] . It is obvious that Theorem 2.1 remains valid if we use the usual Fr echet subderivative instead and our current statement is potentially more precise. The same comment also applies to Theorem 2.3. According to the results in 1] (that are also applicable to the concave Fr echet subderivative with some notational changes) the weak closure of all the limiting objects in De nition 2.2 and the corresponding ones in 17, 19] coincide with the geometric subderivative, singular subderivative and normal cone de ned in 13] respectively. There are technical reasons for using the concave Fr echet subderivative that we will discuss later.
Recall that, for a locally Lipschitz function f, the Clarke subderivative @ c f(x) of f at x is the convex closure of @f(x) and the Clarke normal cone N c (C; x) of a closed set C at x 2 C is the convex closure of N(C; x) 6, 7] . Note that @ 1 f(x) = f0g for a locally Lipschitz function f and @ c (?f) = ?@ c (f). We then have the following corollary which recovers Clarke's classical necessary condition (in a re exive Banach space). Note that f is strict convex, weakly lower semicontinuous and coercive (kxk ! 1 implies that f(x) ! 1). We conclude that f attains minimum at a unique point v 2 X. Obviously, rf(v) = 0, i.e., '(v) = . Thus, ' := r 1 2 k k 2 is one-to-one and maps X onto X .
We will also need the following geometric result. It is used to guarantee that our new subderivatives occur at appropriate points and that the subderivatives approximate the original subderivatives.
Lemma 2.9 Let X be a Banach space with a norm k k that is Fr echet smooth and locally uniformly rotund and let ' = r 1 2 k k 2 . Suppose that v is a non-zero element of X and fx g; > 0 is a family of elements of X such 
Combining (4) and (7) we obtain
By virtue of (6) we need only show that lim !0 x =kx k = v=kvk.
We proceed by contradiction. Suppose lim !0 x =kx k 6 = v=kvk, then, without loss of generality, we may assume that there exists an > 0 such that k x kx k ? v kvk k > : Since k k is locally unifromly rotund there exists an " > 0 such that k x kx k + v kvk k < 2(1 ? "): Multiplying both sides of the above inequality by lim !0 x =kx k = v=kvk we get
Taking limit of the right hand side yields 
Relations (11), (12) The next theorem is a counter-part of Theorem 2.10 for equality constraints. The proof is similar to that of Theorem 2.10. We give only a sketch of the proof to limit the length of the exposition. ?f(z) + h (z) + f x+rkvkB X g (z) if f is negative on K.
The remainder of the proof closely follows the proof of Theorem 2.10.
Remark 2.12 Requiring the support function in the de nition of the Fr echet subderivative to be concave ensures the convexity ( and so connectedness) of K in the proof of Theorem 2.11. Any other condition implying that f has constant sign on K will achieve the same result.
We may now prove our main result. Proof of Theorem 2. In several important cases one can get sharper results. We give two in the following. Remark 2.14 explains where one has an s-H older renorm and the rst result applies.
Recall that a lower semicontinuous function f : X ! R f1g is s-H older subdi erentiable at x, s 2 ( In relation to 2. we need to modify the expression of the subderivative in a quite obvious way. A more technical change is that now we need to show that the h de ned above is an s-H older smooth function of x that has derivative 0 whenever h (x) = 0. Obviously, h is Fr echet smooth everywhere. When h (x) is greater than 0, so is h in a neighborhood of x. Therefore, for y su ciently close to x, rh ( The Hilbert space versions of the crucial results, Theorem 2.10 and Theorem 2.11, have simpler proofs that also lead to a clearer geometric interpretation of the results. We prove, in detail, the Hilbert space version of Theorem 2.10 below in the hope that it will better communicate the idea behind the general proofs. 
Necessary Conditions in Smooth Spaces
In this section we explore necessary conditions for constrained optimization problems in general smooth Banach spaces.
Notation and Terminology
Let X be a Banach space with closed unit ball B X and with continuous real dual X . Recall that a bornology for X is a family of closed bounded subsets of X whose union is X, which is closed under multiplication by positive scalars and is directed upwards that is, the union of any two members of is contained in some member of (cf. 20]). Let X i ; i = 1; : : : ; I be Banach spaces and, for each i, let i be a bornology for X i . Then f I i=1 V i : V i 2 i g is a bornology for the product space X := I i=1 X i . We call this bornology the product bornology for i ; i = 1; : : : ; I and denote it by 1 ; : : : ; I ].
We will denote by X the dual space of X endowed with the topology of uniform convergence on -sets. Similarly, when Y is a Banach space, we will denote by L (X; Y ) the Banach space of bounded linear mappings from X to Y endowed with the topology of uniform convergence on -sets.
Examples of important bornologies are those formed by all bounded sets (Fr echet bornology denoted by F), weak compact sets (weak Hadamard bornology denoted by WH), compact sets (Hadamard bornology denoted by H), nite sets (Gateaux bornology denoted by G) and products of these bornologies.
Given a mapping F : X ! Y , we say that F is -di erentiable at x and has a -Jacobian J F(x) (we write r F(x) when F is a function) if F is continuous at x and kt ?1 (F(x + tu) ? F(x) ? thJ F(x); ui)k ! 0 as t ! 0 uniformly on V for every V 2 . We say that a mapping F is -smooth at x if J F : X ! L (X; Y ) is continuous at x. We will also need the concept of (viscosity) subderivatives which we now recall (cf. 5, 8]):
De nition 3.1 Let f be a lower semicontinuous function and f(x) < +1. We say f is -viscosity subdi erentiable and x is a -viscosity subderivative of f at x if there exists a locally Lipschitz function g such that g is -smooth at x, r g(x) = x and f ? g attains a local minimum at x.
We denote the set of all -viscosity subderivatives of f at x by D f(x). For a product space X = I i=1 X i we will always use the Euclidean product norm, i.e., k k X = q P I i=1 k k 2 X i . De nition 3. We now discuss how do deduce from it a necessary conditions given more directly in terms of subderivatives of g 0 i s: in the presence of the following constraint quali cation. We say that w is locally uniformly lower semicontinuous at x if w is uniformly lower semicontinuous on a closed ball centered at x.
The following are su cient conditions for locally uniform lower semicontinuity (their proofs are elementary) that we will use in the proof of Theorem 3.4. 
Choose t n ! 1 such that u t n ( x; : : : ; x) < inffu t n (x 0 ; : : : ; x N ) : and, consequently, ( x; G( x)) is a local minimum of (x; y) ! f(y) + graph(G) (x; y) + C (x) + L (x)
