This paper presents a novel method for fault diagnosis based on an improved adaptive resonance theory (ART) neural network and ensemble technique. The method consists of three stages. Firstly, the improved ART neural network is comprised of the soft competition technique based on fuzzy competitive learning (FCL) and ART based on Yu's norm, the neural nodes in the competition layer are trained according to the degree of membership between the mode node and the input, and then fault samples are classified in turn. Secondly, with the distance evaluation technique, the optimal features are obtained from the statistical characteristics of original signals and wavelet coefficients. Finally, the optimal features are input into the neural network ensemble (NNE) based on voting method to identify the different fault categories. The proposed method is applied to the fault diagnosis of rolling element bearings, and testing results show that the neural network ensemble can reliably classify different fault categories and the degree of faults, which has a better classification performance compared with the single neural network.
Introduction
Presently, the fault diagnosis is increasingly intelligent because of wide applications capability of artificial neural networks (ANNs). However, some ANNs are unable to detect new fault category in the diagnosis process. In other words, the trained ANN can only identify the faults which are learned at the stage of training. If a new fault category occurs, the training data sample of the data set used to train networks need be added, and these networks are required to retrain and learn the knowledge using the complete data sets. This can result in a time-consuming and costly process [1] . And, in the real world, nobody knows what will happen next time, so it is impossible to obtain the complete training data set which contain all data samples of all fault categories.
These characteristics limit the application of these neural networks in fault diagnosis field. So we want an intelligent system which is able to adapt well to unexpected changes in the environment, the system should be able to deal with the so-called stability-plasticity dilemma. That is, the system should be designed to be stable enough to protect useful historical data from the corruption and have some degree of plasticity to learn new data [2, 3] . As a solution to this problem, the adaptive resonance theory (ART) networks were developed and have been applied to the field of pattern recognition and fault diagnosis [4] . Because of the superiority of ART network, some ART models such as ART2 and fuzzy ART have been developed and applied to the field of fault diagnosis [5] [6] [7] [8] . Furthermore, some classification methods with the improvement of ART, such as the combination of 2 Mathematical Problems in Engineering ART and Yu's norm, have been applied well to the field of fault diagnosis, which can deal with the uncertainty problem through the fuzzy formalism [9] .
Although the classification method with the combination of ART and Yu's norm has a better performance in the field of fault diagnosis, there still exist two defects [9] . One is that the neurons are incompletely used. Some neurons in competition layer are too far away from samples to win. This is why "dead neurons" are created. The other problem is that only one neuron in competition layer can win with winner-takes-all mechanism. This mechanism can reduce the convergent speed of network and result in waste of more storage information between input neurons and competition ones.
This study proposes a novel competitive network-an adaptive resonance theory based on soft competition (SYART), whose topological structure is the same as Yu's norm based ART. In SYART, soft competition mechanism is introduced in competition layer instead of winner-takes-all. When the similarity between the input sample and the neuron is larger than the preset threshold, the neuron wins, and the network is adjusted according to the membership degrees between the wining neurons and the input sample. So there is more than one winning neuron in the network. This mechanism makes full use of competition neurons and makes the network model optimization.
However, because of the nonlinearity of fault signals and the diversification of fault categories [10, 11] , it is difficult to maintain a high accuracy with the single SYART. In order to solve this problem, a novel method for fault diagnosis based on SYART and NNE is proposed. The extracted features from the statistical characteristics of raw signals and wavelet coefficients are selected with the distance evaluation technique, then different features are used to train each SYART as the input of the network, and the final result of the fault diagnosis is decided by the NNE with majority voting [12] [13] [14] .
The proposed fault diagnosis method is applied to the fault diagnosis of rolling element bearing. The testing results show the effectiveness of SYART. And a better effect has been obtained using NNE. The rest of the paper is organized as follows. Section 2 reviews the adaptive resonance theory and Yu's norm ART. An improved method for fault diagnosis-Yu's norm ART based on soft competition is proposed in Section 3. Section 4 describes the neural network ensemble based on majority voting. Finally, the process and the conclusions about the proposed clustering method in the field of fault diagnosis are given in Section 5.
Review of ART and Yu's Norm Based ART
Adaptive resonance theory (ART) was designed by Carpenter and Grossberg [5] . And in order to meet the different application needs some ART network models are developed, the popular one of which is the ART1. As an online learning system, the ART1 network model can cluster inputs by using the unsupervised learning [6] . It can self-organize stable recognition codes in real time in response to arbitrary sequences of input patterns, and it uses the vigilance test to resolve the stability-plasticity dilemma. In the learning process, when a new sample is input into the ART network, it can be categorized by comparing with the weight vectors of existing cluster nodes. If the sample and the existing categories can be matched and the match degree is not less than the vigilance value, the sample will be classified into the matched category and the weight vector of the corresponding category will be updated. Otherwise, a new category will be created with retaining the existing memory.
With the development of clustering methods using similarity measure based on fuzzy set theory, a similarity measure based on Yu's norm was set up and the corresponding clustering method was proposed by Luukka in 2007 [15, 16] . Yu's norm is composed of Yu's -norm and Yu's -norm, which can be written as follows:
in which > −1, and the similarity measure can be derived as follows:
Considering the complementary characteristics of ART and Yu's norm in clustering, a clustering method combining ART with Yu's norm for fault diagnosis was presented by Xu et al. in 2016 [9] . The architecture of Yu's norm ART is shown in Figure 1 . Its architecture is similar to ART's, excluding the adaptive filter. The composition of Yu's norm ART is input layer which stores the input samples, comparison layer which receives bottom-up input from input layer and topdown input from discernment layer, and discernment layer which contains the active category and stores category nodes. For each input sample, the categorization with the clustering method of Yu's norm ART is performed by category choice, vigilance test, and learning.
(1) Category Choice. In this stage, one winner category node is selected from all existing category nodes with hard Mathematical Problems in Engineering 3 competition mechanism. The choice function is a similarity measure between the th category and the th input sample, which can be written as
where is the th input sample and is the weight vector of the th category node. Having the biggest similarity degree, the winner category is selected as follows:
(2) Vigilance Test. As a vigilance parameter to test the similarity degree to which is a subset of category , is introduced to determine whether the th input sample matches the selected winner category . If the similarity degree meets the vigilance criterion
where ∈ [0, 1], which means that the input sample is sufficiently similar to the winner category , then the sample will be classified into the th category, and the learning is performed at the same time. Otherwise, a new category node will be generated in the discernment to contain the input sample; and the corresponding weight vector of the category is given by the following formula:
where is total number of current category nodes.
(3) Learning. When the vigilance criterion is satisfied by the winner category, the corresponding weight vector of the category will be updated by the following formula:
where is the updated weight vector of category , is the original weight vector of category , and is the number of samples which belong to the category .
ART Based on Soft Competition and Yu's Norm
In the competition layer of Yu's norm ART, the only one winning neuron is selected with hard competition mechanism, which makes neurons in competition layer used insufficiently. In order to solve the problem, a Yu's norm ART network based on soft competition (SYART) is proposed. Based on the membership degree formula of FCM, fuzzy competition learning (FCL) is introduced as soft competition mechanism, which has the advantages of flexible adjustment of soft competition and noise suppression [17] . Under soft competition mechanism, when the similarity between the input sample and the neuron is larger than the preset threshold, the neuron wins; then the network is adjusted according to the membership degrees between the winning neurons and the input sample. So there is more than one winning neuron in the network. The detailed fault diagnosis flow chart of SYART is shown in Figure 2 . Just as Yu's norm ART, the similarity between the input sample and the neuron is calculated with formula (3), then get maximum similarity , and compare with vigilance parameter , and if < , a new category node will be generated to contain the input sample. Otherwise, the input sample will be classified into the category corresponding to the maximum similarity . And, under soft competition mechanism, the corresponding weight vectors of winning neurons whose similarities with the input sample are larger than the preset threshold are updated by the following formula:
where is the updated weight vector of winning neuron, is the original weight vector of winning neuron, is the number of samples which belong to the winning neuron, and ℎ is the membership degree between the winning neuron and the input sample, which is calculated by the following formula:
where is the number of winning neurons and is the corresponding weight vector of current neuron. As the fuzzy exponent, makes the level of soft competition adjustable. When → 1, ℎ is 0 or 1, which makes soft competition degenerate into hard competition. When → ∝, the value of ℎ is 1/ , which is the most fuzzy and meaningless. And because of making lower membership noise points have less contribution to the network, the larger is able to restrain noise.
Neural Network Ensemble Based on Majority Voting
Recently, instead of using a single NN, combined NN for increasing classification accuracy is an active research area, which has been widely used in the field of data mining, pattern recognition, fault diagnosis, and so forth. Generally, neural network ensemble (NNE) can be considered as twostep processes, first training component networks and then combining them. As is shown in Figure 3 , during the first step, a number of classification results are produced by using the same algorithm with different feature parameters. In the next step, all classification results are combined with ensemble technique to get the final classification result.
As a simple and intuitive ensemble technique, majority voting is most frequently used, which can be described as follows. Define the result of the th clustering as ℎ , ∈ {0, 1} ( = 1, 2, 3, . . . , , = 1, 2, 3, . . . , ), where is the number of based clustering results and is the number of clusters. If the chosen th clustering is cluster , then ℎ , = 1; otherwise ℎ , = 0. The result of majority voting as ensemble decision is cluster if
However, clustering results can be represented by number labels (1, 2, 3, etc.) or alphabet labels (A, B, C, etc.). Furthermore, the same label may represent different clusters, and the same cluster may be labeled differently under the same type of labeling scheme, which can lead to a bad performance in clustering with the majority voting as ensemble technique in this paper. In order to get rid of the problem, the clusters labels need to be unified; that is, the same label must represent the same cluster. Then a method of label unification based on maximum matching is proposed, which can be described as follows. Select two results of the partitions, standards of relabeling = {1, 1, 2, 2, 2, 3, 3} and relabeled partition = {2, 3, 2, 2, 3, 1, 3}, and then the contingency matrix can be found as follows: Define as the value of contingency matrix, which means the number of objects with label in the partition and label in the partition . Cluster and cluster have more probability to be the same cluster with larger . Considering the row values may be all the same, which makes it difficult to get a larger , the contingency matrix shown in (11) can be updated by the following formula:
Mathematical Problems in Engineering where is the value in (11) 
Find the larger of each row in the contingency matrix shown in (11) , and then we can relabel by the relabeling: 1 to 3, 2 to 2, and 3 to 1. The partition = {2, 3, 2, 2, 3, 1, 3} becomes = {2, 1, 2, 2, 1, 3, 1}, whose label unification is completed.
Diagnosis System Using Soft Competition
Yu's Norm ART
Structure of Diagnosis
System. The fault diagnosis system is shown in Figure 4 . The system mainly includes four stages: data acquisition, feature extraction, feature selection, and fault diagnosis. In this paper, the data set of the rolling element bearings are used as fault signals to ensure the credibility of diagnosis results [18] . Then time-domain and frequency-domain features are extracted with modified distance discriminant technique from the fault signals after wavelet transform, which is more effective than FFT. And then the proposed soft competition Yu's norm ART is trained and used to diagnose the faults of bearings. Finally, the diagnosis results obtained with different sets of features are combined by the NNE with majority voting to identify the final result of the fault diagnosis. Figure 5 , the experiment rig consists of a three-phase induction motor, a load motor, and a torque sensor [18] . The ball bearings whose types are 6205-2RS JEM SKF are installed in a motor driven mechanical system. The three-phase induction motor is connected to a load motor to get the desired torque load levels. An accelerometer is mounted on the driven end of the motor housing. Faults are introduced into the drive-end bearing of the motor by the electrodischarge machining. Different defect sizes (0.007 and 0.021 inches) are introduced to simulate different fault severities of bearings, and each defect size is introduced into the outer race and inner race to simulate the different fault categories of bearings. Thus, six different fault data sets can be obtained from the experimental system: (1) in normal condition; (2) with ball fault; (3) with two different severity levels of inner race faults; (4) with two different severity levels of outer race faults.
Data Acquisition. As is shown in

Features Extraction.
As the important parameter to describe the change of the vibration signal, feature parameters are usually used to depict the fault-related information about the bearings. In order to acquire more accurate information, wavelet decomposition with Haar wavelet is used to analyze vibration signals, which are decomposed into four levels. The decomposition results of one sample signal can be shown in Figure 6 . And then feature parameters are extracted to describe the bearing fault from each layer of wavelet signals.
In this paper, six machines are used for fault diagnosis to accomplish the ensemble of clustering results; as the input of the NN, six sets of feature parameters which can be shown in Table 1 are extracted from the same vibration signal. 
Features Selection.
As shown in Table 1 , a total of 20 feature parameters are used as the input of each machine, which means the reduction of diagnosis accuracy and the increase of computation time because of the redundancy or irrelevance of some features. In order to maintain a better diagnosis performance, the selection of sensitive features which provide characteristic information for the diagnosis system needs to be done, and irrelevant or redundant features must be removed. Here, a new parameter evaluation technique based on distance discriminant technique [19] is proposed, which includes the similarity formula (3). The feature selection process can be described as follows.
Step 1. Extract all 20 feature parameters, and the parameter set can be described as follows: 
where , , is the value of the feature parameter of the sample in the type of fault.
Step 2. For each feature parameter , calculate the withinclass distance in each mode:
( , , , , , ) , = 1, 2, . . . , 6; , = 1, 2, . . . , 100, ̸ = , (15) where ( , , , , , ) is the similarity which is calculated with formula (3) between the feature parameters , , and , , . Then calculate the average within-class distance of the six types of fault:
Step 3. Calculate the average of the feature parameter in the same type of fault as the center of within-class:
Then calculate the average within-class distance:
( , , , ) , , = 1, 2, . . . , 6, ̸ = , (18) where ( , , , ) is the similarity which is calculated with formula (3) of the center of within-classes , and , .
Step 4. Calculate the ratio of the average within-class distance out to the average within-class distance in :
Step 5. The sensitivity coefficient of each feature parameter can be defined and calculated as follows:
where is the maximum of .
The sensitivity coefficients of each feature parameter can be obtained, respectively, with this algorithm, and the feature parameter whose sensitivity coefficient is larger than the threshold value is the sensitive feature parameter. The result of features selection of a model can be shown in Figure 7 .
Fault Diagnosis.
Some data samples of bearings are utilized to evaluate the performance of the proposed method in the phase of fault diagnosis, and the data samples contain six different fault conditions, which are labeled, respectively, by Arabic numerals (1, 2, 3, 4 , 5, and 6). Each fault condition contains 100 data samples, and each data sample contains 4096 sample points. The detailed description is shown in Table 2 .
The sensitive feature parameters are chosen as the input of the fault diagnosis model. The model is characterized by completing classification with the completion network training at the same time. When the first data sample is put into the blank network model, the first cluster node is built as one fault category by the sample and the node weight is the sample itself. When the next input sample enters the model, the similarity between the second input sample and the first cluster node of the model is calculated and then compared with the vigilance parameter; if the similarity is larger than the vigilance parameter, the input sample is classified into the first cluster, and the corresponding weight vector of the cluster node is updated by (8) ; otherwise, the second cluster node is produced. When the third input sample enters the model, it is compared with all the produced cluster nodes. If the biggest similarity degree meets the vigilance criterion, the sample is classified into the winner cluster, or else a new cluster node is produced. And the winners are the cluster nodes whose similarity degrees are larger than the threshold value . According to the above-mentioned reasoning, a trained classifier is obtained.
In the process of diagnosis, the threshold value is set according to the ascending order to complete the feature selection and the condition of termination is the highest diagnostic accuracy, and then threshold value is 0.9. And each parameter left in the model is set in the same way without changing the other parameters, then the vigilance parameter is 0.835, the parameter is 0.4, the fuzzy exponent is 6, and threshold value is 0.4. The diagnostic results of the six models can be shown in Figures 8, 9 , 10, 11, 12, and 13, respectively.
For convenience of computation, the classification accuracy can be obtained by the following formula:
where is classification accuracy, is the sample number of correct classification, is the number of total samples, and is the number of generated cluster nodes [18] . The classification accuracy of each model can be shown as Table 3 .
As in Table 3 , the classification accuracy of model 1 reaches 84.17%, which means that to a certain extent the fault diagnosis method by Yu's norm ART based on soft competition can not only distinguish different faults but also distinguish different fault degrees under the same fault type. However, the classification accuracy of model 3 is lower than 74%, which shows that different feature parameters lead to different diagnostic accuracy; in other words, it is difficult to maintain a high accuracy with the single model. After the diagnosis of each model, the final diagnostic result can be obtained by the neural network ensemble. Here, three models, four models, five models, and six models are chosen to ensemble, and the results are shown in Figures 14,  15, 16 , and 17.
The classification accuracy of each type of ensemble can be shown in Table 4 . As is shown Table 4 , the classification accuracy of the ensemble of six models reaches 96.33%, and even if they are only three models, the classification accuracy of their ensemble is higher than 92%, which means that the ensemble can improve the performance of fault diagnosis of models significantly. Besides, with the increase of the number of models involved in ensemble, the classification accuracy of fault diagnosis method is improved steadily.
Performance Test of Ensemble-SYART Clustering Method
Based on Bootstrap Method. As we all know, the performance of ART clustering method can be affected by the initial conditions, which is the same as the ensemble-SYART clustering method. To study the stability and generalization of the proposed method, the bootstrap method [20] is used to compute the estimated mean, standard deviation, and confidence interval for the classification accuracy, which is useful for estimating a parameter when the underlying distribution function of parameter is unknown. 15 bootstrap samples are generated by disrupting data order for statistical analysis of diagnosis accuracy. After calculation, the estimated statistical mean of diagnosis result is 91.52%, the standard deviation is 5.56%, and the 95% confidence interval achieves [88.44%, 94.60%]. These all can indicate that the performance of the proposed ensemble-SYART clustering method is stable and generalized.
Classification Performance Comparison with Other Methods.
In order to validate the superiority of the proposed ensemble-SYART clustering method, the classification result produced by ensemble-SYART classifier is compared with that produced by other conventional unsupervised neural networks, such as the ART and fuzzy -mean network [21] . The same data samples are utilized to evaluate these methods. The classification results of the ensemble-SYART clustering method versus other classification methods with the same sensitive feature parameters are shown in Table 5 .
From the table it can be drawn that the classification accuracy of the ensemble-SYART is the highest and reaches 96.33% while the classification accuracy of fuzzy -mean is less than 70%. For the ART and Yu's norm ART, the classification accuracy is 73.33% and 79.17%, which means that Yu's norm ART can make more use of the neuron information and can diagnose the data samples in the fuzzy region more accurately with soft competition mechanism. These indicate that the proposed ensemble-SYART clustering method has superior classification performance comparatively.
Conclusions
In this paper, a novel method for fault diagnosis based on an improved Yu's norm ART and neural network ensemble (NNE) is presented to diagnose the faults of rolling element bearings, whose soft competition mechanism is involved to improve the performance of fault diagnosis. The sensitive feature parameters which are selected with improved distance discriminant techniques to overcome the redundancy and irrelevance of some features are chosen to input the fault diagnosis model to diagnose the fault categories of bearings. The experiment result showed that the proposed ensemble-SYART clustering method can diagnose the faults of bearings successfully, and its diagnosis accuracy is higher than single SYART and some other conventional unsupervised neural networks. And because the initial conditions affect the performance of the proposed clustering method, the bootstrap method is utilized to analyze the diagnosis results. The statistical analysis result shows that the proposed clustering method is stable and generalized. All these indicate that the proposed method has better diagnosis ability and performance and further demonstrate that the proposed clustering method holds a good promise in the field of fault diagnosis of mechanical system.
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