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Abstract. We reformulate matrix-valued random walks and their associated group actions
in terms of dimension groups, suitably modified to deal with measure-theoretic classifica-
tion. This leads naturally to a notion of rank denoted AT(n), for integers n (approximately
transitive, that is, AT, actions constitute the rank one situation). This yields wide classes of
examples, and easily verified criteria for basic properties (such as ergodicity) are established.
We present an (ergodic) AT(2) action of the integers (from an involution) that is not AT,
effectively answering an old question of Thouvenot, but on the other hand, give criteria for
matrix-valued random walks to be AT. One of the criteria resembles a result of Mineka on
mass cancellation.
What are known as bounded AT actions in the literature are shown to be exactly the
AT actions for which the corresponding random walk comes from a sequence of Poisson
distributions, and we show that the natural involutions on bounded AT actions have orbit
space that is AT (unlike more general AT actions), and generically are bounded. We also
present a rather unusual ergodic action of the free group on two generators which is AT(2)
(and not AT), but is given by a constant sequence (for an amenable group, a constant
sequence would yield an uninteresting action).
I. Introduction
This paper concerns the classification of measurable amenable ergodic ac-
tions of discrete groups, with emphasis on the case that the group be the
integers. These are formulated in terms of matrix-valued random walks and
their corresponding Poisson boundary. For a discrete group G, we develop
G-dimension spaces, a measure-theoretic version of dimension groups (given
as direct limits approximating the preduals of W*-factors).
In particular, this leads naturally to an invariant which is a notion of rank,
denoted AT(k), which extends approximate transitivity (which occurs exactly
when k = 1) [12]. It also enables us to construct examples relatively easily—for
example, answering a question of Thouvenot, an AT action of Z with involu-
tion, for which the orbit space of the latter is ergodic but not AT (it is AT(2)
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however). We also construct an ergodic AT(2) but not AT action of the free
group on two generators for which the corresponding G-matrix-valued random
walk is temporally homogeneous (this is impossible for abelian groups, and
probably for amenable groups).
Initial sections of the paper discuss the equivalence between the dimension
space approach and the standard one. A transparent criterion for ergodicity is
given in chapter three (3.9). Chapter four presents the ergodic AT(2) orbital
action which is not AT that answers Thouvenot’s question. The technique is
to show that telescoped products of a suitable family of 2× 2 matrices (with
entries polynomials with no negative coefficients) cannot be approximated by
positive rank one matrices (with an appropriate notion of positive).
In contrast, in chapter five, numerical conditions are presented under which
AT(2) actions are actually AT; these resemble those appearing in a well-known
theorem of Mineka in a different context. Chapter six provides a lexicon for
translating between classification of type III injective von Neuman factors and
the classification in the paper. The following section deals with bounded type
AT actions; using a theorem of LeCam, the classification boils down to that
of sequences of compound Poisson distributions. The fixed point algebras
under the natural involutions correspond to sequences of hyperbolic cosine
distributions (in particular, they are AT), and using the results of section
five, we can determine when the fixed point algebras are isomorphic to the
original, and give criteria for the fixed point algebras to be themselves bounded.
Chapter eight gives numerical criteria for the Poisson boundary of an AT action
to be trivial. Chapter nine deals with the construction mentioned above of an
ergodic AT(2) but not AT action of the free group on two generators.
Let G be a discrete group; form the real group algebra, A = RG, which
we view as a subalgebra of l1(G) (with respect to the counting measure). A
G-dimension space is a partially ordered vector space with an action of G
(as a group of order-automorphisms) that can be obtained as a direct limit
(1.0) H = limAn(1)
Φ1−−−−→ An(2) Φ2−−−−→ An(2) . . . .
Here the n(k) are integers and An(k) is the set of columns of size n(k). There
is a natural ordering on A, with positive cone
A+ =
{∑
rgg ; rg = 0 a.e., rg ≥ 0
}
.
Each An(k) is a partially ordered vector space with the direct sum ordering.
The maps Φk are positive A-module maps; in other words, Φk is an n(k+1)×
n(k) matrix with entries from A+. The limit, H , consists of the set of pairs{
(b, k) ; k ∈ N, b ∈ An(k)
}
modulo the equivalence relation
[b, k] = [b′, k′] if there exists l > k, k′ such that
Φl−1Φl−2 . . .Φk(b) = Φl−1Φl−2 . . .Φk′(b
′).
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The set of equivalence classes that contain a positive element, that is,
H+ =
{
(b, k) ; (b, k) ∼ (b′, k′), b′ ∈
(
An(k
′)
)+}
is the positive cone for H , as a direct limit of partially ordered vector spaces.
Loosely speaking, b at level k has positive image in H if after the application
of a number of Φs (starting with the kth), the outcome is positive in each
coordinate.
Now G acts on A via the translation map (a 7→ ag), and this yields a
representation of G as a group of order-automorphisms of A. Obviously this
action extends to an action on each An(i), and thereby to the limit space, H ,
via [b, k] 7→ [b · g, k]. Notice that matrix multiplication acts on the left, so
commutes with the right multiplication action of G and thus of A.
So H admits the structure of a partially ordered real vector space, a dimen-
sion group, and an ordered A-module. Not all objects with these properties
are G-dimension spaces. For example, if G = Z, let H = R with the usual
ordering and the trivial G-action. Then H cannot be realized as an ordered
limit of the form (1.0), because it is not flat as an A-module.
When G is abelian and R is replaced by Z (as the coefficient ring), these
objects were considered in [16] in connection with actions of the compact group
Gˆ on AF C*-algebras.
In the rest of the paper, we will assume that for k ≥ 1, the positive A-module
map Φk = (φ
k
i,j) given in (1.0) is such that
(1.1) for 1 ≤ j ≤ n(k) ,
n(k+1)∑
i=1
φki,j (G) = 1 .
By telescoping the sequence (Φk)k≥1, we can and will assume that
(1.2) for 1 ≤ i ≤ n(k + 1) ,
n(k)∑
j=1
φki,j (G) 6= 0 .
Before describing the matrix-valued random walk on G naturally associated to
a G-dimension space, satisfying conditions (1.1) and (1.2), let us introduce the
following notations.
For n ≥ 1, let Sn = G×{1, 2, · · · , n} denote the disjoint union of n copies of
G. We naturally identify l1(G)n with l1(Sn) = {f : Sn → R ;
∑
x∈Sn
|f(x)| <
∞ } and An with the set An = {f ∈ l1(Sn) ; Supp f is finite } of functions of
finite support.
The action of G on itself by left multiplication induces a right G-action on
l1(G) (and by extension on l1(G)n and l1(Sn)), denoted for f ∈ l1(G) by
(1.3) f · g(h) = f(gh) , h ∈ G .
Let H be a G-dimension space given by a sequence of positive A-module maps
Φk satisfying conditions (1.1) and (1.2). The (n(k + 1) × n(k))-matrix Φk
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defines a transition probability P kk+1 from Sn(k) to Sn(k+1) by
P kk+1((g, i), (h, j)) = φ
k
i,j (g
−1h) = rkg−1h,i,j
where the point g is in the i-th copy of G at the k-th step and (h, j) is in the
j-th copy of G at the (k+1)-th step. For each k ≥ 1, we have:
P kk+1(g · (l, i), (g · (h, j)) = φki,j ((gl)−1(gh)) = P kk+1((l, i), (h, j)) .
By the group-invariant matrix-valued random walk on G associated
with the sequence (Φk)k≥1 is meant the Markov process consisting of the
sequence of measurable spaces (Sn(k))k≥1 with the transition probabilities
(P kk+1)k≥1.
II. Matrix-valued Random Walks and Poisson Boundaries.
Let H be a G-dimension space given by the inductive system {An(k), Φk ;
k ≥ 1} where the positive A-module map (Φk)k≥1 satisfy conditions (1.1) and
(1.2) and let {Sn(k), P kk+1}k≥1 be the corresponding group-invariant matrix-
valued random walk on G. As in the introduction let An(k) denote the vector
space of real valued functions on Sn(k) with finite support.
For each k ≥ 1, the transition probability P kk+1 defines a positive map
Pk : An(k) → An(k+1) given, for f ∈ An(k) and y = (h, j) ∈ Sn(k+1), by
Pk(f)(y) =
∑
x∈Sn(k)
f(x)P kk+1(x, y) =
∑
(g,i)∈Sn(k)
f(g, i)φki,j(g
−1h)
=
n(k)∑
i=1
∑
g∈G
f(g, i)φki,j(g
−1h) =
n(k)∑
i=1
fi ∗ φkj,i(h)
(where fi(·) = f(·, i) ∈ l1(G)).
By (1.3), Pk is G-equivariant.
For l ≥ k, let Pl,k denote the positive contraction from l1(Sn(k)) to l1(Sl)
given by the composition Pl−1 ◦ · · · ◦ Pk. If f ∈ An(k) ⊂ l1(Sn(k)), then
Pl,kf ∈ An(l). Then H is the algebraic inductive limit of the inductive system
(An(k), Pl,k ; l, k ≥ 1).
A bounded (space-time) harmonic function on a G-dimension space
H , or equivalently associated to the corresponding matrix-valued random walk,
is an element ψ = (ψk)k≥1 of the abelian von Neumann algebra
⊕
k≥1 l
∞(Sn(k))
satisfying the relations
(2.1) ψk(x) =
∑
y∈Sn(k+1)
ψk+1(y)P
k
k+1(x, y) , for all x ∈ Sn(k) .
Its norm is ‖ψ‖ = Supk≥1 ‖ψk‖. Recall that for k ≥ 1 , l∞(Sn(k)) is a left
G-space via
(g · ψ)(h, i) = ψ(g−1h, i) , (h, i) ∈ Sn(k) , ψ ∈ l∞(Sn(k))
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and that if ψ ∈ l∞(Sn(k)) , f ∈ l1(Sn(k)) , g ∈ G, then
〈g · ψ, f〉 =
∑
x∈Sn(k)
g · ψ(x)f(x) =
∑
x∈Sn(k)
ψ(x)f · g(x) = 〈ψ, f · g〉 .
As the transition probabilities P kk+1 are G-invariant, the setH∞ of all bounded
harmonic functions is an ultraweakly closed G-invariant subspace of the left
G-space
⊕
k≥1 l
∞(Sn(k)). It contains the constants. If ψ ∈ H∞ and [f, k] ∈ H ,
then
∑
x∈Sn(k)
ψk(x)[f, k](x) =
∑
x∈Sn(k)

 ∑
y∈Sn(k+1)
ψk+1(y)P
k
k+1(x, y)

 [f, k](x)
=
∑
y∈Sn(k+1)
ψk+1(y)

 ∑
x∈Sn(k)
[f, k](x)P kk+1(x, y)


=
∑
y∈Sn(k+1)
ψk+1(y)[f, k + 1](y).
This shows that to each ψ ∈ H∞ corresponds to a linear form γψ on H given
by
(2.2) γψ([f, k]) =
∑
x∈Sn(k)
ψk(x)[f, k](x)
and satisfying the following diagram
An(1)
Φ1−−−−→ An(2) Φ2−−−−→ . . . = Hyψ1 yψ2 yγψ
R R . . . = R
If ψ ∈ H∞ is positive, then γψ is a state on H (i.e., a positive linear form on
(H,H+)). In the following, let us speak of γψ as a bounded state if ψ ∈ H+∞,
although γψ is obviously not bounded as a function.
Conversely, any state γ onH restricts to a sequence of functions φk : Sn(k) →
R+ via for g ∈ G , 1 ≤ i ≤ n(k),
φk((g, i)) = γ([χ(g,i), k])
where χ(g,i) denotes the characteristic of the singleton {(g, i)} ∈ Sn(k). One
checks easily that the sequence (φk)k≥1 satisfies (2.1).
We will denote by γ1 : H → R the state corresponding to the constant
harmonic function 1. By definition, γ1 is G-invariant.
There is an obvious map, the “augmentation map”, A = RG→ R, given by∑
rgg 7→
∑
rg; we will use the notation given by evaluation at 1 to describe
it. If we evaluate all the objects in (1.0) at 1, we obtain H(1), an ordered
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direct limit of finite dimensional real vector spaces, and there is a natural map
Π(1) : H → H(1) which is positive and onto,
(2.3)
An(i)
Φi−−−−→ An(i+1) Φi+1−−−−→ . . . = Hy y yΠ(1)
Rn(i)
Φi(1)−−−−→ Rn(i+1) Φi+1(1)−−−−−→ . . . = H(1)
Recall that the states of H(1) are given by sequences of rows of positive real
numbers, µk : R
n(k) → R which are compatible with the maps Φk(1) in the
sense that µk+1Φk = µk. If, for k ≥ 1, νk denotes the row vector
(
1, · · · , 1),
then by condition (1.1), we have for 1 ≤ j ≤ n(k) that
νkj = (νk+1Φk(1))j =
n(k+1)∑
i=1
φki,j(1) = 1 .
We will denote by ρ1 the faithful state of H(1) given by the sequence (νk)k≥1.
Then Π◦ρ1 is the bounded G-invariant state γ1 onH associated to the constant
harmonic function 1.
If ψ = (ψk)k≥1 ∈ H+∞, then for each k ≥ 1, ψk defines a measure on Sn(k).
Note that the counting measure on Sn(k) is associated to the constant harmonic
function 1. For k ≥ 1, let ||·||ψk denote the semi-norm on An(k) = {f : Sn(k) →
R ; Supp f finite}, given by
||f ||ψk =
∑
x∈Sn(k)
|f(x)|ψk(x) .
For f ∈ An(k) and y ∈ Sn(k+1), we have |Pk(f)|(y) ≤ Pk(|f |)(y),and therefore
we get
||Pk(f)||ψk+1 ≤ ||f ||ψk .
Let || · ||ψ be the semi-norm on H given by
||[fk]||ψ = lim inf
l≥k
||Pl,k(fk)||ψl .
Note that if f ∈ H+, then ||f ||ψ = γψ(f). Let E denote the γψ-completion of
H (i.e., the completion of H/{f ∈ H ; ||f ||ψ = 0}).
Remark 2.1. For k ≥ 1, the map Pk : An(k) → An(k+1) extends to a positive
contraction from l1(Sn(k), ψk) to l
1(Sn(k+1), ψk+1). Then E is also equal to
the completion of the inductive limit lim(l1(Sn(k), ψk), Pk,l).
Proposition 2.2. Let E be the γψ-completion of H. Then E is a separable
abstract L-space (i.e., a Banach lattice such that ‖x+ y‖ = ‖x‖+ ‖y‖, for all
positive elements x and y).
Proof: Let φ denote the (continuous) natural map from H to E and let E+ be
the closure of φ(H+) in E. For x, y ∈ E, define x ≤ y if and only if y−x ∈ E+.
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Let γψ be the unique continuous positive homomorphism from E to R such
that γψ ◦ φ = γψ (see [21], Theorem 1.2). Then ||x||ψ = γψ(x) for x ∈ E+.
Hence if x, y ∈ E+,
||x+ y||ψ = γψ(x+ y) = γψ(x) + γψ(y) = ||x||ψ + ||y||ψ .
By [21], Theorem 1.6, (E,≥) is a (Dedekind complete) lattice ordered space.
As E is by construction a separable Banach space, the proof is complete. 
Let γ be a bounded state on H . When γ factors through a state on H(1),
we automatically obtain a G-invariant state, and the corresponding harmonic
function is thus also invariant. Conversely if γ is a bounded state on H that
is also invariant, then its associated bounded positive harmonic function is G-
invariant and therefore γ factors through H(1) in this fashion. Therefore we
have:
Lemma 2.3. Let γ be a bounded state on H and ψ ∈ H+∞ be the corresponding
positive harmonic function. Then the following are equivalent:
(a) γ is G-invariant,
(b) γ factors through a state of H(1),
(c) ψ is G-invariant.
Let H be a G-dimension space, ψ be a G-invariant harmonic function and
E be the γψ-completion of H . As γψ is G-invariant, the right action of G on
H extends to an action by order automorphism of E. Moreover for x ∈ E, and
g ∈ G, ||xg||ψ = ||x||ψ.
Let f1 : Sn(1) → R be a strictly positive function such that ||f1||ψ1 = 1.
Then e = [Pk,1, f1] is a weak order unit of E, (i.e. an element e such that
e∧x 6= 0, for all x 6= 0 , x ∈ E (see [24], Proposition 1.a.9)) of norm one. By a
G-equivariant version of Kakutani’s theorem (see [23] and more precisely the
second part of Theorem 2.1 of [29] and [28], Theorem 3.3), we have:
Theorem 2.4. Let H be a G-dimension space, ψ be a G-invariant harmonic
function and E be the γψ-completion of H. Then there exist a standard mea-
sured G-space (X,µ) and an isometric order isomorphism T : E → L1(X,µ).
Moreover, T is G-equivariant.
Definition 2.5. The standard measured G-space (X,µ) is (a realization of)
the Poisson boundary associated to the pair (H, γψ).
Let H be a G-dimension space as above and let 1 ∈ H+∞ be the constant
harmonic function 1. If E1 denotes the γ1-completion of H , recall that by du-
ality E∗
1
is a left G-space and that the correspondence given by (2.2) induces
an isometric linear G-isomorphism between H+∞ and E∗1. Let (X,µ) be the
Poisson boundary associated to the pair (H, γ1) and let T : E1 → L1(X,µ) be
the isometric order G-isomorphism of Theorem 2.4. Using the above identifi-
cation between E∗
1
and H∞, we will still denote by T ∗ : L∞(X,µ)→H∞, the
linear isometric G-isomorphism induced by the map T of Theorem 2.4. For
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any f ∈ E+
1
, we have:∫
X
Tf dµ = ‖Tf‖1 = ||f ||1 = γ1(f)
Then,
∫
X
Tf dµ = γ1(f), for any f ∈ E1. Therefore, if 1X ∈ L∞(X,µ)
denotes the constant function 1 on X , we have T ∗(1X) = γ1. Let σ be a
probability measure on Sn(1) equivalent to the counting measure. Let P denote
the Markov measure on (Ω,A) = ∏k≥1(Sn(k),P(Sn(k))) determined by the
transitions probabilities P kk+1 and the initial distribution σ (see for example
[27], Proposition 5.2.1). Let A∞ ⊂ A denote the asymptotic σ-algebra (or
tail σ-algebra) of the matrix-valued random walk on G. Note that A∞ is
G-invariant with respect to the right action of G on (Ω,A) given by
((h, i)k)k≥1 · g = ((hg, i)k)k≥1 for ((h, i)k)k≥1 ∈ Ω .
Therefore L∞(Ω, A∞, P ) is a Banach space endowed with a left G-action.
For any f ∈ L∞(Ω, A∞, P ) and k ≥ 1, define
(2.4) hk(x) =
∫
Ω
f(ω)Pk,x(dω) for x ∈ Sn(k)
where Pk,x is the Markov probability measure on (Ω, Ak∞) defined by the
transition probabilities P kk+1 (see, for example [27], Proposition 5.2.1). As
for k ≥ 1 , x ∈ Sn(k), and g ∈ G, Pk,x·g(A) = Pk,x(A · g−1), the formula (2.4)
induces an isometric G-isomorphism R from L∞(Ω, A∞, P ) onto H∞ (see
[22]). Moreover R(1Ω) is the constant harmonic function 1. The composition
R−1 ◦ T ∗ is a G-equivariant isometric linear isomorphism from L∞(X,µ) to
L∞(Ω, A∞, P ). Moreover R−1 ◦T ∗ is unital. By [4], Corollary of Proposition
I-1, we then have
Proposition 2.6. The map R−1 ◦ T ∗ : L∞(X,µ) → L∞(Ω, A∞, P ) defined
above is a G-equivariant (von Neumann algebra) isomorphism.
III. Ergodic Theory Definitions.
In the first part of this section, we decide what the appropriate equivalence
relation is for dimension G-spaces. Let H be given as limφi : A
n(i) → An(i+1)
as above, and let H ′ be given as limφ′i : A
n′(i) → An′(i+1), with respective
G-invariant states γ and γ′.
We say an approximate map from H to H ′ consists of increasing sequence
of positive integers t(1) < t(2) < . . . and t′(1) < t′(2) < . . . together with
positive A-module homomorphisms ψj : A
n(t(j)) → An′(t′(j)) (i.e., matrices
with entries in A+) such that if the telescoped maps Φ(j) and Φ′(j) are defined
as
Φ(j) = φt(j+1)−1 · · ·φt(j)+1φt(j)
Φ′(j) = φ′t′(j+1)−1 · · ·φ′t′(j)+1φ′t′(j),
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the following holds:∑
‖Φ′(j)ψj − ψj+1Φj‖ <∞ and
∑
‖γ′ψ′(j) − γ‖1 <∞,
where the norm in the first case is calculated with respect to the induced maps
An(t(j)) → H and An′(t′(j)) → H ′ and their corresponding norms obtained
from γ and γ′, and the variational norm in the second (the notation is a bit
sloppy—it should be γ restricted to the image of An(j) for example). This
definition is much less complicated than it appears to be. The ts are simply
a way of denoting a telescoping of the diagrams, and an approximate map is
simply a diagram of the form
An(t(1))
Φ(1)−−−−→ An(t(2)) Φ(2)−−−−→ An(t(3)) Φ(3)−−−−→ . . . = H
ψ1
y ψ2y ψ3y no map
An
′(t′(1)) Φ
′(1)−−−−→ An′(t′(2)) Φ′(2)−−−−→ An′(t′(3)) Φ′(3)−−−−→ . . . = H ′,
where the individual squares are not required to commute, but as we move
further on (i.e., to the right) in the diagram, the squares come closer and
closer to commuting (actually more than this; the sum of the norms of the
error terms converges) with respect to the natural choice of norms, i.e., those
induced by γ and γ′, and also that γ′ is approximately sent to γ.
Approximate maps essentially induce contractions on the corresponding L1
spaces, as we shall see. The right notion of equivalence relation consists of a
pair of approximate maps given by ψj (going from H to H
′) with telescoping
functions t and t′, and ρj (going in the opposite direction) with telescoping
functions uj and u
′
j such that t
′(j) = u(j) and t(j+1) = u′(j) and importantly,
∑
‖ρjψj − Φ(j)‖ <∞ and
∑
‖ψj+1ρj − Φ′(j)‖ <∞.
The connection between the ts and us is purely for simplicity—both could
themselves be further telescoped to arrange this. When this holds, we call the
data (the φs, ψs, ts, us, etc.) approximately inverse approximate maps.
Now we show the expected properties.
Theorem 3.1.
(a) An approximate map from (H, γ) to (H ′, γ′) induces a positive G-
module homomorphism that is also a contraction from the completion
of H to that of H ′.
(b) If an approximate map is part of an approximately inverse pair of ap-
proximate maps, then it induces an isometry between the completions.
More importantly, we have the following.
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Theorem 3.2.
(a) Any positive contractive G-module homomorphism between the com-
pletions of (H, γ) and (H ′, γ′) induces approximate map from (H, γ)
to (H ′, γ′).
(b) Any G-module isometry between the completions is induced by one of
a pair of approximately inverse approximate maps.
The proofs are practically tautological in that they are exercises in following
the notation and definition.
Proof of Theorem 3.1. We may telescope the original sequence of φs, ψs, etc.,
so that t(i) = i = t′(i). For j ≥ k, define Φ[j,k] : An(k) → A(n(j+1)) to
be the composition of the corresponding φs. We claim that for h in An(i),{
ψj ◦ Φ[j,i](h)
}
j→∞
converges (in the completion of (H ′, γ′)). We simply note
that
ψj ◦ Φ[j,i](h)− φ′j ◦ ψj−1 ◦ Φ[j−1,i](h)
= ψjφjΦ
[j−1,i](h)− φ′jψj−1Φ[j−1,i](h) = (ψjφj − φ′jψj−1)Φ[j−1,i](h).
Noting that the norm of the image of Φ[j−1,i](h) (as an element of An(j)) is the
norm of [h, n(i)] in H , we see that the sum (as j varies) of the norms of the
difference of the two functions at h is summable, and thus limj
{
ψj ◦ Φ[j,i](h)
}
exists (strictly speaking, we should say the limit of the images of these ele-
ments in H , but the notation becomes complicated). The map [h, n(i)] 7→
lim
{
ψj ◦ Φ[j,i](h)
}
is clearly a G-equivariant positive linear map. For positive
choices of h, the norm of [h, n(i)] is simply γ(h); the second condition in the
definition of approximate mapping asserts that γ′ is sent to γ under the in-
duced map on the state spaces, and it easily follows that map on completions
is a contraction.
It is easy to check that the two maps on the completed spaces induced by the
approximately inverse maps are inverse to each other. Both are contractions,
hence must be isometries. 
Proof of Theorem 3.2. Let φ be the map on the completed space. Both parts
of this are straightforward: let {Ek} be the standard A-module basis for An(1);
we may approximate their images ak := φ([Ek, 1]) by positive elements bk in
An
′(j) for some j; set t′(1) = j; then the matrix determined by Ek 7→ bk
yields φ1 (we can also, if necessary increase j in order that the variational
distance between the distinguished states be very small). This process may be
iterated with summable error term, and for the invertible map, the standard
interweaving argument may be used. 
Remark 3.3. This yields a technique which in many examples will permit
us to decide that some Poisson boundaries are not equivalent as G-spaces.
For example, suppose that (H, γ) is given as above, and H ′ is given with
n(i) = 1 for all i (i.e., H ′ is of product type); to decide if the completion of
H is isometrically isomorphic to H ′, it is necessary and sufficient that there
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be a telescoping of the maps φi, so that each term approximately factors as
a column times a row (there is only one invariant state in the product type
case). We will see below that this can often be decided.
We now define the appropriate notion of ergodicity for the G-dimension
spaces H and show that it translates to its counterpart when we consider the
Poisson boundary. Recall that by Theorem 2.5, we have an G-equivariant
isometric order isomorphism T from the γ-completion of H and L1(X,µ).
Definition 3.4. Let H be G-dimension space as above and let γ be a bounded
G-invariant state on H .
Then (H, γ) is ergodic if for all a, b in H+ and ǫ > 0, there exists zi in H
+
and gi in G such that either∑
zi ≤ b,
∑
zigi ≤ a, and γ
(
b−
∑
zi
)
< ǫ
or ∑
zi ≤ a,
∑
zigi ≤ b, and γ
(
a−
∑
zi
)
< ǫ.
The usual definition of an ergodic action of a countable discrete groupG on a
σ-finite measure space (X,µ) is equivalent to the following, when we translate
the action to the corresponding L1-space: for all pairs f, f0 of nonzero non
negative elements in L1(X,µ), there exists g in G such that f · g ∧ f0 6= 0
(the wedge ∧ denotes the usual infimum in the lattice L1(X,µ)). We need the
following lemma:
Lemma 3.5. Let H be a dimension group with a state γ, and let ‖ ‖ be the
pseudonorm associated to γ. Suppose that c, d, ci (i = 1, 2, . . . , k) are positive
elements of H such that
∑
ci ≤ c and ‖c− d‖ < ǫ for some ǫ > 0. Then there
exist di in H
+ such that
di ≤ ci,
∑
di ≤ d, and
∑
‖ci − di‖ < ǫ .
Proof: According to the definition of the pseudonorm, there exist positive
elements h and h′ in H such that
c− d = h− h′ and γ(h+ h′) < ǫ.
Thus c+h′ = d+h; so
∑
ci+h
′ ≤ d+h. By Riesz decomposition, we may find
positive elements di and hi such that ci = di+hi for all i, as well as
∑
di ≤ d,
and
∑
hi ≤ h. Furthermore, ci − di ≤ 0 and
∑
(ci − di) ≤ 0, and thus∑
‖ci − di‖ =
∑
γ(ci − di) =
∑
γ(hi) = γ(h) < ǫ.

We then have:
Proposition 3.6. If (H, γ) is an ergodic G-dimension space, then the G-action
on the corresponding measure space is ergodic in the usual sense.
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Proof: As pointed out above, (X,µ) is G-ergodic if and only if for all positive
nonzero elements f and f0 of L
1(X), there exists g in G such that for some g
in G, f · g ∧ f0 6= 0. Here we have that L1(X,µ) is a lattice and is the norm
completion of H . Suppose that f ·g∧f0 = 0 for all g in G. We may find a, b in
H+ such that ‖T (a)− f‖ ≤ ǫ and ‖T (b)− f0‖ ≤ ǫ. By applying the definition
and Lemma 3.5 (and possibly relabeling), we may find positive elements ai in
H such that
∑
ai ≤ a, ‖b−
∑
aigi‖ < ǫ.
We observe that if e and e′ are elements of L1(X), and ‖e− e′‖ < ǫ, then
on setting d = inf {e′, e}, we have ‖e− d‖ < ǫ (this is straightforward). In
particular, d ≤ e, e′ and d is close to both.
There thus exists positive f ′ ≤ f such that ‖f ′ −∑Φ(ai)‖ < ǫ. Hence
there exists positive f ′i ≤ Φ(ai) such that
∑
fi
′ ≤ f ′, ‖f ′ −∑ fi′‖ < ǫ and∑ ‖ai − f ′i‖ < ǫ.
Consider ∥∥∥∑ aigi − fi′gi∥∥∥ =∑ γ ((ai − f ′i)gi)
≤ N
∑
γ(ai − f ′i) < Nǫ.
Now
∑
fi
′gi is close to f0, so we may find hi ≤ figi, f0 with
∑ ‖figi − hi‖ <
Nǫ; if ǫ is chosen small enough, we can find nonzero hi. Since hi ≤ f0 and
hig
−1
i ≤ fi ≤ f , we have shown that f ∧ f0gi is not zero. Hence the action is
ergodic. 
To prove the converse, we need the following statement:
Proposition 3.7. Let (X,µ) be a σ-finite measure space on which the count-
able discrete group G acts ergodically. Let f and f0 be positive L
1 func-
tions. Then there exist positive L1 functions {fg}g∈G such that
∑
g∈G fg and∑
g∈G fgg exist (as both limits in the L
1-
f =
∑
g∈G
fgg and
∑
g∈G
fg ≤ f0
or
f0 =
∑
g∈G
fgg and
∑
g∈G
fg ≤ f.
Proof: Index the group G by N. Define the nonnegative element f1 = fg1∧f0;
we observe that f1 ≤ fg1, so that f1g−11 ≤ f . Hence the element defined as
f2 =
(
f − f1g−11
)
g2 ∧ (f0 − f1) is nonnegative. We may continue this process,
obtaining a sequence of nonnegative functions defined via
fj =
(
f −
j−1∑
i=1
fig
−1
i
)
gj ∧
(
f0 −
j−1∑
i=1
fi
)
.
We observe that
∑N
j=1 fj ≤ f0, and
∑N
j=1 fjg
−1
j ≤ f . In particular, the partial
sums are bounded increasing sequences of elements of L1, hence they belong
to L1. Moreover, if γ denotes the linear functional given by integration with
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respect to µ, we see on applying γ, that these sequences are Cauchy with
respect to the L1 norm (if h ≥ 0, ‖h‖ = γ(h)). Hence the limits exist in both
senses. Set F = limN→∞
∑N
j=1 fj and F
′ = limN→∞
∑N
j=1 fjg
−1
j . Now we
claim that either F = f0 or F
′ = f . If not, we observe that F ≤ f0 and F ′ ≤ f ;
then ergodicity yields that there exists g in G such that (f − F ′) g∧(f0 − F ) 6=
0. There exists j in N such that g = gj . Now write
f0 − F =
(
f0 −
j−1∑
i=1
fi
)
− fj −
∑
i>j
fi =
(
f0 −
j−1∑
i=1
fi
)
− Fj − fj
where Fj =
∑
i<j Fi exists and is in L
1 for the same reason that F and F ′ are.
Similarly, we write
f − F ′ =
(
f −
j−1∑
i=1
figi
)
− Fj ′ − fjg−1j .
It follows that (f − F ′)gj ≤
(
f −∑j−1i=1 fig−1i ) gj − fj, as well as f0 − F ≤(
f0 −
∑j−1
i=1 fi
)
− fj . Thus
(f − F ′)gj ∧ f0 − F ≤
((
f −
j−1∑
i=1
fig
−1
i
)
gj − fj
)
∧
((
f0 −
j−1∑
i=1
fi
)
− fj
)
=
((
f −
j−1∑
i=1
fig
−1
i
)
gj ∧
(
f0 −
j−1∑
i=1
fi
))
− fj = fj − fj = 0.
Since the two terms are nonnegative, this forces their infimum to be zero,
contradicting ergodicity. 
Proposition 3.8. Suppose (H, γ) is a G-dimension space with a G-invariant
state γ such that the G-action on the corresponding measure space is ergodic
in the usual sense. Then (H, γ) is ergodic.
Proof: Pick elements a and b in H+ and set f = T (a), f0 = T (b). By the
Proposition 3.7 and after possible relabeling, given ǫ, there exist a finite set
of positive elements fi of cardinality M say, and elements gi of G, such that∑
fi ≤ f and ‖f0−
∑
figi‖ ≤ ǫ. Sinceγ is G-invariant, we may approximate fi
by an element ai in order that both ‖T (ai)− fi‖ ≤ ǫ/M and ‖T (ai)gi − figi‖ ≤
ǫ/M . Then
∑
ai is within 2ǫ of some a
′ (by Lemma 3.5), and ‖b−∑ aigi‖ ≤
2ǫ. 
Recall that Π(1) denotes the natural map from H to H(1) defined in (2.3).
Proposition 3.9. If H(1) has a unique state ρ and admits an order unit, then
with γ = ρ◦Π(1), (H, γ) is ergodic. Under these circumstances, H(1) is simple
if and only if γ is faithful.
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Proof: The state ρ is given by a sequence of rows vi of size n(i) having positive
real entries, so that the diagram commutes:
R
n(1) φ1(1)−−−−→ Rn(2) φ2(1)−−−−→ . . . = H(1)
v1
y yv2 y ρ
R R . . . = R
Let a and b be elements of H+ such that γ(a) > γ(b) > 0. As H(1) has a
unique state and an order unit, the images of a and b under Π(1), that is, a(1)
and b(1) are comparable within H(1). In other words,
γ(a) = ρ(a(1)) > ρ(b(1)) = γ(b)
implies a(1) > b(1). There thus exists an integer k and elements ak and bk in
(An(k))+ such that with respect to the direct sum ordering (coordinatewise),
ak(1) > bk(1) ≥ 0 and in addition a = [ak, k] and b = [bk, k]. The rest of the
argument now is routine: Write the j-th coordinates, (ak)j =
∑
ak,j,gg and
(bk)j =
∑
bk,j,gg, where ak,j,g, bk,j,g ≥ 0, and∑
g∈G
bk,j,g ≤
∑
h∈G
ak,j,h.
Using Riesz decomposition applied to these finite sets of positive real numbers,
we may find positive real numbers ch,g such that
bk,j,g =
∑
h∈G
ch,g for all g ∈ supp (bk)j
ak,j,h ≥
∑
g∈G
ch,g for all h ∈ supp (ak)j .
Set eh,g = ch,gg, so that bk,j,gg =
∑
h eh,g; then
∑
g,h eh,g = (bk)j . On the
other hand,
∑
g eh,gg
−1h ≤ ak,j,hh. Thus
∑
g,h eh,gg
−1h ≤ (ak)j .
Set fh,g,j = (0, 0, . . . , eh,g, 0, . . . , 0)
T (in the j-th position—eh,g depends on
j of course). Then
∑
h,g,j fh,g,j = bk and
∑
h,g,j fh,g,jg
−1h ≤ ak. This yields
a formally stronger property than ergodicity.
The equivalence between simplicity and faithfulness of the unique state is
well-known and quite straightforward. 
Proposition 3.10. If H(1) admits an order unit and ρ is a pure state, then
with γ = ρ ◦Π(1), (H, γ) is ergodic.
Proof: The state ρ is given by a sequence of rows vi of size n(i) having positive
real entries, so that the diagram commutes:
R
n(1) φ1(1)−−−−→ Rn(2) φ2(1)−−−−→ . . . = H(1)
v1
y yv2 yρ
R R . . . = R
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Let a and b be elements of H+ such that γ(a) > γ(b) > 0. We use the purity
criterion of [21], for ρ : H(1) → R: Given ǫ > 0, there exists d in H(1) such
that d ≤ a(1), d ≤ b(1), and ρ(d) > ρ(b(1)) − ǫ. Then there exists a positive
integer k together with d0 ∈ (Rn(k))+, a0, b0 ∈ (An(k))+ such that
d = [d0, k] ∈ H(1), a = [a0, k], b = [b0, k] and
d0 < a0(1), b0(1) coordinatewise.
Define c0 in (A
n(k))+ to be d0 regarded as a column of constant polynomials;
in particular, c0(1) = d0. Now we note that if e and f are elements of A
+ and
f(1) < e(1), then we may find ei and fj in A
+ together with gi and g
′
j in G
such that ∑
i
ei ≤ e and
∑
i
eigi = f,
To see this write e =
∑
h∈G ehh and f =
∑
g∈G fgg. Having
∑
fg <
∑
eh, we
apply Riesz interpolation in R and obtain positive real numbers tg,h such that∑
g
tg,h ≤ eh for all h, and
∑
h
tg,h = fg for all g.
Then ∑
g,h
tg,hh =
∑
h
(
∑
g
tg,h)h ≤ e and
∑
g,h
tg,hg =
∑
g
(
∑
h
tg,h)g =
∑
g
fg = f.
Set eg,h = tg,hh; now
∑
g,h eg,hh
−1g = f , yielding the result.
Apply this in our situation; we first obtain columns bi in (A
n(k))+ such
that b0 ≥
∑
bi and c0 =
∑
bigi. We also obtain cj in (A
n(k))+ such that
c0 =
∑
cj and
∑
cjgj ≤ a0. As An(k) is a lattice-ordered group, we may apply
Riesz decomposition to the equality,
∑
bigi =
∑
cj . This chops the bi into
finer pieces that can be rearranged (with different group elements) to obtain
something less than a0; denote their images in H , b
i. On translation back to
H , we obtain
∑
bi ≤ b, ∑ big(i) ≤ a; as ρ(c(1)) > ρ(b(1)) − ǫ, we have that
γ(b−∑ bi) < ǫ. This yields a formally stronger property than ergodicity. 
Upon translation to a state on an AF algebra A, H(1) is K0(A)⊗Z R. At the
moment, we know of no simple criterion to decide whether the ergodic action
has no atoms.
Proposition 3.11. Suppose γ = ρ ◦ Π(1) factors through H(1). If (H, γ) is
ergodic, then ρ : H(1)→ R is pure.
Proof: Suppose that ρ is not pure. Then there exist a and b in H+ with
γ(a) > γ(b) > 0 such that there is a positive real number ǫ for which exists
no c in H such that c(1) ∈ H(1)+, c(1) ≤ a(1), b(1) and ρ(c(1)) > γ(b) − ǫ.
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However, if we apply the definition of ergodic, there will exist bi in H
+ and gi
in G such that
b =
M∑
i=1
bi, a ≥
M ′∑
i=1
bigi, γ
(∑
i>M ′
bi
)
< ǫ.
Set c =
∑M ′
i=1 bigi; then c(1) ≤ a(1), b(1) and ρ(c(1)) = ρ(
∑M ′
i=1 bi(1)) >
ρ(b(1))− ǫ, a contradiction. 
Lemma 3.12. (Trivial lifting lemma) Suppose that
B ∈ (Am×n)+, D ∈ (Rm×n)+, and D ≤ B(1).
Then there exists C in (Am×n)+ such that C ≤ B and C(1) = D.
Proof: It suffices to solve this in the case that m = n = 1, since this can be
applied entrywise. Index G by N and write B =
∑
bigi, so that B(1) =
∑
bi ≥
D. Define C =
∑
cigi by means of
c1 = min {D, b1} , c2 = min {D − c2, b2} , . . .
cj = min

D −
∑
k<j
ck, bj

 , . . . .
Obviously C ≤ B and ∑ ci ≤ D; it is routine to check that ∑ ci = D. 
Let H be a G-dimension space given as limφi : A
n(i) → An(i+1) with a
G-invariant state γ and let us assume that there exist an increasing sequence
of numbers t(1) < t(2) < . . . together with positive A-module homomorphisms
Cj : A
n(t(j)) → An(t(j+1)) such that if Φt(j) is the telescoped map given by
Φt(j) = φt(j+1)−1 · · ·φt(j)+1φt(j)
then the following holds: ∑
‖Φt(j) − Cj‖ <∞ .
We will call the G-dimension space H ′ given by limCj : A
n(t(j)) → An(t(j+1))
together with the state γ′ defined for any x ∈ An(t(j)), by limk→∞ γ([Cj+kx, j+
k]) a L1-perturbation of (H, γ). We will denote by 〈 , 〉 the equivalence classes
of representatives of elements of H(1).
Proposition 3.13. Let (H, v) be an ergodic G-dimension space with invariant
state v = ρ ◦ Π(1). There exists an L1-perturbation of (H, v), (H ′, v′), such
that v′ is invariant and H ′(1) = R.
Proof: Write v = lim vi where vi = (vi,1, vi,2, . . . , vi,n(i)); we have that vi,k(a) =
ρi,k · a(1) for an arbitrary element a of A. For 1 ≤ j ≤ n(1), let [Ej , 1] ∈ H ,
where Ej is the j-th standard basis element for A
n(1). Set v([Ej , 1]) = αj . As
by Proposition 3.10, ρ : H(1)→ R is a pure state, given ε1 > 0, there exists, by
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[21], Theorem 3.1, z inH(1)+ such that αjz ≤ 〈Ej , 1〉 and ρ(〈Ej , 1〉−αjz) < ǫ1.
Therefore there exists N(1) such that z = 〈d,N(1)〉 and
αjd ≤ ΦN(1) · · · · · Φ1(1) ·Ej = aN(1),j.
(The latter is just the j-th column of the product ΦN(1) · · · · · Φ1, evaluated
at 1.) By the Trivial Lifting lemma, there exist cj in (A
n(N(1))×1)+ such that
cj ≤ aN(1),j and αjd = cj(1). Set C1 = (c1 c2 . . . cn(1)); then C1 : An(1) →
An(N(1)). For 1 ≤ j ≤ n(1), we have
vN(1)
(
(ΦN(1) · · · · ·Φ1(1)− C1)Ej
)
= ρN(1)(aN(1),j − αjd) = ρ(〈Ej , 1〉 − αjz) < ǫ1 .
Hence ‖ΦN(1) · · ·Φ1−C1‖ < ǫ1. Choose ǫ2 in a similar fashion, with [Ej , N(1)]
in place of [Ej , 1]. With ǫi constructed so that
∑
ǫi <∞, we construct Ci so
that vN(i)
(
(ΦN(i) · · · · ·ΦN(i−1)+1 − Ci)Ej
) ≤ ǫi for 1 ≤ j ≤ n(N(i− 1)) and
ΦN(i) · · · · · ΦN(i−1)+1 ≥ Ci. Thus
∑∥∥ΦN(i) · · · · · ΦN(i−1)+1 − Ci∥∥ < ∑ ǫi.
We may renormalize the Ci so the row sums of Ci(1) are all 1; at worst, this
doubles the error term. Define H ′ = limCi : A
# → A′#. We note that Ci(1)
is rank one (and this can be preserved under renormalization), so H ′(1) is
isomorphic to R. 
In the last part of this section we turn to the notion of approximate tran-
sitivity for a G-dimension space. We recall the definition for a Borel action,
and establish the following notations. Let (X,µ) be a measured Borel (left)
G-space. Then L1(X,µ) becomes a right G-space, by setting for f ∈ L1(X,µ)
and g ∈ G,
f · g(x) = f(gx)dµ ◦ g
dµ
(x) , x ∈ X .
If α ∈ l1(G) and f ∈ L1(X,µ), then let f · α ∈ L1(X,µ) denote
f · α(x) =
∑
k∈G
α(k)f · k(x) , x ∈ X .
If α , β ∈ l1(G) and f ∈ L1(X,µ), then (f ·α) · β = f · (α ∗ β). Then L1(X,µ)
becomes a right l1(G)-module.
Definition 3.14. Let (X,µ) be a measured Borel (left) G-space and n be a
positive integer. The action of G on (X,µ) is AT(n) if for any ε > 0, for any
set of (n+1) positive functions {fj}n+1j=1 , fj ∈ L1(X,µ)+, there exist n positive
functions {ci}ni=1 , ci ∈ L1(X,µ)+ and n(n+ 1) elements {λi,j}, λi,j ∈ R(G)+
such that for 1 ≤ j ≤ n+ 1,
||fj −
n∑
i=1
ci · λi,j ||1 < ε .
Remark 3.15. The definition of AT(1) agrees with the definition of AT given
in [11].
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As A = R(G) is a right A-module via convolution, then so is Ak , k ≥ 1.
Hence a G-dimension space H becomes a right ordered A-space, by setting for
h = [h, n]n≥1 ∈ H and λ ∈ l1(G) , h · λ = [h · λ, n]n≥1 where for (h, n) =
(hn1 , · · · , hnk(n))t ∈ Ak(n),
(h, n) · c = (h1 ∗ c, · · · , hk(n) ∗ c, n)t; .
We now give the definition of an AT(n)-dimension space.
Definition 3.16. Let (H, γ) be a G-dimension space, with γ a G-invariant
state and n be a positive integer. The action of G on (H, γ) is AT(n) if for any
ε > 0, for any set of (n + 1) positive elements {aj}n+1j=1 of H with γ(aj) > 0,
there exist n positive functions {ci}ni=1 ⊂ H+ and n(n + 1) positive elements
λi,j , λi,j ∈ A+ such that for 1 ≤ j ≤ n+ 1,
||aj −
n∑
i=1
ci · λi,j || < ε .
Remark 3.17.
(1) When n = 1, we just write AT, rather than AT(1).
(2) Property AT implies ergodicity, but AT(n) does not for n > 1.
(3) Three “fake” versions of AT(n), W+AT(n), W+AT(n), and WAT(n), can
be defined. These are obtained by dropping the positivity condition on the
ci, dropping the positivity condition on the λij , and dropping both positivity
conditions, respectively.
(4) If in (1.0), n(i) ≤ n for all i and some integer n, then (H, γ) is AT(n)
(and of course AT(1) implies AT(2) which in turn implies AT(3) and so on),
although it need not be ergodic and may be AT(k) for some k < n. If n = 1,
it is automatically ergodic.
Our main result of this section will be to show that if (H, γ) is AT(n),
then there is an L1-summable perturbation of (H, γ) so that the perturbed
space can be realized in the form (1.0) with n(i) ≤ n for all i. The immediate
objective is to show that the process of going to the L1-completion preserves
the properties, and in the case of AT(n), that the implication goes backwards
as well.
We must show that if Φ : (H, γ) → L1(X,µ) is the canonical pseudonorm
completion, then (H, γ) satisfies AT(n) if and only if the G-action on (X,µ)
does. Let fj be (n + 1) positive elements of L
1(X,µ). By [21], they may be
approximated by elements of Φ(H+). It follows from the definition of AT(n)
for (H, γ) that the corresponding ci exist. Conversely, suppose that (X,µ) is
AT(n) as a G-space. Select {aj} ⊂ H+ and set fj = Φ(aj). According to the
definition, there exist positive functions {ci}, together with elements of A+,
etc. The ci are each approximable by corresponding Φ(c
′
i) where c
′
i ∈ H+, and
the converse follows.
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The definitions and analogous results hold for each of the three classes of
fake AT properties, W+AT, W+AT, and WAT.
Let H be given as in (1.0) and suppose that the state γ factors through
H(1) as in Proposition 3.9, and assume that H(1) admits a unique, faithful
state. The essential rank of H is at least n if for all sufficiently large integers
k, the L1 distance between products φN · φN−1 · · · · · φk+1φk and all matrices
over A of rank less than n is bounded below away from zero, as N → ∞. We
have a result that was suggested to us by George Elliott.
Proposition 3.18. If (H, γ) is AT(k), and γ is G-invariant, then its Pois-
son boundary can be realized (as a G-space) as the Poisson boundary of a
G-dimension space (H ′, γ′) wherein
H ′ = limAk
φ′1−−−−→ Ak φ
′
2−−−−→ Ak φ
′
3−−−−→ . . .
(In other words, n(i) = k for all i.)
Proof: In the definition of AT(k), the set {aj}k+1j=1 can be replaced by a finite set
with an arbitrary number of positive elements in it (by iterating the definition).
In addition, we may telescope (‘group’, ‘block’) the sequence of φ’s without
changing H . We show that there is an L1-perturbation of suitable blocked φ’s
so that the perturbed direct limit G-dimension space H ′ is isomorphic to a
limit of the desired form. By the preceding, we may assume that H(1) ∼= R.
Let ε1, ε2, . . . be small positive numbers such that
∑
εi < ∞. If n(i) ≤ k
for infinitely many i in (1.0), there is nothing to do. By deleting finitely many
terms (compressing them into the first level), we may assume that n(i) > k for
all i.
Begin with {aj}n(1)j=1 = {[Ej , 1]}n(1)j=1 , where Ej is the j-th standard basis
element for An(1). ¿From the definition of AT(k) and the L1-norm, there exist
{ci = [Zi, t(i)]}ki=1 with Zi in (An(t(i)))+, λi,j ∈ A+ such that
‖aj −
k∑
i=1
ciλi,j‖ < ε1 for all j.
We may assume the t(i) are all equal to T (1). Form the matrices
C1 = (Z1 Z2 . . . Zk) ∈
(
An(T (1))×k
)+
B1 = (λi,j) ∈
(
Ak×n(1)
)+
.
Observe that C1B1Ej =
∑k
i=1 Zi · λi,j , so ‖aj − [C1B1Ej , T (1)]‖ < ε1.
Now aj = [Ej , 1] = [φT (1)−1 · φT (1)−2 · · · · · φ2 · φ1Ej , T (1)], and
φT (1)−1 · φT (1)−2 · · · · · φ2 · φ1Ej
is just the j-th column of the matrix product. We then repeat the process,
starting at T (1) instead of 1; we obtain T (2) > T (1), C2 ∈
(
An(T (2))×k
)+
, and
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B2 ∈
(
Ak×n(T (1))
)+
so that for all j = 1, 2, · · · , n(T (1)),
‖[Ej, T (1)]− [C2B2Ej , T (2)]‖ < ε2;
obviously this process can be repeated, and we thus obtain T (m) > T (m−1) >
· · · > T (1), together with
Cm ∈
(
An(T (m))×k
)+
and Bm ∈
(
Ak×n(T (m−1))
)+
so that
(3.0) ‖[Ej , T (m− 1)]− [CmBmEj , T (m)]‖ < εm
for all j = 1, 2, · · · , n(T (1))
We define T (0) = 1. Form H ′ = limCmBm : A
T (m−1) → AT (m) and H0 =
limBm+1Cm : A
k → Ak. Then Bm : AT (m−1) → Ak and Cm : Ak → AT (m)
induce mutually inverse order isomorphisms betweenH ′ andH0. Moreover, the
maps commute with the operation of evaluation at 1, and so the isomorphism
maps H ′(1) onto H0(1).
We show that there exists a pure invariant state γ′ on H ′ that is an L1-
perturbation of the original invariant state γ on H . Suppose that µj are real
numbers such that
∑ |µj | ≤ 1. From (3.0), it follows that
(3.1) ‖µjaj −
∑
CmBm(
∑
µjEj)‖ < εm.
Set Dm = CmBm and Φm = φT (m)−1 · · · · · φT (m−1). Let [f, k] denote
equivalence classes in H ′ = limDm : A
T (m−1) → AT (m). Let z = [f, k];
we claim that limm→∞ vm+k · (Dm+k · · · · ·Dk+1f) exists, and its value will be
γ′(z). That this limit exists follows easily from (3.1). Additivity and positivity
of the functional γ′ are clear, and of course its value is independent of the choice
of representative (f, k). This yields a state on H ′ that is obviously invariant,
and it is a perturbation of γ. To check that it is pure, it is sufficient to
verify that that the induced state on H ′(1) is pure. However, this is a routine
consequence of being an L1-perturbation.
Now since H and H ′ differ by an L1-perturbation, their Poisson boundaries
are equivalent (as measurable G-spaces), and so the Poisson boundary of H
is equivalent to that of H0; the latter G-dimension space is in the desired
form. 
In the preceding, the definition of AT(k) guaranteed that all the C and
B matrices have positive entries. The same argument shows that if (H, γ) is
WAT(k), then H as an unordered A-(not necessarily having positive entries)
(and similar comments apply to the other two kinds of fake AT property). In
particular, if the essential rank of H is at least n, then (H, γ) cannot be even
WAT(n− 1) let alone AT(n− 1).
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IV. An ergodic AT(2) Z-action that is not AT.
In this section we give the first example of the phenomenon described in the
title. This example also arises as the orbit space under an involution of an AT
system, providing the first example wherein the orbit space of an AT system
is not AT.
We identify the real group algebra RZ as the Laurent polynomial algebra
in one real variable A = R[x±1]. For i ≥ 1, let φi : A2 → A2 be
(4.0) φi :=
1
2
[
1 x5
i
x5
i
1
]
,
and let H denote the associated Z-dimension space. Note that the φi commute
with each other. We will show that the resulting matrix-valued random walk
is ergodic (when the invariant state is chosen), AT(2), and not AT. Since
H(1) is obviously a copy of R, it follows immediately that there is a unique
invariant state, necessarily ergodic by Proposition 3.9. The system is AT(2) by
Proposition 3.16. To show that it is not AT, we have to show that the product
matrices, Mk,K :=
∏
k+1≤i≤k+K φi, cannot be approximately factored into a
column times a row, where the entries consist of element of R[x±1]+. (It is
enough to do this with respect to the norm obtained by summing the ℓ1 norms
on each coordinate, because the invariant state is obtained from the common
positive eigenvector of φi(1).)
The eigenvalues (in R[x±1]) of φi are
1
2 (1±x5
i
), with common eigenvectors.
If g =
∑
k akx
k ∈ R[x±1], we denote by Log g = {k ∈ Z ; ak 6= 0} the set of
exponents whose coefficient in g is nonzero. Then the product
∏k+K
i=k+1
1
2 (1 +
x5
i
) is the polynomial all of whose nonzero coefficients are 2−K , and whose
Log set is the set of positive integers which when represented in base 5 have
only 0’s and 1’s, and 1’s only appear in positions corresponding to 5j where
k + 1 ≤ j ≤ k +K. Let Pe,k,K be the Laurent polynomial obtained from this
product by throwing away all the odd degree monomials, and doubling what
remains, and similarly, Po,k,K is obtained by throwing away all the terms with
even exponents and doubling what results. Then of course
∏k+K
i=k+1
1
2 (1 + x
5i)
is just the average of Po,k,K and Pe,k,K . It is a routine exercise to verify that
Mk,K =
1
2
[
Pe,k,K Po,k,K
Po,k,K Pe,k,K
]
,
and moreover, Pe,k,K =
1
2 (Pe,k,K−1 + x
5KPo,k,K−1).
When we do not wish to specify e (for even) or ◦ (for odd) in the sub-
script, we write P•,k,K ; if we have just one P•,k,K and wish to talk about the
polynomial of opposite parity, we write P◦,k,K , but if there are subsequent
polynomials of this type and there is no relation between the parities, we will
write P••,k,K .
We have the usual ℓ1 norm on R[x±1] (sum of the absolute values of the
coefficients), which we shall write as ‖ ‖1 or simply ‖ ‖ when there is no
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ambiguity. After a long battle, we shall show that for all sufficiently small ǫ
(which is independent of k and K), if f and g are elements of R[x±1]+ and
‖fg−P•,k,K‖ < ǫ, then one of f or g is within 6ǫ1/2 of a monomial. This easily
yields the non-factorization result for Mk,K . If f is a Laurent polynomial, we
use inner product notation, (f, xw) to denote the coefficient of xw in f .
For f a Laurent polynomial, let d+(f) be the maximum exponent that
appears in f (with nonzero coefficient, i.e., d+(f) is the degree of f), let d−(f)
be the least exponent appearing in f , and set D(f) := d+(f) − d−(f). Note
that D(P•,k,K) = d
+(P•,k,K) < 5
k+K+1/4. For a Laurent polynomial g (with
real coefficients), the set
{w ∈ Log g | (g, xw) > 0}
will be denoted Log+ g; define Log− g to be the complement of Log+ g in Log g,
i.e., the set of exponents whose coefficient in g is negative.
Lemma 4.1. Let Q and R be Laurent polynomials such that every nonzero
coefficient of Q is the positive number q and every nonzero coefficient of R is
the positive number r, and moreover, q ≥ r.
(a) For any integer w, Log+ (Q−R) ∩ Log− (Q− xwR) = ∅.
(b) Suppose f =
∑
w λwx
w where λw > 0 as w runs over a finite set of
integers, and
∑
λw = 1. Then ‖Q− fR‖1 =
∑
w λw‖Q− xwR‖1.
Proof: (a) An integer v belongs to Log+ (Q− R) if and only if either
(i) v ∈ Log Q and v 6∈ Log R, or
(ii) v ∈ Log Q ∩ Log R and q > r.
Similarly, v belongs to Log− (Q−R) if and only if either
(iii) v − w ∈ Log R and v 6∈ Log P , or
(iv) v ∈ Log Q, v − w ∈ Log R and r > q.
The only compatible combination is (i) and (iv), but the latter is ruled out by
q ≥ r.
(b) A simple translation of (a) shows that for all integers z, Log+ (Q−xzR)∩
Log− (Q − xwR) = ∅. Hence as w varies over the Log set of f , there is no
cancellation arising from the positive coefficients of Q− xzR and the negative
ones of Q− xwR. 
Lemma 4.2. Let f , fi (i = 1, 2, . . . ,M), and q be nonzero Laurent polynomials
with no negative coefficients, and suppose f =
∑
fi and moreover for i =
1, 2, . . . ,M − 1,
(4.1) d−(fi+1)− d+(fi) ≥ D(q).
Let Q be a Laurent polynomial with no negative coefficients. Then there exist
Laurent polynomials with no negative coefficients, Qi, i = 0, 1, . . . ,M such that
Q = Q0 +
∑M
i=1Qi such that
∑
i≥1 ‖qQi − fi‖1 ≤ ‖qQ− f‖1.
Proof: Pick w in Log Q, and consider w + Log q; from (4.1), there exists at
most one i such that (w + Log q) ∩ Log fi is not empty. If there are no such
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i’s, then replacing Q by Q − (Q, xw)xw (i.e., deleting the xw term in Q) will
reduce the error in the approximation of f by qQ. Set
S0 = {w ∈ Log Q | (w + Log q) ∩ Log fi = ∅ for all i
Si = {w ∈ Log Q | (w + Log q) ∩ Log fi 6= ∅}
Define Qj =
∑
w∈Sj
(Q, xw)xw for j = 0, 1, 2, . . . ,M . The disjointness proper-
ties of the Log sets guarantees that
∑
i≥1 ‖qQi − fi‖1 = ‖(Q−Q0)q − f‖1 ≤
‖qQ− f‖1 (just note that Log+ (qQi − fi)∩ Log− (qQj − fj) if i 6= j and both
are not zero). 
Lemma 4.3. Let f be a Laurent polynomial with no negative coefficients whose
coefficients add to one. Then for any m > 0,
‖P•,k,K+m − fP••,k,K‖1 ≥ 1
2
.
Proof: We first show that for any such f , ‖P•,k,K − fP◦,k,K‖1 ≥ 1. Noting
that all the nonzero coefficients of both P•,k,K and P◦,k,K are 2
−K , we may
apply Lemma 4.1, and it sufficient to show that for any integer w, ‖P•,k,K −
xwP◦,k,K‖1 ≥ 1. However, this is an easy consequence of
Log Pe,k,K = {z ∈ Z | z =
k+K∑
i=k+1
εi5
i, εi ∈ {0, 1} ,
∑
εi ≡ 0 mod 2}
and Log Po,k,K = {z ∈ Z | z =
∑k+K
i=k+1 εi5
i, εi ∈ {0, 1} ,
∑
εi ≡ 1 mod 2}.
Note that the argument also yields that if ‖P•,k,K − fP◦,k,K‖1 = 1, then
Log f ⊆
{
0, 5−(k+1), 5−(k+2), . . . , 5−(k+K)
}
.
From the recursive definition for P•,k,K+m, we may write this as an average of
P•,k,K and P◦,k,K times monomials; explicitly,
Pe,k,K+m =
1
2m
(
Pe,k,K + x
5k+K+1Po,k,K + x
5k+K+2Po,k,K+
+(x5
k+K+1
+ x5
k+K+2
)Pe,k,K + . . .
)
=
1
2m
((∑
Se
xw
)
Pe,k,K +
(∑
So
xw
)
Po,k,K
)
where
Se =

w =
∑
k+1≤i≤k+K
εi5
i |
∑
εi ≡ 0 mod 2


So =

w =
∑
k+1≤i≤k+K
εi5
i |
∑
εi ≡ 1 mod 2


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with εi ∈ {0, 1} in both cases. [This is easy to check from the recurrence
formulas for the even and odd parts; it is also of interest that the pattern of
e’s and o’s is given by the substitution system e 7→ eo, o 7→ oe, and of course
leads to the standard Morse sequence.] The gaps between the net degrees of
the successive terms that appear in the first line (i.e., Pe,k,K , x
5k+K+1Po,k,K ,
x5
k+K+2
Po,k,K , etc.) are all bigger than D(P•,k,K), so we may apply Lemma
4.2. Half of the terms (corresponding to half of the mass) will be of the opposite
parity to P•,k,K , so by Lemma 4.2 and the result of the previous paragraph,
the error is at least one half. Of course, the same method works if Po,k,K+m
replaces Pe,k,K+m. 
Triage and excision. Let f be a nonzero element of R[x±1]+, and let S be a
subset of Log f . Define the f -mass of S, denoted µf (S), to be
∑
s∈S(f, x
s)
(the sum of the coefficients of f corresponding to exponents that lie in S).
The normalized f -mass of S is µ˜f (S) := µf (S)/f(1) (so according to the
definitions, µ˜f (S) = 1 if and only if S = Log f).
Let f , g, and P be nonzero elements of R[x±1]+, and r a real number in
(0, 1). We say w in Log f is r-efficient with respect to (f, g, P ) if µ˜g{v ∈
Log g | w + v ∈ Log P} > r; that is, µ˜g (Log g ∩ (−w + Log P )) > r. If
w + Log g ⊆ Log P , we call w efficient relative to (f, g, P ).
If f ′ is the Laurent polynomial obtained by removing from f all the monomi-
als xw for which w is not 12 -efficient (with respect to (f, g, P )), then ‖f ′g−P‖ ≤
‖fg−P‖ (observe that if w is not 12 -efficient, its removal improves the approx-
imation to P by at least g(1)(1−2r(w)), where r(w) is the efficiency of w). We
can apply the same process to g, this time removing the less the monomials
whose exponents are less than 12 -efficient with respect to (g, f
′, P ), to obtain
g′, and this process can be iterated. Since all we are doing is removing mono-
mials, eventually the process stops, and we arrive at ft, gt with the properties
that ‖ftgt − P‖ ≤ ‖fg − P‖, for any w, (ft, xw) is either zero or (f, xw) (and
similarly for gt), all elements of Log ft are
1
2 -efficient with respect to (ft, gt, P ),
and all elements of Log gt are
1
2 -efficient with respect to (gt, ft, P ). We call
the process f 7→ ft and g 7→ gt, triage (this process decides which monomials
are worth keeping and which are not).
We shall have to perform a more surgical operation which can only be
repeated a limited number of times (as the error in the approximation may
increase, unlike the situation with triage). We first observe that if we normalize
P (1) = 1 and assume that ‖fg − P‖ := ǫ < 12 , then
µ˜f{v ∈ Log f | µ˜g (Log g ∩ (−v + Log P )) > 1− ǫ1/2} > 1− 2ǫ1/2.
In other words, the set consisting of elements of Log f that have efficiency
exceeding 1−ǫ1/2 has normalized f -mass exceeding 1−2ǫ1/2. (The 2 appearing
on the right is quite crude and can be considerably improved as ǫ decreases.)
To verify this, we note that if v in Log f does not have efficiency exceeding
1 − ǫ1/2, then it contributes at least (f, xv)ǫ1/2g(1) to the error (this is a
crude estimate as well). Hence ǫ > ǫ1/2g(1)
∑
S(f, x
v) where S consists of
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the integers with lesser efficiency. Thus µ˜f (S) ≤ ǫ1/2/(f(1)g(1)), and it easily
follows (from |f(1)g(1)− 1| ≤ ǫ) that µ˜f (S) < ǫ1/2(1 + ǫ/(1− ǫ)).
Eliminate from f all the monomials whose exponents have efficiency less
than 1− ǫ1/2 (with respect to (f, g, P )), thus creating f1. Then ‖f1g − fg‖ <
2ǫ1/2f(1)g(1), and so ‖f1g − P‖ < ǫ + 2ǫ1/2f(1)g(1) (the actual error can be
made slightly less than this from the definition of efficiency, but there is no
need to be very demanding at this stage). Similarly replace g by g1 using the
definition of efficiency with respect to (g, f1, P ) (this could also be done with
respect to (g, f, P ) which would require slight modifications in what follows).
The replacement f 7→ f1 and g 7→ g1 will be called (an) ǫ-excision, or simply an
excision. We note that ‖f1g1−P‖ < ǫ+4ǫ1/2f(1)g(1) (observing that f1(1) ≤
f(1), etc.). We cannot conclude that all w in Log f1 are now (1−ǫ1/2)-efficient
relative to (f1, g1, P ), but we can conclude they are at least (1−3ǫ1/2)-efficient,
and the same is true for w in Log g1 (this time, relative to (g1, f1, P )). In
particular, if ǫ is sufficiently small (ǫ < 136 will do, but this can be considerably
improved), then all elements in the Log sets are 12 -efficient, and so triage will
not alter f1 or g1.
Normally in what follows the original terms f and g will have f(1) ≤ 1
and g(1) ≤ 1, so that the triage and excision processes will preserve these
properties. In the sequence of operations we apply to f and g, an excision
occurs at the beginning, and under some circumstances neither triage nor
further excision will be necessary. 
Lemma 4.4. Suppose f and g are nonzero elements of R[x±1]+ such that
‖fg − P•,k,K‖ = r ≤ 1
4
and Log fg ⊆ Log P•,k,K .
Then one of f or g consists of a single monomial.
Proof: Abbreviate P•,k,K to P . We observe that Log P − Log P (the set of
differences) is contained in the set{
k+K∑
i=k+1
εi5
i | εi ∈ {0,±1}
}
,
and of course any number in this set is uniquely represented in the form given
(since there is uniqueness for base 5 expansions using coefficients {0,±1,±2}).
If v and w are unequal members of Log f and z is in Log g, then v + z and
w + z are both in Log P . Hence v − w belongs to Log P − Log P . Let
c = min {D(Pe,k,K−1), D(Po,k,K−1)}. Noting that P is either (Pe,k,K−1 +
x5
k+K
Po,k,K−1) (or the form interchanging the e and o), we see that c <
5k+K/4; moreover, if D(f) > c, as D(f) belongs to Log P − Log P , it is easy
to see that D(f) > 3 ·5k+K/4. Since D(P ) < 5k+K+1/4, it follows that at least
one of D(f) or D(g) is less than or equal to c. Note also that c is less than one
third of the length of the large gap in Log P (for our purposes, a gap is a differ-
ence of successive exponents appearing in the Laurent polynomial; the largest
gap in P is greater than 5k+K− (5k+K−1+5k+K−2+ · · ·+5k+1) > 3 ·5k+K/4).
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So by relabeling if necessary, we may assume that D(g) ≤ c, and we may
apply Lemma 4.2 to decompose f = f0+ f
(1)+ f (2) where f0 = 0 (since every
element of Log f is efficient—all that is needed in order for f0 to be zero is
that every element be 12 -efficient) and
‖2f (1)g − P•,k,K−1‖+ ‖2f (1)g − P◦,k,K−1‖ ≤ 2‖fg − P‖.
By relabeling, we may assume that ‖2f (1)g−P•,k,K−1‖ ≤ ‖fg−P‖. It is routine
to verify that log f (1)g ⊆ Log P•,k,K−1, so all the elements in Log 2f (1) and
Log g are efficient with respect to (2f (1), g, P•,k,K−1). Set f(1) = 2f
(1) and
g(1) = g. Then ‖f(1)g(1) − P•,k,K−1‖ ≤ ‖fg − P‖, and the procedure may
be iterated. Eventually, the iterations will lead to the situation that exactly
one of f(i) or g(i) will consist of a single monomial. Up to relabeling f and
g, at this stage, ‖f(i)g(i) − P•,k,K−i‖ ≤ ‖fg − P‖, and f(i) = rxw (a single
monomial; here r is a positive real number). If i = 0, f itself was a monomial
and we are done. Otherwise, in the preceding iteration, f(i−1) = f
(1)
(i−1)+f
(2)
(i−1)
and after the inevitable relabeling, ‖2f (1)(i−1)g(i−1)−P•,k,K−i‖ ≤ ‖fg−P‖, and
g(i) = g(i−1), f(i) = 2f
(1)
(i−1). As ‖f(i−1)g(i−1) − P•,k,K−i+1‖ ≤ ‖fg − P‖ and
‖x−wg(i)−P•,k,K−i‖ ≤ ‖fg−P‖, it follows from Lemma 4.3 that 2‖fg−P‖ >
1
2 , contradicting the hypothesis. 
Now we are in a position to prove the result we want.
Lemma 4.5. Let f and g be elements of R[x±1]+. For all sufficiently small ǫ
(independently of k and K), ‖fg−P•,k,K‖ ≤ ǫ implies that after an ǫ-excision,
one of f or g becomes a single monomial.
Proof: Again abbreviate P•,k,K to P . The idea is to reduce the problem to
one to which we may apply Lemma 4.4. We make some observations, based on
some techniques discussed in the earlier arguments. We may first apply triage
to f and g without increasing the error in the approximation. This has an
immediate consequence (after triage):
(4.2) Log f − Log f and Log g − Log g are subsets of Log P − Log P.
To see this, simply note that for v1 unequal to v2 with both in Log f , each
of the sets {w ∈ Log g | vi + w ∈ Log P} has normalized g-mass exceeding 12 ,
and hence their intersection is not empty. So there exists w in Log g such that
both vi+w lie in Log P , and so their difference, v1− v2 lies in Log P −Log P .
Of course the same argument applies with g and f interchanged.
Let fE and gE be the outcomes of an initial ǫ-excision (the subscripted E
stands for essential), so that ‖fEgE−P‖ < 4ǫ1/2, and each monomial appearing
in either one is at least (1 − 3ǫ1/2)-efficient. Set v0 = inf (Log P ∩ Log fEgE)
(of course the intersection is not empty, since we may take ǫ < 12 ; we will require
somewhat smaller choices for ǫ as we go through this argument). Select w0
in Log fE and w1 in Log gE such that w0 + w1 = v (it turns out later that
these are unique—however, we do not know this at this point in the argument).
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Select a in Log fE such that a+ w1 belongs to Log P ; the set of such a’s has
normalized fE-mass of at least 1 − 3ǫ1/2, and then find b in Log g such that
both w0 + b and a + b belong to Log P ; the set of such b’s has normalized
gE-mass of at least 1− 6ǫ1/2.
We may write v0 =
∑k+K
i=k+1 δi5
i where δi belongs to {0, 1} (as v0 belongs
to Log P ). Moreover, by (4.2), we may write a − w0 =
∑k+K
i=k+1 ε(i)5
i and
b − w1 =
∑k+K
i=k+1 θ(i)5
i where all ε(i) and θ(i) belong to {0, 1}. Fix i and
deduce from v0, a+ w1 = (a− w0) + v0, b + w0 = (b − w1) + v0, and a + b =
(a−w0) + (b−w1) + v0 all belonging to Log P , together with the uniqueness
of the base 5 expansions, that
δi, δi + ε(i), δi + θ(i), δi + ε(i) + θ(i) all belong to {0, 1}
ε(i), θ(i) both belong to {0,±1} .
This leaves only three possibilities (δi is already determined):
δi ε(i) θ(i) δi + ε(i) + θ(i)
0 0 0 0
1 0 1
0 1 1
1 0 0 1
0 −1 0
−1 0 0
The terms xa+b that are obtained from these choices of a and b yield an ap-
proximation of fEgE with error at most 6ǫ
1/2, so an approximation to P with
error around 8ǫ1/2 (we can be fairly sloppy about this, as will come out later).
Suppose that δi = 0 (a similar analysis will work for δi = 1). Now half
the mass of P sits on points whose base 5 expansion has a zero in the ith
position (this might fail if K = 1, which we normally exclude anyway). Of
course, by (4.2) all points the Log fE and Log gE admit the ε and θ functions,
with values in {0,±1}. However, the table shows that almost all of the a’s ε
functions have values only in {0, 1}, and similarly for almost all of the b’s and
their θ functions.
Define α (depending on i, but this is currently fixed) to be the normalized
fE-mass of the set of a’s (from Log fE) for which ε(i) = 0, and let β be
the normalized mass of b’s for which θ(i) = 0. The only way to get a zero
in the ith position for xa+b now restricting to an admissible pair (a, b) is if
ε(i) = θ(i) = 0; as the mass of points in P with this property is one half, we
deduce αβ ∼ 12 (with an increased error term; when the original ǫ is sufficiently
small, the error |αβ− 12 | is correspondingly small). Considering the possibility
of 1 in the ith expansion, we similarly infer that α(1− β)+ β(1−α) ∼ 12 . It is
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easy to see that this forces either α ∼ 1 and β ∼ 12 or vice versa, with slightly
increased error.
Suppose α ∼ 1 (a parallel analysis will work when β ∼ 1 instead); in
particular, α > 12 (for not terribly small choice of ǫ). Let w belong to Log gE ,
and write w−w1 =
∑
k+1≤k+K λ(j)5
j with λ(j) ∈ {0,±1}. If λ(i) = −1, then
by the uniqueness of the base 5 expansions of a+w = (a−w0)+(w−w1)+v0 (as
a varies over the set of mass of α), we obtain that a+w 6∈ Log P , contradicting
the fact that every element of Log gE is (at least)
1
2 -efficient. Hence λ(i) ∈{0, 1} for every w in Log gE .
Now suppose that v belongs to Log fE , and write v−w0 =
∑
k+1≤k+K π(j)5
j
with π(j) ∈ {0,±1}. If π(i) is −1, then v + w is not in Log P whenever
λ(i) = 0 (see the previous paragraph), and so the normalized gE-measure of
{w ∈ Log gE | v+w ∈ Log P} is at most only slightly bigger than 12 , and this
will contradict every element of Log fE being at least 1− 3ǫ1/2-efficient, if ǫ is
sufficiently small. Hence π(i) 6= −1. A similar argument shows that π(i) 6= 1,
which forces π(i) = 0 for all v in Log fE.
When we vary i, it may happen that the value of δi changes, or the roles
of α and β are interchanged (i.e., β ∼ 1 instead of α ∼ 1). All cases admit
similar arguments, and we arrive at the following situation. For each i, one
of π(i) or λ(i) is constant on the relevant Log set (either Log fE or Log gE),
and the value is 0; the other one of {π(i), λ(i)} takes on only the values −δi
and 1 − δi, and these with approximately equal probability. The upshot is
that for all v in Log fE and w in Log gE, v + w has a base 5 expansion
in which the only nonzero coefficients are 1, and then only in the positions
k + 1 ≤ i ≤ k +K. Now the parity (i.e., odd or even) of the integers must be
constant on Log fE and Log gE (from the fact that the efficiency is close to
1, for suitably small ǫ), since all the elements of Log P have constant parity),
and it follows immediately that Log fE + Log gE is contained in the set of
numbers having base 5 expansions all of whose nonzero coefficients are 1 and
only in positions k + 1 to k +K, and for which the the sum of the coefficients
is of constant parity—in other words, Log fE + Log gE ⊆ Log P•,k,K .
Provided ǫ is suitably small, we can now apply Lemma 4.4. 
The following is now completely elementary:
Lemma 4.6. There is no approximate factorization for Mk,K as a column
times a row (with entries in R[x±1]).
Proof: If [f1, f2]
t and [g1, g2] are the approximating column and row, then f1g1
and f2g2 approximate
1
2Pe,k,K and f1g2 and f2g1 approximate
1
2Po,k,K . We
have that one of f1 or g1 is a perturbation of a monomial, which forces the other
one to be a monomial times 12Pe,k,K . If f1 is the perturbed monomial, then
g2 is approximately Po,k,K , which forces f2 to be a perturbed monomial (since
one of f2 and g2 is), which is a contradiction to f2g2 approximating Pe,k,K .
A similar argument shows that g1 also cannot be a perturbed monomial, a
contradiction. 
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Remark 4.7. How about AT(n) but not AT(n − 1) (ergodic) examples with
G = Z? One possible construction might be to tensor this example with itself;
e.g., replace φi : A
2 → A2 by φi ⊗ φi : A4 → A4; the resulting random walk
will be ergodic (using the unique invariant state) and AT(4); we could not
decide whether it could be AT(3) or even AT(2). A more systematic way to
(possibly) obtain examples would be the following (given explicitly for n = 3,
but it is clear how to extend this to any n). Define φi : A
3 → A3 via
φi =
1
3

 1 x
7i 0
0 1 x7
i
x7
i
0 1

 .
Using the techniques developed in this section, it is possible to show the result-
ing random walk is not AT, but of course is ergodic and AT(3). The matrices
φi are commuting circulant matrices, which corresponds to an order 3 auto-
morphism on an AT process (from the sequence of traces of the φi). It is
plausible that an ergodic system that arises as the orbit space of a prime order
p automorphism on an AT system is either AT or not AT(p− 1).
V. Sufficient conditions to be AT.
In this short section, we now discuss some methods for concluding a sequence
of matrices does yield an AT process. We will use them in Section 7 to study
the fixed point algebraMα of an Araki-Woods factor M under an involutory
automorphism α.
We call a (generally rectangular) matrix M ℓ1-normalized if the following
properties hold: (i) all of its entries are in R[x±1]+ and (ii) the column sums
have norm one in the usual ℓ1(Z) norm. Recall that if a Laurent polynomial
has no negative coefficients, then its ℓ1 norm is precisely its value at x = 1.
If {Mi} is a sequence of normalized matrices for which the matrix multipli-
cations Mi+1Mi all make sense, then we say the sequence {Mi} converges to
a limiting distribution if for all k, there is a telescoping
M (k,l) :=


N(l+1)−1∏
i=N(l)
Mi


l
(where N(1) = k)
such that the entrywise limit in the ℓ1 norm of
∏
lM
(k,l) exists. [One could also
use the operator 1–1 norm, in fact this would be more appropriate in general,
but in the examples which we wish to consider, it is easier and equivalent to
deal with entrywise convergence.] In the von Neumann algebra context, this
corresponds to the type I situation, and is not really interesting for us; it is
something we wish to exclude.
Lemma 5.1. Let {Mi} be a sequence of ℓ1-normalized 2 × 2 matrices that
does not converge to a limiting distribution. Then for all k,
{∏
i≥k detMi
}
converges to zero with respect to ℓ1(Z).
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Proof: Write Mi =
[
ai bi
ci di
]
. We have 1 = ‖ai+ ci‖ = ‖ai‖+ ‖ci‖, and similarly
1 = ‖bi‖+ ‖di‖. Then
‖aidi − bici‖ ≤ ‖ai‖‖di‖+ ‖bi‖‖ci‖
= 1− ‖ai‖ − ‖di‖+ 2‖ai‖‖di‖
= 1− ‖ai‖(1− ‖di‖)− ‖di‖(1− ‖ai‖).
If
∑
1 − (‖ai‖(1 − ‖di‖) + ‖di‖(1 − ‖ai‖)) < ∞, then both
∑
(1 − ‖di‖) and∑
(1 − ‖ai‖) must converge, and of course this implies {Mi} converges to
a limiting distribution. Hence
∑ ‖ai‖(1 − ‖di‖) + ‖di‖(1 − ‖ai‖) diverges,
and so
∏ ‖ detMi‖ goes to zero (or “doesn’t converge”in the sense of infinite
products—note that in fact, ‖aidi−bici‖ ≤ max {‖ai‖‖di‖, ‖bi‖‖ci‖} < 1). 
Proposition 5.2. Let {Mi := [ pi qiqi pi ]} be a sequence of ℓ1-normalized matri-
ces that does not converge to a limiting distribution. Then the matrix-valued
random walk corresponding to the sequence of squares,
{
M2i
}
, with respect to
the unique invariant measure, is AT.
Proof: For any 2 × 2 matrix A, A2 − (TrA)A = detA, so that if ‖ detA‖ is
small, A2 ∼ (TrA)A. Let M = [ p qq p ] be a product of a large number of Mi;
the order of multiplications of course irrelevant, since Mi mutually commute,
and for the same reason M2 is the product of the corresponding M2i . Then
detM = p2 − q2, and by selecting a sufficiently large number of Mis, this can
be made to have arbitrarily small norm. Then
M2 =
[
p2 + q2 2pq
2pq p2 + q2
]
∼
[
2p2 2pq
2pq 2q2
]
=
[
2p
2q
] [
p q
]
which exhibits M2 as approximately a column times a row. Thus the sequence
of squares yields an AT random walk. 
We will see later that this result yields easily that the fixed point algebra of
a bounded factor under a product type involution is at least AT. The follow-
ing is an analogue of Mineka’s theorem (a triviality criterion for the Poisson
boundary) in the context of rank.
Proposition 5.3. Let {Mi := [ pi qiqi pi ]} be a sequence of ℓ1-normalized matrices.
Suppose
∑
imaxj∈Z inf
{
(pi, x
j), (qi, x
j)
}
= ∞. Then the matrix-valued ran-
dom walk corresponding to {Mi}, with respect to the unique invariant measure,
is AT.
Proof: We observe that the Mi mutually commute and they have common
left and right eigenvectors v := 2−1/2(1 1) and w := 2−1/2(1 1)T respectively.
Then let Pi = pi + qi be the corresponding eigenvalue of Mi. We may write
Mi =M
′
i + ciwv, where ci is the monomial with coefficient
max
j∈Z
inf
{
(pi, x
j), (qi, x
j)
}
.
Of course,M ′i all commute with each other and the Mi and obviouslyM
′
iwv =
(Pi−ci)wv. Hence
∏
Mi =
∏
M ′i+(stuff)wv. The norms of the column sums of
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theMi are obviously at most 1−‖ci‖, so in the 1−1 norm, ‖
∏l
i=jM
′
i‖ ≤
∏l
j(1−
‖ci‖), hence goes to zero. Thus the products of the Mi can be approximated
by polynomial multiples (with positive coefficients) of wv, so the random walk
is AT. 
Remark 5.4.
(1) The three results above generalize, with some complication, to higher order,
and less special situations.
(2) If each Mi admits an approximate factorization wivi (with
∑ ||Mi −
viwi|| < ∞), then with Pi = vi+1wi, the AT process {Pi} is equivalent to
{Mi} indeed it follows from Theorem 3.1, as {wi} and {vi} form an approxi-
mate pair of approximate maps.
VI. Realization at the von Neumann algebra level.
In [12], Connes and Woods associate to any injective von Neumann factor
M of type III a matrix-valued random walk on R, whose Poisson boundary
is isomorphic to the flow of weights of M . In this section, we first recall this
construction and then use the example of an AT(2) system that is not AT
described in section 4 to provide a type III0 Araki-Woods factor with an order
two automorphism whose fixed point algebra is not an ITPFI, providing the
first example of this phenomenon.
First of all let us recall the following definition:
Definition 6.1.
(1) A Bratteli diagram D is a graph with set of vertices V and set of edges E
with the following properties :
(a) V is the disjoint union of subsets V(n) (n ≥ 0) with |V (n)| < ∞ for
all n ≥ 0.
(b) E is the disjoint union of subsets E(n) (n ≥ 0), with each edge e ∈ E(n)
connecting a vertex s(e) ∈ V (n) with a vertex r(e) ∈ V (n+ 1).
(c) For every vertex v ∈ V , there exist e, f ∈ E with s(e) = v , r(f) = v
(except for v ∈ V (0), for which we omit the second requirement).
(2) A path in D is a sequence (ek) of edges with s(e0) ∈ V (0), and, for k ≥ 1,
s(ek) = r(ek−1), k ≥ 1.
We denote by Ωn the space of paths of length n, and by Ω the space of paths
of infinite length. We view Ω as a topological space, with basis {Ω(f) ; f ∈
Ωn, n ≥ 1} , where to each f = (f0, f1, · · · , fn−1) ∈ Ωn we associate the set
Ω(f) = {e ∈ Ω , ek = fk ; 0 ≤ k ≤ n}.
(3) An AF-measure (or Markov measure) µp on Ω is a measure determined by
a system of transition probabilities p (i.e. maps p : E → [0, 1] with p(e) ≥
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0and
∑
{e,s(e)=v} p(e) = 1 for every vertex v ), given by
µp(Ω(f)) =
n∏
k=0
p(fk),
where f = (f0, f1, · · · , fn) ∈ Ωn.
Let RΩ denote the canonical tail equivalence relation on Ω defined by
eRΩf if and only if for some n, ek = fk for all k ≥ n .
Let M denote an injective factor and φ be a faithful normal state onM . AsM
is approximately finite dimensional (AFD), there exists an increasing sequence
(Fn)n≥0 of conditional expectations such that:
(i) FnM is finite dimensional (F0M = C1M ),
(ii) FnFm = FmFn = Fn if n < m,
(iii) φ ◦ Fm = φ and
(iv)
⋃
n≥1 FnM is strongly dense in M .
Let B = (V,E) denote the Bratteli diagram obtained from the locally semisim-
ple algebra ∪n≥0FnM . For each n ≥ 0, the set of vertices V (n) = {vn1 , . . . , vnln}
corresponds to the simple summands of the central decomposition of FnM =
⊕lnj=1Mn,j into simple finite dimensional factors and the set of edges E(n) from
V (n) to V (n + 1) corresponds to the matrix of non-negative integers coding
the embedding relative to φ of FnM in Fn+1M . More precisely, if each Mn,j
appears qnj,l times in Mn+1,l, then there are e
n
j,l(p) , p = 1, . . . , q
n
j,l edges from
vnj to v
n+1
l . Let f
n
j be the identity in Mn,j, and let f
n
j,l,p be the p-th copy of
fnj in Mn+1,l , p+ 1, . . . , q
n
j,l. For each e
n
j,l(p) ∈ E(n), set
p(enj,l(p)) =
φ(fnj,l,p)
φ(fnj )
for p = 1, . . . , , qnj,l.
As fnj =
∑
l,p f
n
j,l,p, it follows that
∑
{e,s(e)=vnj }
p(e) =
qnj,l∑
p=1
p(enj,l(p)) = 1;
hence p defines an AF-measure µp on the path space Ω ofB = (V,E). Then (see
e.g., [15])M is isomorphic to the von Neumann factorM(Ω, µp;RΩ) associated
to the measured equivalence relation RΩ on (Ω, µp). Define δ : RΩ → R via
δ(e, f) =
∑
n≥1
log
p(en)
p(fn)
Let m be a probability measure on R mutually absolutely continuous with
Lebesgue measure and let R˜Ω be the equivalence relation on (Ω×R, µp ×m)
defined by
(x, k) R˜Ω (x′, l) if and only if eRΩf and l − k = δ(e, f).
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Then the flow of weights of M is the action of R on (Ω × R)/ R˜Ω induced
for t ∈ R by (e, s) 7→ (e, s + t). For each n ≥ 1, let bn : E(n) → R be given
by bn(en) = log p(en) and for each (v, w) ∈ V (n) × V (n + 1) , consider the
positive measure σn,v,w on R given by
σn,v,w =
∑
{e∈E(n) ; s(e)=v,r(e)=w}
p(e)δbn(e)
where δbn(e) is the Dirac function at bn(e) . Note that, for every v ∈ R,∑
w∈V (n+1)
σn,v,w(R) =
∑
w∈V (n+1)
∑
{e∈E(n);s(e)=v,r(e)=w}
p(e) = 1.
For each n ≥ 0 , set Fn =
∐
v∈V (n) R and consider the transition proba-
bility Pnn+1 from Fn to Fn+1 given by
Pnn+1((v, t), (w,A)) = σn,v,w(A− t).
Then the Markov process consisting of the sequence of measurable spaces
(Fn)n≥0 with transition probabilities (P
n−1
n )n≥1 defines a right group-inva-
riant matrix-valued random walk on R associated with the sequence (σn)n≥1 .
Then [12], Theorem 3.2 asserts that the Poisson boundary of the group-inva-
riant random walk on R given by {σn}n≥1 can be canonically identified with
the flow of weights of M .
If M is an AFD factor with a nontrivial T-set T (M) and if 0 < T < ∞
and T ∈ T (M), then, by [6], Theorem 1.3.7, the state φ can be chosen so
that the modular automorphism σφT is the identity. Maintaining the notation
above, we then have that the ratios
φ(fnj,l,p)
φ(fnj )
are all some integer power of
λ = e−2pi/T . Since T (M) is the point spectrum of the flow of weights FMt of
M , the flow can be built as a flow under the constant ceiling function 2π/T with
the base transformation FM2pi/T . The conjugacy class of the base transformation
determines the conjugacy class of the flow, and hence M (up to isomorphism).
With this notation, define δΩ : RΩ → Z via
δΩ(x, x
′) =
1
log λ
∑
n≥1
log
Pn(xn)
Pn(x′n)
Let m be a probability measure on Z mutually absolutely continuous with the
counting measure, and let R˜Ω be the equivalence relation on (X × Z, P ×m)
defined by
(e, k) R˜Ω (e′, l) if and only if eRΩe′ and l− k = δΩ(e, e′).
Then the base transformation ofM is the action of Z on (X×Z)/ R˜Ω induced
by (x, k) 7→ (x, k + 1). Considering for each n ≥ 1, bn : E(n) → Z defined by
bn(en) =
1
log λ log p(en), we obtain as above, a matrix-valued random walk on
Z whose Poisson boundary is the base transformation of the flow of weights of
M . We now consider the following examples. For n ≥ 1, let φn be the state
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on the (1 + 5n) × (1 + 5n)-matrices M1+5n given by φn(·) = Tr (bn·), where
Tr denotes the trace on Mkn and where bn is the diagonal matrix
bn = diag
(
1
2
,
1
2 · 5n , . . . ,
1
2 · 5n
)
.
LetM denote the type III0 Araki-Woods factor given by⊗n≥1 (Mkn , φn). Then
the base transformation of the flow of weights of M is isomorphic as a Z-space
to the Poisson boundary of the random walk on Z given by the sequence of
probability measures {σn}n≥1 where
σn =
1
2
(δ0 + δ5n) .
For each n ≥ 1, let un ∈ M1+5n be the symmetry diag (1,−1,−1, . . . ,−1), and
let α = ⊗Adun be the resulting involutory automorphism of M . The fixed
point algebra, Mα, is a Jones index two subfactor of M .
It is well-known and easy to check not only that Mα is approximately fi-
nite dimensional, but to write down the Bratteli diagram for the natural AF
C*-algebra sitting as a weakly dense subalgebra of Mα. Explicitly, if Mk is
the centralizer in M1+5 ⊗ · · · ⊗M1+5k , then Mk = MPe,0,k+1(1) ⊕MPo,0,k+1(1)
(notation from section 4), and the multiplicity matrices describing the maps
Mk →Mk+1 are [
1 5k+1
5k+1 1
]
.
The restriction of φ = ⊗φn to ∪k≥1Mk is given by the density matrices,
on M1:
1
2
⊕ diag
(
1
2 · 5 , . . . ,
1
2 · 5
)
on M2: diag
(
1
4
,
1
4 · 53 , . . . ,
1
4 · 53
)
⊕ diag
(
1
4 · 52 , . . . ,
1
4 · 52 ,
1
4 · 5 , . . . ,
1
4 · 5
)
...
...
The flow of weights of Mα can be built as a flow under the ceiling function of
constant height log 5 with the following base transformation. LetB = (V,E) be
the Bratteli diagram obtained above for
⋃
kMk, with a single vertex v0 put on
top and an arrow from it down to the left with multiplicity 1 and an arrow down
to the right with multiplicity 5. Index the other vertices vi,0 (left vertex at level
i) and vi,1 (right vertex at level i). The vertical arrows from the level i to level
i+1 have multiplicity 1 and the diagonal arrows going between the same levels
have multiplicity 5i+1 (except as noted when i = 0). Write Vn = {vn,0, vn,1} for
n ≥ 1. Let E0 be the canonical set of minimal projections, {e0,0; e10,1, . . . , e50,1},
and similarly set En =
{
e0,0, e
1
0,1, . . . e
5n+1
0,1 ; e
1
1,0, . . . e
5n+1
1,0 , e1,1
}
. Now let E
denote
∐
n≥0En As in [13], we define on E the following system p of transition
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probabilities by
p0 : E(0)→ [0, 1] p0(e0,0) =
1
2
, p0(e
i
0,1) =
1
2 · 5
and, respectively,
pn : E(n)→ [0, 1]
pn(e0,0) = pn(e1,1) =
1
2
, pn(e
i
0,1) = pn(e
i
1,0) =
1
2 · 5n+1 .
Let Ω0 be the path space of B, and let µp be the (AF) measure on X0
defined by
µp(Ω0(f)) =
n∏
k=0
p(fk)
where f = (f0, f1, . . . , fn) in Ωn and Ω0(f) is the cylinder set determined by
f . Let R0 be tail equivalence on Ω0 and let δ : R0 → Z be the homomorphism
defined by
δ0(e, f) =
1
log 5
∑
k≥0
log
p(ek)
p(fk)
whenever ek = fk for k ≥ n + 1. Then the base transformation is the action
of Z on (Ω0 × Z)/ R˜Ω induced by (x, k) 7→ (x, k + 1) on Ω0 ×Z, where R˜Ω is
the equivalence relation on (Ω0 × Z, µp ×m) defined by
(e, l) R˜Ω (e′, l′) if and only if eR0e′ and l− l′ = δ0(e, e′).
For nonnegative integers n, let ζn be the equivalence relation on En wherein
eζf if the initial vertices of e and f are the same, the final vertices of e and
f are the same, and pn(e) = pn(f). Put E˜n = En/ζn; then E˜0 = {e˜0,0, e˜1,1}
and E˜n = {e˜0,0, e˜0,1, e˜1,0e˜1,1} for n ≥ 1. Define p˜n : E˜n → [0, 1] to be 12 . Let
B˜ = (V, E˜) be the Bratteli diagram with a single top vertex, and two vertices at
each subsequent level, and every vertex admits exactly one arrow to each vertex
at the next level with multiplicity 1. Let Ω be the path space of B˜ and µp˜ be the
corresponding AF measure. Denote by π : (Ω0, µp) → (Ω, µp˜) the projection,
and let R denote tail equivalence on (Ω, µp˜). If w and w′ are tail equivalent
points of Ω, find e and e′ in Ω0 such that π(e) = w, π(e
′) = w′, and eR0e′.
Once more, as ζn preserves pn, δ(w,w
′) := δ0(e, e
′) is well-defined. Let R˜ on
Ω×Z be defined by (w, p) R˜ (w′, p′) if and only if wRw′ and p− p′ = δ(w,w′).
Then the base transformation of the flow of weights of M is the action of Z on
(Ω × Z)/ R˜ induced by (w, k) 7→ (w, k + 1). For each nonnegative integer n,
let bn : E˜(n)→ Z be defined by
bn(e˜i,j) =
{
0 if i = j
5n if i 6= j
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For each choice of i and j in {0, 1} and nonnegative n, consider the positive
measure on Z given by σn,i,j =
1
2δbn(e˜i,j), and set
σn :=
[
σn,0,0 σn,0,1
σn,1,0 σn,1,1
]
=
1
2
[
δ0 δ5n
δ5n δ0
]
.
Then the Poisson boundary of the matrix valued random walk given by {σn}
is the base transformation of the flow of weights of Mα.
VII. Araki-Woods Factors of Bounded Type and their Fixed
Point Algebras under an Involution.
Let M be an ITPFI2 factor (i.e., an infinite tensor product of (2 × 2)-full
matrix algebras) with a nontrivial T-set T(M). We recall that an Araki-Woods
factor is of bounded type if it can written as an infinite tensor product of full
matrix algebras of uniformly bounded size. By [17], Theorem 2.1, any ITPFI
factor of bounded type is (isomorphic to) an ITPFI2 factor. In the first part
of this section, we characterize Araki-Woods factors of bounded type with
properties of the sequences of probability measures defining the random walk
on Z associated to these factors. In the second part of this section, we study
the fixed point algebra Mα for an involutory automorphism α of M.
If M is an ITPFI2 factor with 0 6= T ∈ T(M), then by [6], Theorem 1.3.7
there exist sequences of positive integers {t(i)}i≥1 and {n(i)}i≥1 such that for
λ = e−2piT ,
M =M(n(i), λt(i)) = ⊗i≥1 (M2(C), φλt(i) )⊗n(i) ,
where φλk denotes the states on M2(C) given by the density matrix
1
1 + λk
(
1 0
0 λk
)
.
We will assume that
∑
i≥1 n(i)λ
t(i) diverges and that t(i) is strictly increasing.
Therefore, M is of type III0.
By [12], Theorem 3.5 (see section 5), the random walk on Z, whose Poisson
boundary is the base transformation of the flow of weights of M is given by
the sequence {σn}n≥1 of probability measures on Z with
σi =
(
1
1 + λt(i)
δ0 +
λt(i)
1 + λt(i)
δt(i)
)⋆n(i)
(⋆ denotes convolution with itself the indicated number of times). The corre-
sponding Z-dimension space is given by
H = limR[x±1]
P1−−−−→ R[x±1] P2−−−−→ R[x±1]→ . . . ,
where Pi is multiplication by the polynomial
(
1+(xλ)t(i)
1+λt(i)
)n(i)
We will need the following notation. If P is a polynomial with real coeffi-
cients and l1-norm ‖P‖, define expP to be the function (expP (x))/‖ expP‖.
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That is, we normalize expP so its norm is 1; in case P has no negative co-
efficients, then neither does expP , and so ‖ expP‖ = eP (1); hence expP =
(expP )/P (1), and the coefficients of expP in its MacLaurin expansion consti-
tute a probability distribution on Z. We similarly define coshP , the normal-
ized form of coshP ; it of course follows that if P has no negative coefficients,
coshP = (expP + exp(−P ))/(eP (1) + e−P (1)), and in many cases e−P (1) can
be neglected.
By a theorem of LeCam ([5], (1.7), p.4) and the fact that t(i) is strictly
increasing, we have that {Pi} differs from the sequence Exp
(
n(i)(λx)t(i)
1+λt(i)
)
by a
summable perturbation. For convenience, we abbreviate n(i)λt(i)/(1 + λt(i))
to a(i) (and for most purposes, a(i) can be taken to be simply n(i)λt(i)).
Hence, as multiplication operators on l1(Z), the corresponding random walks
are equivalent, as are the corresponding von Neumann algebras. Of course
expmx describes a Poisson distribution (via the coefficients appearing in its
MacLaurin expansion), so convolution of finitely many of these constitutes a
compound Poisson distribution, exp
(∑
j≤i≤k a(i)x
t(i)
)
, the capital E Expo-
nential of a polynomial with no negative coefficients.
Conversely, given a sequence of compound Poisson distributions of the form
expPj where Pj are polynomials with no negative coefficients, we can perturb it
by a summable sequence (with respect to the l1, i.e., the total variation, norm)
so that it becomes a sequence of powers of binomials of the form describing
a ITPFI2 factor (hence a bounded ITPFI). The condition corresponding to∑
a(i) =∞ is ∑Pj(1) =∞. Therefore we have
Proposition 7.1. Let 0 < λ < 1 and M be an ITPFI factor of type III0, with
2pi
log λ ∈ T (M). Then M is (isomorphic to) a bounded ITPFI if and only if it is
given by a sequence of Poisson distributions of the form
{
exp a(i)xt(i)
}
, where
a(i) > 0, {t(i)} is a sequence of distinct integers, and ∑ a(i) = ∞, up to a
summable perturbation.
Remark 7.2. A stronger property than boundedness is the following. The
induced Z-action on the Poisson boundary has pure point spectrum; by [18],
Theorem 2.1, this is equivalent toM⊗M∼=M on the level of the correspond-
ing Araki-Woods factor.
Let 0 < λ < 1. For example let (s(j))j≥1 be a sequence of integers greater
or equal to 2. For i ≥ 1, let t(i) = ∏ij=1 s(j) and M = M(n(i), λt(i)) be the
corresponding ITPFI2 factor. For j ≥ 1, let Vj denote the sum
Vj =
j−1∑
i=0
a(i)
t(i)2
t(j)2
.
By [19], Proposition 3.8, we have the following sufficient condition. If∑
j≥1
e−3Vj <∞ ,
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then the random walk given by
{
exp a(i)xt(i)
}
is equivalent to that obtained
from
{
exp 2a(i)xt(i)
}
; in other words, M⊗M∼=M.
Let β define the involutory automorphism of the ITPFI2M =M(n(i), λt(i))
given by ⊗Addiag (1,−1). To simplify notation let us denote this data by
(7.0) (M, β(M))
The dimension space corresponding to the fixed point algebraMβ space is the
inductive limit
lim
(
R[x±1]
)2 Mi−−−−→ (R[x±1])2 ,
where the Mi are the matrices
(7.1) Mi =
(
1
1 + λt(i)
[
1 (λx)t(i)
(λx)t(i) 1
])n(i)
.
As the n(i) need not be even, we cannot apply Proposition 5.2 directly.
Define Mi by replacing n(i) by 2[n(i)/2] (so the power decreases by at most
one per i). As
∑
λt(i) ≤∑λi <∞, then the von Neumann algebra associated
to the random walk given by the Mi correspond to the fixed point algebra of a
non-type I factor, and as the process corresponds to a tensor product of that
corresponding to the Mi with a type I factor, it is sufficient to show that Mi
yields an AT random walk. However, this follows directly from Proposition
5.2, since the powers are now all even. Hence this shows the following:
Proposition 7.3. Let (M, β(M)) be as in (7.0). Then the fixed point algebra
Mβ is an ITPFI.
Remark 7.4. LetM and β be as above, and let φ denote the faithful normal
product state φ = ⊗i≥1(⊗n(i)1 φλt(i) ). Then 1 is an isolated point in Sp (∆φ).
Let (xn)n≥1 be a centralizing (or strongly central) sequence in M. By [8],
Proposition 2.3, there exists a sequence (zn)n≥1 in the centralizer Mφ such
that (xn − zn) → 0 *-strongly. As β|Mφ = 1 and by [8], Proposition 2.8, β
is a centrally trivial automorphism of M and therefore its asymptotic period
pa(β) is one.
Theorem 7.5. Let M be an ITPFI factor of bounded type with T (M) 6= {0}
and α ∈ Int (M) be an approximately inner involutory automorphism of M.
Then the fixed point algebra Mα is an ITPFI.
Proof: By [17], Theorem 2.1, we can assume thatM is an ITPFI2. As α2 = 1,
the asymptotic period pa(α) is either 1 or 2.
If pa(α) = 1, then by [9], Theorem 2 and Remark 7.4, α is conjugate to
β. Therefore Proposition 7.3 implies that Mα is an ITPFI. Let R be the
hyperfinite factor of type II1 and s2 be the outer automorphism of R (unique
up to conjugacy) such that (s2)
2 = 1. If α is an approximately inner involutory
automorphism of a McDuff (or strongly stable) factor M, whose asymptotic
period pa(α) of α is 2, then by [9], Theorem 2, α is conjugate to 1 ⊗ s2 on
M⊗ R and therefore the fixed point algebra Mα is isomorphic to M. .
Mu¨nster Journal of Mathematics Vol. 1 (2008), 15–72
Matrix-valued random walks and variations on property AT 53
Remark 7.6.
(1) In Theorem 7.5, the assumption ofM to be of bounded type is necessary.
Indeed, if M = ⊗n≥1 (M1+5n , φn) and Mα denote the von Neumann factors
realized in Section 5, then the Z-dimension space associated to Mα is not AT
but is AT(2). Therefore Mα is not an ITPFI.
(2) If the ITPFI factor is given as a tensor product of 3 × 3 matrices, say
corresponding to the product state with density matrices
1
1 + λt(i)
diag
(
1,
λt(i)
2
,
λt(i)
2
)
(each repeated n(i) times),
and we take the involution obtained from ⊗Addiag (1, 1,−1), then the fixed
point algebra corresponds to the random walk obtained from the matrices
Mi =
(
1
1 + λt(i)
(
1 + (λx)
t(i)
2
(λx)t(i)
2
(λx)t(i)
2 1 +
(λx)t(i)
2
))n(i)
,
and by Proposition 5.3, this is AT.
(3) Any continuous ITPFI factor admits a product type involution for which
the fixed point algebra is isomorphic to the original (see the second part of the
proof of Theorem 7.5).
In the second part of this section, we determine the AT random walk corre-
sponding to the fixed point subalgebra of an involutory automorphism α of a
bounded ITPFI factor with a non-trivial T-set. If pa(α) = 2, then M ∼=Mα
(see remark 7.6). We will therefore assume that (M, β(M)) is as in (7.0) and as
above that the n(i) are already even. Recall (see 7.1) that the dimension space
corresponding to the fixed point algebra Mβ space is given by the matrices
Mi =
(
1
1 + λt(i)
[
1 (λx)t(i)
(λx)t(i) 1
])n(i)
.
Then detMi =
(
(1−(λx)2t(i)
(1+λt(i))2
)n(i)
. With a(i) = n(i)λ
t(i)
1+λt(i)
as above, then the norm
of detMi is
(
1− 2λ
t(i)
1 + λt(i)
)n(i)
=
(
1− 2λ
t(i)
1 + λt(i)
) 1+λt(i)
2λt(i)
·
2n(i)λt(i)
1+λt(i)
∼ exp
(
−2n(i)λ
t(i)
1 + λt(i)
)
= e−2a(i)
Now we telescope to obtain E(j) =
∏k(j+1)−1
i=k(j) Mi (so the block sizes are
k(j + 1) − k(j)) so that for each j, ∑k(j+1)−1i=k(j) a(i) ≥ log j, or at least that∑
j e
−2
Pk(j+1)−1
i=k(j)
a(i)
is finite. This is enough to guarantee
∑ ‖ detE(j)‖ <∞,
and so the original sequence is equivalent to the AT(1) system,
{
TrE(j)E(j+1)
}
j
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[N.B.: The sequence definitely overlaps—it is not
{
TrE2(2j)
}
j
]. To calculate
this, we simply calculate the eigenvalues of E(j)E(j+1), and this is trivial (since
the matrices are simultaneously diagonalizable). The eigenvalue corresponding
to the column sum is
k(j+2)−1∏
i=k(j)
Pi(x)
1
2 ,
and the other one is obtained by replacing each occurrence of xt(i) by −xt(i)
(not of course by (−x)t(i)). Now P 12i is up to an l1 error of less than 1.05λt(i),
exp a(i)xt(i), hence with an error of less than
1.05
k(j+2)−1∑
i=k(j)
λt(i) < 1.05λt(k(j))/(1− λ)
(as t(i) is strictly increasing), the column sum of E(j)E(j+1) is
exp

k(j+2)−1∑
i=k(j)
a(i)xt(i)

 .
Since the t(i) are strictly increasing, the monomials are distinct, and it easily
follows that the other eigenvalue, is up to the same error,
exp

− k(j+2)−1∑
i=k(j)
a(i)xt(i)

 .
Hence the trace is 2 cosh
(∑
a(i)xt(i)
)
e−(
P
a(i)), and this is
cosh

k(j+2)−1∑
i=k(j)
a(i)xt(i)


with a minuscule error. Therefore we have:
Proposition 7.7. Let (M, β(M)) be as in (7.0). For a strictly increasing
sequence of integers {k(j)}∞j=1, set
Qj =
k(j+1)−1∑
i=k(j)
a(i)xt(i), where a(i) = n(i)λt(i)/(1 + λt(i)).
If
∑
j exp (−2Qj(1)) <∞, then the fixed point algebra Mβ corresponds to the
AT random walk given by the sequence {cosh (Qj +Qj+1)}.
Remark 7.8.
(1) For Qj =
∑k(j+1)−1
i=k(j) a(i)x
t(i) as in 7.7, the eigenvalues of the product
E(j)E(j+1) are approximately exp±(Qj+Qj+1), and the trace is thus cosh(Qj+
Qj+1). If, by telescoping and perturbation, we can convert this sequence of
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distributions into Poisson (i.e., with Exp replacing Cosh), then of course the
fixed point algebra will be of bounded type.
(2) An interesting feature occurs when we try to telescope (convolve) these dis-
tributions. Using the multiplication formula for cosh, we see that the product
cosh(Qj +Qj+1) cosh(Qj+1 +Qj+2) is very close in l
1 norm to
cosh(Qj + 2Qj+1 +Qj+2) + cosh(Qj+2 −Qj)
2 exp(Qj + 2Qj+1 +Qj+2)
.
Now in the l1-norm, ‖ cosh(Qj+2 −Qj)‖ is bounded above by exp(Qj+2(1) +
Qj(1)), and therefore we may approximate cosh(Qj+Qj+1) cosh(Qj+1+Qj+2)
by cosh(Qj + 2Qj+1 + Qj+2) with error at most exp(−2Qj(1)). Inductively,
we see that the product
∏k−1
l=0 cosh(Qj+l + Qj+l+1) may be approximated by
cosh(Qj+2
∑k−1
l=1 Qj+l+Qj+l+1) with error at most
∑k−1
j=1 e
−2Qj+1(1), and this
sum converges. If we had chosen an initial telescoping so that Qj(1) ≥ j—
instead of the current log j—we would obviously obtain better error estimates
here; however, we could not find any immediate use for this approximate ad-
ditivity of Cosh.
(3) Let (M, β(M)) satisfy the conclusion of Proposition 7.7. Then M corre-
sponds to the sequence {expQj} and the fixed point algebra to the sequence
{cosh (Qj +Qj+1)}. Suppose we can find a telescoping (possibly finer than
the current one) so that
‖exp (−2Qj)‖ /e2Qj(1) → 0
as j → ∞. By a further telescoping and deleting an initial segment, we can
arrange that
∑
j ‖exp (−2Qj)‖ /e2Qj(1) is smaller than any chosen number.
Since coshP = (expP +exp(−P ))/(eP (1)+e−P (1)), and∑ e−2Qj(1) converges,
it easily follows that the identity maps provide an approximately commuting
diagram between the sequences {expQj} and {cosh (Qj +Qj+1)}. Hence the
corresponding von Neumann algebrasM and Mβ are isomorphic.
The following technical lemma will be used use in the proof of 7.10.
Lemma 7.9. Let t and t′ be positive integers with greatest common divisor d,
such that not both t/d and t′/d are odd; suppose also that t′ < t. Let B be a
positive real number. Then∥∥∥exp(−B(xt + xt′))∥∥∥
e2B
<


1− 2e−2Bt/d(t/d)! if B ≤ 1(
1− 2e−2(t/d)!
)B
if B > 1.
Proof: By replacing t and t′ by t/d and t′/d respectively, we may assume
that t and t′ are relatively prime, and exactly one of them is even. Expand
exp(−Bxt) = 1 − Bxt + (B2x2t − . . . ) and the corresponding term for t′; the
constant term of exp(−Bxt) multiplied by the coefficient of xtt′ in exp(−Bxt′)
is (−1)tBt/t!; the multiplication the other way around yields (−1)t′Bt′/(t′)!.
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The signs are opposite, hence c := 2min
{
Bt/t!, Bt
′
/(t′)!
}
is cancelled from
the mass of the product. The mass (norm) of the product is thus less than
e2B−c. If B ≤ 1, c = 2Bt/t! and 1−ce−2B ≤ 1−2e−2Bt/t!. Hence for B = 1,
we obtain 1−2/(t!e2). For larger B, we note that
∥∥∥exp(−B(xt + xt′))∥∥∥ /e2B ≤(∥∥∥exp(−(xt + xt′))/e2∥∥∥)B. 
Notice that when B > 1 in the Lemma 7.9, we only need to use the submul-
tiplicativity of the norm, and so this case can be left imprecise. (According to
calculations done with Maple, the ratio
∥∥exp(−B(x+ x2))∥∥ /e2B goes to zero
as C/(2.4)B (2.4 is approximate), which is far faster than would be expected
from the values at B = 1, 2, or 3.)
Proposition 7.10. Let (M, β(M)) be as in (7.0) and a(i) for i ≥ 1 be as
above. Suppose that t(i) = (2l)i for some l ≥ 1, and set
bi := min {a(i), a(i+ 1)} .
If
∑
b2li diverges, then the von Neumann algebra corresponding to the sequence
{2a(i), t(i)} is isomorphic to its fixed point algebra under the standard centrally
trivial involutory automorphism, i.e. (M⊗M)β(M⊗M) .
Proof: Denote by Qm,M the sum
∑
m≤i<M a(i)x
t(i) and write Qm,M = Q +∑ bi
2 (x
t(i) + xt(i+1). Set Qm,M − Q = R; necessarily Q has no negative coef-
ficients. By Lemma 7.9,
∥∥exp(−bi(xt(i) + xt(i)2l))∥∥ ≤ (1 − 2e−2b2li /(2l)!)e2bi .
Thus
‖exp(−Qm,M )‖
eQm,M (1)
≤ ‖exp(−R)‖
eR(1)
‖exp(−Q)‖
eQ(1)
≤
∏
m≤i<M−1
(∥∥exp(− bi2 (xt(i) + xt(i+1))∥∥
e2bi
)
· 1
≤
∏
m≤i<M−1
(1 − 2e−2b2l/(2l)!)
This converges to zero since
∑
b2li diverges and by Remark 7.8 (iii), the propo-
sition follows. 
More interestingly, a converse holds.
Theorem 7.11. Given a(i), t(i), suppose that Pj :=
∑
m(j)≤k<m(j+1) a(i)x
t(i)
satisfies
∑
j exp(−2Pj(1)) < ∞. If the AT system determined by {expPj} is
equivalent to the AT system determined by {cosh 12 (Pj + Pj+1)}, then there is
a telescoping of {Pj}, (i.e., a grouping, summing of the polynomials), {P(l)},
so that || exp(−2P(l))||/e2P(l) → 0 as l→∞.
Proof: The convergence condition allows us to telescope the hyperbolic cosine
terms and obtain Cosh of the sum. Suppose there is an isomorphism. This
means that there is a further telescoping of each of the sequences {expPj} and
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{cosh(Pj + Pj+1)} (i.e., the two sequences use the same telescoping) together
with an approximately commuting family of maps. After a suitable relabeling
(for the telescoping), we arrive at the following situation. There are mappings
l1(Z)→ l1(Z) given by multiplications by polynomials pu, qu each with no neg-
ative coefficients and mass one, such that
∑
u ||qupu− cosh(Q(u)+Q(u+1))|| <
∞ and ∥∥pu+1qu − expP(u)∥∥ < ∞; here P(u) and Q(u) represent two possibly
different telescopings of the original sequence of Pj .
By a further telescoping, we can even assume that if Ru represents the com-
mon polynomial (with common monomials and the corresponding coefficients
of both P(u) and Q(u)), then
∑
e−2Ru(1) < ∞. To see this, we note first note
that if xk appears with nonzero coefficient in a P(u) or Q(u), then the coeffi-
cient is the corresponding ai (where k = t(i)), since both are sums of these
monomials. Now there exists U ≡ U(1) such that P(1) ≤
∑
1≤u≤U(1)Q(1); set
the latter to be the new Q(1), and do the same with P(1) and the new Q(1); the
maps can obviously be extended (and it is easy to check that the two conditions∑
u
∥∥qupu − cosh 12 (Q(u) +Q(u+1))∥∥ < ∞ and ∑u ||pu+1qu − expP(u)|| < ∞
can be made to hold by a further refinement). The point is that there is
considerable overlapping mass.
Now with the relabeling, we have that qu+1pu+1qupu is close to both terms,
cosh(Q(u) +Q(u+1)) · cosh(Q(u+1) +Q(u+2)) and qu+1pu expP(u). The former
is close to cosh(Q(u) + 2Q(u+1) +Q(u+2)) (because of the overlapping) and so
we deduce that ∥∥q expP(u) − cosh(Q(u) + 2Q(u+1) +Q(u+2))∥∥
is small (where q has no negative coefficients and has total mass 1). If the
condition on the norms of the original exp(−Pi) did not hold, for sufficiently
large u,∥∥exp(−2(Q(u) +Q(u+1) +Q(u+2)))∥∥ /e2(Q(u)(1)+Q(u+1)(1)+Q(u+2)(1)
is arbitrarily close to 1 (since
{
Q(3v) +Q(3v+1) +Q(3v+2)
}
is a further tele-
scoping of the original sequence {Pj}). Hence∥∥∥∥exp(−(32Q(u) +Q(u+1) + 12Q(u+2)))
∥∥∥∥ /(e 32 (Q(u)(1)+Q(u+1)(1)+ 12Q(u+2)(1))
is also arbitrarily close to 1. Multiplying the expression displayed above by
exp(−Q(u))/eQ(u)(1) we obtain that∥∥∥∥∥q e
(P(u)−Q(u))
eP(u)(1)+Q(u)(1)
− e
(Q(u+1)+
1
2Q(u+2)−
1
2Q(u))
e
3
2Q(u)(1)+Q(u+1)(1)+
1
2Q(u+2)
−
− e
−( 32Q(u)+Q(u+1)+
1
2Q(u+2))
e
3
2Q(u)(1)+Q(u+1)(1)+
1
2Q(u+2)(1)
∥∥∥∥∥
is small. However, the first term has very small norm (as P(u) and Q(u) have a
large overlap) and the second term clearly has norm at most 1/eQ(u)(1)—which
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is negligible. This forces the third term, to also have small norm—but by the
earlier comment, its norm is close to 1—a contradiction. 
Now we look at the reverse direction to Lemma 7.9. The following lower
bound is almost as easy as the corresponding upper bound. For a complex num-
ber α and a positive integer m, define the number corresponding to the tail of
the power series expansion, Tm(α) := e
|α|−(1+|α|+|α|2/2+· · ·+|α|m−1/(m−
1)!). Of course, for |α| ≤ 1, Tm(α) < 32 |α|m/m!, while form > |α|+
√|α| ln |α|,
Tm(α)/e
|α| is extremely small; for m > |α| + k√|α|, Tm(α)e−|α| is less than
(c/k)e|α| for some small constant c.
Lemma 7.12. Let l be a positive even integer, and let α be a complex number.
Suppose that Q is a polynomial with complex coefficients. Then∥∥exp(αx+Q(xl))∥∥ ≥ ∣∣∣e|α| − 2Tl(α)∣∣∣ ∥∥exp(Q(xl))∥∥ .
Proof: Since exp(Q(xl)) is a complex distribution supported on lZ, it follows
that if f is a polynomial of degree at most l − 1, then ∥∥f exp(Q(xl))∥∥ = ‖f‖ ·∥∥exp(Q(xl))∥∥. Set f = 1+αx+α2x2/2+· · ·+αl−1xl−1/(l−1)!. It is immediate
that ‖eαx − f‖ ≤ Tl(α). Hence
∥∥(eαx − f) exp(Q(xl))∥∥ ≤ Tl(α)∥∥exp(Q(xl))∥∥.
Hence ∥∥exp(αx+Q(xl))∥∥ ≥ ± (∥∥f exp(Q(xl))∥∥ − Tl(α)∥∥exp(Q(xl))∥∥) ,
and the result follows. 
Lemma 7.13. Suppose P (x) =
∑k
i=1 aix
t(i) where the ai are positive real
numbers and each t(i) divides t(i + 1) for i = 1, 2, . . . , k − 1; assume as well
that the quotients t(i+ 1)/t(i) are all even. Then
‖exp(−P )‖
eP (1)
≥
k−1∏
i=1
(
1− 2e−aiTt(i+1)/t(i)(ai)
)
.
Proof: We proceed by induction in reverse order on k. Let us denote by
Pj(x) =
∑k
i=j aix
t(i). Then we have exp(−Pj(x)) = exp(−ajxt(j) − Pj−1(x)),
and Pj−1(x) = Q((x
t(j))t(j+1)/t(j)) for Q with positive coefficients, and clearly,
‖exp(−Pj)‖ = ‖exp(−Q)‖ .
For j = k − 1, the statement is true by direct application of Lemma 7.12, and
the induction follows from repeated application of this. 
Proposition 7.14. Suppose ai are positive real numbers such that
∑
ai =∞;
let {t(i)} be a sequence of integers such that t(i)|t(i+ 1) and{
u(i) :=
t(i+ 1)
t(i)
}
is a bounded sequence of even integers such that
∑
a
u(i)
i <∞. Set Pm,M (x) =∑
m≤i<M aix
t(i). Given ǫ > 0, there exists m′ such that for all m ≥ m′ and
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all M > m,
‖exp(−Pm,M )‖
ePm,M (1)
> 1− ǫ.
Proof: This follows from 1 − 2Tu(i)(a) ≥ 1 − C(l)al for a sufficiently small,
together with Lemma 7.14. 
As a simple example, if t(i) = 2i, then
∑
imin
{
a2i , a
2
i+1
}
= ∞ is sufficient
for isomorphism between the fixed point algebra and the original algebra (by
Proposition 7.10), and
∑
a2i = ∞ is necessary by Theorem 7.11 and Proposi-
tion 7.15. If t(i) = 4i, the corresponding conditions are
∑
imin
{
a4i , a
4
i+1
}
=∞
and
∑
a4i =∞.
We conclude this section with a somewhat weird result. LetM be an ITPFI2
factor and β(M) be its (standard) centrally trivial involutory automorphism.
If Mβ(M) is itself of bounded type, hence Mβ(M) is isomorphic to an ITPFI2
factor N , then N ∼= N β(N ).
Theorem 7.15. Suppose that a (bounded type) Araki-Woods factor M corre-
sponding to the sequence {expPj} has the property that its fixed point algebra
Mβ(M) is itself of bounded type. Then the latter can be given by a sequence
of the form {expQk} where ‖exp(−Qk)‖ /eQk(1) → 0; in particular, it is iso-
morphic to its fixed point algebra under its standard centrally trivial period two
automorphism β.
Proof: After suitably telescoping the Pj (in order that
∑
exp(−Pj(1)) < ∞),
the fixed point algebra is given by {coshPj}. The hypothesis asserts that there
is a sequence of Qj ’s such that after a possible further telescoping of the P s,
there are mass 1 polynomials pj, qj with no negative coefficients such that both∑ ‖qjpj − expQj‖ and ∑ ‖pj+1qj − coshPj‖ converge (we may also assume
that
∑
e−Qj(1) converges). Set q′j = qj expPj ; we notice that expPj ·coshPj =
(exp 2Pj + 1)e
−2Pj(1).
Since
∑
e−2Pj(1) < ∞, the intertwiners pj and q′j yield an equivalence
between {expPj +Qj} and {exp 2Pj}. The corresponding nontrivial fixed
point algebras yield an equivalence between {coshPj +Qj} and {cosh 2Pj}.
The latter is equivalent to {(coshPj)(coshPj)} which in turn is equivalent to
{exp 2Qj}. The former is equivalent to {(coshPj)(coshQj)}, which in turn is
equivalent to {(expQj)(coshQj)} 
VIII. Triviality criteria for product type random walks.
Let 0 < λ < 1, and {t(i)}, {n(i)} be sequences of positive integers such that∑
n(i)λt(i) diverges. We may assume that t(i) is strictly increasing. Let M
be the corresponding ITPFI2 of type III with T =
−2pi
logλ in its T-set.
Recall that the random walk on Z arising from M is of the form given by
multiplication by each of the sequence of positive polynomials,
Pi =
(
1 + (λx)t(i)
1 + λt(i)
)n(i)
,
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and that necessary and sufficient conditions in order that M is of not type I
or equivalently that the product of the Pi does not converge to a distribution
is simply that
∑
i n(i)λ
t(i) =∞.
Furthermore (see section 6), the flow of weights of M can be realized as
an ergodic flow under the ceiling constant function T = −2pilogλ and therefore is
determined by an ergodic transformation of a (standard measure) base space.
Then M is of type IIIλ if and only if the base space is trivial or equivalently
the Poisson boundary of the associated random walk is trivial. We shall give
a simple sufficient condition in order that the random walk be trivial. It is
exquisitely sensitive to the order in which the Pi are applied (that is, it may
require a permutation of the index set to see that the condition is verified), as
well as to number theoretic properties of the sequence of integers {t(i)}.
If P is a polynomial with no negative coefficients, define its contiguity coef-
ficient, C(P ), to be
1
P (1)
∑
j∈Log P
min
{
(P, xj), (P, xj−1)
}
.
Clearly, 0 ≤ C(P ) < 2, and 2 ≥ C(P ) + ‖(1 − x)P/P (1)‖1; C(P ) is a measure
of mass cancellation. It follows from a standard theorem of Orey, that if
Qj are polynomials with no negative coefficients, then the (time-dependent)
random walk they induce has a trivial tail σ-field (i.e., the Poisson boundary
is trivial) if and only if for all k, limN→∞ C(
∏k+N
k+1 Qj) = 1; this condition on
the contiguity coefficient can be weakened, e.g., to being bounded below. A
criterion of Mineka (see [25]) asserts that sufficient for this to occur is that∑ C(Qj) = ∞, and by Orey’s theorem, a partial converse (not usually very
useful) also holds, namely, if the tail σ-field is trivial, then there is a blocking
(telescoping) of the Qj , so that the resulting blocks have contiguity coefficient
that is bounded below (away from zero).
Our sufficient condition is based on an easy estimate of contiguity coefficients
of the products P2iP2i+1 under certain conditions.
Suppose that we can rearrange the index set to satisfy gcd(t(2i), t(2i+1)) =
1 (some condition of this sort is necessary in order to have trivial Poisson
boundary). Then there exists a pair of positive integers, (r(i), s(i)) such that
r(i)t(2i) − s(i)t(2i + 1) = ±1. We can assume that r(i) < t(2i + 1) and
s(i) < t(2i). Now we give (very sloppy) lower bounds for the coefficients of
xr(i)t(2i) and xs(i)t(2i+1) in the product P2iP2i+1. To simplify computations,
set p = λt(2i)/(1+λt(2i)), and q = λt(2i+1)/(1+λt(2i+1)); then p1−p = λ
t(2i). In
P2i, the coefficient of x
r(i)t(2i) is ( p1−p )
r(i)(1 − p)n(2i)(n(2i)
r(i)
)
. Taking only the
constant term of P2i+1, we deduce
(8.0) (P2iP2i+1, x
r(i)t(2i))
≥ λr(i)
(
1
1 + λt(2i)
)n(2i) (
1
1 + λt(2i+1)
)n(2i+1) (
n(2i)
r(i)
)
.
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Similarly,
(8.1) (P2iP2i+1, x
s(i)t(2i+1))
≥ λs(i)
(
1
1 + λt(2i)
)n(2i) (
1
1 + λt(2i+1)
)n(2i+1) (
n(2i+ 1)
s(i)
)
.
The numbers r(i)t(2i) and s(i)t(2i+1) differ by 1, so we will use the minimum
of the expressions in (1) and (2) to give a lower bound for C(P2iP2i+1).
Using the particularly (and unnecessarily, for our purposes) accurate form
of Stirling’s formula given in [2], we see that for an integer m > 1,
√
2π
e
(m
e
)m√
m+ 1 < m! <
√
2π
(m
e
)m√
m+ 1 e1/24
It follows that for l a positive integer less than m/10,(
m
l
)
> c
(em)l
l!
where c > e−1.05. (This is completely elementary and doubtless the motivation
for theorems on approximation of Poisson distributions.)
If we assume t(i) < n(i)/10 for all i (and this is reasonable, considering that∑
i n(i)λ
t(i) diverges), then we have from (8.0), (8.1), and the last estimate,
(P2iP2i+1, x
r(i)t(2i))
> c
(
λt(2i)n(2i)
)r(i)
r(i)!
(
1
1 + λt(2i)
)n(2i)(
1
1 + λt(2i+1)
)n(2i+1)
(P2iP2i+1, x
s(i)t(2i+1))
> c
(
λt(2i+1)n(2i+ 1)
)s(i)
s(i)!
1
(1 + λt(2i))n(2i)
1
(1 + λt(2i+1))n(2i+1)
For 0 < a < 1, and positive integers t < n, (1 + at)−n = ((1 + at)−1/a
t
)na
t
.
Now (1 + y)−1/y > 1/e (for small x), so (1 + at)−n > e−na
t
. Thus,
(P2iP2i+1, x
r(i)t(2i)) > c
(
λt(2i)n(2i)
)r(i)
r(i)!
· e−n(2i)λt(2i) · e−n(2i+1)λt(2i+1)
(P2iP2i+1, x
s(i)t(2i+1))
> c
(
λt(2i+1)n(2i+ 1)
)s(i)
s(i)!
· e−n(2i)λt(2i) · e−n(2i+1)λt(2i+1) .
A lower bound for C(P2iP2i+1) would be the infimum of the two expressions
on the right. Without further hypotheses, it is not possible to say which is
smaller; in practical cases, t(2i) < t(2i + 1), so r(i) ≥ s(i), and thus the first
one is almost certainly going to be smaller (unless n(2i)λt(i) > r(i)). Applying
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Mineka’s theorem, we deduce a sufficient condition for triviality of the Poisson
boundary.
Theorem 8.1. The Poisson boundary of the integer-valued random walk cor-
responding to the data (λ, {(t(i), n(i))}), is trivial provided (after a possible
permutation of the index set N), the following hold:
(a) gcd(t(2i), t(2i+ 1)) = 1, and positive integers r(i) and s(i) are chosen
so that r(i) < t(2i), s(i) < t(2i+1), and |r(i)t(2i)− s(i)t(2i+1)| = 1;
(b) t(i)/n(i) < 1/10 for almost all i;
(c) the series
(8.2)∑
i
e−(n(2i)λ
t(2i)+n(2i+1)λt(2i+1))min
{(
λt(2i)n(2i)
)r(i)
r(i)!
,
(
λt(2i+1)n(2i+ 1)
)s(i)
s(i)!
}
diverges.
Remark 8.2.
(1) If the means p(i)n(i) ∼ λt(i)n(i) are bounded, then (8.2) diverges if and
only if
(8.3)
∑
i
min
{(
λt(2i)n(2i)
)r(i)
r(i)!
,
(
λt(2i+1)n(2i+ 1)
)s(i)
s(i)!
}
diverges. In particular, this criterion can be used to give another proof of part
(iv) of [18], lemma 1.9. Moreover, divergence implies r(i) is correspondingly
bounded (this in turn forces s(i) to be bounded, provided t(2i + 1)/t(2i) is
bounded above), and in that case the criterion simplifies to divergence of
(8.4)
∑
i
inf
{
(λt(2i)n(2i))r(i), (λt(2i+1)n(2i+ 1))s(i)
}
,
which is usually easy to decide.
Here is a simple example to begin. Suppose t(i) = i, λ = 12 , and n(i) = 2
i,
so that n(i)λt(i) = 1 for all i; of course r(i) = 1 = s(i), so the Poisson boundary
is trivial. It remains trivial if n(i) is replaced by a sequence bounded below by
a multiple of 2i/i.
Instead, suppose t(i) = 2i+1, and n(i) = 22i+1/f(i), where f(i) has at most
polynomial growth; again with λ = 12 , n(i)λ
t(i) = 1/f(i). However, r(i) = i,
so the sum converges, yielding no information. We can get around this by
reordering the sequence of t(i)’s; instead of writing them as 3, 5, 7, 9, 11, . . . ,
we write in the order 3, 5, 7, 13, 9, 17, 11, 21, 15, 29, . . . , the algorithm being,
t(2i − 1) will be the smallest odd integer that has not already appeared in
preceding t’s, and t(2i) = 2t(2i− 1) − 1. Call the resulting sequence {T (i)};
it is easy to check that T (i) ≤ 4i (so (b) holds, which it almost always does
anyway). Now r(i) = 2 and s(i) = 1 by construction, and the criterion now
applies and yields that divergence of
∑
f(i)−2 is sufficient for triviality of
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the Poisson boundary. It is not clear that merely divergence of
∑
1/f(i) is
sufficient for triviality.
It seems amazing that the criterion obtained above should work in any cases
at all. We have ignored all but two coefficients in the product P2iP2i+1, and
in estimating these two coefficients, we have just used a very small subset
of the possible contributions. However, there is an explanation; the means
p(i)n(i) ∼ λt(i)n(i) are bounded, and thus the binomial distribution has almost
all its mass at the front end (within a few steps of the origin). Hence we are not
really losing much information when we just pick the first point in Log P2iP2i+1
where there is adjacent mass—points further to the right will not contribute
an order of magnitude more of mass. This also explains to some extent why
we can get by only using the mass at the origin; there are a bounded number
of other points contributing roughly the same mass, and since we can always
multiply everything by a scalar, there is not much loss of information. Of
course, when r(i) or s(i) is unbounded, the criterion becomes less useful unless
we can get very good information about their behavior compared with that of
n(2i)λt(2i).
(2) Notice that if the data (n(i), λn(i)) yields a trivial Poisson boundary, then
so will the data with n(i) increased. Increasing λ may not preserve this prop-
erty, however (although it will if our sufficiency criterion applies with the
smaller λ!).
(3) We can design other numerical criteria for the triviality of the Poisson
boundary. For example, rather than blocking in pairs, we could block in any
way we wish and attempt to calculate the contiguity coefficient. For instance, it
is possible to rearrange the second example so that t(3i)+t(3i+1)−t(3i+2) =
1, and estimate the coefficients in P3iP3i+1P3i+2 of x
t(3i)+t(3i+1) and of its
neighbor xt(3i+2). The resulting computation is effectively equivalent to the
preceding one with r(i) = 2 and s(i) = 1.
As an example which requires blocking in groups of three, consider the
situation when t(i) = i(i+1)/2, the triangular numbers. We note that t(3i)+
t(3i+ 2)− 2t(3i+ 1) = 1, so by making the same simple-minded estimates of
the coefficients at xt(3i)+t(3i+2) and x2t(3i+1), we arrive at a triviality criterion,
divergence of
∑
i
e−(n(3i)λ
t(3i)+n(3i+1)λt(3i+1)+n(3i+2)λt(3i+2))
× inf
{
(n(3i)λt(3i))(n(3i+ 2)λt(3i+2)), (n(3i+ 1)λt(3i+1))2
}
.
When n(i)p(i) is unbounded, it might become feasible to make a less casual
estimate of all the points of contiguous mass; however, the expressions become
somewhat daunting, particularly deciding which point has the lesser mass.
(This was the first approach to the problem.)
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(4) The divergence of (8.2) yields a sufficient condition for λ to be in the
asymptotic ratio set of the corresponding ITPFI factor M(n(i), λt(i)). See
[3], for the relevant definitions and properties. Following the latter’s nota-
tion, set Ii = {2i, 2i+ 1}, and define the tensor product algebra M(Ii) =
(M2, λ
t(2i))⊗n(2i) ⊗ (M2, λt(2i+1))⊗n(2i)+1, and define the obvious state on it,
Φi := φ
⊗n(2i)
2i ⊗ φ⊗n(2i+1)2i+1 . Of course the eigenvalues of Φi are
µl,l′ :=
λt(2i)l+t(2i+1)l
′
(1 + λt(2i))n(2i)(1 + λt(2i+1))n(2i+1)
,
with multiplicity ml,l′ :=
(
n(2i)
l
)(
n(2i+1)
l′
)
. Now set
K1i := {µ ∈ Sp (Φi) ; µ = µr(i),0} and K2i := {µ ∈ Sp (Φi) ; µ = µ0,s(i)}.
Then the cardinalities of K1i and K
2
i are respectively
(n(2i)
r(i)
)
and
(n(2i+1)
s(i)
)
. Let
K˜1i ⊆ K1i and K˜2i ⊆ K2i be such that the cardinalities of K˜1i and of K˜2i both
equal the minimum of the cardinalities of K1i and of K
2
i . Let γi : K˜
1
i → K˜2i
be a bijection. Then for all µ in K˜1i , γi(µ)/µ = λ
−1.
Then ∑
i
∑
µ∈K˜1i
µ
is, up to a constant multiple, the same as the expression obtained by summing
over the infima of the expressions in 8.3 and 8.4. When this diverges (as occurs
if the sufficiency criterion for the Poisson boundary is trivial), λ−1 belongs to
the asymptotic ratio set of the factor.
(5) In [17], Remark 1.7, it was shown that if the sequence (n(i), λn(i)) satisfies
∑
i
n(i)λt(i)
(
t(i)
t(i+ 1)
)2
<∞
then corresponding factor is of type III0 or the random walk has a nontrivial
Poisson boundary.
IX. A non-AT example for the free group.
Let G be the free (non-abelian) group on two generators, G = 〈g, h〉. As
usual, let A = RG be the real group algebra. Let M = 12
(
g h
h g
)
∈ M2(A)
and define the the G-dimension space
H = A2
M−−−−→ A2 M−−−−→ A2 M−−−−→ . . . .
Recall that M(1) = 12
(
1 1
1 1
)
∈ M2(A) is primitive, so H(1) = limM(1) :
R2 → R2 is a simple dimension group with a unique state ρ. Let γ : H → R
be the bounded state corresponding to the constant harmonic function 1; by
construction γ = ρ ◦ Π(1), where Π(1) : H → H(1) is the augmentation map.
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By Proposition 3.9, (H, γ) is ergodic and by definition it is AT(2). In this
section we show that (H, γ) is not AT.
Let us introduce now some notations and notions we will need in this section.
Let G+ denote the set of all reduced words in g and h that have no negative
exponents, and let G++ denote the set of words in G+ other than the identity.
Define the degree of u, deg(u) as the sum of the exponents in the reduced
form. One checks easily that deg is the group homomorphism deg : G → Z
determined by sending g and h to 1, and that length and degree agree on words
in G+.
If a =
∑
auu ∈ A = RG (with au in R), then we say a is homogeneous of
degree k if every word u in a is of degree k. A matrix (or row or column) is
also called homogeneous of degree k if every one of its entries is homogeneous
of degree k. As in the preceding sections if a =
∑
u∈G auu ∈ A = RG ⊂ l1(G),
then we will write
- for each u ∈ G, au = (a, u) and a(1) =
∑
u∈G au =
∑
u∈G(a, u)
- |a| =∑ |au| denotes the l1-norm of a.
For M be as above, we first observe that for any integer N , MN is a circulant
matrix (over A):
MN =
(
e0N e
1
N
e1N e
0
N
)
That is, (MN )ij = e
j−i
N , where the superscripts are indexed mod 2. From
MN =M ·MN−1, we deduce the recursive relations,
e0N =
1
2
(ge0N−1 + he
1
N−1)
e1N =
1
2
(ge1N−1 + he
0
N−1).
If GN = {u ∈ G+ ; deg(u) = N }, note that e0N and e1N have disjoint support
whose union is GN . Thus M
N is homogeneous of degree N and in addition,
for all N ,
∑
i e
i
N (1) = 1.
For (possibly rectangular) matrices B and C such that the product BC ∈
M2(A), define
E(B,C,N) =
2∑
i,j=1
∣∣(BC)ij −MNij ∣∣ .
This is a measure of the total error involved in approximating MN by BC.
Remark 9.1. For each B ∈ M 2,1(A) and C ∈ M 1,2(A), then it is easy to see
that E(B,C, 1) ≥ 2.
The next lemma leads to an induction that will terminate when B or C
consists of constants.
Lemma 9.2. Suppose that B ∈ M 2,(A) and C ∈ M1,2(A) satisfy the following
assumption:
Each word in Bi and in Cj is in G++ for all i and j.
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Then there exists B′ ∈ M 2,1(A) so that (i′) and (ii) hold:
(i′) Each word in B′i lies in G+.
(ii) E(B′, C,N − 1) ≤ E(B,C,N).
If all the entries of B lie in A+, then we may additionally assume the same of
B Pr.
Proof: By (i), we may write B = gBg + hBh, where the Bg and Bh matrices
are determined uniquely by having all the words that appear in each of their
entries, in G+. If P =
1
2
(
0 1
1 0
)
, we observe that similarly,MN = 12 (gM
N−1+
hPMN−1). Set B Pr = Bg + PBh. Since the reduced words having g as in
initial letter are disjoint from the initial words having h as an initial letter, we
deduce for all i and j that∣∣∣(BC)ij − ej−iN ∣∣∣ =
∣∣∣∣(BgC)ij − 12ej−iN−1
∣∣∣∣+
∣∣∣∣(BhC)ij − 12ej−i−1N−1
∣∣∣∣ .
Now (B PrC)ij = (Bg)iCj + (Bh)i−1Cj . Thus∣∣∣(B PrC)ij − ej−iN−1∣∣∣ ≤
∣∣∣∣(Bg)iCj − 12ej−iN−1
∣∣∣∣+
∣∣∣∣(Bh)i−1Cj − 12ej−iN−1
∣∣∣∣
=
∣∣∣∣(BgC)ij − 12ej−iN−1
∣∣∣∣+
∣∣∣∣(BhC)i−1,j − 12ej−iN−1
∣∣∣∣ .
Summing over i, we thus have
1∑
i=0
∣∣∣(B PrC)ij − ej−iN−1∣∣∣ ≤
1∑
i=0
∣∣∣∣(BgC)ij − 12ej−iN−1
∣∣∣∣+
1∑
i=0
∣∣∣∣(BhC)i−1,j − 12ej−iN−1
∣∣∣∣
≤
1∑
i=0
∣∣∣∣(BgC)ij − 12ej−iN−1
∣∣∣∣+
1∑
i=0
∣∣∣∣(BhC)i,j − 12ej−i−1N−1
∣∣∣∣
=
1∑
i=0
∣∣∣(BC)ij − ej−iN−1∣∣∣ .
Summing over j yields (ii), and the final remark is clear from the construction.

The argument in the lemma also works if for every word u appearing in Bi
and every word v appearing in Cj , the reduced form of uv has the same initial
letter (either g or h) that u does. If all the entries, Bi, are homogeneous,
then the process initiated in the Lemma may be iterated, so reducing the
homogeneous degree by 1 until the new B consists only of constants.
Lemma 9.3. If B belongs to M 2,(A
+) and C belongs to M1,2(A
+), then there
exist matrices of the corresponding sizes, B Pr and C Pr such that all the entries
of B Pr are homogeneous of the same degree, lie in A+, and
E(B Pr, C Pr, N) ≤ E(B,C,N).
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Proof: We recall that for i = 0, 1, each entry eiN of M
N is homogeneous
of degree and length N . For i fixed select a word u appearing in Bi with
deg(u) = d. Set Sd = {v ∈ G | deg(v) 6= N − d }. If B(1) denotes the matrix
obtained from B by the deletion of the u term from Bi, then
1∑
j=0
BiCj =
1∑
j=0
B
(1)
i Cj + (Bi, u)
1∑
j=0
(∑
G
(Cj , v)uv
)
.
Hence
1∑
j=0
BiCj − (Bi, u)
1∑
j=0

∑
Scd
(Cj , v)uv


=
1∑
j=0
B
(1)
i Cj + (Bi, u)
1∑
j=0
(∑
Sd
(Cj , v)uv
)
.
As {uv ; v ∈ Sd } ∩GN = ∅, we have
|MN −B(1)C|+
1∑
i=0
(Bi, u)
1∑
j=0
(∑
Sd
(Cj , v)
)
≤ |MN −BC|+
1∑
i=0
(Bi, u)
1∑
j=0

∑
Scd
(Cj , v)


and therefore if
1∑
j=0
∑
Sd
(Cj , v) ≤ 1
2
1∑
j=0
∑
G
(Cj , v) ,
then E(B(1), C,N) ≤ E(B,C,N). We may obviously repeat this deletion pro-
cess (running over all the eligible words in all the entries of B to create a
current B. The same process may be then applied to C; this may cause the
current B to admit new redundant words among its entries, and we proceed
back and forth. The process will obviously terminate, as there are only finitely
many words appearing in the matrices.
Select a word u of degree d in the i entry of the current B. Necessarily,
(9.0)
1∑
j=0
∑
Sd
(Cj , v) >
1
2
1∑
j=0
∑
G
(Cj , v) =
1
2
1∑
j=0
Cj(1).
If a distinct word uPr of degree dPr appears in Bi, we similarly have:
(9.1)
1∑
j=0
∑
SdPr
(Cj , v) >
1
2
1∑
j=0
Cj(1).
If d 6= dPr, then SdPr ∩ Sd = ∅; the two displayed inequalities yield a contra-
diction. Hence d = dPr. We deduce that each Bi is homogeneous of degree
d(i). We apply the same argument to the entries of C, and deduce that each Cr
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is homogeneous of degreeD(r). We show that d(i) = d(iPr) (the homogeneous
degree is constant over the columns of B and over the rows of C).
More than half the mass of
∑
k Ck is of degreeN−d(0) by (9.0),(9.1) applied
to B0, but more than half the mass is of degree N −d(1) by (9.0),(9.1) applied
to B1. Thus d(0) = d(1) = d, and similarly one proves D(0) = D(1) = D. We
also observe that d+D = N . 
Lemma 9.4. Let N ∈ N and 12 < δ < 1 be fixed. If B ∈ M 2,1(A+) and
C ∈ M1,2(A+), then there exist B(∞) ∈ M 2,1(A+) and C(∞) ∈ M1,2(A+)
whose supports are contained in G+ and
E(B(∞), C(∞)) ≤ δ
1− δ E(B,C) + 2(1− δ) .
Proof: For u ∈ Supp (Bi) , i = 0, 1, define Su = {v ∈ G ; uv ∈ GN} and the
i-efficiency of u
Effi(u) =
1
C(1)
∑
k
∑
v∈Su
(Ck, v)
where C(1) = C0(1)+C1(1) . Note that if Effi(u) ≤ 1/2, we can delete u from
each Bi without increasing the error—this is precisely the process described
in Lemma 9.3. We can therefore assume that Effi(u) > 1/2, for all u ∈
Supp (Bi) , i = 0, 1.
For i = 0, 1, set T iδ = {u ∈ Supp (Bi) ; Effi(u) ≤ δ} and Tδ = T 0δ ∪ T 1δ .
As
E(B,C,N) ≥
1∑
i=0
∑
u∈Supp (Bi)
(Bi, u)
∑
v/∈Su
1∑
j=0
(cj , v)
≥
1∑
i=0
∑
u∈Supp (Bi)
(1− Effi(u))C(1) ,
then E(B,C,N) ≥ (1 − δ)µ(Tδ)C(1) . where µ(Tδ) =
∑1
i=0
∑i
u∈Tδ
(Bi, u).
Hence
µ(Tδ) ≤ E(B,C,N)
(1− δ)C(1) .
Set B(1) =
(
B
(1)
0
B
(1)
1
)
where B
(1)
i = Bi −
∑
u∈T iδ
(Bi, u)u. Then, as
E(B(1), C,N) = E(B,C,N)
+
1∑
i=0
i∑
u∈Tδ
1∑
j=0
∑
v∈G
[
|(ei−jN , uv)| − |(Bi, u)(cj , v)− (ei−jN , uv)|
]
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and for u ∈ Supp (Bi),
1∑
j=0
∑
v∈G
[
|(ei−jN , uv)| − |(Bi, u)(cj , v)− (ei−jN , uv)|
]
=
1∑
j=0

∑
v∈Su
(
|(ei−jN , uv)| − |(Bi, u)(cj , v)− (ei−jN , uv)|
)
−
∑
v/∈Su
(Bi, u)(cj, v)


≤ (Bi, u) (2Effi(u)− 1)C(1) ,
we get
E(B(1), C,N) ≤ E(B,C,N) + (2δ − 1)µ(Tδ)C(1)
≤ E(B,C,N)
(
1 +
2δ − 1
1− δ
)
=
δ
1− δ E(B,C,N).
After deleting all words with efficiency not greater than δ, choose a word u0 in
what remains. In reduced form, u0 can be written as u0 = w0v0, where w0 lies
in G+ and the initial term of v0 is one of g
−1 or h−1 (and the terminal letter
of w0 is not g, h respectively).
For j = 0 or 1, more than δ of the mass in Cj is concentrated on words z
such that uz is in G+ and of degree N . All such words must therefore be of
the form v−10 (wPr)
−1w′′ where wPr and w′′ are in G+ and wPr is a terminal
segment of w0. If u1 = w1v1 is another word appearing in Cj , then similarly
more than δ of the mass of Cj must be of the form v
−1
1 (w1 Pr)
−1w′′1 with the
same conventions. Since δ exceeds 1/2, this forces equality v−10 (wPr)
−1w′′ =
v−11 (w1 Pr)
−1w′′1 for at least one choice. From the forms being reduced, we
obtain that w′′1 is a terminal segment of w
′′ or vice versa—we assume the
former. This yields v−10 (wPr)
−1[w′′1 (w
′′)−1] = v−11 (w1 Pr). Since the right
side terminates in an element of G+, the left side terminates in an element of
(G+)
−1, and no cancellation can occur where (wPr)−1 meets [w′′1 (w
′′)−1] (the
latter because (wPr)−1(w′′)−1 is part of a reduced word so is itself reduced),
we must have that [w′′1 (w
′′)−1] belongs to both G+ and (G+)
−1. Thus w′′1 = w
′′
and so v−10 (wPr)
−1 = v−11 (w1 Pr)
−1. This means that either v0 is a terminal
segment of v1 and w1 Pr is a terminal segment of w1, or vice versa. Thus for any
pair of u0 and u1, the corresponding v0 and v1 are comparable. Choose u∞ so
that the corresponding l(v∞) is minimal and u0 so that the corresponding l(v0)
is maximal. Then the only v1’s that can appear in a u1 are terminal segments
of v∞. Replacing the current B and C by B(v
−1
∞ ) and (v∞)C, we can arrange
that at least one of the u’s, u∞, lies in G+. With this new assumption, more
than δ of the mass of the j-th column of the current C must be of the form
(wPr)−1w′′, (with wPr and w′′ in G+) where wPr is a terminal segment of
the specific element u∞.
Playing ping pong with this process, we argue that the current u0 (=
w0(v0)
−1, and with l(v0) maximal) must satisfy u0(w1 Pr)
−1w′′1 ∈ G+ for all
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the possible w1’s. Thus w0v0(w1 Pr)
−1w′′1 belongs to G+; since the initial let-
ter of v0 is one of g
−1 or h−1 (and no cancellation occurs between w0v0 and
(w1 Pr)w
′′
1 ), we conclude that [v0(w1 Pr)
−1]−1 is an initial segment of w′′1 .
Thus v0 = w
−1
00 w1 Pr and w00 is an initial segment of w
′′
1 . Any other v1
arising from another choice of u1 must be terminal segment of v0 and v0 cannot
belong to G+ (if v0 belonged to G+, then v0 is the identity, that is we may
assume all words in the i-th row of B lie in G+, which is the next step). Hence,
if we replace B and C by forming B(w−11 w00) and (w
−1
00 w1)C, we are in the
situation that all the words appearing in the Bi lie in G+. (Note that w1 Pr
arose from just one word in the column of C; v0 = w00w1 Pr for every possible
choice for w1 Pr.) Now all the words in the i-th row of the current B lie in
G+. Select one, u0, lying in Bi; at least δ of the mass of Cj must therefore
be of the form (w0 Pr)
−1w′′0 with w1 Pr a terminal segment of u0. If w3 is the
longest w0 Pr occurring, then u0w
−1
3 ∈ G+ (as w3 is a terminal segment of u0)
and w3(w0 Pr)
−1w′′0 belongs to G+. The upshot is that we may assume that
at least δ of the mass of Cj is concentrated on words in G+ and at least one
word u in G+ appears in Bi for which∑
k
∑
(Ck, v) > δ
where the inner sum is over a subset T of {v ∈ G+ ; uv ∈ GN}. At worst,
all the other words appearing in a Bi′ , i
′ 6= i are of the form w(wPr)−1, with
w and wPr in G+. Again the only wPr’s that can occur are initial segments
of the longest one, and the longest one, w4, must be an initial segment of a
subset of supp
∑
k Ck having mass exceeding δ of the total mass of the column.
Thus right multiplying the i′-th row of B by w4 and left multiplying Cj by its
inverse, we reduce to the following situation:
All words appearing in Bi are in G+, and the mass of words in G+ in
∑
k Ck
is at least δ of the total mass of the column.
Now remove all words in C not in G+. If we do this, we increase the error
by at worst 2(1− δ). Hence we obtain B(∞), C(∞) with all words in G+ such
that
E(B(∞), C(∞), N) ≤ δ
1− δ E(B,C,N) + 2(1− δ).

Theorem 9.5. The G-dimension space (H, γ), defined above, is not AT.
Proof: Let 12 < δ < 1 be fixed . If (H, γ) is AT, then there exist B ∈ M 2,1(A+)
and C ∈ M1,2(A+), such that:
E(B,C,N) < 2(1− δ) for some N ≥ 1 .
By successively applying Lemma 9.4 and 9.3, there exist B′ ∈ M 2,1(A+)
and C′ ∈ M1,2(A+), such that
a) all words in B′ are in G+ and are homogeneous of the same degree, and
similarly for the words of C′; moreover, the sum of the homogeneous
degrees is N .
Mu¨nster Journal of Mathematics Vol. 1 (2008), 15–72
Matrix-valued random walks and variations on property AT 71
b)
E(B′, C′, N) ≤ δ
1− δ E(B,C,N) + 2(1− δ) < 2 .
The result of Lemma 9.2 can be iterated until the current B obtained from B′
consist of constants, without increasing the error (the N drops accordingly).
Applying the ”transpose” result, we can similarly reduce the C′ to a row of
terms homogeneous of degree 1. At this point, B′C′ is an approximant to M ,
and the error E(B′, C′, N) < 2. By Remark 9.1, (H, γ) cannot be not AT. 
Remark 9.6. This argument actually shows that (H, v) is not even WAT.
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