Let d (t) be a given nonnegative measure on the real line R, with compact or inÿnite support, for which all moments k = R t k d (t); k = 0; 1; : : : ; exist and are ÿnite, and 0 ¿ 0. Quadrature formulas of Chakalov-Popoviciu type with multiple nodes
; = (n; s) (i = 0; 1; : : : ; 2s; = 1; : : : ; n), which is exact for all algebraic polynomials of degree at most 2(s + 1)n − 1, was considered ÿrstly by P. TurÃ an (see [25] ), in the case when d (t) = dt on [−1; 1]. The case with a weight function d (t) = w(t) dt on [a; b] has been investigated by Italian mathematicians Ossicini, Ghizzetti, Guerra, Rosati, and also by Chakalov, Stroud, Stancu, Ionescu, Pavel, etc. (see [17] for references).
The nodes in (1.1) must be zeros of a (monic) polynomial n (t) which minimizes the following integral ≡ (a 0 ; a 1 ; : : : ; a n−1 ) = R n (t) 2s+2 d (t);
where n (t) = t n + a n−1 t n−1 + · · · + a 1 t + a 0 . In order to minimize we must have R n (t) 2s+1 t k d (t) = 0; k = 0; 1; : : : ; n − 1: (1.2)
Such polynomials n (t), which satisfy this new type of orthogonality called "power orthogonality" are known as s-orthogonal (or s-self associated) polynomials with respect to the measure d (t). For s = 0 we have the standard case of orthogonal polynomials. An iterative (unstable) process for computing the coe cients of s-orthogonal polynomials in a special case, when the interval [a; b] is symmetric with respect to the origin and the weight function w is an even function, was proposed by Vincenti [26] .
MilovanoviÃ c [15] (see also [7, 16, 17] ) gave a stable procedure for numerical construction of s-orthogonal polynomials with respect to d (t) on R, taking advantage of the following interpretation of the "orthogonality conditions" (1.2): R n (t)t k n (t) 2s d (t) = 0; k = 0; 1; : : : ; n − 1;
i.e., where { s; n k } k∈N0 is a sequence of monic orthogonal polynomials with respect to the new nonnegative measure d (t) = d s; n (t) = ( n (t)) 2s d (t):
Thus, we can conclude that such a sequence of polynomials { s; n k } k∈N0 exists. Since the measure d (t) involves the unknown n (t), these polynomials are implicitly deÿned (see Engels [4, pp. 214 -226] ). Of course, we are interested only in n (·) = s; n n (·). The polynomials s; n k (·) = k (·); k = 0; 1; : : : ; satisfy a three-term recurrence relation k+1 (t) = (t − k ) k (t) − ÿ k k−1 (t); k = 0; 1; : : : ; −1 (t) = 0; 0 (t) = 1 with coe cients k ; ÿ k given by the well-known formulas k = (t k ; k ) ( k ; k ) (k ∈ N 0 ); ÿ k = ( k ; k ) ( k−1 ; k−1 ) (k ∈ N); (1. 3) where (f; g) = R f(t)g(t) d (t). By convention, ÿ 0 = R d (t). Using (1.3) we can form a system of nonlinear equations in unknown recurrence coe cients, and then apply Newton-KantoroviÄ c method to solve it (see [15, 7] ). The convergence is quadratic.
In this paper, we consider the -orthogonal polynomials as a generalization of the s-orthogonal polynomials. The paper is organized as follows. In Section 2, we give an interpretation ofpolynomials and their connection with quadratures with multiple nodes. In Section 3, a proof of the existence and the uniqueness of Chakalov-Popoviciu quadrature formulas is given. In Section 4, an in uence function is introduced, its relevant properties are investigated, and in certain classes of functions the error estimate is given. Section 5 is devoted to a simple and numerically stable iterative method with quadratic convergence for constructing s-and -orthogonal polynomials and their zeros. Finally, in order to illustrate the e ciency of our method we give a few numerical examples in Section 5.
-orthogonal polynomials
Take now a sequence of nonnegative integers = (s 1 ; s 2 ; : : :). For any n ∈ N we denote the corresponding ÿnite sequence (s 1 ; s 2 ; : : : ; s n ) by n and consider a generalization of Gauss-TurÃ an quadrature formula (1.1) to rules having nodes with arbitrary multiplicities
where A i; = A (n; ) i; ; = (n; ) (i = 0; 1; : : : ; 2s ; = 1; : : : ; n). Such formulas were derived independently by Chakalov [2, 3] and Popoviciu [22] . A deep theoretical progress in this subject was made by Stancu (see [24] and references in it).
In this case, it is important to assume that the nodes (= (n; ) ) are ordered, say
with odd multiplicities 2s 1 + 1; 2s 2 + 1; : : : ; 2s n + 1, respectively, in order to have uniqueness of Chakalov-Popoviciu quadrature formula (2.1) (cf. Karlin and Pinkus [13] ). Then this quadrature formula has the maximum degree of exactness d max = 2 n =1 s + 2n − 1 if and only if
3)
The last orthogonality conditions correspond to (1.2). The existence of such quadrature rules was proved by Chakalov [2] , Popoviciu [22] , Morelli and Verna [20] , and existence and uniqueness subject to (2.2) by Ghizzetti and Ossicini [9] . The conditions (2.3) deÿne a sequence of polynomials { n; } n∈N0 , n; (t) = n =1 (t − (n; ) );
(t − (n; ) ) 2s +1 d (t) = 0; k = 0; 1; : : : ; n − 1:
These polynomials are called -orthogonal polynomials and they correspond to the sequence = (s 1 ; s 2 ; : : :). We will often write simple or (n) instead of (n; ) . If we have = (s; s; : : :), the above polynomials reduce to the s-orthogonal polynomials.
The approach given in the previous section can be extended to the -orthogonal polynomials (see [12] ), providing an algorithm for constructing such polynomials. For a given sequence n = (s 1 ; s 2 ; : : : ; s n ), the "orthogonality conditions" (2.3) are interpreted as n; is the desired -orthogonal polynomial n; . Unfortunately, the Newton-KantoroviÄ c method for solving the corresponding system of nonlinear equations cannot be applied in this case as in [15] . Therefore in [12] , it was replaced by a version of the secant method. The speed of convergence was superlinear. In Section 5, we give an alternative approach with quadratic convergence. Remark 2.1. A stable numerical procedure for calculating the coe cients A i; in (1.1) was recently given by Gautschi and MilovanoviÃ c [7] . Some alternative methods were proposed by Stroud and Stancu [24] , Golub and Kautsky [10] , and MilovanoviÃ c and SpaleviÃ c [18] (see also [23] ). A generalization of methods from [7, 18] to the general case when s ∈ N 0 ; = 1; : : : ; n, was derived recently by MilovanoviÃ c and SpaleviÃ c [19] .
3. A proof of the existence and the uniqueness of (2:1) Let [a; b] be the support of the nonnegative measure d (t) = w(t) dt, where w(t) is the weight function. Consider the Chakalov-Popoviciu quadrature formula (2.1) for this case:
∈ (a; b), with R(f; w(t) dt) = 0 for all f ∈ P 2( n =1 s +n)−1 . With P k we denoted the set of all polynomials of degree at most k; k ∈ N 0 . By using some results, which have been given by Ghizzetti and Ossicini [8] , we will give an alternative proof of the existence and the uniqueness of the formula (3.1). The ÿrst proof of such kind was done in [9] .
Deÿne the generalized Gauss problem (see [8, pp. 41-43] ). For all notions and notations we refer to [8] .
Let us consider the elementary quadrature formula
where E is the linear di erential operator of order N (see [8] ). The question is whether, having ÿxed nonnegative integers p (p 6 N − 1); = 1; : : : ; n; with (∃ = 1; : : : ; n)p ¿ 1, it is possible to make use of the arbitrary nature of these parameters to drop from the formula the values f (i) ( ) of the derivatives of order higher than N − p − 1; = 1; : : : ; n, that is whether there can exist a formula of the type Theorem 3.1. Given the nodes 1 ; : : : ; n ; which satisÿes
the linear di erential operator E of order N and nonnegative integers p (p 6 N − 1); = 1; : : : ; n; with (∃ = 1; : : : ; n)p ¿ 1; consider the homogeneous boundary di erential problem and this shows that the nodes must coincide with the zeros of the polynomial n; (t) of the -orthogonal system relative to the measure w(t) dt. With such a choice of the nodes the formula (3.1) is unique since, by the notation of Theorem 3.1, we have that nN −
The bounding formulas of the remainder in Chakalov-Popoviciu quadratures
Concerning the assumptions on w(t); f(t) for the validity of (3.1) we have the following theorem:
Theorem 4.1. Formula (3:1) is valid under the following hypotheses:
The proof is the same as one of Theorem 4:13:I in [8, pp. 132-133] and will be omitted.
Assuming already computed the nodes and the coe cients A i; for the remainder in (3.1) we have (see [8] ):
where the in uence-function (t) is expressed by
and the functions ' (t), integrals of the di erential equation ' (N ) (t) = w(t) (since N is even), are given by the formulae
i A i; j v i (t; j ); = 0; 1 : : : ; n;
where we put v k (t; ) = (t − )
Without loss of generality, let us consider the case:
From (4.2) and (4.3) it follows, di erentiating k times (with 0 6 k 6 N − 1):
(k) (t) = ' (k) (t) for t ∈ ( ; +1 ); = 0; 1; : : : ; n; (4.5)
where
for 0 6 k 6 N − 2s − 2, and for ' = ; − 1; : : : ; 1,
Now, we can conclude that From (4.7) we conclude (−1) k (k) (t) ¿ 0 for t ∈ ( n ; b); k = 0; 1; : : : ; N − 1: (4.10) Therefore, (t) ¿ 0 on (a; 1 ) and ( n ; b). The same conclusions can be derived for an arbitrary case = (s 1 ; s 2 ; : : : ; s n ); s ∈ N 0 ( = 1; : : : ; n). So, we have just proved that the in uence function (t) deÿned by (4.2) (together with (4.3) and (4.4)) belongs to the class
. Let the weight function w(t) be not identically zero in any interval contained in [a; b]. Using only Rolle theorem, we will give a direct proof of the positivity of the in uence function on (a; b). Otherwise, if we identify the function (t) as a monospline, then the property (t) ¿ 0 on (a; b) is just a corollary from the Micchelli estimate [14] ]. But this is absurd since from (4.5), (4:6( + 1)) there follows that, for t ∈ ( ; +1 ), we have
and this function is increasing (for the hypothesis on w(t)).
(a) Firstly, consider the case
, where k = 1; : : : ; n. Since Proceed in an analogous way, we prove that the function (N −2s k −2) (t) has at most (2s 1 + 2) + (2s 2 + 2) + · · · + (2s k−1 + 2) zeros in (a; k ]. In a similar manner, we prove that (N −2s k −2) (t) has at most (2s k+1 + 2) + (2s k+2 + 2) + · · · + (2s n + 2) zeros in [ k ; b). Therefore, (N −2s k −2) (t) has at most
We then show that the in uence-function does not vanish in (a; b) and therefore is positive, because it is such in (a; 1 ); ( n ; b). In fact, if (t) should vanish at one point in (a; b), using (4.8) and applying Rolle theorem, we ÿnd that (t) would vanish at least two times, etc., (N −2s k −2) (t) would vanish at least N − 2s k − 1 times, in contraposition with the deduction (4.12), because N − 2s k − 1 6 N − 2s k − 2 gives 1 6 0.
Notice that in which satisfy (4.11) are included and ones which satisfy s 1 6 s 2 6 · · · 6 s n , or s 1 ¿ s 2 ¿ · · · ¿ s n , include the case = (s; s; : : : ; s) (of s-orthogonal polynomials and Gauss-TurÃ an quadrature formulas), which was considered in [8, pp. 131-139 ] (see also [21] ).
For n = 1; 2, (4.11) represents the general case. In (b) we will consider and the general case for n ¿ 3.
(b) We will give a proof for a su cient general case. Then, proceed in analogous way, a proof for any other case can be performed. The consideration will be given in detail.
Let n = 10 and s 5 ¿ s 9 ¿ s 7 ¿ s 1 ¿ s 10 ¿ s 4 ¿ s 3 ¿ s 8 ¿ s 6 ¿ s 2 , i.e.,
The zero (2 6 6 n−1) of the -orthogonal polynomial n; (t), we will call the point of partition of (N −2s9−1) (t) has at least 9 − 1 zeros in ( 5 ; 9 ), etc., (N −2s7−2) (t) has at least Now, consider [ 9 ; b). For ∈ {9; 10} (the indices of zeros belong to [ 9 ; b)), order in a decreasing sequence the values N − 2s − 2 so that the last is one which corresponds to the point of partition 9 , and then consider the functions (N −2s −2) (t), respectively. So, in our case we consider (N −2s10−2) (t);
(N −2s9−2) (t), respectively. The function (N −2s10−2) (t) is continuous in [ 9 ; b) = [ 9 ; 10 ]∪[ 10 ; b) and has at most 2s 10 +2 zeros in it. Let (N −2s9−2) (t) have ÿ 9 zeros in [ 9 ; b). Then, applying Rolle theorem (with the conditions (4.8) for the point t = b), we conclude that (N −2s9−1) (t) has at least ÿ 9 − 1 zeros in ( 9 ; b), etc., (N −2s10−2) (t) has at least ÿ 9 zeros in ( 9 ; b). Therefore, we have ÿ 9 6 2s 10 + 2. Thus, (N −2s9−2) (t) has at most (2s 6 + 2) + (2s 7 + 2) + (2s 8 + 2) + (2s 9 + 2) + (2s 10 Depending on q ∈ {3; 4; 5}, we put p = q when q = 3; 4 and p = 1 when q = 5, and suppose that (N −2sp−2) (t) has q zeros in [ 1 ; q ]. Then, applying Rolle theorem, we conclude that (N −2sp−1) (t) has at least q − 1 zeros in ( 1 ; q ), etc., (N −2sq−1−2) (t) has at least q − (2s p − 2s q−1 ) zeros in ( 1 ; q ). Therefore, we have q − (2s p − 2s q−1 ) 6 q−1 =2 (2s + 2) + (2s q−1 + 2), i.e., a; b) . Now, we can estimate the remainder in the formulas of the type (3.1), by using (4.1).
where V N −1 denotes the total variation of the function f (N −1) (t) which is absolutely continuous on the interval [a; b]. Because (t) vanish in exact one point of the interval (a; b), then there exists 0 ∈ (a; b) such that max a6t6b (t) = ( 0 ).
we have
we may apply the mean value theorem and write
A numerical method for computing of the zeros of s-and -orthogonal polynomials
An idea for ÿnding s-orthogonal polynomials, i.e., their zeros , solving the system of nonlinear equations (1.2) in unknowns 1 ; 2 ; : : : ; n , can be found in [4, pp. 214 -226 ] (see also [5] ). In this section, we use this idea in order to construct the corresponding s-and -orthogonal polynomials.
Numerical procedure
For a given sequence = n = (s 1 ; s 2 ; : : : ; s n ) we rewrite the orthogonality conditions (2.3) as the following system of nonlinear equations:
2s +1 t j−1 d (t) = 0; j= 1; : : : ; n (5.1) and put
: : :
n ] ; k = 0; 1; : : : and
If W = W (t) is the corresponding Jacobian of F(t), we can apply the Newton-KantoroviÄ c method
; k = 0; 1; 2; : : :
for determining the zeros of the -orthogonal polynomial n; . If a su ciently good approximation t (0) is chosen, the convergence of the method (5.2) is quadratic. Notice that the Newton-KantoroviÄ c method was used in [15] (see also [7] ), but for the system in 2n unknowns. The elements of the Jacobian
we calculate by the formulas
where j; k = 1; : : : ; n.
All of the integrals in (5.1) and (5.3) can be calculated exactly, except for rounding errors, by using a Gauss-Christo el quadrature formula with respect to the measure d (t) (see [11] ),
taking M = n + n =1 s nodes. This formula is exact for all polynomials g of degree at most
A choice of initial values
Let k ; ÿ k (k = 0; 1; : : :) be coe cients in the three-term recurrence relation for a system { k } +∞ k=0
of (monic) orthogonal polynomials k (·) = k (·; d ) relative to the measure d (t) on the real line R, and let 1 ; : : : ; n be zeros of n (t), i.e., the eigenvalues of the symmetric (tridiagonal) Jacobi matrix
In determining the initial value t (0) for the method (5.2), we need to take into account the condition (2.2) which holds for all -orthogonal polynomials n; ; n = 1; 2; : : : ; s = 0; 1; 2; : : : ( = 1; 2; : : : ; n): Starting by the zeros of the ( -) orthogonal polynomial for = (0; 0; : : : ; 0), i.e., from t (0) = [ 1 2 : : : n ] , by using (5.2) we obtain the zeros of -orthogonal polynomial for = (1; 0; : : : ; 0). For small n (e.g., n 6 5), such a choice of the initial values could be reasonable, but for bigger n we need a better way for getting a su ciently good approximation t (0) . Then, the convergence of the method (5.2) is quadratic. One of the simplest way to do it consists in introducing a "weight factor" w f (¿ 0), such that t (0) = w f [ 1 2 : : : n ] . Many numerical experiments show that w f must be near 1. However, there is a much better way for modifying this starting vector.
According to (5.1) for the case = (1; 0; : : : ; 0), we can deÿne a new measure dˆ (t) by dˆ (t) = (t − 1 ) 2 d (t) and construct a sequence of (monic) polynomialsˆ k (·) = k (·; dˆ ) orthogonal with respect to this measure, such that
2ˆ n (t)t j−1 d (t) = 0; j= 1; : : : ; n:
Then, the zerosˆ 1 ; : : : ;ˆ n ofˆ n (t), i.e., the eigenvalues of the corresponding Jacobi matrix J n (dˆ ), become very appropriate initial values. Thus, we take t (0) = [ˆ 1ˆ 2 : : :ˆ n ] . An elegant algorithm for getting J n (dˆ ) consists in applying one QR step with the shift 1 . Namely, if
Here, Q is an orthogonal matrix and R is upper triangular with nonnegative diagonal elements. Thus, discarding the last row and last column in the previous matrix of order n + 1, we obtain J n (dˆ ). This algorithm is quite stable (cf. Gautschi [6] ).
Construction of s-orthogonal polynomials
Starting by the zeros of the ( -) orthogonal polynomial for = (0; 0; : : : ; 0) and using the previous procedure we determine the starting vector t (0) = [ˆ 1ˆ 2 : : :ˆ n ] . Now, applying the method (5.2) we obtain the zeros of -orthogonal polynomial for = (1; 0; : : : ; 0).
In each of following steps, we raise only one s to s +1 via the following path: until we get the desired s-orthogonal polynomial with = n = (s; s; s; : : : ; s; s). In each step, except in the ÿrst one (when we use the described procedure), the initial value for each of the zeros we determine by Lagrange extrapolating polynomial by using the values, obtained in the previous steps, for the corresponding zero.
Construction of -orthogonal polynomials
Let = n = (s 1 ; s 2 ; : : : ; s n ). If we put s = max{s | = 1; : : : ; n}; then in the ÿrst step we start by the zeros of the -orthogonal polynomial = ( s; s; : : : ; s) (i.e., the s-orthogonal polynomial with s = s, which is constructed in above given way). By using (5.2) we obtain the zeros of the next -orthogonal polynomial. Notice that the algebraic degree of precision of the corresponding Gauss-TurÃ an quadrature formula, for example for n = 9 and s = 20 is 377.
Vincenti [26] also applied his process to the Legendre case and gave numerical results in the following cases: n = 2; 3; 1 6 s 6 10; n = 4; 5; 1 6 s 6 5; n = 6; 7; 1 6 s 6 3; n = 8; 9; 1 6 s 6 2; n = 10; 11; s = 1. When n and s increase, his process becomes numerically unstable. The method presented in Section 5 for the construction of s-orthogonal polynomials (see the path (5.4)) can be used and for the construction of -orthogonal polynomials for which belong to (5.4). Table 6 The number of iterations in (5.2), which correspond to the elements of path (5.4), equal:
7; 6; 6; 6; 6; 6; 6; 6; 4; 6; 6; 6; 6; 7; 7; 10; 5; 7; 6; 6; 6; 6; 6; 7; 4; 6; 6; 7; 7;
respectively.
Example 6.3. Table 6 .4 shows the zeros of -orthogonal polynomials C respectively. Notice that the corresponding quadrature formula (2.1) for the last -sequence has the maximum degree of exactness d max = 173.
Example 6.4. As we mentioned before, -orthogonal polynomials are unique under (2.2) with the corresponding multiplicities m = 2s +1; = 1; : : : ; n. Otherwise, the number of distinct -polynomials is n! k 1 !k 2 ! : : : k q ! for some q (1 6 q 6 n), where k i is the number of nodes of multiplicity m j = i, each node counted exactly once, and q i=1 k i = n. For example, in the case n = 3, with multiplicities 2; 2; 11, we have three di erent Hermite -polynomials (w(t) = e −t 2 on R), which correspond to = (2; 2; 5); (2; 5; 2), and (5; 2; 2) (see Table  6 .5).
Notice that in the symmetric case (2; 5; 2) the zeros are symmetrically distributed with respect to the origin. Also, we can see that the -orthogonal polynomial in the third case ( = (5; 2; 2)) can be obtained from the ÿrst one by changing variable t:= − t.
Example 6.5. By using the numerical methods from Section 5, for calculating the nodes, and [19] , for calculating the coe cients, in the Chakalov-Popoviciu quadrature formula (2.1), i.e., (3.1), we can tabulate the corresponding in uence function. Consider the Legendre case with w(t) = 1 on [ − 1; 1]. Let = (1; 0; 1). Therefore, we have a symmetric task. The results will show that the nodes of the corresponding quadrature are symmetrically distributed with respect to the origin, namely, 1 = − 3 = − 0:75531134455904; 2 = 0; the in uence function is even (see Table 6 .6), and Therefore, these results can be use in estimations given at the end of Section 4.
