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Abstract
A 23 Boolean circuit has 3 levels of gates. The input level is comprised of OR gates each
taking as inputs 2, not necessarily distinct, literals. Each of these ORs feeds one or more AND
gates at the second level. Their outputs form the inputs to a single OR gate at the output
level. Using the projection technique of Paturi, Saks, and Zane, it is shown that the smallest 23
Boolean circuit testing primality for any number given by n binary digits has size 2n−g(n) where
g(n)= o(n). Disjunctive normal form (DNF) formulas can be considered to be a special case of
23 circuits, and a bound of this sort applies to them too.
The argument uses the following number theoretic fact which is established via a modi9ed
version of Gallagher’s “Larger” Sieve:
Let a1 ¡a2 ¡ · · ·¡aZ be distinct integers in {1; : : : ; N}.
If a0 + 
1a1 + 
2a2 + · · · + 
ZaZ is prime for all choices of 
1; 
2; : : : ; 
Z ∈ {0; 1}, then
Z6 (9=2 + o(1)) logN=log logN .
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Interest in the problem of determining the exact complexity of primality testing has
persisted from the establishment of computational complexity theory to the present
day. For example, an early conjecture of Hartmanis and Shank [11] asserts that pri-
mality testing requires linear space, while only recently Agrawal, Kayal and Saxena [1]
have announced a proof that the problem can be solved in polynomial time. From the
existence of their polynomial time algorithm (and also from earlier probablistic algo-
rithms) it follows that there are polynomial size circuits which test primality. However
this leaves the question of bounding the minimal depth of such circuits, an issue of
some relevance to the conjecture of Hartmanis and Shank. In this direction, Allender,
Saks and Shparlinski [3] have given size lower bounds on small depth circuits for
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primality testing. When the depth is required to be a constant independent of the input
length, their method gives a lower bound of 2n

, where ¡1 is a positive constant
that depends on the depth. Below a diKerent method will be used to show that for dis-
junctive normal form (DNF) formulas (which have depth 2), the lower bound on size
can be improved to 2n−g(n) for some function g(n)= o(n). Here the n in the exponent
is asymtotically optimal, as can be seen by considering the trivial DNF formula for
primality.
More generally, a 2n−o(n) lower bound of this sort applies to 23 circuits, which have
depth 3 and can be considered to include DNF formulas. A 23 circuit Cn consists of
input nodes X1; : : : ; Xn and their complements X1; : : : ; Xn feeding 3 levels of Boolean
gates. The 9rst level is comprised of ∨ gates of fan-in 2. That is, each gate is fed two,
not necessarily distinct and possibly complemented, inputs. The second level consists
of ∧ gates of arbitrary fan-in. Each of these gates is fed as inputs some subset of the
outputs of the ∨ gates at level 1. In turn, the outputs of the ∧ gates at level 2 form
the inputs to a single ∨ gate at the third level. Its output is the output of the circuit.
For any assignment of a string of n bits 0; 1 to the variables X1; : : : ; Xn the circuit
computes a bit, either 0 or 1 at its output. If it is 1, we say that the circuit accepts
(or is satis+ed by) the input string.
Theorem 1. Suppose Cn is a 23 circuit which tests whether X1X2 : : : Xn are the binary
digits of a prime number. Then the number of ∧ gates which are used as inputs to
the output ∨ gate must be at least 2n−(9=2+o(1))n log log n= log n.
Notice that the lower bound obtained is on the number of inputs to this output gate.
This number is the same if the circuit (in which a gate or literal, Xi or Xi, may be
an input to many gates) is expanded to an equivalent Boolean formula in which each
gate becomes a connective (that is, a gate with fan-out 1) and each literal may occur
in many diKerent places.
The proof uses a general method due to Paturi, Saks and Zane [19] for obtaining
lower bounds the size of 23 circuits, based on projections.
A projection of dimension Z in {0; 1}n is a string
H ∈ {0; 1; X1; : : : ; XZ ; X 1; : : : ; X Z}n
in which each of X1; : : : ; XZ occurs at least once, possibly with a “bar” over it. (X1; : : : ;
XZ are thought of as Boolean variables, and X1; : : : ; X Z as their complements.) The
projection H is identi9ed with the 2Z element subset of {0; 1}n obtained by substituting
0; 1 for X1; : : : ; XZ in all possible ways. From the point of view of this subset, we may
(and henceforth will) assume that for each i, the leftmost appearance of Xi in the
string H is not complemented. (That is, Xi appears to the left of any occurrence of
Xi.) Following the nomenclature of Ajtai [2], H is called a cylinder if each Xi appears
exactly once (with no occurrences of Xi’s).
Let Cn be a 23 circuit, which, given as input a string of n binary bits, outputs 1
on exactly the subset P⊆{0; 1}n. The lower bound of Paturi, Saks, and Zane on the
size of Cn is expressed in terms of the density of P and the maximum dimension of
any projection H ⊆P. Considering strings in {0; 1}n as n digit binary representations
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of numbers, this technique is applied here to the case where P is the set of all primes
of n binary digits. The numbers which correspond to the elements of a projection form
a special case of a more general type of combinatorial structure called a subset sum
cube.
Let A be a set of distinct positive integers a1¡a2¡ · · ·¡aZ . The subset sums of
A are the integers 
1a1 + 
2a2 + · · · + 
ZaZ , where all 
i ∈{0; 1}. The set of all such
subset sums will be denoted by A+ so
A+ = {
1a1 + 
2a2 + · · ·+ 
ZaZ : 
i ∈ {0; 1}}:
A cube
a0 + A+ = {a0 + 
1a1 + 
2a2 + · · ·+ 
ZaZ : 
i ∈ {0; 1}}
is obtained by translating the set A+ by a 9xed positive integer a0.
To see the connection between projections and cubes, consider any projection H ∈
{0; 1; X1; : : : ; XZ ; X1; : : : ; X Z}n of dimension Z . Let a0 be the number whose binary
representation is obtained from H by replacing all Xi’s by 0 and all Xi’s by 1, while
retaining any existing 0’s and 1’s.
For each i=1; : : : ; Z , let a+i be the number obtained from H by replacing all 1’s,
all Xj’s with j = i and all Xk ’s (including Xi) by 0, and all occurrences of Xi by
1. That is, a+i has the digit 1 in the positions in which Xi appears unnegated in H ,
and 0’s everywhere else. Similarly let a−i be the number that has 1’s in the positions
(if any) in which Xi appears in H , and 0’s everywhere else.
Put ai = a+i − a−i (which is positive by our assumption that Xi occurs in H to the
left of any occurrence of Xi) and let A= {a1; : : : ; aZ}. It is easily checked that the 2Z
numbers whose digits are represented by the projection H of dimension Z are exactly
the elements of the cube a0 + A+, and this cube also has dimension Z .
What is needed is an upper bound on the dimension Z of any cube comprised exclu-
sively of prime numbers. HegyvMari and SMarkNozy [13] have used Gallagher’s “Larger”
Sieve [7] to obtain a bound of Z6(16 + o(1)) logN when a0 + A+⊆{1; : : : ; N}.
However this bound is really only of interest when the subset sums are not all dis-
tinct. If they are all distinct (as is the case for projections and cylinders) the trivial
inequality 2Z6N gives a stronger bound. Consequently no circuit size lower bounds
seem to Oow from their result. However by using a modi9ed version of Gallagher’s
sieve, a stronger lower bound will be proved below.
Theorem 2. Let a1¡a2¡ · · ·¡aZ be distinct integers in {1; : : : ; N}.
If a0 + 
1a1 + 
2a2 + · · ·+ 
ZaZ is prime for all 
i ∈{0; 1}, then
Z 6 (9=2 + o(1)) log N= log log N:
Taking N =2n, this will supply the required bound on the dimension of any
projection H ⊆P when P is the set of n digit primes.
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1. Overview of the proof
The lower bound on 23 circuit size will be deduced from the upper bound on cube
dimension in Section 6. Until then we will concentrate on establishing this dimension
bound (Theorem 2) in the form of the following theorem about subset sums:
Theorem 3. There is some function g(N )= o(1) such that if
Z ¿ (9=2 + g(N )) log N= log log N
and a1¡a2¡ · · ·¡aZ are distinct integers in {1; : : : ; N}, then some prime p in the
interval Z¡p¡Z2 has the property that every residue class modulo p is represented
as

1a1 + 
2a2 + · · ·+ 
ZaZ (modp)
for some choice of 
1; : : : ; 
Z ∈{0; 1}.
Proof of Theorem 2 from Theorem 3. Without loss of generality it may be assumed in
Theorem 2 that N = aZ , Z¡
√
N , and (by setting 
Z =1 if necessary) that a0¿N .
Now by Theorem 3, if Z¿(9=2 + g(N )) log N= log log N then there is some prime
p¡Z2¡N¡a0 for which

1a1 + 
2a2 + · · ·+ 
ZaZ ≡ −a0 (modp)
has a solution with all 
i ∈{0; 1}. So a0+ 
1a1+ 
2a2+ · · ·+ 
ZaZ is divisible by p¡a0
and is therefore composite.
The journey to a proof of Theorem 3 begins in Section 2 with some simple conse-
quences of classical results about subset sums of elements which are distinct modulo
a prime p. Subsequently these will be used to study
A+(modp) = {a (modp): a ∈ A+}
when A is a set of integers, which of course need not necessarily be distinct modulo p.
In particular, we will be interested in the distribution of A among the residue classes
(modp) in the case when A+(modp) is not the whole set Zp of all the residue classes
modulo p.
A form of Gallagher’s “Larger” Sieve is considered in Section 3. In common with
the more famous Large Sieve, this can be viewed as a statement to the eKect that if
A is a set of numbers not exceeding N and the cardinality of A is not too small as a
function of N , then for a suitably chosen set S of prime numbers, the elements of A
must be reasonably evenly distributed among the residue classes modulo p for most
p∈ S. In particular, if Z(p; b)= |{a∈A : a≡ b (modp)}|, the number of elements of
A in the residue class b (modp), and b is considered to be a random variable taking
values in {0; : : : ; p−1} with equal probability, then the variance of Z(p; b) should not
be too large.
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If A+(modp) =Zp then we expect this distribution to be uneven and therefore
have large variance. As this cannot be the case for all primes in S, we will be able
to conclude in our particular application that there will be some p∈ S for which
A+(modp)=Zp, proving Theorem 3.
Of course the hard part is showing that the variance really is large. In Section 3,
again for general sets A, a lower bound on the variance in question is given in terms
of the numbers bt(p), where bt(p) is the number of residue classes (modp) which
have at least t representatives in A. (The standard formulation of Gallagher’s Sieve
uses a lower bound in terms of b1(p) alone.)
For technical reasons this is not quite what is needed, but in Section 4, return-
ing to the case where A+(modp) =Zp, an extension of the ideas is used to give a
lower bound on the variance of Z(p; b) from which Theorem 3 can then be derived
in Section 5.
A remark on notation is in order. A referee has drawn attention to our use of
expressions such as 2n−o(n) asserting quite correctly that −o(n)= o(n). However it
seems churlish and confusing to write that we have a lower bound of 2n+o(n) when
all that is proved is a lower bound of 2n−g(n) for some eventually positive function
g(n)= o(n), and even more so in cases where there is a trivial 2n upper bound. So
the reader should take the indicated sign as merely a “hint” as to the likely sign,
while remembering that functions which are o(n), o(1), O(n), etc. may be positive or
negative.
2. Subset sums modulo p
A major ingredient in the proof goes back to ErdNos and Heilbronn [6], who consid-
ered the set
B+ = {
1b1 + 
2b2 + · · ·+ 
|B|b|B| (modp): 
i ∈ {0; 1}}
of all subset sums of a set B of distinct elements b1; b2; : : : ; b|B| of Zp.
Lemma 4 (ErdNos, Heilbronn). There is some absolute constant c¿0 with the
following property:
If p is prime and B⊆Zp\{0}, but |B+|¡p (i.e., B+ =Zp), then
|B+\{0}|¿ c |B|2:
Consequently, |B|¡√p=c.
Olson [18] proved the conjecture of ErdNos and Heilbronn that for B as in the
lemma, |B|¡2√p. Moreover it follows from inequality (4) of his paper (together
with consideration of a few easy special cases) that c= 14 is allowed in Lemma 4.
This bound, which is asymptotically best possible, is enough to give Theorem 3 as
stated. Any c¿0 in Lemma 4 will lead to Z =O(log N= log log N ) in Theorem 2.
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We will also use the celebrated Cauchy–Davenport Theorem on the cardinality of
B1 + B2 = {b1 + b2 (modp): b1 ∈ B1; b2 ∈ B2}
when B1; B2 are sets (not necessarily disjoint) of residue classes modulo p.
Lemma 5 (Cauchy, Davenport). For any prime p, if B1⊆Zp and 0∈B2⊆Zp, but
B1 + B2 =Zp, then
|B1 + B2|¿ |B1|+ |B2\{0}|:
By induction, if 0∈B1⊆Zp; : : : ; 0∈BT ⊆Zp but B1 + · · ·+ BT =Zp, then
|(B1 + · · ·+ BT )\{0}|¿ |B1\{0}|+ · · ·+ |BT\{0}|:
For a proof see for example [9]. Typically, proofs of Lemma 4 also rely on
Lemma 5 or its extensions. Combining these two ideas gives the following gener-
alization of Lemma 4:
Theorem 6. Suppose p is prime and B1⊆Zp\{0}; : : : ; BT ⊆Zp\{0}. If |B+1 + · · · +
B+T |¡p (i.e., B+1 + · · ·+ B+T = Zp), then
|(B+1 + · · ·+ B+T )\{0}|¿ 14 (|B1|2 + · · ·+ |BT |2):
Consequently, |B1|2 + · · ·+ |BT |2¡4p.
Proof. By the assumption that B+1 + · · ·+B+T =Zp, certainly B+t =Zp for t=1; : : : ; T ,
so Lemma 4 (with c replaced by 14 ) implies that
|B+t \{0}|¿ 14 |Bt |2:
Applying Lemma 5 (with B+t in place of Bt) then shows
p− 2¿ |(B+1 + · · ·+ B+T )\{0}|
¿ |B+1 \{0}|+ · · ·+ |B+T \{0}|¿ 14
T∑
t=1
|Bt |2:
3. A modi ed form of Gallagher’s Sieve
The following is an intermediate step extracted from Gallagher’s derivation of his
“Larger” Sieve inequality [7].
Lemma 7 (Gallagher). Suppose that A⊆{1; : : : ; N} has |A|=Z , and let
Z(p; b) = |{a ∈ A : a ≡ b (modp)}|:
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Then for any +nite set S of prime numbers,
Z−2
∑
p∈S
logp
p−1∑
b=0
Z(p; b)(Z(p; b)− 1)6 log N:
Equivalently,
Z−2
∑
p∈S
log p
p−1∑
b=0
Z(p; b)2 6 log N + Z−1
∑
p∈S
log p:
Proof. Writing A= {a1; : : : ; aZ},
NZ
2
¿
∏
i =j
|ai − aj|¿
∏
i =j
∏
p|ai−aj
p =
∏
p
p−1∏
b=0
pZ(p;b)(Z(p;b)−1);
because for each prime p, p|ai − aj if and only if there is some b such that ai≡ b
(modp), aj ≡ b (modp), and for each b, there are Z(p; b)(Z(p; b)− 1) ordered pairs
of distinct elements ai; aj with this property. Taking logarithms gives
Z2 logN ¿
∑
p∈S
log p
p−1∑
b=0
Z(p; b)(Z(p; b)− 1)
=
∑
p∈S
log p
p−1∑
b=0
Z(p; b)2 − Z ∑
p∈S
log p:
Fix A and S. For each prime p∈ S, let Var(p) denote the variance of Z(p; b)
when b is considered to be a random variable taking values in {0; : : : ; p − 1} with
equal probability. Gallagher’s Sieve can be viewed as giving an upper bound on this
variance Var(p) suitably “averaged” over the primes p∈ S. For
Var(p) =
1
p
p−1∑
b=0
(
Z(p; b)− Z
p
)2
;
and therefore the main quantity occurring on the left hand side of Lemma 7 can be
rewritten as
p−1∑
b=0
Z(p; b)2 = pVar(p) +
Z2
p
:
Lemma 7 entails that provided S is “large” (and Z is not too small, controlling the
size of the Z−1
∑
p∈S log p term), Var(p) cannot be too large “on average”. In
other words the elements of A must be reasonably evenly distributed among the residue
classes modulo p for most p∈ S.
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The standard formulation of Gallagher’s Sieve arises from observing that
p−1∑
b=0
Z(p; b)2 =
∑
b∈B
Z(p; b)2;
where B= {a (modp): a∈A}, is the set of residue classes for which representatives
actually appear in A. If we now consider b to be a random variable taking values in
B (rather than Zp) with equal probability, and let var(B) denote the corresponding
variance of Z(p; b), then repeating the above calculation shows that
∑
b∈B
Z(p; b)2 = |B| var(B) + Z
2
|B| :
Gallagher’s original version amounts to using the trivial bound var(B)¿0 to obtain
∑
b∈B
Z(p; b)2 ¿
Z2
|B| ;
a formula which can also be viewed as an instance of Cauchy’s Inequality(∑
t
b2t
)(∑
t
c2t
)
¿
(∑
t
btct
)2
:
Using the fact from Lemma 4 that |B|= |{a(modp): a∈A}|=O(√p) if A+(modp)
=Zp, this standard form of the “Larger” Sieve gives only a Z =O(log N ) upper bound
under the conditions of Theorem 2. (See [13].) We need Z =o(log N ) in order to get
a 2n−o(n) circuit size lower bound.
Fortunately there are other possibilities for lower bounds on
∑
b Z(p; b)
2. The ap-
proach used here is based on a known inequality which is one of a family of analogues
of Carlson’s Inequality
2
(∑
t
b2t
)(∑
t
t2b2t
)
¿
(∑
t
bt
)4
:
Such inequalities of Carlson type were studied extensively in the mid 20th
Century—see for example Kjellberg [14,15], Levin [16], and the references therein.
As the very general setting of these papers tends to obscure the ideas, a proof of the
case of interest is included.
Lemma 8. Suppose that bt¿0 for t=1; 2; : : : . Then
9
4
(∑
t
b2t
)(∑
t
tbt
)
¿
(∑
t
bt
)3
:
Proof. Let y¿1 be a real number to be chosen later. Then
∑
t
bt 6
[y]∑
t=1
(
1− t
y
)
bt +
1
y
∑
t
tbt ;
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so by Cauchy’s Inequality,
∑
t
bt6
(
[y]∑
t=1
(
1− t
y
)2)1=2(∑
t
b2t
)1=2
+
1
y
∑
t
t bt
6
(∫ y
0
(
1− x
y
)2
dx
)1=2(∑
t
b2t
)1=2
+
1
y
∑
t
t bt
=
(y
3
)1=2
A1=2 +
B
y
where A =
∑
t
b2t ; B =
∑
t
t bt :
Choosing y=(12A−1B2)1=3 minimizes the right hand side (by elementary calculus)
and yields the claimed inequality.
9
4 is the “best possible” constant as can be seen by taking bt =T − t for t=1; : : : ; T
and analysing the asymptotic behaviour of the T term sums as T →∞.
This inequality can be used to give a lower bound on the variance of Z(p; b) in a
rather general setting.
Lemma 9. Suppose that A is a +nite set with |A|=Z and that A is partitioned
into p disjoint classes (possibly including some empty classes) which are labelled
0; 1; : : : ; p−1. Let
bt = |{b ∈ {0; 1; : : : ; p− 1} : class b has at least t elements}|;
and for b∈{0; 1; : : : ; p− 1}, put Z(p; b)= |{a∈A : a is in class b}|.
Then
p−1∑
b=0
Z(p; b)(Z(p; b)− 1)¿ 8
9
(
Z3
/∑
t¿1
b2t
)
− 2Z;
or equivalently,
p−1∑
b=0
(
Z(p; b)− Z
p
)2
¿
8
9
(
Z3
/∑
t¿1
b2t
)
− Z − Z
2
p
:
Proof. We may suppose that A is a set of integers. De9ne disjoint sets At ⊆A with
A1 ∪ · · · ∪ AT =A (for some T ) by letting a∈At if and only if a is the tth element of
A (in order of increasing size) in its class. Clearly |At |= bt .
Z(p; b)(Z(p; b)− 1) is the number of ordered pairs of distinct elements from class
b. But exactly 2(t − 1) of these pairs involve the tth element of class b (if such an
element exists) paired in some order with a smaller element. Therefore
p−1∑
b=0
Z(p; b)(Z(p; b)− 1) = 2 ∑
t¿1
(t − 1)|At | = 2
∑
t¿1
t bt − 2Z
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where the identities
∑
t¿1 |At |=Z and |At |= bt have been used. So by Lemma 8,
p−1∑
b=0
Z(p; b)(Z(p; b)− 1)¿ 8
9
(
Z3
/∑
t¿1
b2t
)
− 2Z:
Taking the classes to be the residue classes modulo p, the following sieve theorem,
which it should be emphasised holds for general sets A, can be deduced immediately
using Lemma 7.
Theorem 10. Suppose that A⊆{1; : : : ; N} has |A|=Z , and let
bt(p) = |{b ∈ Zp : |{a ∈ A : a ≡ b (modp)}|¿ t}|:
Then for any +nite set S of prime numbers,
8
9
Z
∑
p∈S
(
log p
/∑
t¿1
b2t (p)
)
6 log N + 2Z−1
∑
p∈S
log p:
4. The variance when A+(mod p) = Zp
Let us now consider the variance of Z(p; b) in the case where p is prime and
A+(modp) =Zp.
Theorem 11. Let %(Z) be any function with the property that %(Z)→∞ as Z→∞.
Suppose |A|=Z , and that p is a prime in the interval Z%(Z)6p¡Z2=%(Z) for which
A+(modp) =Zp.
Then Z(p; b)= |{a ∈ A : a≡ b (modp)}| satis+es
p−1∑
b=0
Z(p; b)(Z(p; b)− 1)¿
(
2
9
− g(Z)
)
Z3
p
;
for some function g(Z)= o(1) which does not depend on p.
Proof. Clearly it can be supposed (for nontriviality) that
Z(p; 0)(Z(p; 0)− 1)6 Z3=p:
Then Z(p; 0)(Z(p; 0)− 1)6Z3=(Z%(Z))= o(Z2) so Z(p; 0)=o(Z).
We are planning to apply Lemma 9 to the set {a∈A : a ≡ 0 (modp)} in place of A.
Thus Z will be replaced by Z − Z(p; 0), while Z(p; b) will remain the same for all
b ≡ 0(modp), and the number bt in the statement of the Lemma will become the
cardinality of the set
Bt = {b ∈ Zp\{0} : |{a ∈ A : a ≡ b (modp)}|¿ t}
of nonzero residue classes modulo p which are represented at least t times in A. The
reason for doing this, is that these sets Bt (which are nonempty only for t=1; : : : ; T ,
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say) satisfy the conditions of Theorem 6. In particular, it follows from the assumption
A+(modp) =Zp that B+1 + · · ·+ B+T = Zp. This is because Bt consists of the nonzero
residue classes represented in the set At of all numbers that are the tth element of A in
their residue class. In fact, B+t =A
+
t (modp) for t=1; : : : ; T , and A
+
1 + · · ·+ A+T ⊆A+,
so B+1 + · · ·+ B+T ⊆A+(modp).
By Theorem 6,
|B1|2 + · · ·+ |BT |2¡4p; that is;
∑
t¿1
b2t ¡4p:
Applying Lemma 9 to {a∈A : a ≡ 0 (modp)} now shows that
p−1∑
b=1
Z(p; b)(Z(p; b)− 1)¿ 8
9
(Z − Z(p; 0))3
/(∑
t¿1
b2t
)
− 2Z
¿
(
8
9
− o(1)
)
Z3
/(∑
t¿1
b2t
)
− 2Z
¿
(
2
9
− o(1)
)
Z3
p
:
Here the o(1) term depends only on Z . It relies on the assumption that p6Z2=%(Z)
from which it follows that Z6(Z3=p)=%(Z).
5. Subset sums of integers
The proof of the bound on the dimension of cubes of prime numbers can now be
completed by establishing Theorem 3 in the following equivalent form.
Theorem 12. Suppose A⊆{1; : : : ; N} with |A|=Z . If A+(modp) =Zp for all primes
p in the interval Z¡p¡Z2, then
Z 6 (9=2 + o(1)) log N= log log N:
Proof. Let %(Z) be as in Theorem 11, but also satisfying log %(Z)= o(log Z).
(For example %(Z)= log Z will do.) Suppose A+(modp) =Zp for all primes p in the
interval Z%(Z)¡p¡Z2=%(Z). Let S be this set of prime numbers. Combining Lemma 7
and Theorem 11 gives(
2
9
− g(Z)
)
Z
∑
p∈S
log p
p
6 Z−2
∑
p∈S
log p
p−1∑
b=0
Z(p; b)(Z(p; b)− 1)6 log N:
But from, for example, Theorem 425 of [10],
∑
p¡X
log p
p
∼ log X;
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for X large, so
∑
p∈S
log p
p
∼ log Z;
and it follows that (2=9− g(Z))Z log Z6 logN , where g(Z)= o(1). Therefore
Z 6 (9=2 + o(1)) log N= log log N:
Remark 13. An inspection of the proof shows that the same conclusion holds when
the primes p are restricted to the interval Z%(Z)¡p¡Z2=%(Z), provided log %(Z)=
o(log Z). Similarly, for any constants ”¿0, ' with 16'¡2, it can still be inferred that
Z =O(log N= log log N ) given only that A+(modp) =Zp for all primes p satisfying
Z'¡p¡Z'+”.
6. A lower bound on primality testing
A Boolean formula is in disjunctive normal form (DNF) if it is of the form
’1 ∨ ’2 ∨ · · · ∨ ’k;
where each disjunct ’i is a conjunction
 (i)1 ∧  (i)2 ∧ · · · ∧  (i)mi
of literals  (i)j . (Recall that a literal is either a variable Xm or the complement Xm of
a variable.)
By the Prime Number Theorem, there is a DNF formula
’1 ∨ ’2 ∨ · · · ∨ ’k
for testing whether a number less than N =2n with binary digits X1 : : : Xn is prime,
which has only
k ∼ N= log N =2n−log2 n+O(1)
disjuncts ’i. For we may take each ’i to be the conjunction of n literals that completely
speci9es the digits of some prime. As the number of primes is asymptotic to N= log N
we need only that many ’i’s. The following theorem shows that k =2n−o(n) is the best
possible.
Theorem 14. In any DNF formula ’1 ∨’2 ∨ · · · ∨’k for primality testing (with each
’i a conjunction of literals) the number of disjuncts k must satisfy
k ¿ 2n−(9=2+o(1))n= log2 n:
Proof. The set of assignments satisfying ’i is a cylinder. This in turn corresponds to
a cube of numbers a0 + A+ (in which all elements of A are of the rather special form
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2j). By Theorem 2 this cube can have dimension at most (9=2 + o(1)) n= log2 n, and
therefore can contain at most 2(9=2+o(1))n= log2 n primes. So the number of ’i’s required
to “cover” all 2n−O(log n) primes is at least that claimed.
Notice that this argument hinges on the fact that if ’i is a conjunction of literals,
then the cardinality of the set of stings satisfying ’i can be bounded above in terms
of the maximum dimension of any cylinder contained in the set. Paturi, Saks and Zane
[19] have considered the more general situation where ’i is in 2-conjunctive normal
form (2-CNF), that is, a conjunction
 1 ∧  2 ∧ · · · ∧  m;
in which each formula  j is a disjunction of at most 2 literals. Then it is still possible
to bound the cardinality of the set of strings satisfying ’i, but now in terms of the
maximum dimension Z of a projection contained in the set. Speci9cally they prove that
the Vapnik Chervonenkis (VC) dimension of the set of strings satisfying the 2-CNF
formula is exactly Z . The following lemma then comes from a standard bound on VC
dimension.
Lemma 15 (Paturi, Saks, Zane). Let L⊆{0; 1}n be the set of strings satisfying some
2-CNF formula, and suppose that the dimension of any projection contained entirely
in L is at most Z . Then
|L|6
Z∑
i=0
(
n
i
)
:
Combining this with Theorem 2 gives:
Lemma 16. Let L⊆{0; 1}n be the set of strings satisfying some 2-CNF formula, and
suppose that each string in L is the binary representation of a prime number. Then
|L|6 2(9=2+o(1))n log log n= log n:
Proof. By the bound on the dimension of cubes of prime numbers (applied with
N =2n), the maximum dimension Z of any projection H ⊆L satis9es Z6
(9=2 + o(1))n= log2 n. Therefore,
|L|6
Z∑
i=0
(
n
i
)
∼
(
n
Z
)
6
nZ
Z!
6
(en
Z
)Z
= 2(9=2+o(1))n log log n= log n:
Essentially the same argument as used above for DNF formulas then gives a 2n−o(n)
lower bound on the size 23 Boolean circuits for primality testing.
Theorem 17. Consider any formula ’ of the form ’1 ∨’2 ∨ · · · ∨’k in which each
’i is a 2-CNF formula. (Such formulas are those obtained by expanding 23 circuits.)
If the strings X1X2 : : : Xn which satisfy ’ are exactly those which form the binary
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digits of a prime number, then
k ¿ 2n−(9=2+o(1))n log log n= log n:
It should be stressed that the signi9cance of this bound is that it is strictly exponen-
tial. n, rather than n or n for some constant ¡1, appears in the exponent. Although
[19] gives other examples of Boolean functions which require size 2n−o(n) 23 circuits
but presumably have lower complexity than primality testing, it is never the less reas-
suring to be able to prove that primality really is close to maximally diScult for such
simple circuits.
7. Discussion
The reader may be wondering to what other recognition problems the cube dimension
method might be applicable. HegyvMari and SMarkNozy [13] have shown that the largest
cube contained in {1; : : : ; N}, all the elements of which are squares, has dimension
Z =O((log N )1=3). From this the methods used above yield:
Theorem 18. In any 23 circuit for testing whether an n bit input string forms the
binary representation of a square, the output ∨ gate must have fan-in at least
2n=2−O(n
1=3 log n).
The n=2 in the exponent is clearly optimal. (Similarly, as the possibilities for
cylinders composed only of squares are rather limited, in any minimal DNF for square
testing the number of disjuncts is asymptotic to 2n=2.) It is also plausible that the
method might extend to a 2n−o(n) lower bound on 23 circuits for testing whether a
number is squarefree. The main diSculty would seem to be proving a suitable analogue
of Theorem 6 for Zp2 . (For other lower bounds on this problem see [3–5].)
Returning to primes, an interesting question is how much it might be possible to
improve Theorems 2 and 3. SzemerMedi’s Cube Lemma [22] (or alternatively see [8]
or [21]) asserts that if N is suSciently large, and P is a suSciently dense subset of
{1; 2; : : : ; N}, then for some choice of a0 and A= {a1; : : : ; aZ} with Z ∼ log2 log N
elements, the cube a0+A+ is contained in P. The prime numbers are suSciently dense,
so taking P to be the set of all primes not exceeding N , there exist (for N large) cubes
of dimension Z ∼ log2 log N comprised only of prime numbers less than or equal to
N . (The details can essentially be found in [13].) Paturi and Zane [20] give a density
argument which when applied to the primes less than N =2n shows that projections
of dimension
Z ∼ log2 log N ∼ log2 n
with all elements prime exist. (They also prove that for projections this value of Z is
asymptotically the best that can be achieved on the basis of density alone.) So there
really do exist cubes, and even projections, of arbitrarily large dimension composed
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entirely of prime numbers, but there is a signi9cant gap between the dimension that is
guaranteed and the upper bound given in Theorem 2!
In the case of Theorem 3, the possibility for improvement is more limited.
Theorem 19. For each N there is for some Z element set A⊆{1; : : : ; N} with
Z ∼ √2 log N such that A+(modp) =Zp for all primes p. (Here log denotes the
natural logarithm.)
Proof. The construction of A will be described starting from Z. It will be clear at the
end that for each N there is a suitable choice of Z .
Let S be the set of all primes p6Z(Z + 1)=2 + 1. Consider
A = {iP : i = 1; : : : ; Z} where P = ∏
p∈S
p:
Clearly A+⊆{jP : j = 0; : : : ; Z(Z + 1)=2}.
For any prime p6Z(Z + 1)=2 + 1, the set A+(modp) consists of only 0(modp).
For p¿Z(Z + 1)=2 + 1,
|Zp| ¿ Z(Z + 1)=2 + 1¿ |A+|:
So in all cases, A+(modp) =Zp.
Now A⊆{1; : : : ; N} provided ZP6N , that is provided
log Z +
∑
p∈S
log p6 log N:
But log Z +
∑
p∈S log p ∼ Z2=2, since by the Prime Number Theorem (see, for
example, [11]),∑
p6X
log p ∼ X:
So Z ∼√2 log N can be chosen satisfying the above condition.
By a well-known generalization of the twin primes conjecture (namely the linear
case of Schinzel’s Hypothesis H) it should be possible for A as in Theorem 19 to
choose a0 so that all elements of the cube a0 + A+ are prime. Therefore this lower
bound on Z applies conditionally to the Theorem 2 type problem as well.
It seems plausible that it may be easier to prove upper bounds on Z in the case
where all the sums 
1a1 + 
2a2 + · · · + 
ZaZ are distinct so that A+ has exactly 2Z
elements. Of course this situation includes projections as a special case.
Conjecture 20. There is some absolute constant '¡1, such that if a1¡a2¡ · · ·¡aZ
are distinct integers in {1; : : : ; N}, and the 2Z sums
a0 + 
1a1 + 
2a2 + · · ·+ 
ZaZ ; 
i ∈ {0; 1}
are distinct primes, then Z = O((log N )').
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If true, even just for cylinders, this would allow arguments based on the standard
switching lemma of HTastad [12] to be applied to establish lower bounds on the size of
small depth circuits for primality. Provided such circuits are not too large, if the set
accepted is as dense as the primes, then this set must contain a cylinder of dimension
n+, for any positive constant +¡1, once n is suSciently large. This follows from
Ajtai’s approximation of the whole circuit [2], a much stronger version of which can
be deduced from the now standard switching lemma of [12] (e.g. via the technique
of [23, Lemma 4.5]). Even Ajtai’s original paper, combined with the conjecture, is
enough to show that primality is not in AC0. Of course, stronger lower bounds for
primality have been obtained unconditionally by Allender, Saks and Shparlinski [3]
using their very elegant indirect reduction argument. Applying the generalized switching
lemma of Lipton and Viglas [17] to obtain a “whole circuit” appoximation also yields
unconditional results. However it would be nice to have a direct proof based on the
standard cylinder techniques.
Another way of viewing this work is that we have implicitly proved (cf. Lemma 16
and Remark 13):
Theorem 21. There is some function g(n)= o(1) with the following property:
If L⊆{0; 1}n is the set of strings satisfying some 2-CNF formula, and
|L|¿ 2(9=2+g(n))n log log n= log n;
then there is some prime p in the interval n¡p¡n2 such that when L is considered
as a set of numbers, every residue class modulo p is represented in L.
In particular some x∈L satis9es x≡ 0(modp). The author conjectures that other
classes of low complexity formulas and circuits will have similar properties when the
set of strings accepted is not too small. (It may be necessary to allow p to be larger.)
Finally one can wonder whether there might be circumstances where upper bounds
on cubes (or perhaps, approximate cubes) might yield stronger lower bounds on models
of computation than can be obtained simply by considering projections.
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