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Abstract
Let G be a finite group. The category of Mackey functors for G is a tensor category. We show that the
Drinfeld center of this category is equivalent to the category of Mackey functors on a category of G-sets
equipped with automorphisms.
© 2008 Elsevier Inc. All rights reserved.
Keywords: Mackey functor; Drinfeld center; Tensor category
Introduction
The center of a tensor category was introduced by Drinfeld, Magid, Joyal and Street. The
center of the category of modules over a Hopf algebra H is equivalent to the category of modules
over the Drinfeld double of H . Let G be a finite group and k a commutative ring. Besides the
category of k[G]-modules another tensor category of interest is the category of Mackey functors
for G. The purpose of the paper is to describe its center.
For a tensor category F , the center Z(F) is a category in which an object is a pair (F, θ) of
an object F ∈ F and a family θ of isomorphisms θF ′ :F ′ ⊗ F → F ⊗ F ′ for F ′ ∈ F satisfying
certain conditions.
For a category A with finite sums and pullbacks, a Mackey functor M on A consists of
k-modules M(X) for X ∈ A and k-linear maps f∗ :M(X) → M(Y) and f ∗ :M(Y) → M(X)
for morphisms f :X → Y of A satisfying certain axioms. We denote by M(A) the category of
Mackey functors on A. Let S be the category of finite G-sets. Then M(S) is the category of
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on M(S).
Let Tc∗ be a category in which an object is a pair (X,a) of X ∈ S and an automorphism
a :X → X such that a leaves all G-orbits in X stable. The category Tc∗ has finite sum and
pullbacks, so the category M(Tc∗) is defined.
Our result is as follows.
Theorem. We have an equivalence of categories Z(M(S))  M(Tc∗).
The center Z(M(S)) is a tensor category in itself. The description of its tensor structure
through the equivalence will be given elsewhere. In the present paper we confine ourselves to
making an equivalence as plain categories.
In Section 2 some basic notions about tensor categories are reviewed. In Section 3 we collect
definitions and results about distributors on a tensor category. In Section 4 the definitions of
Mackey functors and the Mackey category for G are reviewed, and in Section 5 Mackey functors
on a general category are considered. Sections 6–14 constitute the proof of the theorem, which
we outline in Section 1. In Section 15 we describe objects of M(Tc∗) in terms of subgroups
of G. In Section 16 we construct an algebra S such that Z(M(S)) is equivalent to the category
of S-modules.
Throughout the paper a commutative ring k is fixed as the base ring for linear structures.
A finite group G is also fixed, and all G-sets are finite. The category of left Λ-modules for a
ring Λ is denoted by Λ-Mod.
1. Outline of the proof
We will obtain the equivalence of the theorem as the composite of equivalences
Z
(
M(S)) SM(S,S)S  M0(W ′)  M(Wic∗)  M(Tc∗).
Let us explain each of these. For G-sets X and Y we write the cartesian product X × Y as XY .
(0) Z(M(S)). By the definition of the center an object of Z(M(S)) is a pair (M, θ) of
M ∈ M(S) and a family θ of isomorphisms θM ′ :M ′ ⊗M → M ⊗M ′ for all M ′ ∈ M(S) satisfy-
ing certain conditions. We may also regard an object of Z(M(S)) as a pair (M,ω) of M ∈ M(S)
and a family ω of isomorphisms ωX,Y :M(XY) → M(YX) for all X,Y ∈ S satisfying certain
conditions (Proposition 4.4).
(1) Z(M(S))  SM(S,S)S . We introduce SM(S,S)S , the category of bi-Mackey functors
with two-sided action. An object N ∈ SM(S,S)S consists of k-modules N(X,Y ) for X,Y ∈ S ,
and these form a Mackey functor in each variable. Moreover N is equipped with k-linear maps
Z! :N(X,Y ) → N(ZX,ZY),
!Z :N(X,Y ) → N(XZ,YZ)
for X,Y,Z ∈ S satisfying certain conditions.
Then we have the equivalence Z(M(S))  SM(S,S)S . Under this, an object (M,ω) ∈
Z(M(S)) corresponds to an object N ∈ SM(S,S)S so that N(X,Y ) = M(XY). The maps ωX,Y
determine the maps Z! for N .
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any tensor category A over k, the functor category Hom(Aop,V) becomes a tensor category,
so the center Z(Hom(Aop,V)) is defined. In [11] we introduced the category of distributors
on A with two-sided action, denoted by AD(A,A)A, and proved that if A is rigid, then
Z(Hom(Aop,V))  AD(A,A)A. Now we takeA as a category such that Hom(Aop,V)  M(S).
Then AD(A,A)A  SM(S,S)S and we obtain Z(M(S))  SM(S,S)S .
This part is done in Section 6. Necessary results from [11] are summarized in Section 3.
(2) SM(S,S)S  M0(W ′). Let W ′ be the category whose objects are diagrams
U
↙ ↘
X Y↖ ↗
V
(∗)
of G-sets such that the induced maps U → XY , V → XY are injective. One has the category
M(W ′) of Mackey functors on W ′. The category M0(W ′) is defined as a certain subcategory
of M(W ′).
Let N ∈ SM(S,S)S . One has isomorphisms
N(X,Y ) ∼= N(XY, {·}), N(X,Y ) ∼= N(YX, {·}),
where {·} is a one-element G-set. Let X be an object (∗) of W ′. The injection U → XY embeds
N(U, {·}) into N(XY, {·}) as a direct summand, and the injection V → YX embeds N(V, {·})
into N(YX, {·}) as a direct summand. Through the above isomorphisms, these yield two direct
summands of N(X,Y ). It is shown that the idempotent endomorphisms on N(X,Y ) defining
these two summands commute with each other. We then set H(X) to be the intersection of the two
summands. Then the assignment X → H(X) becomes a functor H :W ′ → V . The assignment
N → H gives the equivalence SM(S,S)S  M0(W ′). This part is done in Sections 7–11.
(3) M0(W ′)  M(Wic∗). Let Wic∗ be the subcategory of W ′ consisting of finite sums of
objects (∗) such that X,Y,U,V are transitive G-sets and the four arrows are isomorphisms.
The inclusion functor Wic∗ →W ′ has a right adjoint R. The functor R induces the equivalence
M0(W ′)  M(Wic∗). Such an adjoint is constructed generally for a category of diagrams of
G-sets in Section 12. The equivalence is proved in Section 13.
(4) M(Wic∗)  M(Tc∗). An object of the category Tc∗ is a pair (X,a) of X ∈ S and an auto-
morphism a :X → X such that a leaves all G-orbits stable. The assignment
(X,a) →
⎛
⎜⎝
X
1↙ ↘a
X X
1↖ ↗1
X
⎞
⎟⎠
gives an equivalence Tc∗ Wic∗. This induces the equivalence M(Wic∗)  M(Tc∗). This part is
done in Section 13.
Combining (1)–(4), we obtain Z(M(S))  M(Tc∗). For an object (M,ω) ∈ Z(M(S)) as in (0),
the corresponding object L ∈ M(Tc∗) is given by
L(X,a) = Im(M(X) Δ∗−→M(XX))∩ Im(M(X) (a,1)∗−→ M(XX) ωX,X−→M(XX)),
where Δ :X → XX is the diagonal map, (a,1) :X → XX is the map x → (a(x), x).
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The category of k-modules is denoted by V . For k-linear categories X and Y , the category of
k-linear functors X → Y is denoted by Hom(X ,Y).
In this section we review some basic definitions for tensor categories. See [7].
Let A be a tensor category over k. The tensor product of objects X and Y of A is de-
noted by XY . The tensor product of morphisms f :X → X′ and g :Y → Y ′ of A is de-
noted by fg :XY → X′Y ′, while the composition of f :X → Y and g :Y → Z is denoted by
g ◦ f :X → Z. The unit object of A is denoted by I . The identity morphism on an object X is
denoted by 1X , and often abbreviated as 1.
We assume that A is a strict tensor category, that is, the equalities
(XY)Z = X(YZ), XI = X = IX
for objects and the equalities
(fg)h = f (gh), f 1I = f = 1I f
for morphisms hold.
We call a quadruple (A,A′, , η) a duality if A, A′ are objects of A and  :AA′ → I , η : I →
A′A are morphisms of A such that the composites
A
1η−→AA′A 1−→A, A′ η1−→A′AA′ 1−→A′
are the identity morphisms. In this case we call A a left dual object of A′, and A′ a right dual
object of A. We say A is rigid if for every A ∈A there exist a left dual object and a right dual
object of A.
We assume that A is rigid, and we choose for each A ∈A dualities
(
Ac,A, A :A
cA → I, ηA : I → AAc
)
and
(
A,Ad, A :AA
d → I, ηA : I → AdA
)
.
(We use the same letter A for the two morphisms.) Then a morphism f :A → B of A yields
the morphisms f c :Bc → Ac and f d :Bd → Ad so that the assignments A → Ac and A → Ad
become contravariant functors. We have the natural isomorphisms
(AB)c ∼= BcAc, I c ∼= I, (AB)d ∼= BdAd, I d ∼= I. (2.1)
We next review about a functor category. Let Hom(Aop,V) denote the category of functors
Aop → V . For A ∈A, let hA :Aop → V denote the representable functor X → Hom(X,A).
For F,F ′ ∈ Hom(Aop,V), Day’s product F ⊗ F ′ ∈ Hom(Aop,V) is defined as
(F ⊗ F ′)(Z) = limF(X)⊗ F ′(Y ),−→
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πX,Y :F(X) ⊗ F ′(Y ) → (F ⊗ F ′)(XY) for all X,Y ∈A, and πX,Y are natural in X and Y . We
make a definition: Let F,F ′,F ′′ ∈ Hom(Aop,V). A bilinear morphism φ : (F,F ′) → F ′′ is a
family of linear maps φX,Y :F(X)⊗ F ′(Y ) → F ′′(XY) for all X,Y ∈A which are natural in X
and Y . The above πX,Y form a bilinear morphism π : (F,F ′) → F ⊗ F ′. This is universal: For
any bilinear morphism φ : (F,F ′) → F ′′ there exists a unique morphism σ :F ⊗ F ′ → F ′′ such
that φX,Y = σXY ◦ πX,Y for all X,Y .
With Day’s product the category Hom(Aop,V) becomes a tensor category. The unit object of
Hom(Aop,V) is hI .
We have hA ⊗ hB ∼= hAB for A,B ∈A. More generally we have natural isomorphisms
(hA ⊗ F)(X) ∼= F
(
AcX
)
, (F ⊗ hA) ∼= F
(
XAd
) (2.2)
for any F ∈ Hom(Aop,V). For the proof see [11, Prop. 7.1].
Let F be a tensor category. Here we do not assume that F is strict and we write the tensor
product in F as ⊗.
The center Z(F) is the category defined as follows [6,7]. An object of Z(F) is an object
F ∈ F equipped with a family of isomorphisms θG :G ⊗ F → F ⊗ G for all G ∈ F satisfying
the following conditions.
(2.3.1) θG is natural in G.
(2.3.2) The diagram
G⊗ (H ⊗ F) 1⊗θH−→ G⊗ (F ⊗H) ∼= (G⊗ F)⊗H
‖ ⏐θG⊗1
(G⊗H)⊗ F −→
θG⊗H
F ⊗ (G⊗H) ∼= (F ⊗G)⊗H
commutes for all G,H ∈F . Here the isomorphisms are associativity.
(2.3.3) The diagram
I ⊗ F θI−→ F ⊗ I
‖ ‖
F −→
1
F
commutes, where the isomorphisms are unitality.
We call the family (θG) the central structure on F . A morphism of Z(F) is a morphism of F
commuting with central structures.
Let A be a rigid strict tensor category. We consider the center of the tensor category
Hom(Aop,V). An object of Z(Hom(Aop,V)) is described as follows.
Proposition 2.4. Let F ∈ Hom(Aop,V). There is a one-to-one correspondence among the fol-
lowing objects (a), (b) and (c).
(a) A central structure θ on F .
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lowing conditions.
(i) ωA,X is natural in A and X.
(ii) The diagram
F(BcAcX)
ωB,AcX−→ F(AcXBd) ωA,XBd−→ F(XBdAd)
‖ ‖
F((AB)cX) −→
ωAB,X
F (X(AB)d)
commutes for all A,B,X ∈ A, where the vertical isomorphisms are induced by the
isomorphisms (AB)c ∼= BcAc , (AB)d ∼= BdAd of (2.1).
(iii) The diagram
F(I cX)
ωI,X−→ F(XId)
‖ ‖
F(X) −→
1
F(X)
commutes for all X ∈A, where the vertical isomorphisms are induced by the isomor-
phisms I c ∼= I , I d ∼= I .
(c) A family of morphisms γA,X :F(X) → F(AXAd) for all A,X ∈A satisfying the following
conditions.
(i) γA,X is natural in X.
(ii) γA,X is natural in A in the sense that for all morphisms f :A → B of A the diagram
F(X)
γA,X−−−−→ F(AXAd)
γB,X
⏐⏐ ⏐⏐F(11f d)
F (BXBd) −−−−→
F(f 11)
F (AXBd)
commutes.
(iii) The diagram
F(X)
γA,X−→ F(AXAd)
γBA,X
⏐ ⏐γ
B,AXAd
F ((BA)X(BA)d) ∼= F(BAXAdBd)
commutes for all A,B,X ∈A, where the isomorphism is induced by the isomorphism
(BA)d ∼= AdBd .
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F(X)
γI,X−→ F(IXId)
1 ↘ ‖
F(X)
commutes for all X ∈A, where the isomorphism is induced by I d ∼= I .
The correspondence θ ↔ ω is given by the commutative diagram
(hA ⊗ F)(X)
θhA−→ (F ⊗ hA)(X)
‖ ‖
F(AcX) −→
ωA,X
F (XAd),
where the vertical isomorphisms are (2.2).
The correspondence ω ↔ γ is given by the commutative diagram
F(X)
F(A1)−→ F(AcAX)
γA,X ↘
⏐ωA,AX
F (AXAd)
and also by
F(AcX)
γA,AcX−→ F(AAcXAd)
ωA,X ↘
⏐F(ηA11)
F (XAd).
For the proof see [11, Props. 4.2 and 8.1]. Owing to this proposition, we may regard an
object of the center Z(Hom(Aop,V)) as a functor F :Aop → V equipped with ωA,X :F(AcX) →
F(XAd) of (b), or γA,X :F(X) → F(AXAd) of (c).
3. Distributors with tensor action
Let A be a k-linear category. A distributor on A is a bilinear functor Aop × A → V
[1, Chap. 7]. Namely, a distributor D on A consists of k-modules D(X,Y ) for all objects
X,Y of A, and k-linear maps D(f,g) :D(X,Y ) → D(X′, Y ′) for all morphisms f :X′ → X,
g :Y → Y ′ of A satisfying the following conditions.
(3.1.1) For morphisms f :X′ → X, f ′ :X′′ → X′, g :Y → Y ′, g′ :Y ′ → Y ′′ of A, we have
D(f ◦ f ′, g′ ◦ g) = D(f ′, g′) ◦D(f,g).
D. Tambara / Journal of Algebra 319 (2008) 4018–4101 4025(3.1.2) D(1,1) = 1.
(3.1.3) D(f,g) is bilinear in f and g.
A morphism of distributors D → D′ consists of linear maps D(X,Y ) → D′(X,Y ) for all
objects X,Y of A commuting with the maps D(f,g) and D′(f, g) for all morphisms f,g of A.
We denote by D(A,A) the category of distributors on A.
Let A be a strict tensor category. Let D be a distributor on A. A right A-action on D consists
of linear maps
!A :D(X,Y ) → D(XA,YA)
for all objects X,Y,A of A satisfying the following conditions.
(3.2.1) For morphisms f :X′ → X, g :Y → Y ′ of A, we have a commutative diagram
D(X,Y )
!A−−−−→ D(XA,YA)
D(f,g)
⏐⏐ ⏐⏐D(f 1,g1)
D(X′, Y ′) −−−−→
!A
D(X′A,Y ′A).
(3.2.2) For a morphism e :A → A′ of A, we have a commutative diagram
D(X,Y )
!A−−−−→ D(XA,YA)
!A′
⏐⏐ ⏐⏐D(1,1e)
D(XA′, YA′) −−−−→
D(1e,1)
D(XA,YA′).
(3.2.3) For objects A, A′ of A, we have a commutative diagram
D(X,Y )
!A−→ D(XA,YA)
!(AA′) ↘ ⏐!A′
D(XAA′, YAA′).
(3.2.4) For the unit object I , !I :D(X,Y ) → D(XI,Y I) is the identity.
We denote by D(A,A)A the category of distributors on A equipped with right A-action, in
which morphisms are morphisms of distributors commuting with right A-action.
Similarly, a left A-action on a distributor D consists of linear maps
A! :D(X,Y ) → D(AX,AY)
for all X,Y,A ∈A satisfying the obvious analogue of the above conditions.
A two-sidedA-action on a distributor D consists of a leftA-action and a rightA-action on D
satisfying the following condition.
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D(X,Y )
A!−−−−→ D(AX,AY)
!B
⏐⏐ ⏐⏐!B
D(XB,YB) −−−−→
A!
D(AXB,AXB).
We denote by AD(A,A)A the category of distributors on A with two-sided A-action, in
which morphisms are morphisms of distributors commuting with two sided A-action.
Suppose that A is rigid and choose dualities
(
Ac,A, A :A
cA → I, ηA : I → AAc
)
and
(
A,Ad, A :AA
d → I, ηA : I → AdA
)
as in Section 2.
Proposition 3.4. Let D ∈ D(A,A)A. For X,Y,A ∈A we have an isomorphism
σRA :D
(
XAd,Y
)→ D(X,YA).
This is given as the composite
D
(
XAd,Y
) !A−→D(XAdA,YA)D(1ηA,1)−→ D(X,YA).
Its inverse is given as the composite
D(X,YA)
!Ad−→D(XAd,YAAd)D(1,1A)−→ D(XAd,Y ).
This is [11, Prop. 3.3].
Proposition 3.5. We have an equivalence
Hom
(Aop,V)→ D(A,A)A.
Under this equivalence an object F ∈ Hom(Aop,V) is mapped to an object D ∈ D(A,A)A
defined as follows: For objects X,Y of A,
D(X,Y ) = F (XYd).
For morphisms f,g of A,
D(f,g) = F (fgd).
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F
(
XYd
)F(1A1)−→ F (XAAdYd)∼= F (XA(YA)d),
where the last isomorphism is induced by the isomorphism (YA)d ∼= AdYd of (2.1).
This is contained in the proof of [11, Th. 5.1]. See also [11, Prop. 3.6].
Remark 3.6. For the above F and D, the isomorphism
σRA :D
(
XAd,Y
)→ D(X,YA)
of Proposition 3.4 equals the isomorphism F(XAdY d) ∼= F(X(YA)d) induced by the isomor-
phism (YA)d ∼= AdYd . This readily follows from the equality 1A ◦ ηA1 = 1.
Similar results hold for distributors with left action. For D ∈ AD(A,A) we have an isomor-
phism
σLA :D
(
AcX,Y
)→ D(X,AY)
given as the composite
D
(
AcX,Y
) A!−→D(AAcX,AY )D(ηA1,1)−→ D(X,Y ).
Proposition 3.7. We have an equivalence
Z
(
Hom
(Aop,V))→ AD(A,A)A.
Under this equivalence an object F ∈ Z(Hom(Aop,V)) is mapped to an object D ∈ AD(A,A)A
defined as follows: For X,Y ∈A,
D(X,Y ) = F (XYd).
The operation !A :D(X,Y ) → D(XA,YA) is given by
F
(
XYd
)F(1A1)−→ F (XAAdYd)∼= F (XA(YA)d).
The operation A! :D(X,Y ) → D(AX,AY) is given by
F
(
XYd
) γA,XYd−→ F (AXYdAd)∼= F (AX(AY)d),
where γA,XYd is the structure on F as defined in Proposition 2.4(c).
This is [11, Th. 5.1].
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σLA :D
(
AcX,Y
)→ D(X,AY)
coincides with the composite
F
(
AcXYd
)ωA,XYd−→ F (XYdAd)∼= F (X(AY)d),
where ω is as in Proposition 2.4(b). This follows from the definition of the correspondence
ω ↔ γ .
4. Mackey functors and the Mackey category
Let G be a finite group. Let S stand for the category of finite G-sets. The disjoint sum of
G-sets X and Y is denoted by X + Y . The cartesian product of G-sets X and Y is denoted
by XY , and the cartesian product of G-maps f :X → X′ and g :Y → Y ′ by fg :XY → X′Y ′.
For G-maps f :Z → X and g :Z → Y , the map Z → XY : z → (f (z), g(z)) is denoted by (f, g).
A one-element G-set is denoted by {·}.
Let us review the definition of Mackey functors [2,4,12,13]. A Mackey functor M on S
consists of k-modules M(X) for all G-sets X and k-linear maps f∗ :M(X) → M(Y) and
f ∗ :M(Y) → M(X) for all G-maps f :X → Y satisfying the following conditions.
(4.1.1) M(X) and f∗ form a functor S → V .
(4.1.2) M(X) and f ∗ form a functor Sop → V .
(4.1.3) For a pullback diagram
X
p−−−−→ X′
f
⏐⏐ ⏐⏐f ′
Y −−−−→
q
Y ′
in S , the diagram
M(X)
p∗←−−−− M(X′)
f∗
⏐⏐ ⏐⏐f ′∗
M(Y) ←−−−−
q∗
M(Y ′)
is commutative.
(4.1.4) Let i1 :X1 → X1 + X2 and i2 :X2 → X1 + X2 be the inclusion maps in S . Then the
maps
(i1∗, i2∗) : M(X1)⊕M(X2) → M(X1 +X2),(
i∗1 , i∗2
) : M(X1 +X2) → M(X1)⊕M(X2)
are inverse to each other.
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We note that a Mackey functor M has the following property [4, Lemma 2.1].
(4.2) If f :X → Y is a monomorphism of S , then f ∗ ◦f∗ = 1. If f :X → Y is an isomorphism
of S , then f∗ and f ∗ are inverse to each other.
A morphism of Mackey functors M → M ′ consists of linear maps M(X) → M ′(X) for all
G-sets X which commute with operations f∗ and f ∗ for all G-maps f . We denote by M(S) the
category of Mackey functors on S .
We next review the definition of the Mackey category M for G [8,12,13]. This is the k-
linear span category of S . An object of M is a finite G-set. For G-sets X and Y , the hom-space
HomM(X,Y ) is the k-module generated by the symbols [X ← U → Y ] for G-maps U → X
and U → Y which are subject to the following relations.
(i) [X ← U → Y ] = [X ← U ′ → Y ] if there exists an isomorphism U → U ′ making the dia-
gram
U
↙ ↘
X
⏐ Y
↖ ↗
U ′
commutative.
(ii) [X ← U1 +U2 → Y ] = [X ← U1 → Y ] + [X ← U2 → Y ].
The composition of morphisms is given by
[Y h←−V k−→Z] ◦ [X f←−U g−→Y ] = [X f ◦h
′
←−W k◦g
′
−→Z],
where
W
h′−−−−→ U
g′
⏐⏐ ⏐⏐g
V −−−−→
h
Y
is a pullback diagram. The identity morphism on X is the symbol [X 1←−X 1−→X].
We have HomM(X,Y ) ∼= HomM(Y,X), so the category M is self-dual.
A basic fact is Lindner’s theorem [8]:
Proposition 4.3. We have an isomorphism of categories
M(S) ∼= Hom(M,V),
in which M ∈ M(S) corresponds to F ∈ Hom(M,V) so that
F(X) = M(X)
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F
([X a←−U b−→Y ])= b∗ ◦ a∗ :M(X) → M(Y)
for all G-maps a and b.
The direct sum
⊕
H,H ′ HomM(G/H,G/H ′) with H,H ′ ranging over all subgroups of G
becomes a k-algebra. This is called the Mackey algebra of G [12]. Thus M(S) is also equivalent
to the category of modules over the Mackey algebra.
The Mackey category M is a tensor category: The tensor product in M is given by the carte-
sian product in S . Namely
X ⊗ Y = XY
for objects, and
[X ← U → Y ] ⊗ [X′ ← U ′ → Y ′] = [XX′ ← UU ′ → YY ′]
for morphisms. The unit object is the one-element set {·}. Although M is not a strict tensor
category, we omit the symbol ⊗ and identify (XY)Z = XYZ = X(YZ), X{·} = X = {·}X. We
can apply the results of Sections 2 and 3 to M.
For a G-set X, the quadruple(
X,X,
[
XX ← X → {·}], [{·} ← X → XX])
is a duality in the sense of Section 2, where X → XX is the diagonal map. Hence M is rigid
and we take Xc = Xd = X for all X. Then the isomorphisms (XY)c ∼= Y cXc, (XY)d ∼= YdXd
of (2.1) are the transposition XY → YX : (x, y) → (y, x).
AsM is a tensor category, Hom(M,V) is a tensor category by Day’s product. Then, through
the isomorphism M(S) ∼= Hom(M,V), M(S) becomes a tensor category.
For M,M ′ ∈ M(S), the tensor product M ⊗M ′ ∈ M(S) is given by
(M ⊗M ′)(Z) = lim−→M(X)⊗M
′(Y ),
where the direct limit is taken over morphisms Z → XY in M. This is also characterized by a
universal property. Let M,M ′,M ′′ ∈ M(S). A bilinear morphism φ : (M,M ′) → M ′′ is a family
of linear maps φX,Y :M(X) ⊗ M ′(Y ) → M ′′(XY) which commute with f∗ and f ∗ for the both
variables X,Y . We have a canonical bilinear morphism π : (M,M ′) → M ⊗ M ′, and for any
bilinear morphism φ : (M,M ′) → M ′′ there exists a unique morphism σ :M ⊗ M ′ → M ′′ such
that φX,Y = σXY ◦ πX,Y for all X,Y ∈ S . Bouc’s book [2, Chap. 1] contains an exposition of the
tensor product of Mackey functors.
The unit object of M(S) is the representable functor X → HomM(X, {·}), which is called the
Burnside ring functor.
Finally we describe objects of the center Z(M(S)) of the tensor category M(S). Through the
isomorphism M(S) ∼= Hom(M,V), Proposition 2.4 applied to M yields the following.
Proposition 4.4. Let M ∈ M(S). There is a one-to-one correspondence among the following
objects (a), (b), and (c).
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(b) A family of isomorphisms ωX,Y :M(XY) → M(YX) for all X,Y ∈ S satisfying the following
conditions:
(i) ωX,Y is natural in X,Y , that is, the diagrams
M(XY)
ωX,Y−−−−→ M(YX)
(f 1)∗
⏐⏐ ⏐⏐(1f )∗
M(X′Y) −−−−→
ωX′,Y
M(YX′),
M(XY)
ωX,Y−−−−→ M(YX)
(f 1)∗
⏐⏐ ⏐⏐(1f )∗
M(X′Y) −−−−→
ωX′,Y
M(YX′)
commute for all morphisms f :X → X′, and similar for all morphisms g :Y → Y ′.
(ii) The diagram
M(XYZ)
ωX,YZ−→ M(YZX)
ωXY,Z ↘
⏐ωY,ZX
N(ZXY)
commutes for all X,Y,Z ∈ S .
(iii) ω{·},X = 1.
(c) A family of linear maps γX,Y :M(Y) → M(XYX) for all X,Y ∈ S satisfying the following
conditions:
(i) γX,Y is natural in Y , that is, the diagrams
M(Y)
γX,Y−−−−→ M(XYX)
g∗
⏐⏐ ⏐⏐(1g1)∗
M(Y ′) −−−−→
γX,Y ′
M(XY ′X),
M(Y )
γX,Y−−−−→ M(XYX)
g∗
⏐⏐ ⏐⏐(1g1)∗
M(Y ′) −−−−→
γX,Y ′
M(XY ′X)
commute for all morphisms g :Y → Y ′.
(ii) The diagrams
M(Y)
γX,Y−−−−→ M(XYX)
γX′,Y
⏐⏐ ⏐⏐(f 11)∗
M(X′YX′) −−−−→
(11f )∗
M(X′YX),
M(Y )
γX,Y−−−−→ M(XYX)
γX′,Y
⏐⏐ ⏐⏐(11f )∗
M(X′YX′) −−−−→
(f 11)∗
M(XYX′)
commute for all morphisms f :X → X′.
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M(Z)
γY,Z−→ M(YZY)
γXY,Z
⏐ ⏐γX,YZY
M(XYZXY) −→
(111τ)∗
M(XYZYX)
commutes for all X,Y,Z ∈ S , where τ :XY → YX is the transposition.
(iv) γ{·},X = 1.
In the above correspondence, ω determines γ as the composite
γX,Y :M(Y)
(p1)∗−→M(XY) (Δ1)∗−→ M(XXY)ωX,XY−→ M(XYX),
and conversely γ determines ω as the composite
ωX,Y :M(XY)
γX,XY−→ M(XXYX) (Δ11)
∗
−→ M(XYX) (p11)∗−→ M(YX),
where p :X → {·} is the trivial map and Δ :X → XX is the diagonal map.
We regard an object of Z(M(S)) as an object M of M(S) equipped with a family ω of (b).
5. Adjoint between categories of Mackey functors
Let A be a category with finite sums and pullbacks. That A has finite sums means that A has
an initial object and sums of arbitrary two objects. Replacing S byA in the definition of Mackey
functors in Section 4, one has the definition of Mackey functors on A. The category of Mackey
functors on A is denoted by M(A). (4.2) holds also for A.
In this section we consider an adjoint between the categories of Mackey functors on two
categories. Let A and B be categories with finite sums and pullbacks. Suppose that a functor
F :A→ B is a left adjoint to a functor G :B→A. Let  :F ◦G → 1 and η : 1 → G◦F denote the
morphisms of adjunction. Suppose that η is an isomorphism and G preserves finite sums. Being
a right adjoint, G preserves pullbacks. So if M is a Mackey functor on A, then the composite
M ◦G becomes naturally a Mackey functor on B. Thus we have the functor G∗ :M(A) → M(B)
taking M to M ◦G.
Proposition 5.1. The functor G∗ is fully faithful. For an object N of M(B) the following are
equivalent.
(i) N ∼= G∗(M) for some object M of M(A).
(ii) The morphisms
Y∗ :N
(
FG(Y)
)→ N(Y), ∗Y :N(Y) → N(FG(Y))
are inverse to each other for any Y ∈ B.
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g∗ :N(Y) → N(Y ′), g∗ :N(Y ′) → N(Y)
are inverse to each other.
A similar fact for ordinary functor categories is well known.
Proof. Let M , M ′ be objects of M(A). We will show that the map
Hom(M,M ′) → Hom(G∗(M),G∗(M ′)) :u → G∗(u) (∗)
is bijective.
Suppose that u :M → M ′ is a morphism of M(A) and G∗(u) = 0. The diagram
M(X)
uX−−−−→ M ′(X)
ηX∗
⏐⏐ ⏐⏐ηX∗
M(GF(X)) −−−−→
uGF(X)
M ′(GF(X))
is commutative, and uGF(X) = (G∗(u))F(X) = 0. Since ηX∗ are isomorphisms, we have uX = 0.
Thus u = 0 and the map (∗) is injective.
Let v :G∗(M) → G∗(M ′) be a morphism of M(B). For each X ∈A define the map uX by the
commutative diagram
M(X)
uX−−−−→ M ′(X)
ηX∗
⏐⏐ ⏐⏐ηX∗
M(GF(X)) −−−−→
vF(X)
M ′(GF(X)).
Then for any Y ∈ B we have the commutative diagram
M(G(Y))
uG(Y)−−−−→ M ′(G(Y ))
ηG(Y)∗
⏐⏐ ⏐⏐ηG(Y)∗
M(GFG(Y)) −−−−→
vFG(Y )
M ′(GFG(Y ))
G(Y )∗
⏐⏐ ⏐⏐G(Y )∗
M(G(Y)) −−−−→
vY
M ′(G(Y )),
in which the vertical composites are the identity. Hence vY = uG(Y).
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M(X1)
f∗−−−−→ M(X2)
ηX1∗
⏐⏐ ⏐⏐ηX2∗
M(GF(X1)) −−−−→
GF(f )∗
M(GF(X2))
is commutative. We have a similar diagram for M ′. Also the diagram
M(GF(X1))
vF(X1)−−−−→ M ′(GF(X1))
GF(f )∗
⏐⏐ ⏐⏐GF(f )∗
M(GF(X2)) −−−−→
vF(X2)
M ′(GF(X2))
is commutative. Putting these together with the defining diagram of u, we see that the diagram
M(X1)
uX1−−−−→ M ′(X1)
f∗
⏐⏐ ⏐⏐f∗
M(X2) −−−−→
uX2
M ′(X2)
is commutative.
Since η is an isomorphism, we have η∗X = η−1X∗ by (4.2). So we can argue similarly for the
upper star and the diagram
M(X1)
uX1−−−−→ M ′(X1)
f ∗
⏐⏐ ⏐⏐f ∗
M(X2) −−−−→
uX2
M ′(X2)
is commutative.
Thus the collection of the morphisms uX defines the morphism u :M → M ′ of M(A). We
have G∗(u) = v. This proves that (∗) is surjective.
We next show the equivalence among (i), (ii), and (iii).
Proof of (i) ⇒ (iii). Let M ∈ M(A) and N = G∗(M). For a morphism g :Y → Y ′, the maps
N(Y)
g∗

g∗
N(Y ′)
are the same as
M
(
G(Y)
)G(g)∗

∗
M
(
G(Y ′)
)
.G(g)
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Proof of (iii) ⇒ (ii). Since the composite
G(Y)
ηG(Y)−→GFG(Y)G(Y )−→ G(Y)
is the identity and η is an isomorphism, G(Y ) is an isomorphism. Therefore (iii) implies that Y∗
and ∗Y are inverse to each other.
Proof of (ii) ⇒ (iii). Let g :Y → Y ′ be a morphism of B such that G(g) is an isomorphism.
By the commutative diagram
FG(Y)
FG(g)−−−−→ FG(Y ′)
Y
⏐⏐ ⏐⏐Y ′
Y −−−−→
g
Y ′
we have
g∗ ◦ Y∗ = Y ′∗ ◦ FG(g)∗, ∗Y ◦ g∗ = FG(g)∗ ◦ ∗Y ′ .
Since FG(g) is an isomorphism, FG(g)∗ and FG(g)∗ are inverse to each other. Therefore under
the assumption of (ii) g∗ and g∗ are inverse to each other.
Proof of (ii) ⇒ (i). Suppose that
Y∗ :N
(
FG(Y)
)→ N(Y), ∗Y :N(Y) → N(FG(Y))
are inverse to each other. For an object X ∈ A define M(X) = N(F(X)). For a morphism
f :X1 → X2 of A define
M(X1)
f∗

f ∗
M(X2)
by f∗ = F(f )∗, f ∗ = F(f )∗. We will show that M(X),f∗, f ∗ form a Mackey functor on A.
Since F preserves finite sums, M satisfies (4.1.4) and (4.1.5). Let
X1
p1−−−−→ X′1
f
⏐⏐ ⏐⏐f ′
X2 −−−−→
p2
X′2
be a pullback diagram in A. We have the commutative diagram
F(X1)
F (p1)−−−−→ F(X′1)
F (f )
⏐⏐ ⏐⏐F(f ′)
F (X2) −−−−→ F(X′2),F(p2)
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W
q−−−−→ F(X′1)
g
⏐⏐ ⏐⏐F(f ′)
F (X2) −−−−→
F(p2)
F (X′2)
in B. Then there exists a unique morphism e :F(X1) → W such that
q ◦ e = F(p1), g ◦ e = F(f ).
Since G ◦ F ∼= 1, G(e) is an isomorphism. By (iii) e∗ and e∗ are inverse to each other. Then
F(p2)
∗ ◦ F(f ′)∗ = g∗ ◦ q∗ = g∗ ◦ e∗ ◦ e∗ ◦ q∗ = F(f )∗ ◦ F(p1)∗
for N , that is,
p∗2 ◦ f ′∗ = f∗ ◦ p∗1
for M . Thus M is a Mackey functor on A.
For Y ∈ B let vY : (G∗M)(Y ) → N(Y) be the map Y∗ :N(FG(Y )) → N(Y). For any mor-
phism g :Y → Y ′ of B the diagram
N(FG(Y ))
Y∗−−−−→ N(Y)
FG(g)∗
⏐⏐ ⏐⏐g∗
N(FG(Y ′)) −−−−→
Y ′∗
N(Y ′)
is commutative. This means that
(G∗M)(Y ) vY−−−−→ N(Y)
g∗
⏐⏐ ⏐⏐g∗
(G∗M)(Y ′) −−−−→
vY ′
N(Y ′)
is commutative. Similar commutativity holds for g∗. Hence the collection of the maps vY deter-
mines an isomorphism G∗(M) → N . Thus (i) holds. 
6. Bi-Mackey functors with two-sided action
In this section we define bi-Mackey functors, which replace distributors on the Mackey cate-
gory M. We then restate propositions of Section 3 in terms of bi-Mackey functors.
A bi-Mackey functor N on S consists of k-modules N(X,Y ) for all G-sets X and Y , and
k-linear maps
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〈f,g〉∗ :N(X′, Y ′) → N(X,Y )
for all G-maps f :X → X′ and g :Y → Y ′, which should satisfy the following conditions.
(6.1.1) The collection of N(X,Y ) and 〈f,g〉∗ forms a functor S × S → V .
(6.1.2) The collection of N(X,Y ) and 〈f,g〉∗ forms a functor Sop × Sop → V .
(6.1.3) For G-maps f :X → X′ and g :Y → Y ′, the diagrams
N(X,Y )
〈f,1〉∗−−−−→ N(X′, Y )
〈1,g〉∗
⏐⏐ ⏐⏐〈1,g〉∗
N(X,Y ′) −−−−→
〈f,1〉∗
N(X′, Y ′),
N(X,Y )
〈f,1〉∗←−−−− N(X′, Y )
〈1,g〉∗
⏐⏐ ⏐⏐〈1,g〉∗
N(X,Y ′) ←−−−−
〈f,1〉∗
N(X′, Y ′)
are commutative.
(6.1.4) If
X1
f1−−−−→ X′1
p
⏐⏐ ⏐⏐p′
X2 −−−−→
f2
X′2
is a pullback diagram, then
N(X1, Y )
〈f1,1〉∗−−−−→ N(X′1, Y )
〈p,1〉∗
⏐⏐ ⏐⏐〈p′,1〉∗
N(X2, Y ) −−−−→〈f2,1〉∗ N(X
′
2, Y )
is commutative.
(6.1.5) The analogue of (6.1.4) for the second variable.
(6.1.6) Let i1 :X1 → X1 +X2, i2 :X2 → X1 +X2 denote the inclusion maps. Then the maps
(〈i1,1〉∗, 〈i2,1〉∗) :N(X1, Y )⊕N(X2, Y ) → N(X1 +X2, Y ),(〈i1,1〉∗, 〈i2,1〉∗) :N(X1 +X2, Y ) → N(X1, Y )⊕N(X2, Y )
are inverse to each other.
(6.1.7) The analogue of (6.1.6) for the second variable.
(6.1.8) N(∅, Y ) = 0.
(6.1.9) N(X,∅) = 0.
We note that (6.1.1)–(6.1.5) imply the following:
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X1
f1−−−−→ X′1
p
⏐⏐ ⏐⏐p′
X2 −−−−→
f2
X′2,
Y1
g1−−−−→ Y ′1
q
⏐⏐ ⏐⏐q ′
Y2 −−−−→
g2
Y ′2
are pullback diagrams, then
N(X1, Y1)
〈f1,g1〉∗−−−−→ N(X′1, Y ′1)
〈p,q〉∗
⏐⏐ ⏐⏐〈p′,q ′〉∗
N(X2, Y2) −−−−→〈f2,g2〉∗ N(X
′
2, Y
′
2)
is commutative.
For bi-Mackey functors N and N ′, a morphism σ :N → N ′ consists of linear maps
σX,Y :N(X,Y ) → N ′(X,Y ) for all G-sets X and Y which commute with 〈f,g〉∗ and 〈f,g〉∗
for all G-maps f and g. We denote by M(S,S) the category of bi-Mackey functors on S .
The category M(S) is equivalent to the category of modules over the Mackey algebra
of G [2,12]. Correspondingly the category M(S,S) is equivalent to the category of bimodules
over the Mackey algebra.
A bi-Mackey functor with right S-action is a bi-Mackey functor N equipped with maps
!Z :N(X,Y ) → N(XZ,YZ)
for all G-sets Z, which satisfy the following conditions.
(6.2.1) For any G-maps f :X → X′ and g :Y → Y ′, the diagrams
N(X,Y )
〈f,g〉∗−−−−→ N(X′, Y ′)
!Z
⏐⏐ ⏐⏐!Z
N(XZ,YZ) −−−−→
〈1f,1g〉∗
N(X′Z,Y ′Z)
and
N(X,Y )
〈f,g〉∗←−−−− N(X′, Y ′)
!Z
⏐⏐ ⏐⏐!Z
N(XZ,YZ) ←−−−−
〈1f,1g〉∗
N(X′Z,Y ′Z)
are commutative.
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N(X,Y )
!Z−−−−→ N(XZ,YZ)
!Z′
⏐⏐ ⏐⏐〈1,1h〉∗
N(XZ′, YZ′) −−−−→
〈1h,1〉∗
N(XZ,YZ′)
and
N(X,Y )
!Z−−−−→ N(XZ,YZ)
!Z′
⏐⏐ ⏐⏐〈1h,1〉∗
N(XZ′, YZ′) −−−−→
〈1,1h〉∗
N(XZ′, YZ)
are commutative.
(6.2.3) The diagram
N(X,Y )
!Z−→ N(XZ,YZ)
!(ZZ′) ↘ ⏐!Z′
N(XZZ′, YZZ′)
is commutative.
(6.2.4)
!{·} :N(X,Y ) → N(X{·}, Y {·})
is the identity.
A morphism of bi-Mackey functors with right S-action is a morphism of bi-Mackey functors
which commutes with the operations !Z for all Z. We denote by M(S,S)S the category of bi-
Mackey functors with right S-action.
A left S-action on a bi-Mackey functor N is a family of maps
Z! :N(X,Y ) → N(ZX,ZY)
satisfying analogous conditions.
A two-sided S-action on a bi-Mackey functor N consists of a left S-action and a right S-
action on N which satisfy the following condition.
(6.3) The diagram
N(X,Y )
Z!−−−−→ N(ZX,ZY)
!W
⏐⏐ ⏐⏐!W
N(XW,YW) −−−−→ N(ZXW,ZYW)
Z!
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A morphism of bi-Mackey functors with two-sided S-action is a morphism of bi-Mackey
functors which commutes with the operations Z! and !Z for all Z. We denote by SM(S,S)S the
category of bi-Mackey functors with two-sided S-action.
Proposition 4.3 yields the following.
Proposition 6.4.
(i) We have the isomorphism of categories
M(S,S) ∼= D(M,M),
in which objects N ∈ M(S,S) and D ∈ D(M,M) correspond so that
D(X,Y ) = N(X,Y )
and
D
([X a←−U a′−→X′],1)= 〈a,1〉∗ ◦ 〈a′,1〉∗,
D
(
1, [Y b←−V b′−→Y ′])= 〈1, b′〉∗ ◦ 〈1, b〉∗.
(ii) We have the isomorphisms of categories
M(S,S)S ∼= D(M,M)M,
SM(S,S)S ∼=MD(M,M)M.
Objects N and D correspond as above, and the operations ! for N and D are the same.
Through the first isomorphism of (ii), Proposition 3.4 for A=M gives the following.
Proposition 6.5. Let N ∈ M(S,S)S . For X,Y,Z ∈ S we have an isomorphism
σRZ :N(XZ,Y ) → N(X,YZ)
given as the composite
N(XZ,Y )
!Z−→N(XZZ,YZ) 〈1Δ,1〉
∗
−→ N(XZ,YZ) 〈p,1〉∗−→ N(X,YZ),
where Δ :Z → ZZ is the diagonal map and p :XZ → X is the projection. Its inverse is given as
the composite
N(X,YZ)
!Z−→N(XZ,YZZ) 〈1,1Δ〉
∗
−→ N(XZ,YZ) 〈1,p〉∗−→ N(X,Y )
with p :YZ → Y the projection. These isomorphisms are natural in X,Y .
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(
Z,Z,
[
ZZ
Δ←−Z → {·}], [{·} ← Z Δ−→ZZ]). 
Proposition 3.5 for A=M gives the equivalence
Hom
(Mop,V)→ D(M,M)M.
Through the isomorphisms Hom(Mop,V) ∼= M(S) and D(M,M)M ∼= M(S,S)S , this yields
the following.
Proposition 6.6. We have an equivalence
M(S) → M(S,S)S .
This takes an object M ∈ M(S) to an object N ∈ M(S,S)S as follows. For X,Y ∈ S
N(X,Y ) = M(XY).
The operation !Z :N(X,Y ) → N(XZ,YZ) is the composite
M(XY)
(1p1)∗−→ M(XZY) (1Δ1)∗−→ M(XZZY) (11τ)∗−→ M(XZYZ),
where τ :ZY → YZ is the transposition.
Similar results hold for bi-Mackey functors with left S-action. For N ∈ SM(S,S) we have
an isomorphism
σLZ :N(ZX,Y ) → N(X,ZY).
Proposition 3.7 for A=M yields the following.
Proposition 6.7. We have an equivalence
Z
(
M(S))→ SM(S,S)S .
This takes an object M ∈ Z(M(S)) to an object N ∈ SM(S,S)S as follows. For X,Y ∈ S
N(X,Y ) = M(XY).
The operation !Z :N(X,Y ) → N(XZ,YZ) is the composite
M(XY)
(1p1)∗−→ M(XZY) (1Δ1)∗−→ M(XZZY) (11τ)∗−→ M(XZYZ).
The operation Z! :N(X,Y ) → N(ZX,ZY) is the composite
M(XY)
γZ,XY−→ M(ZXYZ) (11τ)∗−→ M(ZXZY).
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→ N as above. By Remark 3.6 the isomorphism
σRZ :N(XZ,Y ) → N(X,YZ)
coincides with the map
M(XZY)
(1τ)∗−→M(XYZ),
where τ :ZY → YZ is the transposition, and by Remark 3.8 the isomorphism
σLZ :N(ZX,Y ) → N(X,ZY)
coincides with the composite
M(ZXY)
ωZ,XY−→ M(XYZ) (1τ)∗−→M(XZY).
7. The idempotent operation e(X← V → Y)
Let N be an object of M(S,S)S . We have the isomorphism of Proposition 6.5
σRY :N
(
XY, {·})→ N(X,Y ).
For a pair of G-maps a :V → X and b :V → Y , define the map
eR(X
a←−V b−→Y) :N(X,Y ) → N(X,Y )
by the commutative diagram
N(X,Y )
σRY←− N(XY, {·})⏐〈(a,b),1〉∗
eR(X
a←−V b−→Y)
⏐ N(V, {·})⏐〈(a,b),1〉∗
N(X,Y ) ←−
σRY
N(XY, {·}),
where (a, b) :V → XY is the map with components a, b. If (a, b) is injective, eR(X ← V → Y)
is an idempotent.
Remark 7.1. When N comes from an object M ∈ M(S) by the equivalence of Proposition 6.6,
σRY equals the identity map M(XY) → M(XY) by Remark 6.8, so eR(X
a←−V b−→Y) equals
the composite
M(XY)
(a,b)∗−→ M(V ) (a,b)∗−→ M(XY).
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σRX :N(X,Y ) → N
({·}, YX).
Namely, the diagram
N(X,Y )
σRX−→ N({·}, YX)⏐〈1,(b,a)〉∗
eR(X
a←−V b−→Y)
⏐ N({·},V )⏐〈1,(b,a)〉∗
N(X,Y ) −→
σRX
N({·}, YX)
is commutative. Indeed, when N comes from M ∈ M(S), σRX equals the map τ∗ :M(XY) →
M(YX) with τ the transposition, eR(X ← V → Y) equals the composite
M(XY)
(a,b)∗−→ M(V ) (a,b)∗−→ M(XY)
by Remark 7.1, and the right vertical composite of the above diagram equals
M(YX)
(b,a)∗−→ M(V ) (b,a)∗−→ M(YX).
So the diagram is commutative.
Proposition 7.3. We have a commutative diagram
N(X,Y )
〈p,p〉∗−→ N(XZ,YZ)
!Z
⏐ ↙eR(XZ←XYZ→YZ)
N(XZ,YZ)
where p :XZ → X, p :YZ → Y , XYZ → XZ, XYZ → YZ are projections.
Proof. We may assume that N comes from an object M ∈ M(S) by the equivalence of Proposi-
tion 6.6. Let j :XYZ → XZYZ be the map (x, y, z) → (x, z, y, z). By Remark 7.1 the compos-
ite
N(X,Y )
〈p,p〉∗−→ N(XZ,YZ) e
R(XZ←XYZ→YZ)−→ N(XZ,YZ)
equals
M(XY)
(pp)∗−→ M(XZYZ) j
∗
−→M(XYZ) j∗−→M(XZYZ).
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M(XY)
p∗12−→M(XYZ) j∗−→M(XZYZ)
with p12 :XYZ → XY the projection. By Proposition 6.6 this coincides with the map
!Z :N(X,Y ) → N(XZ,YZ). 
Proposition 7.4. Let f :X′ → X, g :Y ′ → Y be G-maps. Let
V ′ (a
′,b′)−−−−→ X′Y ′
h
⏐⏐ ⏐⏐fg
V −−−−→
(a,b)
XY
(∗)
be a commutative diagram with (a, b) and (a′, b′) injective. Then the maps
〈f,g〉∗ :N(X′, Y ′) → N(X,Y ), 〈f,g〉∗ :N(X,Y ) → N(X′, Y ′)
satisfy
〈f,g〉∗
(
Im eR(X′ a
′←−V ′ b′−→Y ′))⊂ Im eR(X a←−V b−→Y),
〈f,g〉∗(Ker eR(X a←−V b−→Y))⊂ Ker eR(X′ a′←−V ′ b′−→Y ′).
Moreover assume that (∗) is a pullback. Then we have also
〈f,g〉∗
(
Ker eR(X′ a
′←−V ′ b′−→Y ′))⊂ Ker eR(X a←−V b−→Y),
〈f,g〉∗(Im eR(X a←−V b−→Y))⊂ Im eR(X′ a′←−V ′ b′−→Y ′),
and consequently
〈f,g〉∗ ◦ eR(X′ a
′←−V ′ b′−→Y ′) = eR(X a←−V b−→Y) ◦ 〈f,g〉∗,
〈f,g〉∗ ◦ eR(X a←−V b−→Y) = eR(X′ a′←−V ′ b′−→Y ′) ◦ 〈f,g〉∗.
Proof. By (∗) we have a commutative diagram
N(V ′, {·}) 〈(a
′,b′),1〉∗−−−−−−→ N(X′Y ′, {·})
〈h,1〉∗
⏐⏐ ⏐⏐〈fg,1〉∗
N(V, {·}) −−−−−→ N(XY, {·}).
〈(a,b),1〉∗
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〈fg,1〉∗
(
Im
〈
(a′, b′),1
〉
∗
)⊂ Im〈(a, b),1〉∗.
By the definition of e, this means
〈f,g〉∗
(
Im eR(X′ a
′←−V ′ b′−→Y ′))⊂ Im eR(X a←−V b−→Y).
The assertion for 〈f,g〉∗ and Ker eR follows similarly.
Assume that (∗) is a pullback. Then
N(V ′, {·}) 〈(a
′,b′),1〉∗←−−−−−− N(X′Y ′, {·})
〈h,1〉∗
⏐⏐ ⏐⏐〈fg,1〉∗
N(V, {·}) ←−−−−−
〈(a,b),1〉∗
N(XY, {·})
is also commutative. Hence
〈f,g〉∗
(
Ker eR(X′ a
′←−V ′ b′−→Y ′))⊂ Ker eR(X a←−V b−→Y).
The assertion for 〈f,g〉∗ and Im eR follows similarly.
Now 〈f,g〉∗ and 〈f,g〉∗ preserve Ker eR and Im eR, so commute with eR. This proves the
proposition. 
The following three properties are clear.
(7.5)
eR(X
p1←−XY p2−→Y) = 1, eR(X ← ∅ → Y) = 0,
where p1,p2 are the projections.
(7.6) Let
V ′′ −−−−→ V ′⏐⏐ ⏐⏐
V −−−−→ XY
be a pullback. Then
eR(X ← V → Y) ◦ eR(X ← V ′ → Y) = eR(X ← V ′′ → Y).
(7.7)
eR(X ← V1 + V2 → Y) = eR(X ← V1 → Y)+ eR(X ← V2 → Y).
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Z
c←−U a−→X, Z d←−V b−→Y
of G-sets, define the map
{Z c←−U a−→X,Z d←−V b−→Y }R :N(X,Y ) → N(X,Y )
to be the composite
N(X,Y )
!Z−→N(XZ,YZ) 〈(a,c),(b,d)〉
∗
−→ N(U,V ) 〈a,b〉∗−→ N(X,Y ).
Proposition 7.8. Given diagrams
Z
c←−U a−→X, Z d←−V b−→Y,
form a pullback
W
f−−−−→ V
e
⏐⏐ ⏐⏐d
U −−−−→
c
Z
and put a′ = a ◦ e, b′ = b ◦ f . Then
{Z c←−U a−→X,Z d←−V b−→Y }R = eR(X a′←−W b′−→Y).
Proof. We may assume that N comes from an object M ∈ M(S) through the equivalence
of Proposition 6.6. By the description of !Z in Proposition 6.6, the map {Z c←−U a−→X,
Z
d←−V b−→Y }R is the composite
M(XY)
p∗−→M(XYZ) j∗−→M(XZYZ) ((a,c)(b,d))
∗
−→ M(UV ) (ab)∗−→M(XY). (∗)
Here j :XYZ → XZYZ is the map (x, y, z) → (x, z, y, z) and p :XYZ → XY is the projection.
Put g = c ◦ e = d ◦ f . By the pullback diagram
XZYZ
j←−−−− XYZ
(a,c)(b,d)
⏐⏐ ⏐⏐(a′,b′,g)
UV ←−−−− W(e,f )
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M(XZYZ)
j∗←−−−− M(XYZ)
((a,c)(b,d))∗
⏐⏐ ⏐⏐(a′,b′,g)∗
M(UV ) ←−−−−
(e,f )∗
M(W).
Hence (∗) equals
M(XY)
p∗−→M(XYZ) (a
′,b′,g)∗−→ M(W) (e,f )∗−→ M(UV ) (ab)∗−→M(XY).
This equals
M(XY)
(a′,b′)∗−→ M(W) (a
′,b′)∗−→ M(XY),
that is, the map eR(X a
′←−W b′−→Y). This proves the proposition. 
Corollary 7.9.
eR(X
a←−V b−→Y) = {X 1←−X 1−→X,X a←−V b−→Y }R
= {Y b←−V a−→X,Y 1←−Y 1−→Y }R.
If N is an object of SM(S,S), we similarly define the endomorphism
eL(X
a←−V b−→Y)
on N(X,Y ) by the commutative diagram
N(X,Y )
σLY←− N(YX, {·})⏐〈(b,a),1〉∗
eL(X
a←−V b−→Y)
⏐ N(V, {·})⏐〈(b,a),1〉∗
N(X,Y ) ←−
σLY
N(YX, {·}).
We also define the endomorphism
{Z ← U → X,Z ← V → Y }L
on N(X,Y ) similarly.
Let N be an object of SM(S,S)S . Then we have the endomorphisms eL(X ← V → Y) and
eR(X ← V → Y) on N(X,Y ).
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sition 6.7, the map eR(X a←−V b−→Y) equals the composite
M(XY)
(a,b)∗−→ M(V ) (a,b)∗−→ M(XY),
while eL(X a←−V b−→Y) equals the composite
M(XY)
ω−1Y,X−→M(YX) (b,a)
∗
−→ M(V ) (b,a)∗−→ M(YX) ωY,X−→M(XY).
This follows from Remark 6.8.
Proposition 7.11. For any X ← U → Y and X ← V → Y , the endomorphisms eL(X ← U → Y)
and eR(X ← V → Y) commute with each other.
Proof. By Corollary 7.9 we have
eR(X
c←−V d−→Y) = {Y d←−V c−→X,Y 1←−Y 1−→Y }R,
and this is the composite
N(X,Y )
!Y−→N(XY,YY ) 〈(c,d),Δ〉
∗
−→ N(V,Y ) 〈c,1〉∗−→ N(X,Y ).
Similarly
eL(X
a←−U b−→Y) = {X 1←−X 1−→X,X a←−U b−→Y }L,
and this is the composite
N(X,Y )
X!−→N(XX,XY) 〈Δ,(a,b)〉
∗
−→ N(X,U) 〈1,b〉∗−→ N(X,Y ).
So eR(X ← V → Y) ◦ eL(X ← U → Y) is the composite
N(X,Y )
X!−→ N(XX,XY) 〈Δ,(a,b)〉
∗
−→ N(X,U) 〈1,b〉∗−→ N(X,Y )
!Y
⏐
N(XY,YY )
〈(c,d),Δ〉∗
⏐
N(V,Y )
〈c,1〉∗
⏐
N(X,Y ).
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N(XX,XY)
〈Δ,(a,b)〉∗−→ N(X,U) 〈1,b〉∗−→ N(X,Y )
!Y
⏐ !Y⏐ !Y⏐
N(XXY,XYY)
〈Δ1,(a,b)1〉∗−→ N(XY,UY) 〈1,b1〉∗−→ N(XY,YY )
〈(c,c,d),(a,b,b)〉∗ ↘ ⏐〈(c,d),(1,b)〉∗ 〈(c,d),Δ〉∗⏐
N(V,U)
〈1,b〉∗−→ N(V,Y )
〈c,b〉∗ ↘ 〈c,1〉∗
⏐
N(X,Y ).
In the lower right square of the diagram we used the pullback
UY
b1−−−−→ YY
(1,b)
⏐⏐ ⏐⏐Δ
U −−−−→
b
Y.
Hence eR(X ← V → Y) ◦ eL(X ← U → Y) equals the composite
N(X,Y )
X!−→ N(XX,XY)
!Y
⏐
N(XXY,XYY)
〈(c,c,d),(a,b,b)〉∗ ↘
N(V,U)
〈c,b〉∗ ↘
N(X,Y ).
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N(X,Y )
!Y−→N(XY,YY )〈(c,d),Δ〉
∗
−→ N(V,Y ) 〈c,1〉∗−→ N(X,Y )
X!
⏐
N(XX,XY)
〈Δ,(a,b)〉∗
⏐
N(X,U)
〈1,b〉∗
⏐
N(X,Y ).
We have a commutative diagram
N(XY,YY )
〈(c,d),Δ〉∗−→ N(V,Y ) 〈c,1〉∗−→ N(X,Y )
X!
⏐ X!⏐ X!⏐
N(XXY,XYY)
〈1(c,d),1Δ〉∗−→ N(XV,XY) 〈1c,1〉∗−→ N(XX,XY)
〈(c,c,d),(a,b,b)〉∗ ↘ ⏐〈(c,1),(a,b)〉∗ 〈Δ,(a,b)〉∗⏐
N(V,U)
〈c,1〉∗−→ N(X,U)
〈c,b〉∗ ↘ 〈1,b〉∗
⏐
N(X,Y ).
Here we used the pullback
XV
1c−−−−→ XX
(c,1)
⏐⏐ ⏐⏐Δ
V −−−−→ X.c
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N(X,Y )
!Y−→ N(XY,YY )
X!
⏐
N(XXY,XYY)
〈(c,c,d),(a,b,b)〉∗ ↘
N(V,U)
〈c,b〉∗ ↘
N(X,Y ).
By the commutativity of X! and !Y (6.3), it follows that
eR(X ← V → Y) ◦ eL(X ← U → Y) = eL(X ← U → Y) ◦ eR(X ← V → Y).
This proves the proposition. 
Let
X =
⎛
⎜⎝
U
a↙ ↘b
X Y
c↖ ↗d
V
⎞
⎟⎠
be a diagram in S such that (a, b) :U → XY and (c, d) :V → XY are injective. Define
e(X) = eL(X a←−U b−→Y) ◦ eR(X c←−V d−→Y).
By Proposition 7.11 this is an idempotent endomorphism on N(X,Y ), and
Im e(X) = Im eL(X a←−U b−→Y)∩ Im eR(X c←−V d−→Y).
By the definition of eL, eR we have
Im eL(X a←−U b−→Y) = Im(N(U, {·}) 〈(b,a),1〉∗−→ N(YX, {·}) σLY−→N(X,Y )),
Im eR(X c←−V d−→Y) = Im(N(V, {·}) 〈(c,d),1〉∗−→ N(XY, {·}) σRY−→N(X,Y )).
Hence
Im e(X) = Im(N(U, {·}) 〈(b,a),1〉∗−→ N(YX, {·}) σLY−→N(X,Y ))
∩ Im(N(V, {·}) 〈(c,d),1〉∗−→ N(XY, {·}) σRY−→N(X,Y )).
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tion 6.7, then
Im e(X) = Im(M(U) (b,a)∗−→ M(YX) ωY,X−→M(XY))∩ Im(M(V ) (c,d)∗−→ M(XY)).
This follows from Remark 7.10.
8. The categories W ′ and M0(W ′)
In this section we introduce categories W , W ′, and M0(W ′). We will show an equivalence
SM(S,S)S  M0(W ′) in later sections.
The category W is defined as follows. An object of W is a diagram
U
↙ ↘
X Y↖ ↗
V
of G-sets and G-maps. A morphism
⎛
⎜⎝
U
↙ ↘
X Y↖ ↗
V
⎞
⎟⎠→
⎛
⎜⎝
U ′
↙ ↘
X′ Y ′↖ ↗
V ′
⎞
⎟⎠
of W is a quadruple
(
h
f g
k
)
of G-maps f :X → X′, g :Y → Y ′, h :U → U ′, k :V → V ′ making the four squares commuta-
tive.
The category W ′ is a full subcategory of W consisting of diagrams
U
↙ ↘
X Y↖ ↗
V
such that the induced maps U → XY and V → XY are injective.
The categories W and W ′ have finite sums and finite inverse limits given componentwise.
The category M0(W ′) is defined as follows. An object H of M0(W ′) consists of k-modules
H(X) for all objects X of W ′ and k-linear maps
f∗ :H(X) → H(X′),
f∗ :H(X′) → H(X)
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(8.1.1) H(X) and f∗ form a functor W ′ → V .
(8.1.2) H(X) and f∗ form a functor W ′op → V .
(8.1.3) If
X1
f1−−−−→ X′1
p
⏐⏐ ⏐⏐p′
X2 −−−−→
f2
X′2
is a pullback diagram in W ′, then the diagram
H(X1)
f1∗−−−−→ H(X′1)
p∗
⏐⏐ ⏐⏐p′∗
H(X2) −−−−→
f2∗
H(X′2)
is commutative.
(8.1.4) Suppose that
X =
⎛
⎜⎝
U1 +U2
↙ ↘
X Y↖ ↗
V
⎞
⎟⎠
is an object of W ′. Put
X1 =
⎛
⎜⎝
U1
↙ ↘
X Y↖ ↗
V
⎞
⎟⎠ , X2 =
⎛
⎜⎝
U2
↙ ↘
X Y↖ ↗
V
⎞
⎟⎠
and let i1 : X1 → X, i2 : X2 → X be the natural injections. Then the maps
(i1∗, i2∗) : H(X1)⊕H(X2) → H(X),(
i∗1, i∗2
) : H(X) → H(X1)⊕H(X2)
are inverse to each other.
(8.1.5)
H
⎛
⎜⎝
∅
↙ ↘
X Y↖ ↗
V
⎞
⎟⎠= 0.
(8.1.6) The analogue of (8.1.4) for the V -component.
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(8.1.8) Let
X1 =
⎛
⎜⎜⎝
U1
↙ ↘
X1 Y↖ ↗
V1
⎞
⎟⎟⎠ , X2 =
⎛
⎜⎜⎝
U2
↙ ↘
X2 Y↖ ↗
V2
⎞
⎟⎟⎠
be objects of W ′. Put
X =
⎛
⎜⎜⎝
U1 +U2
↙ ↘
X1 +X2 Y↖ ↗
V1 + V2
⎞
⎟⎟⎠
and let j1 : X1 → X, j2 : X2 → X be the natural injections. Then the maps
( j1∗, j2∗) : H(X1)⊕H(X2) → H(X),( j∗1, j∗2) : H(X) → H(X1)⊕H(X2)
are inverse to each other.
(8.1.9) The analogue of (8.1.8) for the Y -component.
(8.1.10) Let
X =
⎛
⎜⎝
U
a↙ ↘b
X Y
c↖ ↗d
V
⎞
⎟⎠
be an object of W ′. Let
V1
(c1,d1)−−−−→ UU
e
⏐⏐ ⏐⏐ab
V −−−−→
(c,d)
XY
be a pullback. Put
U =
⎛
⎜⎜⎝
U
1↙ ↘1
U U
c1↖ ↗d1
V1
⎞
⎟⎟⎠
and
a =
( 1
a b
)
: U → X.e
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a∗ :H(U) → H(X),
a∗ :H(X) → H(U)
are inverse to each other.
(8.1.11) The analogue of (8.1.10) for the V -component.
A morphism H → H ′ of M0(W ′) consists of linear maps H(X) → H ′(X) for all objects X
ofW ′ satisfying the commutativity with f∗ and f∗ for all morphisms f ofW ′. This completes the
definition of the category M0(W ′).
Some consequences of the above conditions are listed below.
Proposition 8.2. Every H ∈ M0(W ′) is a Mackey functor on W ′ in the sense of Section 5.
Proof. It follows from (8.1.8), (8.1.9), (8.1.5), and (8.1.7) that
H(X1 + X2) ∼= H(X1)⊕H(X2).
Together with (8.1.1)–(8.1.3) we know H is a Mackey functor. 
Proposition 8.3. Let H ∈ M0(W ′). Let
X =
⎛
⎜⎝
U
a↙ ↘b
X Y
c↖ ↗d
V
⎞
⎟⎠
be an object of W ′. Let
X =
⋃
λ
Xλ, Y =
⋃
μ
Yμ
be the orbit decompositions. Put
Uλμ = a−1(Xλ)∩ b−1(Yμ), Vλμ = c−1(Xλ)∩ d−1(Yμ).
Let
Uλμ =
⋃
ν
Uλμν, Vλμ =
⋃
ρ
Vλμρ
be the orbit decompositions. Let
Xλμνρ =
⎛
⎜⎜⎝
Uλμν
↙ ↘
Xλ Yμ↖ ↗
⎞
⎟⎟⎠Vλμρ
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iλμνρ : Xλμνρ → X
be the natural morphism. Then the maps
(iλμνρ∗) :
⊕
λμνρ
H(Xλμνρ) → H(X),
(
iλμνρ∗
)
:H(X) →
⊕
λμνρ
H(Xλμνρ)
are inverse to each other.
Proof. By (8.1.8) and (8.1.9)
H(X) ∼=
⊕
λμ
H
⎛
⎜⎜⎝
Uλμ
↙ ↘
Xλ Yμ↖ ↗
Vλμ
⎞
⎟⎟⎠ .
By (8.1.4) and (8.1.6)
H
⎛
⎜⎜⎝
Uλμ
↙ ↘
Xλ Yμ↖ ↗
Vλμ
⎞
⎟⎟⎠∼=⊕
νρ
H
⎛
⎜⎜⎝
Uλμν
↙ ↘
Xλ Yμ↖ ↗
Vλμρ
⎞
⎟⎟⎠ .
Hence
H(X) ∼=
⊕
λμνρ
H
⎛
⎜⎜⎝
Uλμν
↙ ↘
Xλ Yμ↖ ↗
Vλμρ
⎞
⎟⎟⎠ . 
Proposition 8.4. Let H ∈ M0(W ′). Let f : X → X′ be a morphism of W ′. Write
X =
⎛
⎜⎝
U
↙ ↘
X Y↖ ↗
V
⎞
⎟⎠ , X′ =
⎛
⎜⎝
U ′
↙ ↘
X′ Y ′↖ ↗
V ′
⎞
⎟⎠ , f =
(
h
f g
k
)
.
Suppose that h is an isomorphism and the induced diagram
V −−−−→ XY
k
⏐⏐ ⏐⏐fg
′ ′ ′V −−−−→ X Y
D. Tambara / Journal of Algebra 319 (2008) 4018–4101 4057is a pullback. Then the maps
f∗ : H(X) → H(X′),
f∗ : H(X′) → H(X)
are inverse to each other.
Proof. Make the object
U =
⎛
⎜⎝
U
↙ ↘
U U↖ ↗
V1
⎞
⎟⎠
and the morphism a : U → X as in (8.1.10). Similarly make
U′ =
⎛
⎜⎜⎝
U ′
↙ ↘
U ′ U ′↖ ↗
V ′1
⎞
⎟⎟⎠
and a′ : U′ → X′. Then f induces a morphism e : U → U′ with
e =
(
h
h h
k1
)
, k1 :V1 → V ′1.
We have the commutative diagrams
V1 −−−−→ UU⏐⏐ ⏐⏐
V −−−−→ XY⏐⏐ ⏐⏐
V ′ −−−−→ X′Y ′
V1 −−−−→ UU
k1
⏐⏐ ⏐⏐hh
V ′1 −−−−→ U ′U ′⏐⏐ ⏐⏐
V ′ −−−−→ X′Y ′.
The upper square of the second diagram is a pullback because the other three squares of the
diagrams are pullbacks. Since h is an isomorphism, so is k1. Hence e is an isomorphism.
By (8.1.10), a∗ and a∗ for H are inverse to each other, and a′∗ and a′∗ are also. By the com-
mutative diagram
U e−−−−→ U′
a
⏐⏐ ⏐⏐a′
X −−−−→ X′f
4058 D. Tambara / Journal of Algebra 319 (2008) 4018–4101it follows that f∗ and f∗ are inverse to each other. 
In Lemmas 8.5–8.9 below H is a collection of H(X) for all X ∈W ′ and maps f∗ :H(X) →
H(X′), f∗ :H(X′) → H(X) for all morphisms f : X → X′ of W ′.
Lemma 8.5. Let f : X → X′ be a morphism of W ′. Assume that H satisfies (8.1.1)–(8.1.3). If f is
componentwise injective, then f∗ ◦ f∗ = 1.
Proof. By (8.1.3) applied to the pullback diagram
X 1−−−−→ X
1
⏐⏐ ⏐⏐f
X −−−−→
f
X′
we have f∗ ◦ f∗ = 1∗ ◦ 1∗, and by (8.1.1) and (8.1.2) we have 1∗ = 1∗ = 1. Hence f∗ ◦ f∗ = 1. 
Lemma 8.6. Let i1 : X1 → X, i2 : X2 → X be as in (8.1.4). Assume that H satisfies (8.1.1)–(8.1.3)
and (8.1.5). Then we have
(
i∗1, i∗2
) ◦ (i1∗, i2∗) = 1.
Proof. We have to show that
i∗1 ◦ i1∗ = 1, i∗2 ◦ i2∗ = 1, i∗1 ◦ i2∗ = 0, i∗2 ◦ i1∗ = 0.
The first two hold by the previous lemma. Let
W −−−−→ X1⏐⏐ ⏐⏐i1
X2 −−−−→
i2
X
be a pullback. The upper entry of W is the empty set, hence H(W) = 0 by (8.1.5). By (8.1.3) we
then have i∗1 ◦ i2∗ = 0, i∗2 ◦ i1∗ = 0. 
Lemma 8.7. Let j1 : X1 → X, j2 : X2 → X be as in (8.1.8). Assume that H satisfies (8.1.1)–
(8.1.3) and (8.1.5). Then we have
( j∗1, j∗2) ◦ (j1∗, j2∗) = 1.
Proof. Argue as above. 
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X =
⎛
⎜⎝
U
a↙ ↘b
X Y
c↖ ↗d
V
⎞
⎟⎠
be an object of W ′. Let X1, Y1 be G-sets such that
Ima ⊂ X1 ⊂ X, Imb ⊂ Y1 ⊂ Y.
Put V1 = c−1(X1)∩ d−1(Y1) and
X1 =
⎛
⎜⎝
U
↙ ↘
X1 Y1↖ ↗
V1
⎞
⎟⎠ ,
where the arrows are the restrictions of a, b, c, d . Let i1 : X1 → X be the inclusion. Assume that
H satisfies (8.1.1)–(8.1.3), (8.1.5), (8.1.8), and (8.1.9). Then the maps i1∗ and i∗1 are inverse to
each other.
Proof. By Lemma 8.5 it is enough to show that i1∗ is an isomorphism. Put X2 = X −X1 and
Z1 =
⎛
⎜⎜⎝
U
↙ ↘
X1 Y↖ ↗
c−1(X1)
⎞
⎟⎟⎠ , Z2 =
⎛
⎜⎜⎝
∅
↙ ↘
X2 Y↖ ↗
c−1(X2)
⎞
⎟⎟⎠ ,
and let j1 : Z1 → X, j2 : Z2 → X be the inclusion morphisms. By (8.1.8) the map
(j1∗, j2∗) :H(Z1)⊕H(Z2) → H(X)
is an isomorphism. By (8.1.5), H(Z2) = 0. Hence j1∗ is an isomorphism.
Likewise, letting k1 : X1 → Z1 be the inclusion and using (8.1.9) and (8.1.5), we know that
k1∗ is an isomorphism. As i1 = j1 ◦ k1, i1∗ is an isomorphism. 
Lemma 8.9. Let f : X → X′ be a morphism of W ′ with
X =
⎛
⎜⎝
U
a↙ ↘b
X Y
c↖ ↗d
V
⎞
⎟⎠ , X′ =
⎛
⎜⎜⎝
U ′
a′↙ ↘b′
X′ Y ′
c′↖ ↗d ′
V ′
⎞
⎟⎟⎠ , f =
(
h
f g
k
)
.
Assume that H satisfies (8.1.1)–(8.1.5), (8.1.8), and (8.1.9). If h is injective, then
f∗ ◦ f∗ = 1.
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X0
p2−−−−→ X
p1
⏐⏐ ⏐⏐f
X −−−−→
f
X′.
Let Δ : X → X0 be the diagonal morphism. Then p1 ◦ Δ = p2 ◦ Δ = 1. Write
X0 =
⎛
⎜⎜⎝
U0
a0↙ ↘b0
X0 Y0
c0↖ ↗d0
V0
⎞
⎟⎟⎠ , Δ =
(
Δ
Δ Δ
Δ
)
.
Since h :U → U ′ is injective, the diagonal map Δ :U → U0 is bijective, so
a0(U0) ⊂ Δ(X), b0(U0) ⊂ Δ(Y).
Since (c, d) :V → XY is injective, we have
c−10
(
Δ(X)
)∩ d−10 (Δ(Y))= Δ(V ).
Applying Lemma 8.8 to X0, we know that Δ∗ and Δ∗ are inverse to each other. Then, us-
ing (8.1.3), we have
f∗ ◦ f∗ = p1∗ ◦ p∗2
= p1∗ ◦ Δ∗ ◦ Δ∗ ◦ p∗2
= 1∗ ◦ 1∗ = 1. 
9. The functor α :SM(S,S)S→M0(W ′)
In this section we construct a functor α :SM(S,S)S → M0(W ′), which is proved to be an
equivalence in Section 11.
Let N ∈ SM(S,S)S . For an object
X =
⎛
⎜⎝
U
↙ ↘
X Y↖ ↗
V
⎞
⎟⎠
of W ′, we have the idempotent endomorphism e(X) on N(X,Y ) (Section 7). Define
H(X) = Im e(X)
and let
inX :H(X) → N(X,Y ), prX :N(X,Y ) → H(X)
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Let f : X → X′ be a morphism of W ′ with
X =
⎛
⎜⎝
U
↙ ↘
X Y↖ ↗
V
⎞
⎟⎠ , X′ =
⎛
⎜⎝
U ′
↙ ↘
X′ Y ′↖ ↗
V ′
⎞
⎟⎠ , f =
(
h
f g
k
)
.
By Proposition 7.4 for eR and its analogue for eL, a map f∗ is defined so that the diagram
N(X,Y )
inX←−−−− H(X)
〈f,g〉∗
⏐⏐ ⏐⏐f∗
N(X′, Y ′) ←−−−−
inX′
H(X′)
is commutative, and a map f∗ is defined so that the diagram
N(X,Y )
prX−−−−→ H(X)
〈f,g〉∗
⏐⏐ ⏐⏐f∗
N(X′, Y ′) −−−−→
prX′
H(X′)
is commutative. We have also
f∗ = prX′ ◦ 〈f,g〉∗ ◦ inX, f∗ = prX ◦ 〈f,g〉∗ ◦ inX′ .
Proposition 9.1. The collection of H(X), f∗, f∗ satisfies (8.1.1)–(8.1.11), so that H is an object
of M0(W ′).
Then the functor α :SM(S,S)S → M0(W ′) is defined as α(N) = H .
Proof. (8.1.1) and (8.1.2) are clear from the definition of f∗, f∗.
Verification of (8.1.3). Let
X1
f1−−−−→ X′1
p
⏐⏐ ⏐⏐p′
X2 −−−−→
f2
X′2
be a pullback diagram in W ′. Write
Xi =
⎛
⎜⎜⎝
Ui
↙ ↘
Xi Yi↖ ↗
Vi
⎞
⎟⎟⎠ , X′i =
⎛
⎜⎜⎜⎝
U ′i
↙ ↘
X′i Y ′i↖ ↗
V ′
⎞
⎟⎟⎟⎠i
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fi =
(
hi
fi gi
ki
)
, p =
(
r
p q
s
)
, p′ =
(
r ′
p′ q ′
s′
)
.
We regard the maps Ui → XiYi , U ′i → X′iY ′i as inclusion. Put
Vi =
⎛
⎜⎜⎜⎝
(figi)
−1(U ′i )
↙ ↘
Xi Yi↖ ↗
(figi)
−1(V ′i )
⎞
⎟⎟⎟⎠ , W =
⎛
⎜⎜⎝
(pq)−1(U2)
↙ ↘
X1 Y1↖ ↗
(pq)−1(V2)
⎞
⎟⎟⎠ .
By Proposition 7.4 we have
e
(
X′1
) ◦ 〈f1, g1〉∗ = 〈f1, g1〉∗ ◦ e(V1), (9.2)
〈p,q〉∗ ◦ e(X2) = e(W) ◦ 〈p,q〉∗. (9.3)
Since (f1g1)−1(U ′1)∩ (pq)−1(U2) = U1 and (f1g1)−1(V ′1)∩ (pq)−1(V2) = V1, we have by (7.6)
e(V1) ◦ e(W) = e(X1). (9.4)
Then, using the definition of f2∗, p′∗, we have
p′∗ ◦ f2∗ = p′∗ ◦ prX′2 ◦ inX′2 ◦ f2∗
= prX′1 ◦ 〈p
′, q ′〉∗ ◦ 〈f2, g2〉∗ ◦ inX2 . (9.5)
On the other hand,
f1∗ ◦ p∗ = prX′1 ◦ 〈f1, g1〉∗ ◦ inX1 ◦ prX1 ◦ 〈p,q〉
∗ ◦ inX2
= prX′1 ◦ 〈f1, g1〉∗ ◦ e(X1) ◦ 〈p,q〉
∗ ◦ inX2
= prX′1 ◦ 〈f1, g1〉∗ ◦ e(V1) ◦ e(W) ◦ 〈p,q〉
∗ ◦ inX2
(
by (9.4))
= prX′1 ◦ e
(
X′1
) ◦ 〈f1, g1〉∗ ◦ 〈p,q〉∗ ◦ e(X2) ◦ inX2 (by (9.2), (9.3))
= prX′1 ◦ 〈f1, g1〉∗ ◦ 〈p,q〉
∗ ◦ inX2 . (9.6)
By (6.1.10)
〈p′, q ′〉∗ ◦ 〈f2, g2〉∗ = 〈f1, g1〉∗ ◦ 〈p,q〉∗. (9.7)
It follows from (9.5), (9.6), and (9.7) that
p′∗ ◦ f2∗ = f1∗ ◦ p∗.
Thus (8.1.3) holds.
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idempotent e(X) is the sum of the mutually orthogonal idempotents e(X1) and e(X2). So we
have
H(X) = H(X1)⊕H(X2),
in which the injection H(Xi ) → H(X) is given by
prX ◦ inXi = prX ◦ 〈1X,1Y 〉∗ ◦ inXi = ii∗,
and the projection H(X) → H(Xi ) is given by
prXi ◦ inX = prXi ◦ 〈1X,1Y 〉∗ ◦ inX = i∗i .
Thus (8.1.4) holds.
(8.1.5) is clear.
(8.1.6) and (8.1.7) are similarly verified.
Verification of (8.1.8). Let Xi and ji for i = 1,2 be as in (8.1.8). As we have already verified
(8.1.1)–(8.1.3) and (8.1.5), Lemma 8.7 tells us that it is enough to show that (j1∗, j2∗) is an
isomorphism. Let ji :Xi → X1 +X2 be the inclusion map. The map(〈j1,1〉∗, 〈j2,1〉∗) :N(X1, Y )⊕N(X2, Y ) → N(X1 +X2, Y ) (∗)
is an isomorphism. Since
Ui −−−−→ XiY⏐⏐ ⏐⏐
U1 +U2 −−−−→ (X1 +X2)Y,
Vi −−−−→ XiY⏐⏐ ⏐⏐
V1 + V2 −−−−→ (X1 +X2)Y
are pullbacks for i = 1,2, we have by Proposition 7.4 that
〈ji,1〉∗ ◦ e(Xi ) = e(X) ◦ 〈ji,1〉∗.
It follows that the isomorphism (∗) restricts to the isomorphism
(j1∗, j2∗) :H(X1)⊕H(X2) → H(X).
(8.1.9) is similarly verified.
Verification of (8.1.10). Let X, U, a : U → X be as in (8.1.10). By Lemma 8.9 it is enough to
show that a∗ is an isomorphism. By the commutative diagram
N(U, {·}) 〈Δ,1〉∗−−−−→ N(UU, {·})
1
⏐⏐ ⏐⏐〈ba,1〉∗
N(U, {·}) −−−−−→ N(YX, {·})
〈(b,a),1〉∗
4064 D. Tambara / Journal of Algebra 319 (2008) 4018–4101and the definition of eL, the map 〈a, b〉∗ :N(U,U) → N(X,Y ) restricts to an isomorphism
l : Im eL(U ← U → U) → Im eL(X ← U → Y).
Since
V1
(c1,d1)−−−−→ UU
e
⏐⏐ ⏐⏐ab
V −−−−→
(c,d)
XY
is a pullback, we have by Proposition 7.4
〈a, b〉∗ ◦ eR(U ← V1 → U) = eR(X ← V → Y) ◦ 〈a, b〉∗.
Therefore 〈a, b〉∗ :N(U,U) → N(X,Y ) is the direct sum of the maps
Im eR(U ← V1 → U) → Im eR(X ← V → Y),
Ker eR(U ← V1 → U) → Ker eR(X ← V → Y).
Since eL and eR commute, the map l decomposes also along the above direct sum, so l restricts
to an isomorphism
Im eL(U ← U → U)∩ Im eR(U ← V1 → U)
→ Im eL(X ← U → Y)∩ Im eR(X ← V → Y).
This is the map a∗ :H(U) → H(X). Thus a∗ is an isomorphism.
(8.1.11) is similarly verified. 
10. The functor β :M0(W ′)→ SM(S,S)S
In this section we construct a quasi-inverse β of the functor α of the previous section.
For G-sets X and Y , define T (X,Y ) ∈W ′ by
T (X,Y ) =
⎛
⎜⎝
XY
↙ ↘
X Y↖ ↗
XY
⎞
⎟⎠ ,
where the arrows are projections. For G-maps f :X → X′ and g :Y → Y ′, define
T (f,g) :T (X,Y ) → T (X′, Y ′)
by
T (f,g) =
(
fg
f g
)
.fg
D. Tambara / Journal of Algebra 319 (2008) 4018–4101 4065Let H ∈ M0(W ′). We will construct N ∈ SM(S,S)S . For G-sets X and Y , define N(X,Y )
by
N(X,Y ) = H (T (X,Y )).
For G-maps f :X → X′ and g :Y → Y ′, define
〈f,g〉∗ :N(X,Y ) → N(X′, Y ′),
〈f,g〉∗ :N(X′, Y ′) → N(X,Y )
by
〈f,g〉∗ = T (f,g)∗,
〈f,g〉∗ = T (f,g)∗.
For a G-set Z, define
!Z :N(X,Y ) → N(XZ,YZ)
to be the composite
H
⎛
⎜⎝
XY
↙ ↘
X Y↖ ↗
XY
⎞
⎟⎠ p∗−→H
⎛
⎜⎝
XZYZ
↙ ↘
XZ YZ↖ ↗
XYZ
⎞
⎟⎠ i∗−→H
⎛
⎜⎝
XZYZ
↙ ↘
XZ YZ↖ ↗
XZYZ
⎞
⎟⎠ ,
where
p =
(
p
p p
p
)
, i =
( 1
1 1
i
)
,
and p are projections, i :XYZ → XZYZ is the map (x, y, z) → (x, z, y, z). Define
Z! :N(X,Y ) → N(ZX,ZY)
to be the composite
H
⎛
⎜⎝
XY
↙ ↘
X Y↖ ↗
XY
⎞
⎟⎠ p∗−→H
⎛
⎜⎝
ZXY
↙ ↘
ZX ZY↖ ↗
ZXZY
⎞
⎟⎠ i∗−→H
⎛
⎜⎝
ZXZY
↙ ↘
ZX ZY↖ ↗
ZXZY
⎞
⎟⎠ ,
where
p =
(
p
p p
p
)
, i =
(
i
1 1
1
)
,
and p are projections, i :ZXY → ZXZY is the map (z, x, y) → (z, x, z, y).
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Section 6 to form an object N of SM(S,S)S .
The functor β is then defined as β(H) = N .
Proof. (6.1.1) and (6.1.2) are clear.
Verification of (6.1.3). Let f :X → X′ and g :Y → Y ′ be G-maps. The diagram
XY
f 1−−−−→ X′Y
1g
⏐⏐ ⏐⏐1g
XY ′ −−−−→
f 1
X′Y ′
is a pullback in S , so the diagram
T (X,Y )
T (f,1)−−−−→ T (X′, Y )
T (1,g)
⏐⏐ ⏐⏐T (1,g)
T (X,Y ′) −−−−→
T (f,1)
T (X′, Y ′)
is a pullback in W ′. By (8.1.3) the diagram
N(X,Y )
〈f,1〉∗−−−−→ N(X′, Y )
〈1,g〉∗
⏐⏐ ⏐⏐〈1,g〉∗
N(X,Y ′) −−−−→
〈f,1〉∗
N(X′, Y ′)
is commutative.
The other half of (6.1.3) is verified similarly.
Verification of (6.1.4). Let
X1
f1−−−−→ X′1
p
⏐⏐ ⏐⏐p′
X2 −−−−→
f2
X′2
be a pullback diagram. Then
T (X1, Y )
T (f1,1)−−−−→ T (X′1, Y )
T (p,1)
⏐⏐ ⏐⏐T (p′,1)
T (X2, Y ) −−−−→ T (X′2, Y )
T (f2,1)
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N(X1, Y )
〈f1,1〉∗−−−−→ N(X′1, Y )
〈p,1〉∗
⏐⏐ ⏐⏐〈p′,1〉∗
N(X2, Y ) −−−−→〈f2,1〉∗ N(X
′
2, Y )
is commutative.
(6.1.5) is similarly verified.
Verification of (6.1.6). Let i1 :X1 → X1 + X2, i2 :X2 → X1 + X2 be the inclusion maps.
Applying (8.1.8) to the injections
T (i1,1) :T (X1, Y ) → T (X1 +X2, Y ), T (i2,1) :T (X2, Y ) → T (X1 +X2, Y ),
we know that the maps
(〈i1,1〉∗, 〈i2,1〉∗) :N(X1, Y )⊕N(X2, Y ) → N(X1 +X2, Y ),(〈i1,1〉∗, 〈i2,1〉∗) :N(X1 +X2, Y ) → N(X1, Y )⊕N(X2, Y )
are inverse to each other.
(6.1.7) is similarly verified.
(6.1.8) and (6.1.9) follow from (8.1.5).
Verification of (6.2.1). Let f :X → X′ and g :Y → Y ′ be G-maps. We have a commutative
diagram in W ′
XY
↙ ↘
X Y↖ ↗
XY
f−−−−→
X′Y ′
↙ ↘
X′ Y ′↖ ↗
X′Y ′
p
⏐⏐ ⏐⏐p′
XZYZ
↙ ↘
XZ YZ↖ ↗
XYZ
f1−−−−→
X′ZY ′Z
↙ ↘
X′Z Y ′Z↖ ↗
X′Y ′Z
i
⏐⏐ ⏐⏐i′
XZYZ
↙ ↘
XZ YZ↖ ↗
XZYZ
−−−−→
f2
X′ZY ′Z
↙ ↘
X′Z Y ′Z↖ ↗
X′ZY ′Z
where
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f1 =
(
f 1g1
f 1 g1
fg1
)
,
f2 = T (f 1, g1),
and p, i, p′, i′ are as in the definition of !Z. The both squares are pullbacks. By (8.1.3) we have
i′∗ ◦ p′∗ ◦ f∗ = i′∗ ◦ f1∗ ◦ p∗ = f2∗ ◦ i∗ ◦ p∗,
f∗2 ◦ i′∗ ◦ p′∗ = i∗ ◦ f∗1 ◦ p′∗ = i∗ ◦ p∗ ◦ f∗,
namely
!Z ◦ 〈f,g〉∗ = 〈f 1, g1〉∗ ◦ !Z,
〈f 1, g1〉∗ ◦ !Z = !Z ◦ 〈f,g〉∗.
Thus (6.2.1) holds.
Verification of (6.2.2). Let h :Z → Z′ be a G-map. We have a commutative diagram in W ′
XY
↙ ↘
X Y↖ ↗
XY
p←−
XZYZ
↙ ↘
XZ YZ↖ ↗
XYZ
i−→
XZYZ
↙ ↘
XZ YZ↖ ↗
XZYZ
p′
⏐ ⏐h4
XZ′YZ′
↙ ↘
XZ′ YZ′↖ ↗
XYZ′
h3←−
XZYZ′
↙ ↘
XZ YZ′↖ ↗
XYZ
⏐h2
i′
⏐ ↘k
XZ′YZ′
↙ ↘
XZ′ YZ′↖ ↗
XZ′YZ′
←−
h1
XZYZ′
↙ ↘
XZ YZ′↖ ↗
XZYZ′
where h1,h2,h3,h4 are induced by h, and
k =
( 1
1 1
)
k
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cause
Z′ h←−−−− Z
Δ
⏐⏐ ⏐⏐(1,h)
Z′Z′ ←−−−−
h1
ZZ′
is a pullback in S .
By Proposition 8.4 h4∗ ◦ h∗4 = 1. Then
h2∗ ◦ i∗ ◦ p∗ = k∗ ◦ h4∗ ◦ p∗
= k∗ ◦ h4∗ ◦ h∗4 ◦ h∗3 ◦ p′∗
= k∗ ◦ h∗3 ◦ p′∗
= h∗1 ◦ i′∗ ◦ p′∗.
Now by definition
h2∗ = 〈1,1h〉∗ :N(XZ,YZ) → N(XZ,YZ′),
h∗1 = 〈1h,1〉∗ :N(XZ′, YZ′) → N(XZ,YZ′),
and
i∗ ◦ p∗ = !Z, i′∗ ◦ p′∗ = !Z′.
Hence
〈1,1h〉∗ ◦ !Z = 〈1h,1〉∗ ◦ !Z′.
The other half is similarly verified.
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XY
↙ ↘
X Y↖ ↗
XY
p←−
XZYZ
↙ ↘
XZ YZ↖ ↗
XYZ
i−→
XZYZ
↙ ↘
XZ YZ↖ ↗
XZYZ
p′′ ↖
⏐p′1 ⏐p′
XZZ′YZZ′
↙ ↘
XZZ′ YZZ′↖ ↗
XYZZ′
i1−→
XZZ′YZZ′
↙ ↘
XZZ′ YZZ′↖ ↗
XZYZZ′
i′′ ↘
⏐i′
XZZ′YZZ′
↙ ↘
XZZ′ YZZ′↖ ↗
XZZ′YZZ′
.
Here p, i are the morphisms involved in the definition of !Z, and p′, i′ are similar ones for !Z′,
p′′, i′′ for !(ZZ′). The morphism p′1 is given by forgetting the factor Z′. The morphism i1 is given
by
i1 =
( 1
1 1
k
)
,
where k :XYZZ′ → XZYZZ′ is the map (x, y, z, z′) → (x, z, y, z, z′).
The square surrounded by i, i1,p′,p′1 is a pullback because
Z
Δ−−−−→ ZZ
p1
⏐⏐ ⏐⏐p12
ZZ′ −−−−→
Δ1
ZZZ′
is a pullback in S . Hence p′∗ ◦ i∗ = i1∗ ◦ p′∗1 . Then
i′∗ ◦ p′∗ ◦ i∗ ◦ p∗ = i′∗ ◦ i1∗ ◦ p′∗1 ◦ p∗ = i′′∗ ◦ p′′∗,
namely
!Z′ ◦ !Z = !(ZZ′).
Thus (6.2.3) holds.
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XY
↙ ↘
X Y↖ ↗
XY
p1←−−−−
ZXY
↙ ↘
ZX ZY↖ ↗
ZXZY
i1−−−−→
ZXZY
↙ ↘
ZX ZY↖ ↗
ZXZY
q1
⏐⏐ q2⏐⏐ ⏐⏐q3
XWYW
↙ ↘
XW YW↖ ↗
XYW
p2←−−−−
ZXWYW
↙ ↘
ZXW ZYW↖ ↗
ZXZYW
i2−−−−→
ZXWZYW
↙ ↘
ZXW ZYW↖ ↗
ZXZYW
j1
⏐⏐ j2⏐⏐ ⏐⏐j3
XWYW
↙ ↘
XW YW↖ ↗
XWYW
←−−−−
p3
ZXWYW
↙ ↘
ZXW ZYW↖ ↗
ZXWZYW
−−−−→
i3
ZXWZYW
↙ ↘
ZXW ZYW↖ ↗
ZXWZYW
where pi are the projections forgetting Z, qi are the projections forgetting W , ii are induced by
the diagonal Z → ZZ, ji are induced by the diagonal W → WW .
The upper right square and the lower left square are pullbacks. Hence
j3∗ ◦ q∗3 ◦ i1∗ ◦ p∗1 = j3∗ ◦ i2∗ ◦ q∗2 ◦ p∗1
= i3∗ ◦ j2∗ ◦ p∗2 ◦ q∗1
= i3∗ ◦ p∗3 ◦ j1∗ ◦ q∗1,
namely
!W ◦Z! = Z! ◦ !W.
Thus (6.3) holds and the proof is completed. 
11. Proof of the equivalence SM(S,S)S M0(W ′)
We have constructed the functors α :SM(S,S)S → M0(W ′) and β :M0(W ′) → SM(S,S)S .
We now show that these are equivalences.
Theorem 11.1. The functors α and β are quasi-inverse to each other.
Proof. Proof of β ◦ α  1. Let N ∈ SM(S,S)S . Put H = α(N), N ′ = β(H). By the definition
of β we have
N ′(X,Y ) = H (T (X,Y )).
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H
(
T (X,Y )
)= N(X,Y ).
Thus N ′(X,Y ) = N(X,Y ).
We will verify the structure maps 〈f,g〉∗, 〈f,g〉∗, !Z, Z! for N and N ′ coincide.
(a) 〈f,g〉∗. Let f :X → X′, g :Y → Y ′ be G-maps. Then by definition
N ′(X,Y ) H(T (X,Y )) N(X,Y )
〈f,g〉∗
⏐⏐ ⏐⏐T (f,g)∗ ⏐⏐〈f,g〉∗
N ′(X′, Y ′) H(T (X′, Y ′)) N(X′, Y ′).
Thus the maps 〈f,g〉∗ for N and N ′ are equal.
(b) Similar for 〈f,g〉∗.
(c) !Z. We have a commutative diagram
N ′(X,Y ) = H
⎛
⎜⎝
XY
↙ ↘
X Y↖ ↗
XY
⎞
⎟⎠ = N(X,Y )
p∗
⏐ ⏐〈p,p〉∗
!Z
⏐ H
⎛
⎜⎝
XZYZ
↙ ↘
XZ YZ↖ ↗
XYZ
⎞
⎟⎠ pr
in
N(XZ,YZ)
i∗
⏐ ‖
N ′(XZ,YZ) = H
⎛
⎜⎝
XZYZ
↙ ↘
XZ YZ↖ ↗
XZYZ
⎞
⎟⎠ = N(XZ,YZ).
Now
in ◦ pr = e
⎛
⎜⎝
XZYZ
↙ ↘
XZ YZ↖ ↗
XYZ
⎞
⎟⎠= eR(XZ ← XYZ → YZ),
and we have the commutative diagram of Proposition 7.3
N(X,Y )
〈p,p〉∗−→ N(XZ,YZ)
!Z
⏐ ↙eR(XZ←XYZ→YZ)
N(XZ,YZ).
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(d) Z! is treated similarly.
This proves that β ◦ α  1.
Proof of α ◦ β  1. Let H ∈ M0(W ′). Put N = β(H), H ′ = α(N). Let
X =
⎛
⎜⎝
U
a↙ ↘b
X Y
c↖ ↗d
V
⎞
⎟⎠ ∈W ′.
By the definition of α
H ′(X) = Im(e(X) :N(X,Y ) → N(X,Y ))
and
e(X) = eL(X ← U → Y) ◦ eR(X ← V → Y).
By Proposition 7.8 we have
eR(X ← V → Y) = {V 1←−V → X,V 1←−V → Y }R
and by the definition of {−,−}R this is the composite
N(X,Y )
!V−→N(XV,YV ) 〈(c,1),(d,1)〉
∗
−→ N(V,V ) 〈c,d〉∗−→ N(X,Y ).
By the definition of β , this equals the composite
H(T (X,Y ))
p∗−−−−→ H
⎛
⎜⎝
XVYV
↙ ↘
XV YV↖ ↗
XYV
⎞
⎟⎠
i∗
⏐⏐
H(T (XV,YV )) −−−−→
j∗
H(T (V,V ))⏐⏐q∗
H(T (X,Y ))
where
p =
(
p
p p
p
)
, i =
( 1
1 1
i
)
, j = T ((c,1), (d,1)), q = T (c, d)
with p projections, i : (x, y, v) → (x, v, y, v).
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XVYV
↙ ↘
XV YV↖ ↗
XYV
j′←−−−−
VV
↙ ↘
V V↖ ↗
V
i
⏐⏐ ⏐⏐i′
T (XV,YV ) ←−−−−
j
T (V,V )
where
j′ =
(
(c,1)(d,1)
(c,1) (d,1)
(c, d,1)
)
, i′ =
( 1
1 1
(1,1)
)
.
Hence j∗ ◦ i∗ = i′∗ ◦ j′∗, so
eR(X ← V → Y) = q∗ ◦ i′∗ ◦ j′∗ ◦ p∗.
But
p ◦ j′ = q ◦ i′ =
(
cd
c d
(c, d)
)
:
⎛
⎜⎝
VV
↙ ↘
V V↖ ↗
V
⎞
⎟⎠→
⎛
⎜⎝
XY
↙ ↘
X Y↖ ↗
XY
⎞
⎟⎠ .
Denoting this morphism by r, we have
eR(X ← V → Y) = r∗ ◦ r∗.
Moreover r factors as
⎛
⎜⎝
VV
↙ ↘
V V↖ ↗
V
⎞
⎟⎠ v−→
⎛
⎜⎝
XY
↙ ↘
X Y↖ ↗
V
⎞
⎟⎠ t−→
⎛
⎜⎝
XY
↙ ↘
X Y↖ ↗
XY
⎞
⎟⎠ ,
where
v =
(
cd
c d
1
)
, t =
( 1
1 1
(c, d)
)
.
By (8.1.11), v∗ and v∗ are inverse to each other. Hence
r∗ ◦ r∗ = t∗ ◦ v∗ ◦ v∗ ◦ t∗ = t∗ ◦ t∗,
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eR(X ← V → Y) = t∗ ◦ t∗.
Similarly
eL(X ← U → Y) = s∗ ◦ s∗
with
s =
(
(a, b)
1 1
1
)
:
⎛
⎜⎝
U
↙ ↘
X Y↖ ↗
XY
⎞
⎟⎠→
⎛
⎜⎝
XY
↙ ↘
X Y↖ ↗
XY
⎞
⎟⎠ .
We have a pullback diagram
U
↙ ↘
X Y↖ ↗
V
s′−−−−→
XY
↙ ↘
X Y↖ ↗
V
t′
⏐⏐ ⏐⏐t
U
↙ ↘
X Y↖ ↗
XY
−−−−→
s
XY
↙ ↘
X Y↖ ↗
XY
with s′, t′ the obvious morphisms. Put
w = s ◦ t′ = t ◦ s′ =
(
(a, b)
1 1
(c, d)
)
: X → T (X,Y ).
Then
eL(X ← U → Y) ◦ eR(X ← V → Y) = s∗ ◦ s∗ ◦ t∗ ◦ t∗
= s∗ ◦ t′∗ ◦ s′∗ ◦ t∗
= w∗ ◦ w∗.
Thus
e(X) = w∗ ◦ w∗.
By Lemma 8.5 we have w∗ ◦ w∗ = 1. Hence w∗ :H(X) → H(T (X,Y )) yields an isomorphism
λX :H(X) → Im e(X) = H ′(X).
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M0(W ′). Let f : X → X′ be a morphism of W ′ with
X =
⎛
⎜⎝
U
↙ ↘
X Y↖ ↗
V
⎞
⎟⎠ , X′ =
⎛
⎜⎝
U ′
↙ ↘
X′ Y ′↖ ↗
V ′
⎞
⎟⎠ , f =
(
h
f g
k
)
.
We have to show that the diagrams
H(X) λX−−−−→ H ′(X)
f∗
⏐⏐ ⏐⏐f∗
H(X′) −−−−→
λX′
H ′(X′),
H(X) λX−−−−→ H ′(X)
f∗
⏐⏐ ⏐⏐f∗
H(X′) −−−−→
λX′
H ′(X′)
are commutative. By definition the diagrams
H ′(X) inX−−−−→ N(X,Y ) H(T (X,Y ))
f∗
⏐⏐ ⏐⏐〈f,g〉∗ ⏐⏐T (f,g)∗
H ′(X′) −−−−→
inX′
N(X′, Y ′) H(T (X′, Y ′))
and
H ′(X)
prX←−−−− N(X,Y ) H(T (X,Y ))
f∗
⏐⏐ ⏐⏐〈f,g〉∗ ⏐⏐T (f,g)∗
H ′(X′) ←−−−−
prX′
N(X′, Y ′) H(T (X′, Y ′))
are commutative. Also by the definition of λX,
inX ◦ λX = w∗, λ−1X ◦ prX = w∗,
inX′ ◦ λX′ = w′∗, λ−1X′ ◦ prX′ = w′∗,
where w : X → T (X,Y ) is as above, and w′ : X′ → T (X′, Y ′) is defined similarly. Therefore it is
enough to show that the diagrams
H(X) w∗−−−−→ H(T (X,Y ))
f∗
⏐⏐ ⏐⏐T (f,g)∗
H(X′) −−−−→
w′∗
H(T (X′, Y ′)),
H(X) w
∗←−−−− H(T (X,Y ))
f∗
⏐⏐ ⏐⏐T (f,g)∗
H(X′) ←−−−−
w′∗
H(T (X′, Y ′))
are commutative. But this follows from the equality w′ ◦ f = T (f,g) ◦ w.
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12. Making arrows in a diagram invertible
In order to transform the category M0(W ′) to a simpler category we prepare here some con-
struction for diagrams of G-sets.
Let K be a category, which has only finitely many objects and morphisms. Let K be the
category of functors K → S .
We say a G-set is connected if it consists of a single orbit, that is, it is isomorphic to G/H for
some subgroup H . Define full subcategories Ki, Kc, Kic, Kc∗, Kic∗ of K by
Ki =
{
X ∈K ∣∣X(a) is an isomorphism for every morphism a of K},
Kc =
{
X ∈K ∣∣X(i) is connected for every object i of K},
Kic =Ki ∩Kc,
Kc∗ = {finite direct sums of objects of Kc},
Kic∗ = {finite direct sums of objects of Kic} =Ki ∩Kc∗.
Our aim is to construct an adjoint functor of the inclusion Kic∗ →K. Existence of the adjoint
can be seen by using direct limit, but we need a particular construction. We define functors Ta , S
on K, and then define the adjoint functor as their iteration.
Hereafter we assume that K is connected, that is, the set of objects of K cannot be partitioned
into nonempty subsets K1 and K2 so that Hom(i, j) = Hom(j, i) = ∅ for all i ∈ K1, j ∈ K2.
(a) The functor Ta . Let i be an object of K . The evaluation functor K→ S :X → X(i) has a
right adjoint, which is defined as follows. For an object S of S , define the functor Mi(S) :K → S
by
Mi(S)(j) = Map
(
Hom(j, i), S
)
for j ∈ K . Here Map(S′, S) denotes the set of all maps S′ → S. Then we have the bijection
Hom
(
X,Mi(S)
)∼= Hom(X(i), S)
for X ∈K and S ∈ S . Morphisms f :X → Mi(S) and u :X(i) → S correspond under the bijec-
tion so that f (j) for j ∈ K is the map
f (j) :X(j) → Map(Hom(j, i), S),
x → (b → u(X(b)(x))).
Let i :X → Mi(X(i)) denote the adjunction morphism. For j ∈ K , i(j) is the map
i(j) :X(j) → Map
(
Hom(j, i),X(i)
)
,
x → (b → X(b)(x)).
A morphism a : i → j of K induces the morphism a∗ :Mj(S) → Mi(S) of K.
4078 D. Tambara / Journal of Algebra 319 (2008) 4018–4101For a morphism a : i → j of K and an object X of K, define the object Ta(X) of K together
with the morphisms τa :Ta(X) → X and Ta(X) → Mj(X(i)) by the pullback diagram
Ta(X) −−−−→ Mj(X(i))
τa
⏐⏐ ⏐⏐(a∗,Mj (X(a)))
X −−−−→
(i ,j )
Mi(X(i))×Mj(X(j)).
In other words the G-set Ta(X)(k) for k ∈ K consists of pairs
(x, f ) ∈ X(k)× Map(Hom(k, j),X(i))
such that
X(a)
(
f (b)
)= X(b)(x) (∀b ∈ Hom(k, j)),
f (a ◦ c) = X(c)(x) (∀c ∈ Hom(k, i)).
A morphism f :X → X′ ofK induces the morphism Ta(f ) :Ta(X) → Ta(X′) ofK, so that Ta
is a functor.
Proposition 12.1. For X,Y ∈K and a morphism a : i → j of K , we have a bijective correspon-
dence between the following two objects.
• A morphism f :Y → Ta(X) of K.
• A pair (g,w) of a morphism g :Y → X of K and a morphism w :Y(j) → X(i) of S that
make the diagram
Y(i)
g(i)−→ X(i)
Y (a)
⏐ ↗w ⏐X(a)
Y (j) −→
g(j)
X(j)
commutative.
Proof. By the diagram defining Ta(X), a morphism f :Y → Ta(X) bijectively corresponds to a
pair of morphisms g :Y → X and h :Y → Mj(X(i)) such that the diagrams
Y
h−−−−→ Mj(X(i))
g
⏐⏐ ⏐⏐a∗
X −−−−→ Mi(X(i)),
Y
h−−−−→ Mj(X(i))
g
⏐⏐ ⏐⏐Mj (X(a))
X −−−−→

Mj (X(j))i j
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X(i) of S , and the commutativity of the above diagrams is equivalent to that of
Y(i)
Y (a)−→ Y(j)
g(i)
⏐ ↙w
X(i),
Y (j)
g(j)
⏐ ↘w
X(j) ←−
X(a)
X(i).
Hence the proposition follows. 
Proposition 12.2. Let X,Y be objects of K and a : i → j a morphism of K . If Y(a) is an isomor-
phism, then the morphism τa :Ta(X) → X induces the bijection
Hom
(
Y,Ta(X)
)→ Hom(Y,X).
Proof. Suppose that Y(a) is an isomorphism. In view of the preceding proposition it is enough to
show that for every morphism g :Y → X of K there exists a unique morphism w :Y(j) → X(i)
of S such that the diagram
Y(i)
g(i)−→ X(i)
Y (a)
⏐ ↗w ⏐X(a)
Y (j) −→
g(j)
X(j)
commutes. This is clear because the outside square is commutative and Y(a) is an isomor-
phism. 
We say a morphism X → Y of K is invertible relative to a full subcategory A of K if the
induced map
Hom(A,X) → Hom(A,Y )
is bijective for every A ∈A. When the inclusion A→K has a right adjoint R :K→A, a mor-
phism f ofK is invertible relative toA if and only if R(f ) is an isomorphism ofA. The previous
proposition implies that the morphism τa :Ta(X) → X is invertible relative to the subcategoryKi.
Proposition 12.3. Let X be an object of K and a : i → j a morphism of K . If X(a) is an isomor-
phism, then τa :Ta(X) → X is an isomorphism.
Proof. Arguing as above, we see that Hom(Y,Ta(X)) → Hom(Y,X) is bijective for any object Y
of K. 
Proposition 12.4. Let X,X′ be objects of K and a : i → j a morphism of K . Then Ta(X+X′) ∼=
Ta(X)+ Ta(X′).
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that the morphisms Ta(ι) :Ta(X) → Ta(X′′) and Ta(ι′) :Ta(X′) → Ta(X′′) give an isomorphism
Ta(X)+ Ta(X′) → Ta(X′′).
Let k ∈ K and (x′′, f ′′) ∈ Ta(X′′)(k). Then
x′′ ∈ X′′(k), f ′′ ∈ Map(Hom(k, j),X′′(i)).
Either x′′ = ι(k)(x) with x ∈ X(k) or x′′ = ι′(k)(x′) with x′ ∈ X′(k). Consider the first case. For
any b ∈ Hom(k, j), we have
X′′(a)
(
f ′′(b)
)= X′′(b)(x′′) = X′′(b)(ι(k)(x))= ι(j)(X(b)(x)).
Since X′′ = X +X′, we must have
f ′′(b) ∈ Im(ι(i) :X(i) → X′′(i)).
So we obtain a unique map f ∈ Map(Hom(k, j),X(i)) such that f ′′ = ι(i) ◦ f . Then
X(a)
(
f (b)
)= X(b)(x) (∀b ∈ Hom(k, j)).
Also for any c ∈ Hom(k, i),
ι(i)
(
f (a ◦ c))= f ′′(a ◦ c) = X′′(c)(x′′) = ι(i)(X(c)(x)),
hence
f (a ◦ c) = X(c)(x).
Thus (x, f ) ∈ Ta(X)(k) and Ta(ι)(x, f ) = (x′′, f ′′).
In the second case one obtains an element (x′, f ′) ∈ Ta(X′)(k) so that Ta(ι′)(x′, f ′) =
(x′′, f ′′). This proves that Ta(X)(k)+ Ta(X′)(k) ∼= Ta(X′′)(k). 
(b) The functor S. For X ∈K we define S(X) ∈K by
S(X) =
∑
A⊂X,A∈Kc
A.
We have the obvious morphism σ :S(X) → X. Then S becomes a functor K→ Kc∗. The fol-
lowing is clear.
Proposition 12.5. The functor S :K → Kc∗ is a right adjoint to the inclusion Kc∗ → K and
σ :S(X) → X is the morphism of adjunction.
Therefore a morphism f of K is invertible relative to Kc∗ if and only if S(f ) is an isomor-
phism.
Proposition 12.6. S(X +X′) ∼= S(X)+ S(X′).
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A ⊂ X +X′, then A ⊂ X or A ⊂ X′. For any k ∈ K , the G-set A(k) is connected and contained
in X(k)+X′(k), so it is contained in exactly one of X(k) and X′(k). Let
K1 =
{
k ∈ K ∣∣A(k) ⊂ X(k)},
K2 =
{
k ∈ K ∣∣A(k) ⊂ X′(k)}.
Then K = K1 ∪ K2, K1 ∩ K2 = ∅. Also there is no morphism between objects of K1 and K2.
As K is assumed to be connected, we must have K = K1 or K = K2, accordingly A ⊂ X or
A ⊂ X′. 
Lemma 12.7. For an object X of K and a morphism a : i → j of K , the morphism
Ta(σ ) :TaS(X) → Ta(X)
is invertible relative to Kc.
Proof. For an element x of a G-set, let Gx denote the stabilizer of x: Gx = {γ ∈ G | γ x = x}.
Put Y = S(X). Since S(X) is a sum of subobjects of X, the morphism σ :Y → X has the property
that Gy = Gσ(k)(y) for all y ∈ Y(k) and k ∈ K .
Let Z ∈Kc and let r :Z → Ta(X) be a morphism. By Proposition 12.1 r corresponds to a pair
of morphisms p :Z → X and w :Z(j) → X(i) making the commutative diagram
Z(i)
p(i)−→ X(i)
Z(a)
⏐ ↗w ⏐X(a)
Z(j) −→
p(j)
X(j).
Since σ :Y → X is invertible relative to Kc, there is a morphism q :Z → Y such that σ ◦ q = p.
Then σ(i) ◦ q(i) = p(i). Take an element z ∈ Z(i) and put y = q(i)(z), z′ = Z(a)(z), and
x = σ(i)(y) = w(z′). As observed before, we have Gy = Gx . Since w :Z(j) → X(i) is a G-
map, we have Gz′ ⊂ Gx . So Gz′ ⊂ Gy . Since Z(j) is a connected G-set, it follows that there is
a G-map v :Z(j) → Y(i) taking z′ to y. Then
Y(i)
v ↗ ⏐σ(i)
Z(j) −→
w
X(i),
Z(i)
q(i)−→ Y(i)
Z(a)
⏐ ↗v
Z(j)
are commutative. Since q(j)(z′) = Y(a)(y), the diagram
Y(i)
v ↗ ⏐Y(a)
Z(j) −→ Y(j)q(j)
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Ta(Y ), so that Ta(σ ) ◦ s = r . This proves the surjectivity of Hom(Z,Ta(Y )) → Hom(Z,Ta(X)).
To show the injectivity, suppose that s :Z → Ta(Y ), r :Z → Ta(X) are morphisms and
Ta(σ ) ◦ s = r . Let s correspond to a pair (q, v), and r to a pair (p,w). Then σ ◦ q = p. This
equation determines q uniquely from p, because σ is invertible relative to Kc and Z ∈Kc. Also
we have q(i) = v ◦Z(a). This determines v uniquely from q(i) because Z(a) is surjective. Thus
(q, v) is determined from (p,w), and the proof is completed. 
Since S turns invertibility relative to Kc into genuine invertibility, we have
Corollary 12.8. STa(σ ) :STaS(X) → STa(X) is an isomorphism.
(c) The functor R. For an object X ofKc, define the integer h(X) by h(X) =∑i∈K |G|/|X(i)|.
For an object X ∈Kc∗, write X =∑ν Xν with Xν ∈Kc and define h(X) = max{h(Xν)}.
Lemma 12.9. Let X,Y be objects of Kc∗. If there exists a morphism X → Y , then h(X) h(Y ).
Proof. Let f :X → Y be a morphism. Let Z ⊂ X and Z ∈Kc. Then f (Z) ⊂ Y and f (Z) ∈Kc.
We have the surjections Z(i) → f (Z)(i) for all i ∈ K , hence h(Z) h(f (Z)). Taking the max-
imum over Z, we obtain h(X) h(Y ). 
Lemma 12.10. Let X ∈Kc and let a : i → j be a morphism of K . If X(a) is not an isomorphism,
then h(STa(X)) < h(X).
Proof. Let Z ⊂ Ta(X) and Z ∈ Kc. The inclusion morphism Z → Ta(X) determines a mor-
phism Z → X and a G-map Z(j) → X(i). The G-map Z(j) → X(i) gives the inequal-
ity |G|/|Z(j)|  |G|/|X(i)|. Since X(a) :X(i) → X(j) is not an isomorphism, we have
|G|/|X(i)| < |G|/|X(j)|. Hence |G|/|Z(j)| < |G|/|X(j)|. For every k ∈ K the G-map Z(k) →
X(k) gives the inequality |G|/|Z(k)|  |G|/|X(k)|. It follows that h(Z) < h(X). Taking the
maximum over all subobjects Z of Ta(X), we obtain h(STa(X)) < h(X). 
Number all morphisms of K as a1, a2, . . . , am. For X ∈K, define
U(X) = STam · · ·STa2STa1(X).
By Corollary 12.8 we have also U(X) ∼= STam · · ·Ta2Ta1(X). Since Ta and S preserve sums,
U does also. Composition of the morphisms τa :Ta(X) → X and σ :S(X) → X yields a mor-
phism U(X) → X. Since τa is invertible relative to Ki and σ is invertible relative to Kc, the
morphism U(X) → X is invertible relative to Kic.
By iteration we have a sequence of the morphisms
· · · → Uk(X) → Uk−1(X) → ·· · → U(X) → X.
These are invertible relative to Kic. If X ∈Kic∗, they are isomorphisms.
Proposition 12.11. For every X ∈Kc∗ there exists an integer N such that UN(X) ∈Kic∗.
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X ∈ Kc. Assume first that h(X) takes the least possible value, that is, the number of objects
of K . Then |G| = |X(i)| for all i ∈ K . This means that X(i) ∼= G as G-sets. Then X(a) are
isomorphisms for all morphisms a of K . Thus X ∈Kic and we can take N = 0.
Assume next that X /∈Ki. Take an integer r such that X(a1), . . . ,X(ar−1) are isomorphisms
but X(ar) is not. Then τak :Tak (X) → X for 1 k  r−1 are isomorphisms by Proposition 12.3,
and σ :S(X) → X is also an isomorphism. Hence their composite
STar−1 · · ·STa1(X) → X
is an isomorphism.
By Lemma 12.10, h(STar (X)) < h(X). Applying Lemma 12.9 to the morphism U(X) →
STar · · ·STa1(X) ∼= STar (X), we have h(U(X))  h(STar (X)). Hence h(U(X)) < h(X). By
the induction hypothesis applied to U(X), there is an integer N such that UN+1(X) =
UN(U(X)) ∈Kic∗. This completes the proof. 
Since there are only finitely many isomorphism classes of objects of Kc, it follows from the
proposition that there exists a positive integer N such that UN(X) ∈Kic∗ for all X ∈Kc. For any
X ∈K put R(X) = UN(X) and let ρ denote the morphism UN(X) → X. Since R(X) ∼= RS(X)
by Corollary 12.8, we have R(X) ∈ Kic∗ for all X ∈ K. And ρ is invertible relative to Kic. We
view R as a functor K→Kic∗. Thus we obtain
Theorem 12.12. The functor R :K → Kic∗ is a right adjoint to the inclusion Kic∗ → K and
ρ :R(X) → X is the morphism of adjunction.
By construction R preserves finite sums.
The category Kic∗ has finite inverse limits. Indeed, if D is a diagram in Kic∗ and Y is an
inverse limit of D in K, then R(Y ) is an inverse limit of D in Kic∗. As Y ∈ Ki, we know by
Proposition 12.3 that R(Y ) ∼= S(Y ).
13. The equivalence M0(W ′)M(Tc∗)
The purpose of this section is to set up an equivalence between the category M0(W ′) of
Section 8 and the category of Mackey functors on a certain category Tc∗.
Let I4 be the category consisting of four objects 1,2,3,4 and four morphisms α,β, γ, δ be-
sides the identities as in the diagram
3
α↙ ↘β
1 2
γ↖ ↗δ
4
.
The category of functors I4 → S is nothing but the category W of Section 8.
Applying the general construction of Section 12, we have the categories
Wi,Wc,Wic,Wic∗,
4084 D. Tambara / Journal of Algebra 319 (2008) 4018–4101the functors
Tα,Tβ,Tγ , Tδ, S,R,
and the natural transformations
τα, τβ, τγ , τδ, σ,ρ.
An object of Wic is a diagram
U
↙ ↘
X Y↖ ↗
V
of G-sets such that X, Y , U , V are connected G-sets and the four arrows are isomorphisms. An
object of Wic∗ is a finite sum of objects of Wic. We will describe the functors T , S.
Proposition 13.1. Let
X =
⎛
⎜⎝
U
a↙ ↘b
X Y
c↖ ↗d
V
⎞
⎟⎠
be an object of W . Let
V1
(c1,d1)−−−−→ UU
e
⏐⏐ ⏐⏐ab
V −−−−→
(c,d)
XY
be a pullback. Then
TβTα(X) =
⎛
⎜⎜⎝
U
1↙ ↘1
U U
c1↖ ↗d1
V1
⎞
⎟⎟⎠ .
The composite
TβTα(X)
τβ−→Tα(X) τα−→X
is given by
( 1
a b
e
)
.
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Tα(X) −−−−→ M1(U)
τα
⏐⏐ ⏐⏐
X −−−−→ M3(U)×M1(X),
where
M1(S) =
⎛
⎜⎝
S
↙ ↘
S {·}↖ ↗
S
⎞
⎟⎠ , M3(S) =
⎛
⎜⎜⎝
S
↙ ↘{·} {·}↖ ↗
{·}
⎞
⎟⎟⎠
for any G-set S. Let
P
k−−−−→ V
h
⏐⏐ ⏐⏐c
U −−−−→
a
X
be a pullback. Then
Tα(X) =
⎛
⎜⎝
U
1↙ ↘b
U Y
h↖ ↗d◦k
P
⎞
⎟⎠ , τα =
( 1
a 1
k
)
.
Similarly, letting
Q
m−−−−→ V
l
⏐⏐ ⏐⏐d
U −−−−→
b
Y
be a pullback, we have
Tβ(X) =
⎛
⎜⎜⎝
U
a↙ ↘1
X U
c◦m↖ ↗l
⎞
⎟⎟⎠ , τβ =
( 1
1 b
m
)
.Q
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V1
k′−−−−→ Q
m′
⏐⏐ ⏐⏐m
P −−−−→
k
V .
By the diagram
V1
k′−−−−→ Q l−−−−→ U
m′
⏐⏐ ⏐⏐m ⏐⏐b
P −−−−→
k
V −−−−→
d
Y
h
⏐⏐ ⏐⏐c
U −−−−→
a
X
we have
TβTα(X) =
⎛
⎜⎜⎝
U
1↙ ↘1
U U
h◦m′↖ ↗l◦k′
V1
⎞
⎟⎟⎠
and
τα ◦ τβ =
( 1
a 1
k
)
◦
( 1
1 b
m′
)
=
( 1
a b
k ◦m′
)
.
Also the diagram
V1
(h◦m′,l◦k′)−−−−−−→ UU
k◦m′
⏐⏐ ⏐⏐ab
V −−−−→
(c,d)
XY
is a pullback. This proves the proposition. 
The following is clear from the definition of S.
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X =
⎛
⎜⎝
U
a↙ ↘b
X Y
c↖ ↗d
V
⎞
⎟⎠
be an object of W . Let
X =
⋃
λ
Xλ, Y =
⋃
μ
Yμ
be the orbit decompositions. Let
a−1(Xλ)∩ b−1(Yμ) =
⋃
ν
Uλμν, c
−1(Xλ)∩ d−1(Yμ) =
⋃
ρ
Vλμρ
be the orbit decompositions. Then
S(X) =
∑
λμνρ
⎛
⎜⎜⎝
Uλμν
↙ ↘
Xλ Yμ↖ ↗
Vλμρ
⎞
⎟⎟⎠ .
The functor R :W →Wic∗ is a right adjoint to the inclusion Wic∗ →W with ρ :R(X) → X
the adjunction morphism. The category W ′ of Section 8 is a full subcategory of W and con-
tainsWic∗. Hence the restriction of R toW ′ is a right adjoint to the inclusionWic∗ →W ′. We de-
note the restrictionW ′ →Wic∗ by R again. The adjoint betweenWic∗ →W ′ and R :W ′ →Wic∗
is in the setting of Section 5. In particular, R induces the functor R∗ :M(Wic∗) → M(W ′).
Proposition 13.3. The functor R∗ is fully faithful. For an object H of M(W ′) the following are
equivalent.
(i) H ∼= R∗(K) for some object K of M(Wic∗).
(ii) The morphisms
ρ∗, ρ∗ :H
(
R(X)
)
H(X)
are inverse to each other for every object X of W ′.
(iii) The morphisms
(τα ◦ τβ)∗, (τα ◦ τβ)∗ : H
(
TβTα(X)
)
H(X),
(τγ ◦ τδ)∗, (τγ ◦ τδ)∗ : H
(
TδTγ (X)
)
H(X),
σ∗, σ ∗ : H
(
S(X)
)
H(X)
are inverse to each other, respectively, for every object X of W ′.
(iv) H ∈ M0(W ′).
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Assume (ii). By Proposition 5.1, if a morphism g : Y → Y′ ofW ′ is invertible relative toWic∗,
then
g∗, g∗ :H(Y)H(Y′)
are inverse to each other. The morphisms τα, τβ, τγ , τδ, σ are invertible relative to Wic∗. Hence
(iii) holds.
By the construction of R in Section 12 we have
R(X) = (STδTγ TβTα)N(X)
for some integer N and ρ :R(X) → X is a composite of τα ◦τβ , τγ ◦τδ , σ . Hence (iii) implies (ii).
By Proposition 13.1, (8.1.10) is equivalent to the condition that
(τα ◦ τβ)∗, (τα ◦ τβ)∗ :H
(
TβTα(X)
)
H(X)
are inverse to each other. Similarly (8.1.11) is equivalent to the condition that
(τγ ◦ τδ)∗, (τγ ◦ τδ)∗ :H
(
TδTγ (X)
)
H(X)
are inverse to each other.
If H ∈ M0(W ′), then it follows that
(τα ◦ τβ)∗, (τα ◦ τβ)∗
and
(τγ ◦ τδ)∗, (τγ ◦ τδ)∗
are inverse to each other, respectively. By Propositions 13.2 and 8.3
σ∗, σ ∗ :H
(
S(X)
)
H(X)
are also inverse to each other. This proves (iv) ⇒ (iii).
Finally assume (iii). Then (8.1.10), (8.1.11) hold as seen above. Let X, X1, X2, i1, i2 be
as in (8.1.4). The morphism (i1, i2) : X1 + X2 → X is invertible relative to Wc, so induces the
isomorphism S(X1 + X2) → S(X). Then by the assumption on σ∗, σ ∗ the maps
(i1, i2)∗, (i1, i2)∗ :H(X1 + X2)H(X)
are inverse to each other. This means that (8.1.4) holds.
Similarly (8.1.5)–(8.1.9) hold. Thus H ∈ M0(W ′). This proves (iii) ⇒ (iv).
The proof of the proposition is complete. 
The equivalence of (i) and (iv) implies the following.
Theorem 13.4. The functor R∗ yields the equivalence M(Wic∗)  M0(W ′).
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map a :X → X. A morphism (X,a) → (Y, b) of T is a G-map f :X → Y such that b◦f = f ◦a.
Let Tc∗ be the full subcategory of T consisting of objects (X,a) such that a leave all G-orbits
in X stable. The category Tc∗ has finite sums. Every object of Tc∗ is a sum of objects (X,a) such
that X are connected G-sets.
The following is obvious.
Proposition 13.5. We have equivalences T →Wi and Tc∗ →Wic∗ given by the functor
(X,a) →
⎛
⎜⎝
X
1↙ ↘a
X X
1↖ ↗1
X
⎞
⎟⎠ .
By results of Section 12 it follows that the inclusion Tc∗ → T has a right adjoint and Tc∗ has
finite inverse limits. An adjoint functor S :T → Tc∗ is given by
S(X,a) =
∑
ν
(Xν, a|Xν),
where the sum is over G-orbits Xν in X which are stable under a. The inverse limit of a diagram
D in Tc∗ is obtained by applying S to the inverse limit of D in T . For instance, given morphisms
f : (X,a) → (Z, c), g : (Y, b) → (Z, c) of Tc∗, their fiber product is constructed as follows. Form
a pullback
W −−−−→ Y⏐⏐ ⏐⏐g
X −−−−→
f
Z
in S . The automorphisms a, b, c induce the automorphism d on W . Let {Wν} be the G-orbits
in W which are stable under d , and let dν be the restriction of d on Wν . Then one obtains a
pullback diagram in Tc∗ ∑
ν(Wν, dν) −−−−→ (Y, b)⏐⏐ ⏐⏐g
(X,a) −−−−→
f
(Z, c).
Theorem 13.6. We have the equivalence M(Tc∗)  M0(W ′).
Proof. This follows from Theorem 13.4 and Proposition 13.5. 
14. The equivalence Z(M(S))M(Tc∗)
We combine the equivalences
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SM(S,S)S  M0(W ′) (Theorem 11.1),
M0(W ′)  M(Tc∗) (Theorem 13.6).
Theorem 14.1. We have the equivalence Z(M(S))  M(Tc∗).
Let us describe the correspondence of objects under the equivalence. Let M ∈ Z(M(S)) with
structure ω of Proposition 4.4(b). Let
N ∈ SM(S,S)S , H ∈ M0(W ′), L ∈ M(Tc∗)
be corresponding objects under the above equivalences. Let (X,a) ∈ Tc∗. We have
L(X,a) = H
⎛
⎜⎝
X
1↙ ↘a
X X
1↖ ↗1
X
⎞
⎟⎠ (Theorem 13.6)
= Im
⎛
⎜⎝e
⎛
⎜⎝
X
1↙ ↘a
X X
1↖ ↗1
X
⎞
⎟⎠ :N(X,X) → N(X,X)
⎞
⎟⎠ (Section 9)
= Im(M(X) (a,1)∗−→ M(XX) ωX,X−→M(XX))∩ Im(M(X) Δ∗−→M(XX))
(Remark 7.12).
Here Δ is the map x → (x, x), (a,1) is the map x → (a(x), x). So we have a pullback
L(X,a) −−−−→ M(X)⏐⏐ ⏐⏐Δ∗
M(X) −−−−−−→
ωX,X◦(a,1)∗
M(XX).
The composites
M(XX)
Δ∗−→M(X) Δ∗−→M(XX)
and
M(XX)
ω−1X,X−→M(XX) (a,1)
∗
−→ M(X) (a,1)∗−→ M(XX) ωX,X−→M(XX)
are mutually commuting idempotent endomorphisms on M(XX). So L(X,a) is a direct sum-
mand of M(XX), and accompanied by the injection and the projection
i :L(X,a) → M(XX), p :M(XX) → L(X,a).
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tative diagrams
L(X′, a′) i−−−−→ M(X′X′)
f∗
⏐⏐ ⏐⏐(ff )∗
L(X,a) −−−−→
i
M(XX),
L(X′, a′) p←−−−− M(X′X′)
f ∗
⏐⏐ ⏐⏐(ff )∗
L(X,a) ←−−−−
p
M(XX).
15. Describing M(Tc∗) in Green’s style
A Mackey functor for G is an equivalent notion to a G-functor of Green, a certain functor
of subgroups of G [5]. A Mackey functor on Tc∗ similarly admits a formulation in terms of
subgroups of G, which we will give below.
For a subgroup H of G we have the G-set G/H . For H,K G and g ∈ G such that H 
gKg−1, define the G-map ρg :G/H → G/K by xH → xgK . When g ∈ NG(H), we have the
automorphism ρg :G/H → G/H , which we also denote by αg .
Let M be a Mackey functor for G. For a subgroup H of G, set M(G/H) = Γ (H). If H 
K G, we have the G-map ρ1 :G/H → G/K , hence the maps
ρ1∗ : M(G/H) → M(G/K),
ρ∗1 : M(G/K) → M(G/H).
We write these as
indKH : Γ (H) → Γ (K),
resKH : Γ (K) → Γ (H).
If H G and g ∈ G, we have the G-map ρg :G/H → G/g−1Hg, hence the map
ρ∗g :M
(
G/g−1Hg
)→ M(G/H).
We write this as
con(g) :Γ
(
g−1Hg
)→ Γ (H).
Then the axiom of Mackey functor is rewritten into the conditions for Γ (H), indKH , res
K
H ,
con(g), which constitute Green’s axiom of G-functor. Especially (4.1.3) amounts to the double
coset formula: If H M , K M , and M G, then
resMH ◦ indMK =
∑
g
indH
H∩gKg−1 ◦ con(g) ◦ resKg−1Hg∩K,
where g ranges over representatives of (H,K)-cosets in M .
Now we move on to Mackey functors on Tc∗. By the definition of Tc∗, every object of Tc∗ is
a sum of objects of the form (G/H,αw) with w ∈ NG(H).
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αw :G/H → G/H , αv :G/K → G/K , and (ρ1, ρg) :G/H ∩ gKg−1 → G/H × G/K . The
following are equivalent.
(i) Im(ρ1, ρg) is stable under αw × αv :G/H ×G/K → G/H ×G/K .
(ii) w−1gv ∈ HgK .
(iii) wH ∩ gvKg−1 = ∅.
In this case, for any t ∈ wH ∩ gvKg−1 we have t ∈ NG(H ∩ gKg−1) and the commutative
diagram
G/H ∩ gKg−1 (ρ1,ρg)−−−−→ G/H ×G/K
αt
⏐⏐ ⏐⏐αw×αv
G/H ∩ gKg−1 −−−−→
(ρ1,ρg)
G/H ×G/K.
The proof is easy and omitted.
It follows that the product in Tc∗ is given as
(G/H,αw)× (G/K,αv) ∼=
∑
g
(
G/H ∩ gKg−1, αt
)
.
Here g ranges over representatives for (H,K)-cosets in G such that w−1gv ∈ HgK , and t is an
arbitrary element of wH ∩ gvKg−1. The isomorphism is given by the maps
(ρ1, ρg) :
(
G/H ∩ gKg−1, αt
)→ (G/H,αw)× (G/K,αv).
Moreover, suppose that H,K M G, w ∈ NG(H), v ∈ NG(K), u ∈ NG(M), wM = uM ,
vM = uM . Then we have the pullback square in Tc∗
∑
g(G/H ∩ gKg−1, αt )
(ρg)g−−−−→ (G/K,αv)
(ρ1)g
⏐⏐ ⏐⏐ρ1
(G/H,αw) −−−−→
ρ1
(G/M,αu).
(∗)
Here g ranges over representatives of (H,K)-cosets in M such that w−1gv ∈ HgK , and t is an
arbitrary element of wH ∩ gvKg−1.
Let L ∈ M(Tc∗). If H G and w ∈ NG(H), we have the object (G/H,αw) of Tc∗ and put
L(G/H,αw) = Λ(H,w).
If H K , w ∈ NG(H), v ∈ NG(K), and wK = vK , we have the morphism of Tc∗
ρ1 : (G/H,αw) → (G/K,αv),
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ρ1∗ : L(G/H,αw) → L(G/K,αv),
ρ1
∗ : L(G/K,αv) → L(G/H,αw).
We denote these by
indK,vH,w : Λ(H,w) → Λ(K,v),
res
K,v
H,w : Λ(K,v) → Λ(H,w).
If H G and g ∈ G, we have the morphism of Tc∗
ρg : (G/H,αw) →
(
G/g−1Hg,αg−1wg
)
,
hence the map
ρg
∗ :L
(
G/g−1Hg,αg−1wg
)→ L(G/H,αw).
We denote this by
con(g) :Λ
(
g−1Hg,g−1wg
)→ Λ(H,w).
Then the axiom of Mackey functor is translated into the axiom for Λ(H,w), indK,vH,w , res
K,v
H,w ,
con(g), which are similar to the axiom of G-functor. Especially the pullback square (∗) yields
that the double coset formula for Λ:
res
M,u
H,w ◦ indM,uK,v =
∑
g
indH,w
H∩gKg−1,t ◦ con(g) ◦ resK,vg−1Hg∩K,g−1tg.
16. Realizing the center as a category of modules
The category M(S) is equivalent to the category of modules over the Mackey algebra
of G [12]. We aim here to make an equivalence of Z(M(S)) to a category of modules. Such
an equivalence can be readily obtained from the equivalence Z(M(S))  M(Tc∗) and the de-
scription of M(Tc∗) in Section 15. But we take a straightforward approach based only on the
definition of the center. We consider generally a rigid tensor category A with generator and de-
scribe the center Z(Hom(Aop,V)) as a category of modules. Applied to A =M the Mackey
category of G, this yields a desired equivalence for Z(M(S)). This section is independent of
Sections 5–15.
Let F be a tensor category. Let F ∈ F . In Section 2 we define a central structure on F to be
a family θ = (θG) of isomorphisms θG :G ⊗ F → F ⊗ G for G ∈ F satisfying (2.3.1)–(2.3.3).
Relaxing the requirement of isomorphisms, we call a family θ merely satisfying (2.3.1)–(2.3.3)
a weak central structure. The following is known [9, Prop. 3.5].
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(Section 2). Then θG′ is an isomorphism.
Proof. By means of the duality (G,G′, , η) the morphism θG :G⊗ F → F ⊗G yields a mor-
phism F ⊗G′ → G′ ⊗ F . One can verify that this is the inverse to θG′ . 
We recall a term about an abelian category. Let G be an abelian category with arbitrary direct
limits. An object G of G is called a small projective generator if the functor Hom(G,−) on G
is faithful and commutes with arbitrary direct limits. Then Hom(G,−) yields an equivalence
G  (EndG)op-Mod (Mitchell [10, Th. 4.1]).
Now we assume that F is an abelian tensor category with arbitrary direct limits and the tensor
product of F commutes with arbitrary direct limits.
Proposition 16.2. Let H ∈ F be a small projective generator. Let F ∈ F . A weak central struc-
ture θ on F and a morphism c :H ⊗ F → F ⊗ H satisfying (i)–(iii) below are in one-to-one
correspondence under the relation c = θH .
(i) The diagram
H ⊗ F c−−−−→ F ⊗H
x⊗1
⏐⏐ ⏐⏐1⊗x
H ⊗ F −−−−→
c
F ⊗H
commutes for any x ∈ Hom(H,H).
(ii) The diagram
H ⊗ (H ⊗ F) 1⊗c−→ H ⊗ (F ⊗H)
‖
‖ (H ⊗ F)⊗H c⊗1−→ (F ⊗H)⊗H
‖
(H ⊗H)⊗ F F ⊗ (H ⊗H)
y⊗1
⏐ ⏐1⊗y
H ⊗ F −→
c
F ⊗H
commutes for any y ∈ Hom(H,H ⊗H).
(iii) The diagram
H ⊗ F c−→F ⊗H
z⊗1
⏐ ⏐1⊗z
I ⊗ F F ⊗ I
‖ ‖
F −→ F1
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Furthermore, if H has a left dual, then every weak central structure is a central structure.
Proof. If θ is a weak central structure on F , then c = θH satisfies (i)–(iii). Conversely suppose
that c is a morphism satisfying the conditions. For any X ∈ F take an exact sequence ⊕i H →⊕
j H → X → 0. (i) assures that⊕
i (H ⊗ F) −−−−→
⊕
j (H ⊗ F)⊕
i c
⏐⏐ ⏐⏐⊕j c⊕
i (F ⊗H) −−−−→
⊕
j (F ⊗H)
is commutative. Hence a morphism X⊗F → F ⊗X is induced. Call this θX . Then θX is natural
in X. (ii) and (iii) imply (2.3.2) and (2.3.3) for θX . Thus θ is a weak central structure. The
construction shows also that if c is an isomorphism, then so is θX for every X, that is, θ is a
central structure.
If H has a left dual and θ is a weak central structure on F , then θH is an isomorphism by
Lemma 16.1, so θ is a central structure. 
Let G ∈ F be a small projective generator. We have the ring R = (EndG)op and the equiva-
lence
F  R-Mod,
X → Hom(G,X).
Let H ∈ F . There exist (R,R)-bimodules P , Q such that through the equivalence the
endofunctors H ⊗ − and − ⊗ H on F correspond respectively to the endofunctors P ⊗R −
and Q ⊗R − on R-Mod. The associativity H ⊗ (X ⊗ H) ∼= (H ⊗ X) ⊗ H corresponds to an
isomorphism σ :P ⊗R Q → Q⊗R P of (R,R)-bimodules.
A morphism x :H → H yields bimodule homomorphisms
x :P → P, x :Q → Q,
a morphism y :H → H ⊗H yields
y :P → P ⊗R P, y :Q → Q⊗R Q,
and a morphism z :H → I yields
z :P → R, z :Q → R.
Let F ∈ F and let M = Hom(G,F ) the corresponding R-module. Let c :H ⊗ F → F ⊗ H
be a morphism of F . Then c corresponds to a morphism γ :P ⊗R M → Q⊗R M of R-modules.
Proposition 16.3. The conditions (i)–(iii) of Proposition 16.2 for c :H ⊗ F → F ⊗ H are re-
spectively equivalent to the following conditions for γ :P ⊗R M → Q⊗R M :
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P ⊗R M γ−→Q⊗R M
x⊗1
⏐ ⏐x⊗1
P ⊗R M−→
γ
Q⊗R M
is commutative for any x ∈ Hom(H,H).
(ii) The diagram
P ⊗R P ⊗R M 1⊗γ−→P ⊗R Q⊗R M σ⊗1−→Q⊗R P ⊗R M γ⊗1−→Q⊗R Q⊗R M
y⊗1
⏐ ⏐y⊗1
P ⊗R M −→
γ
Q⊗R M
is commutative for any y ∈ Hom(H,H ⊗H).
(iii) The diagram
P ⊗R M γ−→Q⊗R M
z⊗1
⏐ ⏐z⊗1
M −→
1
M
is commutative for any z ∈ Hom(H, I).
Let G, H , R, P , Q be as above. Furthermore let (H,H ′, , η) be a duality in F . There exists
an (R,R)-bimodule Q′ such that the endofunctor − ⊗H ′ on F corresponds to the endofunctor
Q′ ⊗R − on R-Mod. The associativity (H ⊗ X) ⊗ H ′ ∼= H ⊗ (X ⊗ H ′) corresponds to an
isomorphism τ :Q′ ⊗R P → P ⊗R Q′.
The adjoint Hom(X ⊗H ′, Y ) ∼= Hom(X,Y ⊗H) yields bimodule homomorphisms
 :Q′ ⊗R Q → R, η :R → Q⊗R Q′,
which form a duality (Q′,Q, , η) in the tensor category of (R,R)-bimodules. The maps σ and τ
are also related by means of this duality.
Morphisms
x :H → H, y :H → H ⊗H, z :H → I
respectively yield
x :Q′ → Q′, y :Q′ ⊗R Q′ → Q′, z :R → Q′.
Let M be an R-module. Let γ :P ⊗R M → Q ⊗R M be an R-module homomorphism. By
duality γ corresponds to an R-module homomorphism
δ :Q′ ⊗R P ⊗R M → M.
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respectively equivalent to the following conditions for δ :Q′ ⊗R P ⊗R M → M :
(i) The diagram
Q′ ⊗R P ⊗R M1⊗x⊗1−→ Q′ ⊗R P ⊗R M
x⊗1⊗1
⏐ ⏐δ
Q′ ⊗R P ⊗R M −→
δ
M
is commutative for any x ∈ Hom(H,H).
(ii) The diagram
Q′ ⊗R Q′ ⊗R P ⊗R P ⊗R M1⊗τ⊗1⊗1−→ Q′ ⊗R P ⊗R Q′ ⊗R P ⊗R M
1⊗1⊗y⊗1
⏐ ⏐1⊗1⊗δ
Q′ ⊗R Q′ ⊗R P ⊗R M Q′ ⊗R P ⊗R M
y⊗1⊗1
⏐ ⏐δ
Q′ ⊗R P ⊗R M −→
δ
M
is commutative for any y ∈ Hom(H,H ⊗H).
(iii) The diagram
P ⊗R M z⊗1−→M
z⊗1⊗1
⏐ ⏐1
Q′ ⊗R P ⊗R M−→
δ
M
is commutative for any z ∈ Hom(H, I).
The proof is straightforward.
Let A be a tensor category. We assume that A is strict and rigid. Put F = Hom(Aop,V). This
is an abelian tensor category. We apply the preceding construction to F .
Let V ∈A be an additive generator. This means that every object of A is a direct summand
of a direct sum V n for some n ∈ N. Put G = hV = Hom(−,V ). Then G is a small projective
generator of F . We have the isomorphisms EndG ∼= EndV and Hom(G,F ) ∼= F(V ) for any
F ∈F . Put R = (EndV )op. We have the equivalence
F  R-Mod,
F → F(V ).
Indeed, for any F ∈F and X ∈A, we have the natural isomorphism
Hom(X,V )⊗R F(V ) ∼= F(X).
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(i) Let A ∈ A. Through the equivalence F  R-Mod, the endofunctors hA ⊗ −, − ⊗ hA on
F respectively correspond to the endofunctors Hom(V ,AV )⊗R −, Hom(V ,VA)⊗R − on
R-Mod.
(ii) Let A,B ∈A. We have isomorphisms of bimodules
Hom(V ,AV )⊗R Hom(V ,BV ) ∼= Hom(V ,ABV ),
Hom(V ,VA)⊗R Hom(V ,V B) ∼= Hom(V ,VAB),
Hom(V ,AV )⊗R Hom(V ,V B) ∼= Hom(V ,AVB),
Hom(V ,V B)⊗R Hom(V ,AV ) ∼= Hom(V ,AVB).
We denote these isomorphisms by μ.
Proof. (i) Using the isomorphism (hA ⊗ F)(X) ∼= F(AcX) of (2.2), we obtain
Hom(V ,AV )⊗R F(V ) ∼= Hom
(
AcV,V
)⊗R F(V ) ∼= F (AcV )= (hA ⊗ F)(V ).
Thus hA ⊗− corresponds to Hom(V ,AV )⊗R −.
(ii) The associativity (hA ⊗ hB)⊗ F ∼= hAB ⊗ F yields an isomorphism
Hom(V ,AV )⊗R Hom(V ,BV ) ∼= Hom(V ,ABV ).
This is given by
(V
a−→AV )⊗ (V b−→BV ) → (V a−→AV 1b−→ABV ).
The other isomorphisms are obtained similarly. 
Let (W,W ′, , η) be a duality in A. Put H = hW , H ′ = hW ′ . Then H and H ′ form a duality
in F . We apply the preceding construction to F , H , H ′.
By (i) of the lemma, through the equivalence F  R-Mod the endofunctors H ⊗ −, − ⊗H ,
−⊗H ′ on F respectively correspond to the endofunctors P ⊗R −, Q⊗R −, Q′ ⊗R − on R-Mod
with
P = Hom(V ,WV ), Q = Hom(V ,VW), Q′ = Hom(V ,VW ′).
The associativity (H ⊗F)⊗H ′ ∼= H ⊗ (F ⊗H ′) corresponds to an isomorphism τ :Q′ ⊗R P →
P ⊗R Q′. This is described by the commutative diagram
Hom(V ,VW ′)⊗R Hom(V ,WV ) τ−→Hom(V ,WV )⊗R Hom(V ,VW ′)
‖ ‖
Hom(V ,WVW ′) −→ Hom(V ,WVW ′)
1
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An element ξ ∈ Hom(W,W) induces ξ ∈ Hom(P,P ), ξ ∈ Hom(Q′,Q′). These are given
by
ξ(f ) = ξ1 ◦ f, ξ(f ) = 1ξ ′ ◦ f.
Here ξ ′ :W ′ → W ′ is the dual of ξ .
An element η ∈ Hom(W,WW) induces η ∈ Hom(P,P ⊗R P ), η ∈ Hom(Q′ ⊗R Q′,Q′):
η is the composite
Hom(V ,WV ) → Hom(V ,WWV )∼=
μ
Hom(V ,WV )⊗R Hom(V ,WV ),
where the first arrow is the map f → η1 ◦ f , and η is the composite
Hom(V ,VW ′)⊗R Hom(V ,VW ′)∼=
μ
Hom(V ,VW ′W ′) → Hom(V ,VW ′),
where the last arrow is the map f → 1η′ ◦ f and η′ :W ′W ′ → W ′ is the dual of η.
Let I denote the unit object of A. An element ζ ∈ Hom(W, I) induces ζ ∈ Hom(P,R) and
ζ  ∈ Hom(R,Q′).
Combining Propositions 16.2–4, we obtain the following.
Theorem 16.6. Let A be a rigid strict tensor category and let F = Hom(Aop,V). Let V,W ∈A
be additive generators and W ′ a right dual of W . Define R, P , Q′, τ , ξ, ξ, η, η, ζ, ζ  as
above.
Let F ∈ F and M = F(V ). We have a one-to-one correspondence between a central struc-
ture θ on F and a morphism δ :Q′ ⊗R P ⊗R M → M of (R,R)-bimodules satisfying the
following conditions.
(i) The diagram
Q′ ⊗R P ⊗R M1⊗ξ⊗1−→ Q′ ⊗R P ⊗R M
ξ⊗1⊗1
⏐ ⏐δ
Q′ ⊗R P ⊗R M −→
δ
M
is commutative for any ξ ∈ Hom(W,W).
(ii) The diagram
Q′ ⊗R Q′ ⊗R P ⊗R P ⊗R M1⊗τ⊗1⊗1−→ Q′ ⊗R P ⊗R Q′ ⊗R P ⊗R M
1⊗1⊗η⊗1
⏐ ⏐1⊗1⊗δ
Q′ ⊗R Q′ ⊗R P ⊗R M Q′ ⊗R P ⊗R M
η⊗1⊗1
⏐ ⏐δ
Q′ ⊗R P ⊗R M −→
δ
M
is commutative for any η ∈ Hom(W,WW).
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P ⊗R M ζ⊗1−→M
ζ⊗1⊗1
⏐ ⏐1
Q′ ⊗R P ⊗R M−→
δ
M
is commutative for any ζ ∈ Hom(W, I).
We keep the setting of the theorem. Let T be the tensor algebra of the (R,R)-bimodule
Q′ ⊗R P :
T =
⊕
n0
Tn,
T0 = R, T1 = Q′ ⊗R P, T2 = T1 ⊗R T1, . . . .
Consider the following maps. (i) For ξ ∈ Hom(W,W) the map ξ˜ :T1 → T1 is
1 ⊗ ξ − ξ ⊗ 1 :Q′ ⊗R P → Q′ ⊗R P.
(ii) For η ∈ Hom(W,WW) the map η˜ :Q′ ⊗R Q′ ⊗R P → T1 ⊕ T2 is the sum of
Q′ ⊗R Q′ ⊗R P −η
⊗1−→ Q′ ⊗R P
and
Q′ ⊗R Q′ ⊗R P 1⊗1⊗η−→ Q′ ⊗R Q′ ⊗R P ⊗R P 1⊗τ⊗1−→ Q′ ⊗R P ⊗R Q′ ⊗R P.
(iii) For ζ ∈ Hom(W, I) the map ζ˜ :P → T0 ⊕ T1 is the sum of
P
−ζ−→R
and
P
ζ⊗1−→Q′ ⊗R P.
Let A be the ideal of T generated by the images of the maps ξ˜ , η˜, ζ˜ for all ξ ∈ Hom(W,W),
η ∈ Hom(W,WW), ζ ∈ Hom(W, I). Form the quotient algebra S = T/A.
For an R-module M , giving a bimodule homomorphism δ :Q′ ⊗R P ⊗R M → M amounts
to giving a T -module structure on M extending the R-module structure. When δ is given, the
conditions (i)–(iii) of Theorem 16.6 amount to saying that M is annihilated by A, so that M
becomes an S-module. Thus we obtain
Theorem 16.7. We have an equivalence of categories Z(F)  S-Mod.
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group G (Section 4). Then F  M(S). As the additive generators V and W we take V = W =∑
H G/H , where H ranges over all subgroups. Then R = (EndV )op is the Mackey algebra
of G. Also W ′ = W , and P = Hom(V ,V V ), Q′ = Hom(V ,V V ). The algebra S is then defined
as above and the equivalence Z(M(S))  S-Mod holds.
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