Abstract. We consider the propagation of wave packets for a nonlinear Schrö-dinger equation, with a matrix-valued potential, in the semi-classical limit. For a matrix-valued potential, Strichartz estimates are available under long range assumptions. Under these assumptions, for an initial coherent state polarized along an eigenvector, we prove that the wave function remains in the same eigenspace, in a scaling such that nonlinear effects cannot be neglected. We also prove a nonlinear superposition principle for these nonlinear wave packets.
Introduction
We consider the semi-classical limit ε → 0 for the nonlinear Schrödinger equation The profile a belongs to the Schwartz class, a ∈ S(R d ), and the initial datum is polarized along the eigenvector associated with λ + (x),
V (x)χ + (x) = λ + (x)χ + (x), with |χ + (x)| C 2 = 1.
We choose the critical exponent β = β c := 1 + d/2 : in the scalar case, the approximation of ψ ε is a wave packet whose envelope satisfies a nonlinear equation, nonlinear effects can not be neglected (see [4] ). Moreover, let us notice that, contrary to the case d = 1, the nonlinearity is not L 2 -subcritical when d = 2 or 3, it is only H 1 -subcritical. So the condition Λ ≥ 0 is crucial here to avoid finite time blow-up (see [2] and [10] ). The aim of the paper is to prove that the solutions of (1.1) with initial data which are of the form (1.2) keep the same form and remain in the same eigenspace, when the potential satisfies assumptions that we are now going to explain. Note that the scalar case is studied in [4] and that matrix case, with d = 1 is analysed by the authors of [3] . We write V as
where the functions ρ 0 , ρ and ω are smooth, and we make the following assumptions on V : Assumption 1.1. (i) V is long range : there exist a matrix V ∞ and p ∈ R + \ {0} such that for x ∈ R d ,
where x = (1 + |x| 2 ) 1/2 and the norm . denotes the operator norm on C 2,2 . The eigenvalues of V are given by :
We assume :
(ii) ∃ δ 0 > 0, ω 2 (x) + ρ 2 (x) > δ 0 , ∀x ∈ R d . This point guarantees that there exist smooth and normalized eigenvectors, χ ± (x) associated to λ ± (x).
for all x / ∈ K. Remark 1.3. It is important to notice that (i) and (ii) of Assumption 1.1 ensure that ρ 0 , ρ and ω are bounded with bounded derivatives and that the eigenvalues λ + (x) and λ − (x) do not cross each other, which allows us to guarantee global smooth eigenvalues and eigenprojectors, satisfying
It is essential to obtain the main result of the paper : for example, for d = 2, in the linear case, Λ = 0, if we consider the potential:
the eigenvalues λ ± (x) = ±|x| cross each other when x = 0. The authors of [11] and [12] have proved that the approximation is not valid in this case and that there are exchanges of energies between different modes (see also [5] and [6] ).
Remark 1.4. Points (i) and (iii) are technical assumptions : under point (i) of Assumption 1.1, for fixed ε > 0, we can prove global existence of the solution ψ ε . Actually, global existence can be proved under weaker conditions on the potential, this result is discussed in the appendix. Moreover, they are useful to obtain Strichartz estimates, which will be crucial tools in the analysis. Thanks to point (iii), we have constant eigenprojectors, outside a compact subset of R d , which is needed in [7] to obtain Strichartz estimates without any localization (for a deeper discussion about them, we refer to Section 2.1).
We introduce the following notation :
Notation. For two positive numbers a ε and b ε , the notation a ε b ε means that there exists a constant C > 0, independent of ε, such that for all ε ∈]0, 1], a ε ≤ Cb ε .
1.1. Classical trajectories. We consider the classical trajectories (x ± (t), ξ ± (t)) solutions to (1.5)ẋ ± (t) = ξ ± (t),ξ ± (t) = −∇λ ± (x ± (t)), x ± (0) = x ± 0 , ξ ± (0) = ξ ± 0 . We have the following result :
Under point (i) of Assumption 1.1, for each + and − trajectory, (1.5) has a unique global, smooth solution (x ± , ξ ± ) ∈ C ∞ (R, R d ) 2 . Moreover, the following estimate is satisfied :
The proof of this lemma is based on easy differential inequality arguments and is left to the reader. We denote by S ± the action associated with (x ± (t), ξ ± (t))
The corresponding energies E ± (t) are given by :
These energies are constant along the trajectories :
1.2. The ansatz. We consider the classical trajectories and the action associated with λ + (x) and denote by
We consider the function u = u(t, y) solution to
and we denote by ϕ ε the function associated with u, x + , ξ + , S + by:
Global existence, conservation of the L 2 −norm of u, and control of its derivatives are proved in [2] . By Corollary 1.11 of [2] , we actually have Proposition 1.6. Let T > 0, and a ∈ S(R d ). Then, for all k ∈ N, there exists
We will use the following notations:
Notation. For p ∈ N, we define the functional spaces H p ε by
, we write the associated norm :
We now state the main result of the paper. Of course, if we consider initial data polarized along the other eigenvector, a similar result is available, with a corresponding ansatz.
Theorem 1.7. Let T > 0 and a ∈ S(R d ). Under assumption 1.1, consider ψ ε , the exact solution to the Cauchy problem (1.1) -(1.2), and ϕ ε , the approximation given by (1.9). If we denote by w ε the difference
Remark 1.8. We choose to study a 2×2 system to simplify notations, but this result can be generalized for a N × N system, without any crossing point. In this case, it is necessary to take time-dependent eigenvectors, to deal with high multiplicities, as it is done in [3] , for the case d = 1 (see [3] and [11] for details about the procedure).
Remark 1.9. If we consider initial data which are perturbation of wave packets :
with γ 0 > d/8, then the approximation of Theorem 1.7 is still valid (See Remark 3.2 for details).
If we assume that for all k ≤ 6, we have
it is possible to deal with large time, and to obtain the same result up to a time T ε depending on ε:
If for all k ≤ 6, the estimate (1.10) is satisfied, then there exists ε 0 such that for all ε ∈]0, ε 0 ], sup t≤C log log(
Besides, for initial data given by Remark 1.9, it is possible to prove the same result for large times. These points will be discussed after the proof of Theorem 1.7.
The behaviour of u(t) for large time is an open question in general. However, there are situation where an exponential control of these momenta and derivatives is proved: when d = 1 or d ≥ 1 with negative eigenvalues (See Proposition 1.12 of [2] ). The result must be true in a more general framework. It is possible to prove it under more general conditions on Q + .
Let us first define Strichartz admissible pairs :
The following proposition gives an other situation where the behaviour of the profile is known : Proposition 1.12. Let d = 2 or 3. Assume Λ ≥ 0 and :
with κ 0 > 2. We consider u, the solution to the Cauchy problem (1.8). Then, for all k ∈ N, the following property is satisfied : there exists C > 0 such that for all admissible pair (p, q), we have
Note that with p = ∞ and q = 2, we obtain the property (1.10).
Remark 1.13. Let V satisfying Assumption 1.1. We denote by E 0 the energy associated with the trajectories and we introduce λ ∞ as the following limit (which exists, thanks to Assumption 1.1) : lim
If E 0 is such that E 0 > λ ∞ , and
then Q + (t) satisfies (1.11). The proof of this statement will be sketched in Section 4. Note that (1.12) implies that E 0 ≥ λ ∞ , so that the assumption E 0 > λ ∞ is not a very strong one if (1.12) is satisfied. We momentarily consider the case d = 1. This case is considered in [3] with weaker assumptions on the potential and a similar approximation in large time is proved (at least for |t| ≤ C log log(ε −1 ), with a suitable C > 0). However, with a matrix-valued potential under Assumption 1.1, one can obtain it up to a better time t ε = C log(ε −1 ), at same order as the Ehrenfest time. Note that in the linear case, this kind of approximation is also valid up to Ehrenfest time (See [1] for details). Theorem 1.15. Let d = 1 and a ∈ S(R). Then, there exist ε 0 > 0 and C > 0 independent of ε such that for all ε ∈]0, ε 0 ],
1.3. Nonlinear superposition. In this part, we will study the evolution of solutions associated with initial data corresponding to the superposition of two wave packets. There are several cases to analyse, depending on whether we choose wave packets polarized along same or different eigenvectors (there is actually a technical difference between these cases). First, we consider two different modes. Let us introduce 
, and the action S ± (t) associated with λ ± (x) such that
For finite time, we have:
For all T > 0 (independent of ε), the function
We now choose to superpose two wave packets polarized along the same eigen- Note that without this assumption, the result is obvious with
. We associate with the phase space points, the classical trajectories 
For both cases, infinite time poses a problem that will be discussed in Section 6. Note that superposition for d = 1 in large time case is proved in [3] , but the arguments are not valid for d = 2 or 3 (see Remark 6.5).
Preliminaries
2.1. About Strichartz estimates. Before beginning the proof, it is crucial to comment the main tool of the proof, the Strichartz estimates. For d = 1, it is possible to avoid difficulties by using an energy method, and the following weighted Gagliardo-Nirenberg inequality to estimate the nonlinearity:
L 2 , which allows to control the rest (see [3] for the details). Unfortunatly, this method does not work in our case, with d = 2 or 3, since it is L 2 −supercritical. In fact, the previous inequality is not valid for d > 1, there is only the following one:
ε∇f a L r , for r > d, and 0 < a < 1 depending on r and d. So it is required to control the L r −norm of ε∇w ε for some r > d. An argument using the energy estimate enables us to find a control of the L 2 −norm of the rest, but this is not sufficient. Moreover, because of the presence of two modes, it is impossible to choose one, specifically and apply the method of [4] , which consists in writing the exact solution as a perturbation of the solution of a new equation, involving the Taylor expansion of the potential about a point x + (t) or x − (t). For this reason, we need Strichartz estimates. In the case of a scalar Schrödinger equation, the estimates are available for a scalar external potential, with less restrictive conditions (the potential can be at most quadratic, see [8] and [9] and the discussion in [2] ). In the matrix case, for a potential which is at most quadratic, there is no demonstrated Strichartz estimate for this kind of matrix-valued Schrödinger operator. We choose a weaker potential, satisfying point (i) of Assumption 1.1, and for which Strichartz estimates are available. We infer the following result from [7] :
Let I be a finite time interval. Let us introduce
is excluded, as Strichartz estimates in [7] are not demonstrated for this pair. Besides, in [7] , the authors actually obtain the estimates with a localization. In view of point (iii), the eigenprojectors are constant for x large enough, and for this reason, we can drop the localization. This point is more explicitly discussed in Remarks 4 and 6 of [7] . Finally, let us emphasize that, thanks to the absence of crossing points, we obtain the same Strichartz estimates than in the scalar case, without any further loss. The estimates in the general case of [7] , where the eigenvalues might cross, are weaker. The procedure to obtain (2.1) and (2.2) is sketched in the Appendix A.
Strategy of the proof.
The main difficulty is due to the fact that the projectors do not commute with P (ε). We will adapt ideas of [3] to our situation. We study the problem for large time, assuming (1.10).
We first observe that the function ϕ ε satisfies the following equation :
, for all x ∈ R d , and where
We denote by w ε the difference between the exact solution and the approximation,
which satisfies w
) in the framework of Remark 1.9) and
where
Using (1.10) and (1.4), we can treat the first and the second terms of L ε which gives:
and
Observing that the last term satisfies the following equality:
and using (1.6), we infer that the last term of L ε brings a difficulty, as it a priori presents an O(1) contribution. This is an obstruction to prove that w ε is small when ε tends to zero. Therefore, we have to introduce a correction term to w ε , to get rid of this difficulty. We denote by g ε , the function solving the Schrödinger equation
Let us remark that the above-mentionned quantity is bounded with bounded derivatives, thanks to (1.4) and (1.6):
To deal with the nonlinearity, we need to control the L 2 −norm and L 4 −norm of the correction term g ε (t) and its derivatives; we have the following proposition, which holds for large time; it will be proved in Section 3.1.
We now set
This function then solves (2.6)
Then, using the control of the eigenvectors (1.4) and the control of g ε , given by Proposition 2.3, we infer
where C is independent of ε.
Remark 2.4. In view of Proposition 1.6, for all T > 0, there exists a constant C > 0 independent of ε, such that
Besides, we can write Proposition 2.3 for finite time intervals, which gives : Set T > 0, then for p ∈ N, there exists C = C(T, p) such that
and for α ∈ N d , there exists C = C(α, T ) such that
These estimates will be useful to deal with finite time intervals.
The proof of Proposition 2.3, about g ε , is presented in the following section. Secondly, the final step of the main proof, analysing the behaviour of θ ε as ε goes to zero is studied in Section 3.2 for finite time case, and in Section 3.3 for infinite times. Then, the behaviour of the profile u, important for large time case, is discussed in Section 4 and the analysis of the one dimension case is done in Section 5. Finally, Section 6 is devoted to the proof of superposition results (Theorems 1.16 and 1.17).
Proof of the main results

Estimate of the correction term.
In this section, we prove Proposition 2.3, assuming that we have the exponential control (1.10). The proof of Remark 2.4 follows the same lines, in view of Proposition 1.6. In view of the control of the classical trajectories and of the profile u, for all p ∈ N, there exists C = C(p), such that
Besides, if we have the exponential control of u and of its derivatives, stated in (1.10), we note that
Write U ε ± (t) = e i t ε p±(ε) , the semi-group associated with the operator
We observe that for p ∈ N, there exists a constant
For λ + and λ − as in Assumption 1.1, we have the following lemma, which will be needed to estimate the correction term g ε . Note that the crucial point is that the eigenvalues satisfy Point (ii) of Assumption 1.1.
The same estimate remains valid if we permute U ε + and U ε − . Proof. This proof follows [3] , Lemma 3.1. We first notice that
Then, by integration by parts
Write γ = (λ + − λ − ) −1 . Using (1.4), and point (ii) of Assumption 1.1, we infer that γ is bounded with bounded derivatives:
Since the propagators map continuously H p ε into itself, uniformly with respect to ε, we infer
Besides, we have
we complete the proof.
We now prove Proposition 2.3:
Proof of Proposition 2.3. We follow the steps of [3] , Proposition 3.2. Let us write ϕ ε (t, x) = r(t, x)ϕ ε (t, x), then we have
we obtain
We deduce
and applying Fubini's theorem, we obtain
L.HARI Using Lemma 3.1, we have
It remains to study f ε . We write
By (2.5) and (3.1), it is straightforward that
provided that (Exp) p+1+3 is satisfied, to deal with the term ε
where we have used the control of ϕ ε , (3.1) and (3.2), and the proof is complete. The proof of the other estimate is based on a Sobolev embedding and on Hölder inequality. Let p ∈ N and α ∈ N d , such that |α| ≤ p. We first notice that
Besides, we introduce the following Lebesgue exponents
Using the interpolation inequality,
and, using the first estimate of Proposition 2.3, the proof is complete.
3.2.
End of the proof of Theorem 1.7. We now prove Theorem 1.7. In this section, we consider finite time intervals, we will use the estimates of Proposition 1.6, which imply Remark 2.4. We divide the proof into three steps : first, we will analyse a Strichartz norm of ϕ ε , which will lead to introduce a bootstrap argument. Then, using the bootstrap assumption, we will prove the theorem, before checking the validity of the bootstrap in the final step.
Step one :
We recall the equation satisfied by the rest θ ε , (2.6) :
where N L ε and L ε are defined in (2.7) and (2.8), respectively. The Duhamel formula gives
We introduce the following Lebesgue exponents:
Then, (p, q) is admissible, and
Let t ≥ 0, τ > 0 and I = [t, t + τ ]. Strichartz estimates of Theorem 2.1 yield
. In view of the pointwise estimate
and using Hölder inequality, we infer
We have
Besides, using Proposition 2.3 again, we obtain the estimate
Therefore, it is natural to perform a bootstrap argument assuming, say
In the rest of the proof, we will not mention dependance in T of the terms.
Step two :
In this step, we assume that (3.7) holds on [0, T ] and show :
L.HARI
As long as (3.7) holds, we have for all s ∈ I :
Integrating in s, between t and t + τ , we get
. Using Strichartz estimates again, and previous estimates, we have, for 0
Thanks to (3.5), (3.6), (3.10), and under (3.7), we obtain
. We use the following estimate, given in Remark 2.4, for t ∈ [0, T ] :
We notice that 1/2 ≤ 1 − d/8, for d = 2, 3, and we infer
. By Gronwall Lemma, we obtain the estimate (3.8). Combining (3.10) and (3.12), we obtain the announced estimate (3.9), under (3.7), which concludes this step.
Step three: It remains to check how long the bootstrap assumption (3.7) holds. For this, we look for a control of θ ε (t) in H 1 ε . We differentiate the system (2.6) with respect to x, and we find
Using Strichartz estimates again, we find
We observe that, thanks to Assumption 1.1, |∇V (x)| ≤ C. Besides, by Remark 2.4, we have
The only point remaining concerns the term ε∇N L ε . We have
We notice that
using Proposition 1.6, with 1/2 − d/8 > 0, we infer by (3.5)
Then, we can write, thanks to Hölder inequality :
The first part is handled as before, using estimates (3.5), (3.6) and (3.7). For the second part, using (3.9) instead of (3.7), we find
where we have used that d/2 − 2/p − d/4 = 0. We infer for s ∈ I :
By integration on I, we obtain :
We choose τ sufficiently small to absorb the last term, and repeating this procedure a finite number of times, to recover [0, T ], we obtain
where we have used (3.8), (3.13) and that
where we have used (3.5), (3.6), (3.9), (3.14); and where the powers of ε given by the correction term g ε are not written as they are better than the powers above. Using (3.8), (3.13) and (3.15), we now have
Then, using Gronwall lemma, we obtain
Gagliardo-Nirenberg inequality then implies
We infer that (3.7) holds for finite time. This concludes the bootstrap argument and we infer
Theorem 1.7 then follows using Proposition 2.3 and the relation θ ε = w ε + εg ε χ − .
Remark 3.2. If the initial datum is such that :
ε , and we add a term in the estimate (3.11). Therefore, performing the same bootstrap argument (3.7), we obtain for t ∈ [0, T ] :
and this gives
The estimate for the derivative writes :
, and finally, by Gronwall Lemma, for t ∈ [0, T ] :
Gagliardo-Nirenberg inequality then gives Let us notice that the proof of Theorem 1.7 crucially relies on the result of Proposition 1.6, for k ≤ 6. Therefore, in order to deal with large times, we need to have the exponential control (1.10).
3.3. Large time case. Our aim is now to prove Theorem 1.10 and to find that the approximation holds until T ε = C log log(ε −1 ), for some suitable C > 0. We assume that we have the exponential control (1.10) for k ≤ 6, which gives us the following estimate on ϕ ε (t):
Therefore, we make the following bootstrap assumption on θ ε (t):
where C ′ denotes the same constant as above. By Theorem 1.7, for any T > 0 independent of ε, the bootstrap assumption is satisfied, provided ε ∈]0; ε T ]. We recall the estimate of the proof of Theorem 1.7, with I = [t, t + τ ], t ≥ 0, τ > 0, s ∈ I before the absorption argument :
To simplify notations, we assume τ ≤ 1. Then we use the new estimates on ϕ ε (t) and as long as the bootstrap argument holds, choosing a larger C ′ if necessary, and by integration in s, we have :
where K is a constant independent of ε. We want to apply the absorption argument, and to have the term
be absorbed by the left hand side. We first notice that for t ≤ A log(ε −1 ),
We choose τ > 0 such that
which implies that τ and τ −1 are bounded by constants independent of t. We then obtain
We recover [0, t] with a finite number of intervals of the form [jτ, (j + 1)τ ] and we obtain for t ≤ A log(ε −1 ) :
Then, thanks to Strichartz estimates again, we have
Finally, Gronwall lemma yields :
From (3.17) and (3.18), we infer the following estimate :
We have to check how long the bootstrap argument holds; using the same method for ε∇θ ε , we obtain
and we have for all s ∈ I :
Integrating on I, we have
With t ≤ A log(ε −1 ), we choose τ such that
and repeating the same procedure, we obtain
Then, using Strichartz estimates again, we find
and Gronwall lemma yields
It remains to check that the bootstrap argument holds for t ≤ c log log(ε −1 ), for c sufficiently small. We use the weighted Gagliardo-Nirenberg inequality to have :
Therefore, taking ε sufficiently small, the bootstrap argument holds as long as
We check that for large t and ε sufficiently small, it remains true for t ≤ c log log(ε −1 ), with c independent of ε. The proof of Theorem 1.10 is now complete.
Remark 3.3. In order to deal with initial data which are perturbation of wave packets, as in Remark 1.9, but in large time case, we have to check how long the bootstrap argument holds with new terms appearing from η ε . We have (using the estimates obtained in Remark 3.2) :
for all t ≥ 0, with γ 0 > d/8. Using Gagliardo-Nirenberg inequality, we find
The bootstrap argument holds as long as
and since γ 0 > d/8, the above condition is ensured for t ≤ C log log(ε −1 ) for some suitable C, and this gives the approximation for large times.
Growth of Sobolev norms and momenta of the profile
In this section, we will focus on the behaviour of u(t) for large time and prove Proposition 1.12, which gives an additional case where Theorem 1.10 holds. We first recall some results that follow from [9] (see Theorem 2.2 and Corollary 2.7 of this paper) and [15] . We consider Q + satisfying
then, the following (local in time) Strichartz estimates hold.
Proposition 4.1 (Strichartz estimates for quadratic potentials). Let (p, q), (p 1 , q 1 ) be admissible pairs, defined in Definition 1.11. Let I be a finite time interval. We consider u, the solution to
.
We prove the following lemma, since it is the first step of the proof of Proposition 1.12.
Lemma 4.2. Let d = 2 or 3. Assume Λ ≥ 0 and :
with κ 0 > 2. We consider u, the solution to the Cauchy problem (1.8). Then, there exist C 1 , C 2 > 0 and γ > 0 such that
Proof. We use an energy argument and set
We have :
We introduce the following quantity :
with δ > 0. For C large enough and choosing δ ≪ 1 such that 2 < 2 + δ < κ 0 , we obtain
Then, using all these estimates, we have :
and combining these estimates, we obtain
for some δ > 0. By Gronwall Lemma, we find |A(t)| ≤ C, whence
where γ > 0. And since u(t)
Besides, the derivative and the first momentum of u satisfy the following equation:
We set I = [t, t+τ ], with t ≥ 0, τ > 0, and (p, q) any admissible pair. We recall that (8/d, 4) is the admissible pair introduced in the previous proofs, and σ = 8/(4 − d), which will be useful for the absorbtion argument. We have, thanks to Strichartz estimates given in Proposition 4.1 :
, where we have used Hölder inequality and the Sobolev embedding (with d ≤ 4). Then we have by (4.1)
Similarly, we have :
Combining (4.2) and (4.3), and choosing τ sufficiently small, we obtain
L.HARI with γ > 0, where we have used (4.1). Using the above estimate for t = 0, τ, 2τ, · · · , jτ for j ∈ N, and by induction on j, we finally obtain the following estimate on [0, t], for all t ≥ 0 :
for any admissible pair; and the proof of the lemma is complete.
We now prove Proposition 1.12.
Proof of Proposition 1.12. We argue by induction. The case k = 1 is given by Lemma 4.2. Assume now that the result holds for k − 1; we will prove it for k. The first important point is to notice that it suffices to analyse the derivatives and momenta of order k. In fact, the following inequality holds :
It is an easy consequence of Theorem 5 of [16] . For all α ∈ N d such that |α| = k, u satisfies the following equations :
For conveniance, we distinguish cases d = 2 and d = 3.
Case d = 2 : Here, the usual admissible pair, used to deal with the nonlinearity, is (8/d, 4) = (4, 4), and σ = 8/(4 − d) = 4. Strichartz estimates on I = [t, t + τ ], for t ≥ 0 and τ > 0 then yield :
We write
where c β and d γ are bounded for all t ∈ R. We first notice that the derivative of the nonlinearity satisfy :
where J ∈ N, w jl are derivatives of u or u of order lower than k − 1, rearranged such that such that w j1 is of order lower than w j2 , which is of order lower than w j3 . Then, thanks to Hölder inequality, and Sobolev embedding, we have
−norm of terms of order lower than k − 1 (it contains terms from |γ|=|α|−2 d γ (t) ∂ γ x u and [∆, x α ] u ). We have, thanks to the induction hypothesis
Ct .
Choosing τ ≪ 1, sufficiently small, the nonlinear term can be absorbed by the left handside term, and using (4.1) and the induction hypothesis :
we obtain the following inequality :
with τ ≪ 1. Set u n = A k (nτ ), for n ∈ N. Then : u n+1 ≤ Cu n + Ce C(n+1)τ . With v n = e −Knτ u n , this inequality allows us to find, by induction on n, that v n is bounded for all n ∈ N. We deduce that u n grows exponentially, and that A k grows in the same way. To prove the property for any admissible pair (p, q), we go back to (4.5) and use the previous estimate, found for (∞, 2):
and we recover [0, t] to obtain the property for the case d = 2.
The main difference comes from the products of derivatives of u.
Since d = 3, we have σ > p and the Hölder inequality used above fails in this case. Therefore, to deal with these terms, we choose a different admissible pair: (2, 6) . It is important to notice that Strichartz estimates are available for this endpoint (see L.HARI [15] for details). The notations will be the same as for case d = 2. Strichartz estimates on I = [t, t + τ ], for t ≥ 0 and τ > 0 yield :
We recall that
where c β and d γ are bounded for all t ∈ R. Then, we can write, thanks to Hölder inequality :
where we have used the Sobolev embedding H 1 ֒→ L 6 , and the induction hypothesis. We now infer, with the same arguments, assuming τ ≤ 1 :
We choose τ sufficiently small to absorb the nonlinear term and finally obtain
Then, we use the same procedure as in the case d = 2 and the proof is complete for d = 3.
Let us now sketch the proof of the property enunciated in Remark 1.13. We first assume that E 0 > λ ∞ and that |x
Note that the eigenvalue has the same decreasing rate than the potential V , given by the long range property.
On one hand, we have
thanks to the assumptions. We infer that for t sufficiently large, x + (t) satisfies :
for a small positive constant c.
We finally obtain |x
On the other hand, the derivative of Q + is given by
We deduce from the conservation of the energy (and (1.6)) that |ẋ + (t)| is bounded. Besides, we have
Combining both previous estimates, we finally obtain the property (1.11). Let us remark that the assumption
is not sufficient to prove that Q + satisfies (1.11), the assumption on the energy is essential. But if E 0 is such that
then lim t→∞ |x + (t)| = +∞ and Q + satisfies (1.11).
About the one dimensional case
In this section, we assume d = 1; we will prove Theorem 1.15. We first notice that we are in the L 2 −subcritical case. We consider a 2 × 2 system. The authors of [3] consider a matrix-valued potential which is at most quadratic : ρ and ρ 0 are at most quadratic and ω is bounded as well as its derivatives. With these assumptions on the potential, the approximation is verified, up to a time t ε = C log log(ε −1 ). Under our assumptions on the potential V , it is possible to improve on this time t ε . Let us first notice that, because of the absence of crossing points, thanks to the resolvent estimates of [13] , [14] , we obtain Strichartz estimates, similar to the one in Theorem 2.1 in the case d = 1, following the same steps as in [7] . In fact, in [7] , the authors consider a matrix-valued potential with crossing points, and they assume d = 2, 3 to avoid difficulties brought by these crossing points. To obtain the approximation for large time, we follow the same steps as in the proof of Theorem 1.10, in Section 3.3. The difference comes from the estimate on ϕ ε and the bootstrap argument. We recall the estimate on u, proved in [2] on I = [t, t + τ ], for the Lebesgue exponents p = 8, q = 4 and σ = 8/3:
This gives for ϕ ε , where t ∈ I :
and then, thanks to p > σ, we have
Consider t ≤ t ε , with t ε = A log(ε −1 ) where A will be adjusted at the end. We perform a bootstrap argument. Assume :
We choose A such that ε 7/4 e Ct < 1 for t ≤ A log(ε −1 ), (which gives A < 7/(4C)), and then, τ > 0 such that
τ and τ −1 are both bounded by a constant independent of t, which gives
Using Strichartz estimates and Hölder inequality again, we have, for t ≥ 0, τ > 0, fixed small enough :
, where we have used the previous estimates about each term, and where we have used τ ≤ 1 since it is fixed small. Then, for t ≥ 0, we can write
for some integer N ; and we obtain
Since t ≤ t ε , we have ε 7/4 e Ct < 1 which gives
where the constants are independent of ε. Besides, combining (5.2) and (5.3), we obtain
The proof is then completed by checking how long the boostrap assumption (5.1) holds. We differentiate the equation satisfied by θ ε and arguing as before, with Strichartz estimates we obtain :
. We recall the following estimate on the nonlinearity, obtained thanks to Hölder inequality :
where we have used the exponential control (1.10), which is true in the case d = 1, and (5.4). For t ≤ t ε , arguing as before, by fixing τ very small to absorb the nonlinearity, we obtain
Using Strichartz estimates again on I, we find for all times t, since the trajectories solve the same ODE system. Therefore, on [0, T ], the curves x 1 (t) and x 2 (t) cross on a finite number of isolated points, where ξ 1 (t) = ξ 2 (t). Then, the control of the quantity |ξ 1 (t)−ξ 2 (t)| in (6.3) follows without any assumption (See [4] for details).
Remark 6.4. To complete the proof of Propositions 1.16 and 1.17, it remains to perform a bootstrap argument, similar to the one in the proof of Theorem 1.7, (see [4] for details) which gives a finer condition on γ:
and it is equivalent to γ > d/8 which is compatible with γ < 1/2.
In both situations, for large time case, we cannot use the same method as in [4] for a scalar potential, or in [3] , in the one-dimensional case, to find the number of maximal intervals.
Remark 6.5. However, assuming (1.10) is satisfied; and
where N ε (t) is defined in (6.2), then one can prove the following result : there exists C > 0 independent of ε such that sup t≤C log log(ε −1 )
Remark 6.6. Let us notice that if the approximation of Theorem 1.7 is valid up to a time t = C log(ε −1 ), then, Theorems 1.16 and 1.17 will be also valid up to an analogue time.
Appendix A. Strichartz estimates
In view of Remark 4 of [7] , Proposition 3 of [7] writes: Proposition A.1. Consider T > 0 and (p, q) an admissible pair. Then, there exists a constant C = C(q) such that
and Corollary 1 writes:
Corollary A.2. Consider T > 0 and (p, q) an admissible pair. Then, there exists a constant C = C(q) such that
Note that these results of [7] crucially use the long range property of V , which allows to prove resolvent estimates. Proposition A.1 gives the first Strichartz estimate (2.1). Let us prove that we also have (2.2), namely: Using (2.1), we obtain
The dual inequality of (2.1) for (p 2 , q 2 ) admissible pair gives
Combining these estimates, we finally obtain (2.2). 
Moreover, the L 2 −norm of ψ ε does not depend on time
, ∀t ∈ R. We denote by E(t) the energy, given by :
This quantity does not depend on time : E(t) = E(0), ∀t ∈ R.
Sketch of the proof. From the above-mentionned results, it follows that local in time Strichartz estimates are available. Therefore, using a fixed point argument, one can prove local existence of the solution. Then, using the conservation of the L 2 −norm and of the energy, one can infer that the solution is global. See [7, Remark 5] and [10] for the details.
For fixed ε, it is actually possible to prove global existence of the solution under weaker assumptions : V has to be at most quadratic : assuming ρ and ρ 0 are at most quadratic and ω is bounded with bounded derivatives, the author of [2] obtains global existence of the solution.
