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Sampling the stationary points of a complicated potential energy landscape is a challenging problem. Here we
introduce a sampling method based on relaxation from stationary points of the highest index of the Hessian
matrix. We illustrate how this approach can find all the stationary points for potentials or Hamiltonians bounded
from above, which includes a large class of important spin models, and we show that it is far more efficient than
previous methods. For potentials unbounded from above, the relaxation part of the method is still efficient in
finding minima and transition states, which are usually the primary focus of attention for atomistic systems.
I. INTRODUCTION
Finding stationary points (SPs) of a multivariate non-
linear function is a frequently arising problem in many areas
of science. For example, locating SPs provides the foun-
dations for global optimisation,1–3 thermodynamic sam-
pling to overcome broken ergodicity,4–7 and rare event
dynamics8–15 within the framework of potential energy
landscape theory.16 Knowledge of the SPs of the poten-
tial energy function, V (x), with x = (x1, . . . , xN ), which
is usually a real-valued function from RN to R, can be
exploited to analyse the properties of a diverse range of
physical systems.16,17
SPs are defined as the simultaneous solutions of the sys-
tem of equations ∂V (x)/∂xi = 0, for all i = 1, . . . , N . They
can be further classified using the second derivative, or
Hessian, matrix. A SP is a minimum if all the non-zero
eigenvalues of the Hessian matrix evaluated at the SP are
positive. The minimum at which V (x) attains its lowest
possible value is the global minimum, and the others are
local minima. A SP is defined as a saddle of index i if
exactly i non-zero eigenvalues of the Hessian evaluated at
the SP are negative. A SP corresponds to a non-Morse or
singular SP18 if the Hessian matrix evaluated at the SP
has at least one additional zero eigenvalue, after removing
the zero eigenvalues corresponding to global symmetries of
V (x), such as translation and rotation.
The stationary equations are usually nonlinear for chem-
ical and physical systems arising in nature, so it is diffi-
cult to find all the SPs in such cases. There are only a
few systems for which all the SPs are known analytically,
e.g. the one-dimensional nearest-neighbour XY model with
periodic19,20 and anti-periodic boundary conditions.20,21 In
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some cases, only a class of solutions is known analyti-
cally, e.g. for the two-dimensional nearest-neighbour XY
model, a class of solutions built upon the corresponding
one-dimensional model are known exactly, though many
other solutions may also exist.22,23 Similarly, for the mean-
field XY model, all the solutions for a specific choice of the
external magnetic field term are known.24
When analytical results do not exist, one has to employ a
numerical method to find SPs. However, numerical meth-
ods to solve nonlinear equations come with problems of
their own. One of the traditional methods to solve nonlin-
ear equations is the Newton-Raphson approach, in which
one tries to refine initial guesses to find numerical solutions,
up to a chosen numerical precision, of the given system.
The method has a few major drawbacks: first, no matter
how many solutions are obtained, there is no guarantee that
all of them will be found. In addition, the solutions with
large basins of attraction16,25,26 may be repeatedly found
for different random initial guesses, wasting computational
resources.
Alternatively, the gradient-square minimisation method
has sometimes been employed,27,28 in which one minimises
the sum of the squares of the stationary equations of the
given potential, i.e. W =
∑N
i=1
(
∂V (x)/∂xi
)2
, using tradi-
tional numerical minimisation methods such as conjugate
gradient. The minima of W with W = 0 are the desired
SPs of V (x). However, it has been shown29,30 that the
number of minima with W > 0, which are not the SPs of
V (x), outweighs the number of minima withW = 0, and so
this approach is very inefficient. Furthermore, these non-
stationary points have an additional zero Hessian eigen-
value, making the minimisation ill-conditioned.29,31 How-
ever, a systematic approach based on eigenvector-following
can locate saddles of arbitrary index quite efficiently.29,31
This approach is implemented in our OPTIM program, which
includes a wide variety of geometry optimisation tech-
niques for locating stationary points and analysing path-
ways. The most efficient minimiser in OPTIM32 is probably a
modified version of the limited-memory Broyden–Fletcher–
2Goldfarb–Shanno (LBFGS) algorithm.33,34 Single- and
double-ended35 transition state searches are also im-
plemented, with a selection of gradient-only and sec-
ond derivative-based eigenvector-following36,37 and hybrid
eigenvector-following methods.38,39
Recently, an approach based on algebraic geometry,
called the numerical polynomial homotopy continuation
(NPHC) method, has been introduced to explore the poten-
tial energy landscapes of various models with polynomial-
like nonlinearity.21,40 The basic strategy of the method is as
follows: first, an upper bound on the number of solutions of
the given stationary equations is estimated, usually based
on the degrees of each equation; then a different system
consisting of the same variables, having exactly the same
number of solutions as the upper bound on the number
of solutions, and is easy to solve, is constructed. Finally,
the new system and the original system are homotopically
connected and each solution of the new system is tracked
towards the original system. While tracking the solutions,
some paths may diverge to infinity and the solutions that
reach the original system are then the desired SPs of the
given potential. In this way, it is guaranteed to find all the
SPs. The reader is referred to Refs.40,41 for details of the
precise procedures for constructing the homotopy between
the two systems and path-tracking and Refs.21,40–52 for its
applications to various areas of physics and chemistry.
Another approach is the interval method, which also
guarantees to find all the SPs of a given V (x). This ap-
proach can deal with any nonlinear potential, including
those with non-polynomial nonlinearities.53 However, it has
only proved successful for a very small number of atoms and
SPs so far. It is based on bisection searches over the ac-
cessible coordinate space, so it scales poorly with system
size.
We note that all these numerical methods share a com-
mon problem. Once a numerical solution is found, one may
still want to rigorously verify if it corresponds to the actual
solution. In Ref.54, a method is presented to certify whether
a numerical solution is indeed in the quadratic convergence
region of an actual SP of the potential, or whether it is in
the linear, or even worse, in the chaotic convergence region.
In the present contribution, we present a new method,
the inversion-relaxation approach, which is applicable to
potentials that are bounded from above, such as spin mod-
els. This framework can be far more efficient than previous
methods, although it is possible that some stationary points
could still evade discovery unless the procedure is run with
some extra degree of stochasticity in the choice of geometry
optimisation parameters, such as step sizes.
II. RANDOM SEARCH APPROACH
We first describe the random search approach. Here,
one optimises a random starting configuration in order to
find an SP of index i. The optimisation is performed us-
ing a hybrid Newton-Raphson/eigenvector-following algo-
rithm, which is available in the OPTIM program. This frame-
work has been employed in previous work to analyse the
energy landscapes of some model structural glass-forming
systems.31 The step along eigendirection α is taken as55,56
xα =
−2gα
ε2α(1 +
√
1 + 4g2α/ε
4
α)
, (1)
where gα and ε
2
α are the component of the gradient
and Hessian eigenvalue corresponding to eigenvector α,
respectively.31 The sign of ε2 that determines whether the
step in direction α raises or lowers the energy, and the
standard Newton-Raphson procedure can lead to a station-
ary point of any index.16,36,37 A small number of Newton-
Raphson steps are used in combination with a trust radius
scheme for the maximum step size,55,57,58 before switching
to eigenvector-following with a fixed number of uphill di-
rections corresponding to the required Hessian index of the
saddle.31 Here the steps are taken as
xα =
±2gα
|ε2α|(1 +
√
1 + 4g2α/ε
4
α)
, (2)
plus for uphill and minus for downhill.
We denote the parameter nRS as the number of ran-
dom starting configurations for each index of the potential.
If the maximum Hessian index is imax, then we perform
nRS imax optimisations in total.
We judge successful convergence in OPTIM using a tol-
erance of 10−10 for the root-mean-square (RMS) force and
requiring that the maximum unscaled step falls below 10−7.
After a successful optimisation, the energy of the obtained
SP is compared against the list of currently known values.
If this energy has been found before, we move on to the
next iteration of the enumeration loop. A tolerance on en-
ergy differences of 10−5 was found to be optimal. If a SP
with the latest energy value has not been found before, then
the SP configuration, energy and eigenvalues are saved for
further analysis. In principle, we can repeat this process
for different starting seeds and different values of nRS to
enumerate a list of all SPs for a particular potential.
For the random search method, there is no guarantee
that we will find all SPs and many starting configurations
end up in the same basin of attraction after optimisation.
Additionally, the efficiency of this method is highly depen-
dent on the generation of pseudo-random starting configu-
rations. The naivety of the random search approach reflects
the fact that it does not take advantage of any properties of
the PEL or the connection between SPs of different indices.
We use these properties to describe a new method that can
find all the SPs more efficiently for suitable potentials.
III. RELAXATION
One phase of the enumeration approach corresponds to
relaxation. Here, we start by locating a saddle with the
highest possible Hessian index (a maximum) using the hy-
brid Newton-Raphson/eigenvector-following scheme imple-
mented in OPTIM. The relaxation approach exploits the fact
that every SP of index i is embedded in the configuration
space of a saddle of index i+1. Starting at a saddle, we can
apply a small perturbation and follow a steepest-descent
path downhill in energy to a SP of the next lowest index.
We repeat the relaxation for all energy distinct lower index
3Table I: Total CPU time in the format hours:minutes:seconds for the XY model with periodic boundary conditions. PBS
stands for the Portable Batch System job scheduler.
N Optimisation Method Number of SP’s found Total CPU time from PBS
10
RFI 18 00 : 00 : 48
Relaxation 18 00 : 00 : 59
Random Search 18 00 : 05 : 12
15
RFI 33 00 : 02 : 47
Relaxation 33 00 : 02 : 51
Random Search 32 03 : 47 : 56
25
RFI 78 00 : 49 : 48
Relaxation 78 01 : 15 : 16
Random Search 78 12 : 52 : 32
30
RFI 110 02 : 24 : 32
Relaxation 110 02 : 18 : 53
Random Search 102 21 : 42 : 14
50
RFI 228 34 : 32 : 05
Relaxation 227 35 : 22 : 52
Random Search 218 46 : 45 : 17
3 × 3
RFI 21 00 : 02 : 03
Relaxation 21 00 : 02 : 06
Random Search 21 00 : 14 : 15
Table II: Total CPU time required to perform relaxation from index three SPs in order to find transition states and
minima. For the random search timings presented here, only transition states and minima were found. Format in
hours:minutes:seconds for the XY model with periodic boundary conditions. PBS stands for the Portable Batch System
job scheduler.
N Optimisation Method Total number of SP’s, transition states and minima found Total CPU time from PBS
5 × 5
Relaxation 80, 3, 3 00 : 06 : 13
Random Search 5, 3, 2 01 : 11 : 59
6 × 6
Relaxation 197, 4, 4 00 : 31 : 29
Random Search 7, 4, 3 01 : 30 : 09
9 × 9
Relaxation 319, 17, 8 04 : 35 : 29
Random Search 18, 12, 6 09 : 53 : 12
saddles until we reach a minimum. This procedure exploits
a generalisation of the Murrell-Laidler theorem for the en-
ergetic ordering of saddles.59
We denote nRM as the number of random starting config-
urations for the relaxation method, but with this approach
the random configurations are only used to find maxima
of the potential. We perform nRM optimisations to obtain
maxima, then relax each of the energy distinct maxima ob-
tained.
The systematic relaxation procedure depends on the
eigenvector to be followed downhill and the magnitude of
the perturbation away from the SP. For a SP of index i,
there are i eigenvectors corresponding to a negative Hes-
sian eigenvalue to be followed downhill, and two distinct
directions in each case. The displacements can be arranged
as±i,±(i−1), . . . ,±2,±1, with 1 meaning the softest mode
with the smallest magnitude negative eigenvalue, 2 mean-
ing the next softest, etc. The plus/minus signs allow for
perturbations in opposite directions along the same eigen-
vector. The eigenvector to be followed downhill in energy,
vdown, is specified, along with the magnitude of the initial
step, δ, which is taken to perturb the system along this
Hessian eigendirection. In principle, this procedure should
find all SPs.
A. Relaxation Following Inversion
The relaxation following inversion (RFI) approach dif-
fers from the relaxation method only in how we obtain
the initial maximum that we wish to relax. In the RFI
procedure we employ minimisation for the inverted land-
scape −V (x). Since minimisation is generally significantly
faster than saddle searches, the inverted potential provides
a much more efficient route to the saddles with the highest
possible index, corresponding to the number of degrees of
freedom that remain after allowing for global symmetries
that produce zero eigenvalues. In the current formulation it
4requires the potential to be bounded from above, since oth-
erwise the effective maximisation will generally diverge, for
example, by atom clashing. However, it may be possible to
work around this issue by reformulating the (physically ir-
relevant) regions to avoid singularities. On the other hand,
almost all the continuous spin model Hamiltonians (e.g.,
the XY model, the N-vector models, etc.) are bounded
from above, providing a wide range of important applica-
tions, including glassy landscapes.
We observe that the RFI approach should be efficient for
its intended purpose, namely finding all the SPs. The com-
putational resources required are likely to increase rapidly
with the number of degrees of freedom involved. If we only
want to sample a subset of SPs, then the random search
method may be more convenient. Nevertheless, one could
start relaxation from a saddle of index j > 1 to sample
transition states (index one saddles59) and minima.
The following steps provide an overview of our imple-
mentation:
1. Choose values for the parameter δ and the maximum
permitted step size, ∆. These parameters are then
fixed throughout the entire relaxation process.
2. Find a maximum of the potential using minimisation
for the inverted potential.
3. Relax the maximum along all downhill eigenvectors
using hybrid Newton-Raphson/eigenvector-following
in order to find SPs of the next lowest index.
4. Recursively relax all energy distinct saddles found,
ignoring any duplicates, along all downhill eigenvec-
tors.
5. Repeat steps 2-4 as necessary.
IV. NUMERICAL EXPERIMENTS
We compare the methods discussed in the previous sec-
tion for a specific model, the XY model without disorder,
which has attracted considerable interest in statistical me-
chanics in recent years. The model is important because
it is one of the simplest lattice spin systems with continu-
ous configuration space, unlike the Ising model. It is em-
ployed in studies of superfluid helium, low temperature su-
perconductivity, Josephson junction arrays and hexatic liq-
uid crystals due to its rich energy landscape and dynamics,
including its unique phase transition properties60 in 2D.
The same model is also used in particle physics as the lat-
tice Landau gauge functional for a compact U(1) lattice
gauge theory.19–21,42,46,61–63 Moreover, it appears in the
complex systems field as the nearest-neighbor Kuramoto
model with homogeneous frequency. There, the SPs of the
model constitute special configurations in phase space from
a non-linear dynamical systems viewpoint.64
The XY model Hamiltonian can be written as:
V =
1
Nd
d∑
j=1
∑
i
[1 − cos(θi+µˆj − θi)], (3)
where d is the dimension of a lattice, µˆj is the d-dimensional
unit vector in the j-th direction, i.e. µˆ1 = (1, 0, . . . , 0),
µˆ2 = (0, 1, 0, . . . , 0), etc. Moreover, i stands for the lattice
coordinate (i1, . . . , id). Here, the sum runs over all i1, . . . , id
each running from 1 to N , and each θi ∈ (−pi, pi]. d is the
dimension of the lattice, and N is the number of sites for
each dimension, so the number of θ values required to spec-
ify the configuration is Nd. Because of the θi+µˆj terms in
the model, we have to impose a boundary condition, which
can be written as θi+Nµˆj = (−1)
kθi for 1 ≤ j ≤ d, where
N is the total number of lattice sites in each dimension. In
the present work we choose periodic boundary conditions
(PBC) specified by k = 0. To remove the global O(2) de-
gree of freedom due to the symmetry θi → θi +α, ∀i, where
α is an arbitrary constant angle, we fix one of the variables
to zero: θ(N,N,...,N) = 0.
All the SPs of the 1D XY model were found analyti-
cally in Ref.19 for PBC and in Refs.20,21 for APBC. In
2D, for the 3 × 3 case, all the isolated SPs were charac-
terised numerically using the NPHC method in Refs.42,46
For larger lattices in 2D, only a few classes of SPs were
found in Refs.23,46,65,66 The model is bounded from above
and below, and complete knowledge about the potential en-
ergy landscape beyond the 3×3 lattice is yet to be achieved.
Hence, this model is as an ideal testing-ground for compar-
ing the methods described in the previous Section, while
providing important new information about the potential
energy landscape.
In Table I, we present a comparison of the methods de-
scribed in the previous Section for the XY model in 1D and
2D. For the relaxation timings quoted in Table I, two values
of δ and ∆ have been used. The Table indicates that the
relaxation approach, even without the inversion step, can
be enormously more efficient than the usual random search
scheme described above. The RFI method, which guaran-
tees a more exhaustive search for maxima of the original
potential, can in principla find all the SPs of every index.
To find only transition states (TS) and minima, as op-
posed to finding all the SPs of all the indices, one can start
the relaxation from a low index SP. Table II presents a com-
parison of this kind. We start relaxation from a SP of index
i, and successively relax until a minimum is found. For the
present systems we find that starting relaxation from SPs
of index two samples the TS and minima slower than start-
ing relaxation from SPs of index three (but still faster and
more systematically than the random search method). This
result is a consequence of using initial random searches to
find the SPs that we wish to relax. If a SP has a large basin
of attraction, then the random search method can converge
to it many times. Hence, while relaxation did find more TS
and minima in less time than the random search method,
it is possible to significantly improve the gains by sampling
the SPs of index two more efficiently. Improved sampling
of the index two SPs can be achieved using multiple values
for the step size, ∆, in the random search routine with at
least one relatively big value, so that it is possible to move
out of a large basin. Alternatively, starting relaxation from
SPs of index three should sufficiently sample the SPs of in-
dex two. Both approaches were found to give comparable
results. In Table II, we compare sampling minima and TS
using the random search method against relaxation from
SPs of index three. We find that relaxation is significatly
more efficient, both in terms of speed and improved sample
5size, when restricting our search to just TS and minima.
Another advantage of the RFI method, apart from be-
ing able to find all the SPs, is that it is less dependent on
the random initial guesses. The RFI approach only relaxes
energy distinct SPs and as such has a rejection rate before
optimisation, in contrast to the random search method. Of
course, the RFI method still employs random searches to
find distinct maxima in the first step. Hence if any maxi-
mum is missed it will not necessarily find all the SPs but
will probably still perform much better than the random
search method in sampling the lower index SPs. Using
the interval method to find maxima combined with RFI
would in principle find all maxima and all lower index sad-
dles. Moreover, in practice, it was observed that in certain
cases the relaxation resulted in an incomplete sampling of
the lower index saddles (but still a larger sample than the
random search method). This result was probably due to
the lack of numerical stochasticity. Stochasticity can be
introduced using a range of values for the magnitude of
the perturbation away from a SP, δ, combined with differ-
ent maximum step sizes, ∆, for the subsequent Newton-
Raphson/eigenvector-following geometry optimisation.
V. CONCLUSION
Finding SPs of a potential is an important problem in
the physical sciences, and there are few methods that can
find all the SPs of every index. In the present work we
propose a novel approach, Relaxation-followed-by-Inversion
(RFI), based on relaxing the saddles of index i to find all the
connected saddles of index i−1. Hence, starting from imax
and going all the way down to i = 0, we can guarantee to
find all the SPs of all indices, provided that the procedure
is run long enough, so that all the maxima of the potential
are obtained, and that we have taken care of the choice of
geometry optimization parameters, such as step sizes.
In Table I, we compare the efficiency of RFI with the
random search hybrid eigenvector-following method for the
XY model without disorder and conclude that RFI is much
faster. In Table II, we perform relaxation from index three
SPs in order to find those of index 1 and 0, i.e., transition
states and minima. Relaxation proved to be more efficient
at sampling a greater number of index 1, 0 SPs in less time.
This approach can in principle find all the stationary
points of a potential that is bounded from above, provided
that all the maxima can be obtained. Almost all contin-
uous spin model Hamiltonians fall into this category. For
potentials that are not bounded from above, the relaxation
phase starting from index 3 or 4 saddles instead of max-
ima can be employed to find transition states and minima.
This approach is again shown to be far more efficient than
searching from randomly chosen configurations.
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