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We define the violation fraction ν as the cumulative fraction of time that the entropy change
is negative during single realizations of processes in phase space. This quantity depends both on
the number of degrees of freedom N and the duration of the time interval τ . In the large-τ and
large-N limit we show that, for ergodic and microreversible systems, the mean value of ν scales as
〈ν(N, τ)〉 ∼ (τN 11+α )−1. The exponent α is positive and generally depends on the protocol for the
external driving forces, being α = 1 for a constant drive. As an example, we study a nontrivial
model where the fluctuations of the entropy production are non-Gaussian: an elastic line driven at
a constant rate by an anharmonic trap. In this case we show that the scaling of 〈ν〉 with N and τ
agrees with our result. Finally, we discuss how this scaling law may break down in the vicinity of a
continuous phase transition.
PACS numbers: 05.40.-a,05.70.Ln
I. INTRODUCTION
The energy changes associated to processes occurring
in mesoscopic objects exhibit a stochastic nature due to
the effect of fluctuations. This implies that for single
trajectories in phase space, thermodynamic observables
like work, heat, and entropy changes are random quan-
tities. This fact constitutes the basis for stochastic ther-
modynamics [1]. In this context, the stochastic entropy
produced during a certain protocol can be negative for
certain rare trajectories, a fact that is in apparent contra-
diction with the second law of thermodynamics. Fluctu-
ation theorems [2–7] state that those trajectories where
the entropy production is negative occur with an expo-
nentially small weight in comparison to the trajectories
where the entropy production is positive
P (S)
P T (−S) = exp(S), (1)
where T represents a transformation like time-reversal, or
the transformation to a dual dynamics, or their composi-
tion (see [8–10] for a simple definition of the dual dynam-
ics), and S represents a trajectory-dependent thermody-
namic quantity, as work, heat, or more generally, different
forms of trajectory-dependent entropy production, with
the symmetry ST = −S. These relations, initially proved
for deterministic and stochastic Markovian systems, have
also been extended to the case of non-Markovian dynam-
ics [11–17]. Furthermore, they have been widely tested
in experiments [18–23].
Eq.(1) is commonly denominated a detailed fluctuation
theorem (DFT). From it, the relation 〈exp(−S)〉 = 1,
also known as an integral fluctuation theorem (IFT), can
be obtained. From the IFT and Jensen’s inequality, the
second law of thermodynamics is obtained as 〈S〉 ≥ 0,
independently of the protocol and the duration of the
process. Very large systems, where N ∼ 1023, naturally
suppress fluctuations since the mean value of S grows as
N for large N , while fluctuations grow as
√
N , a fact
that we know from the most elementary courses of sta-
tistical mechanics. In this case 〈S〉 ≈ S, which means
that for any realization of any process one has S ≥ 0.
However, in small mesoscopic systems, fluctuations are
large and realizations are possible such that S < 0 for
not too large time intervals. Using some abuse of lan-
guage (see for instance [18]), we can name these intervals
as local violations of the second law of thermodynamics,
where “local” means at a single trajectory level.
We remark that the aforementioned local violations do
not represent true violations of the second law of ther-
modynamics, which is, perhaps, the most solid law of
nature. The entropy production remains always non-
negative in average, however, it is interesting to char-
acterize the statistics of the total time of occurrence of
these events. In particular, if we consider a time interval
[0, τ ], we will be interested in calculating the total frac-
tion of time ν where the stochastic entropy production is
negative, which we name as the violation fraction.
In Fig. 1 we sketch the evolution of the entropy change
as a function of time for a stochastic trajectory of a small
system. The shadowed regions are the violation sectors
(where S < 0) and the cumulative duration of these re-
gions divided by the total time τ defines the fraction ν.
This study is important in those cases where one only
needs to consider a small number of realizations of a given
process at the mesoscopic level. The entropy production
is a self-averaging quantity, which implies that for single
realizations in macroscopic systems one is already ob-
serving the averaged entropy production. That is why, in
spite of the fact that the second law of thermodynamics
forbids the spontaneous emergence of order from disorder
in isolated systems only in average, we meet this limita-
tion at every single realization of the given process. This
is clearly not the picture at the mesoscopic scale, where
this constraint is relaxed at single trajectories, and order
can sometimes emerge from disorder.
Additionally, our theory may be relevant in some other
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FIG. 1. A sketch of the evolution of the stochastic entropy
change for a particular trajectory in phase space of a meso-
scopic system. The violation fraction ν is defined as the rel-
ative duration of the violation sectors (where S < 0) with
respect to the total time τ .
practical situations. For example, it is known that the
efficiency of any thermal machine is bounded by virtue of
the second law of thermodynamics. However, if one opti-
mizes the external protocols and accomodates the values
of τ and N such that the average violation fraction ex-
hibits its larger possible value, our motor will operate
in a scenario where the occurrence of entropy-consuming
trajectories is especially propitious, a fact that could en-
hance the efficiency of the machine. This possibility will
be considered in more detail in future works.
Before proceeding, we would like to advance our main
result. For the generic kind of systems we will consider in
this work, the mean violation fraction exhibits, at large
times, the simple behavior 〈ν(N, τ)〉 ∼ A(N)/τ , where
A(N) is a model-dependent function of N which vanishes
in the thermodynamic limit as A(N) ∼ A∞/N 11+α , with
A∞ a non-universal, model-dependent constant, and α >
0, an exponent which depends on the particular form of
the protocol.
The rest of the paper is organized as follows. In the
next section we pose our problem and introduce the main
concepts we need to tackle it. In section III, we prove our
main result. Later, we study the illustrative case of a lin-
ear chain of harmonic oscillators driven at a constant rate
by an anharmonic trap in section IV. We briefly discuss
how the strong fluctuations around a continuous phase
transition may lead to a failure of the derived scaling law
in section V. Finally, we present some conclusions and
future projections of this work in section VI.
II. GENERALITIES
In order to characterize the local violations of the sec-
ond law of thermodynamic associated to generic pro-
cesses occurring in mesoscopic systems, we have to study
the zero-crossings properties of the stochastic entropy
production S(t). An important quantity is the residence
time, which is defined as the amount of time, up to time
τ , that a given stochastic process X(t) spends in the
semi-space X(t) < 0 (or X(t) > 0). The probability den-
sity function (PDF) for this quantity is closely related
to the persistence, e.g. the probability that the process
does not cross the line X = 0 up to time τ [24], which
has been studied in many different contexts. For exam-
ple, in [24] it has been used to characterize the ordering
dynamics of the Ising model (where the process X(t) is
the global or local magnetization), while in [25] it has
been used to characterize the zero-crossings properties of
a diffusing field starting from random initial conditions
(X(t) is the value of the diffusing field at a fixed point in
space, as a function of time).
Generally speaking, the computation of the full PDF
of the residence time for a given stochastic process is a
difficult task, even when the process is Markovian. In our
case, we choose X to be a stochastic entropy production
(see definitions below) which is generally non-Markovian
even if the system performs Markov dynamics. Since an
exact determination of the full PDF for arbitrary pro-
tocols and energy landscapes is out of order, we focus
in deriving some general results for the first moment of
this PDF, the average violation fraction. This means
that the results presented here are expected to be robust
upon variations in the Hamiltonian of the system, as long
as these changes do not affect the main assumptions we
use in our derivation, which we now discuss.
We consider ergodic, microreversible, and extensive
systems driven by a set of external, well controled pa-
rameters (which we denote by λ(t)). We point out that
ergodicity and microreversibility (the latter for the closed
system composed by the system under study and its envi-
ronment) are minimal conditions for fluctuation relations
to hold. On the other hand, in order to guarantee the ex-
tensivity of the thermodynamic observables, it is reason-
able to assume that the interactions among the different
particles in the system are short-ranged.
For constant protocols, the system is able to reach a
unique steady-state characterized by the PDF ps(x;λ) =
exp[−φ(x;λ)], where x denotes a configuration in the
phase space. x may be a single variable, a vector, or a
field as well. We discuss equilibrium and non-equilibrium
steady-states (NESS) on the same footing. Furthermore,
we assume that the system is initially prepared in the
steady-state corresponding to λ(0) = λ0, and for simplic-
ity we assume that the system is connected to a single
thermal bath. A more general analysis, considering sev-
eral reservoirs, will be published elsewhere. We introduce
the process S(t) as follows
S(t) =
∫ t
0
dt′λ˙(t′)∂λφ(x(t′);λ(t′)), (2)
which depends on the particular trajectory of the system
in the phase-space during its evolution. The time instant
t should be considered as an arbitrary point inside the
interval [0, τ ], where the violation fraction will be mea-
sured. We also remark that τ can be choosen arbitrarily.
3For equilibrium steady-states, S(t) is the total en-
tropy change, proportional to the dissipated work [7]
βWd = βW−β∆F , whereW is the thermodynamic work
introduced by Jarzynski [6], whereas F is the free energy
and β the inverse temperature. To see this, note that for
a system with Hamiltonian H(x;λ), the thermodynamic
work reads [6]
W(t) =
∫ t
0
dt′λ˙(t′)∂λH
(
x(t′);λ(t′)
)
. (3)
On the other hand, we have that φ(x;λ) = βH(x;λ) −
βF (β, λ), thus, eq. (2) reads in this case:
S = β
∫ t
0
dt′λ˙(t′)∂λ
[H(x(t′);λ(t′))− F (β, λ(t′))]
≡ βW − β∆F (4)
For NESS, S(t) corresponds to the dissipation function of
Hatano and Sasa [26], which is the correct choice in order
to extend the second law of thermodynamics to NESS.
Having clarified the context and the main assumptions
we will need in what follows, we proceed now to derive
our main result in the next section.
III. SCALING LAW FOR THE MEAN
VIOLATION FRACTION
Let us consider an ergodic, extensive, and microre-
versible system initially prepared in its steady state corre-
sponding to a value of the control parameters λ(0) = λ0.
We should note first that these conditions imply that the
system satisfies the IFT (Jarzynski [6] for equilibrium
states or Hatano-Sasa [26] for NESS) at any time t:
〈exp(−S)〉 =
∫
dSP (S, t) exp(−S) = 1. (5)
From eq. (5) and Jensen’s inequality, − lnx ≥ 1 − x for
x > 0, we see that the second law of thermodynamics
holds in the strict sense, 〈S〉 ≥ 0. On the other hand,
the mean entropy production rate, 〈S˙(t)〉, should also be
non-negative. Thus, 〈S(t)〉 is non-decreasing by virtue of
the second law of thermodynamics.
Let us formally introduce the violation fraction as
ν(τ,N)
def
=
1
τ
∫ τ
0
dtΘ(−S(t,N)), (6)
where Θ(•) is the Heaviside step function. Then, the
mean value of this fraction is given by
〈ν(τ,N)〉 = 1
τ
∫ τ
0
dtR(t,N), (7)
where R(t,N) = Prob[S(t,N) < 0]. Quite generally, we
may write R(t,N) = (1/2) exp[−Φ(t,N)], with Φ(t,N) a
non-decreasing function of time such that Φ(0, N) = 0.
Note that Φ should be non-decreasing since in the
thermodynamic limit the entropy production per particle
converges to its mean in density: s(t,N) = S(t,N)/N →
µS(t) = 〈S(t,N)〉/N , or equivalently, NP (Ns, t,N) →
δ(µS(t) − s). Given that µS ≥ 0 and µ˙S ≥ 0 by virtue
of the second law of thermodynamics, the probability
to find negative values of S must decrease with time.
On the other hand, this function satisfies Φ(0, N) = 0
since, given the definition of the entropy production,
eq. (2), we have that P (S, 0, N) = δ(S), so that
R(0, N) =
∫ 0
−∞ δ(S)dS ≡ 1/2. An important point the
reader should note is that, if
∫∞
0
R(t,N)dt < ∞, the
average violation fraction vanishes for τ →∞ as
〈ν(τ,N)〉 = A(N)
τ
, (8)
where
A(N) =
∫ ∞
0
R(t,N)dt =
1
2
∫ ∞
0
exp[−Φ(t,N)]dt. (9)
Typical non-critical systems with short-ranged interac-
tions are characterized by relatively small fluctuations
in the thermodynamic limit. Note that for any stochas-
tic realization of the process S(t) we can write S(t) =
〈S(t)〉 + δS(t), with δS = S − 〈S〉. The previous state-
ment, formally written, expresses a fact we have al-
ready discussed in the introduction, say, 〈S〉 ∼ N , while√
2〈δS2〉 ∼ √N . Given that 〈S〉 is non-decreasing as
a function of time, there is a finite time-scale τc(N) so
that for times τ > τc the local violations of the second
law of thermodynamics are not likely to occur. This
time-scale can be roughly determined by the relation
〈S(τc, N)〉 =
√
2〈δS2(τc, N)〉. Then, the cumulative vio-
lation time
∫∞
0
R(t,N)dt ∝ τc(N) <∞.
It is, however, important to note that critical systems
or systems where the interactions are long-ranged may
lead to infinite values of the given integral since fluctu-
ations are strong in those cases. This fact may induce
non-trivial power laws for the relaxation of the average
violation fraction at large times.
We proceed now by noting that at any finite time in-
stant t 6= 0, one should have:
lim
N→∞
Φ(t,N) =∞. (10)
This property is very intuitive. In the thermodynamic
limit the entropy production converges in density to its
positive mean, as we have said before. Then, every pro-
cess ocurring in any macroscopic system produce positive
entropy , which implies that the probability of the occur-
rence of local violations of the second law vanishes in the
thermodynamic limit.
As a consecuence of eq. (10), for large N the integral in
eq. (9) is dominated by the expansion of Φ around t = 0,
where the absolute minimum, Φ(0, N) = 0, is reached.
In words, in the thermodynamic limit the scaling with
N of the mean violation fraction is determined by the
4behavior of Φ at short times. Our arguments hold gen-
erally, given that the correlation volume of the system is
finite, i.e., that the system is far from a critical point.
If it were not the case any finite N should be regarded
as small irrespectively of how large it is. In that case,
the asymptotics of ν will no longer be dominated by the
short times, a fact that we discuss in section V.
Before proceeding, we discuss the illustrative case
where the PDF of the entropy production is Gaussian.
In this context we have
P (S, t,N) =
1√
2piΣS(t,N)
exp
[
−
(
S −mS(t,N)
)2
2ΣS(t,N)
]
,
(11)
with ΣS = 〈δS2〉, and mS = 〈S〉. An important iden-
tity that comes out within this framework is ΣS = 2mS ,
which can be easily seen by substituing eq. (11) in (5).
Then we may write for R(t,N):
R(t,N) =
∫ 0
−∞
P (S, t,N)dS =
1
2
Erfc
(
1
2
√
mS(t,N)
)
,
(12)
which allows us to identify the function Φ(t,N) exactly:
Φ(t,N) = − ln Erfc
(
1
2
√
mS(t,N)
)
. (13)
In this case we have that Φ(t,N) depends on t and
N implicitly via mS(t,N). In particular, given that
mS(0, N) = 0, we have
Φ(t,N) =
√
mS(t,N)
pi
+O(mS(t,N)), (14)
around t = 0. Inspired by this result for the Gaussian
case, we will assume that at least at short times one can
generally write for arbitrary systems:
Φ(t,N) ≈ Ψ(mS(t,N)), (15)
with Ψ(0) = 0. This assumption is at least plausible,
since mS and Φ are non-decreasing functions of time
which vanish at t = 0. In fact, given the relation be-
tween the monotonicity of both functions, one can write
exactly Φ(t,N) = Ψ
(
mS(t,N), N
)
. Then, our assump-
tion means that we consider the explicit dependence on
N as subleading.
Our ansatz for Φ at short times, eq. (15), is simply
an intuitive guess. We do not have a formal proof for
it. Given that this ansatz is exact for Gaussian systems,
the results we are about to derive hold exactly in that
case. However, it is not evident at a first glance that
this guess also provide good results when the fluctuations
of the entropy production are non-Gaussian. Although
we do not expect it to be considered as a formal proof,
in section IV we discuss a nontrivial model with non-
Gaussian fluctuations, obtaining a very good agreement
with our predictions.
Now, we follow by noting that (d/dt)mS(t,N)|t=0 = 0.
This relation can be obtained by taking the derivative
w.r.t. t in both sides of eq. (2), taking the average, and
considering that the system, at t = 0, is prepared in its
steady-state:
d
dt
mS(t,N)
∣∣∣∣
t=0
= λ˙(0)〈∂λ0φ(x(0);λ0)〉
= λ˙(0)
∫
∂λ0φ(x;λ0)ps(x;λ0)dx
= λ˙(0)
∫
∂λ0φ(x;λ0) exp[−φ(x;λ0)]dx
= −λ˙(0)∂λ0
∫
exp[−φ(x;λ0)]dx
= −λ˙(0)∂λ0
∫
ps(x;λ0)dx
≡ 0. (16)
The previous result implies that at short times the
entropy production can be written, to the first non-
vanishing order, as mS(t,N) = Nθt
1+α, with α > 0,
and θ > 0 by virtue of the second law of thermodynam-
ics. On the other hand, we made explicit the fact that
mS is extensive by writing a factor N . With this, our
ansatz writes at short times:
Φ(t,N) ≈ Ψ(Nt1+α), (17)
Although we will prove it formally in section V, we
would like to point out that in the present framework
one expects that for a constant drive α = 1. We can ap-
peal to our intuition to understand this statement. Note
that P (S, t = 0, N) = δ(S). Then, one may think that
for t & 0 one can approximate P (S, t,N) by a Gaus-
sian distribution, since mS is small and P (S, t ∼ 0, N) is
very narrowed around mS . With this in mind, one has
that mS ≈ (1/2)ΣS at short times, a consecuence of the
fluctuation theorem eq. (5). Note that, by definition,
ΣS involves a doble integral w.r.t. time where the term
λ˙2 = const is multiplied by a correlation function which is
nonzero when evaluated for equal time arguments. Thus,
ΣS can be written at short times as ΣS(t) ≈ Bt2, being B
a constant, which means that mS ∼ t2, and α = 1. The
formal proof we give in section V uses the generalized
fluctuation-dissipation relation.
The Gaussian approximation at very short times must
be valid for large N . The non-Gaussian structure of
P (S, t,N) takes some time to show up and for large
N , given the central limit theorem, one expects this
time to be large since the Gaussian fluctuations around
the mean dominate, while the large deviations from the
mean, which are not well described by the central limit
theorem, are extremely rare. An interesting point to be
investigated is to what extent the Gaussian approxima-
tion around mS is enough to describe the full behavior
of 〈ν〉 at any time, given that N is large. It is also in-
teresting to investigate how large should N be in that
case.
Let us now continue with our derivation. Substituing
5(17) in (9), we obtain
A(N) ∼ 1
2
∫ ∞
0
exp
[−Ψ(Nt1+α)]dt = %(α)
N
1
1+α
, (18)
with
%(α) =
1
2(1 + α)
∫ ∞
0
exp
[−Ψ(u)]u− α1+α du. (19)
Note that we have introduced the change of variables
u = Nt1+α for the evaluation of the integral in eq. (18).
Now, putting all together, we can write
〈ν(τ,N)〉 ∼ A∞
τN
1
1+α
, (20)
as we previously announced, with A∞ ∝ %(α). We pro-
ceed now to test our general result by means of the nu-
merical study of a nontrivial model system.
IV. AN ELASTIC LINE DRAGGED BY AN
ANHARMONIC TRAP
We now proceed to test our results by studying a sim-
ple, yet illustrative system. As discussed in the previous
section, our main result, eq. (20), holds exactly for sys-
tems where the stochastic entropy production is a Gaus-
sian process. For that reason, we must consider a non-
Gaussian model system in order to validate the gener-
ality of our approach. When the entropy production is
Gaussian, one can easily consider the corrections to (20)
up to any arbitrary order for finite τ and N , since the
function Φ(t,N) is known exactly, as given by eq. (13).
For generic non-Gaussian models, as the one considered
in this section, Φ(t,N) is hard to determine analytically,
so it is extremely hard to compute finite-time and finite-
N corrections to (20). For that reason, we focus in this
section only on the validation of our main result, since
the determination of the referred corrections does not
provide, in our opinion, relevant and clear enough in-
formation as to pay the cost of performing the tedious
calculations involved.
We study a discrete line consisting of particles interact-
ing via a short-ranged elastic potential and coupled to an
anharmonic trap centered at λ. We will consider as the
external protocol the control of λ(t). The Hamiltonian
of this system is given by
H =
N∑
i=1
(ui+1−ui)2 + k0
2
N∑
i=1
(ui−λ)2 + k1
4
N∑
i=1
(ui−λ)4,
(21)
where ui are the elastic displacements of the parti-
cles, and k0 and k1 are positive constants denoting the
strength of the parabolic and quartic couplings to the
nonlinear spring (relative to the elastic constant of the
chain). We assume periodic boundary conditions (PBC).
Given that this system exhibits equilibrium steady
states, the entropy production is in this case given by
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FIG. 2. (Color online) Scaling form of 〈ν(τ,N)〉 in the elastic
system as a function of ε = τ
√
N . For large N , the law given
by eq. (20) with α = 1 is verified.
eq. (4). On the other hand, it is simple to see that for
the present system the free energy does not depend on λ,
and thus one has S = βW. For the work, we can write
W =
∑
i
∫ t
0
dt′λ˙(t′)
(
k0φi(t
′) + k1φ3i (t
′)
)
, (22)
with φi(t) = λ(t) − ui(t), a result which follows from
eqs. (3) and (21). We make the reader note that the
work, as given by eq. (22), is a non-Gaussian process.
On the other hand, we point out that, assuming simple
relaxational dynamics for our model system, and per-
forming the shift φi(t) = λ(t) − ui(t) in the dynamical
equations, we obtain a time-dependent Ginzburg-Landau
equation (TDGLE) for a magnet in the paramagnetic
phase (T > Tc) in presence of a time dependent mag-
netic field:
φ˙i(t) = ∇2iφi(t)− k0φi(t)− k1φ3i (t) + λ˙(t) + ξi(t), (23)
where ∇2iφi(t) = φi+1(t)+φi−1(t)−2φi(t), is the discrete
Laplacian, and ξi(t) is a thermal noise with zero mean
and variance 〈ξi(t)ξj(t′)〉 = 2Tδijδ(t− t′).
We consider a constant drive, in which case α = 1 is
expected in eq. (20). Taking λ(t) = bt, eq. (23) reduces
to a TDGLE in presence of a constant magnetic field
b. Starting from a flat configuration, φi = 0 for each i,
we allow the line to evolve until it thermalizes with the
heat bath, keeping λ = 0 fixed. After that, we start to
move the trap at a constant speed, which means that we
suddenly turn on b in (23). The violation fraction is then
periodically sampled as a function of time.
If we introduce the scaling variable ε = τ
√
N , we
should have, for large τ and N , that 〈ν(τ,N)〉 = G(ε) ∼
ε−1. In Fig. 2 we plot the numerical solution of eq. (23)
for different system sizes. It can be seen that for large
N we obtain the expected scaling form for the violation
fraction. In particular, the curve with N = 210 particles
fits very well to our theoretical line at large times.
6V. FAILURE AROUND A CONTINUOUS
PHASE TRANSITION
We now discuss that the obtained scaling law may fail
in the vicinity of a critical point. First, let us note that
for any protocol λ(t) = λ0 + δλ(t) we can write at short
times
〈∂λφ(x(t), λ(t))〉 ≈ 〈∂λφ(x(t), λ0)〉+δλ(t)〈∂2λφ(x(t), λ0)〉ss,
(24)
where the double-s subscript means that the average is
taken in the steady-state corresponding to λ = λ0. On
the other hand, to the same order, the normalization
condition for the steady-state PDF leads to the relation
〈∂2λφ(x(t), λ0)〉ss = Cr(0), (25)
where the correlation function Cr is given by
Cr(t− s) = 〈∂λφ(x(t), λ0)∂λφ(x(s), λ0)〉ss. (26)
Indeed, we have that the stationary PDF satisfies, for
each λ, the normalization condition
∫
exp[−φ(x;λ)]dx = 1. (27)
Additionally, up to the second order in δλ = λ − λ0, we
have
exp[−φ(x;λ)] = exp[−φ(x;λ0)]
(
1− δλ∂λφ(x;λ0) + 1
2
δλ2
[
∂λφ(x;λ0)
]2
− 1
2
δλ2∂2λφ(x;λ0) +O(δλ
3)
)
. (28)
Substituing (28) in (27), and using eq. (16) in order to
drop the linear term in δλ, we immediately obtain (25).
We now continue by noting that, using the generalized
fluctuation-dissipation relation (see, for instance, [27]),
one can write
〈∂λφ(x(t), λ0)〉 =
∫ t
0
dsχ(t− s)δλ(s), (29)
with χ(t− s) = ∂tCr(t− s). With all this, using (2), we
have at short times
m˙S(t) ≈ δλ˙(t)
[ ∫ t
0
dsχ(t− s)δλ(s) + δλ(t)Cr(0)
]
. (30)
At this point, we would like to show formally that for
a constant drive one must expect α = 1 in eq. (20). In
that case one has δλ(t) = bt and we get
m˙S(t) ≈ b2
[ ∫ t
0
dsχ(t− s)s+ tCr(0)
]
, (31)
leading to the result m¨S(0) = b
2Cr(0). Thus, at short
times mS(t) ≈ (1/2)Cr(0)b2t2, which means that α = 1,
as we claimed before. On the other hand, far from a
critical point, one has that Cr(0) ∼ N , and the entropy
production is extensive, as expected.
We continue now by assuming that our system has lin-
ear size L = N1/d, with L large but finite, and that
we are in the vicinity of a phase transition. This could
be achieved, for example, by tuning the temperature of
the thermal bath to be equal to the critical tempera-
ture of the thermodynamic system, Tc(∞), (for which
N ∼ 1023). The finite system does not exhibit critical
behavior, but given that T = Tc(∞), the system starts
to be critical as we increase the value of N .
To continue, let us also assume that the correlation and
response functions are associated to an order parameter.
The scaling form of the response function depends, for
an infnite system, on the correlation length, however, if
the system is finite the correlation length saturates to L,
and one has to perform a finite-size scaling. In this case
the response function in the frequency domain acquires
the following scaling form [28]
χ˜(ω) = L2−ηF (ωLz) = N
2−η
d F1(ωN
z/d), (32)
where F (x) and F1(x) are scaling functions, z is the dy-
namic exponent, d is the spatial dimension and η cor-
responds to anomalous dimension exponent. From the
previous analysis one sees that
m¨S(0) = b
2Cr(0) = b
2
∫ ∞
−∞
dω
2ipiω
χ˜(ω), (33)
which leads to m¨S(0) = BN 2−ηd , where the constant B =
b2
∫∞
−∞
dx
2ipixF1(x). Then we should have, if the general
arguments we have developed before apply, that in the
vicinity of a critical point the mean violation fraction
behaves as
〈ν(τ,N)〉 ∼ 1
τN
2−η
2d
. (34)
The previous result is already different from the gen-
eral law given by eq. (20) with α = 1, as should corre-
spond to this case of constant drive, since (2−η)/d 6= 1 in
general. Furthermore, it could even suggest that in this
case the analysis leading to (20) is incorrect because, as
said previously, any finite N is small if the correlation
volume of the system is infinite. In this case the fluctua-
tions are so important, that the asymptotics of 〈ν〉 is not
7dominated only by the short times. This fact could also
affect the scaling form in the time variable, i.e., our the-
ory breaks down since the typical relaxation time of the
system diverges in the thermodynamic limit, which may
render the value of the integral
∫∞
0
R(t,N)dt infinite.
An interesting case study is, for instance, the mean-
field Ising model in two dimensions. Although it is not a
realistic model, in that case one has (2−η)/d = 1 exactly
since η = 0. Thus, it represents a suitable model system
to investigate whether the scaling law we have derived
here continues to be valid. This analysis should be, by it
self, the subject of a separate work.
VI. CONCLUSIONS
We have introduced and studied the violation fraction
as the total fraction of time that the entropy change dur-
ing a trajectory in phase space of a mesoscopic system
is negative. We have focused on the mean value of this
quantity, which scales, in the large-τ - large-N limits, as
〈ν(N, τ)〉 ∼ (τN 11+α )−1, with α > 0 fixed by the time
dependence of the external protocol. Our results are ro-
bust and independent of the specific details of the energy
landscape and the dynamics, as long as the system re-
mains ergodic, microreversible and extensive. We have
also justified that in the vicinity of a critical point, this
scaling form should break down.
Our study is, at this point, still incomplete. First, we
have limitated our derivation to the case of a system pre-
pared in its steady state and connected to a single heat
bath. In this context, we have studied the Hatano-Sasa
dissipation function, which is only a particular form of
entropy production. On the other hand, we have charac-
terized only the first moment of the PDF of the violation
fraction. However, this kind of study is, to the best of
our knowledge, novel. The problem is indeed interesting,
since it may help to understand, for example, how these
small fractions of time that a nanomachine spends con-
suming entropy affect its efficiency. Furthermore, some
interesting questions and open problems emerge natu-
rally from this study. For example, one may wonder if
the violation fraction behaves non-trivially in the vicinity
of a critical point. Does this quantity exhibit singulari-
ties in that case? If in the vicinity of a continuous phase
transition the violation fraction grows and correspond-
ingly, the occurrence of entropy-consuming trajectories
is enhanced, then, could we use this fact to improve the
performance of thermal machines? In our opinion, it is
worth to try to answer these questions.
Additionally, it would be interesting to define and
study the violation fraction in terms of the entropy pro-
duction rate as a complement to this study in terms of
the entropy change. An open challenge is to derive a
symmetry for the full PDF of the violation fraction in
a more general context, relaxing the necessity of special
initial conditions, allowing the system to be connected to
several baths and considering arbitrary forms of entropy
production, and not only the one considered here. Some
of these issues are the subject of a separate paper [29].
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