Computing and networking technologies are becoming ever more pervasive in order to support their users' increasingly dynamic lifestyles. These technologies aim to increase the networks' awareness of their users' requirements. At the same time, they strive to reduce the amount of manual reconfiguration and explicit interaction between the users and the network resources. The main problem is the extreme difficulty in reconfiguring the network's resources at runtime and in adapting the network's behaviour automatically according to the changes happening in the surroundings. To address these issues, we investigated the use of the emerging semantic web technologies, policies, and context information. We also developed an ontology-based reasoning machinery to address the problem of automated adaptability. In this paper, we provide an analysis of the ontologies we developed and the reasoning machinery required to increase the network's awareness of its context. We report on the experiments we conducted to evaluate the techniques we are proposing.
Introduction
Handheld devices, wireless technologies, the Internet, pervasive computing, and context-awareness are the driving forces of current networking research. However, they also present challenges of mobility, interoperability, seamless connectivity, reconfigurability, and automated adaptability required in the networks that support them. These challenges arise primarily because of the dynamic nature of both the resources and the users in pervasive environments. The resources are highly mobile, limited in capabilities, engaged in spontaneous sessions, and vulnerable to the environment's contexts. The users are more sensitive to fluctuations in the network, demand more selective and seamless service provisioning, and are increasingly concerned about their personal information being exposed. New techniques are therefore required to match networking technologies to pervasive environments. These techniques must address the problems of spontaneous network reconfigurability and automated adaptability. They must also be extensible, machine understandable, and must require a minimum of human intervention to re-adjust, tune, and manage the underlying network. We explored the use of emerging semantic web technologies i and ontology-based reasoning techniques as innovative approaches to these challenges. We focused on the use of ontologies to semantically model the environment. To do so, we considered the topology, the interconnections, the node characteristics, the protocols supported by the network, and its context such as information about time and location. Ontologies were also used to model policies governing the behaviour of the network and defining its access rights. This approach facilitated our objective of providing spontaneous reconfigurability and interoperability. This is because ontologies provide a common understanding of the shared vocabularies in the domain of interest. They can reuse and extend the modeled information, and facilitate automated reasoning about it. Networks are then able to reconfigure their structure autonomously, and to provide their services based on policies that are generated, deployed, and executed according to context information. Interestingly, ontologies also facilitated our second objective, that of providing automated adaptability to networks in pervasive environments. This is because ontologies allow reasoning about modeled information, in the form of subsumption, equivalence, validation, property restrictions (locally and globally) and cardinality. We exploited these capabilities in our reasoning machinery to achieve the automated adaptability we are seeking. The paper is organized as follows. Section 2 presents a discussion of related work and of the key factors that distinguish ours. Section 3 introduces an everyday scenario that highlights our objectives and the innovation of our proposed techniques. We discuss the ontologies in Section 4. Section 5 presents the reasoning machinery developed to support automated adaptation in network behaviours, and in deploying and executing policies based on context. Section 6 describes and evaluates the implementation of a prototype. The paper concludes in Section 7 with our ideas for future work.
Related Work
A critical literature review about context-awareness can be found in [1, 2, 3, 4] . This section compares our work with that done by other research communities, focusing on the areas of reconfigurability and adaptability. Gaia [5] extends the functionality of operating systems to include context, locationawareness, and the handling of mobile computing devices. Adaptation in Gaia can be either manual or automatic. For manual adaptation, Gaia provides a GUI called the application builder that allows users to modify the composition of the applications. For automatic adaptation, Gaia uses policies that respond to changes in the active space context. Authors in [6] presented an ontology-based approach to define network and system management specifications, while authors in [7] proposed a middleware for contextaware resource management. This middleware (Carmen) is capable of supporting automatic reconfiguration of wireless Internet services in response to changes in context. Carmen determines relevant context using metadata, which includes declarative management policies and profiles for resource characteristics, user preferences, and terminal capabilities. The main feature that distinguishes our work from these projects is the semantic modeling, not only of context, but also of meta-context. This includes information such as policies that govern the network behaviour, and restrict access to its resources and the network information itself. Another distinguishing feature is the ability to adapt implicitly to changes in context at runtime. The reasoning machinery used allows each application's execution processes and the network's behaviours to be fine-tuned to the changes in context at runtime. Several research activities are exploring the use of policies to allow their systems to adapt to dynamic changes in context. Carisma proposed a negotiation protocol that uses a microeconomic approach and sealed-bid auctioning [8] . The negotiation is used to resolve conflicts that may arise when context changes trigger different policies at the same time. Another technique is described in [9] ; this is oriented towards electronic commerce, and uses agents located in mobile devices. The main difference between these projects and ours is in the process of generating and executing policies.
Our technique explores what every entity in the environment envisions context to be, and generates at runtime the policies reflecting these perceptions of context. This proactive approach allows entities to interact with almost no conflicts; at the same time, it facilitates policy reusability, deployment, and execution.
Sample Everyday Scenario
Our scenario takes place on a University campus, where the spontaneity and the dynamic nature of users provide an appropriate challenge. Students, staff, and faculty expect to connect their computing devices to the network smoothly so that they can access their personal information, and the Internet, anywhere on campus. This is still hard to accomplish because campus networks are isolated, proprietarily administrated, and context-insensitive. They also need to be manually reconfigured. Our scenario involves Joe, a Computer Department student. Since Joe is a user in the computer department network, he is able to connect his laptop to the university network from his office. Peter, a friend from the Civil Engineering Department, phones to invite Joe to come and help him with some computer-related issues. Joe unplugs his laptop, plugs in the wireless card, and heads to Peter's office in the Civil Engineering Department. As Joe makes his way there, the laptop maintains its network connection. This is because networks encountered en route intelligently interpret Joe's context, accept him as a visitor in their domain, assign appropriate policies, IP addresses, configure network-related applications, and keep him connected to the Internet. Peter is called away from his office as Joe is on his way. Peter sends an instant message asking Joe to wait, and to feel free to use the resources in his office. To make this possible, Peter edits the appropriate network policies. Joe successfully receives the instant message, as networks are aware of his networkrelated information. When he arrives, he decides to continue writing his research paper until Peter comes back. A little later, he sends a job to the printer in Peter's office. This is possible because the network detected that Joe is in the vicinity, configured his laptop, updated his list of available printers, applied, and executed the appropriate policies. The scenario highlights the need for a common understanding of context and network information. It also shows the need for network behaviour to be automatically adapted, and the consequent need for reasoning about the context and network information. In our work, ontologies are used to address the spontaneous reconfigurability of the networks, and ontology-based reasoning is used to address the automated adaptability of the network behaviour.
The Ontology Model
The ontologies we designed relate either to the context, the network or the policies. In this paper, we only discuss the network and policy ontologies. More information about the context ontologies may be found in [11, 13] .
Semantic Policies
To control the autonomous access to multi-domain resources and to grant services to users, policies have to be defined and understood by all involved domains. We modeled policies using OWL language in order for the policies to be machine understandable, human readable, domain interoperable and easily integrated with our ontologies for modeling context and network information. An excerpt of the classes and properties defined in the policy ontology is shown in Figure 1 . The division into authorization and obligation policies achieves compatibility with other research in the field [10, 12, 14, 15] . In addition, we have a generic policy class, ContextSpecificPolicy, that administrators can use to specify other policy types that do not fall into these two categories. If this type is used, administrators will specify its category and description to avoid a repetition of policies that might already have been defined in the system. The policy ontology also has properties that state the entity that issued the policy, the entities that the policy applies to, and the location and time of enforcing the policy. In addition, administrators may state if a policy is equivalent to another, and may specify the degree of equivalency using the Similar class defined in our fuzzy ontology
ii . This powerful concept allows the policy manager in our testbed (discussed in section 6) to invoke other policies in case of uncertainty and vagueness. The network's robustness and performance are increased as a result. To allow the policy manager to deduce the action to perform as a policy enforcement, every policy is associated a PolicyEnforcement value. This value could be Negative to enforce not doing the rule in the policy, or it could be Negotiable, to allow entities in the environment to negotiate the method of enforcement in case of conflicts or inconsistencies in each situation. Currently, initial policies are specified by domain administrators in our testbed. But we are investigating the possibility of generating policies automatically [16] . The key elements shown in Figure 1 emphasize the effectiveness of using ontologies to model policies in pervasive networks. The following code shows the OWL format of the Policy class together with the local restrictions we defined on the associated properties. For example, the policyRule property must have all its values from the Rule class defined in the Rule ontology. The code also shows that every policy must have at least one type of enforcement. This is specified by the restriction on the enforcementType property that has an owl:minCardinality equals to one. These restrictions are also used by the reasoning machinery to validate and reason about policies. For example, the reasoning machinery will deduce that any instance that has the property equivalentTo pointing to a policy instance is also an instance of type Policy since this is stated by the owl:equivalentClass shown in the code.
<owl:Class rdf:ID="Policy"> <owl:equivalentClass> <owl:Restriction> <owl:allValuesFrom rdf:resource="#Policy"/> <owl:onProperty> <owl:FunctionalProperty rdf:about="#equivalentTo"/> </owl:onProperty> </owl:Restriction> </owl:equivalentClass> <owl:equivalentClass> <owl:Restriction> <owl:allValuesFrom rdf:resource="&ConRule;Rule"/> <owl:onProperty> <owl:ObjectProperty rdf:about="#policyRule"/> </owl:onProperty> </owl:Restriction> </owl:equivalentClass> <rdfs:subClassOf> <owl:Restriction> <owl:onProperty> <owl:ObjectProperty rdf:about="#enforcementType"/> </owl:onProperty> <owl:minCardinality rdf:datatype="&XSD;int">1</owl:minCardinality> </owl:Restriction> </rdfs:subClassOf> </owl:Class>
The following code shows how we specified that policies of types Obligation differ from policies of types Authorization.
<owl:Class rdf:ID="Obligation"> <owl:disjointWith rdf:resource="#Authorization"/> <rdfs:subClassOf rdf:resource="#Policy"/> </owl:Class> This means that any policy used in the network cannot have these two types simultaneously. As the following code shows, we can also use the functional property defined in the OWL standard to restrict globally properties defined in the policy ontology.
<owl:FunctionalProperty rdf:ID="equivalentTo"> <rdfs:domain rdf:resource="#Policy"/> <rdf:type rdf:resource="&owl;ObjectProperty"/> <rdfs:range rdf:resource="#PolicySimilar"/> </owl:FunctionalProperty> This functional property states that only one unique value of this property can be defined for every instance. Finally, as illustrated in the following code, we can chain a set of rules to a policy using the transitive property defined in the OWL standard.
<owl:ObjectProperty rdf:ID="policyRule"> <rdfs:range rdf:resource="&ConRule;Rule"/> <rdf:type rdf:resource="&owl;TransitiveProperty"/> <rdfs:domain rdf:resource="#Policy"/> </owl:ObjectProperty>
The Network Ontology
Our network ontology models the information required to configure any network. The information includes network types (wireless, wired, ad hoc, etc), host information (computational, peripheral, storage, etc), and network parameters (IP, protocols, DHCP properties, etc). We also considered in the design of network ontology the extensibility requirement to cope with unexpected situations where this ontology is used. This is achieved with the UserDefinedNetwork and UserDefinedHost classes along with the hasAlternativeXxx properties. Any new host added to the network will take the type of UserDefinedHost if it does not match any of the host classes defined in the network ontology. Using the hasAlternativeHost property, this new host will then be associated with one or more of the defined hosts that best represent its type and its degree of similarity. An excerpt of the network ontology is shown as a UML class diagram in Figure 1 . Like the policy ontology, the network ontology uses the built-in constructs of the OWL language to facilitate the process of reconfigurability and reasoning ability, and to avoid redundancy in the quantity of information modeled. Part 1 of Table 1 shows how redundancy was avoided by using the Union class of the OWL language. Instead of defining two properties that convey the same information, we defined only the hasAlternativeNetwork and made its domain the union of the classes that require this type of information. Another example is shown in part 2 of Table 1 . This shows that any network instance defined to be of type Wireless as well as Wired network will also be equivalent to a network of type Hybrid class. This greatly reduces the burden of network reconfigurability at runtime since management systems using our ontology will be aware of this equivalency characteristic, and thus can automatically reconfigure their topologies. Finally, part 3 of Table 1 illustrates how the restriction properties of OWL language can be used to constraint the information about hosts found in the network. A typical example is PDAs. PDAs cannot be servers, and they may have wireless connections. This is modeled using the OWL properties allValuesFrom and someValuesFrom. The former constraints the type of the PDA while the latter is used to partially constraint the PDA's network connections.
Part 1. Complex Domain Property
Part 3. Complex Restrictions <owl:ObjectProperty rdf:ID="hasAlternativeNetwork"> <rdfs:domain> <owl:Class> <owl:unionOf rdf:parseType="Collection"> <owl:Class rdf:about="#Network"/> <owl:Class rdf:about="#Host"/> </owl:unionOf> </owl:Class> </rdfs:domain> <rdfs:range rdf:resource="#Network"/> </owl:ObjectProperty> Part 2. Equivalent Class <owl:Class rdf:ID="Hybrid"> <owl:equivalentClass> <owl:Class> <owl:intersectionOf rdf:parseType="Collection"> <owl:Class rdf:about="#Wired"/> <owl:Class rdf:about="#Wireless"/> </owl:intersectionOf> </owl:Class> </owl:equivalentClass> <rdfs:subClassOf rdf:resource="#Network"/> </owl:Class> <owl:Class rdf:ID="PDA"> <rdfs:subClassOf> <owl:Restriction> <owl:onProperty> <owl:ObjectProperty rdf:about="#hasType"/> </owl:onProperty> <owl:allValuesFrom> <owl:Class rdf:about="#Client"/> </owl:allValuesFrom> </owl:Restriction> </rdfs:subClassOf> <rdfs:subClassOf> <owl:Restriction> <owl:someValuesFrom> <owl:Class rdf:about="#Wireless"/> </owl:someValuesFrom> <owl:onProperty> <owl:ObjectProperty rdf:about="#hasNetwork"/> </owl:onProperty> </owl:Restriction> </rdfs:subClassOf> </owl:Class> Table 1 Excerpt of the network ontology and its main key elements
Reasoning Machinery for Automated Adaptation
In general, two types of reasoning are available when ontologies are used to model any domain information. The first is domain independent; the second is domain dependent. Domain independent reasoning addresses the ability to infer higher-level information using the built-in axioms of the ontology language. This includes subsumption, equivalence, and transitive, functional and validation inference. Rather than re-inventing the wheel, we used the reasoning capability of the Jena software (http://jena.sourceforge.net) to develop domain independent reasoning. This approach was logical since we also used Jena to manipulate and access the network and policy ontologies discussed in the previous section. Current implementation of the reasoner machinery uses the OWL-Rule reasoner provided by the Jena API. Domain dependent reasoning follows the domain independent reasoning to deduce additional information about the surroundings in terms of policies and network information. This is done according to the constructs defined in the ontologies we described in the previous section. We used the generic rule engine facility also provided by Jena software to define the core rules to be applied to the network and policy ontologies. These rules cover the inter-and intra-relations between these ontologies to deduce, compose, associate, and restrict higher-level information. The information typically deduced from the core rules includes:
-Associating policies of one network to another since the networks are inferred to have same location. -Associating policies of a network to a host since the host resides in the network.
-Associating policies of a host to a user (and vice versa), since the user uses this host. -Deducing that a network is part of another network since it has an IP range that is part of the other network's IP range. -Deducing that a network is similar to another network since they have the same location or the same IP range. -Deducing that a policy is equivalent to another since they have same rule and are applied to the same network. -Configuring a network and adding users, since these entities have hosts that belong to the network. -Adapting network behaviour by means of policies by specifying when, where and to what the policies should apply. This is based on network similarity, the users detected, and hosts available. -Changing the enforcement type of a policy applied to a new network or entity when the new network has a more restrictive enforcement type. Our reasoning machinery is not restricted only to the core rules of the domain dependent reasoning. It also allows custom rules to be added. These can be defined by administrators to specify global rules of network configuration and adaptation. They can also be defined by users to specify individual rules that govern their local entities such as personal hosts and folder access privileges. To avoid conflicts, the reasoner machinery assigns the highest priority to the core rules, followed by the administrators' rules, and lastly by the users' rules. These descending priorities ensure that core rules are designed and tested well enough that their outputs are safe to use and execute. Administrators' rules are expected to have the same safe level of execution unless they contradict core rules. In that case, the core rules override the administrators' rules. Similarly, administrators' rules override users' rules in case of conflicts. In the next section, we will demonstrate the effectiveness of this reasoning process in deducing higher-level network information so that the network behaviour and configuration is automatically adapted.
Prototype Implementation and Evaluation
We implemented the ontologies and reasoning machinery in the prototype testbed shown in Figure 2 . The goals were (a) to test the applicability and effectiveness of using ontologies for semantically modeling network information, and (b) to study the performance of the reasoning machinery in achieving automated adaptability. The testbed was deployed in three domains, corresponding to the scenario presented in section 3. Each domain has different network configurations and different policies that govern the networks' behaviours and the accessibility of resources. The first domain represents the Multimedia and Mobile Agent Research Laboratory (Domain A) at the University of Ottawa (UO). The second domain (Domain B) represents the graduate students' offices, and the third domain (Domain C) represents the department network. Domain B is wirelessly connected using IEEE 802.11 WLAN, while the other domains have hybrid connectivity. We used the RF-Tag system to provide identity and location information. Network agents provided context information (IP, Gateway, DHCP, Proxies), and service agents identified services available in the environment (printers, desktops, access points). The network and policy ontologies were designed using the protege2000 ontology editor, generated in OWL format, and manipulated using Jena software, while the testbed was developed using Java. The testbed is composed of the following components. Network Manager (NM): the NM is the administrator of the domain; it orchestrates the interactions among resources in the domain to accomplish any task required by the entities in the domain and enforced by policies. Specifically, the NM validates that network information is based on concepts and properties defined in the network ontology, and that there is no contradiction among different instances of the network. In addition, the NM performs the required reconfiguration and adaptation at runtime based on the information received from the inference agent. The network profiles are stored in a repository controlled by the network manager. Policy Manager (PM): the PM creates and manipulates policies, using the policy ontology described in section 4. These policies are stored in the policy repository so they can be reused when situations are similar. This avoids the redefinition of previously generated policies. The policy manger enforces and deploys policies according to the information received from the inference agent. Inference Agent (IA): The IA is the interface between the NM and the PM. It collects contextual information about the network, maps the information to the ontology constructs, and provides the network information inferred as a result to the NM. The NM applies the functionality required for runtime reconfiguration and adaptation. The IA also reasons about policy instances and reports the outcome of the reasoning to the PM so that the enforcement and deployment of policies can be dynamically performed.
Figure 2: The prototype schematic diagram
The testbed provides administrators with a set of APIs to facilitate the process of network reconfiguration and automated adaptation. These APIs include methods for defining the semantic policies used to trigger actions and govern the behavior of networks and their entities. The APIs also include methods for defining and configuring the network's mode of operations. For example, the following excerpt shows how an ontology model is created for the wireless network in domain B. The excerpt also shows how polices are created, rules are added, and then associated to the corresponding network.
Policy Wireless_net_Access = Policy.create(PolURI+"Policy1", model); Rule W_B502_Rule=Rule.create(rule+"rule1",model); Wireless_net_Access.setName("Policy to access wireless network in B502"); Wireless_net_Access.addPolicyRule(W_B502_Rule); Figure 3 : Graphical representation of the network information before inference Our case study also illustrates how the reasoning machinery is used to deduce implicit network information and permits automated adaptation through policy enforcement and execution. Figure 3 shows the ontology representation of the wireless network W_B502 that was defined using the APIs mentioned above. The figure also shows another network W_MMARL and an instance of a laptop Khedr_Laptop. Each of these instances has its own network, host, and policy information. However, they are not interconnected and cannot operate with one another, as there are no explicit relations among them. With the core rules and the reasoning machinery, the testbed managed to interconnect and inter-relate these network instances and associates the host (Khedr_Laptop) with the appropriate network and policies as shown in Figure 4 . For example, the reasoning machinery deduced the information that the wireless network W_B502 should have the policy Policy_MMARL associated with the other network W_MMARL. This deduction is made by recursively using the following core rule: In other words, the rule states that any two networks are considered similar if their location information is also inferred to be the same. Another example of automatic adaptation is when policies are deployed and enforced. The reasoning machinery successfully concluded that policy Campus_Policy should be applied to user Khedr by partially using this core rule: In other words, the rule states that policies of a given location are applied to users that belong to a network deployed at this location We used this case study, as well as others, to evaluate the applicability of our proposed ontology and reasoning machinery to configure and adapt networks in pervasive environments. We conducted a large number of experiments to evaluate the responsiveness and effectiveness of semantically modeling the network and policies information. The experiments measured the average delay in reasoning and deducing additional information, and considered the number of rules used in the reasoning process as an indication of responsiveness. We also show the percentage of time taken by each process involved in the network reconfiguration, as well as the percentage of successful reconfiguration operations in relation to the number of rules. The data is presented as an indication of the effectiveness of the proposed technique. Figure 5 -a shows the average time taken in the inference process; the number of rules varied while the initial network and policy information remained constant. The figure shows that the delay is almost linearly proportional with the number of rules. This is a good indication that the reasoning machinery is scalable. It also indicates that the reasoning machinery will gracefully degrade in performance when it is highly overloaded. Figure 5 -a also shows the percentage of successful reconfigurable operations that were automatically performed as a result of the reasoning process. As discussed in section 5, these operations include applying policies to users, hosts and networks, associating networks to users and hosts, and composing networks based on their contexts. The figure shows that nearly 99% of the expected reconfiguration operations were performed using 60 rules defined in the core rule set. We therefore feel that the increase in the delay in the reasoning process is justified by this high percentage of successful reconfiguration operations. Figure 5 -b illustrates the percentage of time taken by each component that contributes to the overall time required to reconfigure the network and adapt its behaviour. The figure shows that processing policies takes nearly 36% of the total time. Another 36% is for exchanging messages between entities in the testbed, and 28% is for repository and information access. This indicates that the introduction of ontologies adds the least amount of time to network reconfigurability. The ontology and reasoning machinery are therefore effective in achieving awareness in future network; this also facilitates the rapid deployment of policies that increase network adaptability. 
Conclusion
The paper described our ontologies for modeling network and policy information and the reasoning machinery that provides the ability to manage, reconfigure, and adapt networks in pervasive environments at runtime. We described the network ontology that addresses the current problems of reusability, extensibility, and interoperability. We also presented the policy ontology that aims to simplify the process of defining common vocabularies. This is necessary in order to share rules governing the network behaviour, and to ease the process of network reconfiguration due to changes in the surroundings. Finally, we presented the ontology-based reasoning machinery that addresses the problem of automated adaptability of network behaviours and policies. This reasoning machinery uses a set of core rules that covers the essential intra-and inter-relations between constructs defined in the network and policy ontologies. It also allows higher-level and additional information to be deduced from existing network information. A prototype testbed was used to implement the processes required to reconfigure networks, and to use the reasoning machinery. The experimental results validated our preliminary work. Ontologies associated with appropriately designed reasoning machinery can provide a scalable, highly responsive, and reasonably effective management system for runtime reconfigurability and automated adaptability of networks in pervasive environments.
Our future work will focus on security and the privacy of information as well as enhancing the automated adaptation system using machine-learning techniques in conjunction with the reasoner machinery. Further experiments and test will be conducted to evaluate the advantages and weakness of our proposed techniques.
