Abstract. The sum-product phenomena over a finite extension K of Qp is explored. The main feature of the results is the fact that they only depend on the ramification index of K.
1. Introduction 1.1. Main results. One of the main results of this note is the uniform version of [BG09, Proposition 3.3] .
Theorem 1. For any 0 < ε ≪ 1 and positive integer e, there are 0 < δ := δ(ε, e), and positive integer C := C(ε, e), such that for any finite extension K of Q p with large, depending on ε and e, residue field f and ramification index at most e the following holds:
Let O be the ring of integers of K, and p be a uniformizing element of K. Suppose A ⊆ O such that
for some x ∈ O × and integers N 1 and N 2 such that
where A j := j j A − j j A, j A := { j i=1 a i | a i ∈ A}, and j A := { j i=1 a i | a i ∈ A}.
The inductive argument in proof of [BG09, Proposition 3.1] implies that the following is a corollary of Theorem 1.
Corollary 2. For any 0 < ε ≪ 1 and positive integers e, d 0 , there are 0 < δ := δ(ε, e, d 0 ), and positive integer C := C(ε, e, d 0 ), such that for any finite extension K of Q p with large, depending on ε and e, residue field f and ramification index at most e the following holds:
Let O be the ring of integers of K, and p be a uniformizing element of K.
for some x ∈ O d0 \ pO d0 , and integers N 1 and N 2 such that
The other important corollary of Theorem 1 is its global version, which generalizes [Bor08, Corollary, Part I.1] from Q p to any finite extension K of Q p .
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,d0 1, we get the desired result by Corollary 2. For the finitely many remaining primes, we get the desired result by [BG09, Proposition 3.3] .
Remark 4. Corollary 3 is an important ingredient of getting the p-adic super approximation, see [SG-a, SG-b].
To prove Theorem 1, we start by showing a scalar-sum-product expansion result:
Theorem 5 (Scalar-Sum-Product expansion). For any ε > 0, 0 < δ ≪ ε 5 , and any finite extension K of Q p with large, depending on ε, residue field f the following holds:
Let O be the ring of integers of K, and p be a uniformizing element of K. Let Ω ⊆ O, and suppose π p induces a bijection between Ω ⊆ O and f × . Suppose A ⊆ π p N (O) such that
Similar to all the previous works on expansion (either under two operations or one), there is an underline bounded generation result. Typically one uses the expansion result to enlarge the set to certain extent and then use Fourier analysis, e.g. Sarnak-Xue trick, quasi-randomness, exponential sum estimates, to finish the process in finitely many steps. The same strategy is used to prove Proposition 26. Based on Proposition 26 and a propagation process, we get the following refiner result (which is needed in the proof of Theorem 1). 
As a corollary of Theorem 6, we immediately get the uniform version of [BG09, Corollary A.1] .
Corollary 7. For any 0 < ε 1 ≪ ε 2 ≪ 1, 0 < δ ≪ ε1 1, and positive integer 1 ≪ ε1 C, and any finite extension K of Q p with large, depending on ε 1 , residue field f the following holds:
Let O be the ring of integers of K, and p be a uniformizing element of
, where e ′ = 1 if K is an unramified extension, and e ′ = 2 otherwise.
Proof. Since π p e ′ (A) = π p e ′ (O), we have π p (A) = f. Therefore there is a subset Ω ⊆ A such that π p induces a bijection between Ω and f × . If K is ramified over Q p , then e ′ = 2. So by the assumption, we can apply Theorem 6 to Ω ⊆ A and A, which implies the claim. Now suppose K is an unramified extension of Q p , and let s : f → π p 2 (A) be a section of π p : π p 2 (A) → f. Since K is an unramified extension of Q p , f cannot be embedded into π p 2 (O) as an additive group. Hence there are x 1 , x 2 ∈ f such that s(x 1 )+s(x 2 )−s(x 1 +x 2 ) = 0. Therefore this time we can apply Theorem 6 to Ω ⊆ A and A 2 and get the claim.
1.2. Application. My main motivation to get such uniform sum-product results was to prove a uniform p-adic super approximation [SG-a, SG-b] , which has many applications, e.g. orbit equivalence rigidity, Banach-Ruziewicz problem, variations of ℓ-adic Galois representations, etc.
1.3. Notation. In this note, K is a finite extension of Q p , O is its ring of integers, p|p is a uniformizing element, f := O/ p is its residue field, and e is the ramification index of K over Q p , i.e. p = p e . For any non-negative integer m, π p m : O → O/ p m is the residue map.
We use the usual Vinogradov notation: x ≫ y means that there is a universal positive constant c such that x ≥ cy, and x ≫ z1,z2 y means that there is a positive function c(z 1 , z 2 ) of z such that x ≥ c(z 1 , z 2 )y.
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2. Scalar-Sum-Product phenomena.
In this section, using Lindenstrauss-Varjú's [LV] method we study sum-product-scalar product properties of ring of integers O of an unramified extension K of Q p .
2.1. Scalar-Sum inequality for regular sets. The main goal of this section is to prove Proposition 8.
Proposition 8 (Scalar-Sum inequality for regular sets). Let K be a finite extension of Q p , O be its ring of integers, and f be its residue field. Let Ω ⊆ O be such that π p induces a bijection between Ω and f 
Let us fix a subset Ω ⊆ O × such that π p induces a bijection between Ω and f × . Let ψ : f → Ω ∪ {0} be such that π p (ψ(α)) = α for any α ∈ f. We can treat Ω ∪ {0} as a set of p-adic digits: for any x ∈ O we get a unique sequence {D n (x)} ∞ n=0 of elements of f such that
Having the D n 's, we get a family of sections ψ n of π p n , i.e.
(1) ψ n :
One can visualize O as an infinite rooted |f|-regular tree. We can use the digits to label children of any vertex. I.e. for anyx = p
Having a probability measure µ on π p N (O), for anyx :
. The pull back of this conditional measure via θx gives us a probability measure on f and it is denoted by µx. And so for any α ∈ f we have
. Let P A be the probability counting measure on A. Then, for anyx :
, and (P A )x is a probability counting measure on a subset of order m k of f.
Proof. Both of the above claims are easy consequences of the fact that A is a regular set.
For any α ∈ f and a non-negative integer k, there is a map σ α,k :
Lemma 11. Let A and B be (m 0 , . . . , m N −1 )-regular and
where
1 For the definition of a regular set, see Definition 9.
2 In this article, since we are working with probability measures on finite sets, we identify a measure with its distribution function.
Proof. By the definition of (P A * ψ 0,N (α)P B )x (see (2)), one needs to compute
We have
where the sum is over
. These conditions just depend on π p k+1 (x i ). Hence by regularity of A and B and Lemma 10 we have that
where the sum is over x
) and then parametrize possible x ′ i by elements of f using θx i . Hence we have
where the first sum is overx 1 ,x 2 ∈ π p k (O) such thatx 1 + ψ 0,k (α)x 2 =x, and the second sum is over
By the definition of θx i , we have that (4) holds if and only if
And by the definition (see (3)) of σ α,k we have that (5) holds if and only if
Therefore we have
where the sum is overx 1 ,x 2 ∈ π p k (O) such thatx 1 + ψ 0,k (α)x 2 =x. So by (2) we are done.
Before stating a corollary of Lemma 11, let us recall the definition and basic properties of entropy of a probability measure.
Definition 12. Let X be a finite set and µ be a probability measure on X.
(
(2) Suppose B is a partition of X. Then the entropy of B with respect to µ is
Lemma 13. Suppose X is a finite set, and µ is a probability measure on X. Then
(1) For any partitions B 1 B 2 of X, we have H(µ; B 2 ) = H(µ; B 1 ) + H(µ; B 2 |B 1 ). In particular for any partition B we have H(µ) = H(µ; B) + H(µ; {{x}|x ∈ X}|B).
(2) The entropy function is concave on the space of probability measures, i.e. for any probability measures µ i on X and numbers a i ∈ [0, 1] that add up to one we have
Proof. All of the above properties (maybe except the last one) are well-known. So I will prove only the last property. Since f (x) = − log x is a concave function, we have
Proof. By the definition of conditional entropy we have
Now we notice that
as B is a regular set. Hence by Lemma 11 and the concavity of entropy we have
Therefore by (7), (8), and
by regularity of A and B.
Lemma 15. Let A, B be two non-empty subsets of a finite field f. Then
Proof. Let us recall that for any two subsets X and Y of f, the additive energy of X and Y is
and we have
where 1 X is the characteristic function of the set X. We have 1
Proof of Proposition 8. Let us denote the average of a function f :
(by Lemma 13, part 1) ≥
(by the concavity of − log) ≥
2.2. Scalar-Sum-Product expansion for regular sets. The following is the main result of this section.
Proposition 16 (Scalar-Sum-Product expansion for regular sets). For any ε > 0, 0 < δ ≪ ε 4 , and any finite extension K of Q p with large, depending on ε, residue field f the following holds: (2) |A| ≤ |f|
We prove Proposition 16 by contradiction. For the rest of this section, A and m i 's satisfy all the conditions of Proposition 16. And ψ 0,N 's are defined as in the paragraph of (1). Moreover we assume to the contrary that |A + ψ 0,N (α)aA| < |A||f| N δ (for a small enough δ to be determined later) for any α ∈ f and a ∈ A − A, and let (9) x i := log m i log |f|
Lemma 17. Let x i 's be as in (9) . Then (10), (11), and (12) hold.
+ . Therefore by Proposition 8 we have
Thus by the contrary assumption we have
And so N δ + log 2 log |f| ≥
Now we follow Lindenstrauss-Varjú's treatment [LV] , almost verbatim, to prove that if |f| ≫ ε 1 and 0 < δ ≪ ε 4 , then there are no real numbers x 0 , . . . , x N −1 that satisfy properties mentioned in Lemma 17. This is based on Mann's theorem on Schnirelmann density of subsets of non-negative integers.
Definition 18. The Schnirelmann density σ(X) of a non-empty subset X of non-negative integers is
Theorem 19 (Mann's Theorem). Let X, Y be two non-empty subsets of non-negative integers. Suppose X and Y contain 0. Then either
For {x k } as in Equation (9), let
Lemma 20 (Lindenstrauss-Varjú [LV] ). Let x i 's be real numbers that satisfy conditions (10) and (12) of Lemma 17. Then we have
Proof. By Lemma 17 (10) and (12), we have that
The above property for l = k 0 + 1, implies that k 0 ∈ B.
By the above properties we have that σ(X) ≥ ε. Therefore by Mann's theorem (Theorem 19) we have
So for any integer ⌈1/ε⌉δN < m < N there are t ≤ ⌈1/ε⌉ elements of X that add up to m − ⌈1/ε⌉k 0 . Since
Thus we have
For {x k } as in (9), let
In particular, T ⊆ B. Here is the main property of the sets B and T .
Lemma 21. Suppose k ∈ B. Then
On the other hand, since k ∈ B, x k = 0. Therefore by Lemma 17 (13) we have
≤ N δ + log 2 log |f| .
Lemma 22. [LV] For any positive integers
Proof. For any three sets A, B, and C we have A \ C ⊆ (A \ B) ∪ (B \ C). Therefore
Lemma 23. [LV] For some universal implied constants we have
Proof. By Lemma 17 (13) we have
By Lemma 17 (12), for any integer l ∈ [N δ, N ], we have
Hence by (17) we have
Suppose δ < ε 2 /16 and log 2/(16ε 2 ) < log |f|. Then we have 
By adding over i in the above range we get (19)
By Lemma 17 (13) we have
Therefore, since by our assumption δ < ε 2 /16 and log 2/(16ε 2 ) < log |f|, we have
Hence by (18), (19), and (20) we have
Corollary 24. For some integer
j 0 ∈ [N ε 3 /32, N − 1], we have D T (j 0 ) ≥ N ε 3 /32 if 0 < ε ≪ 1, δ ≪ ε 2 and 1 ≪ ε |f|.
Proof. By Lemma 23 we have
And so for some
Proof of Proposition 16. Suppose δ < ε 4 /512, 512(log 2)ε −4 < log |f|, and for some A the assertion of Proposition 16 does not hold. Then we consider B and T as above. Hence by Corollary 24 we have
for some integer j 0 ∈ [N ε 3 /32, N − 1]. On the other hand, by Lemma 20, since j 0 ≥ N ε 3 /32 > N ⌈1/ε⌉δ, there are at most 3⌈1/ε⌉ elements b 1 , . . . , b t of B such that
Hence by Lemma 22,
for some i.
On the other hand, by Lemma 21, we have that for any b ∈ B D T (b) ≤ 2N δ + log 2 log |f| < N ε 4 /128, which contradicts (21).
2.3. Proof of Theorem 5: Scalar-Sum-Product expansion. As in [BG09] (also see [Bor08] or [SG-a, Section 2.3]), we start by a regularization process. The p-adic filtration
induces an |f|-regular rooted tree structure (with N -levels) on π p N (O). So by a similar argument as the above mentioned articles we get the following large regular subset of A.
Lemma 25. Let 0 < δ < ε < 1 and |f| ≫ ε,δ 1. Then for 0 < δ ′ ≤ εδ/4 the following holds: Let A ⊆ π p N (O). Suppose that A satisfies the following properties:
Then there is
A ′ ⊆ A such that (1) A ′ is (m 0 , . . . , m N −1 )-regular. (2) |A ′ | ≥ |A|/(2 log |f|) N . (3) |π p i (A ′ )| ≥ |f| iε/2 for N δ ≤ i ≤ N .
Proof. By [SG-a, Section 2.3], there is a subset
To show that A ′ satisfies the above three conditions, it is enough to show that, if 0 < δ ′ ≤ εδ/4 and |f| ≫ ε,δ 1, thenn < N δ.
Suppose to the contrary thatn ≥ N δ > N δ ′ . Then by the assumption |π pn (A ′ )| ≥ |f|n ε . On the other hand, there is a subset A ′′ ⊆ A ′ such that |π pn (A ′′ )| = 1 and
Therefore we have
For |f| ≫ ε,δ 1 (so that 2 log |f| < |f| δε/8 ), (22) implies that ε/8 ≥ ε/4, which is a contradiction.
Proof of Theorem 5. Let δ r (ε/2) (r stands for regular) be such that 0 < δ r (ε/2) ≪ (ε/2) 4 where the implied constant is given by Proposition 16. Suppose |f| ≫ ε 1, where the implied constant is given by Lemma 25 for ε/2 and δ r (ε/2). Now let δ ′ ≪ (ε/2)δ r (ε/2) be given by Lemma 25. 3 We claim δ ′ satisfies the desired conditions. By the choice of δ ′ and Lemma 25, there is A ′ ⊆ A such that
Next we modify A ′ a bit, if necessary, to make sure that m 0 and m 1 are at least 2. 
If | A 6 | ≥ |A||f| N δ (for small enough δ to be determined later), we are done. So suppose this does not hold. In particular, |A + A + A| ≤ |A||f| N δ . Hence |A + A + A| ≤ |f| N (1−ε+δ) . So assuming δ < ε/2, we have that
. Hence A ′ satisfies all the conditions of Proposition 16. Therefore we have
Since at least one of a 01 , a 02 is a unit, we have that
Suppose |f| ≫ ε 1 so that |f| δr(ε/2)/2 ≥ 2 log |f|. Hence we get
2.4. Proof of Theorem 6: a scalar-sum-product set contains a large congruence set.
Proposition 26. For any 0 < ε 1 ≪ ε 2 ≪ 1, 0 < δ ≪ ε 5 1 , and positive integer 1 ≪ ε1 C, and any finite extension K of Q p with large, depending on ε 1 , residue field f the following holds:
Let O be the ring of integers of K, and p be a uniformizing element of K. Let Ω ⊆ O, and suppose π p induces a bijection between Ω ⊆ O and
Proof of Theorem 6 modulo Proposition 26. Let δ ≪ ε 
Hence by (24) we have
. And, since A contains a unit and ε 1 ≤ ε 2 , we have that for a positive integer 1
To prove Proposition 26, let us start with a direct corollary of [BG09, Lemma A.1].
Lemma 27. Let K be a finite extension of Q p , O be the ring of integers of K, and p be a uniformizing
Proof. It is a consequence of [BG09, Lemma A.1] as it is observed in [BG09, Proof of Corollary A.1].
Next following [BG09, Proof of Corollary A.1] we show how Lemma 27 helps us to deal with (extremely) large sets.
Lemma 28. For any 0 < ε ≪ 1, 0 < δ ≪ ε, and any finite extension K of Q p the following holds:
Let O be the ring of integers of K, p be a uniformizing element of K, and f be the residue field. Suppose
Hence for small enough δ (to be determined later) we have
Let ξ ∈ π p n 0 (O) be such that A ′ := {x ∈ A| π p n 0 (x) = ξ} has at least |f| −(3/4)n0 |A|-many elements. And let
where π p n 0 (x 0 ) = ξ. By Lemma 27, we have that
Now (25) gives us the claim.
Proof of Proposition 26. By Lemma 28, it is enough to prove that
for a positive integer C ≫ ε1 1 and ω i ∈ C (Ω ∪ {1}). One can get (26) by applying Theorem 5 repeatedly and using the fact that ε 1 ≪ ε 2 .
3. Getting a thick Z p -segment in a sum-product of a large set.
In this section, first using a p-adic version of the method of the proof of [BKT04] for the sets with non-zero graded structures we will get a thick Z p -segment in a sum-product set. Then the general case will be reduced to this case using another application of Mann's theorem.
3.1. The case of non-zero graded structures. In this section we essentially modify the argument given in [BKT04] for the p-adic setting.
Proposition 29. For any 0 < ε 1 ≪ ε 2 ≪ 1, 0 < δ ≪ ε1 1, and positive integers 1 ≪ ε1 C and e 0 , and any finite extension K of Q p with large, depending on ε 1 , residue field f the following holds:
Proof. Let m := m(ε 1 ) be a large integer (will be determined later). By Hensel's lemma, we know that there is a subgroup Ω of O × such that π p induces an isomorphism between Ω and f × . Let ψ 0,N be as in the paragraph of (1). Then by Theorem 6, if 0 < δ ≪ ε1,m 1, we have that
, for some integers k := k(ε 1 ) and C 1 := C 1 (ε 1 , m), and α i ∈ f × . Now we introduce a process through which the number k of the involved scalars will be reduced in the expense of enlarging C 1 and shrinking the size of the congruence subgroup, i.e. enlarging ε m 2 . Then we will analyze the case when this process halts before getting k = 0.
For simplicity we say BG(A; ε, k, C) holds if for k elements α i ∈ f × we have
Claim 1. Suppose 0 < δ 0 < 1 and BG(A; ε, k, C) holds. Then we have either (reduction)
Proof of Claim 1. Suppose δ 0 -injectivity fails, i.e. there are x,
Then, for some i 0 , (
Without loss of generality let us assume that it happens for i 0 = k (notice that, if i 0 = 0, we can multiply both sides by ψ 0,N (α −1 1 ) to make sure that one of the remaining coefficients is one). Hence we have
which means that BG(A; ε + δ 0 , k − 1, 8C) holds.
Claim 2. Suppose BG(A; ε, k, C) holds and
for some δ 0 > ε (see (30)), then
is closed under addition.
By assumption for any x, x ′ ∈ A 2C × · · · × A 2C we have that
Hence we have
Having the above Claims, we inductively define three sequence of numbers {ε
We know that BG(A; ε
k C 1 ) holds. And we are done. Suppose i 0 < k. So, by Claim 1,
is closed under addition. Since gr
), which finishes the proof.
3.2. Proof of Theorem 1. Let us start with (a variation of) [BKT04, Theorem 4] . We include the proof for the convenience of the reader.
Lemma 30. For any 0 < ε ≪ 1, positive integer C ≫ ε 1, and a finite field f the following holds:
Suppose B ⊆ f, |B| ≥ |f| ε , and 0, 1 ∈ B. Then B C is a subfield of f.
Proof. By [BKT04, Lemma 4.1], there are α 1 , . . . , α k ∈ f × such that k ≪ ε 1 and
Claim 1: Suppose 0, 1 ∈ X ⊆ f and α i ∈ f × such that
Then either we have
Proof of Claim. Suppose that the injectivity does not hold, i.e. there are
Without loss of generality we can assume that
Claim 2: Suppose 0, 1 ∈ X ⊆ f and α i ∈ f × such that
Then X is a subfield of f.
Proof of Claim.
It is enough to show X · X = X and X + X = X. For any y, y ′ ∈ X, there is x ∈ X k such that
Hence y + y ′ = x 1 ∈ X. And so X is closed under addition. Similarly it is closed under multiplication. Notice that J(X 1 ) + J(X 2 ) ⊆ J(X 1 X 2 ). For any λ ∈ O × , J(λX) = J(X), and λX C = λ C X C . On the other hand, since |π p (A)| ≥ |f| ε > 1, A contains a unit. Hence we can and will replace A with λ(A − A) for some λ and assume 0, 1 ∈ A and it contains an (m 0 , . . . , m N −1 )-regular subset A ′ . Now, by Lemma 30, if C 1 ≫ ε 1, then π p ( A C1 ) is a subfield of f. Since any subfield is of characteristic p, it cannot be embedded into O/p e+1 O where e is the ramification index of K over Q p . Hence Hence by Lemma 31 for C 1 ≫ ε,e 1 and e 0 ≤ e we have gr e0i ( B C1 ) = 0 for any 0 ≤ e 0 i ≤ M − 1. Since it is enough to prove the theorem for λA for some λ ∈ O × , we can assume that 0, 1 ∈ B 2C1 . Therefore by Proposition 29, we have
for some x ∈ O × , δ 0 := δ 0 (ε), and C := C(ε). Let 
