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We study the effect of site dilution in Kitaev’s model. We derive an analytical solution of the
dynamical spin correlation functions for arbitrary configurations of Z2 fluxes. By incorporating this
solution into classical Monte Carlo scheme, we address how a site vacancy affects the experimental
observables, such as the static spin susceptibility and the spin lattice relaxation rate, 1/T1. As
a result, we found an enhancement of dynamical magnetic response in the vicinity of vacancy,
which leads to Friedel-like oscillation in local 1/T1, in contrast to limited influences on the static
susceptibility. Furthermore, we found a sharp zero-energy peak in the magnetic excitation spectrum,
which is attributed to the Vison & Majorana zero mode trapped near the site vacancy. This zero
mode can be interpreted as fractionalized spin hole into an Ising triplet with differentiated magnetic
axes, which leads to the characteristic temperature and field-orientational dependence of 1/T1.
Kitaev’s honeycomb model is drawing considerable at-
tention as a promising stage to realize quantum spin liq-
uid (QSL) state [1]. Theoretical proposals have been
made for its realization in actual materials [2–9], and
several compounds are, indeed, intensively studied as
promising candidates [10–13].
While the realization of Kitaev’s QSL is strongly de-
sired, its experimental identification is not straightfor-
ward. Absence of magnetic ordering down to lowest mea-
surable temperatures is a promising signal, however, ul-
timately it is impossible to prove the absence of spon-
taneous symmetry breaking at real zero temperature.
Given that the QSL ground state is featureless in terms
of local observables, excitations, and especially their frac-
tionalized nature may provide better diagnose into QSL
realization. In Kitaev’s spin liquid, the original spin de-
grees of freedom is fractionalized, and the low-energy
physics is described by two species of elementary exci-
tations: itinerant c-Majoranas and Visons [1].
Indeed, fractionalization results in several experimen-
tal consequences. Most typically, dynamical response
shows continuous rather than sharp resonant spectra,
reflecting that a change of unit quantum number gives
rise to multi-particle process as a result of fractionaliza-
tion [14, 15]. In fact, regarding Kitaev candidate mate-
rial, α-RuCl3, continuous spectra were observed by in-
elastic neutron scattering [11–13], and it motivates in-
tensive studies on the dynamics of this system [16–22].
However, there are still several objections regarding
the interpretation of continuum as evidence for fraction-
alization. On one hand, continuummay be a natural con-
sequence of fractionalization, but on the other hand, it
does not necessarily require fractionalization. For exam-
ple, multi-magnon process may be considered as another
possible mechanism, and indeed, such possibility was al-
ready discussed [23]. Considering this ambiguity, it is
desirable, if clearer evidence for fractionalization, based
on resonance rather than continuum, is available.
Another important issue is the detection of Vison. Vi-
son could be a main player in topological quantum com-
putation [24], one of the most attractive applications of
QSL. Nevertheless, so far, there are no experimental tests
to identify Vison. It is desirable, if there is a physical phe-
nomenon available that indicates the existence of Vison.
These unresolved issues motivate us to study the ef-
fect of impurity in Kitaev’s spin liquid. Impurity usually
conceals rather than clarifies the true character of the
system. However, in the context of spin liquid, or the
systems of topological nature, impurity has traditionally
served as useful tools to characterize their ground states.
So far, several types of impurities have been studied in
Kitaev’s model [25–33], and the effect of atomic substi-
tutions have been examined experimentally [34–39]. In
this work, we will address the impurity effect in all range
of temperatures, and try to provide a useful guide to ex-
perimental studies.
In this work, we adopt the Kitaev’s model defined on
a honeycomb lattice:
H = −
∑
i∈Ω
JxS
x
i S
x
ix
+ JyS
y
i S
y
iy
+ JzS
z
i S
z
iz
. (1)
Here, Sαi is the α-th component of spin-1/2 operator,
defined at site i. It interacts with its three neighboring
spins at iα(α = x, y, z) through the Ising interactions
with easy axis, α. The summation of i is taken over
the sites on one of the sublattices, Ω. We consider this
Hamiltonian in a system of Nsite = 2 × N × N sites,
assuming periodic boundary condition, as shown in Fig. 1
(a). In this work, we focus on the case of ferromagnetic
isotropic coupling, Jx = Jy = Jz = 1. We also set ~ =
kB = 1.
By taking Majorana expression Sαi =
i
2cib
α
i , the
Hamiltonian reads
H[{Wp}] =
i
4
∑
i∈Ω
∑
α
uαi ciciα ≡
i
4
ckAkk′ck′ , (2)
where a set of gauge fields, uαi = ib
α
i b
α
iα
, are intro-
duced. We fix one representative set of {uαi } for each
configurations of gauge-invariant Z2 fluxes, {Wp}. To
accomplish the projection onto physical space, in ad-
dition to this gauge fixing, we need to choose physical
fermion parity. Namely, by defining complex fermion
2FIG. 1. (color online). (a) Lattice geometry of the sys-
tem under consideration. We consider the sites within a thin
closed line with periodic boundary condition identifying the
two pairs of opposite sides. The total number of sites is set
Nsite = 2×N ×N with N = 10. We introduce a site vacancy
at site 0. Two directions of high symmetry are shown with
solid and dashed arrows, along which the local observables
will be plotted in Fig. 2. (b) Schematic picture of Z2 flux,
defined as Wp = σ
z
aσ
x
b σ
y
cσ
z
dσ
x
eσ
y
f . Operation of S
α
i reverses
a pair of Z2 fluxes on the both sides of α-bond, extending
from site i. The case with i = a and α = z is shown here.
(c) The schematic figure of zero-energy Vison-pair creation in
the vacancy hole, by the application of Sx0 or S
x
1 .
fi ≡
1
2 (ici + ciz) for i ∈ Ω, we define the fermion par-
ity (f-parity): (−1)F ≡ (−1)
∑
i∈Ωf
†
i fi , which commutes
with the Hamiltonian, eq. (2). With the lattice geome-
try defined above [Fig. 1 (a)], only the states with specific
f-parity,
(−1)F = (−1)Fph ≡
∏
i∈Ω
∏
α=x,y,z
uαi , (3)
turns out to be physical, according to the criterion given
in ref. [40]. For a simple derivation of this formula, see
Supplemental material.
In the ground state, the Z2 fluxes take Wp = +1, uni-
formly. However, at finite temperatures, Visons, namely
the hexagons carrying Wp = −1 are thermally excited
[Fig. 1 (b)]. In order to study the finite-temperature
property, we use the classical Monte Carlo method by
sampling {Wp}. In each realization of Z2 fluxes, we
choose the representative set of uαi , and determine the
gauge-fixed form of quadratic c-Majorana Hamiltonian
through eq. (2). We then diagonalize the matrix iA and
obtain a set of eigenvalues, {ε(m)}, and corresponding
eigenvector, {v
(m)
j }. The expectation values of physical
observables are given by
〈O〉 =
∑
{Wp}
Z{Wp}
Z
TrPFOe
−βH[{Wp}]
Z{Wp}
, (4)
with Z{Wp} ≡ TrPF e
−βH[{Wp}], Z =
∑
{Wp}
Z{Wp}.
Here, to impose correct f-parity in the Monte-Carlo pro-
cess, we have introduced the f-parity projection operator,
PF ≡
1
2
[1 + (−1)Fpheipi
∑
i∈Ω f
†
i fi ], (5)
where (−1)Fph is given by eq. (3).
In this work, we focus on the correlation function,∫ ∞
0
dt 〈Sαj (t)S
α′
j′ 〉e
i(ω+iδ)t = δαα′Ψ
α
jj′ (ω). (6)
Here, the real and imaginary part of this correlation func-
tion can be associated with observable quantities. The
local magnetic susceptibility, χi; the moment induced at
site i divided by the applied uniform magnetic field, is
given by
χi/(gµB)
2 = −
2
3
Im
∑
α=x,y,z
(Ψαii(0) + Ψ
α
iiα
(0)), (7)
where we assumed the field parallel to [111].
The real part is associated with the dynamical mag-
netic susceptibility, χααjj′ (ω) as
lim
ω→0
ReΨαjj′(ω) =
T
2pi
lim
ω→0
χααjj′ (ω)
ω
≡
( 1
T1
)α
j
. (8)
Usually, the spin-lattice relaxation rate, 1/T1, at some
nucleus, is associated with the summation of the right-
hand side of eq. (8) over the neighboring atoms. In this
letter, we regard
(
1
T1
)α
j
defined above as local 1/T1, rep-
resenting its value near the site j. Both χi and
(
1
T1
)α
j
can be observable through the NMR, which has been
widely conducted for a number of Kitaev candidate ma-
terials [10, 41–43].
We obtained an analytical formula of the correlation
function for each realization of Z2 fluxes. Performing an
average over the configuration of {Wp}, we can write
〈Sαj (t)S
α
j′ (0)〉 =
1
2
∑
{Wp}
Z[{Wp}]
∑
{Wp}
(√
det(1 + e−(β−it)·iAe−it·iA(j))
[ 1
1 + e−(β−it)·iAe−it·iA(j)
e−(β−it)·iA
]
j′j
− (−1)Fph
√
det(1− e−(β−it)·iAe−it·iA(j))
[ 1
1− e−(β−it)·iAe−it·iA(j)
e−(β−it)·iA
]
j′j
)
(δj′j − iu
α
j δj′jα) (9)
Here, A is theNsite×Nsite matrix defined in eq. (2), whose elements depend on the fixed gauge fields, {u
α
i }, corre-
3sponding to the Z2 flux configuration, {Wp}. Meanwhile,
A(j) is the matrix with modified gauge fields, after the
operation of Sαj , which changes the Z2 flux configuration
to {W ′p}, by reversing a pair of Wp’s on the both sides
of the α-bond, extending from the site j [Fig. 1(b)]. The
formula (9) is the first result of this work. The advantage
of the expression (9) is that it allows us to access the real-
time correlation functions directly. From this expression,
we first calculate 〈Sαj (t)S
α
j′ (0)〉 at each discretized times
until t = 200 as a upper cut of the time integral in eq. (6),
then by making Fourier transformation to obtain the dy-
namical correlation function, Ψαjj′ (ω). We perform the
calculation for the system with N = 10, i.e. 200 sites.
Typically, we use 40000 Monte Carlo steps for the lowest
temperatures. For further details of the calculation, see
Supplemental material.
Now, let us introduce the results of our analysis. As
a site vacancy, we remove one spin, and introduce a spin
hole, as shown in Fig. 1(a). First, in Fig. 2 (f), we show
the temperature dependence of specific heat, C. Reflect-
ing the two energy scales in this system, C takes dou-
ble peak structure. The high-T (T ∼ 0.4) and low-T
(T ∼ 0.01) peaks correspond to the entropy release by c-
Majorana and Vison, and they contribute to the entropy,
1
2 log 2 per spin, respectively [44]. The plateau-like struc-
ture of entropy was, in fact, observed in RuCl3 [45] and
in Na/Li2IrO3 [46].
In Fig. 2(a), we show the local magnetic susceptibility,
χi, for T = 1.00, 0.10 and 0.01 along the two symmetry
lines depicted in Fig. 1(a) and Fig. 2(e). At T = 1.00,
χi is almost flat, without any spatial variation. As de-
creasing temperature, this tendency stays the same at
T = 0.10, while at T = 0.01, only a slight enhancement
appears around the vacancy. This tendency is reflected
in the temperature dependence shown in Fig. 2(b). Down
to T ∼ 0.02, χi shows the same behavior as bulk value,
which is obtained in the system without vacancy. Only
below T ∼ 0.02, several sites around the vacancy, show
increasing behavior as lowering T , possibly connecting
to logarithmic growth predicted in the low T region for
fixed Z2 flux sector [25, 26].
Next, let us look at 1/T1. In Fig. 2(c), we plot
(
1
T1
)α
j
along the symmetry lines as for χi. In contrast to the
static susceptibility, 1/T1 shows substantial spatial de-
pendence from high temperature. In particular, around
T = 0.1, the local 1/T1 exhibits Friedel-like oscilla-
tion, and changes drastically around the vacancy site.
The oscillation sustains down to the lower temperature,
T = 0.01, while the magnitude of 1/T1 itself is sup-
pressed.
We plot the T dependence of 1/T1 for several sites
[Fig. 2(d)]. In contrast to χi, the spatial differentia-
tion of 1/T1 starts at rather high temperature. Despite
large spatial variation, the qualitative T dependence do
not differ between sites; they show a single peak around
T = 0.02 − 0.1. However, an exception is found for the
neighbor of vacancy. Specifically, the correlation of Sα
in the α-neighbor of the vacancy gives qualitatively dif-
ferent T dependence of local 1/T1. As an example, we
focus on
(
1
T1
)x
1
, at the site 1 [Fig. 2 (e)], the x-neighbor
of vacancy;
(
1
T1
)x
1
stays almost flat in a wide temperature
range from high-T limit down to T ∼ 0.01, then it shows
a slight upturn around the temperature of low-T Vison
peak of specific heat [Fig. 2 (d)].
FIG. 2. (color online). (a) (b) The local magnetic suscepti-
bility, χi, and (c) (d) (1/T1)
α
j . (e) Site number convention for
(a)-(d). Site 0 corresponds to the vacancy. (f) specific heat
(C) and entropy (S) divided by the number of sites, Nsite.
The entropy reduction by impurity (∆S ≡ S − Simp) is also
shown here. Both S and Simp are extensive quantities, while
∆S is O(1). (a) and (c) show the spatial variation of χi and
(1/T1)
α
j at T = 0.01, 0.10, and 1.00, along the lines shown in
(e) [See also Fig. 1(a)]. The values along the solid (dashed)
arrows in (e) are plotted in the lefthand (righthand) side.
The anomalous temperature dependence of 1/T1 can
be attributed to the zero-energy resonance in the spec-
trum of dynamical spin correlation. As is clear in
Fig. 3(a), the local spectrum, Ψx11(ω), at the neighbor-
hood of the vacancy, shows a sharp zero-energy peak.
Resonance peak is elusive in a system with fractional
excitations. In such systems, external perturbation usu-
ally gives rise to multi-particle process, which results
in continuous rather than resonant spectra. The zero-
energy peak implies the two species of fractionalized ex-
citations, Vison and c-Majorana, have zero mode simul-
taneously. Indeed, we can explicitly show their existence.
To this aim, as a description of site vacancy, instead of
removing a spin from site 0, we assume the spin stays
there, and set the couplings to neighboring spins to be
4FIG. 3. (color online). (a) The on-site spin correlation
Ψx11(ω) at the x-neighbor of the vacancy, site 1, obtained at
T = 0.4. The red and green symbols are obtained from eq. (9)
and the scaled local density of states (10), respectively, and
they give the same result. A sharp zero-energy peak appears
at ω = 0. (b) The density of states at T = 0.02 and 0.40 in
a system without vacancy, (c) and at the x-neighbor of the
vacancy.
zero. From this viewpoint, starting from the ground state
(Wp = 1 everywhere), the operation of S
x
1 leads to a pair-
creation of Visons on the both sides of the erased bond,
connecting site 0 and 1 [Fig. 1(c)]. However, this con-
figuration can also be reached by operating Sx0 at the
“removed” site, which, in fact, has no physical influence
on the initial state. This simple argument shows the
pair-created Visons in Fig. 1(c) is a zero mode.
Given that the pair-Vison does not have any physical
consequences, the expression of Ψx11(ω), given by eq. (9),
simplifies considerably. By setting A = A(j) in eq. (9),
the correlation function reduces essentially to the local
Majorana density of states:
Ψx11 =
2pi
1 + e−βω
∑
{Wp}
Z[{Wp}]
∑
m δ(ω − ε
(m))|v
(m)
1 |
2∑
{Wp}
Z[{Wp}]
(10)
We compare Ψx11(ω) obtained from eq. (9) and this
scaled Majorana LDOS in Fig. 3(a), and find a complete
overlap as expected. As comparison, we plot the bulk
Majorana DOS in Fig. 3(b). We find no zero-energy peak
in bulk DOS, and the weight at zero energy rather de-
velops a dip as decreasing temperature, reflecting that
the c-Majorana eventually has the same dispersion as
Graphene at T = 0, which has Dirac-like pseudo-gap. In
contrast, the zero-energy peak in LDOS next to vacancy
sharpens, as decreasing temperature [Fig. 3(c)].
The zero-energy peak in LDOS is attributed to the
quasi-localized c-Majorana zero mode formed around the
vacancy known for Graphene [47], and subsequently dis-
cussed in the context of Kitaev model in the fixed Z2
flux sector [25, 26]. This c-Majorana zero mode interacts
with thermally excited Visons at finite temperatures. Vi-
sons act as scatters for c-Majoranas. So, one may expect
they further localize the zero-energy state at high tem-
peratures. However, our numerical analysis implies con-
trary. As lowering temperatures, the zero-energy peak
sharpens [Fig. 3(c)], i.e., the zero mode becomes more
localized. The zero-energy state is quasi-localized by na-
ture, so the Visons work in favor of delocalizing them.
In particular, below the low-T peak of specific heat, the
Vison becomes dilute. This population change leads to
the higher zero-energy peak at lower temperatures, and
consequently, the local 1/T1 shows upturn. We also note
the Friedel-like oscillation of 1/T1 can be attributed to
this Majorana zero mode. If Visons are absent, the zero
mode has finite components on a different sublattice from
the vacancy [47], where 1/T1 actually shows larger values
[Fig. 2(c)].
On experimental grounds, field-orientational depen-
dence of 1/T1 also deserves attention. the flat tempera-
ture dependence of local 1/T1 in high temperature region
may be experimentally interpreted as a free spin localized
around vacancy, as is often the case with a system with
broken spin singlet. The distinction from this well-known
case is found in the field-orientational dependence of local
1/T1. So far, we have focused only on the x-neighbor of
the vacancy, where the x-component of local correlation
function gives anomalous 1/T1, which can be observed
only if magnetic field is applied perpendicular to x. Sim-
ilarly, the zero-energy resonance appears for the y- and
z-neighbors in y- and z-component of local correlation
function. The resultant field-orientational dependence of
1/T1 gives a clue to the identification of this anomalous
zero-energy resonance.
Finally, we remark on the effect of site dilution on the
specific heat. Without vacancy, the specific heat shows
double peak structure, which gives rise to clear two-step
plateaus in entropy [Fig. 2(f)]; the high-T (low-T ) peak
of specific heat results from the entropy release of 12 log 2
per spin, by c-Majorana (Vison). In Fig. 2(f), we plot
the entropy reduction by vacancy, ∆S ≡ S−Simp, where
Simp and S are the total entropy of the system with and
without vacancy. ∆S shows the plateau at ∆S ∼ log 2 at
intermediate temperature. This is a combination of two
effect; Removal of one spin deprives 12 log 2 of the high-
T c-Majorana peak. Moreover, the zero mode formation
requires one c-Majorana, which subtracts another 12 log 2
from the high-T peak. Namely, this reduction of high-T
peak reflects the reconstruction of energy levels to recom-
bine fractional excitations into a zero mode, which may
be captured through a systematic study of site dilution.
Indeed, the high-T peak of specific heat was observed in
a couple of materials [45, 46].
To summarize, we have constructed a new analytical
solution of dynamical correlation function of the Kitaev
model. By incorporating this solution into the classi-
cal Monte Carlo scheme, we fully analyzed the dynami-
cal response of the system, especially, in the presence of
site vacancy. As a result, we found an enhancement of
dynamical magnetic response in the vicinity of vacancy,
which leads to Friedel-like oscillation in local 1/T1. We
further found a sharp zero-energy peak in the magnetic
excitation spectrum, attributed to the Vison & Majo-
rana zero mode trapped near the site vacancy. This zero
mode reflects the fractionalization of spin hole into an
5Ising triplet, and is observable through the characteristic
temperature and field-orientational dependence of 1/T1.
The observation of zero-energy resonance will be useful
to diagnose Kitaev’s quantum spin liquid phase, based
on resonance rather than continuum, directly reflecting
the nature of fractionalization.
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Supplemental information
I. DERIVATION OF F-PARITY FORMULA
FIG. 1. (color online). Lattice geometry and numbering of sites for N1 = 6 and N2 = 4. Red, green and blue bonds host
sαi s
α
iα -type couplings of α = x, y and z, respectively. The second row is highlighted with orange shade for the explanation of
the reordering of bαj ’s. See the text for details.
Here, we introduce a simple derivation of f-parity formula, eq. (3) in the main text, in a general setting. We
assume a system of M ≡ N1 × N2 unit cells under periodic boundary condition as depicted in FIG. 1. The lattice
geometry we introduced in the main text is a special case of N1 = N2 = N . We adopt the convention for the
numbering of sites as shown in FIG. 1. The sublattice Ω is composed of the even sites, 0, 2, · · · 2M − 2. Accordingly,
the product over the sublattice Ω can be denoted as
∏
i∈Ω u
α
i =
∏M−1
m=0 u
α
2m. The x-, y-, and z-neighbor of the
site 2m is 2(m − N1 + 1) + 1, 2(m − N1) + 1 and 2m + 1 (modulo 2M), respectively. Correspondingly, we define
ux2m = ib
x
2mb
x
2(m−N1+1)+1
, uy2m = ib
x
2mb
x
2(m−N1)+1
, and uz2m = ib
z
2mb
z
2m+1.
As discussed by Pedrocci et al [S1], the physical fermion parity is determined from the projection onto the physical
state:
2M−1∏
j=0
Dj ≡
2M−1∏
j=0
bxj b
y
j b
z
jcj = 1. (1)
By reordering the operators, this relation is rewritten as
(iM
2M−1∏
j=0
bxj )(i
M
2M−1∏
j=0
byj )(i
M
2M−1∏
j=0
bzj )(i
M
2M−1∏
j=0
cj) = 1. (2)
The product of cj can be transformed into fermion parity. To see this, note that the z-neighbor of site 2m corresponds
to 2m + 1, in the numbering we adopted [FIG. 1]. Accordingly, following the definition of complex fermion in the
main text, we set
c2m = i(f
†
m − fm), c2m+1 = f
†
m + fm, (3)
7which lead to
iM
2M−1∏
j=0
cj =
M−1∏
m=0
(ic2mc2m+1) =
M−1∏
m=0
(1− 2f †mfm) = (−1)
F . (4)
(−1)F counts the parity of the number of occupied fermions. Consequently, eq. (2) is turned into
(−1)F = (iM
2M−1∏
j=0
bxj )(i
M
2M−1∏
j=0
byj )(i
M
2M−1∏
j=0
bzj ). (5)
Now, we rewrite the products of bαj into those of gauge fields.
∏2M−1
j=0 b
α
j = b
α
0 b
α
1 b
α
2 · · · b
α
2M−1 is the product of b
α
j in the
ordering of the numbers in FIG. 1. The reordering into the product of uα2m requires permutations of b
α
j ’s, which gives
rise to sign factors. The product of bzj is easiest to rewrite. Since the z-neighbor of site 2m is 2m+ 1 as mentioned
above, the successive pair in the product, bz2mb
z
2m+1 is simply transformed into −iu
z
2m. Then, we can rewrite
iM
2M−1∏
j=0
bzj =
M−1∏
m=0
uz2m. (6)
For the other two products, we rewrite
iM
2M−1∏
j=0
bxj = (−1)
ηx
M−1∏
m=0
ux2m, i
M
2M−1∏
j=0
byj = (−1)
ηy
M−1∏
m=0
uy2m, (7)
where ηx (ηy) means the parity of permutation that transforms the order of the product, (b
x(y)
0 , b
x(y)
1 , · · · b
x(y)
2M−1) into
the order of product of gauge field, ux2m (u
y
2m). For example, in the special case of N1 = 6 and N2 = 4, the product
of ux2m looked like
ux12u
x
14u
x
16u
x
18u
x
20u
x
22 = i
6(bx12b
x
3)(b
x
14b
x
5)(b
x
16b
x
7)(b
x
18b
x
9)(b
x
20b
x
11)(b
x
22b
x
1), (8)
in the second row of the FIG. 1, highlighted by the orange shade. Meanwhile, the product of uy2m in the same row
looked like
uy12u
y
14u
y
16u
y
18u
y
20u
y
22 = i
6(by12b
y
1)(b
y
14b
y
3)(b
y
16b
y
5)(b
y
18b
y
7)(b
y
20b
y
9)(b
y
22b
y
11). (9)
The ordering of former is obtained from the latter by additional cyclic permutation: (1, 3, 5, 7, 9, 11)→ (3, 5, 7, 9, 11, 1),
which leads to the sign factor, (−1)N1−1. Since each of N2 rows gives the same factor, we found the relation:
(−1)ηx = (−1)ηy (−1)N2(N1−1). (10)
Combining eqs. (5), (6), (7), (10), we obtain
(−1)F = (−1)N2(N1−1)
M−1∏
m=0
ux2m
M−1∏
m=0
uy2m
M−1∏
m=0
uz2m. (11)
As a special case: N1 = N2 = N , we obtain
(−1)F =
M−1∏
m=0
ux2m
M−1∏
m=0
uy2m
M−1∏
m=0
uz2m, (12)
which leads to eq. (3) in the main text.
II. TAKING FERMION TRACE WITH F-PARITY PROJECTOR
In this section, we introduce how to take fermion trace of observables, in the presence of f-parity projector, PF =
1
2 (1 + (−1)
Fpheipi
∑
i f
†
i fi).
8A. Partition function
Firstly, we start with partition function. Suppose we consider the Hamiltonian,
H =
i
4
ckAkk′ck′ =
1
2
[
f † f
]
K
[
f
f †
]
=
M−1∑
m=0
εm(γ
†
mγm −
1
2
), (13)
where A is the 2M × 2M anti-symmetric matrix. The eigenvalues of matrix iA are composed of M pairs of positive
and negative energies, (εm, −εm) (εm ≥ 0, m = 0, 1, · · ·M − 1). fˆ = (f0, f1, · · · , fM−1) are a set of annihilation
operators, defined by eq. (3). γ’s are the fermion operators to diagonalize K, which are related to fˆ by
γˆ = Qfˆ. (14)
This equation relates the parity of γ-fermion, (−1)Fγ ≡
∏M−1
m=0 (1− 2γ
†
mγm), with that of f-fermions, as
(−1)Fγ = det Q (−1)F . (15)
The expression (13) immediately leads to the partition function for a given Z2 flux configurations, {Wp},
Z[{Wp}] =
M−1∏
m=0
(eβ
εm
2 + e−β
εm
2 ) =
M−1∏
m=0
(
2 cosh
βεm
2
)
. (16)
Here, the occupied (unoccupied) m-th eigenstate contributes to the factor e−β
εm
2 (eβ
εm
2 ). This observation immedi-
ately leads to the expression of f-parity weighted partition function,
Zf [{Wp}] ≡ Tr[e
ipi
∑
i f
†
i fie−βH] = det QTr[eipi
∑
m γ
†
mγme−βH]
= det Q
M−1∏
m=0
(eβ
εm
2 − e−β
εm
2 ) = det Q
M−1∏
m=0
(
2 sinh
βεm
2
)
. (17)
Combining eqs. (16) and (17), and averaging over {Wp}, we obtain the partition function
Z = Tr{Wp}[PF e
−βH[{Wp}]] =
1
2
∑
{Wp}
(
Z[{Wp}] + (−1)
FphZf [{Wp}]
)
=
1
2
∑
{Wp}
[M−1∏
m=0
(
2 cosh
βεm
2
)
+ (−1)FphdetQ
M−1∏
m=0
(
2 sinh
βεm
2
)]
. (18)
From this, we can obtain physical observables, such as energy, E, and specific heat, C:
E = 〈H〉 = −
∑
{Wp}
Z[{Wp}](
∑M−1
m=0
εm
2 tanh(
βεm
2 )) + (−1)
FphZf [{Wp}](
∑M−1
m=0
εm
2 coth(
βεm
2 ))∑
{Wp}
Z[{Wp}] + (−1)FphZf [{Wp}]
, (19)
and
C =
〈H2〉 − 〈H〉2
T 2
,
〈H2〉 =
∑
{Wp}
Z[{Wp}](
∑M−1
m=0 (
εm
2 )
2 1
cosh2( βεm2 )
)− (−1)FphZf [{Wp}](
∑M−1
m=0 (
εm
2 )
2 1
sinh2( βεm2 )
)∑
{Wp}
Z[{Wp}] + (−1)FphZf [{Wp}]
+
∑
{Wp}
Z[{Wp}](
∑M−1
m=0
εm
2 tanh(
βεm
2 ))
2 + (−1)FphZf [{Wp}](
∑M−1
m=0
εm
2 coth(
βεm
2 ))
2∑
{Wp}
Z[{Wp}] + (−1)FphZ
γ
f [{Wp}]
. (20)
III. THE RELATION BETWEEN Ψαjj′(ω) AND OBSERVABLES
In this section, we relate the correlation function we obtained,
δαα′Ψ
α
jj′ (ω + iδ) =
∫ ∞
0
dt ei(ω+iδ)t〈Sαj (t)S
α′
j′ (0)〉. (21)
9to the generalized magnetic susceptibility,
χαα
′
jj′ (ω + iδ) = i
∫ ∞
0
dt ei(ω+iδ)t〈[Sαj (t), S
α′
j′ (0)]〉, (22)
which is directly associated with physical observables. By taking Lehmann representation,∫ ∞
0
dt ei(ω+iδ)t〈Sαj (t)S
α′
j′ (0)〉 =
i
Z
∑
n,m
e−βEn
〈n|Sαj |m〉〈m|S
α′
j′ |n〉
ω − (Em − En) + iδ
(23)
For diagonal components: α = α′, by using time-reversal symmetry relation, we have
Ψαjj′ (ω + iδ) =
i
2Z
∑
n,m
( e−βEn
ω − (Em − En) + iδ
+
e−βEm
ω − (En − Em) + iδ
)
〈n|Sαj |m〉〈m|S
α
j′ |n〉. (24)
Similarly, we have
χαα
′
jj′ (ω + iδ) =
1
Z
∑
n,m
(e−βEm − e−βEn)
〈n|Sαj |m〉〈m|S
α′
j′ |n〉
ω − (Em − En) + iδ
. (25)
Comparing Eqs. (24) and (25), we obtain the fluctuation-dissipation relation:
Im χααjj′ (ω + iδ) = 2pi(1− e
−βω)Re Ψαjj′ (ω + iδ), (26)
and for the real part, the ω = 0 components can be related via
Re χααjj′ (0) = −2Im Ψ
α
jj′ (0 + iδ). (27)
A. Static susceptibility
Local magnetic susceptibility, χi is defined as the local magnetization at site i, divided by the applied uniform
magnetic field. With magnetic field, h = (hx, hy, hz), its diagonal component can be obtained as
χi = (gµB)
2
∑
α,α′
hαhα′
|h|2
∑
j
Re χαα
′
ij (0) (28)
according to Kubo formula. Consequently, for h ‖ [111], we have
χi = −
2
3
(gµB)
2
∑
α
Im (Ψαii(0 + iδ) + Ψ
α
iiα
(0 + iδ)). (29)
where we have used Eq. (27), and the relation that Ψαij(ω + iδ) = δjiΨ
α
ii(ω + iδ) + δjiαΨ
α
jiα
(ω + iδ).
B. Spin-lattice relaxation rate
The local magnetic susceptibility plays a key role in the spin-lattice relaxation rate, 1/T1. 1/T1 of a certain nucleus
spin is obtained from the correlation function of the local fields, which is expressed by
1
T1
= T
∑
j,j′
Aα,α
′
j,j′ lim
ω→0
Imχ
(⊥)αα′
jj′ (ω)
ω
, (30)
taking account of the contributions from neighboring sites. In this work, we use( 1
T1
)α
j
≡
T
2pi
lim
ω→0
Imχααjj (ω)
ω
, (31)
as an estimate of 1/T1 in the vicinity of site j, assuming the magnetic field is applied perpendicular to α. From
Eq. (26), one can relate this to the correlation function, Ψαjj′ (ω + iδ) as( 1
T1
)α
j
= Re Ψαjj(0 + iδ). (32)
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IV. DERIVATION OF THE ANALYTICAL SOLUTION OF 〈Sαj (t)S
α
j′(0)〉
Here, we give the derivation of the analytical solution of 〈Sαj (t)S
α
j′ (0)〉.
A. Useful operator relations
Before introducing derivation, here we give several useful operator relations. For skew-symmetric (but not neces-
sarily Hermitian) matrix, iA and iB, and a set of Majorana operators, {cj}, the following relations hold.
[1] Product:
e
i
4 ckAkk′ck′ e
i
4 ckBkk′ck′ = e
i
4 ckDkk′ck′ , (33)
where D is a skew-symmetric matrix which satisfies eiD = eiAeiB.
[2] Trace:
Tr[e
i
4 ckAkk′ck′ ] =
√
det(1 + eiA). (34)
As a corollary, combining with [1],
Tr[e
i
4 ckAkk′ck′ e
i
4 ckBkk′ck′ ] =
√
det(1 + eiAeiB). (35)
[3] Correlator:
Tr[e
i
4 ckAkk′ck′ cjcj′ ]
Tr[e
i
4 ckAkk′ck′ ]
=
[ 2
1 + eiA
]
jj′
. (36)
As a corollary, combining with [1],
Tr[e
i
4 ckAkk′ck′ e
i
4 ckBkk′ck′ cjcj′ ]
Tr[e
i
4 ckAkk′ck′ e
i
4 ckBkk′ck′ ]
=
[ 2
1 + eiAeiB
]
jj′
. (37)
[4] f-parity operator:
eipi
∑N−1
j=0 f
†
j fj =
N−1∏
j=0
ei
pi
2 (1−ic2jc2j+1) = iNe
i
4 ckΣ
y
kk′
ck′ , (38)
where Σy = pi ⊗N−1j=0 σ
y(2j,2j+1), with σy(2j,2j+1), the block Pauli matrix spanned by 2j and 2j +1 columns and rows.
eiΣ
y
= −1 follows from this expression.
B. Derivation
Without loss of generality, we consider the case of α = z, and we assume j ∈ Ω. Firstly, by adopting the Majorana
expression of the spin operator: Sαj =
i
2b
α
j cj , we obtain
〈Szj (t)S
z
j′(0)〉 = −
1
4
∑
{Wp}
Tr[PF e
−β i4 ckAkk′ck′ bzj (t)cj(t)b
z
j′(0)cj′ (0)]∑
{Wp}
Tr[PF e−β
i
4 ckAkk′ck′ ]
= −
1
4
∑
{Wp}
Z[{Wp}]
Tr[e−β
i
4
ckAkk′
c
k′ bzj (t)cj(t)b
z
j′
cj′ ]
Z[{Wp}]
+ (−1)FphZf [{Wp}]
Tr[e
ipi
∑
j f
†
j
fj e
−β i
4
ckAkk′
c
k′ bzj (t)cj(t)b
z
j′
cj′ ]
Zf [{Wp}]∑
{Wp}
Z[{Wp}] + (−1)FZf [{Wp}]
, (39)
where (−1)F is the physical f-parity given by eq. (11) or (12). Z[{Wp}] and Zf [{Wp}] are normal and f-parity weighted
partition function defined by (16) and (17), respectively. These partition functions are also written as
Z[{Wp}] =
√
det(1 + e−βiA), Zf [{Wp}] =
√
det(1− e−βiA). (40)
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Here, we focus on the first part of the numerator:
Tr[e−β
i
4 ckAkk′ck′ bzj (t)cj(t)b
z
j′cj′ ]
Z[{Wp}]
=
Tr[e−(β−it)
i
4 ckAkk′ck′ bzjcje
−it i4 ckAkk′ck′ bzj′cj′ ]
Z[{Wp}]
= −
Tr[cj′′e
−(β−it) i4 ckAkk′ck′ bzje
−it i4 ckAkk′ck′ bzj′cj′ ]
Z[{Wp}]
[e−(β−it)iA]j′′j
= −
Tr[e−(β−it)
i
4 ckAkk′ck′ e−it
i
4 ckA
(j)
kk′
ck′ bzjb
z
j′cj′cj′′ ]
Z[{Wp}]
[e−(β−it)iA]j′′j , (41)
Here we have used
bzje
−it i4 ckAkk′ck′ = e−it
i
4 ckA
(j)
kk′
ck′ bzj , (42)
where A(j) is obtained from A by reversing the sign of gauge field, uzj .
(41) = −
Tr[e−(β−it)
i
4 ckAkk′ck′ e−it
i
4 ckA
(j)
kk′
ck′ cj′cj′′ ]
Z[{Wp}]
[e−(β−it)iA]j′′j(δjj′ − iu
z
jδj′jz)
= −
Tr[e−(β−it)
i
4 ckAkk′ck′ e−it
i
4 ckA
(j)
kk′
ck′ ]
Z[{Wp}]
Tr[e−(β−it)
i
4 ckAkk′ck′ e−it
i
4 ckA
(j)
kk′
ck′ cj′cj′′ ]
Tr[e−(β−it)
i
4 ckAkk′ck′ e−it
i
4 ckA
(j)
kk′
ck′ ]
[e−(β−it)iA]j′′j(δjj′ − iu
z
jδj′jz )
= −
√
det
(1 + e−(β−it)iAe−it·iA(j)
1 + e−βiA
)[ 2
1 + e−(β−it)iAe−it·iA(j)
]
j′j′′
[e−(β−it)iA]j′′j(δjj′ − iu
z
jδj′jz )
= −2
√
det
(1 + e−(β−it)iAe−it·iA(j)
1 + e−βiA
)[ 1
1 + e−(β−it)iAe−it·iA(j)
e−(β−it)iA
]
j′j
(δjj′ − iu
z
jδj′jz ). (43)
Similarly, the second part can be simplified as
Tr[eipi
∑
j f
†
j fj e−β
i
4 ckAkk′ck′ bzj (t)cj(t)b
z
j′cj′ ]
Zf [{Wp}]
= −
Tr[eipi
∑
j f
†
j fj e−(β−it)
i
4 ckAkk′ck′ e−it
i
4 ckA
(j)
kk′
ck′ cj′cj′′ ]
Zf [{Wp}]
[eiΣ
y
e−(β−it)iA]j′′j(δjj′ − iu
z
jδj′jz )
= −2
√
det
(1 + eiΣye−(β−it)iAe−it·iA(j)
1− e−βiA
)[ 1
1 + eiΣye−(β−it)iAe−it·iA(j)
eiΣ
y
e−(β−it)iA
]
j′j
(δjj′ − iu
z
jδj′jz )
= 2
√
det
(1− e−(β−it)iAe−it·iA(j)
1− e−βiA
)[ 1
1− e−(β−it)iAe−it·iA(j)
e−(β−it)iA
]
j′j
(δjj′ − iu
z
jδj′jz ). (44)
Putting eqs. (41) and (44) into (39), we obtain the analytical solution eq. (9) in the main text.
V. NUMERICAL PROCEDURE TO OBTAIN Ψαjj′(ω)
To obtain Ψαjj′ (ω), we first calculate the time-dependent correlation function, Ψ
α
jj′ (t) ≡ 〈S
α
j (t)S
α
j′ (0)〉, and make
a numerical Fourier transformation to real-frequency representation. In FIG. 2, we show the results of the system
without site vacancy for the system size, N = 12. Ψαjj′ (t) shows a rapid oscillation in short time scale, then a slow decay
takes over in a longer time scale. In FIG. 2, we show the on-site component of Ψαjj′ (t) for T = 0.01, 0.02, 0.10, 0.40
and 1.00. As temperature is lowered, the initial-time oscillation becomes clear and tends to sustain for a longer time.
At the same time, the correlation stays finite for a longer time at lower temperatures: at T = 1.00, the correlation
becomes negligible before t = 10, however, at T = 0.01 it stays around t = 100. On computational grounds, this means
we need to calculate for a longer time at lower temperatures. At T = 0.01, which is close to the lowest temperatures
in this work, t = 200 is enough to obtain convergent result. We use this value as the cutoff time as we mentioned in
the main text.
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FIG. 2. (color online). The time dependence of the on-site correlation function, Ψαjj′(t) ≡ 〈S
α
j (t)S
α
j′(0)〉 for T =
0.01, 0.02, 0.10, 0.40 and 1.00 as shown in red, blue, green, purple, and light blue symbols.
In FIG. 3, we plott the frequency representation of correlation function, Ψαjj′ (ω) for the system without site vacancy.
We show the on-site (j′ = j) in (a) and (c), while the off-site (j′ = jα) components in (b) and (d), respectively. (a)
and (b) show the real parts, and (c) and (d) show the imaginary parts. The real parts of the spectra show broad ω
dependence at higher temperatures. As decreasing temperatures, we can observe two qualitative changes. Firstly, a
broad continuum is formed at high energy part up to ∼ J . This high-energy continuum shows opposite signs between
the on-site and off-site components. Secondly, as decreasing temperature further, a sharp quasi-resonance peak is
developed at low energy. This peak is not located exactly at zero energy, but at slightly finite energy of the order of
flux gap.
Correspondingly, the imaginary parts develop broad bump around the same energy as the high-energy continuum
in the real parts, as well as the sharp structures at low energies, as decreasing temperatures. These spectral features
are well consistent the results of previous studies [S2]. The zero-energy components of real and imaginary parts as
shown with the vertical thin lines in FIG. 3 are connected with the experimental observables, according to eqs. (32)
and (29), respectively.
[S1] F. L. Pedrocchi, S. Chesi, and D. Loss, Physical Review B 84, 165414 (2011).
[S2] J. Yoshitake, J. Nasu, and Y. Motome, Physical Review Letters, 117, 157203 (2016).
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FIG. 3. (color online). The frequency dependence of the dynamical correlation functions. (a) (c) the on-site and (b) (d) off-site
components of Ψαjj′(ω) are plotted for T = 0.01, 0.02, 0.10, 0.40 and 1.00. (a) and (b) show the real part, while (c) and (d)
show the imaginary components, whose zero-frequency parts, as shown with vertical thin lines, are connected with spin-lattice
relaxation rates, and magnetic susceptibilities, by eqs. (32) and (29), respectively.
