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Preface
Artificial immune systems (AIS) constitute a relatively new area of bio-inspired computing. Biological models of the
natural immune system, in particular the theories of clonal selection, immune networks and negative selection, have
provided inspiration for the development of a variety of AIS algorithms. There has been a lack of theoretical literature on
the topic, and as a result a special session at the 9th International Conference on Artificial Immune Systems was dedicated
to the theoretical aspects of AIS. This session was very successful, and resulted in the production of this special issue. We
asked the authors of the papers from this special session to submit revised, extended papers and in addition a further call
went out to the wider community to attract high quality publications for consideration. After a detailed review process, the
result is four high quality papers on various aspects of theoretical issues concerning AIS.
This special issue highlights the state of the art in theoretical studies of AIS.We feel that this issue is a significantmilestone
in the area and we hope that it will serve as a foundation for much future work in the theoretical arena.
In the first paper, ‘‘On Clonal Selection’’, McEwan and Hart examine a very popular immune-inspired algorithm known
as clonal selection, which has many similarities with the well-known genetic algorithm. The authors adopt a machine
learning and optimisation perspective to investigate various variants of clonal selection and highlight potential problems
with current algorithms. They then go on to propose a probabilistic estimation approach that attempts to unify the learning
and optimisation variants of clonal selection and address shortcomings identified in the algorithms.
The second paper,‘‘Analyzing Different Variants of Immune Inspired Somatic Contiguous Hypermutations’’ by Jansen and
Zarges, presents a study of a specific type of mutation operator used in some optimisation-based immune-inspired
algorithms, known as somatic contiguous hypermutation. The investigation highlights specific properties of the approach
that might be beneficial when compared to standard bit mutations, for example when a large number of bits are required
to be mutated simultaneously.
In the third paper,‘‘Negative Selection Algorithms on Strings with Efficient Training and Linear-Time Classification’’, Elberfeld
and Textor investigate an algorithm known as the negative selection algorithm, which is a simple algorithm used mainly
in the context of anomaly detection. This paper addresses an issue with scalability that has been raised in the literature
regarding this algorithm and the fact that it was understood that the decision making process in the algorithm was NP
complete. However, in this work, the authors develop an efficient variant of a string-based negative selection that shows
that it is possible to create a polynomial time version of the algorithm, thus addressing previous concerns regarding the
scalability of the algorithm in certain circumstances.
The final paper,‘‘On Benefits and Drawbacks of Aging Strategies for Randomized Search Heuristics’’, also by Jansen and Zarges,
investigates the role of using various aging functions for the survivability of candidate solutions during optimisation tasks.
The paper assesses two aging functions, one typically employed in evolutionary algorithms, where there is a finite lifespan
and age is set to zero at each new starting point, and another used in many immune algorithms where new search points
inherit the age of their origin if they do not yield a better value of the objective function. The study proposes a novel aging
mechanism that combines advantages from each, which clearly demonstrates improved performance with the particular
objective functions under study.
The guest editors would like to thank Professor Rozenberg for allowing the production of this special issue and for his
support throughout the process. In addition, they would like to thank all the reviewers who took their time to provide
excellent reviews and feedback to the authors.
Jon Timmis∗
Department of Computer Science, University of York,
Heslington, York, YO10 5DD, UK
Department of Electronics, University of York,
Heslington, York, YO10 5DD, UK
E-mail address: jtimmis@cs.york.ac.uk.
0304-3975/$ – see front matter© 2010 Elsevier B.V. All rights reserved.
doi:10.1016/j.tcs.2010.12.014
Preface / Theoretical Computer Science 412 (2011) 500–501 501
Paul Andrews
Department of Computer Science, University of York,
Heslington, York, YO10 5DD, UK
Andrew Hone
School of Mathematics, Statistics and Actuarial Science,
The University of Kent, Canterbury, Kent, CT2 7NZ, UK
∗ Corresponding editor. Tel.: +44 0 1904 322318/325361; fax: +44 0 1904 325599.
