In this article, we report a method for coarse-grained normal mode analysis called the minimalist network model. The main features of the method are that it can deliver accurate low-frequency modes on structures without undergoing initial energy minimization and that it also retains the details of molecular interactions. The method does not require any additional adjustable parameters after coarse graining and is computationally very fast. Tests on modeling the experimentally measured anisotropic displacement parameters in biomolecular x-ray crystallography demonstrate that the method can consistently perform better than other commonly used methods including our own one. We expect this method to be effective for applications such as structural refinement and conformational sampling.
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all-atom normal modes ͉ elastic network model ͉ energy minimization ͉ normal mode analysis ͉ x-ray refinement N ormal mode analysis is a powerful tool for describing the global, collective, and functional motions of protein complexes (1) (2) (3) (4) (5) . In this approach, the potential energy function of a protein is assumed to be harmonic so that protein motions can be described as a linear combination of a set of independent harmonic modes. Typically, only a few lowest-frequency modes with the largest amplitudes are sufficient to account for a majority of experimentally observed conformational fluctuations.
Conventional normal mode analysis requires the calculation of an all-atom second-derivative matrix, the Hessian matrix, by using typical molecular mechanics force fields such as CHARMM (6) (7) (8) or AMBER (9) (10) (11) (12) . Thus, it requires substantial computer memory and processing power to perform the matrix diagonalization, which becomes a severe bottleneck in studies of supramolecular complexes. Moreover, to satisfy the harmonic approximation, the conventional method requires a lengthy initial energy-minimization step.
To reduce the computational cost, many types of coarse-grained normal mode analyses have been developed (5, 13, 14) . The most notable types include the rotations-translations of blocks (RTB) method (15) [also called block normal mode analysis (16) ], allatom-derived coarse-grained methods (17, 18) , and different variations of the elastic network model (19) (20) (21) (22) (23) (24) (25) (26) (27) (28) (29) . The latter constructs the Hessian matrix from a highly simplistic Hamiltonian rather than a realistic molecular force field. Although elastic network models have been very successful, the quality of their modes is not optimal according to some recent studies, probably because of the usage of oversimplified Hamiltonians. In several reports that evaluated the use of low-frequency modes for interpreting crystallographic thermal parameters (28, 30, 31) , the RTB approach with the CHARMM force field predicts anisotropic displacement parameters (ADPs) better than various elastic network models (28) .
Another limitation of the elastic network model is that it ignores molecular interaction details, which can be very important for certain cases (32) . Also, in many applications, the elastic network model performs better on more uniformly packed systems (33); however, for systems containing components with substantially different stiffness, such as proteins, nucleic acids, and lipid molecules, the construction of a network may become tricky. Although it is possible to adjust the parameters, such as density of network nodes and cutoff distance (50) , to better reflect the difference in stiffness, it is difficult to find a universal scheme for all systems.
On the other hand, methods that retain molecular interaction information normally require a lengthy initial energy-minimization step. The validity of these methods hinges on an assumption that a nearby local energy minimum is still a reasonable representation of the native structure. Although such an assumption seems reasonable for many applications, it falls short for other more demanding applications such as x-ray crystallographic refinement (34-37) and harmonic-mode-based Monte Carlo (38) , for which the structural deviation resulting from initial energy minimization may introduce substantial errors in sampling. Fig. 1 shows the typical distribution of the RMSDs of heavy atoms from their original positions after energy minimization. In most cases, the minimization results in Ϸ1.5 Å RMSD. In some ultraflexible systems, the RMSD can be as large as 4 to 5 Å.
Hence, it is desirable to design a scheme that (i) places the native structures at the potential energy local minimum such that initial energy minimization is not required yet also (ii) retains detailed molecular interaction information. The former feature is indeed a distinct advantage of many elastic network models (14, 19, 21, 39) , including an enhanced version (29) that was extremely successful in refining ADPs for lower-resolution x-ray crystallographic data of flexible complexes (36, 37) . None of these elastic network models, however, are capable of including detailed molecular interaction information.
Because the commonly used molecular mechanics force fields are not parameterized to place a given crystal structure at an energy minimum, an alternative to using energy minimization on the force fields is to modify the molecular interactions so that minimization is no longer needed. Because the lowest-frequency normal modes are insensitive to small changes in the local stiffness (40) , it is thus possible to perturb the Hessian matrix to avoid the initial energy minimization without affecting the overall nature of the lowestfrequency modes.
Inspired by this idea, we developed the minimalist network model (MNM), in which the Hessian matrix is slightly modified to be positive semidefinite. It is called ''minimalist'' because it uses a minimal representation of molecular interactions. It differs from traditional elastic network models in that it directly derives the Hessian matrix from an all-atom force field, which ensures the inclusion of important molecular interaction details. It also differs from standard normal mode analysis in that it does not require initial energy minimization. Moreover, the MNM contains no additional parameters after coarse graining, and it is computationally very fast.
In this article, we first describe a general pairwise decomposition (PD) scheme starting from the RTB method. Next, we show how to modify the Hessian matrix to avoid initial energy minimization. The MNM was compared with various other normal mode analysis methods in terms of similarity of modes and ability to predict the ADPs measured by x-ray crystallography experiments. Our results show that the MNM not only delivers reliable eigenvectors for low-frequency modes but also models the experimental ADPs consistently better than any of the other available methods. Given that the MNM directly calculates modes from the unminimized structures without sacrificing important molecular interaction details, we expect this method to be a useful tool for applications such as structural refinement and conformational sampling.
Theory
The MNM is based on RTB and a PD scheme. In this section, conventional normal mode analysis and RTB are reviewed first, followed by an introduction of the PD scheme. Finally, the MNM Hessian is derived from the PD method.
Conventional Normal Mode Analysis and the RTB Method. For a molecule of N atoms whose structure is at a local energy minimum, the normal modes can be obtained from a 3N ϫ 3N mass-weighted second-derivative matrix, or Hessian matrix, H, defined in a molecular force field. The eigenvalue of a single mode and its associated 3N ϫ 1 eigenvector r can be obtained by solving the eigenvalue equation, Hr ϭ r.
For large systems such as supramolecular complexes, a coarsegrained method called the RTB method (15) has been devised to reduce the computational cost. In RTB, atoms in one or more residues are grouped into a rigid-body block, the motion of which is described by six translational and rotational degrees of freedom. If the molecule is divided into n blocks, the corresponding Hessian matrix in RTB, H RTB , is a 6n ϫ 6n matrix. It is related to the all-atom Hessian by H RTB ϭ P T HP, where P is a 3N ϫ 6n orthogonal projection matrix. The mapping between the 6n ϫ 1 rigid-body displacement vector x of RTB and atomic displacement vector r is given by r ϭ Px.
[1]
The PD Scheme. The purpose of the PD scheme is to decompose the interactions of the whole molecule into pairwise interactions of small subsystems (blocks). For any isolated molecule of n blocks at a local energy minimum, the external motions of which produce no net forces, the RTB Hessian H RTB obeys
where ⍀ is the 6n ϫ 6 eigenvector matrix for the six external translational-rotational modes. The matrix ⍀ can be calculated from Eq. 1 by ⍀ ϭ P T P 1 , where P 1 is the 3N ϫ 6 projection matrix for the RTB that regards the whole molecule as a single block (i.e., n ϭ 1).
The PD Hessian H PD can be obtained from H RTB by
where x i is the 6 ϫ 1 rigid-body component of the displacement vector x for block i, and H ij is the 12 ϫ 12 decomposed Hessian matrix for the ijth block pair:
[4]
Ѩx j is the ij submatrix of H RTB , and E is the total energy of the whole molecule.
It is easy to verify that H ij satisfies Eq. 2 when the block number is set to two, i.e.
so H ij is sufficient to represent the Hessian matrix of an isolated system of two blocks. Similarly, H PD can represent the Hessian of the whole molecule [the derivations of the PD scheme can be found in supporting information (SI)]. Although the PD scheme is designed for minimized structures, H ij can still be calculated from Eq. 4 for unminimized structures but with great care, because H PD derived on unminimized structures is not guaranteed to be positive semidefinite.
Perturbation theory is applied to further assess the difference between the PD and the RTB schemes. For the normal modes with eigenvalues (k) and eigenvectors x (k) (k is the index of the modes), and ⌬H ϭ H PD Ϫ H RTB , perturbation theory gives
It can be shown that
where n is the number of blocks if the blocks are uniform in size, and ␥ is a small scaling factor (see SI for more details, and see Results for the numerical tests). This implies that the PD scheme can produce almost the same eigenvalues as RTB. In addition, Fig. 1 . The distribution of heavy-atom RMSD between protein structures before and after initial energy minimization. The histogram was generated from 83 ultra-high-resolution protein crystal structures, which have at least 50 residues, are at least 1 Å in resolution, and share Ͻ50% sequence identity. For more details on the protein test set and minimization protocol, see Methods.
Eq. 7c implies that each of the low-frequency eigenvectors in PD can be approximated as a linear combination of the RTB eigenvectors with similar frequencies.
The MNM Method. The MNM method is developed by modifying the PD scheme, and it guarantees that the Hessian matrix is positive semidefinite. This process is essentially equivalent to modifying the molecular interactions expressed in the original force field. In the MNM, all PD H ij values are replaced by their nearest (in terms of the Frobenius norm) symmetric positive semidefinite matrices H ij ϩ (see SI for an alternative approach). In linear algebra, any symmetric matrix M can be expressed as
T is a nearest symmetric positive semidefinite matrix (41) . Here, U is the eigenvector matrix of M, and ⌳ ϩ is the nonnegative part of the diagonal matrix of M (the negative eigenvalues are reset to zero).
In this way, the interaction energy of each pair of blocks is at its minimum so the interaction energy of the whole system (i.e., the sum of all pairwise interactions) is also at the energy minimum. Note that this condition is also satisfied by the elastic network model (19, 21) . Thus, unlike the PD scheme, the MNM is applicable to unminimized structures by modifying H ij values obtained from the RTB H RTB of the unminimized structures.
As in Eq. 3, the MNM Hessian matrix can be calculated from
All H ij ϩ values satisfy Eq. 5 and H MNM satisfies Eq. 2. The eigenvectors of the MNM may be transformed to the all-atom representation by Eq. 1.
Results

Tests on Protein Structures with Energy Minimization.
It is worth comparing various methods quantitatively. We first performed the comparison on 83 protein structures after initial energy minimization (see Methods).
For PD on minimized structures, the eigenvalues are almost identical to those from the original RTB when comparing modes sorted by eigenvalue magnitude. The relative difference is Ϸ1% for the lowest-frequency normal modes (eigenvalue magnitudes Ͻ0.2 kcal⅐g Ϫ1 ⅐Å Ϫ2 ), and it approaches zero for the higher-frequency modes. This property is universal to proteins of various sizes, as shown in Fig. 2 Upper. To verify the scaling behavior of the standard deviation (SD) of ⌬/ in Eq. 7b, we analyzed the eigenvalues of the first 1,000 lowest-frequency modes whose magnitudes are in the range of 0.2 to 0.8 kcal⅐g Ϫ1 ⅐Å Ϫ2 for each protein. As shown in Fig. 2 Lower, (⌬/) Ϸ 0.04/ ͌ n with a 0.97 linear correlation coefficient.
Similar to the comparison of PD to RTB, the relative differences between the MNM and RTB eigenvalues fall into a curve that is independent of protein size (Fig. 2 Upper) . Compared with PD, the MNM has larger deviations for the lower-frequency modes. Because the negative definite components of H ij values are eliminated in the MNM, it produces modes with relatively higher frequencies (⌬ Ͼ 0).
The eigenvectors produced by both PD and the MNM were compared with those from the original RTB as well. The results are presented for two proteins, an all-helical protein, myoglobin (PDB ID code 1a6m), and an all-sheet protein, Con A (PDB ID code 1nls). As shown in Fig. 3 , the subspace of the first 50 lowestfrequency modes of PD is almost the same as that of RTB, whereas the overlap between MNM modes and RTB subspaces becomes weaker only for the highest-frequency modes in the range (i.e., the 50-mode subspace). As a control, the eigenvector overlap was also evaluated between RTB and an all-atom-based elastic network model (modified elNémo, see Methods), both on minimized structures. The eigenvector subspace of elNémo is much less similar to those of RTB and the MNM.
The close similarity of the low-frequency eigenvector subspaces of PD and the MNM to those of RTB on minimized structures indicates that PD and the MNM produce reliable modes on minimized structures.
Tests on Protein Structures Without Energy Minimization.
The primary purpose of the MNM is to calculate modes based on unmini- mized structures. Because no conventional normal mode analyses can be properly performed on structures without energy minimization, the MNM on unminimized structures can only be compared with RTB on minimized structures. The results for the two test proteins used earlier (PDB ID codes 1a6m and 1nls) are presented in Fig. 4 . Eigenvector overlap between the MNM (on relaxed structures, see Methods for the protocol) and RTB (on minimized structures) is better than that between elNémo (on native structures) and RTB (on minimized structures), which indicates that the MNM modes are closer to those of RTB than of elNémo. Even so, a relatively large difference in subspace overlap is found between the MNM and RTB, which may be a result of the structural deviation after minimization in RTB and/or the Hessian matrix modification in the MNM. As a control, eigenvector overlap between elNémo on minimized structures and on native structures is also shown in Fig. 4 ; the large difference in subspace overlap suggests that the impact of minimization on the modes is substantial.
Tests on Fitting of Experimental ADPs. Because no standard answers exist for normal modes on native structures without minimization, the consequence of the difference between the MNM and RTB are unclear. Thus, a more objective way to judge the quality of modes in the MNM is to model the ADPs by fitting against the experimental data.
In the left-most column of Table 1 , the average KullackLeibler (KL) distances (the fitting score, after optimization) between the ADPs of various modal analysis methods and experimental data are shown. The smallest is found to be by the MNM. When applied to native structures, elNémo has an average KL distance similar to that of RTB, but worse when applied to minimized structures.
To examine the prediction and fitting quality in another way, we evaluated the correlation coefficient between theoretical (after KL-distance minimization) and experimental ADPs. In total, four types of correlation coefficients were calculated and averaged over proteins in the test sets. The results are listed in Table 1 . It is clear that all correlation coefficients for the MNM are consistently better than those for RTB. For two elNémo methods, the coefficients are similar but worse than the MNM and RTB.
To evaluate the quality of the calculated ADP correlation coefficients, we compared them with the correlations of experimental ADPs for the same protein in different crystal environments. On the basis of the results in the first row of Table 1 and in tables 1 and 2 of ref. 30 , we find that the MNM gives worse ADP correlation coefficients than the coefficients between the same protein in identical crystal form (experimental upper limit), but better than those between the same protein in different crystal forms. Thus, our results indicate that the fitting procedure for the MNM is reasonable for capturing the basic features of experimental ADPs, because the procedure is sensitive enough to detect differences in experimental ADPs resulting from crystal packing.
The fitting procedure in this study includes the contributions from overall rigid-body motions by using the six zero-frequency normal modes (see Methods). However, for RTB on minimized structures, the zero modes of minimized structures do not necessarily represent rigid-body motions of native structures. We also performed fitting for both the MNM and RTB with zero modes replaced by the zero modes obtained from native structures. These modes are slightly nonorthogonal to the other normal modes calculated on minimized structures, but the results are likely not too sensitive to the orthogonality. As shown in the last two rows in Table  1 , no apparent improvements were found for the MNM, because the structures are almost unchanged after relaxation; whereas only slight improvements were found for RTB.
Fitting tests were also performed with all-atom CHARMM modes on several proteins after energy minimization. The fitting results are often worse than for RTB (data not shown), presumably because RTB restrains surface side-chain motions during initial minimization.
Finally, we also analyzed the improvements in KL distances from RTB to the MNM for each atom as a function of structural deviation after initial minimization. As shown in Fig. 5 , the average Fig. 4 . Overlap of the lowest-frequency mode subspaces between various normal mode analyses. Tests were performed on two proteins: PDB ID codes 1a6m (Upper) and 1nls (Lower). The MNM was applied to relaxed structures, RTB to native structure, and elNé mo to both native and minimized structures. For all comparisons, overlap was calculated by projecting the modes of each method onto the 50-lowest-frequency-normal-mode subspace of RTB, with the exception of the overlap between the two elNé mo methods (stars), for which the modes were projected onto the 50-lowest-frequency-normal-mode subspace of elNé mo on minimized structures. The test was performed by using 83 ultra-high-resolution protein crystal structures (see Methods), and the average results are presented here. After minimizing the KL distance between calculated and experimental ADPs, the Pearson's correlation coefficients of various groups of ADPs were calculated (right-most four columns). ElNémo was applied to unminimized (ЉelNémoЉ) and minimized structures [ЉelNémo (mini)Љ]. The last two rows [with Љ(zero)Љ] show the results of modified versions of the MNM and RTB, in which the calculated zero modes were replaced by the zero modes of the native structures.
KL distance improves for all RMSD regions, with larger improvements found in regions with larger structural deviations. The magnitude of the absolute value of ⌬D KL is substantial compared with the value of KL distances in the second column of Table 1 . Once again, this finding highlights the importance of eliminating the structure shift attributable to energy minimization, which is perhaps particularly true for functionally relevant regions, such as protein active site loops, that are often located in the most flexible regions.
Discussion
In this study, we developed a method for coarse-grained normal mode analysis called the MNM. Starting from the RTB blocking scheme of the Hessian matrix computed from any molecular force field, the MNM uses a PD scheme to approximate the interactions between blocks. Next, the decomposed Hessian is modified such that the quadratic portion of the local interaction energy between blocks is retained. Such a scheme avoids the lengthy and sometimes problematic initial energy minimization. Another distinct advantage of the MNM is that it retains detailed molecular interaction information during coarse graining.
According to our results, the MNM preserves the lowestfrequency normal modes. More importantly, MNM modes predict experimental ADPs measured by x-ray crystallography better than the modes from any other method. Presumably, this result is largely attributable to the elimination of structural shifts caused by initial energy minimization. Thus, we expect that modes calculated by the MNM will perform in normal-mode-based x-ray refinement better than those in our previous studies (29, 36, 37) .
Similar to RTB, the MNM is applicable to proteins at different coarse-graining levels. In this study, we applied the MNM only at the residue level, but for very large protein complexes, PD and the MNM can be applied to rigid multiresidue blocks such as secondary structure elements. From the test on all-␣ protein SLT70 (PDB ID code 1qsa), for which each helix element or loop residue is chosen as a block, the MNM produced similar results.
Although the interaction between a pair of blocks in the MNM is modeled as quadratic, much like the interactions between two nodes in the elastic network model (21) , the nature of blockblock interactions in the MNM is different from that between two nodes in the elastic network model. In the MNM, the two blocks are not two mass points; thus, relative motions between them are much more complex. For example, torsional motions between two blocks can occur, which is a reflection of more detailed molecular interactions. Thus, the MNM is fundamentally different even from elastic network models that have a nonuniform distribution of force constants between nodes.
The MNM is also applicable to other biomolecules such as nucleic acids and lipids. It is expected to be particularly advantageous for mixed systems such as protein-nucleic acid or protein-lipid complexes. Blocking schemes for nonprotein components can be chosen on the basis of chemical intuition. For the example of DNA, each nucleotide can be grouped into a block.
Finally, the low-frequency normal modes are excellent choices for generating conformational move sets in sampling algorithms, because they allow for large-scale structural changes without substantially increasing potential energy (38, 42) . This feature is useful, for example, in refining computationally predicted structural models (43) . In general, a modal analysis that can generate modes directly from a given structure offers a major advantage in conformational sampling.
Methods
Protein Test Set. The protein test set used in this study is derived from ref. 28 , which consists of 83 ultra-high-resolution proteins (Ն1-Å resolution) with the number of residues ranging from 55 to 1,300. Before calculating normal modes, all proteins were preprocessed: (i) the residues of unrecognizable types (only found near the termini) were deleted; and (ii) the coordinates of missing atoms in some proteins were built by using CHARMM (8) , including rebuilding all hydrogen atoms.
Conventional All-Atom Normal Modes. Conventional all-atom normal modes were computed by the CHARMM package. Similar to other studies in the literature (16), the united atom CHARMM19 force field (7) was used together with the EEF1 solvation model (44) . Disulfide bonds were modeled according to information provided in the PDB files. Before the modes were calculated, multiple cycles of energy minimization by the adapted-basis Newton-Raphson method were performed with decreasing harmonic constraints. The minimizations were terminated at RMS energy gradients of 1 ϫ 10 Ϫ8 kcal⅐mol Ϫ1 ⅐Å Ϫ1 . Conventional normal modes were then coarse-grained by using the RTB scheme (see Theory), by which all of the atoms in a residue were grouped into a block.
Structure Relaxation. In our MNM analysis on unminimized structures, to eliminate bad contacts in the crystal structures, we applied 100 steps of steepest-descent energy minimization: the first 50 steps with very weak harmonic constraints and the remaining 50 steps without. Such structure relaxation resulted in 0.13 Å RMSD from the crystal structure on average, which is substantially smaller than that from deep energy minimization in conventional normal mode calculations.
Elastic Network Model. Because the MNM and RTB are applied to all-atom systems, an all-atom-based elastic network model, elNé mo (39) , was compared to the MNM and RTB. elNé mo was found to produce low-frequency modes similar to those of C␣-based elastic network models (19, 21, 39) . In this study, a slight modification was made to elNé mo to include hydrogen atoms. More specifically, all neighbor atom pairs within 8 Å are connected with springs of various strengths, depending on atom types: the strength of those between heavy atom pairs is unity; between heavy atoms and hydrogen atoms is 0.3; and between hydrogen pairs is 0.1. As in the original elNé mo method (39), the RTB scheme was applied after obtaining the all-atom mass-weighted Hessian matrix.
Eigenvector Comparison. The eigenvectors from different normal mode analyses can be compared by means of a vector dot product. To evaluate the similarity of the subspaces of the lowest-frequency normal modes generated by two different methods, we used an overlap parameter defined as
which projects an eigenvector y (i) computed by one method onto the subspace of lowest-frequency-mode eigenvectors {x (j)} calculated by another method. In this study, the first 50 lowest-frequency modes for each method were used for comparison.
Comparison Criteria for ADPs. Using normal modes to model experimental ADPs is an effective way of judging the quality of modes calculated by various methods (28, 30) . This type of test is particularly important in this study, given the lack of a theoretical correct answer for unminimized native structures. ADPs of each atom consist of three diagonal parameters (U xx, Uyy, and Uzz) and three offdiagonal parameters (U xy, Uxz, and Uyz). Two measures were evaluated to com- The average KL distance from RTB to the MNM improves for all deviation ranges (i.e., ⌬D KL Ͼ 0), and the improvements tend to be larger for larger structure deviations.
pare experimental ADPs with theoretical values modeled by normal mode analysis (see Modeling of ADPs by Normal Modes for the procedure). The first measure is Pearson's correlation coefficient (28, 30) . The other measure is the KL distance (45) , representing the difference between the Gaussian probability distributions defined by the theoretical and experimental ADPs (17, 30, 46 (28, 30) . The other way is by a fitting procedure, in which ADPs are obtained by optimizing normal mode parameters against the experimental data (e.g., diffraction data or experimental ADPs). This latter approach can produce more realistic ADPs as demonstrated in the normal-mode-based x-ray crystallographic refinements (34 -37) and other theoretical studies (31) . In this study, we used the fitting procedure to evaluate the ADPs. The 3 ϫ 3 ADP matrix for each atom in terms of normal modes is expressed as
where kl is the klth element of matrix ⌺ ϭ SS T , S is an m ϫ m lower triangular matrix introduced to ensure positive semidefiniteness of ⌺, m is the number of modes, and v (k) represents the three components of the atom in the kth normal mode eigenvector. The summations are both over the chosen subset of low-frequency normal modes.
In the fitting procedure, 20 lowest-frequency normal modes, including six zero modes representing the contributions of the external motions (47, 48) , were used. The elements S kl were set to be zero for k Ͼ 6, l Յ 6 to ignore the correlations between external and internal motions. Consequently, a total of 6 ϫ 7/2 ϩ 14 ϫ 15/2 ϭ 126 parameters were involved. The average KL distance was calculated for all heavy atoms, except for those with defects in experimental data (e.g., those with no ADPs) with only U xx components or with non-positive-definite covariance matrices of ADPs. Our study used a much larger experimental data set than any of the analyses in recent studies, in which only C␣ data were considered (28, 30, 31) . As a result, there were Ϸ6,000 ADP data points for a protein of 100 residues, providing a reasonable datato-parameter ratio for appropriate fitting.
In the optimization process, S was initially set as S kk ϰ (k) Ϫ1͞2 for the diagonal elements [ (k) is the eigenvalue of the kth mode] and small random numbers for the rest. Then, S was further scaled so that the average magnitude of ADPs matched that of the experimental data. The independent elements of S were then optimized by minimizing the average KL distance by using Brent's principal axis method (49) .
