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1CHAPTER 1 INTRODUCTION
This dissertation is devoted to the study of ergodicty of stochastic systems. It consists
of two main parts. The rst part is concerned with ergodicity of numerical solutions for
stochastic switching diusions. The second part focuses on ergodicity of stochastic delay
systems with innite delay.
Chapter 2 focuses on numerical algorithms for approximating the ergodic means for suit-
able functions of solutions to stochastic dierential equations with Markov regime switching.
Dierent from the usual diusion, a switching diusion is one in which continuous states
are coupled with a discrete events. In our case, the discrete event is given by a nite state
Markov chain. Taking into account the discrete component, switching diusions are more
suitable and more realistic for many applications that include the interactions of continu-
ous and discrete motions. Although the systems might be seemingly similar to the diusion
counterparts, their behavior can be quite dierent. An important topic that attracts a lot of
attention is when such processes are stable in some sense. Therefore in-depth study of such
properties as recurrence, positive recurrence, ergodicity, stability, and invariance principles
was carried out in the past decades. Nevertheless, for vast majority of switching diusions,
the processes cannot be solved in a closed form since they are highly nonlinear and complex.
As a result, not only are numerical methods important for mathematical development, but
also they are crucial for practical purposes. Along this line, there are a lot of works being
devoted to comparing the invariant measures of switching diusions and their numerical
algorithms provided that the process is ergodic. Although numerical algorithms have been
studied extensively, the work on the convergence rate to the ergodic measure of a numerical
2algorithm is still scarce. This chapter is devoted to this topic. By proposing a recursion algo-
rithm with decreasing steps, we obtain the convergence and rates of the numerical algorithm
to the ergodic measure.
Chapter 3 and Chapter 4 focus on the ergodicity for a class of stochastic delay equa-
tions with innite delay. The motivation of a stochastic delay equation stems from non-
instantaneous transmission phenomena, for example, high velocity elds in wind funnel ex-
periments, or other memory processes, or specially biological motivations such as species
growth or incubating time on disease models among many others. An essential dierence of
stochastic process with delay from a process without a delay is that the solution process is
no longer Markov. To overcome this diculty, a solution mapping process is introduced and
proved to be a Markov process in some appropriate phase space. Dierent from the existed
works on stochastic delay equations with nite delay, Chapter 3 is devoted to investigat-
ing the asymptotic results of stochastic delay equations with innite delay. By proposing a
suitable phase space, we prove the solution mapping process is Markov and ergodic with a
unique invariant measure under some suitable conditions. While in Chapter 4, for stochastic
integro-dierential equations, we use a totally dierent approach to markovianize the solu-
tion process instead of using solution mapping process. We map the solution process into a
new Polish space and prove the resulting process is Markov and ergodic in the new Polish
space under some suitable conditions. Moreover, a weak sense Fokker-Planck equation is
derived for the underlying process.
3CHAPTER 2 NUMERICAL ALGORITHMS FOR S-
TOCHASTIC SWITCHINGDIFFUSION-
S
2.1 Introduction
Recently, resurgent eort has been devoted to studying switching diusion processes; see
[37,64] among others. Having two components (a continuous component X(t) and a discrete
component (t)), such processes are featured in the coexistence of continuous dynamics of
the usual diusion processes as well as discrete events formulated by a switching process.
The main thrust on understanding such processes stems from the needs of more realistic
models with interactions of continuous and discrete motions. Although the systems might be
seemingly similar to the diusion counterparts, their behavior can be quite dierent. In [64], a
systematic treatment of switching diusion processes was provided; an in-depth study of such
properties as recurrence, positive recurrence, ergodicity, stability, and invariance principles
was carried out. Necessary and sucient conditions for positive recurrence were obtained
using solutions of systems of coupled partial dierential equations. The expected value of
the recurrence time was shown to be the smallest positive solution of a Dirichlet problem.
In addition, it was proved that if a switching diusion is positive recurrent, it has a unique
invariant measure. As a consequence, a law of large numbers for a long-run average of a
suitable function was obtained for positive recurrent processes. Such results are important
for subsequent study of long-run average type stochastic controls or other type of stochastic
controls in an innite horizon [26]. Furthermore, in our recent work [43], laws of iterated
logarithms were established for switching diusion in a nite horizon. These results paved
a way for studying many important properties. Nevertheless, for vast majority of switching
4diusions, the processes are highly nonlinear and complex. Therefore, more often than not,
they cannot be solved in closed form. As a result, not only are numerical methods important
for mathematical development, but also they are crucial for practical purposes.
In the literature, numerical approximations to diusions have received much needed at-
tention; see for example, the well-known references [34] and [44] among others. Moreover, the
studies on convergence to invariant measures [7] and convergence of numerical approximation
with reections [52] were carried out. In [56], a second-order scheme for approximating diu-
sion processes was proposed and the error analysis of the convergence of a sample average of a
suitable function for the numerical solution to the ergodic mean (the integral of the function
w.r.t. the stationary measure) was analyzed in details. Treating switching diusions, recent
work on numerical solutions can be found in [63]. Eort has also be devoted to approxi-
mating the invariant measures of the processes when they exist. Stability in distribution was
considered in [65], whereas [38] focused on designing numerical algorithms for approximating
the invariant distributions. However, convergence rates for numerical approximation to the
invariant measures or convergence rates for averages with respect to invariant measures have
not been developed for switching diusions to the best of our knowledge. In this paper, we
consider numerical algorithms with a sequence of decreasing step-sizes to approximate the
switching diusions. We focus on the convergence rates of a sample average of a suitable
function to the average with respect to the invariant measure. First a law of large numbers
is obtained. Then we obtain a law of iterated logarithm type result under broad conditions.
The rest of the paper is arranged as follows. Section 2.2 begins with the formulation
of the problem. Also presented are the numerical approximation algorithm, main conditions
to be used, and some preliminary results. Section 2.3 is devoted to laws of large numbers
5for certain sequences. It is shown that an appropriate average of a function of the iterates
converges almost surely. The limit is precisely the ergodic mean of the underlying function
(i.e., the mean of the function with respect to the invariant measure). It demonstrates that
the discrete-time counterpart of the long-run average or the approximation to the average
in continuous time has the correct ergodic limit. Continuing our investigation, Section 2.4
further addresses the convergence rate issue. Our eort in this section is to derive a sharp
error bound in the form of law of iterated logarithm. A couple of lemmas are proved in this
section, where as the proof of the main convergence rate result is postponed to Section 2.4.
Finally, a couple of examples are given in Section 2.5 for demonstration purposes together
with some further remarks.
2.2 Formulation and Preliminary Results
2.2.1 Formulation
Let (
; P;F) be a probability space. Consider an r-dimensional switching diusion pro-
cess given by
dX(t) = b(X(t); (t))dt+ (X(t); (t))dW (t); (2.1)
where b(; ) and (; ) are appropriate Rr-valued and Rrd-valued functions representing
the drift and diusion coecients, respectively, W () is a d-dimensional standard Brown-
ian motion, and f(t)g is a continuous-time Markov chain with nite state space M =
f1; 2; : : : ;m0g and generator Q = (qij) such that () is independent of the Brownian motion
W (). Write eqij = jqijj. For any g(; ) : Rr M! R, whose partial derivatives with respect
to the rst variable are continuous up to the second order, dene the generator L of the
6switching diusion by
Lg(x; ) = rg0(x; )b(x; ) + tr(r2g(x; )A(x; )) +Qg(x; )()
=
rX
i=1
bi(x; )
@g(x; )
@xi
+
1
2
rX
i;j=1
aij(x; )
@2g(x; )
@xi@xj
+Qg(x; )();  2M;
(2.2)
where rg(; ) and r2g(x; ) denote the gradient and Hessian of g(; ), respectively,
Qg(x; )() =
m0X
`=1
q`g(x; `); and
A(x; ) = (aij(x; )) = (x; )
0(x; ) 2 Rrr;
and z0 denotes the transpose of z.
Next we construct an approximation numerical algorithm. Suppose fn; n  1g is a
decreasing sequence of positive real numbers satisfying n # 0 and  n =
Pn
k=1 k " 1
as n ! 1. Choosing arbitrary initial data x0, we consider the following approximation
algorithm:
xn+1 = xn + n+1b(xn; n) +
p
n+1(xn; n)Un; (2.3)
where n = ( n) and fUng is a sequence of i.i.d. random vectors with EU1 = 0, EU1U 01 =
Irr, and EjU1j2p <1 for a positive constant p to be specied in Assumption (H). We also
assume that fUn; n  1g is independent of f(t); t  0g. It may be called a skeleton of
the continuous-time Markov chain (t). Comparing to the algorithm given in [38], there are
three main dierences. First, in lieu of Brownian motion increments, an i.i.d. sequence is
used to approximate for the approximation in (2.3). Second, a discrete-time Markov chain is
used in [38], whereas a skeleton of the continuous Markov chain is used in the current paper.
Finally, the main objective of [38] is to obtain the convergence to the stationary measure,
7whereas in the current paper, we focus on convergence rate issue. Throughout this paper,
we assume the following assumption holds.
Assumption (H). Assume that p is a xed constant satisfying p  4. For each i 2M,
there exists a C2 function V (; i) : Rr 7! R for each i 2M, with infx;i V (x; i) > 0 satisfying
(i) jr2V (x; i)j is bounded uniformly and limjxj!1 V (x; i) =1;
(ii) for any x 2 Rr and i 2M, jrV (x; i)j2+ j0(x; i)(x; i)j+ jb(x; i)j2  cV (x; i) for some
constant c > 0;
(iii) for any x 2 Rr and i 2M,
pV p 1(x; i)

rV 0(x; i)b(x; i) + p(i)tr[0(x; i)(x; i)]

+QV p(x; )(i)   V p(x; i) + 
2V (x; i)

rV 0(x; i)b(x; i) + 2(i)tr[0(x; i)(x; i)]

+QV 2(x; )(i)   V 2(x; i) + 
for some  > 0 and  2 R, where for q > 1,
q(i) :=
1
2
sup
x2Rr
er2V (x;i)+(q 1)(rV (x;i)rV 0(x;i))=V (x;i);
with eB = maxf!1; : : : ; !r; 0g for an r  r symmetric matrix B having eigenvalues
!1; : : : ; !r;
(iv) jb(x1; i)   b(x2; i)j + j(x1; i)   (x2; i)j  Kjx1   x2j for any x1; x2 2 Rr and some
K > 0;
8(v) there exists a  > 0 such that for any  2 Rr,
0(x; i)0(x; i)  jj2:
Remark 2.1. (1) Using Assumption (H), one can conclude that (X(t); (t)) in (2.1) has a
unique invariant measure. In what follows, we write the invariant distribution as (; ) =
((; i) : i 2M) and the associated invariant density as (; ) = ((; i) : i 2M).
(2) By (iii), one can verify that there exists 2  1 such that for suciently large jxj,
max
i
V (x; i)  2min
i
V (x; i):
2.2.2 Preliminary Results
Denote by (Xx(t); i(t)) the switching diusion with initial data X(0) = x and (0) = i.
In this paper, we concern ourselves with regular switching diusion processes. Recall that
(Xx(t); i(t)) is regular if and only if
1 = lim
n!1
n =1 a.s., (2.4)
where
n := infft : jXx(t)j = ng:
That is, the process is regular if it does not have nite explosion time a.s. Set eU := D  J
with J  M and D  Rr being an open set with compact closure. Set x;ieU = infft :
(Xx(t); i(t)) 2 eUg: A regular process (Xx(); i()) is recurrent with respect to eU if Pfx;ieU <
91g = 1 for any (x; i) 2 Dc M, where Dc denotes the complement of D; otherwise, the
process is transient with respect to U . For a recurrent process, if the expectation of its
recurrence time is nite (i.e., Ex;iU <1 for some set eU = DJ , where J M and D  Rr
is a bounded open set with compact closure), it is said to be positive recurrent w.r.t. eU ;
otherwise, the process is null recurrent w.r.t. eU .
Remark 2.2. In [64, Theorem 4.4], we have proved the following assertion. Suppose that
(Xx(t); i(t)) is positive recurrent. Then the following results hold.
(a) The process has a unique stationary distribution (; ).
(b) Denote by (; ) the unique stationary density associated with the stationary distri-
bution (; ). Suppose that  : Rr M 7! R is a Borel measurable function such
that X
2M

Rr
j (x; )j(x; )dx <1:
Then as T !1,
1
T
 T
0
 (X(t); (t))dt!  =
X
2M

Rr
 (x; )(x; )dx a.s. (2.5)
Remark 2.3. In what follows, our rate of convergence study will be through the consider-
ation of  (; ). Moreover, we shall assume that the system of equations
L(x; ) =  (x; );  2M; (2.6)
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with
 =
X
2M

 (x; )(x; )dx = 0; (2.7)
has a unique solution, where  (; ) is a continuous function for each  2 M. Sucient
conditions can be devised. However, these are not the primary concern of the current paper.
Rather, we start with assuming the existence of the unique solution above. In addition, in
view of Remark 2.2, in lieu of working with
 T
0
 (Xx(t); i(t))dt, we shall work with
1
T
 T
0
L(Xx(t); i(t))dt: (2.8)
Furthermore, we are in fact, working with the discrete-time counterpart of (2.8). It will
become clear in the following sections.
2.3 Approximation of Ergodic Means
In this section, we show that under suitable conditions, the numerical approximation
sequence fxn; ng possesses the strong law of large numbers in the almost sure sense. The
main result is stated in Theorem 2.12. It shows that an appropriate average of the iterates
obtained in the numerical algorithm converges to the mean with respect to the invariant
measure. The limit is precisely the ergodic average given in (2.5). It thus conrms that the
numerical approximation also has the desired ergodicity as stated in Remark 2.2. To obtain
the result, we rst state several preparatory results. Then the ergodicity is derived for the
discrete approximation.
Lemma 2.4. Let fng be a sequence of positive random variables. Then
P1
n=1 n converges
11
if
1X
n=1
En <1:
Note that Lemma 2.4 is known as Levy's lemma.
Lemma 2.5. [15, Theorem 2.18] Let fan;Ang be a martingale dierence sequence satisfying
that for some 1  q  2,
1X
n=1
1
qn
E

janjq
An 1 <1 a.s.,
where fng is positive and n " 1. Then we have
lim
N!1
1
N
NX
n=1
an = 0 a.s.
Remark 2.6. In view of Lemma 2.4, the condition in the above lemma can be replaced by
1X
n=1
1
qn
Ejanjq <1 a.s. for 1  q  2:
Denote by Fn and Gn the -algebras generated by fU1; : : : ; Un 1, 1; : : : ; ng and fU1; : : : ,
Un, 1; : : : ; ng, respectively. Write En() = E(jFn) and eEn() = E(jGn).
Lemma 2.7. We have
EnI(n+1 = j) = eEnI(n+1 = j)
= (1 + o(1))n+1
X
i2M
qijI(n = i) + I(n = j):
12
Proof. Since (t) and Un are independent and (t) is a Markov process,
EnI(n+1 = j) = eEnI(n+1 = j)
= E[I(n+1 = j)jn]
= (1 + o(1))n+1
X
i2M
qijI(n = i) + I(n = j):
Lemma 2.8. Under Assumption (H), we have
sup
n
EV p(xn; n) <1: (2.9)
Proof. Write xn+1 = xn+1   xn. Note that
EnV p(xn+1; n+1)  V p(xn; n)
= En[V p(xn+1; n+1)  V p(xn+1; n)]
+En[V p(xn+1; n)  V p(xn; n)]:
For the second term, there exists n+1 on the line segment joining xn+1 and xn such that
V p(xn+1; n) = V
p(xn; n) + (rV p)0(xn; n)xn+1 + 12(xn+1)0r2V p(n+1; n)xn+1:
Noting that
r2V p(x; i) = p

V p 1(x; i)r2V (x; i) + (p  1)V p 2(x; i)(rV (x; i))(rV (x; i))0

;
13
by the denition of p, we have
(xn+1)
0r2V p(n+1; n)xn+1  2pp(n)V p 1(n+1; n)jxn+1j2
Because jrpV (x; i)j is bounded and using the inequality (u+ v)q  uq + c(uq 1v + vq) for
q  2, we have
V p 1(n+1; n) =
p
V (n+1; n)
2(p 1)

p
V (xn; n) + cjxn+1j
2(p 1)
 V p 1(xn; n) + c

V p 3=2(xn; n)jxn+1j+ jxn+1j2(p 1)

 V p 1(xn; n) + cpn+1V p 1(xn; n)(1 + jUnj2p 2):
Therefore, we have
(xn+1)
0r2V p(n+1; n)xn+1  2pp(n)V p 1(xn; n)jxn+1j2
+c
3=2
n+1V
p(xn; n)(1 + jUnj2p):
(2.10)
Since
Enjxn+1j2 = n+1tr[0(xn; n)(xn; n)] + 2n+1b0(xn; n)b(xn; n);
we have
En[V p(xn+1; n)  V p(xn; n)]
 pn+1V p 1(xn; n)f(rV )0(xn; n)b(xn; n) + p(n)tr[0(xn; n)(xn; n)]g
+o(n+1)V
p(xn; n):
14
For the rst term, noting that rpV (x; i) is bounded, for 0 < s < 1,
jrV 0(xn + sxn+1; i)j 
p
V (xn + sxn+1; i)

p
V (xn; i) + cjxn+1j
 c
p
V (xn; n)(1 + jUnj);
therefore,
En[(rV p)0(xn + sxn+1; n+1)  (rV p)0(xn + sxn+1; n)]xn+1
= EnfeEn[(rV p)0(xn + sxn+1; n+1)  (rV p)0(xn + sxn+1; n)]xn+1g
=
X
i6=j
Enf[(rV p)0(xn + sxn+1; j)  (rV p)0(xn + sxn+1; i)]xn+1I(n = i)eEnI(n+1 = j)g
= O(n+1)En
X
i6=j
[(rV p)0(xn + sxn+1; j)  (rV p)0(xn + sxn+1; i)]xn+1qijI(n = i)
= O(
3=2
n+1)V
p(xn; n):
We have
En[V p(xn+1; n+1)  V p(xn+1; n)]
= En[V p(xn; n+1)  V p(xn; n)]
+En
 1
0
[(rV p)0(xn + sxn+1; n+1)  (rV p)0(xn + sxn+1; n)]xn+1ds
= n+1QV
p(xn; )(n) + o(n+1)V p(xn; n):
Thus, for some  > 0,
EnV p(xn+1; n+1)  V p(xn; n)   n+1V p(xn; n) + o(n+1)(1 + V p(xn; n)): (2.11)
Then we have
EV p(xn+1; n+1)  (1  n+1)EV p(xn; n) + o(n+1):
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By induction, we conclude that (2.9) holds.
Remark 2.9. Using the same argument, we can verify that
jV 2(xn+1; i)  V 2(xn; i)j  cpn+1V 2(xn; i)(1 + jUnj4): (2.12)
Lemma 2.10. For each i 2M and C2 functions f(; i) : Rr ! R, set
T (x; i) = 0(x; i)r2f(x; i)(x; i)
H(x; i) = (rf(x; i))0b(x; i) + 1
2
tr[T (x; i)]
R(y; x; i) = f(y; i)  f(x; i)  (rf(x; i))0(y   x)  1
2
(y   x)0r2f(x; i)(y   x):
Then
 
N 1X
n=0
n+1Lf(xn; n) =  
N 1X
n=0
n+1

H(xn; n) +Qf(xn; )(n)

=
N 1X
n=0
10X
i=1
Ii;n;
where
I1;n = f(xn+1; n+1)  f(xn; n)
I2;n =
p
n+1(rf)0(xn; n)(xn; n)Un
I3;n =
1
2
n+1
h
U 0nT (xn; n)Un   tr[T (xn; n)]
i
I4;n = 
3=2
n+1b
0(xn; n)r2f(xn; n)(xn; n)Un
I5;n =
1
2
2n+1b
0(xn; n)r2f(xn; n)b(xn; n)
I6;n = R(xn+1; xn; n+1)
I7;n = [rf 0(xn; n+1) rf 0(xn; n)]xn+1
I8;n =
1
2
x0n+1[r2f(xn; n+1) r2f(xn; n)]xn+1
I9;n =  ff(xn; n+1)  Enf(xn; n+1)g
I10;n = o(1)n+1Qf(xn; )(n):
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Proof. Using Taylor's expansion,
f(xn+1; n+1)  f(xn; n+1)
= rf 0(xn; n)xn+1 + 1
2
x0n+1r2f(xn; n)xn+1 +R(xn+1; xn; n+1)
+[rf 0(xn; n+1) rf 0(xn; n)]xn+1
+
1
2
x0n+1[r2f(xn; n+1) r2f(xn; n)]xn+1
=
p
n+1rf 0(xn; n)(xn; n)Un + n+1H(xn; n)
+
1
2
n+1
h
U 0nT (xn; n)Un   tr[T (xn; n)]
i
+
3=2
n+1b
0(xn; n)r2f(xn; n)(xn; n)Un
+
1
2
2n+1b
0(xn; n)r2f(xn; n)b(xn; n) +R(xn+1; xn; n+1)
+[rf 0(xn; n+1) rf 0(xn; n)]xn+1
+
1
2
x0n+1[r2f(xn; n+1) r2f(xn; n)]xn+1:
Noting that Enf(xn; n+1) = f(xn; n) + [1 + o(1)]n+1Qf(xn; )(n), we have
N 1X
n=0

f(xn+1; n+1)  f(xn; n+1)

= f(xN ; N)  f(x0; 0)
 
N 1X
n=0

f(xn; n+1)  f(xn; n)

= f(xN ; N)  f(x0; 0)
 
N 1X
n=0

f(xn; n+1)  Enf(xn; n+1)

 (1 + o(1))Qf(xn; )(n):
The lemma is proved.
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For the rest of this section, we also assume that the step-size fng satises
1X
n=1
n
 2n
<1 and
1X
n=1

3
2
n
 n
<1:
Lemma 2.11. Under Assumption (H), we have
lim sup
N!1
1
 N
N 1X
n=0
n+1V
2(xn; n) <1 a.s., (2.13)
and
lim sup
N!1
V 2(xN ; N)
 N
<1 a.s.
Proof. Similar to the proof of Lemma 2.8, for some  > 0 and ,
EnV 2(xn+1; n+1)  V 2(xn; n) + n+1(    V 2(xn; n));
we have
V 2(xn; n) 


+
1
n+1
h
V 2(xn; n)  EnV 2(xn+1; n+1)
i
;
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and
1
 N
N 1X
n=0
n+1V
2(xn; n) 


+
1
 N 
N 1X
n=0
h
V 2(xn; n)  EnV 2(xn+1; n+1)
i
=


+
1
 N 
N 1X
n=0
h
V 2(xn+1; n+1)  EnV 2(xn+1; n+1)
i
+
1
 N 

V 2(x0; 0)  V 2(xN ; N)
	



+
1
 N 
N 1X
n=0
h
V 2(xn+1; n+1)  EnV 2(xn+1; n+1)
i
+
1
 N 
V 2(x0; 0):
(2.14)
By (2.12) and noting that
EnfV 2(xn; n+1)  V 2(xn; n)g2
= (1 + o(1))n+1
X
i 6=j
qij[V
2(xn; j)  V 2(xn; i)]2I(n = i);
we have
E[V 2(xn+1; n+1)  EnV 2(xn+1; n+1)]2
 cE[V 2(xn+1; n+1)  V 2(xn; n)]2
 cEfV 2(xn+1; n+1)  V 2(xn; n+1)g2 + EfV 2(xn; n+1)  V 2(xn; n)g2	
 cn+1EV 4(xn; n):
Thus
1X
n=1
1
 2n
E

V 2(xn+1; n+1)  EnV 2(xn+1; n+1)
2
 c
1X
n=1
n+1
 2n
<1:
By Lemma 2.5, we have
lim
N!1
1
 N
N 1X
n=0
h
V 2(xn+1; n+1)  EnV 2(xn+1; n+1)
i
= 0 a.s.,
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and
lim sup
N!1
1
 N
N 1X
n=0
n+1V
2(xn; n) <1 a.s.
Also by (2.14), we have
lim sup
N!1
1
 N 
V 2(xN ; N)



+ lim sup
N!1
(
1
 N 
V 2(x0; 0) +
1
 N 
N 1X
n=0
h
V 2(xn+1; n+1)  EnV 2(xn+1; n+1)
i)
<1 a.s.,
(2.15)
so
lim sup
N!1
V 2(xN ; N)
 N
<1 a.s.
Theorem 2.12. For each i 2M, let h(; i) be a Borel measurable function such that
lim sup
jxj!1
jh(x; i)j
V 2(x; i)
<1:
Then under Assumption (H), we have
lim
N!1
1
 N
N 1X
n=0
n+1h(xn; n) =
X
i2M

h(x; i)(dx; i) a.s. (2.16)
Proof. First we show for any f(; i) 2 C3 with compact support (written as C30),
lim
N!1
1
 N
N 1X
n=0
n+1Lf(xn; n) = 0 a.s.
20
Using Lemma 2.10, by the boundedness of f , we have
lim
N!1
1
 N
N 1X
n=0
I1;n = 0 a.s. (2.17)
Because fIi;ng for i = 2; 3; 4 are martingale dierence sequences with respect to Fn+1
and
1X
n=1
EI2i;n
 2n
<1;
we have that for i = 2; 3; 4,
lim
N!1
1
 N
N 1X
n=0
Ii;n = 0 a.s. (2.18)
For I5;n, since EjI5;nj = O(2n+1) and
P1
n=1
EjI5;nj
 n
<1,
lim
N!1
1
 N
N 1X
n=0
I5;n = 0 a.s. (2.19)
For I6;n, since f(; i) is a C30 function, r2f(; i) is bounded and Lipschitz. Because
R(xn+1; xn; n+1)  cjxn+1   xnj3
 c
3
2
n+1V
3
2 (xn; n)(1 + jUnj3);
and
P1
n=1
EjI6;nj
 n
<1, we have
lim
N!1
1
 N
N 1X
n=0
I6;n = 0 a.s. (2.20)
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For I7;n, noting that Enrf 0(xn; n+1) = eEnrf 0(xn; n+1),
I7;n = [rf 0(xn; n+1)  eEnrf 0(xn; n+1)]xn+1
+(1 + o(1))n+1Qrf 0(xn; )(n)xn+1
=: J1;n + J2;n:
Note that J1;n is a martingale dierence sequence with respect to Gn+1. For any bounded
function h1 and h2,
eEnh(h1(xn; n+1)  eEnh1(xn; n+1))(h2(xn; n+1)  eEnh2(xn; n+1))i
= En[h1(xn; n+1)h2(xn; n+1)]  Enh1(xn; n+1)Enh2(xn; n+1)
= (1 + o(1))n+1
X
i;j2M
eqijh1(xn; j)h2(xn; j)I(n = i);
and
eEnJ21;n = (1 + o(1))n+1 X
i;j2M
eqijx0n+1rf(xn; j)rf 0(xn; j)xn+1I(n = i): (2.21)
Since EJ21;n = O(2n) and
P1
n=1
EJ21;n
 2n
<1, we have
lim
N!1
1
 n
N 1X
n=0
J1;n = 0 a.s.
Since EjJ2;nj = O(3=2n+1) and
P1
n=1
EjJ2;nj
 n
<1,
lim
N!1
1
 n
N 1X
n=0
J2;n = 0 a.s.
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As a result,
lim
N!1
1
 n
N 1X
n=0
I7;n = 0 a.s.
For I8;n, similar to (2.21), we have
eEnjI8;nj = 1
2
eEnX
i6=j
xn+1(r2f(xn; j) r2f(xn; i))xn+1I(n = i; n+1 = j)
= (1 + o(1))
n+1
2
eEnX
i6=j
eqijxn+1(r2f(xn; j) r2f(xn; i))xn+1I(n = i)
Then by EjI8;nj = O(2n+1) and
P1
n=1
EjI8;nj
 n
<1, it follows that
lim
N!1
1
 N
N 1X
n=0
I8;n = 0 a.s. (2.22)
For I9;n, detailed calculations lead to
EnI29;n = Enf 2(xn; n+1)  [Enf(xn; n+1)]2
= (1 + o(1))n+1
X
i;j2M
eqijf 2(xn; j)I(n = i); (2.23)
thus
EI29;n = O(n+1):
Since I9;n is a martingale dierence sequence with respect to Fn+1, knowing that
P1
n=1
EI29;n
 2n
<
1; we have
lim
n!1
1
 N
N 1X
n=0
I9;n = 0 a.s. (2.24)
For I10;n, since Lf(xn; n) has n+1Qf(xn; )(n), I10;n can be eliminated. Thus (2.17)-(2.24)
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can conclude (2.16). As a result,
lim
N!1
1
 N
N 1X
n=0
n+1Lf(xn; n) = 0 a.s.
Now for functions g(; ) dened on Rr M, set
eN(g) := 1
 N
N 1X
n=0
n+1g(xn; n):
Specially, if we let g be the indicator on [x; x+ dx) i, we have
eN(dx i) = 1
 N
N 1X
n=0
n+1Ifxn 2 [x; x+ dx); n = ig:
From (2.13), one can conclude that eN(dx  i) is tight, so we can extract a convergent
subsequence. Now we prove any weak limit e1(dx i) of eN(dx i) is an invariant measure
of the Markov process with operator L. Since for each i 2 M, Lf(; i) is bounded and
continuous for any f(; i) 2 C30 , we have
e1(Lf) = lim
N!1
eN(Lf) = 0 a.s. (2.25)
Now we may apply Theorem 5 in [7]. First we check L satises the hypothesis. Let
E = Rr M with the metric
d((x; i); (y; j)) =
8><>: jx  yj; if i = j;jx  yj+ 1; if i 6= j:
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Then E is a locally compact metric space. Consider the space of C0 functions dened on
E with norm jf jE = maxi2M supx2Rr jf(x; i)j. Let D(L) be the set of all C30 functions with
respect to the rst variable. Then D(L) is dense in C0(E). By Ito's formula, for any positive
real-valued f 2 D(L) with compact support and with maximum at (x0; ), for (X0; 0) =
(x0; ), it is well-known that f(X(t); (t))   f(x0; )  
 t
0
Lf(X(s); (s))ds is a martingale.
Since f(X(t); (t)) is non-increasing at t = 0+, we have Lf(x0; )  0, which shows that L
satises the maximum principle. Consider the sequence of n(x; i) = (
x
n
) for each i 2 M,
where  is a C30 function from Rr to R and (0) = 1. It is easy to see that n(x; i) converges
to 1 pointwise as n!1. Note that
Ln(x; i) = 1
n
r 0(x
n
)b(x; i) +
1
2n2
0(x; i)r2(x
n
)(x; i)
converges to 0 pointwise and supn jLn(x; i)jE < 1 since  and b grow at most linearly.
Then all the hypotheses in [7, Theorem 5] are veried. By (2.25), applying [7, Theorem 5],
one concludes that e1(dx  i) is an invariant measure of the process represented by the
solution to (2.1). By the uniqueness of  (i.e., the invariant measure of the solutions of (2.1))
and the arbitrariness of the subsequence of eN(dx i), one can conclude that e1(dx i) is
independent of the choice of the subsequence and e1(IAi) = A (dx; i) a.s. for any Borel
set A  Rr and i 2 M with (@A; i) = 0. Then by (2.13) and using dominant convergent
theorem, (2.16) holds.
2.4 Convergence Rates for Approximation to Ergodic Means
Theorem 2.12 asserts the ergodicity for the numerical approximation sequence to the
mean with respect to the invariant measure. A natural question is: What is the rate of
25
convergence? This section addresses the convergence rate issue. Our main result is given in
Theorem 2.14, which conrms that suitably scaled sequence of the iterates of the recursive
algorithm veries the law of iterated logarithm. This result provides a sharp error bound on
the approximation error to the average with respect to the invariant measure. It provides a
convergence rate result for the numerical approximation to the ergodic mean. Throughout
this section assume that fng is a positive decreasing sequence satisfying
1X
n=1

3
2
np
 n
<1: (2.26)
Remark 2.13. Note that condition (2.26) is not dicult to verify. For example, if n = n
 1
with 0 <  < 1=2, the condition is satised.
Theorem 2.14. For each i 2M, let '(; i) be a continuous function Rr ! R such that
' :=
X
i2M

'(x; i)d(x; i) = 0:
Assume that there exists a C2 function f(; i) for each i 2 M, with r2f(; i) bounded and
Lipschitz such that
Lf(x; i) = '(x; i); i 2M,
and that
lim sup
jxj!1
jf(x; i)j
V (x; i)
+
jrf(x; i)jp
V (x; i)
<1:
Under Assumption (H), the following Law of iterated logarithm holds almost surely on an en-
larger probability space (e
; eP ; eF) on which there exists (exn; en) that has the same distribution
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as that of (xn; n) such that
lim sup
n!1
1p
2 N log log  N
N 1X
n=0
n+1'(exn; en)

 X
i;j2M
 eqijf 2(x; j)(dx; i) 12
+
X
i2M

(rf)0(x; i)A(x; i)rf(x; i)(dx; i)
 1
2
:
(2.27)
Remark 2.15. The above theorem is obtained through the use of the Skorohod representa-
tion theorem; see [15, p. 269]. For notational simplicity, we shall not use the \tilde" notation
in what follows. With a slight abuse of notation, we will state that (2.27) holds without using
the \tilde" notation. That is, we consider (2.27) with (exn; en) replaced by (xn; n).
As a preparation, we rst state some lemmas. The proof of the theorem is deferred to
the next section.
Lemma 2.16. Let fang be a sequence of positive random variables satisfying
lim
N!1
1
N
NX
n=1
an = 1 a.s.
Then for the Brownian motion W (), we have
lim sup
N!1
W (
PN
n=1 an)p
2N log logN
= 1 a.s.
Proof. See [5].
Lemma 2.17. Dene jBj1 = maxi;j jbijj for B = (bij). Let  1(; i) be an Rr-valued function
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and  2(; i) be an r  r-valued function with
lim sup
jxj!1
j 1(x; i)j1 + j 2(x; i)j1
V (x; i)
<1:
We have
lim sup
N!1
1p
2 N log log  N
N 1X
n=0
p
n+1 
0
1(xn; n)Un =
X
i2M

 01(x; i) 1(x; i)(dx; i)
 1
2
a.s.
(2.28)
lim sup
N!1
1p
 N
N 1X
n=0
n+1
h
U 0n 2(xn; n)Un   tr( 2(xn; n))
i
= 0 a.s. (2.29)
and
lim sup
N!1
1p
 N
N 1X
n=0

3=2
n+1 
0
1(xn; n)Un = 0 a.s. (2.30)
Proof. Noting that En 01(xn; n)Un = 0,
Gn =
N 1X
n=0
p
n+1 
0
1(xn; n)Un is a martingale with respect to Fn+1:
By the Skorohod representation theorem [15, p. 269], there exists a Brownian motion W ()
on a larger probability space and a sequence of stopping times fn; n  1g such that
fGn; n = 1; 2; : : : g  fW (
nX
i=1
i); n = 1; 2; : : : g;
En qn  Cqqn+1j 1j2q1(xn; n) for any 0  q  2;
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and
Enn = n+1 01(xn; n) 1(xn; n);
where Z1  Z2 denotes Z1 and Z2 having the same distribution. By Theorem 2.12, we know
lim
N!1
1
 N
N 1X
n=0
Enn =
X
i2M

 01(x; i) 1(x; i)d(x; i) a.s. (2.31)
Since
1X
n=1
E 2n
 2n
 c
1X
n=1
2n+1
 2n
Ej 1j41(xn; n) <1;
we have
lim
N!1
1
 N
N 1X
n=0
fn   Enng = 0 a.s. (2.32)
Consequently from (2.31) and (2.32), we have
lim
N!1
1
 N
N 1X
n=0
n =
X
i2M

 01(x; i) 1(x; i)(dx; i) a.s.
By Lemma 2.16, we have proved (2.28).
Note that fn+1[U 0n 2(xn; n)Un   tr( 2(xn; n))]g is a martingale dierence sequence
with respect to Fn+1 and
En fn+1[U 0n 2(xn; n)Un   tr( 2(xn; n))]g2  c2n+1V 2(xn; n):
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Knowing that
P1
n=1
2n+1
 n
<1, we can conclude (2.29). Also (2.30) follows from
lim
N!1
E
N 1X
n=1

3=2
n+1p
 n
j 01(xn; n)Unj <1:
The proof is complete.
Proof of Theorem 2.14: By Lemma 2.11 and noting  N " 1, we have
lim
N!1
1p
 N log log  N
N 1X
n=0
I1;n = 0 a.s. (2.33)
By Lemma 2.17, we have
lim sup
N!1
1p
2 N log log  N
N 1X
n=0
I2;n
=
X
i2M

(rf)0(x; i)A(x; i)rf(x; i)(dx; i)
 1
2
a.s.;
(2.34)
lim sup
N!1
1p
 N log log  N
N 1X
n=0
I3;n = 0 a.s.; (2.35)
and
lim sup
N!1
1p
 N log log  N
N 1X
n=0
I4;n = 0 a.s. (2.36)
Since EjI5;nj = O(2n+1) and
P1
n=1
EjI5;njp
 n
<1 we have
lim
N!1
1p
 N
N 1X
n=0
I5;n = 0 a.s. (2.37)
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For I6;n, since r2f(; i) is bounded and Lipschitz,
R(xn+1; xn; n+1)  cjxn+1   xnj3
 c
3
2
n+1V
3
2 (xn; n)(1 + jUnj3);
and
P1
n=1
EjI6;njp
 n
<1; we have
lim
N!1
1p
 N
N 1X
n=0
I6;n = 0 a.s. (2.38)
For I7;n, note that fJ1;n;Gn+1g is a martingale dierence sequence. Since EJ21;n = O(2n+1)
and
P1
n=1
EJ21;n
 n
<1, we have
lim
N!1
1p
 N
N 1X
n=0
J1;n = 0 a.s.
Since
EjJ2;nj = O(3=2n+1) and
1X
n=1
EjJ2;njp
 n
<1;
we have
lim
N!1
1p
 N
N 1X
n=0
J2;n = 0 a.s.
As a result,
lim
N!1
1p
 N
N 1X
n=0
I7;n = 0 a.s. (2.39)
For I8;n, since
EjI8;nj = O(2n+1) and
1X
n=1
EjI8;njp
 n
<1;
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lim
N!1
1p
 N
N 1X
n=0
I8;n = 0 a.s. (2.40)
Since fI9;ng is a martingale dierence sequence with respect to Fn+1, by the Skorohod
representation theorem [15, p. 269], there exists a Brownian motion on a larger probability
space and a sequence of stopping times f&ig such that
f
nX
i=1
I9;i; n = 1; 2; : : : g  fW (
nX
i=1
&i); n = 1; 2; : : : g;
and that
En&qn  cEnjI9;nj2q for any 0  q  2;
and
En&n = (1 + o(1))n+1
X
i;j2M
 eqijf 2(xn; j)I(n = i):
As a result, by Lemma 2.12,
lim
N!1
1
 N
N 1X
n=0
En&n =
X
i;j2M
 eqijf 2(x; j)(dx; i) a.s.
Noting that
EnjI9;nj4  cEn(f(xn; n+1)  f(xn; n))4
 c
X
i 6=j
(f(xn; j)  f(xn; i))4EnI(n+1 = j; n = i)
 cn+1
X
i 6=j
eqij(f(xn; j)  f(xn; i))4I(n = i);
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and
N 1X
n=0
1
 2n
E&2n  c
N 1X
n=0
1
 2n
EjI9;nj4
 c
N 1X
n=0
n+1
 2n
<1;
it follows that
lim
N!1
1
 N
N 1X
n=0
f&n   En&ng = 0 a.s.
Therefore, we have
lim
N!1
1
 N
N 1X
n=0
&n =
X
i;j2M
 eqijf 2(x; j)(dx; i) a.s.
which leads to
lim sup
n!1
1p
2 N log log  N
N 1X
n=0
I9;n
=
 X
i;j2M
 eqijf 2(x; j)(dx; i) 12 a.s. (2.41)
Since I10;n can be eliminated in the Lf(xn; n), (2.33)-(2.41) lead to
lim sup
n!1
1p
2 N log log  N
N 1X
n=0
n+1'(xn; n)

 X
i;j2M
 eqijf 2(x; j)(dx; i) 12
+
X
i2M

(rf)0(x; i)A(x; i)rf(x; i)(dx; i)
 1
2
a.s.
(2.42)
The proof is complete.
2.5 Examples and Remarks
In this section, we demonstrate the convergence rates in terms of law of iterated loga-
rithm by looking at two simple examples.
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2.5.1 Examples
Example 2.18. Suppose that (t) is a 2-state Markov chain with generator
Q =
0B@  16 16
4  4
1CA (2.43)
and state space M = f1; 2g, and B() is a 1-dimensional standard Brownian motion inde-
pendent of (). Consider a switching diusion given by (2.1), where
b(x; 1) =
1
10
p
x2 + sin2 x; b(x; 2) =   x
3
1 + x2
;
(x; 1) =
jxj+ 1
4
; and (x; 2) =
x2 + 1
4jxj+ 1 :
Let
V (x; 1) = x2 + 1; V (x; 2) =
x2
21=4
+ 1 and p = 4:
Detailed calculation shows that Assumption (H) holds. Let f(x; i) = x. Then we have
'(x; 1) =
p
x2 + sin2 x
10
; '(x; 2) =   x
3
1 + x2
:
We use the decreasing step-sizes n = n
 0:6. Write
Cn =
1p
2 n log log  n
n 1X
k=0
k+1'(xk; k):
Using a sequence of i.i.d random variables fUig with standard normal distribution to ap-
proximate the Brownian motion in (2.1). To demonstrate, we provide a sketch of the graph
of Cn verse  n (plotting Cn as a function of  n) in Figure 1. From the graph, it is easily seen
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that the curve Cn is bounded, which veries the conclusion of Theorem 2.14. That is, the
convergence rate to the invariant measure is of the form of the law of iterated logarithm.
Figure 1: Cn as a function of  n
Example 2.19. Suppose that (t) is a 2-state Markov chain with the same generator given
by (2.43) and state spaceM = f1; 2g, and B() is a 1-dimensional standard Brownian motion
independent of (). Consider a switching diusion given by (2.1), where
b(x; 1) =
1
10
x; b(x; 2) =  x;
(x; 1) =
r
1 + x2
15
; and (x; 2) =
1 + jxjp
15
:
Let
V (x; 1) = x2 + 1; V (x; 2) =
x2
21=4
+ 1 and p = 4:
Similar to the previous example, it can be demonstrated that Assumption (H) holds.
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Dierent from Example 2.18, let f(x; i) = x2. Then we have
'(x; 1) =
4
15
x2 +
1
15
; '(x; 2) =  2x2 + (1 + jxj)
2
15
:
We still use the decreasing step-sizes n = n
 0:6 and carry out N = 106 recursions by using
a sequence of i.i.d random variables fUig with standard normal distribution. The curve Cn
is plotted as a function of  n in Figure 2, which is seen to be bounded. The boundedness
of Cn demonstrates the conclusion of Theorem 2.14 again. Especially, we note that Cn may
decrease only when n = 2.
Figure 2: Cn as a function of  n
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2.5.2 Remarks
This paper has focused on decreasing step-size algorithms. In lieu of such algorithms,
we could also examine a constant step-size algorithm of the form
xn+1 = xn + "b(xn; n) +
p
"(xn; n)Un; (2.44)
where " > 0 is a small parameter serving as the step-size, n = ("n) with () being the
continuous-time Markov chain, and fUng is a sequence of i.i.d. random variables as before.
Dene a piecewise constant interpolation as x"(t) = xn for t 2 [n"; n" + "). Then it can be
shown that x"() converges weakly to the solution of the switching diusion process (2.1).
The convergence to the invariant measure can be studied by examining the distribution of
x"( + t") for any t" !1 as "! 0. Equivalently, we look at the asymptotic distribution of
the underlying process as "! 0, n!1, and "n!1. A discrete version of the of the law
of large numbers corresponding (2.5) can be dened. Furthermore, the corresponding rates
of convergence can be studied.
In our study, the independence of n and Un plays an important role. The current
approach may not be easily adopted to treat convergence rates of ergodic means for switching
diusions with x-dependent switching [63]. Thus new methods are needed for examining the
rates of convergence issues for such more complex models.
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CHAPTER 3 STOCHASTIC DELAY SYSTEMSWITH
INFINITE DELAY
3.1 Introduction
Because time delays are ubiquitous, pervasive, and entrenched in everyday life, they
have received considerable attention. In the context of dynamic systems, a class of such
systems, namely, functional dierential equations has become an important focal point of
research and investigation. The motivation stems from non-instant transmission phenomena,
for example, high velocity elds in wind funnel experiments, or other memory processes, or
specially biological motivations (see [14, 31, 33, 49]) such as species' growth or incubating
time on disease models among many others. Theory of functional dierential equations with
innite delay and its applications were established and developed in the 1970s and 1980s; see
[6,16{19,29,50,51] and references therein. A comprehensive theory of functional dierential
equations with innite delay can be found in [19]. Recently, Theories of functional dierential
equations with innite delay including stability and their applications have attracted much of
researchers' attention; see e.g., [1,4,6,9,11,14,31,39,58]. Because uncertainties are commonly
encountered in many real systems and are often sources of instability [30], much work has
been devoted to SFDEs and their applications, for example, [2,3,30,35,36,39,45,46,54]. Along
this line, theory of SFDEs with innite delay has also received more and more attentions,
for example, [20, 53,57,59,60].
It is well-known that the solutions of stochastic functional or delay dierential equations
are non-Markov since they depend on their history, so none of the properties of solutions
based on the Markov property cannot be examined. To overcome this diculty, Mohammed
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[46] examined solution maps of SFDEs with nite delay appropriate phase spaces and proved
that the solution maps have Markov property. Based on the Markov property of solution maps
of SFDEs with nite delay, Bao et. al. [2, 3] examined the ergodicity. Since distributions of
the solutions are the marginal distributions of that of the solution maps, the existence of
stationary distributions of the solution maps implies that of the solutions.
In fact, the solution maps possess many nice properties for delay systems, for example,
continuous semigroup of transformations; see [6, 16{19, 29, 50, 51]. However, as mentioned
in [28], of fundamental importance for all approaches is the right choice of the phase space
which in most cases is a Banach space of functions or of equivalence classes of functions.
For functional equations with nite delays, this is generally not a dicult problem. But for
innite delay equations the choice of an appropriate phase space is non-trivial; see [48].
Let us consider a SFDE with innite delay of the form
dx(t) = f(xt)dt+ g(xt)dw(t) (3.1)
on t  0 with the initial data x0 =  2 Cr, where xt = xt() =: fx(t + ); 1 <   0g,
f : Cr ! Rn and g : Cr ! Rnm are Borel measurable, w(t) is an m-dimensional Brownian
motion. To show the dependence of the solution x(t) on the initial data, we also write x(t)
as x(t; ) or x(t; t0; ) if the initial segment is xt0 =  at t0. Correspondingly, we also write
xt as xt() or xt(t0; xt0). When  1 <   0 is considered, xt() can be written as xt(; )
or xt(; t0; ) if the initial segment is  at t0. If (3.1) has a solution x(t; t0; ) with the initial
segment  at t0, then xt(t0; ) is called the solution map. In this paper, aiming at exam-
ining the asymptotic properties such as mean-square boundedness, convergence of dierent
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solutions from dierent initial data, and existence of invariant measure of the solution map,
we choose the phase space with the fading memory to be Cr dened as follows: for a given
r > 0,
Cr =
n
' 2 C(( 1; 0];Rn) : lim
! 1
er'() exists in Rn
o
; (3.2)
where C(( 1; 0];Rn) is the family of continuous functions from ( 1; 0] to Rn; see Appendix
A and reference [19] for more details on this phase space and its properties.
Our contributions of this paper are as follows.
(i) Existence and uniqueness of the solutions of the functional stochastic dierential equa-
tions with innite delay are examined.
(ii) We obtain mean squares estimates as well as estimates of dierence of solutions on
large-time with dierent initial data for the solutions of the SFDEs.
(iii) Because the solutions of the SFDEs are not Markov, a viable alternative for studying
further asymptotic properties is to use solution maps or segment processes. By exam-
ining solution maps, we investigate the Markov properties as well as strong Markov
properties. Also obtained are adaptivity (measurability) and continuity, mean-square
boundedness, and convergence of solution maps from dierential initial data. It should
be noted that although Mohammed [46] established the continuity, adaptivity, and
Markov property of the solution map for SFDEs with nite delay, little is known re-
garding these properties for SFDEs with innite delay to the best of our knowledge.
(iv) We establish ergodicity of the underlying processes and establishes existence of the
invariant measure for SFDEs with innite delay.
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The rest of the paper is arranged as follows. Section 3.2 provides necessary notation,
assumptions, and lemmas for preparation of our study. Section 3.2 examines the existence
and uniqueness of the solution of (3.1) and its asymptotic properties including the mean-
square boundedness and convergence of dierent solutions from dierent initial data. By the
properties of the solution x(t) and the phase space Cr, Section 3.3 investigates properties
of the solution map xt including continuity and adaptivity as well as the strong Markov
property. To establish existence and uniqueness of invariant measure of the solution map, this
section also examines the mean-square boundedness and large-time estimates from dierent
initial data of the solution map. Based on these properties, Section 3.5 establishes existence
and uniqueness of invariant measure of the solution map. Finally, the last section provides
certain properties of the phase space Cr.
3.2 Formulation
Throughout this paper, unless otherwise specied, we use the following notation. Let
(
;F ;Ft;P) be a complete probability space with a ltration fFtgt0 satisfying the usual
conditions (i.e., it is right continuous and increasing while F0 contains all P-null sets). Let
w(t) be an m-dimensional Brownian motion dened on this probability space. In this paper,
without loss of generality, let us choose Ft = fw(s) : 0  s  tg, which is the natural
ltration generated by the Brownian motion w(t). If x(t) is an Rn-valued stochastic process,
dene xt = xt() := fx(t+ ) :  1 <   0g for t  0. Let 1A denote the indicator function
of the set A. Let j  j be the Euclidean norm in Rn. If A is a vector or matrix, its transpose
is denoted by A0. If A is a matrix, denote its trace norm by jAj = ptrace(A0A). The inner
product of X;Y 2 Rn is denoted by X 0Y . Let Rn denote the n-dimensional Euclidian space.
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Denote by C(( 1; 0];Rn) the family of continuous functions from ( 1; 0] to Rn. Let Cr be
dened by (3.2). Clearly, Cr is a Banach space with norm jj'jjr = sup 1<0 erj'()j <1.
This space is the special form introduced in [31] and contains the Banach space of bounded
and continuous functions. Note that Cr1  Cr2 for any 0 < r1  r2 < 1. In this paper, let
B(Cr) denote the -algebra generated by Cr. Denote C0r = f' 2 Cr; lim! 1 er'() = 0g.
Denote by L2(Cr) (L2(C0r )) the space of all F -measurable Cr-valued (C0r -valued) stochastic
process ' such that Ejj'jj2r <1.
Let P be the family of all probability measures on (C0r ;B(C0r )), where B(C0r ) is the
-algebra generated by C0r , and Bb(C0r ) denote the set of all bounded measurable functional
F : C0r ! R endowed with the norm jjF jj0 = sup'2C0r jF (')j. For any F 2 Bb(C0r ) and
() 2 P , dene (F ) = 
C0r
F (')(d'). We dene M0 the set of probability measures on
( 1; 0], namely, for any  2 M0,
 0
 1 (d) = 1. For any  > 0, let us further dene M
as follows:
M :=
n
 2M0;() :=
 0
 1
e (d) <1
o
: (3.3)
Let (d) = 1

ed. Clearly, for any  < ,
() =
1

 0
 1
e ed =
1
(   ) <1;
which implies  2M for any  < . () also has the following property.
Lemma 3.1. Fix 0 > 0 and  2 M0. For any  2 (0; 0), () is continuously nonde-
creasing on  and satises (0) > () > (0) = 1.
Proof. Fix  2 ( 1; 0). Then e  is an increasing function of  > 0. This implies that
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() is an increasing function on  and hence (0) > () > (0) = 1 since  2 (0; 0). The
Levi Theorem (see [27, Theorem 1.19, P11]) leads to the continuity. 2
Consequently, we have the following monotonicity. The proof follows from Lemma 3.1
and (3.3).
Corollary 3.2. For any  2 (0; 0), M0 M M0.
3.2.1 Solutions of SFDEs: Existence and Uniqueness of Global Solutions, Asymp-
totic Properties
To begin, we rst examine properties of the solution. This section provides sucient
conditions for the existence and uniqueness of the global solution of (3.1) and its asymptotic
properties. Let us start with the denition of the solution for (3.1).
Denition 3.3. Set Ft = F0 for  1 < t  0 and let x(t),  1 < t  e be a continuous
Rn-valued Ft-adapted process. It is called a local strong solution of (3.1) with initial data
 2 Cr if x(t) = (t) on  1 < t  0 and for all t  0,
x(t ^ k) = (0) +
 t^k
0
f(xs)ds+
 t^k
0
g(xs)dw(s) a.s.
for each k  1, where fkgk1 is a nondecreasing sequence of stopping times such that
k ! e almost surely as k ! 1. If moreover, lim supt!e jx(t)j = 1 is satised a.s. when
e <1 a.s., x(t) ( 1 < t < e) is called a maximal local strong solution and e is called the
explosion time. It is called a global solution when e =1. A maximal local strong solution
x(t),  1 < t < e is said to be unique if for any other maximal local strong solution x(t),
 1 < t < e, we have e = e and x(t) = x(t) for  1 < t < e almost surely.
To examine existence and uniqueness of the local solutions of (3.1), let us rst impose
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the following local Lipschitz condition for f and g.
(H1) (The local Lipschitz condition) Both f and g satisfy the local Lipschitz condition, that
is, for any k > 0, there exists a ck such that
jf(')  f()j _ jg(')  g()j  ckjj'  jjr
for those ';  2 Cr with jj'jjr _ jjjjr  k.
Lemma 3.4. Under (H1), for any initial data  2 Cr, there exists a local solution x(t)
almost surely on t < e, which is continuous and Ft-adapted on t 2 [0; e), where e is the
potential explosion time.
Proof. For initial data  2 Cr, x(0) = j(0)j  jjjjr <1, there must exist a positive number
k0 such that jx(0)j  jjjjr < k0. For any k > k0, let us dene two stopping times
k = infft  0; jx(t)j > kg and k = infft  0; jjxtjjr > kg
with the traditional setting inf ; =1. Note that k  k since jjxtjjr = sup 1<0 erjx(t+
)j  jx(t)j. Note that
k = infft  0; jx(t)j > kg
= infft  0; jx(s)j > k for any s  tg
= infft  0; jx(t+ )j > k for any   0g
= inf
n
t  0; sup
0
jx(t+ )j > k
o
;
which implies k  k since sup0 jx(t + )j  sup0 erjx(t + )j = jjxtjjr. We therefore
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obtain that k = k.
For any k  k0, let us dene the truncation functionals fk and gk as follows:
fk(') =
8><>:
f('); jj'jjr  k;
f
 k'
jj'jjr

; jj'jjr > k;
(3.4)
gk(') =
8><>:
g('); jj'jjr  k;
g
 k'
jj'jjr

; jj'jjr > k:
(3.5)
For the SFDE with innite delay
dx(k)(t) = fk(x
(k)
t )dt+ gk(x
(k)
t )dw(t) (3.6)
with the initial data  2 Cr, by assumption (H1), coecients fk and gk satisfy the global
Lipschitz condition, which implies the linear growth condition since Eq. (3.6) is autonomous.
By the standard estimation techniques, for any T > 0, the linear growth condition gives
E(sup 1<tT jx(t)j2) < C(T;Ejjjj2r), where C(T;Ejjjj2r) is a constant dependent on T and
Ejjjj2r (This is a standard process, so we omit it. We refer to [57] when the phase space is
the bounded continuous function space). Based on the boundedness, by the Picard iterations
(This is also a standard process. Please see [35] and [57]), Eq. (3.6) holds solution x(k)(t)
satisfying
x(k)(t) = (0) +
 t
0
fk(x
(k)
s )ds+
 t
0
gk(x
(k)
s )dw(s): (3.7)
According to the Picard iterations technique, this solution is continuous and Ft-adapted. The
global Lipschitz condition guarantees the uniqueness of this solution. We omit the details as
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they can be found in [57].
In accordance with the denition of k, fkgkk0 is a nondecreasing sequence and k !
1  e almost surely as k ! 1. Note that k = k. By virtue of the denitions of fk and
gk and (3.7), for any k > k0 and any t 2 [0; k], x(t) = x(k)(t). Letting k ! 1, it follows
that for any t 2 [0; e), there exists a unique local solution x(t) for (3.1).
To study existence and uniqueness of the global solutions and further asymptotic prop-
erties including the mean-square bounededness and convergence of the dierent solutions
from dierent initial data, we need the following condition.
(H2) For f and g, there exist constants 1, 2, 3, and probability measures 1; 2 2 M2r
such that for any ';  2 Cr.
['(0)  (0)]0[f(')  f()]   1j'(0)  (0)j2 + 2
 0
 1
j'()  ()j21(d): (3.8)
and
jg(')  g()j2  3
 0
 1
j'()  ()j22(d): (3.9)
Theorem 3.5. Under assumptions (H1) and (H2), for any initial data  2 Cr,
(i) (3.1) has a global solution x(t) almost surely, which is continuous and Ft-adapted;
(ii) if 1; 2 and 3 satisfy 21 > 22
(2r)
1 +3
(2r)
2 , then there exists  2 (0; (21 22(2r)1  
3
(2r)
2 ) ^ 2r) such that
Ejx(t)j2  C1e t + C2; (3.10)
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where
C1 = Ejx(0)j2 + 22
2r    jjjj
2
r
(2r)
1 +
3
(1  "2)(2r   ) jjjj
2
r
(2r)
2 ;
C2 =
1

 1
"1
jf(0)j2 + 1
"2
jg(0)j2

and "1 and "2 are both suciently small constants such that
21   22(2r)1   "1  
3
1  "2
(2r)
2    > 0;
namely, solution x(t) is mean-square bounded;
(iii) under the conditions in (ii), for dierent initial data 1 and 2, the corresponding so-
lution x(t; 1) and x(t; 2) satisfy
Ejx(t; 1)  x(t; 2)j2  C3Ejj1   2jj2re t; (3.11)
where
C3 = 1 +
22
(2r)
1 + 3
(2r)
2
2r    ;
namely, the dierent solutions from dierent initial data will converge.
Remark 3.6. In the above, by initial data, we meant the initial function or initial segment
process. That is,  is a function not a xed constant.
Proof. We divide the proof into three steps.
Step 1 (Proof of (i)): For any initial data  2 Cr, under the local Lipschitz condition
(H1), Lemma 3.4 yields that there exists a unique maximal local strong solution x(t) to
(3.1) on t 2 ( 1; e), and this solution is continuous for any t 2 ( 1; e) and Ft-adapted.
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To show that this solution is global, we need only prove that e = 1 a.s. Recall that k is
increasing as k !1 and k ! 1  e a.s. If we can show 1 = 1 a.s., then e = 1 a.s.,
which implies that x(t) is actually global. This is equivalent to proving that for any T > 0,
P(k  T )! 0 as k !1. Applying the Ito^ formula to jx(t)j2 yields for any t 2 [0; T ],
Ejx(t ^ k)j2 = Ejx(0)j2 + E
 t^k
0
[2x0(s)f(xs) + jg(xs)j2]ds: (3.12)
By (3.8) in assumption (H2),
x0(t)f(xt)  x0(t)f(0)  1jx(t)j2 + 2
 0
 1
jx(t+ )j21(d)
  

1   1
2

jx(t)j2 + 2
 0
 1
jx(t+ )j21(d) + 1
2
jf(0)j2:
(3.13)
By (3.9) in assumption (H2),
jg(xt)j2  23
 0
 1
jx(t+ )j22(d) + 2jg(0)j2: (3.14)
Substituting (3.13) and (3.14) into (3.12) gives
Ejx(t ^ k)j2  Ejx(0)j2   (21   1)E
 t^k
0
jx(s)j2ds
+22E
 t^k
0
 0
 1
jx(s+ )j21(d)ds
+23E
 t^k
0
 0
 1
jx(s+ )j22(d)ds+ L1T ;
where
L1T = (jf(0)j2 + 2jg(0)j2)T:
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Noting that  2 Cr and 1; 2 2 M2r, by the Fubini theorem and a substitution technique,
for j = 1; 2, we obtain
 t^k
0
 0
 1
jx(s+ )j2j(d)ds
=
 t^k
0
h   s
 1
jx(s+ )j2j(d) +
 0
 s
jx(s+ )j2j(d)
i
ds
=
 t^k
0
ds
  s
 1
e2r(s+)jx(s+ )j2e 2r(s+)j(d) +
 0
 (t^k)
j(d)
 t^k
 
jx(s+ )j2ds

 t^k
0
ds
  s
 1
e2r(s+)jx(s+ )j2e 2r(s+)j(d) +
 0
 1
j(d)
 t^k
0
jx(s)j2ds
 jjjj2r
 t
0
e 2rsds
 0
 1
e 2rj(d) +
 t^k
0
jx(s)j2ds
 1
2r
jjjj2r(2r)j +
 t
0
jx(s ^ k)j2ds;
(3.15)
which implies that
Ejx(t ^ k)j2  L2T + J
 t
0
Ejx(s ^ k)j2ds;
where L2T = L1T + Ejx(0)j2 + jjjj2r(2(2r)1 + 3(2r)2 )=r and J =  21 + 1 + 22 + 23.
Applying the Grownwall inequality yields
Ejx(t ^ k)j2  L2T eJt:
Choosing t = T gives
Ejx(T ^ k)j2  L2T eJT :
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According to the denition of k, x(k) = k. This implies
k2P(k  T ) = Ejx(k)j21fkTg
= Ejx(T ^ k)j21fkTg
 Ejx(T ^ k)j2
 L2T eJT
Note that L2T is independent of k. Letting k !1 yields
lim sup
k!1
P(k  T ) = 0:
This implies that (3.1) has a unique global solution x(t) on [0;1) almost surely.
Step 2 (Proof of (ii)). For any  2 (0; (21   22(2r)1   3(2r)2 ) ^ 2r), applying the Ito^
formula to etjx(t)j2 gives
etEjx(t)j2 = Ejx(0)j2 + E
 t
0
es[jx(s)j2 + 2x0(s)f(xs) + jg(xs)j2]ds:
To obtain (3.10), we can re-estimate (3.13) and (3.14). For any "1; "2 > 0,
2x0(t)f(xt)   (21   "1)jx(t)j2 + 22
 0
 1
jx(t+ )j21(d) + 1
"1
jf(0)j2;
jg(xt)j2  3
1  "2
 0
 1
jx(t+ )j22(d) + 1
"2
jg(0)j2;
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which shows that
etEjx(t)j2  Ejx(0)j2   (21   "1   )E
 t
0
esjx(s)j2ds
+22E
 t
0
 0
 1
esjx(s+ )j21(d)ds+ 3
1  "2E
 t
0
 0
 1
esjx(s+ )j22(d)ds
+
 1
"1
jf(0)j2 + 1
"2
jg(0)j2
 t
0
esds;
Similar to (3.15), by Lemma 3.1 and Corollary 3.2, noting that  < 2r, we have that for
j = 1; 2,
 t
0
 0
 1
esjx(s+ )j2j(d)ds
=
 t
0
esds
h   s
 1
jx(s+ )j2j(d) +
 0
 s
jx(s+ )j2j(d)
i
=
 t
0
esds
  s
 1
jx(s+ )j2j(d) +
 0
 t
j(d)
 t
 
esjx(s+ )j2ds

 t
0
esds
  s
 1
e2r(s+)jx(s+ )j2e 2r(s+)j(d) +
 0
 1
j(d)
 t
0
e(s )jx(s)j2ds
 jjjj2r
 t
0
e (2r )sds
 0
 1
e 2rj(d) +
 0
 1
e j(d)
 t
0
esjx(s)j2ds
 1
2r    jjjj
2
r
(2r)
j + 
()
j
 t
0
esjx(s)j2ds
 1
2r    jjjj
2
r
(2r)
j + 
(2r)
j
 t
0
esjx(s)j2ds;
(3.16)
which implies that
etEjx(t)j2 
h
Ejx(0)j2 + 22
2r    jjjj
2
r
(2r)
1 +
3
(1  "2)(2r   ) jjjj
2
r
(2r)
2
i
 

21   22(2r)1   "1  
3
1  "2
(2r)
2   

E
 t
0
esjx(s)j2ds
+
1

 1
"1
jf(0)j2 + 1
"2
jg(0)j2

(et   1):
(3.17)
Note that 21 > 22
(2r)
1 + 3
(2r)
2 and  2 (0; 21   22(2r)1   3(2r)2 ). We can choose "1
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and "2 suciently small such that
21   22(2r)1   "1  
3
1  "2
(2r)
2    > 0:
This yields that
Ejx(t)j2 
h
Ejx(0)j2+ 22
2r    jjjj
2
r
(2r)
1 +
3
(1  "2)(2r   ) jjjj
2
r
(2r)
2
i
e t+
1

 1
"1
jf(0)j2+ 1
"2
jg(0)j2

:
This is the desired assertion.
Step 3 (Proof of (iii)): Dene e(t) = x(t; 1)  x(t; 2) and
f(t) := f(xt(1))  f(xt(2));
g(t) := g(xt(1))  g(xt(2)):
Then
de(t) = f(t)dt+ g(t)dw(t) (3.18)
with the initial data 1   2. For  > 0 dened in (ii), applying the Ito^ formula to etje(t)j2
gives
etEje(t)j2 = Ej1(0)  2(0)j2 + E
 t
0
es[je(s)j2 + 2e0(s) f(s) + jg(s)j2]ds:
By assumption (H2),
e0(t) f(t)   1je(t)j2 + 2
 0
 1
je(t+ )j21(d); (3.19)
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jg(t)j2  3
 0
 1
je(t+ )j22(d); (3.20)
which implies that
etEje(t)j2 = Ej1(0)  2(0)j2   (21   )E
 t
0
esje(s)j2ds
+22E
 t
0
 0
 1
esje(s+ )j21(d)ds
+3E
 t
0
 0
 1
esje(s+ )j22(d)ds:
(3.21)
Similar to (3.16), for j = 1; 2,
 t
0
 0
 1
esje(s+ )j2j(d)ds  1
2r    jj1   2jj
2
r
(2r)
j + 
(2r)
j
 t
0
esje(s)j2ds; (3.22)
which, together with conditions 21 > 22
(2r)
1 +3
(2r)
2 and  2 (0; 21 22(2r)1  3(2r)2 ),
implies that
Eje(t)j2 
h
Ej1(0)  2(0)j2 + 1
2r   Ejj1   2jj
2
r(22
(2r)
1 + 3
(2r)
2 )
i
e t
 (21   22(2r)1   3(2r)2   )e tE
 t
0
esje(s)j2ds

h
1 +
22
(2r)
1 + 3
(2r)
2
2r   
i
Ejj1   2jj2re t:
This completes the proof.
Remark 3.7. From (3.9),
jg(')  g()j2  3
 0
 1
e 2r[e2rj'()  ()j2]2(d)
 3jj'  jj22r
 0
 1
e 2r2(d)
 3(2r)2 jj'  jj22r;
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which shows that (3.9) implies the global Lipschitz condition for g and is stronger than the
condition jg(')   g()j  ckjj'   jjr in (H1). In the following, if we mention assumptions
(H1) and (H2) simultaneously, (H1) is used only to guarantee the existence and uniqueness
of the local solution, whereas (H2) is used for other properties.
Remark 3.8. Going through the proof of Theorem 3.5, it can be observed that the full
capacity of assumption (H2) is not needed for assertions (i) and (ii). In fact, to deal with (i)
and (ii), assumption (H2) can be replaced with the following monotonicity. For any ' 2 Cr,
there exists constant 1; 2; K and probability measure  2M2r such that
'0(0)f(') +
1
2
jg(')j2  1j'(0)j2 + 2
 0
 1
j'()j2(d) +K: (3.23)
It is clear that when  = 0, (H2) implies the above condition (3.23). Moreover, when we
only consider existence and uniqueness of the global solution (assertion (i)), we can choose
1, 2, and K to be any constant. When we consider the mean-square bounedeness of the
solution (assertion (ii)), we need to impose similar condition on 1; 2 such that 21 >
22
(2r)
1 + 3
(2r)
2 .
Remark 3.9. In our previous papers, for example, [20,59,60], when we examined existence
and uniqueness of the solution of SFDEs with innite delay and its stabilities including the
pth moment stability and almost sure stability, we used the bounded continuous function
space. In [58], Cr was also used. In these papers as well as the results in Theorem 3.5, the
properties of M2r and the norm of the initial data are used. They can also be handled in
other phase spaces such as the bounded continuous function space. In the following, when
the solution map is discussed, it can be observed that the phase space Cr will play a crucial
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role.
Remark 3.10. According to the denition of xt, since xt() = fx(+ t)g = f(+ t)g when
   t, it is easy to observe that for any initial data  2 Cr,
0  lim
! 1
erjxt()j = e rt lim
! 1
er(t+)jx(t+ )j = e rt lim
! 1
erj()j  e rtjjjjr ! 0
as t!1. This implies that if xt has limit, this limit must be in C0r .
Note that the solution x(t) of the SFDE (3.1) is non-Markov since it depends on the
past history. For the SFDE with nite delay, Mohammed (c.f. [46]) showed that the solution
map holds the Markov property, which implies that the properties relative to the Markov
property can be discussed. In the following section, we will establish these properties for the
innite delay SFDE (3.1).
3.3 Solution Map xt and Properties
Last section discussed existence and uniqueness of the solution for SFDE (3.1) and its
asymptotic properties such as the mean-square boundedness and convergence of dierent
solutions from dierent initial data. This section establishes the Markov property for the
solution map xt of SFDE (3.1). To proceed, we have to address its continuity and adaptivity
rst. Then we will also establish the mean-square boundedness of the solution map xt and
convergence of dierent solution maps from dierent initial data.
3.3.1 Continuity and Adaptivity of xt
Theorem 3.11. Under assumptions (H1) and (H2), xt is continuous and Ft-adapted.
Proof. Since the solution x(t) of SFDE (3.1) is continuous, applying property (B) in Ap-
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pendix A gives that xt is Cr-valued continuous. To proceed, we examine the Ft-adaptivity
of xt.
For any function ' 2 Cr, let us dene a function u' by
u'(s) =
8><>:
e
rs
1+s'
 s
1 + s

; s 2 ( 1; 0];
lim#! 1 er#'(#); s =  1:
(3.24)
Let C([ 1; 0];Rn) be the family of continuous functions from [ 1; 0] to Rn. Note that u' 2
C([ 1; 0];Rn) and the transform
D : Cr ! C([ 1; 0];Rn)
dened by
D(') = u' for ' in Cr
is an isometric isomorphism from Cr onto C([ 1; 0];Rn). This implies that Ft-adaption of
uxt is equivalent to Ft-adaptivity of xt. Note that the norm jj'jjr = sups2[ 1;0] u'(s) =: jju'jj.
For the purpose of simplicity, let Xt := uxt . Let us construct the sequence X
(k)
t (s) as follows:
X
(k)
t (s) =
k 1X
i=0
Xt

 

1  i
k

1[ (1  i
k
); (1  i+1
k
))(s):
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By (3.24) and the denition of xt, letting  = s=(1 + s),
X
(k)
t (s) = Xt( 1)1( 1;  k 1
k
)(s) +
k 2X
i=1
Xt

 

1  i
k

1[ (1  i
k
; (1  i+1
k
))(s)
+Xt

  1
k

1[  1
k
;0](s)
= lim
#! 1
er#x(t+ #)1( 1; (k 1))() +
k 2X
i=1
e r(
k
i
 1)x

t 
k
i
  1

1[ ( k
i
 1); ( k
i+1
 1))()
+e 
r
k 1x

t  1
k   1

1[  1
k 1 ;0]
():
(3.25)
Note that x(t) is Ft-adapted. This implies that x(t + #) for any # < 0, x(t   (k=i   1))
for any i  k   1 are Ft-measurable. Hence it is clear that X(k)t is Ft-adapted. Note that
Xt = uxt 2 C([ 1; 0];Rn). This implies that Xt() is uniformly continuous on [ 1; 0], which
further implies that for given t > 0, any s1; s2 2 [ 1; 0] and almost sure ! 2 
,
Xt; := sup
js1 s2j
jXt(s1) Xt(s2)j ! 0 as  ! 0:
According to the denition of X
(k)
t (s), for given t > 0,
jjX(k)t  Xtjjr  Xt; 1k ! 0 a.s. as k !1;
which implies that Xt is Ft-adapted. Hence it follows that xt is Ft-adapted.
3.3.2 Markov Property of xt
To examine the Markov property of xt, let us rst recall the denition of the Markov
process. An n-dimensional Ft-adapted Cr-valued process fXtgt0 holds Markov property if
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for any 0  s  t <1 and A 2 B(Cr),
P(Xt 2 AjFs) = P(Xt 2 AjXs): (3.26)
This denition is equivalent to the following one: for any bounded Borel measurable function
h : Cr ! R and 0  s  t <1,
E(h(Xt)jFs) = E(h(Xt)jXs): (3.27)
For any stopping time  > 0, if
E(h(Xs+ )jF ) = E(h(Xs+ )jX ); (3.28)
Xt is said to have the strong Markov property. The transition probability of the Markov
process dened on Cr is a function p('; s;A; t), dened on 0  s  t < 1, ' 2 B(Cr) with
the following properties:
(a) For every 0  s  t <1 and A 2 B(Cr),
p(Xt; s;A; t) = P(Xt 2 AjXs):
(b) p('; s; ; t) is a probability measure on B(Cr) for every 0  s  t <1 and ' 2 Cr.
(c) p(; s;A; t) is B(Cr)-measurable for every 0  s  t <1 and A 2 Cr.
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(d) The Chapman-Kolmogorov equation
p('; s;A; t) =

Cr
p(; r;A; t)p('; s; d; r)
holds for any 0  s  r  t <1, ' 2 Cr and A 2 B(Cr).
Clearly, in terms of transition probability, the Markov property (3.26) becomes
P(Xt 2 AjFs) = p(Xs; s;A; t): (3.29)
The Markov process fXtgt0 is said to be homogeneous with respect to time if its transition
probability p('; s;A; t) is stationary, namely,
p('; s+ u;A; t+ u) = p('; s;A; t)
for all 0  s  t <1, u  0, ' 2 Cr, A 2 B(Cr).
Theorem 3.12. fxtgt0 is a strong homogenous Markov process.
Proof. Let us divide this proof into two steps.
Step 1 (Strong Markov property): Let  > 0 be any stopping time that is nite a.s.
Note that w(t) is a strong Markov process with independent increment. It follows that F is
independent of G = fw( + s)  w()g for any s > 0. For any t > 0,
x(t+ ) = x() +
 t+

f(xs)ds+
 t+

g(xs)dw(s):
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According to the denition of xt, we have xt(t0; xt0) = x(t+ ; t0; x(t0 + )) with
xt0(t0; xt0) = xt0
for any t0  t. Note that xt(; z) depends completely on the increments w( + s) w() and
so is G -measurable when x = z is given. Hence xt(; z) is independent of F for any t > 0.
For any A  Cr, we therefore have
E(1fxt+ (0;)2AgjF ) = E(1fxt(;x )2AgjF )
= E(1fxt(;z)2Agjz = x )
= P(x = z; xt(; z) 2 Ajz = x )
= E(1fxt(;z)2Agjx ):
By the standard technique, it follows that for any bounded Borel measurable function h :
Cr ! R,
E(h(xt+ )jF ) = E(h(xt+ )jx );
which follows that xt is a strong Markov process.
Step 2 (Homogeneity): According to the denition of transition probability:
p(; u;A; u+ t) = P(xt+u(u; ) 2 A);
where xt+u(u; ) is determined by the solution x(t):
x(t+ u) = (0) +
 t+u
u
f(xs)ds+
 t+u
u
g(xs)dw(s):
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This equation is equivalent to
x(t+ u) = (0) +
 t
0
f(xs+u)ds+
 t
0
g(xs+u)d ew(s); (3.30)
where ew(s) = w(s+ u)  w(u) is clearly an m-dimensional Brownian motion. On the other
hand, we have
x(t) = (0) +
 t
0
f(xs)ds+
 t
0
g(xs)dw(s) (3.31)
with x0 = . Comparing equations (3.30) with (3.31) and noting that xt+u and xt completely
depends on x(t+u) and x(t) and their history, we see by the weak uniqueness that fxt+ugt0
and fxtgt0 are identical in probability law. In consequence,
P(xt+u(u; ) 2 A) = P(xt(0; ) 2 A);
namely,
p(; u;A; u+ t) = p(; 0;A; t):
This completes the proof.
3.4 Mean-square Bounds and Large-time Estimates for xt
In this subsection, by the mean-square boundedness of the solution x(t) and convergence
of dierent solutions from the dierent initial data as well as the properties of the phase space
Cr, we examine the asymptotic properties of the solution map xt.
Theorem 3.13. Under assumptions (H1) and (H2), if 1; 2 and 3 satisfy 21 > 22
(2r)
1 +
3
(2r)
2 , then there exists constants C4; C5 > 0 and  2 (0; (21   22(2r)1   3(2r)2 ) ^ 2r)
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such that for any initial data  2 Cr,
Ejjxtjj2r  C4e t + C5; (3.32)
and for the dierent initial data 1 and 2 2 Cr, the corresponding solution mappings xt(1)
and xt(2) holds that for suciently small " > 0 satisfying " =   " 2 (0; ),
Ejjxt(1)  xt(2)jj2r  C6Ejj1   2jj2re "t; (3.33)
where
C6 = 2 +
1
2r   (22
(2r)
1 + 733
(2r)
2 ) +
C3
"e
;
namely, the solution map xt is mean-square bounded and dierent solution maps from dif-
ferent initial data are convergent.
Proof. According to the denition of the norm jj  jjr, noting that  < 2r, we therefore have
Ejjxtjj2r = E

sup
 1<0
erjx(t+ )j
2
 E

sup
 1<0
ejx(t+ )j2

 E

sup
 1<s0
e (t s)jx(s)j2

+ E

sup
0<st
e (t s)jx(s)j2

= e tEjjjj2r + e tE

sup
0<st
esjx(s)j2

:
(3.34)
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Then, let us apply the Ito^ formula to esjx(s)j2 yields
E

sup
0<st
esjx(s)j2

 Ej(0)j2 + E

sup
0<st
 s
0
eu(jx(u)j2 + 2x0(u)f(xu) + jg(xu)j2)du

+2E

sup
0<st
 s
0
eux0(u)g(xu)dw(u)

:
(3.35)
By (3.13) and (3.16), applying (3.15) yields
E

sup
0<st
 s
0
eu(jx(u)j2 + 2x0(u)f(xu) + jg(xu)j2)du

 E
h
sup
0<st
 s
0
eu

jx(u)j2 + jf(0)j2 + 2jg(0)j2   (21   1)jx(u)j2
+22
 0
 1
jx(u+ )j21(d) + 23
 0
 1
jx(t+ )j22(d)

du
i
 E
h
sup
0<st
 s
0
eu

jf(0)j2 + 2jg(0)j2 + 2
2r    jjjj
2
r(2
(2r)
1 + 3
(2r)
2 )
+(21 + 22
(2r)
1 + 23
(2r)
2 + + 1)jx(u)j2

du
i
 E
 t
0
eu

jf(0)j2 + 2jg(0)j2 + (21 + 22(2r)1 + 23(2r)2 + + 1)jx(u)j2

du
+
2
2r   (2
(2r)
1 + 3
(2r)
2 )Ejjjj2r
=
c1

(et   1) + c2E
 t
0
eujx(u)j2du+ c3;
(3.36)
where
c1 = jf(0)j2 + 2jg(0)j2;
c2 = 21 + 22
(2r)
1 + 23
(2r)
2 + + 1
c3 =
2(2
(2r)
1 + 3
(2r)
2 )
2r    Ejjjj
2
r:
63
By (3.15) and (3.16), applying the Burkholder-Davis-Gundy inequality (see [35]) leads to
2E

sup
0<st
 s
0
eux0(u)g(xu)dw(u)

 12E
  t
0
e2ujx0(u)g(xu)j2du
 1
2
 12E
  t
0
eujx(u)j2  eujg(xu)j2du
 1
2
 12E
h
sup
0<st
esjx(s)j2
 1
2
 t
0
eujg(xu)j2du
 1
2
i
 1
2
E

sup
0<st
esjx(s)j2

+ 72E
 t
0
eujg(xu)j2du
 1
2
E

sup
0<st
esjx(s)j2

+ 72E
 t
0
eu

23
 0
 1
jx(u+ )j22(d) + 2jg(0)j2

du
 1
2
E

sup
0<st
esjx(s)j2

+
1443
(2r)
2
2r    Ejjjj
2
r + 1443
(2r)
2 E
 t
0
eujx(u)j2du+ 144jg(0)j
2

(et   1)
=
1
2
E

sup
0<st
esjx(s)j2

+ c4 + c5E
 t
0
eujx(u)j2du+ c6

(et   1);
(3.37)
where
c4 =
1443
(2r)
2
2r    Ejjjj
2
r; c5 = 1443
(2r)
2 and c6 = 144jg(0)j2:
Substituting (3.36) and (3.37) into (3.35) gives
E

sup
0<st
esjx(s)j2

 2Ej(0)j2+2(c1 + c6)

(et 1)+2(c2+c5)
 t
0
euEjx(u)j2du+2(c3+c4):
By (3.10),  t
0
euEjx(u)j2du  C1t+ C2

(et   1);
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which implies that
E

sup
0<st
esjx(s)j2

 2Ej(0)j2+2(c1 + c6) + 2C2(c5 + c6)

(et 1)+2C1(c2+c5)t+2(c3+c4):
(3.38)
Substituting (3.38) into (3.34) gives
Ejjxtjj2r  [3Ejjjj2r + 2(c3 + c4)]e t +
2(c1 + c6) + 2C2(c5 + c6)

(1  e t)
+2C1(c2 + c5)te
 t
 [3Ejjjj2r + 2(c3 + c4)]e t +
2(c1 + c6) + 2C2(c5 + c6)

+
2C1(c2 + c5)
e
:
(3.39)
Choosing
C4 = 3Ejjjj2r + 2(c3 + c4);
C5 =
2(c1 + c6) + 2C2(c5 + c6)

+
2C1(c2 + c5)
e
giving the desired assertion (3.34).
Now let us prove (3.33). Recalling the denition of e(t) and noting that  < 2r, similar
to (3.34), we obtain
Ejjxt(1)  xt(2)jj2r = E

sup
 1<0
erje(t+ )j
2
 E

sup
 1<0
eje(t+ )j2

 E

sup
 1<s0
e (t s)je(s)j2

+ E

sup
0<st
e (t s)je(s)j2

= e tEjj1   2jj2r + e tE

sup
0<st
esje(s)j2

:
(3.40)
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The denitions of f(t) and g(t) together applying the Ito^ formula to esje(s)j2 lead to
E

sup
0<st
esje(s)j2

 Ej1(0)  2(0)j2
+E

sup
0<st
 s
0
eu(je(u)j2 + 2e0(u) f(u) + jg(u)j2)du

+2E

sup
0<st
 s
0
eue0(u)g(u)dw(u)

:
(3.41)
Note that  2 (0; (21  22(2r)1  3(2r)2 )^ 2r). By (3.19) and (3.20), applying (3.22) gives
E

sup
0<st
 s
0
eu(je(u)j2 + 2e0(u) f(u) + jg(u)j2)du

 E
h
sup
0<st
 s
0
eu

je(u)j2   21je(u)j2 + 22
 0
 1
je(t+ )j21(d)
+3
 0
 1
je(t+ )j22(d)

du
i
 1
2r   (22
(2r)
1 + 3
(2r)
2 )Ejj1   2jj2r
+E
h
sup
0<st

( 21 + 22(2r)1 + 3(2r)2 + )
 t
0
euje(u)j2du
i
 1
2r   (22
(2r)
1 + 3
(2r)
2 )Ejj1   2jj2r:
(3.42)
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By (3.20), applying the Burkholder{Davis{Gundy inequality gives
2E

sup
0<st
 s
0
eue0(u)g(u)dw(u)

 12E
  t
0
e2uje0(u)g(u)j2du
 1
2
 12E
  t
0
euje(u)j2  eujg(u)j2du
 1
2
 12E
h
sup
0<st
esje(s)j2
 1
2
 t
0
eujg(u)j2du
 1
2
i
 1
2
E

sup
0<st
esje(s)j2

+ 72E
 t
0
eujg(u)j2du
 1
2
E

sup
0<st
esje(s)j2

+ 723E
 t
0
 0
 1
euje(u+ )j22(d)du
 1
2
E

sup
0<st
esje(s)j2

+
723
(2r)
2
2r    Ejj1   2jj
2
r
+723
(2r)
2 E
 t
0
euje(u)j2du:
(3.43)
By (3.11), substituting (3.42) and (3.43) into (3.41), and noting that Ej1(0)   2(0)j2 
Ejj1   2jj2r give
E

sup
0<st
esje(s)j2

 2
h
1 +
1
2r   (22
(2r)
1 + 733
(2r)
2 )
i
Ejj1   2jj2r + 1443(2r)2
 t
0
euEje(u)j2du
 2
h
1 +
1
2r   (22
(2r)
1 + 733
(2r)
2 )
i
Ejj1   2jj2r
+1443
(2r)
2 C3Ejj1   2jj2rt:
(3.44)
Substituting (3.44) into (3.40) yields
Ejjxt(1)  xt(2)jj2r 
h
2 +
2
2r   (22
(2r)
1 + 733
(2r)
2 )
i
Ejj1   2jj2re t
+C3Ejj1   2jj2rte t:
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Noting that for any " > 0, te "t  1=(e"), we therefore have
Ejjxt(1)  xt(2)jj2r 
h
2 +
2
2r   (22
(2r)
1 + 733
(2r)
2 ) +
C3
"e
i
Ejj1   2jj2re "t:
This completes this proof.
3.5 Invariant Measure
Based on the above results of the solution map xt, this section can establish the existence
and uniqueness of the invariant measure of xt, which implies the existence of the invariant
measure of x(t) since the distribution of x(t) is the marginal distribution of xt.
Denition 3.14. The solution map xt() dened by (3.1) is said to has an invariant measure
if, for arbitrary F 2 Bb(C0r ) and t  0,
(EtF ) = (F );
where EtF () := EF (xt()).
Theorem 3.15. Under (H1) and (H2), for any initial data  2 Cr, xt() has a unique
invariant measure () on C0r .
Proof. Dene a double sided Wiener process
W (t) =
8><>: W (t); t  0;fW ( t); t  0.
where fW (t) is an independent copy of W (t). Let X(t; s; ) be the solution of the following
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SDE at time t with xs = :
dx(t) = f(xt)dt+ g(xt)d W (t):
By the Markov property of xt, for any t > s1 > s2  0, applying (3.32) and (3.33) gives
EjjX(t; s2; ) X(t; s1; )jj2 = EjjX(t; s1; X(s1; s2; )) X(t; s1; )jj2
 C6EjjX(s1; s2; )  jj2e "(t s1)
! 0
(3.45)
as s1 !1. This implies that in L2(Cr), every sequence fX(t; s; ) : s!  1g is a Cauchy
sequence with the same limit x. And x is independent of the choice of  and t. According
to Remark 3.10, x 2 L2(C0r ) and set its distribution (). (3.45) also shows that x is
independent of the choice of . For any A 2 B(Cr), the transition probability
p('; s;A; t) = P(xt 2 Ajxs = '):
Noting that xt is a homogeneous Markov process, we have
p('; s;A; t) = p('; 0;A; t  s)
By the time homogeneity again, it is easy to observe that
p('; s; ; 0)! () weakly, as s!1:
69
For any  1 < s  t <1, for any F 2 Bb(C0r ), dene
Es;tF () :=

C0r
F (')p(; s; d'; t):
Note that E0;tF = EtF . For any bounded and Lipschitz functional F on C
0
r , clearly, EtF
is bounded and (3.33) shows that it is Lipschitz as well. By the time homogeneity of xt, it
follows from the Chapman-Kolmogorov equation of the transition probability that
(EtF ) =

C0r
EtF (')(d')
= lim
s! 1

C0r
EtF (')p(; s; d'; 0)
= lim
s! 1

C0r

C0r
F ()p('; 0; d; t)p(; s; d'; 0)
= lim
s! 1

C0r
F ()

C0r
p('; 0; d; t)p(; s; d'; 0)
= lim
s! 1

C0r
F ()p(; s; d; t)
= lim
s! 1

C0r
F ()p(; (t+ s); d; 0)
= lim
s! 1

C0r
F ()(d)
= (F );
(3.46)
which implies that () is an invariant measure of the solution map xt. Recall that EtF is
Lipschitz, namely, for any 1; 2 2 Cr,
jEtF (1)  EtF (2)j  CF jjxt(1)  xt(2)jjr;
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where CF is the Lipschitz constant, and by (3.33),
jEtF ()  (F )j 

C0r
jEtF ()  EtF ()j(d)
 CF

C0r
Ejjxt()  xt()jjr(d)
 CF

C0r
(Ejjxt()  xt()jj2r)
1
2(d)
 CF
p
C6e
 "
2
t

C0r
(Ejj   jj2r)
1
2(d):
Then by [8, Lemma 7.1.5, p. 125], we know () is unique.
3.6 Properties of Space Cr
This section discusses a number of properties of the space Cr; see [19] for detailed
development.
Proposition 3.16. The space Cr has the following properties.
(A) For any T > 0, if y is a function on ( 1; T ) mapping into Rn such that y is in Cr
and y is continuous on [0; T ), then for every t 2 [0; T ), the following properties hold:
(i) yt is in Cr, where yt is dened similarly to xt,
(ii) jy(t)j  jjytjjr,
(iii) jjytjjr  e rt sup0st jy(s)j+ e rtjjy0jjr.
(B) For the function y in (A), yt is a Cr-valued continuous function for any t 2 [0; T ).
(C) The space Cr is a complete and separable space.
(D) If f'ng is a Cauchy sequence in Cr with respect to the norm jj'jjr, and if f'n()g
converges to a function '() for  on any compact subset of ( 1; 0], then ' 2 Cr and
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jj'n   'jjr ! 0 as n!1.
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CHAPTER 4 STOCHASTIC INTEGRO-DIFFERENTIAL
EQUATIONS
4.1 Introduction
Time delays are omnipresent and virtually unavoidable in everyday life. Not only are
they of great interest in the study of stochastic dierential equations, but also they appear
ubiquitously in such applications as physics, biology, epidemics, transport, communication
networks, and population models. Because of their importance, stochastic delay dierential
equations (SDDEs) and stochastic functional dierential equations (SFDEs) have received
considerable and sustained attention; see [2,6,12,22,32,41,42,47,61,62] and references therein.
Behaviors of stochastic systems with or without delays can be drastically dierent;
see [30]. When we inject delay into a stochastic dierential equation, the solution of the
stochastic dierential equation is no longer Markov. Losing Markovian properties makes
things more dicult and complex. For a solution of a stochastic dierential equation, we can
connect it to a partial dierential equation using Markovian property once we identify the
operator of the diusion process. However, when delay is present in a system, we no longer
have an appropriate operator to work with. Thus, eort has been made to Markovianize the
underlying systems when delay appears. To preserve the Markov property, Mohammed [47]
examined a solution mapping instead of the solution process itself. The idea can be explained
as follows. For a stochastic functional dierential equation with nite delay (with delay range
from [ ; 0] for some nite  > 0)
dx(t) = f(xt)dt+ g(xt)dw(t) (4.1)
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on t  0, where xt = xt() := fx(t + ) with      0g, f and g satisfy appropriate
conditions, and w(t) is an m-dimensional standard Brownian motion. Under appropriate
conditions, Mohammed [47] proved that although the solution process x(t) is not Markov, the
solution mapping xt (more commonly referred to as segment process) possesses the Markov
property. Moreover, he derived the exact form the weak innitesimal generator associated
with the process xt.
It should be noted many researchers have worked on asymptotic properties of systems
with innite delay (including both deterministic and stochastic) in the past decades; see
for example, [1, 4, 14, 31, 40, 61]. However, to the best of our knowledge, little is known for
asymptotic properties such as ergodicity and invariant measures etc. of functional dierential
equations with innite delay. This paper aims to ll in the gap.
To examine properties of stochastic delay or functional dierential equations with innite
delay, denote by BC := BC(( 1; 0];Rd) the set of all Rd-valued bounded and continuous
function on ( 1; 0]. For any x 2 BC, let  be an R-valued function on ( 1; 0], and dene
(x) =
 0
 1
(s)x1(s)ds; : : : ;
 0
 1
(s)xd(s)ds

:
Let X(t) be a d-dimensional stochastic process satisfying the following stochastic integro-
dierential equation with non-random x0 2 BC. Consider the stochastic integro-dierential
equations with innite delay
dX(t) = f(X(t);(Xt))dt+ g(X(t);(Xt))dw(t) (4.2)
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with the initial data X0 = x0, where Xt = fX(t + s) : s  0g is the segment process of
X(t), f : Rd  Rd ! Rd, g : Rd  Rd ! Rdm, and w(t) is an m-dimensional standard
Brownian Motion. Such equations have a wide range of applications. Take for instance, [23]
considered a stochastic cellular neural networks model, which can be represented by the
following stochastic integro-dierential equations
du(t) =
h
  Au(t) +Bf(u(t)) + Cf
 1
0
K(s)u(t  s)

ds
i
dt+ (u(t))dw(t); (4.3)
where u(t) = (u1(t); : : : ; un(t))
0, A = diag(a1; : : : ; an), B = [bij]nn, C = [cij]nn, f(u) =
(f1(u1); : : : ; fn(un)), K(s) = [Kij(s)]nn and (u) = [ij(uj)]nn, w(t) is an n-dimensional
Brownian motion, in which K satises
 1
0
Kij(s)ds = 1 and
 1
0
Kij(s)e
sds <1
for some  > 0.
In contrast to Mohammed's techniques in [47], we map the process Xt 2 C(( 1; 0];Rd)
into another Polish space (a complete and separable metric space) and obtain an innite
dimensional stochastic dierential equation without delay. We prove that this innite dimen-
sional stochastic dierential equation is equivalent to (4.2). Under appropriate conditions,
we show that the process under the transformation is Feller and ergodic and has an invariant
measure. Based on these nice properties, we obtain a weak sense Fokker-Planck equation for
the transformed process.
The rest of the paper is arranged as follows. In the next section, we present some
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needed notation and lemmas. Then we establish the existence and uniqueness of the solution
of (4.2). To proceed, we map equation (4.2) into an innite dimensional stochastic dierential
equation in Section 4.3. This section also shows equivalence between equation (4.2) and the
corresponding mapped equation, and proves that the solution of this mapped equation is a
continuous, adapted, and homogeneous strong Markov process. Based on these properties, we
proceed to obtain ergodicity of the process. We show that the mapped process is Feller and
establish the existence and uniqueness of invariant measure. Section 4.4.4 gives the ergodicity
of the mapped process together with the expression of the innitesimal generator. Also
presented there is a weak sense Fokker-Planck equation. Finally, a section, which includes
the proof of the existence and uniqueness of the solution for equation (4.2), is provided at
the end of chapter.
4.2 Preliminaries
Throughout this paper, we use the following notation. Let (
;F ;Ft;P) be a complete
probability space, where fFtgt0 is a ltration satisfying the usual conditions (i.e., it is right
continuous and increasing while F0 contains all P-null sets). Let w(t) be an m-dimensional
Brownian motion dened on this probability space. IfX(t) is an Rd-valued stochastic process,
dene Xt = Xt() := fx(t + ) :  1 <   0g for t  0. If A is a vector or a matrix, its
transpose is denoted by A. Denote by C(( 1; 0];Rd) the family of continuous functions
from ( 1; 0] to Rd. To begin, we need more notation and conditions. Let fakg1k=1 be an
increasing sequence of non-negative numbers and  be a positive constant. The following
conditions are needed in the rest of the paper.
Main Conditions.
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(A1) There are sequences of real numbers fkg1k=1 and fkg1k=1, and a sequence of decreasing
positive real numbers fkg1k=1 with 0 = 1 such that
(s) = es
1X
k=1
h
k sin(aks) + k cos(aks)
i
; for s  0
with
1X
k=1
(a2k + 1)
2
k <1;
1X
k=1
(jkj+ jkj) <1 and
1X
k=1
 2k (
2
k + 
2
k) <1:
Without loss of generality, we assume that
1X
k=1
2k = 1 and
1X
k=1
(jkj+ jkj) = 1:
(A2) f and g are Lipschitz, i.e., for any ; &; 0; & 0 2 Rd, there exists a 0 > 0 such that
dX
i=1
jfi(; &)  fi(0; & 0)j+
dX
i=1
mX
j=1
jgij(; &)  gij(0; & 0)j  0
dX
i=1
(ji   0ij+ j&i   & 0ij):
(A3) There exist c1; c2 > 0 with 
2c1 > c2 and some  2 R such that for any ; & 2 Rd,
dX
i=1
ifi(; &) +
1
2
dX
i=1
ii(; &) 
dX
i=1

  c12i + c2&2i

+ ;
where  = (ij) = gg
.
Remark 4.1. We can visualize the delay term (x) as a linear combination of fbl(ak);bl( ak)g
where bl is the Fourier transformation of esx(s). For example, if (s) = es, (x) is the value
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of Laplace transformation of x at .
Condition (A1) can be readily veried. For instance, if fakg only takes values in f1; 2; : : : g
with k and k being decaying exponential fast with exponent ", then we can take k = e
k"=2.
By (A1),
1X
k=1
ak
2
k <1:
Note that
1X
k=1
ak(jkj+ jkj) 
 1X
k=1
a2k
2
k
 1X
k=1
 2k (
2
k + 
2
k)

<1:
Dene a space
F := Rd  Rd  (R1)d  (R1)d
with metric
jj(u0; v0; u; v)  (u00; v00; u0; v0)jj =
 1X
k=0
dX
i=1
2k((uki   u0ki)2 + (vki   v0ki)2)
 1
2
;
dene also a subspace
G := f(u0; v0; u; v) 2 F : sup
k1
(u2ki + v
2
ki)
1
2  v0i; for each i = 1; : : : ; dg:
Note that G is a Polish space (a complete and separable metric space). Let B(F) and B(G) be
the collections of Borel sets of F and G under jj  jj, respectively. For k  0 and i = 1; : : : ; d,
denote euki = (0; : : : ; uki = 1=k; 0; : : : ) and evki = (0; : : : ; vki = 1=k; 0; : : : ). We dene the
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directional derivatives as
@
@uki
(u0; v0; u; v) = lim
s!0
((u0; v0; u; v) + seuki)  (u0; v0; u; v)
s
@
@vki
(u0; v0; u; v) = lim
s!0
((u0; v0; u; v) + sevki)  (u0; v0; u; v)
s
:
(4.4)
We next recall the notion of Frechet dierentiable functions. Let V1 and V2 be two Banach
spaces and D be an open set in V1. A function  : D 7! V2 is Frechet dierentiable [21, p.6] at
a point x 2 D, if there is a bounded linear operator L(x) taking V1 7! V2 such that for every
v 2 V1 with x + v 2 D, jj(x + v)   (x)   L(x)vjj  0(jjvjj; x); where 0(jjvjj; x) satises
0(jjvjj; x)=jjvjj ! 0 as jjvjj ! 0, where jj  jj is the associated norm. The linear operator
L(x) is termed the derivative of  at x and L(x)v is the dierential of  at x. Likewise, we
can proceed to dene higher derivatives if they exist. Moreover, we say that  is of class Ck
provided the kth derivative of  exists and is continuous. Note that for our function , if it
is dierentiable at (u0; v0; u; v), then
1X
k=0
dX
i=1
 @
@uki
(u0; v0; u; v)
2 +  @
@vki
(u0; v0; u; v)
2 <1:
Lemma 4.2. For any C1 function  on F, we have
(u0; v0; u; v)  (u00; v00; u0; v0) =
1X
k=0
dX
i=1
k(uki   u0ki)
 1
0
@
@uki
(z(s))ds
+
1X
k=0
dX
i=1
k(vki   v0ki)
 1
0
@
@vki
(z(s))ds
(4.5)
where z(s) = s(u0; v0; u; v)  (1  s)(u00; v00; u0; v0).
Proof. Note that the right-hand side is convergent for any C1 function . Let u(n) =
79
(u01; : : : ; u
0
n; un+1; : : : ) and v
(n) = (v01; : : : ; v
0
n; vn+1; : : : ). Then we have
(u0; v0; u; v)  (u00; v00; u0; v0) = (u0; v0; u; v)  (u00; v00; u(n); v(n))
+(u00; v
0
0; u
(n); v(n))  (u00; v00; u0; v0):
Note that
j(u00; v00; u(n); v(n))  (u00; v00; u0; v0)j ! 0 as n!1;
and
(u0; v0; u; v)  (u00; v00; u(n); v(n)) =
nX
k=0
dX
i=1
k(uki   u0ki)
 1
0
@
@uki
(z(s))ds
+
nX
k=0
dX
i=1
k(vki   v0ki)
 1
0
@
@vki
(z(s))ds:
Therefore (4.5) holds. The proof is complete.
Lemma 4.3. U%;L = f(u0; v0; u; v) 2 G :
Pd
i=1(u
2
0i + %v
2
0i) < Lg with % > 0 is an open set
with compact closure in G.
Proof. It is easy to see that U%;L is open in G. It suces to prove that any sequence in U%;L
has a convergent subsequence. Let y(n) = (u0(n); v0(n); u(n); v(n)) be a sequence in G with
bound K. By denition of G, we know that for any k  0 and i = 1; : : : ; d
juki(n)j  K and jvki(n)j  jv0i(n)j  K:
Using diagonalization method, we can extract a subsequence fy(nl)g such that there exists
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(u0; v0; u; v) 2 G with u = (uki) and v = (vki), we have for k  0 and i = 1;    ; d,
lim
l!1
uki(nl) = uki and lim
l!1
vki(nl) = vki:
Noting that
P1
k=1 
2
k = 1, for any " > 0, there exist a k" > 0 and an n" > 0 such that
1X
k=k"
2k  "=(dK2);
sup
1id
sup
0kk"
sup
ln"
(juki(nl)  ukij2 + jvki(nl)  vkij2)  "=d:
Then for l  n",
jjy(nl)  yjj2 =
k"X
k=0
dX
i=1
2k((uki(nl)  uki)2 + (vki(nl)  vki)2)
+
1X
k=k"+1
dX
i=1
2k((uki(nl)  uki)2 + (vki(nl)  vki)2)  eK0";
for some eK0 > 0. This demonstrates that fy(nl)g is a convergent subsequence of fy(n)g. The
proof is complete.
4.3 Regularity
Dene for each N , the stopping time sequence N = infft  0 : jX(t)j  Ng. We say
that the solution X(t) is regular if N ! 1 as N ! 1. The following lemma establishes
the existence and regularity of the solution of (4.2).
Lemma 4.4. Under (A1){(A2), for any initial value (non-random) x0 2 BC, the solution
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process X(t) is regular and unique with
E sup
0tT
jX(t)j2  C(T ); for any T  0: (4.6)
Proof. The proof can be found in [25].
Dene a map T on BC by T x := (u0; v0; u; v) by for each i = 1; : : : ; d and k  1,
u0 = x(0); v0i =
 0
 1
esjx0i(s)jds;
uki =
 0
 1
es sin(aks)x0i(s)ds; u = (u1; u2 : : : ); uk = (uk1; : : : ; ukd);
vki =
 0
 1
es cos(aks)x0i(s)ds; v = (v1; v2 : : : ); vk = (vk1; : : : ; vkd):
Noting that for any p2 + q2 = 1, we have for i = 1; : : : ; d,
jpuki + qvkij = j
 0
 1
es(p sin(aks) + q cos(aks))xi(s)dsj  v0i;
and as a result,
sup
k1
(u2ki + v
2
ki)
1
2  v0i: (4.7)
Thus T (BC)  G. Let T (BC) be its closure. Since G is complete, T (BC)  G.
Theorem 4.5. Under (A1){(A2), for any y(0) 2 G, there exists a unique G-valued solution
process y(t) satisfying the innite dimensional stochastic dierential equation
dy(t) = ef(y(t))dt+ eg(y(t))dw(t) (4.8)
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where
ef =
0BBBBBBBBBBBBBB@
f(u0; )
ju0j   v0
 u1   a1v1
...
u0   v1 + a1u1
...
1CCCCCCCCCCCCCCA
11
and eg =
0BBBBBBBBBBBBBB@
g(u0; )
0
0
...
0
...
1CCCCCCCCCCCCCCA
1m
:
Moreover, y(t) is a continuous, Ft-adapted, and homogenous strong Markov process satisfying
that for any nite t > 0,
Ejjy(t)jj2 <1: (4.9)
If y(0) 2 T (BC), y(t) = T Xt is the unique solution to (4.8), where Xt is the segment process
of X(), the solution of (4.2) with initial value X0 with T X0 = y(0).
Remark 4.6. (1) The solution of (3.3) means that there exists a G-valued process y(t) =
(u0(t); v0(t); u(t); v(t)), which is a solution of the following stochastic dierential equation:
for k  1 and i = 1; : : : ; d,
u0(t) = u0(0) +
 t
0
f(u0(s); (s))ds+ g(u0(s); (s))dw(s);
v0i(t) = e
 t

v0i(0) +
 t
0
esju0i(s)jds

;
uki(t) = e
 t

uki(0) cos(akt)  vki(0) sin(akt) +
 t
0
esu0i(s) sin(aks)ds

;
vki(t) = e
 t

uki(0) sin(akt) + vki(0) cos(akt) +
 t
0
esu0i(s) cos(aks)ds

:
(2) Although we are dealing with innite dimensional process, eg and w(t) are nite
dimensional. Therefore, many tools such as martingale inequalities in nite dimensional
spaces can be used here.
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(3) The main idea of this theorem is that we enlarge the dimensions to \Markovianize"
the process. For example, if (s) = es, we can dene v(t) =
 0
 1 (s)x(t+ s)ds. Then (4.2)
becomes
dx(t) = f(x(t); v(t))dt+ g(x(t); v(t))dw(t):
Noting that
dv(t) = [x(t)  v(t)]dt;
it is not dicult to see that (x(t); v(t)) is a Markov process.
Proof. It can be estimated that
(   0)2 =
 1X
k=0
dX
i=1
k(uki   u0ki) + k(vki   v0ki)
2
 2d+1
dX
i=1
h 1X
k=0
k
k
k(uki   u0ki)
2
+
 1X
k=0
k
k
k(vki   v0ki)
2i
 2d+1
1X
k=0
2k

(uki   u0ki)2 + (vki   v0ki)2

;
where  =
P1
k=1
2k
W
2k
2k
. Therefore f and g are Lipschitz on G. To prove the existence of the
solution to (4.8) on F, we follow the steps in the proof of [42, Theorem 3.1] using Picard
iterations. The detailed proof for the existence and uniqueness will be given in the appendix.
(4.9) also holds from the proof in the appendix.
Now we prove if y(0) 2 G (i.e. for k  1, (u2ki(0) + v2ki(0))
1
2  v0i(0)), then for all t > 0,
y(t) 2 G i.e., for k  1, (u2ki(t) + v2ki(t))
1
2  v0i(t):
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Noting that for k  1 and i = 1; : : : ; d,
d
0B@ uki(t)
vki(t)
1CA =
0B@   ak
 ak  
1CA
0B@ uki(t)
vki(t)
1CA dt+
0B@ 0
u0i(t)
1CA dt
and
dv0i(t) = ( v0i(t) + ju0i(t)j)dt;
we have
uki(t) = e
 t

uki(0) cos(akt)  vki(0) sin(akt) +
 t
0
esu0i(s) sin(aks)ds

;
vki(t) = e
 t

uki(0) sin(akt) + vki(0) cos(akt) +
 t
0
esu0i(s) cos(aks)ds

;
v0i(t) = e
 tv0i(0) + e t
 t
0
esju0i(s)jds:
For any p = sin o and q = cos o with any o 2 R,
jpuki(t) + qvki(t)j = e t
uki(0) sin(akt+ o) + vki(0) cos(akt+ o) +  t
0
esu0i(s) sin(aks+ o)ds

 e t(u2ki(0) + v2ki(0))
1
2 + e t
 t
0
esju0i(s)jds:
 v0i(t):
Thus, we have for k  1,
(u2ki(t) + v
2
ki(t))
1
2  v0i(t):
This ensures that y(t) 2 G. Therefore we can consider (4.8) on G instead of F.
By the proof of existence and uniqueness, we know each element of y(t) is continuous
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w.r.t. t. Therefore to prove y(t) is continuous in G, it suces to prove
lim
t!0
1X
k=1
dX
i=1
2k((uki(t)  uki(0))2 + (vki(t)  vki(0))2) = 0: (4.10)
Careful calculation leads to
2kd((uki(t)  uki(0))2 + (vki(t)  vki(0))2)
= 22k
h
(uki(t)  uki(0))(uki(t)  akvki(t))dt
+2(vki(t)  vki(0))(u0i(t)  vki(t) + akuki(t))dt
i
:
Noting that y(t) is regular and fuki; vkig are bounded by v0i, if we take the innite summation
for k and i, the righthand side is convergent. Thus (4.10) holds and y(t) is continuous in G.
By the result in [55, p.147], B(F) is the same as B0(F), the smallest -algebra generated
by the cylinder sets under the norm jj  jj. Note G is a closed and measurable subset of
F. Naturally we have B(G) = B0(F)
T
G. For y(0) 2 G, since uk(t); vk(t) are Rd-valued,
Ft-adapted processes and G is countably innite, y(t) is also Ft-adapted.
The strong Markov property of y(t) stems from the strong Markov property of w(t).
w(t) is a strong Markov process with independent increment, i.e. for any nite stopping time
 > 0, F and fw( + s)  w()g are independent. Looking at
y(t+ ) = y() +
 t+

ef(y(s))ds+  t+

eg(y(s))dw(s)
and letting y(t + ; x) = y(t + ) with y() = x, obviously y(t + ; x) is independent of F .
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Then by [42, Lemma 9.2],
E(I(y(t+ ) 2 A)jF ) = E(I(y(t+ ; y()) 2 A)jF )
= EI(y(t+ ; z) 2 A)jz=y()
= P(y() = z; y(t+ ) 2 A)jz=y()
= E(I(y(t+ ) 2 A)jy()):
Therefore y(t) is a strong Markov process. Since the strong solution y(t) is unique and ef , eg
are autonomous, by [42, Theorem 9.5], y(t) is homogenous.
For y(0) 2 T (BC), there exists a X0 2 BC such that T X0 = y(0). Let y(t) = T Xt
where X(t) is the solution to (4.2). Note that for each k = 1; 2; : : : ,
uk(t+t)  uk(t) =
 0
 1
es sin(aks)X(t+t+ s)ds 
 0
 1
es sin(aks)X(t+t+ s)ds
=
 0
 1

e(s t) sin(ak(s t))  es sin(aks)

X(t+ s)ds
+
 0
 t
es sin(aks)X(t+t+ s)ds:
Since Xt 2 BC, by (A1), we have
duk(t) =  
 0
 1
(es sin(aks) + ake
s cos(aks))X(t+ s)ds
=

  uk(t)  akvk(t)

dt:
Similarly we can prove that
dvk(t) =

u0(t)  vk(t) + akuk(t)

dt
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and
dv0i(t) =

ju0i(t)j   v0i(t)

dt:
Using the uniqueness of the solution, y(t) is the solution to (4.8). The proof is complete.
From now on, we consider y(t) only on G. Since y(t) is a strong Markov process, it has
an operator L. The following lemma gives the explicit form of L.
Lemma 4.7. Under (A1){(A2), for y(0) 2 G and any h on F which is C2 w.r.t. u0 and C1
w.r.t. v0; u; v,
dh(y(t)) = Lh(y(t))dt+
dX
i=1
@h
@u0i
(y(t))gi(u0(t); (t))dw(t); (4.11)
where the operator L of y(t) has the following form,
Lh(u0; v0; u; v) =
dX
i=1
fi
@h
@u0i
+
1
2
dX
i;j=1
ij
@2h
@u0i@u0j
+
dX
i=1
(ju0ij   v0i) @h
@v0i
+
1X
k=1
dX
i=1
k( uki   akvki) @h
@uki
+
1X
k=1
dX
i=1
k(u0i   vki + akuki) @h
@vki
:
Proof. Let N = infft  0 : jjy(t)jj  Ng and yn(t) = (u0(t); v0(t); u(n)(t); v(n)(t)) where
u(n)(t) = (u1(t); : : : ; un(t); un+1(0); : : : ) and v
(n)(t) = (v1(t); : : : ; vn(t); vn+1(0); : : : ): Since
y(t) is regular, N <1 and N " 1 as N !1. Note that
h(y(t ^ N))  h(y(0)) = h(y(t ^ N))  h(yn(t ^ N)) + h(yn(t ^ N))  h(y(0)):
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Since h is continuous on F, it is easy to see that
lim
n!1
h(y(t ^ N))  h(yn(t ^ N)) = 0:
Applying Ito's formula to yn(t) (nite dimension process) gives
h(yn(t ^ N))  h(y(0))
=
dX
i=1
 t^N
0
@h
@u0i
(yn(s))fi(u0(s); (s))ds
+
dX
i=1
 t^N
0
@h
@u0i
(yn(s))gi(u0(s); (s))dw(s)
+
dX
i=1
nX
k=1
 t^N
0
k
@h
@uki
(yn(s))duki(s)
+
dX
i=1
nX
k=0
 t^N
0
k
@h
@vki
(yn(s))dvki(s)
+
dX
i;j=1
 t^N
0
@2h
@u0i@u0j
(yn(s))gi(u0(s); (s))g

j (u0(s); (s))ds:
:=
5X
j=1
Ij:
Note that h is C2 w.r.t. u0 and C
1 w.r.t v0; u; v. By using Fatou's lemma
lim
n!1
(I1 + I5)
=
dX
i=1
 t^N
0
@h
@u0i
(y(s))fi(u0(s); (s))ds
+
dX
i;j=1
 t^N
0
@2h
@u0i@u0j
(y(s))gi(u0(s); (s))g

j (u0(s); (s))ds:
(4.12)
Noting that
lim
n!1
E
 t^N
0
 @h
@u0i
(y(s))  @h
@u0i
(yn(s))
2
gi(u0(s); (s))g

i (u0(s); (s))ds = 0;
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we have
lim
n!1
I2 =
dX
i=1
 t^N
0
@h
@u0i
(y(s))gi(u0(s); (s))dw(s): (4.13)
Noting that
dX
i=1
1X
k=1
 t^N
0
k
 @h
@uki
(y(s))( uki   akvki)
ds <1
and
dX
i=1
1X
k=1
 t^N
0
k
 @h
@vki
(y(s))(u0i   vki + akuki)
ds <1;
we have
lim
n!1
(I3 + I4)
=
dX
i=1
1X
k=1
 t^N
0
k
@h
@uki
(y(s))( uki   akvki)ds
+
dX
i=1
1X
k=1
 t^N
0
k
@h
@vki
(y(s))(u0i   vki + akuki)ds
+
dX
i=1
 t^N
0
@h
@vki
(y(s))(ju0ij   v0i)ds:
(4.14)
From (4.12) to (4.14), we have (4.11). The proof is complete.
Remark 4.8. In (4.11), the integration of the second term on the right-hand side is a local
martingale. In the following sections, when we take h() = (1 +Pdi=1(u20i + %v20i)) for some
 > 1 or h() = jj  jj2, it turns out to be a martingale since we have
jjf(y)jj2 + jjg(y)jj2  K(ju0j2 + jv0j2) and for k  1; (u2ki(t) + v2ki(t))
1
2  v0i(t)
which can conclude that
E sup
0tT
jjy(t)jj1 <1 for any nite 1 and T > 0: (4.15)
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4.4 Ergodicity
In this section, we will prove Feller property for y(t) rst. Then we will prove the
existence and uniqueness of the invariant measure and its domain. Finally, we will present a
law of large number type-ergodicity.
4.4.1 Feller Property
If for bounded continuous function h on G (a Polish space), E[h(y(t))jy(0) = z] is a
continuous function w.r.t. z on G, y(t) is called a Feller process (or the transition probability
is Feller) in G. Because y(t) is a homogenous Markov process, dene P(t; z; A) = P(y(t) 2
Ajy(0) = z).
Theorem 4.9. Under (A1){(A2), P(t; z; ) is Feller.
Proof. Let y(t) and y0(t) be the process with y(0) = z and y0(0) = z0, respectively. Let
R(t) = Ejjy(t)  y0(t)jj2. Since f and g are both Lipschitz and
1X
k=1
2kakj(vki   v0ki)(uki(t)  u0ki(t))j  4
1X
k=1
2kak(jv0i(t)j2 + jv00i(t)j2) <1;
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by Lemma 4.7, we have
R(t) = jjz   z0jj2
+
dX
i=1
E
 T
0
2(u0i(t)  u00i(t))

(fi(u0(t); (t))  fi(u00(t); 0(t))

dt
+
dX
i=1
E
 T
0

gi(u0(t); (t))  gi(u00(t); 0(t))

gi (u0(t); (t))  gi (u00(t); 0(t))

dt
 2
dX
i=1
E
 T
0
1X
k=1
2k(uki(t)  u0ki(t))2dt 
dX
i=1
 T
0
1X
k=1
2kak(vki   v0ki)(uki(t)  u0ki(t))dt
 2
dX
i=1
E
 T
0
1X
k=1
2k(vki(t)  v0ki(t))2dt+
dX
i=1
 T
0
1X
k=1
2kak(uki   u0ki)(uki(t)  u0ki(t))dt
+2
dX
i=1
 T
0
1X
k=1
2k(u0i(t)  u00i(t))(vki(t)  v0ki(t))dt
+2
dX
i=1
E
 T
0
(ju0i(t)j   ju00i(t)j)((v0i(t)  v00i(t)))dt
 2
dX
i=1
E
 T
0
((v0i(t)  v00i(t)))2dt
 R(0) + c
 T
0
R(t)dt:
(4.16)
By virtue of Grownwall's inequality, we have
Ejjy(t)  y0(t)jj2  cjjz   z0jj2; (4.17)
where c is a constant depending on t. Let h be a bounded continuous function (with bound
1) on G. Let B = fjjy(t)  y0(t)jj2  g. For any " > 0, there exists a L > 0 such that
P(jjy(t)jj  L)  "
4
: (4.18)
Noting that h is uniformly continuous on 
L+1 = fez 2 G : jjezjj  L + 1g (
L is compact),
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there exists a 0 <  < 1 such that for any o; o0 2 
L with jjo  o0jj  ,
jh(o)  h(o0)j  "
4
:
Thus we have
Ejh(y(t))  h(y0(t))jI(Bc ; y(t) 2 
L) <
"
2
: (4.19)
For jjz   z0jj  2"=(8c),
Ejh(y(t))  h(y0(t))jI(B; y(t) 2 
L) < 2c 2jjz   z0jj < "
4
: (4.20)
By (4.18), (4.19), and (4.20),
Ejh(y(t))  h(y0(t))j  Ejh(y(t))  h(y0(t))jI(y(t) 2 
cL)
+Ejh(y(t))  h(y0(t))jI(Bc ; y(t) 2 
L)
+Ejh(y(t))  h(y0(t))jI(B; y(t) 2 
L) < "
Thus we conclude that Eh(yz(t)) is continuous w.r.t. z. This shows P(t; z; ) is Feller. The
proof is complete.
4.4.2 Existence and Uniqueness of Invariant Measure
To prove the existence and uniqueness of invariant measure of (4.8), we rst present a
lemma and a proposition.
Lemma 4.10. Under (A1){(A3), there exist ,  > 0,  > 1, and % > 0 such that for
 = 1 +
Pd
i=1(u
2
0i + %v
2
0i) on G,
L    + : (4.21)
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Proof. By (A1), we have 2i  v20i. Since g is Lipschitz, there exists a K > 0 such that
dX
i;j=1
u0iu0jij  K2:
By (A3), we can pick c1 > 
0 > 0 small enough such that 2(c1   0) > c2 + 0. Let
% = 2

 +
p
2   (c2 + 0)=(c1   0)

, " = 1
2

 +
p
2   (c2 + 0)=(c1   0)

and 1 <  <
1 + 0=(2K). Then we have
L = 2 1
 dX
i=1
%( v20i + ju0ijv0i) +
dX
i=1
u0ifi +
1
2
dX
i=1
ii +
   1

dX
i;j=1
u0iu0jij

 2 1
dX
i=1

%("  )v20i +
%
4"
u20i   c1u20i + c22i

+ 2(   1)K
  2 1
dX
i=1

(c1   %
4"
)u20i + (%  %"  c2)v20i

+ 2(   1)K
  0 + 
=   + ;
where  = 0. The proof is completed.
Proposition 4.11. Under (A1){(A3), it follows that for some  > 1,
sup
t0
Ejjy(t)jj2 <1
Proof. Since y(t) is regular, by (4.15), using Grownwall's inequality, we have
sup
t0
E(y(t)) <1:
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Since y(t) 2 G, it follows that
sup
t0
Ejjy(t)jj2 <1:
The proof is complete.
We pose another condition below.
(A4) There exist c3 and c4 > 0 with 2c3 >
1

+ 1
 2dc4 and   2dc4 > 0 such that
2
dX
i=1
(i   0i)(fi(; &)  fi(0; & 0)) +
dX
i=1
(gi(; &)  gi(0; & 0))(gi (; &)  gi (0; & 0))

dX
i=1

  c3(i   0i)2 + c4(&i   & 0i)2

:
Remark 4.12. If we take 0 = 0 and & 0 = 0, (A3) is a special case of (A4) with dierent
constants.
Theorem 4.13. Under (A1){(A3), y(t) with y(0) 2 G has at least one invariant measure
() on G. If we further assume (A4) holds, the invariant measure is unique.
Proof. (Existence.) By Proposition 4.11, we know that for some % > 0,
sup
t0
E
dX
i=1
(u20i(t) + %v
2
0i(t)) <1:
By Chebyshev's inequality, for any " > 0, for L large enough,
P(y(t) 2 U%;L) > 1  ":
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Noting that U%;L is compact in G, y(t) is tight. Dene
t() = 1
t
 t
0
P(s; z; )ds:
It is easy to see that t() is also tight. Since G is a Polish space, there exists tn ! 1 and
a measure (),
tn()! () weakly:
Since P(t; z; ) is Feller, by [8, Theorem 3.1.1, p.21], () is an invariant measure of P(t; z; ).
(Uniqueness.) By Lemma 4.7, it follows that
R(T ) = jjy(0)  y0(0)jj2
+
dX
i=1
E
 T
0
2(u0i(t)  u00i(t))

(fi(u0(t); (t))  fi(u00(t); 0(t))

dt
+
dX
i=1
E
 T
0

gi(u0(t); (t))  gi(u00(t); 0(t))

gTi (u0(t); (t))  gTi (u00(t); 0(t))

dt
 2
dX
i=1
E
 T
0
1X
k=1
2k(uki(t)  u0ki(t))2dt 
dX
i=1
 T
0
1X
k=1
2kak(vki   v0ki)(uki(t)  u0ki(t))dt
 2
dX
i=1
E
 T
0
1X
k=1
2k(vki(t)  v0ki(t))2dt+
dX
i=1
 T
0
1X
k=1
2kak(uki   u0ki)(uki(t)  u0ki(t))dt
+2
dX
i=1
 T
0
1X
k=1
2k(u0i(t)  u00i(t))(vki(t)  v0ki(t))dt
+2
dX
i=1
E
 T
0
(ju0i(t)j   ju00i(t)j)((v0i(t)  v00i(t)))dt
 2
dX
i=1
E
 T
0
((v0i(t)  v00i(t)))2dt:
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Thus,
R(t)  jjz   z0jj2 +
dX
i=1
E
 T
0

  (c3   "1   "2)ju0i(t)  u00i(t)j2
 (2  1
"2
)jv0i(t)  v00i(t)j2   (2  2d+1c4)
1X
k=1
2k(uki(t)  u0ki(t))2
 (2  1
"1
  2d+1c4)
1X
k=1
2ki(vki(t)  v0ki(t))2

dt:
By virtue of Grownwall's inequality, picking out some appropriate positive "1 and "2, we
have for some "0 > 0
R(T )  cjjy(0)  y0(0)jj2e "0T : (4.22)
where c and "0 are independent of T . We dene B and 
L same as before. For any " > 0,
by Proposition 4.11, by Chebyshev's inequality, there exists a L > 0 such that
sup
t>0
P(y(t) 2 
L) < "
4
: (4.23)
For any bounded and continuous function h with bound 1, h is uniformly continuous on

L+1. Then there exists 0 <  < 1 such that the following holds uniformly w.r.t. t,
Ejh(y(t))  h(y0(t))jI(Bc ; y(t) 2 
L) <
"
2
: (4.24)
For t  1
"0 log
"
4cjjz z0jj2 , we have
Ejh(y(t))  h(y0(t))jI(B; y(t) 2 
L) < 2c 2jjz   z0jj < "
4
: (4.25)
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Then (4.23). (4.24), and (4.25) yield that for any bounded continuous function h with bound
1,
lim
t!1
Ejh(y(t))  h(y0(t))j = 0:
By [24, Proposition 2.2], the invariant measure is unique. The proof is complete.
Remark 4.14. Since for some  > 1, supt0 Ejjyz(t)jj2 <1 for any y(0) = z 2 G, we know

G
jjzjj2(dz) <1: (4.26)
Proposition 4.15. (Weak Sense Fokker-Planck Equation) Under (A1){(A4), for any C1
function ' dened on G that vanishes outside the set bK := f(u0; v0; u; v) 2 G : ju0j2+ jv0j2 
Kg, we have 
G
L'(z)(dz) = 0: (4.27)
Proof. By virtue of Lemma 2.2, bK is a compact subset of G and the C1 function '
satises

G '(z)(dz) =
 bK (dy): Let yz(t) be the solution with y(0) = z. Noting that L'
is bounded and using (4.11),
E('(yz(t))  '(z) = E
 t
0
L'(yz(s))ds: (4.28)
Integrating both sides of (4.28) w.r.t. (), we arrive at

G
E('(yz(t))(dz) 

G
'(z)(dz) =

G
E
 t
0
L'(yz(s))ds(dz):
Because () is the invariant measure, the left-hand side above is 0. The boundedness of L'
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leads to
0 =
 t
0

G
EL'(yz(s))ds(dz) =
 t
0

G
L'(z)(dz)ds:
In view of the arbitrariness of t, we obtain (4.27). The proof is complete.
4.4.3 Invariant Set
If y(0) 2 T (BC), by Theorem 4.5, y(t) = T Xt for some Xt 2 BC. Therefore we have
y(t) 2 T (BC). Now we look at T (BC), the closure of T (BC). The following proposition
holds.
Proposition 4.16. If y(0) 2 T (BC), under (A1){(A2), y(t) 2 T (BC). Therefore T (BC) is
a closed invariant set for (4.8).
Proof. Let yn(t) and y(t) be the solutions of (4.8) with initial conditions yn(0) and y(0),
respectively. By (4.17), if yn(0)! y(0), then for nite t  0,
Ejjyn(t)  y(t)jj2 ! 0 as n!1:
By virtue of Borel-Cantelli lemma, there exists nk !1,
ynk(t)! y(t) a.s.
Since ynk(t) 2 T (BC), y(t) 2 T (BC). The proof is complete.
Theorem 4.17. Under (A1){(A4), the unique invariant measure () is supported in T (BC).
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Proof. By the proof for the uniqueness part of Theorem 4.13, we know that the invariant
measure does not depend on the choice of y(0). We take y(0) 2 T (BC). Then
fz : there exists a t > 0, such that y(t) = zg  T (BC):
Noting that T (BC) is closed, the proof is complete.
4.4.4 Law of Large Numbers
Theorem 4.18. Under (A1){(A4), for any y(0) 2 G and h 2 B(G) with Ejhj < 1, we
have
P

lim
T!1
1
T
 T
0
h(y(t))dt = Eh

= 1: (4.29)
Proof. We assume that the initial condition y(0) with distribution () and h is a
Lipschitz function (Ejhj < 1 holds). Then y() is strictly stationary and y(t) is with
distribution () for any t  0. Similar to (4.22), we can for any z 2 G, for some "0 > 0
(independent of z),
Ejjyz(t)  y(t)jj2  c(1 + jjzjj2)e "0t
where yz(t) is the solution of (4.8) with initial value z. Thus we have

G
h(z0)

P(t; z; dz0)  (dz0)
  c(1 + jjzjj)e "0t=2:
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By (4.26), note that
E
 T
0
h(y(t))  hdt
2
=
 T
0
 T
0
Eh(y(t))h(y(s))ds  h2T 2
= 2
 T
0
 t
0

G

G
h(z)h(z0)P(t  s; z; dz0)(dz)dsdt  h2T 2
= 2
 T
0
(T   t)

G

G
h(z)h(z0)P(t; z; dz0)(dz)dt  h2T 2
= 2
 T
0
(T   t)

G

G
h(z)h(z0)

P(t; z; dz0)  (dz0)

(dz)dt
 2c
 T
0
(T   t)

G
h(z)(1 + jjzjj)e "0t=2(dz)dt
 c
"0

1 +

G
jjzjj2(dz)

T:
Consequently, we have
E
 1
T
 T
0
h(y(t))  hdt
2
 c
"0T

1 +

G
jjzjj2(dz)

:
By virtue of Borel-Cantelli's lemma, for  > 1, we have
lim
N!1
1
N 
 N
0
h(y(t))dt = h a.s. (4.30)
Note that for h+ = hI(h > 0), (4.30) also holds. Noting that for N   T < (N + 1),
1
N 
 N
0
h+(y(t))dt  1
T
 T
0
h+(y(t))dt 
N + 1
N
 1
(N + 1)
 (N+1)
0
h+(y(t))dt:
Thus we have
lim
T!1
1
T
 T
0
h+(y(t))dt = Eh+ a.s.
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Noting that h = h+   h , we have
lim
T!1
1
T
 T
0
h(y(t))dt = Eh a.s.
By (4.22), for any z 2 G, we have
E
 1
0
jjy(t)  yz(t)jjdt <1:
Since h is Lipschitz,
lim
T!1
1
T
 T
0
h(y(t))  h(yz(t))dt = 0 a.s.
Therefore (4.29) holds for any y(0) 2 G for Lipschitz h. By the dominant convergent theorem,
(4.29) holds for any y(0) 2 G and h with Ejhj <1. The proof is complete.
4.5 Proof of Theorem 4.5
Proof of Theorem 4.5. Existence: Let y(0)(t) = y(0) for 0  t  T . For n  1, dene
the Picard iterations, for 0  t  T ,
u
(n)
0 (t) = y(0) +
 t
0
f(y(n 1)(s))ds+
 t
0
g(y(n 1)(s))dw(s);
v
(n)
k (t) = e
 tv0(0) + e t
 t
0
esju(n)0 (s)jds;
u
(n)
k (t) = e
 t

uk(0) cos(akt)  vk(0) sin(akt) +
 t
0
esu
(n)
0 (s) sin(aks)ds

;
v
(n)
k (t) = e
 t

uk(0) sin(akt) + vk(0) cos(akt) +
 t
0
esu
(n)
0 (s) cos(aks)ds

:
(4.31)
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Clearly,
 T
0
jjy(0)(t)jj2dt < 1. By iteration,  T
0
jjy(n)(t)jj2dt < 1. Then for some K > 0
independent of n, we have
Ejjy(n)(t)jj2  K(T + 1)(1 + jjy(0)jj2) +K(T + 1)
 t
0
Ejjy(n 1)(s)jj2ds:
In what follows, we useK as a generic positive constant whose values may change for dierent
appearances. Noting y(0)(t) = y(0),
max
1nN
Ejjy(n)(t)jj2  K(T + 1)(1 + jjy(0)jj2) +K(T + 1)
 t
0
max
1nN
Ejjy(n 1)(s)jj2ds:
 K(T + 1)

(1 + jjy(0)jj2) +
 t
0
[jjy(0)jj2 + max
1nN
Ejjy(n)(s)jj2]ds

 K(T + 1)

(1 + jjy(0)jj2) +
 t
0
max
1nN
Ejjy(n)(s)jj2ds

:
Grownwall's inequality implies that
sup
n1;t2[0;T ]
Ejjy(n)(t)jj2  K(T + 1)(1 + jjy(0)jj2)eKT (T+1):
Noting that eg is Rd-valued, the martingale inequality implies that
Ejjy(1)(t)  y(0)(t)jj2  Kjju(1)0 (t)  u(0)0 (t)jj2
 KEj
 t
0
f(y(0)(s))dsj2 +KEj
 t
0
g(y(0)(s))dw(s)j2
 KT (1 + jjy(0)jj2)eKT (T+1) := K1:
(4.32)
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Denote K0 = maxf2; 420(1 + 2d+1)g and M = 2K0(T + 1), where  is dened in Theorem
4.5 and 0 is the Lipschitz constant of f and g in (A2). We claim that for n  0,
Ejjy(n+1)(t)  y(n)(t)jj2  K1(Mt)
n
n!
for 0  t  T: (4.33)
By (4.32), (4.33) holds for n = 0. By induction, for n+ 1,
Ejy(n+2)(t)  y(n+1)(t)j2  2TE
 t
0
jf(y(n+1)(s))  f(y(n)(s))j2ds
+2Ej
 t
0
g(y(n+1)(s))  g(y(n)(s))dw(s)j2
+K0T
 t
0
ju(n+1)0 (s)  u(n)0 (s)j2ds
 2K0(T + 1)
 t
0
jjy(n+1)   y(n)(s)jj2ds
M
 t
0
K1(Ms)
n
n!
ds =
K1(Mt)
n+1
(n+ 1)!
:
Then, (4.33) holds for n  0. Note that
E sup
0tT
jjy(n+1)(t)  y(n)(t)jj2  2TE
 T
0
jf(y(n)(s))  f(y(n 1)(s))j2ds
+2E sup
0tT
j
 T
0
g(y(n)(s))  g(y(n 1)(s))dw(s)j2
+K0T
 t
0
ju(n)0 (s)  u(n 1)0 (s)j2ds
 4K1(MT )
n
n!
:
By virtue of the Borel-Cantelli lemma and noting that
1X
n=1
P( sup
0tT
jjy(n+1)(t)  y(n)(t)jj2  1
2n
) <1;
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we have that for some n0,
jjy(n+1)(t)  y(n)(t)jj2  1
2n
a.s. for n  n0:
Therefore, with probability 1,
y(n)(t) = y(0)(t) +
nX
k=1
(y(k)(t)  y(k 1)(t))
converges uniformly in t 2 [0; T ]. Denote the limit by y(t). Clearly y(t) is continuous and
each element is Ft-adapted. By (4.33), y(n)(t) converges to y(t) in L2 as well. Letting n!1,
we have
Ejjy(t)jj2  K1e3KT (T+1) for 0  t  T:
It remains to show that y(t) satises equation (4.8). Note that for K0 = maxf2; 420(1 +
2d+1)g,
Ejjy(t) 
 t
0
ef(y(t))dt+  t
0
eg(y(t))dw(t)jj2
 Ejjy(t)  y(n)(t)jj2
+Ej
 t
0
f(y(n)(s))ds 
 t
0
f(y(s))dsj2 + Ej
 t
0
g(y(n)(s))dw(s) 
 t
0
g(y(s))dw(s)j2
+K0TE
 T
0
ju(n)0 (t)  u(t)j2dt
 Ejjy(t)  y(n)(t)jj2 + 2K0(T + 1)
 T
0
Ejjy(n)(s)  y(s)jj2ds:
Letting n!1 yields that y(t) is the solution to (4.8).
Uniqueness: If y(s) and ey(s) are two solutions with y(0) = ey(0), (4.16) implies the
uniqueness of the solution by Grownwall's inequality. The proof is complete.
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ERGODICITY OF STOCHASTIC SWITCHING DIFFUSIONS
AND STOCHASTIC DELAY SYSTEMS
by
HONGWEI MEI
August 2016
Advisor: Dr. Gang George Yin
Major: Mathematics (Applied)
Degree: Doctor of Philosophy
This dissertation contains two main parts. The rst part focuses on numerical algo-
rithms for approximating the ergodic means of suitable functions of solutions to stochastic
dierential equations with Markov regime switching. Our main eort is devoted to obtaining
the convergence and rates of convergence of the approximation algorithms. The study is
carried out by obtaining laws of large numbers and laws of iterated logarithms for numerical
approximation to long-run averages of suitable functions of solutions to switching diusions.
The second part is devoted to stochastic functional dierential equations (SFDEs) with
innite delay. This part consists of two main themes. First, existence and uniqueness of the
solutions of such equations are examined. Because the solutions of the delay equations are
not Markov, a viable alternative for studying further asymptotic properties is to use solu-
tion maps or segment processes. By examining solution maps, we investigates the Markov
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properties as well as the strong Markov properties. Also obtained are adaptivity and conti-
nuity, mean-square boundedness, and convergence of solution maps from dierential initial
data. Then we examine the ergodicity of underlying processes and establishes existence of
the invariant measure for SFDEs with innite delay under suitable conditions.
The next theme examines the properties of stochastic integro-dierential equations with
innite delay (or unbounded delay). Our main approach is to map the solution processes into
another Polish space. Under suitable conditions, it is shown that the resulting processes are
Markov. Furthermore, sucient conditions for Feller property, recurrence, ergodicity, and
existence of invariant measures are obtained. Moreover, weak sense Fokker-Planck equations
are derived for the underlying processes.
114
AUTOBIOGRAPHICAL STATEMENT
Hongwei Mei
Education
 Ph.D. in Applied Mathematics, Wayne State University, August 2016 (expected)
 M.S. in Statistics, University of Science and Technology of China (2011)
 B.S. in Mathematics, University of Science and Technology of China (2008)
Awards
 2015-2016. Graduate Research Assistantship (with fund provided by the National Sci-
ence Foundation).
 2013-2014.The Maurice J. Zelonka Endowed Scholarship.
 2011-2012. Graduate Research Assistantship (with fund provided by the National Sci-
ence Foundation).
Publications and Preprints
1. Wu, F., Yin, G. andMei, H., Stochastic functional dierential equations with innite
delay: existence and uniqueness of solutions, solution maps, Markov properties, and
ergodicity. Submitted.
2. Mei, H., Wu, F. and Yin, G.(2016), Properties of stochastic integro-dierential equa-
tions with innite delay: regularity, ergodicity, weak sense Fokker-Planck equations. to
appear in Stochastic Processes and Their Applications.
3. Mei, H., and Yin, G.(2015), Convergence and convergence rates for approximating
ergodic means of functions of solutions to stochastic dierential equations with Markov
switching. Stochastic Processes and Their Applications 125(8), 3104{3125.
4. Mei, H., and Yin, G.(2015), Strong invariance for switching diusions. Asymptotic
Analysis 92.(1-2), 45{64.
5. Mei, H., Wang, L. and Yin, G.(2014), Almost sure convergence rates for system
identication using binary, quantized, and regular sensors. Automatica 50 (8), 2120{
2127.
6. Csorgo, M., Hu, Z. and Mei, H. (2013), Strassen-type law of the iterated logarithm
for self-normalized sums. J. Theoret. Probab. 26 (2), 311{328.
7. Csorgo, M., Hu, Z. and Mei, H. (2012), Strassen-type law of the iterated logarithm
for self-normalized increments of sums. J. Math. Anal. Appl. 393 (1), 45{55.
