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The paper describes design and implementation of a 
new knowledge based system for Automatic 
Information Retrieval DataBase (AIRDB). AIRDB 
helps the end-user to cluster and classify web pages on 
the basis of information filtering combined with an 
Artificial Neural Network (ANN). The classification 
depends mainly on keyword indexes. A large sample set 
consists of 11043 web pages of several formats are 
collected automatically and randomly from various 
resources. The AIRDB feature selection algorithm is 
summarized. The feature selection depends upon 
stemming words of web page. Each stem word is 
generated with local profile. This local profile contains 
information that indicates the weight of each stem with 
the possible related classes of web pages. A statistical 
analysis process is illustrated to reduce the noise 
stems.  The various components of the AIRDB are 
described. The knowledge based system is tested with 
various web pages that disseminate their content in 
English. The average discrimination performance of 
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1.0 INTRODUCTION  
 
The World Wide Web (WWW) is full of potentially 
useful and interesting material on almost any topic. 
Human categorization is unlikely to keep pace with the 
rate of growth of the web pages. As the amount of 
online web pages dramatically increases, the demand of 
knowledge based system that automatically classifies 
web pages is increasing. Hence, the importance of 
automatic web pages categorization becomes obvious. 
Moreover, automatic categorization is cheaper and 
faster than human categorization. 
 
The problem that any user of the WWW has faced with 
this overwhelmingly large amount of information, how 
does one extract those Web pages that are relevant to a 
particular line of enquiry? A number of organizations 
and academic institutions have developed tools known 
as Search Engines to help web users to solve this 
problem. Although such tools are regarded as 
invaluable, they are also criticized for two reasons: 
firstly, failing to identify all the pages which are 
relevant to a user’s query and secondly for returning 
too many links of irrelevant documents. 
 
There are different techniques to solve this problem. 
One of these techniques is document classification, 
since documents that share the same frequently 
occurring keywords and concepts are usually relevant 
to the same queries. Clustering such documents 
together enables them to be retrieved together more 
easily and helps to avoid the retrieval of irrelevant 
unrelated information. 
 
Many different classification approaches have been 
applied to the text categorization task, including k-
Nearest Neighbour (k-NN) approach (Brij, Gordon & 
David, 1992; Makoto & Takenobu, 1995; Leah & 
Bruce, 1996; Oh, Sung, Jung, Jong, & Geunbae, 1998), 
Bayesian probabilistic approach (Andrew & Kamal 
Nigam, 1998; David & Marc, 1994; Douglas & 
Abdrew, 1998), inductive rule learning (Chidannand & 
Fred, 1994), Support Vector Machine (Susan, John, 
David & Mehran Sahami, 1998; Thorsten, 1998; 
Thorston, 1999), decision trees (David & Marc, 1994) 
and neural networks (Yiming & Xin, 1999). 
 
This paper proposes a new knowledge based system for 
Automatic Information Retrieval DataBase (AIRDB) to 
cluster and classify a specific set of web pages on the 
basis of information filtering combined with an 
Artificial Neural Network (ANN). The tendency for the 
knowledge based system of AIRDB is to provide the 
end users with an accurate, intuitive, comprehensive 
classification for a specific set of web pages. The 
classification depends mainly on keyword indexes, 
since keyword indexes are comparatively simple to 
construct automatically. 
 
2.0 AIRDB WEB PAGE CLASSIFICATION  
 
A large amount of web pages is collected automatically 
and randomly from various resources using different 
Search Engines to represent various classes of web 
pages. Table-1 presents a variety of well known classes 
of web pages along with the number of used pages. 
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Table –1 Various Types of Web Pages Along 
With The Number of Used Pages 
 



















Movies 352 Entertainment 
Music 422 
Travel 366 








Society &  
Culture 




Quality Assurance 306 










It has to be mentioned that we cannot classify all 
various classes of web pages. But, a set of web pages is 
collected from various specific large enterprises, for 
commercial reasons, to be automatically classified and 
indexed. The cardinality of this set is 11043 pages. The 
collected web pages formats are html, asp, jsp, php, and 
others. However, it must be noticed that some web 
pages may be categorized into more than one type. To 
avoid the potential of misclassifications, these web 
pages are reviewed once more before they are finally 
categorized into one type. 
 
2.1 AIRDB Feature Selection Algorithm  
 
The basic strategy of AIRDB is to transform the web 
pages into a stream of words. The content of each web 
page may be distinguished into two categories: the 
meta-tags content and the disseminated plain text. The 
result of parsing is a stream of words. Porter’s 
Algorithm (Ricardo & Berthier, 1999)  is proposed to 
remove common function words, numbers, punctuation 
symbols, accented letters common words, words of two 
or fewer letters, sequences of non-alphabetic characters 
such as e-mail addresses, and some other unrelated 
words. Then, a stripping method is applied to generate 
word stems for the remaining web page. So, the 
AIRDB feature selection algorithm can be summarized 
in the following steps: 
 
Step 1 – Estimate d Expression Power of HTML 
Tags  
 
Authors of web pages often annotate important words, 
phases, sentences, or paragraph with special HTML 
tag, bold tag, blink tag, and other tags. Therefore, the 
expression power of a tag may actually be used to 
indicate the importance of terms annotated with the tag 
for content representation of web pages. To define the 
expression power of tags, we divide tags into several 
groups according to their estimated expression power, 
and assign a weight to each group. For example, 
HTML tags, attributes and values found within 
<title>.... </title>, <h1>.... </h1> are more significant 
than words in other HTML contexts. 
 
Step 2 - Stemming   
 
Stemming is a technique for determining the root form 
of a word from its derivatives. The only stemming 
technique applied to the input text is called 
depluralization, i.e. the conversion of the plural form of 
a word to a singular. Other forms of stemming are not 
applied to the input text because the risk of forming 
non-words by incorrect application is thought to be too 
high in the context of the uncontrolled vocabulary and 
orthography of the web pages. 
  
Step 3 - Thesaurus Stem DataBase (TSDB) Creation   
 
Now, the result of parsing of each web page is a stream 
of stem words. These stem words are stored in the 
thesaurus that is called Thesaurus Stem DataBase 
(TSDB). Each stem word is generated with local 
profile. The significant overhead of building this 
Thesaurus Stem DataBase (TSDB) is to associate with 
each stem word a set of numbers (profile) that 
represents the basic weight of the word. This local 
profile contains information that indicates the weight of 
each stem with the possible related classes in Table-1. 
That is, Stem (S) profile may be characterized by: 
       
S = S(ni ,pi)             
where  
i  … the class i (web type) in the Table-1. 
n … the number of stem occurrence in 
       each class. 
p …Average probability of stem 
       occurrence in each class. 
 
 
Step 4 - Thesaurus Stem Selection (TSS) Process   
 
Thesaurus Stem DataBase (TSDB) contains a large 
number of stems. But, it is clear that some stems are 
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not highly correlated with the extracted web pages 
classes. The stem not closely correlated to the classes 
of the web page may be considered as a noise stem in 
the artificial neural network training and testing 
processes. So, in this process, we implement a 
statistical analysis to reduce the noise stems using stem 
profile. For each stem profile, we calculate Expectation 
(E) of each stem occurrence corresponding to each 
class using the formula: 
 
Expectation of stem occurrence Ei =  ni * pi 
 
It is clear that stems with highest expectation (E) values 
in each class are closely correlated to this class. Then, a 
Threshold (T) is chosen for all classes to get Vector 
Stem (V). Vector Stem contains the corresponding 
highest correlated stems that characterize all web page 
classes. The dimension (d) of the Vector Stem is very 
important since it will be utilized by the neural 
network. Table –2 shows a subset of various types of 
web page classes along with generated Vector Stem 
(V). The complete table contains all classes in Table-1.  
  
Table –2 A Subset of Various Types of Web Page Classes 
Along With Generated Vector Stem (V) 
 
Class Web Type Vector Stem 
C01 B2B V(v1,1 , v1,2 , …, v1,d) 
C02 Finance V(v2,1 , v2,2 , …, v2,d) 
C03 Shopping V(v3,1 , v3,2 , …, v3,d) 
 
So, the generated Vector Stem can be considered as 
feature selection for each class.   
 
3.0 PROPOSED NEURAL NETWORK  
  
Artificial neural network (ANN) (Anderson, 1994; 
Bishop, 1997) became one of the most commonly used 
tools in solving many application domains like 
classification, approximation, forecasting, and other 
application domains. In this paper, we use Multi-Layer 
Preceptrons (MLP) network (Reed & Marks, 1999) for 
pattern classification. The proposed ANN is divided 
into three layers, and its topology is d-o-c. More 
specifically, the input layer consists of d-nodes where d 
is the dimension of Vector Stem (V). The middle layer 
consists of o-nodes. Finally, the network output layer 
consists of c-nodes  that are the total number of classes 
in Table-1. 
 
3.1. Training and Testing The Neural Network   
 
The training sample of the neural network consists of 
large amount of web pages for each class as indicated 
in Table-1. As described in the previous section, each 
web page is transformed into vector stem. The vector 
stem is transformed into numerical values. To 
guarantee equal effect of inputs (vector stem) to the 
neural network, the following general normalization 


















Where: Zi ? (0,1) is the corresponding scaled input value of 
the original input value Xi, si is the standard deviation and µi 
is the mean value of input feature Xi . 
 
The neural network is implemented using "NeuroSoft” 
package (Sherif, Taha, & Shafie, 2003). Table-3 
represents a subset of the amount of web pages that are 
used for training as well as for testing the performance 
of the classification neural network. The complete set 
can be inferred from the Table-1 and Table-4. It must 
be noticed that the testing set is totally independent and 
separated from the training set. The size of the testing 
sample is approximately 15% of the total web pages 
collected for each web page class. 
 
Table –3 A Subset of The Amount of Web Pages For 









C01 B2B 365 54 
C02 Finance 328 50 
C03 Shopping 318 48 
 
After completion of the training and testing processes 
and getting satisfactory neural network architecture, 
"NeuroSoft" provides the user with a standard C++ 
language source code file corresponding to the trained 
architecture. This code can be used to read any input 
patterns and produce their corresponding outputs, 
independently of the built and trained neural network 
architecture. This code may be embedded as separate 
module in the AIRDB independent of the original 
neural network software package. 
 
4.0 AIRDB DESIGN  
 
As described before, the main goal of the AIRDB is to 
build a knowledge based system to classify and index 
the web pages according to subject matter and to enable 
the end user to browse through documents that share 
the same matter. So, it is clear that the AIRDB requires 
high degree of automation. An outline design of the 
AIRDB is illustrated in Fig.1. The components of the 
AIRDB can be described as follow: 
 
 
a. Collector  
 
The collector automatically collects the retrieved web 
pages, assigns a unique identification code to each 
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page, generates a new metadata template to it and 
stores each web page along with the corresponding 
metadata into the web page database. The collectors 
insures that each page are not previous stored in the 
database. 
 
b. Extractor  
 
After the web page is stored in the web page database, 
the Extractor automatically retrieves each source code 
of the new web page. The useful information is 
extracted and finally the collected words are 
transformed to the corresponding vector stem as 
described before. 
 
c. Classifier  
 
The neural network generates the corresponding class 
for each web page. Then, the web page is stored in the 
web page database along with the corresponding class.  
 
d. SQL Server  
 
The SQL server accepts the user query to interrogate 
the AIRDB to retrieve the appropriate web pages 
corresponding to the required query. 
 
5.0 AIRDB IMPLEMENTATION AND 
EXPERIMENTAL RESULTS  
 
AIRDB is implemented in C++ language; the database 
is an ACCESS database system with the SQL server. 
The platform is Pentium-4 at 3.0 GHZ with 1GB RAM. 
 
The heart of the AIRBUS is the neural network. The 
neural network is trained using the back-propagation 
algorithm with a momentum term. A sigmoid function 
is used as activation function for all hidden nodes of 
the generated network. All connection weights and 
nodes threshold values are randomly initialized. These 
values are uniformly distributed between (0, 1). Table-
4 represents the testing Performance of the neural 
network.  
 
Table-4 shows that the AIRDB has low discrimination 
performance for some classes (e.g. C18, C25, C20, …), 
while some classes present a large amount of 
misclassification (e.g. C11, C30, …). This can be 
explained due to the fact that some authors of web 
pages may abuse the web pages with words that may 
not be correlated to the related web page class. 
Moreover, many selected words in the stem vector may 
be related to various classes simultaneously. These 
highlights that the problems addressed in this paper are 
not easy, since some web pages present a significant 




6.0 CONCLUSION  
 
The paper describes a knowledge based system for 
Automatic Information Retrieval DataBase system 
(AIRDB) to cluster and classify a specific set of web 
pages on the basis of information filtering combined 
with an Artificial Neural Network (ANN). The 
classification depends mainly on keyword indexes, 
since keyword indexes are comparatively simple to be 
constructed automatically. A large amount of web 
pages are collected automatically and randomly from 
various resources using different Search Engines to 
represent various classes of web pages. The total 
sample set consists of 11043 pages of several formats 
(html, asp, jsp, php, and others). 
 
The AIRDB feature selection algorithm is summarized. 
The authors of web pages often annotate important 
words with special HTML tag. Therefore, the 
expression power of a tag may actually be used to 
indicate the importance of terms annotated with the tag 
for content representation of web pages. 
 
The stemming technique for determining the root of the 
streaming web page words is illustrated. Each stem 
word is generated with local profile. This local profile 
contains information that indicates the weight of each 
stem with the possible related classes of web pages. A 
statistical analysis process is illustrated to reduce the 
noise stems using the expectation of stem occurrence 
for each class. Then, a threshold is chosen for all 
classes to get Vector Stem that contains the 
corresponding highest correlated stems to characterize 
each web page class. 
 
The components of the AIRDB are described. The 
classifier depends mainly on artificial neural network 
of Multi-Layer Preceptrons (MLP) network. The 
system is tested with various web pages that 
disseminate their content in English. The performance 
analysis of the AIRDB is illustrated. The AIRDB 
shows low discrimination performance for some 
classes, while some classes present some amount of 
misclassification. The paper addresses some problems 
and limitations encountered during the development of 
the system. Moreover, we aim to include the AIRDB 
inside the search engine to classify directly the 
submitted web pages.  
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Table –4 Testing Performance of The Neural Network 
 
No. of Patterns Class 
Total Matched Miss-matched 
Classification Rate % 
C01 54 44 10 81.48 
C02 50 43 7 86.00 
C03 48 39 9 81.25 
C04 61 52 9 85.24 
C05 61 53 8 86.88 
C06 62 54 8 87.09 
C07 63 51 12 80.95 
C08 64 55 9 85.93 
C09 47 39 8 82.97 
C10 47 40 7 85.10 
C11 44 32 12 72.72 
C12 53 44 9 83.01 
C13 64 54 10 84.37 
C14 55 47 8 85.45 
C15 45 38 7 84.44 
C16 46 39 7 84.78 
C17 59 51 8 86.44 
C18 58 52 6 89.65 
C19 61 52 9 85.24 
C20 61 54 7 88.52 
C21 45 37 8 82.22 
C22 55 48 7 87.27 
C23 56 44 12 78.57 
C24 46 38 8 82.60 
C25 62 55 7 88.70 
C26 62 52 10 83.87 
C27 67 55 12 82.08 
C28 50 44 6 88.00 
C29 57 47 10 82.45 
C30 67 51 16 76.11 
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Figure.1.  An Outline Design of The AIRDB 
