We show that a finite number of point observations serve to determine the flow field throughout the entire domain for certain two-dimensional (2D) flows. In particular, we consider the 2D Navier-Stokes equations with periodic boundary conditions and a time-dependent forcing which is analytic in space. Using the theory of non-autonomous attractors developed by Chepyzhov and Vishik, and the theory of point observations developed by Friz and Robinson, we show that almost every choice of a sufficient number of 'nodes' in the domain gives an evaluation map u → (u(x 1 ), . . . , u(x k )) which is one-to-one between the attractor and its image.
Introduction
The reduction of the dynamics of infinite-dimensional dissipative equations to a finitedimensional system is a topic which has received much attention, and been the subject of a variety of approaches. The surprising fact that many of these a priori infinite-dimensional systems have a finite-dimensional global attractor is now well attested. Indeed, proof of the existence of such attractors for an ever-expanding array of models is continually swelling the literature. (Temam (1988) contains many examples, and the second edition of the same book (1996) yet more.) However, that the attractor is finite-dimensional is not a statement about the dynamics of the equation, but only about the properties of the attractor as a subset of the phase space. To translate this into some information about the dynamics requires different techniques.
In this paper we focus on the two-dimensional (2D) Navier-Stokes equations, to which the above theory applies. Indeed, many of the most important concepts have been introduced in the context of this equation. For example, the most powerful method for estimating the dimension of attractors was introduced by Constantin and Foias (1985) in a paper which provided bounds on this dimension for the Navier-Stokes equation with both Dirichlet and periodic boundary conditions. Although here we restrict our attention to the periodic case, similar arguments work for the Dirichlet case.
Some of the techniques for dealing with finite-dimensional dynamics appear to be independent of the existence of the attractor. As early as 1967 Foias and Prodi proved that, for the 2D Navier-Stokes equations, a finite number of Fourier modes are 'asymptotically determining', in that if
(Here, P n represents the projection of the solution onto the first n eigenvalues of the Stokes operator.) A related idea is that of 'determining nodes' due to Foias and Temam (1984) , in which condition (1.1) is replaced by
where {x j } is a set of points spaced sufficiently closely throughout the spatial domain. These and other similar ideas have been developed further by various authors (see Cockburn et al (1997) for a general framework into which both of these fit, and for more references). A more recent approach, the theory of inertial manifolds (see Foias et al (1988) , and many papers thereafter- Temam (1988) and Robinson (2001b) both contain a selection of references), seeks to find a finite-dimensional Lipschitz manifold containing the global attractor, which one can use to (more or less) explicitly reduce the asymptotic dynamics to a finite-dimensional set of ordinary differential equations (the 'inertial form'). However, the conditions necessary to apply this theory are very restrictive, and in particular exclude the 2D Navier-Stokes equations.
Currently there are two direct approaches which make use of the global attractor itself. The first attempts to construct a finite-dimensional system which reproduces the dynamics on the attractor, aping the 'inertial form', but without recourse to an inertial manifold. This idea, pursued in Eden et al (1994) and Robinson (1999) , is far from straightforward, and the solutions offered in both of these references have different problems (the first, a discontinuous nonlinearity and non-uniqueness of solutions; the second, restriction to the case of discrete time).
Strictly, the second direct approach does not immediately give information about the dynamics per se, but does indicate strongly that there is an underlying finite-dimensional system. Here the idea is to show that there is a finite set of quantities which parametrize the attractor. Since the first paper by Mañé (1981) this theory has also been developed by several authors, generally providing an 'abstract' parametrization (Eden et al 1994 , Foias and Olson 1996 , Hunt and Kaloshin 1999 . However, recently (see also proved a result providing a parametrization based on the physical domain rather than the phase space, showing that observations at a finite number of points in the domain can parametrize the attractor.
However, all of these parametrizations are usually restricted, along with the classical theory of global attractors, to the (perhaps unphysical) case of a time-independent forcing. In this paper we generalize the parametrization approach to the non-autonomous case.
In section 2 we briefly recall the definition of a global attractor for an autonomous system; we introduce the fractal (box-counting) dimension; and recall various results concerning parametrizations of finite-dimensional sets. In section 3 we discuss the theory of nonautonomous attractors, and show that there is an appropriate notion of their dimension, following Chepyzhov and Vishik (1993) .
Using these ideas we generalize both the abstract parametrization result due to Hunt and Kaloshin (section 4), and the nodal parametrization of Friz and Robinson (section 5) , to the non-autonomous case. For further discussion of the physical interpretation of such results, see Robinson (2001a) .
Classical theory for autonomous systems
In order to be concrete we restrict our discussion to the 2D Navier-Stokes equations with periodic boundary conditions,
Standard manipulations (see Constantin and Foias 1988 , Temam 1988 , Robinson 2001b ) transform this into an abstract evolution equation
Here, A s is the Stokes operator (the orthogonal projection of − onto H ) and B(u, u) is a bilinear term derived from the nonlinearity
. Solutions of (2.1) can be used to define a semidynamical system on H , so that
is a continuous semigroup of transformations on H . By proving the existence of a compact absorbing set B in H , i.e. a set such that
S(t)D ⊂ B for all t t 0 (X)
for any bounded set D ⊂ H , one can show that the equation has a compact global attractor A. A is invariant,
and attracts all bounded sets,
(for general results on global attractors see Hale (1988) , Ladyzhenskaya (1991 ), or Temam (1988 ).
where N(A, ) is the minimum number of balls of radius which is necessary to cover A. The method developed by Constantin and Foias (1985) has been used to show that many attractors have finite fractal dimension. Our case, the 2D Navier-Stokes equations, was the subject of their paper (see also Doering and Gibbon 1995, Temam 1988) . The importance of a finite fractal dimension is highlighted by the following theorem due to Hunt and Kaloshin (1999) (see the introduction for references containing various related results). The content is that if X has finite fractal dimension, 'most' linear maps into R k , with k large enough, are one-to-one between X and its image.
We recall here that if X is compact, and f : X → f (X) is continuous and one-to-one, then f −1 : f (X) → X is also continuous. In this way, a result such as theorem 2.1 below also provides a parametrization of X using k coordinates.
We choose not to give a precise definition here of the idea of 'prevalence' used in the theorem, referring instead to Hunt et al (1992) for more details. Instead, we merely give two important properties from that paper. First, any prevalent set is dense (their fact 2 ), and secondly, the countable intersection of prevalent sets is also prevalent (their fact 3 ). This shows clearly that the property of prevalence is much stronger than that of density. Indeed, there are good reasons for considering prevalence to be an appropriate notion of 'almost every' for infinite-dimensional spaces (see Hunt et al (1992) for a full discussion). (The result is also valid for Banach spaces, and in its original form provides an explicit bound for the Hölder exponent based on the 'thickness' of X. Although as stated theorem 2.1 is very similar to that of Foias and Olson (1996) , we will need the prevalence property in what follows.)
Theorem 2.1 (Hunt and Kaloshin). Let X be a compact subset of H with
This theorem shows that, in some sense, 'most' choices of a linear map provide a kdimensional parametrization of a finite-dimensional attractor. However, these are 'abstract' parametrizations which are not in any way a priori connected with the physical domain. In an attempt to remedy this, proved a conjecture due to Foias and Temam (1984) by making use of the spatial analyticity of functions on the attractor.
When the forcing term in the Navier-Stokes equations is analytic, so are the functions on the attractor. More precisely, if A is the negative Laplacian, then if for more details), we denote by the more compact notation G τ (Q) .
We have the following theorem, originally proved in and improved (by lowering the minimum value of k) in . and X uniformly bounded in G τ (Q) . Then, provided that k 16d + 1, for almost every set of k nodes
is one-to-one between X and its image. In other words, point observations at the nodes (x 1 , . . . , x k ) determine uniquely the element u ∈ X. ('Almost every' is with respect to nkdimensional Lebesgue measure.)
As before, we can use the compactness of X to deduce that the values of u at the nodal points provide a parametrization of the attractor.
Non-autonomous attractors
We now discuss the theory of non-autonomous attractors as developed by Chepyzhov and Vishik (1993, 1994) , although they do not use this terminology (a very similar construction appears in Crauel et al (1995) , see also Schmalfuß (1999) ). We adopt it since it emphasizes the relationship with autonomous attractors and the theory of random attractors due to Schmalfuß (1992) , Crauel and Flandoli (1994) and Crauel et al (1995) . The term 'cocycle attractor' has been used for these sets by Kloeden and Schmalfuß (1997) .
When f depends on time, the solutions of the Navier-Stokes equation (2.1) depend not only on the initial condition but also on the initial time, so that instead of the semigroup S(t), we obtain a process S(t, s), where
the solution at time t of (2.1) with u(s) = u 0 . We note here the Lipschitz property of S(t, s),
which will be useful later.
A non-autonomous attractor is a collection of compact sets {A(s) : s ∈ R}, the 'kernel sections' of Chepyzhov and Vishik, such that
S(t, s)A(s) = A(t)
( 3.2) and, for any bounded set D,
This 'pullback convergence' property means that if we observe an experiment now (time t) which we know has already been running for a long time (since time s), we can expect that its state lies close to the set A(t). The invariance property (3.2) means that it still makes sense to discuss the dynamics 'restricted to the attractor'. Conditions for the existence of such a set are similar to those in the deterministic case. In particular, if there exists a compact set B which is 'uniformly attracting', so that, for any bounded set D,
uniformly in s, then we have a non-autonomous attractor (see Chepyzhov and Vishik 1993) , with A(t) ⊂ B for all t ∈ R. (Note that the condition in (3.4) requires attraction to B as t → ∞, although we only obtain the pullback convergence (3.3) for the non-autonomous attractor itself. This incongruity is rectified in Crauel et al (1995) and Schmalfuß (1999) , where the absorbing property is only required to hold in a pullback sense.) Provided that we take f (t) ∈ C 0 b (R; H ) (continuous and bounded into H ), condition (3.4) holds for the non-autonomous Navier-Stokes equations, and so they have a non-autonomous attractor. Furthermore, it is not hard to show that if u ∈ A(s) then
(3.5)
The non-autonomous attractor is said to be finite dimensional if each of the kernel sections A(t) has finite dimension. Chepyzhov and Vishik (1993) show that the kernel sections of the non-autonomous Navier-Stokes equation all enjoy the same bound on their Hausdorff dimension.
They note that their results can easily be adapted to treat the case of fractal dimension, but do not give the details. Since it is fundamental to our approach that this stronger measure of dimension is also finite, it seems worthwhile to present the necessary adjustments here.
However, in what follows we will only need the end result, and so we relegate our brief treatment to an appendix. With these small changes, the calculations in Chepyzhov and Vishik (1993) guarantee that the kernel sections satisfy, for some d > 0, the finite-dimensional bound
(3.6)
An abstract parametrization for all t
We now prove a similar result to theorem 2.1 for the non-autonomous attractor. Note that (3.1) and (3.5) show that condition (4.1) holds for our example with θ = 1. for any compact subset I of R.
Theorem 4.1. Let A(t) be an invariant set as in (3.2) with finite fractal dimension uniform over t, d f (A(t)) < d.

Assume furthermore that S(t, s) is Hölder continuous with exponent θ , so that
The content of the theorem is that we can find one map (and a prevalent set will work) which is one-to-one not only on all the 'kernel sections' A(t), considered individually, but even on the whole collection in (4.2). This happens even though the closure of this union may not be finite dimensional: Chepyzhov and Vishik (1993, section 6 part 1) give an example of a forcing term for the 2D Navier-Stokes equations with which Proof. For each n ∈ N consider the set
A(t).
This is the image of the set [0, 2n] × A(−n) under the map (t, u) → S(t, −n)u which is Hölder continuous with exponent θ . Using elementary properties of the fractal dimension (see Falconer (1990) or Eden et al (1994) , for example) this implies that
We can now apply theorem 2.1 to deduce that a prevalent set of linear maps n from H into R k are one-to-one between A n and its image (with Hölder inverse). Since { n } is a countable collection of prevalent sets, it follows (see the discussion before theorem 2.1) that ∞ = n∈N n is also prevalent. It is clear that if L ∈ ∞ then L is one-to-one between any A n and its image, and since A n is compact this implies that L −1 provides a continuous parametrization of A n , and so of any set of the form (4.3).
To show that L is one-to-one between the infinite union in (4.2) and its image, suppose the opposite. Then there must be two elements in (4.2) such that Lu = Lv. However, this a contradiction, since we must have u, v ∈ A n for some n.
Nodal parametrization in the non-autonomous case
A similar argument enables us to prove a non-autonomous version of theorem 2.2. Provided that we also assume that f (t) is uniformly bounded (with respect to t) in D e for some σ > 0, then the paper of Foias and Temam (1989) already contains the necessary bound for solutions which shows that the kernel sections are all bounded in G τ (Q) ,
with K uniform over all t ∈ R. We can therefore apply the following general result to the non-autonomous 2D Navier-Stokes equations. for any compact subset I of R.
Proof. As in the proof of theorem 4.1 we consider the sets
A(t).
Each of these satisfies the hypotheses of theorem 2.2, and so almost every choice of k nodes is one-to-one between A n and its image. As before, since the intersection of a countable collection of sets with full measure still has full measure, almost every choice of k nodes is one-to-one on (5.1) and provides a parametrization of every set of the form (5.2).
Random dynamical systems
These results are also applicable to the case of random attractors (see the references at the start of section 3). We will not choose to treat this case in detail here, since a proper summary of the ideas would be much longer than the result itself. Very briefly, for a random dynamical system (ϕ(t, ω), θ t ) (see Arnold (1998) for details), a random attractor is a random compact set A(ω) such that
and, for any bounded set D,
(Compare these with (3.2) and (3.3).) Since a result of Debussche (1998) provides a bound on the fractal dimension of such attractors, application of the results of section 4 gives, for each fixed ω, a prevalent set of linear maps which are one-to-one between t∈R, ω∈W
A(θ t ω)
for any countable collection W ⊂ (the sample space) and its image (and a parametrization of the union over any compact subset of R and finite collection of ω). We hope to investigate the reduction of such stochastic flows to finite-dimensional stochastic differential equations using these ideas. The 'instantaneous determining nodes' result of theorem 5.1 should also generalize for examples in which it is possible to prove that the attractor consists of functions in some Gevrey class. Chueshov (2000) has shown this for a stochastic reaction-diffusion equation and for the 2D stochastic Navier-Stokes equations (private communication). It follows again that values of u at a sufficiently large collection of nodes will distinguish functions in t∈R, ω∈W
where W is any countable subset of the sample space .
Conclusion
We have removed the restriction to the autonomous case for two results which concern the modelling of fluid flows with a finite number of degrees of freedom, showing that they apply to the more physically relevant case of a time-dependent forcing. (Of course, the results also apply to other systems which satisfy the conditions of our theorems: contains many examples.) Although we have treated the case of periodic boundary conditions for simplicity, similar results are true for Dirichlet boundary conditions (see for the corresponding results in the autonomous case).
