Abstract. Hermite polynomial interpolation is investigated. Some approximation results are obtained. As an example, the Burgers equation on the whole line is considered. The stability and the convergence of proposed Hermite pseudospectral scheme are proved strictly. Numerical results are presented.
Introduction
Many problems in science and engineering are set in unbounded domains. We may solve them by restricting calculations to some bounded domains with artificial boundary conditions. Whereas this treatment causes errors. A reasonable way is to approximate them by certain orthogonal systems in unbounded domains. Maday et al. [13] , Coulaud et al. [3] , and Funaro [5] used the Laguerre spectral method for some linear problems. Funaro and Kavian [6] considered some algorithms by using Hermite functions. Recently Guo [10] developed the spectral method by using Hermite polynomials. However it is not easy to perform the quadratures in unbounded domains, which are used in the Hermite spectral approximations. So the Hermite pseudospectral method is more preferable in actual calculations. But so far, there is no work concerning it. The aim of this paper is to develop the Hermite pseudospectral method. We establish some approximation results in the next section. Then as an example, we provide a Hermite pseudospectral scheme for the Burgers equation on the whole line, and prove its stability and the spectral accuracy in Section 3. The numerical results are presented in the final section, which show the high accuracy and the convergence of this method. Let ∂ x v(x) = ∂v ∂x (x), etc. For any non-negative integer m,
Hermite interpolation in one dimension
equipped with the following inner product, semi-norm and the norm
H m ω (Λ) . For any real r > 0, the space H r ω (Λ) is defined by the space interpolation as in [1] . For simplicity, denote the seminorm |v| H r ω (Λ) and the norm v H r ω (Λ) by |v| r,ω and v r,ω , respectively. In particular, (u,
. Throughout this paper, we denote by c a generic positive constant independent of any function. Guo [10] proved that for any
The Hermite polynomial of degree l is defined by
).
Clearly H 0 (x) ≡ 1 and H 1 (x) = 2x. We have
The set of Hermite polynomials is the L
where δ l,m is the Kronecker function, and γ l = 2 l l! √ π. We first recall some properties of the Hermite approximation. Let N be any positive integer and P N be the set of all algebraic polynomials of degree at most N . The L
As pointed out in [9] , P N is also the best approximations associated with the inner product of the space H m ω (Λ), m being any non negative integer.
Lemma 2.1 (See [9]). For any
Proof. By (2.1) and Lemma 2.1, for any x ∈ Λ,
We now turn to the Hermite-Gauss interpolation. We first introduce some notations. For any two sequences of {a l } and {b l } of nonzero real numbers, we write a l b l , if there exists a positive constant d independent of l, such that a l ≤ db l for all l large enough. Moreover we write
They are situated symmetrically around the origin, see [17] . Let ∆ j = σ j−1 − σ j+1 and a N = √ 2N be the N th Mhaskar-Rahmanov-Saff number. It is proved in [11] that 5) and uniformly for N ≥ 1 and 1 ≤ j ≤ N − 1,
Next, Let ω j be the Christoffel numbers with respect to ω(x),
It is shown as in Lubinsky and Moricz [12] that for 0 ≤ j ≤ N , Thus by (2.3) ,
, and so
The discrete inner product and norm related to the Hermite-Gauss interpolation are as follows,
In order to study the properties of the Hermite-Gauss interpolation, we need some preparations. Firstly, by Szegö [16] , for any φ ∈ P 2N +1 ,
By (2.9), we assert that for any φψ ∈ P 2N +1 , 10) and for any φ ∈ P N ,
Furthermore let
By (2.8), for any v ∈ C(Λ),
Hence we can take (2.8) as the definition of I N . We are going to the main result in this section.
Lemma 2.3. For any
Proof. By virtue of (2.7),
Moreover the combination of (2.1) and (2.5) leads to that for j = 0, N,
By substituting (2.13) and (2.14) into (2.12), we assert that
Furthermore, (2.6) implies that
Besides, (2.5) leads to
So using (2.6) again yields that
Furthermore |x| ≤ √ 2N + 3 for x ∈ Λ j , and thus
By substituting (2.16)-(2.18) into (2.15), we get that
). The proof is complete.
Proof. It is proved in [9] that for any φ ∈ P N and µ ≥ 0,
This fact with Lemma 2.3 lead to that
Finally by Lemma 2.1,
Proof. By (2.1) and Theorem 2.1, for any x ∈ Λ,
which implies the desired result.
Theorem 2.3. For any v ∈ H
r ω (Λ) and r ≥ 1,
Proof. By (2.8), for any φ ∈ P N ,
By taking φ = P N v and using Lemma 2.3 and Theorem 2.1, we get that
We have from (2.8), (2.10) and Theorem 2.1 that for any v ∈ H r ω (Λ), φ ∈ P N and r ≥ 1,
Application to Burgers equation on the whole line
In this section, we consider the Hermite pseudospectral method for the Burgers equation on the whole line. We first change it to an alternative formulation by a similarity transformation, which is suitable for the Hermite approximation. We shall prove the stability and the spectral accuracy of the designed scheme strictly.
Let µ > 0 be the kinetic viscosity. g(y, s) and V 0 (y, s) are the source term and the initial value, respectively. T is a fixed positive number. We consider the following problem
y ∈Λ.
In addition, V and ∂ y V satisfy certain conditions at the infinity. If we multiply (3.1) by V (y)ω(y) and sum the result for σ j ∈ Λ N , then by (2.9) and integration by parts, the last term of the left side of (3.1) becomes
It can be checked that
It is not clear whether or not a ω (V, V ) ≥ 0. So (3.1) is not suitable for Hermite pseudospectral approximation.
To remedy this trouble, we follow Guo [10] to make the similarity transformation
As in [13] , we suppose that V 0 and g fulfill some conditions such that for certain α ≥ 0,
, and we can use the Hermite approximation. Let u N be the approximation to U . The Hermite pseudospectral scheme for (3.2) is to find u N ∈ P N for all t ≤ ln(1 + T ), such that
According to (2.10), (3.3) stands for
We now consider the stability of (3.3). Since (3.3) is nonlinear, it is not possible to prove the stability in the sense of Courant [4] , also see [14] . But it may be stable in the sense of Guo [7, 8] . To do this, assume that f and u N,0 have the errorsf andũ N,0 , respectively. They induce the error of u N , denoted byũ N . The errors fulfill the following equation
By taking φ = 2ũ N in (3.5), it follows that
In order to estimate the nonlinear term in (3.6), we need the following lemma.
Lemma 3.1. For any v, w ∈ H
Proof. We have
where
1,ω . Moreover by (2.1) and (2.10),
The above statements lead to the desired result.
By Lemma 3.1, (2.11) and the Hölder inequality, we obtain that
where c 1 (µ, T ) is some positive constant depending only on µ and T , and
By substituting (3.7) and (3.8) into (3.6), and integrating it for t, we obtain that
Lemma 3.2 (see [10]). Assume that (i) the constants b
1 > 0, b 2 ≥ 0, b 3 ≥ 0 and d ≥ 0, (
ii) Z(t) and A(t) are non-negative functions of t,
Applying Lemma 3.2 to (3.9), we obtain the following result. 
Theorem 3.1 indicates that the error of the numerical solution is controlled by the errors of the data u N,0 and f , provided that the average error ρ(ũ N,0 ,f, t) does not exceed certain critical value. It means that (3.3) is of generalized stability in the sense of Guo [7, 8] , and of restricted stability in the sense of Stetter [15] . We next deal with the convergence. Let U be the solution of (3.2), and U N = P N U . We derive from (3.2) that
and
Let u N be the solution of (3.3), andŨ N = u N − U N . By (3.4) and (3.10), we deduce that G(t, φ) , respectively. Therefore we only have to estimate the term |G(t,Ũ N (t))|. We first have from Lemma 2.1 that
) where
By virtue of (2.1) and Lemma 2.1,
where p r (x) is polynomial of degree r. By virtue of (2.1), (2.2) and Lemma 2.1,
We can estimate D 2 (t,Ũ N (t)) similarly. Besides, (2.20) implies that 
Obviously, the last term in the above inequality tends to zero as N goes to the infinity. Finally we obtain the following result.
where c * is a positive constant depending only on µ, T and the norms of U and f in the mentioned spaces. [10] . It means that V (y, s) should decay fast enough. It agrees the experience in actual computations as described by Funaro and Kavian [6] .
Remark 3.2.
In this paper, we use the variable transformation and so obtain the error estimations. In fact, a similar transformation was used in actual computations by Funaro and Kavian [6] . This trick can be generalized to other problems such as the two-dimensional heat equation and the Navier-Stokes equations.
Numerical results
We now present some numerical results. Take the following test function
We use (3.3) to solve (3.2) with a = 0.3, b = 0.5, c = −3 and µ = 1. In actual computation, we use standard fourth order Runge-Kutta method in time t with the step τ . Let E
(1)
U (t) ω,N be the errors of numerical solution u N . Tables 1 and 2 show the errors E Table 3 which shows the stability of calculation.
For comparison, we also use the Hermite spectral method in [10] for the same problem. The corresponding scheme is as follows
In actual computation, the Hermite coefficients are determined by the Hermite quadratures with the M interpolation points, M ≥ N. Its numerical errors E (2) (t) andẼ (2) (t) are defined in the same way as for E Table 6 . Comparing the errors in Tables 1 to 3 with those in Tables 4 to 6 , we find that the Hermite pseudospectral method has the accuracy of the same order as the Hermite spectral method. But the former method saves the work, since it avoids the quadratures on the whole line. Tables 7 to 9 , where v N is the corresponding Legendre discrete norm.
Comparing the results in Tables 1 to 3 with those in Tables 7 to 9 , we know that the Hermite pseudospectral method provides better numerical results than the usual method by restricting the computation to a finite interval. In particular, for N = 32, the points in the Hermite pseudospectral method are sampled over an interval of size |σ N | ∼ √ 2N = 8. The size of this interval is still smaller than the truncated interval of size 25. But the Hermite pseudospectral method provides much better results than (4.3). 
