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DECAY OF CORRELATIONS FOR QUANTUM SPIN SYSTEMS WITH A
TRANSVERSE FIELD: A DYNAMIC APPROACH
ALESSANDRA CIPRIANI AND PAOLO DAI PRA
Abstract. We consider a wide class of quantum spin systems obtained by adding a transverse
field to a classical Hamiltonian. We give explicit high-temperature conditions which guarantee
exponential decay of correlations. A stochastic-geometric representation allows to reformulate the
model as a classical random field on a space of marked point processes on the circle [0, β), where
β is the inverse temperature. We then construct a Markov process having this random field as
invariant measure. By the mixing properties of the process, the exponential decay of correlations
follows by an adaptation of a general argument.
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1. Introduction
It is well known that many spatial properties of random fields can be detected by studying
properties of some Markov process which is reversible with respect to the distribution of the field.
For example, as established for many lattice spin systems ([7, 11]) and for particle Glauber dynamics
in the continuum ([3]), mixing properties of the field correspond to fast convergence to equilibrium
of the associated Markovian dynamics. For many purposes, the right notion of fast convergence to
equilibrium is equivalent to the fact that the generator L of the dynamics has a strictly positive
spectral gap. Thus, whenever sufficient conditions for positivity of the spectral gap are available,
one obtains that the field is spatially mixing in a rather strong sense.
The aim of this paper is to show that this approach can be applied to a class of quantum fields
obtaining, as final consequence, sufficient conditions for exponential decay of quantum correlations.
We consider Gibbs fields on a lattice Λ obtained from a classical Hamiltonian by adding a transverse
field. Our approach consists of the following steps.
(1) We use a stochastic-geometric representation of this fields that allows to reformulate quan-
tum means and correlations of observables as classical means and correlations with respect
to a suitable distribution pi on a product space of marked point processes. This representa-
tion dates back to [1], and it has been recently developed and applied in [6, 5].
(2) We then build a Markovian dynamics that is reversible with respect to pi (actually, to a
suitable lifting of pi). In this context, the Bochner-Bakry-Emery method (or Γ2 method) for
estimating the spectral gap, in the formulation for discrete settings given in [4], happens to
be quite successful. In particular, we obtain simple and explicit high temperature conditions
for positivity of the spectral gap.
(3) By a nontrivial adaptation to this setting of a classical argument (see e.g. [8, 3]), we show
that positivity of the spectral gap implies exponential decay of correlations under pi, which
by the stochastic-geometric representation implies decays of correlations for the original
quantum model.
The most used method for estimating correlations in high temperature regimes, for both classical
and quantum models, is cluster expansion (see e.g. [9, 10] for some rigorous results in this direction).
Therefore, the approach proposed in this paper should be compared with cluster expansion. Our
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method is very indirect, it requires the introduction of stochastic dynamics and rather sophisticated
abstract tools to study them. On the other hand, cluster expansion is a very direct combinatorial
method. However, when one tries to obtain explicit estimates on a specific class of models, our
method has good chances to lead to simple expressions, so that explicit high-temperature conditions
can often be obtained. Moreover, what we propose is quite robust in terms of the structure of the
Hamiltonian of the systems; in particular it works well in presence of spatial inhomogeneities.
The paper is organized as follows. In Section 2 we define the class of models we consider, and
state our result on decay of correlations. In the following two sections we review the stochastic
geometric representation in terms of marked point processes (Section 3) and the discrete Bochner-
Bakry-Emery method for estimating the spectral gap of a Markov generator (Section 4). In Section
5 we introduce the Markovian dynamics which corresponds to the representation in Section 3, and
we prove that the corresponding generator has a uniformly (in the volume) positive spectral gap.
Finally, in Section 6 we show that uniform positivity of the spectral gap implies exponential decay
of correlations.
2. Model and main result
In correspondence with the classical spin values ±1, we consider the two dimensional vectors
| 1 〉 :=
(
1
0
)
| − 1 〉 :=
(
0
1
)
.
The pair | 1 〉 and | − 1 〉 is a basis of the state space for a one-site quantum spin system, provided
with the Euclidean scalar product 〈 · | · 〉2. For a finite Λ ⊆ Z
d, we consider the classical space
ΩΛ := {−1, 1}
Λ. The corresponding quantum space is given by
XΛ :=
⊗
i∈Λ
C
2.
We denote by |σ 〉 := ⊗i∈Λ|σi 〉 the 2
|Λ| elements of a basis of XΛ; the scalar product, defined on
the elements of the basis by
〈σ |σ′ 〉 :=
∏
i∈Λ
〈σi |σ
′
i 〉2,
makes it into an orthonormal basis.
Let now by σˆz the Pauli matrix,
σˆz :=
(
1 0
0 −1
)
,
and denote by σˆzi the linear operator on XΛ defined on the basis by
σˆzi |σ 〉 := |σ1 〉 ⊗ . . . ⊗ σˆ
z|σi 〉 ⊗ . . . |σ|Λ| 〉. (2.1)
Given a function H : ΩΛ → R, it can be lifted to the self-adjoint operator Hcl on XΛ by
Hcl|σ 〉 = H(σˆ
z
1 , . . . , σˆ
z
|Λ|)|σ 〉 = H(σ)|σ 〉.
The models we consider are obtained by adding a transverse field to a given classical Hamiltonian
Hcl. To the Pauli matrix
σˆx :=
(
0 1
1 0
)
we associate, as in (2.1), the operators σˆxi . Given real numbers {λi : i ∈ Λ}, we define the
Hamiltonian
H := Hcl −
∑
i∈Λ
λiσˆ
x
i . (2.2)
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Remark 2.1. It should be noticed that there is some arbitrariness in the choice of the basis
| 1 〉, | − 1 〉 of eigenvectors for σˆz. For instance, if we transform the canonical choice given above to
| 1 〉 :=
(−1
0
)
and | − 1 〉 :=
(0
1
)
, the corresponding change of variables would transform σˆx to −σˆx.
Since this choice can be made componentwise, we can always choose a basis of XΛ such that the
Hamiltonian corresponds to the matrix (2.2) with nonnegative values of the λi’s. Thus, by no loss
of generality, we will assume in the rest of the paper λi > 0 for every i ∈ Λ.
We recall that for an observable F its quantum average is given by
< F >:=
TrFe−βH
Tr e−βH
.
Similarly, for two observables F and G, the (truncated) correlation is defined by
< F ;G >:=< FG > − < F >< G > .
We will be interested, in particular, in observations of the spin. In other words, to the classical
observable f : ΩΛ → R, we associate the quantum counterpart
Ff := f(σˆ
z
1 , . . . , σˆ
z
|Λ|).
Before stating our main result, we need to introduce some further notations and assumptions. For
σ ∈ ΩΛ and i ∈ Λ, σ
i will denote the element of ΩΛ obtained from σ by flipping the i
th spin; also,
for f : ΩΛ → R, we set
∇if(σ) := f(σ
i)− f(σ).
Moreover, we define
‖f‖ := sup
σ∈ΩΛ
|f(σ)| |||f ||| :=
∑
i∈Λ
‖∇if‖. (2.3)
Finally, we let
Λf := {i ∈ Λ : ‖∇if‖ > 0}. (2.4)
In other words, i 6∈ Λf if f does not depend on the spin σi.
From the Statistical Mechanics point of view, one is interested in the infinite volume limit Λ ↑ Zd.
Thus Λ should be interpreted as a parameter in our model in finite volume: it will be relevant to
specify, both in the assumptions and in the results, which constants do not depend on Λ, and are
therefore preserved in the infinite volume limit, whenever such limit makes sense. In this paper
we assume that the classical part of the Hamiltonian satisfies the following properties, for some
constants C, λ,R > 0 that do not depend on Λ.
(BD)
sup
i∈Λ
sup
σ∈ΩΛ
|∇iH(σ)| 6 C 0 6 λi 6 λ ∀i ∈ Λ.
(LOC) For every i ∈ Λ
∇iH(σ) = ∇iH(η)
whenever σj = ηj for every j such that |j − i| 6 R.
We now state the main result of this paper.
Theorem 2.2. Assume properties (BD) and (LOC) hold for H, and suppose β, λ are such that
γ := e−2βC − 5max(1, βλ)(2R)d
(
e3βC − 1
)
> 0
(note that, for λ given, this is true for β sufficiently small). Then
|< Ff ;Fg >| 6 (‖f‖‖g‖ +N |||f ||| |||g|||) exp[−δ dist(Λf ,Λg)],
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where dist(Λf ,Λg) := min{|i− j| : i ∈ Λf , j ∈ Λg}, and
N =
(
2
1− e−1/R
)d
, δ :=
1
2R
min
(
1
2
,
γ
10max(1, λβ)eβC+1
)
.
3. Stochastic-geometric representations
We begin by introducing some notations. We denote by ∆ the set of piecewise constant, right
continuous functions from [0, β) → {−1, 1}, where [0, β) is meant to be a circle (0 = β). This set
is provided with the Skorohod topology. Moreover, Σ is the set of finite subsets of [0, β). The
topology on Σ is generated by the following sets, parametrized by η ∈ Σ and ε > 0: {η′ ∈ Σ : |η′| =
|η| and dist(η, η′) < ε}, where dist(η, η′) denotes the Hausdorff distance between two sets. Finally,
we define
S := (∆× Σ)Λ,
and provide it with the product topology.
If η ∈ Σ and a ∈ ∆, we say that a ∼ η (a is compatible with η) if the discontinuity points of a
are a subset of η. Similarly, for ξ ∈ ΣΛ and σ ∈ ∆Λ we write, by slight abuse of notation, σ ∼ ξ if
σi ∼ ξi for every i ∈ Λ. We will sometimes say that σ is a coloring of ξ.
By Pi, i ∈ Λ, we denote the Poisson point measure on Σ with intensity λi. By P we mean the
product measure on ΣΛ
P = ⊗i∈ΛPi.
Consider the probability measure on S given by
pi(σ, dξ) :=
1
Z
1{σ∼ξ} exp
[∫ β
0
H(σ(t))dt
]
P(dξ), (3.1)
where Z is a normalization factor. Given Borel measurable functions Φ,Ψ : S → R, we denote by
pi[Φ] or pi[Φ(σ, ξ)]
the mean of Φ with respect to pi, and by
pi[Φ;Ψ] or pi[Φ(σ, ξ);Ψ(σ, ξ)]
their covariance pi[ΦΨ]− pi[Φ]pi[Ψ].
The following Theorem is a special case of what shown in [6], Section 1.2. The proof is sketched
here for completeness.
Theorem 3.1. Let f, g : ΩΛ → R. Then
< Ff >= pi [f(σ(0))] , (3.2)
and
< Ff ;Fg >= pi [f(σ(0)); g(σ(0))] . (3.3)
Proof. We begin by giving a representation of the partition function Tr e−βH. First we set Ki :=
σˆxi + I, and write
e−βH = exp
[
−βHcl + β
∑
i
λiσˆ
x
i
]
= exp
[
−βHcl + β
∑
i
(λiKi − λiI)
]
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By the Lie-Trotter formula
e−βH = lim
N→+∞
(
exp
[
−
β
N
Hcl
]∏
i∈Λ
exp
[
β
N
λi(Ki − I)
])N
= lim
N→+∞
(
exp
[
−
β
N
Hcl
]∏
i∈Λ
[(
1−
βλi
N
)
I+
βλi
N
Ki
])N
.
Now, let Xi(k), i ∈ Λ, k ∈ {1, 2, . . . , N}, be independent, {0, 1}-valued random variables, such that
P (Xi(k) = 1) =
βλi
N . If EN (·) denotes expectation with respect to the joint law of the Xi(k)’s, we
can write, for each k∏
i∈Λ
[(
1−
βλi
N
)
I+
βλi
N
Ki
]
= EN
[∏
i∈Λ
[(1−Xi(k))I +Xi(k)Ki]
]
,
where the expectation of a matrix-valued random variable is just defined componentwise. Taking
the product over k, we have(
exp
[
−
β
N
Hcl
]∏
i∈Λ
exp
[
β
N
λi(Ki − I)
])N
= EN
[
N∏
k=1
exp
[
−
β
N
Hcl
]∏
i∈Λ
[(1−Xi(k))I +Xi(k)Ki]
]
. (3.4)
To make the previous formula more compact, define Ak(X) := exp
[
− βNHcl
]∏
i∈Λ[(1 −Xi(k))I +
Xi(k)Ki]. Note that
Ak(X) = exp
[
−
β
N
Hcl
] ∏
i:Xi(k)=1
Ki
We then obtain
Tr
(
exp
[
−
β
N
Hcl
]∏
i∈Λ
exp
[
β
N
λi(Ki − I)
])N
= EN
[
Tr
N∏
k=1
Ak(X)
]
. (3.5)
On the other hand
Tr
N∏
k=1
Ak(X) =
∑
η∈ΩΛ
〈η |
N∏
k=1
Ak(X) | η〉 =
∑
η(0),η(1),...,η(N−1)
N∏
k=1
〈η(k − 1) |Ak(X) | η(k)〉,
where we mean η(N) = η(0). By definition of Ki, it is not hard to check that
〈η(k − 1) |Ak(X) | η(k)〉 =
{
exp
[
− βNH(η(k − 1))
]
if ηi(k − 1) = ηi(k) whenever Xi(k) = 0
0 otherwise.
Now we reformulate the above expressions in different terms. We identify the family of random
variables X = (Xi(k)) with the point process ξ
(N) = (ξ
(N)
i )i∈Λ on [0, β)
Λ by
t ∈ ξ
(N)
i ⇐⇒ t = β
k
N
and Xi(k) = 1.
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Moreover, recalling what defined at the beginning of this section, σ ∈ ∆Λ is said to be compatible
with ξ(N) (σ ∼ ξ(N)) if the discontinuities of σ are a subset of ξ
(N)
i . We obtain∑
η(0),η(1),...,η(N−1)
N∏
k=1
〈η(k − 1) |Ak(X) | η(k)〉 =
∑
σ∼ξ(N)
exp
[
−
β
N
N∑
k=1
H(σ(βk/N))
]
.
Since each σ ∼ ξ(N) is constant on each interval of the form
[
βk
N ,
β(k+1)
N
)
, this last expression equals
∑
σ∼ξ(N)
exp
[
−
∫ β
0
H(σ(t))dt
]
.
Summing up, we have shown that
Tr e−βH = lim
N→+∞
E
 ∑
σ∼ξ(N)
exp
[
−
∫ β
0
H(σ(t))dt
] , (3.6)
where the expectation is over the law of ξ(N). Now it is well known that the point process ξ(N)
converges weakly to ξ = (ξi)i∈Λ where the ξi’s are independent Poisson processes with intensities
λi. The passage to the limit in (3.6) needs, however, to be justified, since
F (ξ) :=
∑
σ∼ξ
exp
[
−
∫ β
0
H(σ(t))dt
]
is continuous but not bounded in ξ. It is immediately seen, however, that F (ξ) 6 C2|ξ| for some
C > 0. Since, for the limiting Poisson process, the law of |ξ| is Poissonian, and has therefore tails
smaller than exponential, a standard truncation argument applies (we omit the details), and we
get
Tr e−βH = E
∑
σ∼ξ
exp
[
−
∫ β
0
H(σ(t))dt
] . (3.7)
This argument extends readily to traces of the form TrFfe
−βH, the only difference being that
in the right hand side of (3.5) we get
EN
[
TrFf
N∏
k=1
Ak(X)
]
.
The same product expansion leads to
TrFfe
−βH = E
∑
σ∼ξ
f(σ(0)) exp
[
−
∫ β
0
H(σ(t))dt
] ,
which completes the proof of (3.2). Since, for the same reason, we also have
TrFfFge
−βH = E
∑
σ∼ξ
f(σ(0))g(σ(0)) exp
[
−
∫ β
0
H(σ(t))dt
] ,
we also obtain (3.3).
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4. Spectral Gap of a Markov generator via the Bochner-Bakry-Emery method
In this section we summarize the version of the Γ2 method (see e.g. [2]) for the estimate of the
spectral Gap of a Markov generator, as developed in [4] for processes with jumps. We consider
Markov processes taking values in a measurable space (S,S). Let G be a subset of SS , provided
with a σ-field G ⊆ P(G), having the property that the map (η, γ) 7→ γ(η), from S × G to G is
measurable (product spaces are meant to be provided with the product σ-field). We then associate
to η ∈ S a σ-finite positive measure (denoted by c(η,dγ)) on (G,G). This measure must satisfy
the condition that, for every measurable φ : G → [0,+∞], the function η 7→
∫
φ(γ)c(η,dγ) is
measurable as well. We assume that the considered Markov process has an infinitesimal generator
L that can be written in the following form:
Lf(η) =
∫
G
c(η,dγ)∇γf(η), (4.1)
for f ∈ D(L), having set ∇γf := f ◦ γ − f . For simplicity, we assume that bounded measurable
functions form a core for L.
Let now pi be a probability measure on (S,S), and denote by pic the positive measure on S ×
G given by pic(dη, dγ) := pi(dη)c(η, dγ). We make the following additional assumptions on the
generator L.
(Rev) For every γ ∈ G there is a unique γ−1 ∈ G such that the equality γ−1(γ(η)) = η holds
pic-a.s., and the map γ 7→ γ
−1 is a measurable bijection on G. Moreover, for every Ψ :
S ×G→ [0,+∞) measurable,∫
Ψ(η, γ)c(η, dγ)pi(dη) =
∫
Ψ(γ(η), γ−1)c(η, dγ)pi(dη). (4.2)
Note that assumption (Rev) implies that L is symmetric in L2(pi), i.e.∫
f(η)g(γ(η))c(η, dγ)pi(dη) =
∫
f(γ(η))g(η)c(η, dγ)pi(dη) (4.3)
for f, g ∈ D(L). Then, being a symmetric Markov operator, L is self-adjoint in L2(pi). Thus,
(Rev) is a reversibility condition, (4.2) is the usual detailed balance condition written in this
general context and pi is a stationary distribution for the process.
Note that, under (Rev), for f, g ∈ D(L),
E(f, g) := −pi (fLg) =
1
2
pi
[∫
c(η, dγ)∇γf(η)∇γg(η)
]
. (4.4)
E(f, g) is called the Dirichlet form associated to the process.
We recall that the spectral Gap gap(L) of L is defined as the largest k > 0 such that the Poincare´
inequality
kpi[f ; f ] 6 E(f, f)
holds for every f ∈ D(L). An alternative representation of the spectral Gap is given in the following
Proposition (see [4], Proposition 1.1).
Proposition 4.1. The spectral gap gap(L) equals the largest constant k such that
kE(f, f) 6 pi
[
(Lf)2
]
.
The following definitions provides the key notion for the use of Proposition 4.1 in the estimation
of spectral gaps.
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Definition 4.2. A measurable function r : S × G × G → [0,+∞) is said L-symmetric if the
following conditions hold
(A1) r ∈ L1(pi(dη)c(η, dγ)c(η, dδ)).
(A2) The equality r(η, γ, δ) = r(η, δ, γ) holds pi(dη)c(η, dγ)c(η, dδ)-almost surely.
(A3) r(η, γ, δ) > 0 ⇒ γ(δ(η)) = δ(γ(η)).
(A4) For every F : S ×G×G→ [0,+∞) measurable, we have∫
F (η, γ, δ)r(η, γ, δ)pi(dη)c(η, dγ)c(η, dδ) =
∫
F (γ(η), γ−1, δ)r(η, γ, δ)pi(dη)c(η, dγ)c(η, dδ).
The following Theorem, proved in [4] (Corollaries 2.2 and 2.3) is the main tool we shall use in
next section.
Theorem 4.3. Let r : S×G×G→ [0,+∞) be a L-symmetric function. Then, for every f : S → R
measurable and bounded, the inequality
pi
[
(Lf)2
]
>
∫
pi(dη)c(η, dγ)c(η, dδ)[1 − r(η, γ, δ)]∇γf(η)∇δf(η)
holds. Therefore (see Proposition 4.1), if∫
pi(dη)c(η, dγ)c(η, dδ)[1 − r(η, γ, δ)]∇γf(η)∇δf(η) > kE(f, f),
then gap(L) > k.
The construction of an effective L-symmetric function is model dependent. We will construct
one for the specific model in next section.
5. The stochastic dynamics
5.1. Modification of the state space. In (3.1) we have defined the probability measure
pi(σ, dξ) :=
1
Z
1{σ∼ξ} exp
[∫ β
0
H(σ(t))dt
]
P(dξ)
on S := (∆×Σ)Λ. It will be convenient, for our purposes, to reformulate the model in a different,
but equivalent, state space. We first note that pi is concentrated on the set {(σ, ξ) ∈ S : σ ∼ ξ}.
Given a pair (σ, ξ) with σ ∼ ξ, it will be useful to interpret each component (σi, ξi) as a set of
labeled points in the following sense: if x ∈ ξi, then we assign to x the label σi(x
−) = limt↑x σi(t).
Note that, if ξi is nonempty, then assigning a “coloring” σi is equivalent to assigning a label to
each point of ξi. It has to be remembered that a label (i.e. a color) is also assigned to the empty
configuration of points. It is therefore easy to define the map
ϕ : Σ× Σ× {−1, 1} → ∆× Σ,
where, for (v,w, s) ∈ Σ×Σ×{−1, 1}, ϕ(v,w, s) ∈ ∆×Σ is obtained as follows, where Π∆ : ∆×Σ→
∆ and ΠΣ : ∆× Σ→ Σ are the canonical projections:
• ΠΣϕ(v,w, s) := v ∪w.
• Π∆ϕ(∅, ∅, s) ≡ s. Whenever v ∪w 6= ∅, Π∆ϕ(v,w, s) is obtained by assigning label 1 to the
points of v and label −1 to the points of w (in particular it does not depend on s).
The function ϕ above can be lifted to a function
Φ : (Σ × Σ× {−1, 1})Λ → S = (∆ × Σ)Λ (5.1)
componentwise: for i ∈ Λ and (ξ, η, ρ) ∈ (Σ× Σ× {−1, 1})Λ, we set (Φ(ξ, η, ρ))i := ϕ(ξi, ηi, ρi). In
what follows we set
Sˆ := (Σ× Σ× {−1, 1})Λ,
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and
pˆi(dξ, dη, ρ) :=
1
Z
exp
[∫ β
0
H(σ(τ))dτ
]
Pˆ(dξ)Pˆ(dη),
where Z is a normalization factor, σ = (σi)i∈Λ is defined by
σi := Π∆ϕ(ξi, ηi, ρi), (5.2)
Pˆ := ⊗i∈ΛPˆi and Pˆi is the Poisson measure on Σ with intensity λi/2. It is clear that
pi = pˆi ◦Φ−1. (5.3)
In the remaining part of this paper we will deal with the probability pˆi, for which we will establish
exponential decay of correlations. By (5.3) the analogous property for pi will follow readily.
5.2. The Markov process. The aim of this section is to construct a continuous-time Markov
process on Sˆ having pˆi as stationary distribution, and show that the spectral gap of its infinitesimal
generator has a positive lower bound that does not depend on Λ. For this purpose we introduce
the following maps from Sˆ to Sˆ.
• Addition maps. For i ∈ Λ, x ∈ [0, β), γx+,1,i(ξ, η, ρ) is obtained from (ξ, η, ρ) by adding the
point x to ξi. Similarly, γ
x
+,2,i(ξ, η, ρ) is obtained from (ξ, η, ρ) by adding the point x to ηi.
• Removal maps. For i ∈ Λ, x ∈ [0, β), γx−,1,i(ξ, η, ρ) is obtained from (ξ, η, ρ) by removing
the point x to ξi (leaving it unchanged if x 6∈ ξi). Similarly, γ
x
−,2,i(ξ, η, ρ) is obtained from
(ξ, η, ρ) by removing the point x to ηi.
• Spin-flip maps. For i ∈ Λ, γ0,i(ξ, η, ρ) is obtained from (ξ, η, ρ) by changing sign to ρi.
We now consider the following linear operator, acting on bounded measurable functions from Sˆ to
R.
Lf(ξ, η, ρ) :=
∑
i∈Λ
∑
k=1,2
λi
2
∫ β
0
exp
[
∇γx+,k,i
∫ β
0
H(σ(τ))dτ
]
∇γx+,k,if(ξ, η, ρ)
+
∑
i∈Λ
∑
x∈ξi
∇γx
−,1,i
f(ξ, η, ρ) +
∑
i∈Λ
∑
x∈ηi
∇γx
−,2,i
f(ξ, η, ρ)
+
∑
i∈Λ
exp
[
1
2
∇γ0,i
∫ β
0
H(σ(τ))dτ
]
∇γx0,if(ξ, η, ρ). (5.4)
L is the generator of a Markov process that can be described by the following algorithm.
(1) Let (ξ, η, ρ) ∈ Sˆ be the state at time s.
(2) Consider three independent families of exponential random variables, (Xi,x,k)i∈Λ,x∈ξi,k=1,2,
(Yi,k)i∈Λ,k=1,2 and (Zi)i∈Λ. Within each family, random variables are independent. Xi,x,k
has mean µX , Yi,k has mean µ
Y
i and Zi has mean µ
Z , where
1
µYi
=
λi
2
βeβC ,
1
µX
= eβC ,
1
µZ
= eβC/2.
where C is the constant appearing in condition (BD).
(3) Let t be the value of the smallest of these random variables. Set (ξ(s+h), η(s+h), ρ(s+h)) ≡
(ξ, η, ρ) for 0 6 h < t.
a) If t = Xi,x,k, then (ξ(s+ t), η(s + t), ρ(s + t)) := γ
x
−,k,i(ξ, η, ρ).
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b) If t = Yi,k, then (ξ˜, η˜, ρ˜) := γ
x
+,k,i(ξ, η, ρ), where x is sampled from the uniform proba-
bility on [0, β). Let U be a random number uniformly distributed on [0, 1]. Set
(ξ(s+ t), η(s + t), ρ(s + t)) :=
 (ξ˜, η˜, ρ˜) if U 6 exp
[
∇γx
+,k,i
∫ β
0
H(σ(τ))dτ
]
eβC
(ξ, η, ρ) otherwise.
c) If t = Zi, then (ξ˜, η˜, ρ˜) := γ0,i(ξ, η, ρ). Set
(ξ(s + t), η(s + t), ρ(s + t)) :=
{
(ξ˜, η˜, ρ˜) if U 6
exp
[
1
2
∇γ0,i
∫ β
0
H(σ(τ))dτ
]
eβC/2
(ξ, η, ρ) otherwise.
(4) Replace (ξ, η, ρ) by (ξs+t, ηs+t, ρs+t), s by s+ t, and go to step 1.
It can be shown that the above algorithm provides a rigorous construction of the Markovian dy-
namics having L as infinitesimal generator, and that bounded measurable functions form a core for
L. Moreover, L is of the form (4.1), once we define
G := {γx+,k,i, γ
x
−,k,i, γ0,i : i ∈ Λ, x ∈ [0, β), k = 1, 2},
and c(ξ, η, ρ, dγ) by
∫
l(γ)c(ξ, η, ρ, dγ) :=
∑
i∈Λ
∑
k=1,2
λi
2
∫ β
0
exp
[
∇γx+,k,i
∫ β
0
H(σ(τ))dτ
]
l(γx+,k,i)
+
∑
i∈Λ
∑
x∈ξi
l(γx−,1,i) +
∑
i∈Λ
∑
x∈ηi
l(γx−,2,i) +
∑
i∈Λ
exp
[
1
2
∇γ0,i
∫ β
0
H(σ(τ))dτ
]
l(γ0,i). (5.5)
Note that the measurable structure in G is induced by [0, β): a function l : G → R is measurable
if and only if x 7→ l(γx+,k,i) and x 7→ l(γ
x
−,k,i) are measurable. In order to show that property
(Rev) holds (see (4.2)), we first need to observe that, in the sense of (Rev),
(
γx+,k,i
)−1
= γx−,k,i,(
γx−,k,i
)−1
= γx+,k,i, and (γ0,i)
−1 = γ0,i.
Lemma 5.1. The reversibility condition (Rev) holds for the generator L defined in (5.4).
Proof. It will be convenient to define, for i ∈ Λ,
G+i,k := {γ
x
+,k,i : x ∈ [0, β)}, G
−
i,k := {γ
x
−,k,i : x ∈ [0, β)}, G
0
i := {γ0,i}.
We will also write Gi := G
+
i,1 ∪G
+
i,2 ∪G
−
i,1 ∪G
−
i,2 ∪G
0
i . All these subsets of G are disjoint. Finally,
we set
Hˆβ(ξ, η, ρ) :=
∫ β
0
H(σ(τ))dτ,
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which makes clearer the following computation, where Ψ : Sˆ ×G→ [0,+∞) is measurable.
pˆi
[∫
G+i,1
Ψ(ξ, η, ρ, γ)c(ξ, η, ρ, dγ)
]
=
λi
2
pˆi
[∫ β
0
dx exp
[
∇γx+,1,iHˆβ(ξ, η, ρ)
]
Ψ(ξ, η, ρ, γx+,1,i)
]
=
λi
2
1
Z
∑
ρ∈{±1}Λ
∫
Pˆi(dξ)Pˆi(dη) exp
[
Hˆβ(ξ, η, ρ)
] ∫ β
0
dx exp
[
∇γx+,1,iHˆβ(ξ, η, ρ)
]
Ψ(ξ, η, ρ, γx+,1,i)
=
λi
2
1
Z
∑
ρ∈{±1}Λ
∫
Pˆi(dη)e
−λi/2
+∞∑
n=0
λni
2nn!
∫ β
0
· · ·
∫ β
0
dx1 · · · dxn
∫ β
0
dx
exp
[
Hˆβ({x1, . . . , xn, x}, η, ρ)
]
Ψ({x1, . . . , xn}, η, ρ, γ
x
+,1,i)
=
1
Z
∑
ρ∈{±1}Λ
∫
Pˆi(dη)e
−λi/2
+∞∑
n=1
λni
2nn!
n
∫ β
0
· · ·
∫ β
0
dx1 · · · dxn
exp
[
Hˆβ({x1, . . . , xn}, η, ρ)
]
Ψ({x1, . . . , xn−1}, η, ρ, γ
xn
+,1,i)
=
1
Z
∑
ρ∈{±1}Λ
∫
Pˆi(dη)e
−λi/2
+∞∑
n=1
λni
2nn!
∫ β
0
· · ·
∫ β
0
dx1 · · · dxn
exp
[
Hˆβ({x1, . . . , xn}, η, ρ)
] n∑
k=1
Ψ({x1, . . . , xn} \ {xk}, η, ρ, γ
xk
+,1,i)
=
1
Z
∑
ρ∈{±1}Λ
∫
Pˆi(dη)e
−λi/2
+∞∑
n=1
λni
2nn!
∫ β
0
· · ·
∫ β
0
dx1 · · · dxn exp
[
Hˆβ({x1, . . . , xn}, η, ρ)
]
n∑
k=1
Ψ
(
γxk−,1,i({x1, . . . , xn}), η, ρ,
(
γxk−,1,i
)−1)
= pˆi
[∫
G−i,1
Ψ(γ(ξ, η, ρ), γ−1)c(ξ, η, ρ, dγ)
]
.
Thus, we have shown
pˆi
[∫
G+i,1
Ψ(ξ, η, ρ, γ)c(ξ, η, ρ, dγ)
]
= pˆi
[∫
G−i,1
Ψ(γ(ξ, η, ρ), γ−1)c(ξ, η, ρ, dγ)
]
. (5.6)
Similarly, one shows
pˆi
[∫
G−i,1
Ψ(ξ, η, ρ, γ)c(ξ, η, ρ, dγ)
]
= pˆi
[∫
G+i,1
Ψ(γ(ξ, η, ρ), γ−1)c(ξ, η, ρ, dγ)
]
, (5.7)
and, by symmetry, the analogous relations for G+i,2, G
−
i,2. Finally, the identity
pˆi
[∫
G0i
Ψ(ξ, η, ρ, γ)c(ξ, η, ρ, dγ)
]
= pˆi
[∫
G0i
Ψ(γ(ξ, η, ρ), γ−1)c(ξ, η, ρ, dγ)
]
(5.8)
is simpler to derive, due to the fact that, for γ ∈ G0i , we have γ = γ
−1. Adding up (5.6), (5.7), the
analogous relations for G+i,2, G
−
i,2, (5.8), and then summing over i ∈ Λ, we obtain (4.2).
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5.3. The spectral gap. We now apply Theorem 4.3 to estimate the spectral gap of L. We recall
some notations introduced in the previous section:
G+i,k := {γ
x
+,k,i : x ∈ [0, β)}, G
−
i,k := {γ
x
−,k,i : x ∈ [0, β)}, G
0
i := {γ0,i},
Gi := G
+
i,1 ∪G
+
i,2 ∪G
−
i,1 ∪G
−
i,2 ∪G
0
i
We also set G+i := G
+
i,1 ∪G
+
i,2, G
−
i := G
−
i,1 ∪G
−
i,2. Consider the following function r : Sˆ ×G×G→
[0,+∞).
r(ξ, η, ρ, γ, δ) :=

exp
[
∇γ∇δ
∫ β
0 H((σ(τ))dτ
]
for (γ, δ) ∈ G+i ×G
+
j , i 6= j
exp
[
1
2∇γ∇δ
∫ β
0 H((σ(τ))dτ
]
for (γ, δ) ∈
{
G+i ×G
0
j
G0i ×G
+
j
i 6= j
1
2
[
1 + exp
[
1
2∇γ∇δ
∫ β
0 H((σ(τ))dτ
]]
for (γ, δ) ∈ G0i ×G
0
j , i 6= j
1 for (γ, δ) ∈

G+i ×G
−
j
G−i ×G
+
j
G0i ×G
−
j
G−i ×G
0
j
G−i ×G
−
j
i 6= j
0 otherwise
(5.9)
Proposition 5.2. The function r defined in (5.9) is L-symmetric.
Proof. Note that, by assumption (BD), r is a bounded function. Thus, condition (A1) in Defi-
nition 4.2 follows if we show that the measure pˆi(dξ, dη, ρ)c(ξ, η, ρ, dγ)c(ξ, η, ρ, dδ) is finite. To see
this, note that by (5.5) and (BD)
c(ξ, η, ρ,G) 6 eβC
∑
i∈Λ
λi +
∑
i∈Λ
(|ξi|+ |ηi|) + |Λ|e
βC/2,
from which
pˆi [c(ξ, η, ρ,G)c(ξ, η, ρ,G)] < +∞
follows.
Condition (A2) is clearly satisfied by definition of r. Condition (A3), is obvious since γ ◦ δ = δ ◦γ
for every γ ∈ Gi, δ ∈ Gj , i 6= j. We are therefore left to show (A4). Note that, for F : Sˆ×G×G→
[0,+∞) measurable,∫
F (ξ, η, ρ, γ, δ)r(ξ, η, ρ, γ, δ)c(ξ, η, ρ, dγ)c(ξ, η, ρ, dδ)pˆi(dξ, dη, ρ)
=
∑
i 6=j
pˆi
[∫
Gi×Gj
F (ξ, η, ρ, γ, δ)r(ξ, η, ρ, γ, δ)c(ξ, η, ρ, dγ)c(ξ, η, ρ, dδ)
]
.
Thus, it is enough to show that for every i, j ∈ Λ, i 6= j
pˆi
[∫
Gi×Gj
F (ξ, η, ρ, γ, δ)r(ξ, η, ρ, γ, δ)c(ξ, η, ρ, dγ)c(ξ, η, ρ, dδ)
]
= pˆi
[∫
Gi×Gj
F (γ(ξ, η, ρ), γ−1, δ)r(ξ, η, ρ, γ, δ)c(ξ, η, ρ, dγ)c(ξ, η, ρ, dδ)
]
. (5.10)
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We show (5.10) by decomposing Gi as G
+
i ∪G
−
i ∪G
0
i . Define, for A,B ⊆ G
I(A,B) := pˆi
[∫
A×B
F (ξ, η, ρ, γ, δ)r(ξ, η, ρ, γ, δ)c(ξ, η, ρ, dγ)c(ξ, η, ρ, dδ)
]
Iˆ(A,B) := pˆi
[∫
A×B
F (γ(ξ, η, ρ), γ−1, δ)r(ξ, η, ρ, γ, δ)c(ξ, η, ρ, dγ)c(ξ, η, ρ, dδ)
]
.
Identity (5.10) follows by adding up the equalities:
I(Gki , G
l
j) = Iˆ(G
−k
i , G
l
j) (5.11)
for k, l ∈ {−, 0,+} (with the obvious meaning for −k). The key fact to prove (5.11) is given in the
following two computations, in which K : Sˆ ×G×G→ [0,+∞) is measurable.∫
pˆi(dξ, dη, ρ)c(ξ, η, ρ, dγ)c(ξ, η, ρ, dδ)K(ξ, η, ρ, γ, δ)
=
∫
pˆi(dξ, dη, ρ)c(ξ, η, ρ, dγ)c(γ(ξ, η, ρ), dδ)K(γ(ξ, η, ρ), γ−1 , δ), (5.12)
where we have applied (Rev) to the function Ψ(ξ, η, ρ, γ) :=
∫
c(η, ξ, η, ρ, dδ)K(ξ, η, ρ, γ, δ), and∫
pˆi(dξ, dη, ρ)c(ξ, η, ρ, dγ)c(γ(ξ, η, ρ), dδ)K(ξ, η, ρ, γ, δ)
=
∫
pˆi(dξ, dη, ρ)c(ξ, η, ρ, dγ)c(ξ, η, ρ, dδ)K(γ(ξ, η, ρ), γ−1 , δ), (5.13)
where (Rev) has been applied to Ψ(ξ, η, ρ, γ) :=
∫
c(γ(η, ξ, η), ρ, dδ)K(ξ, η, ρ, γ, δ).
We now give some of the proofs of the different cases in (5.11).
Case (k, l) = (+,+). Observe that, for γ ∈ G+i , δ ∈ G
+
j ,
r(ξ, η, ρ, γ, δ) =
dc(γ(ξ, η, ρ), ·)
dc(ξ, η, ρ, ·)
(δ). (5.14)
Thus
I(G+i , G
+
j ) = pˆi
[∫
G+i ×G
+
j
c(ξ, η, ρ, dγ)c(ξ, η, ρ, dδ)r(ξ, η, ρ, γ, δ)F (ξ, η, ρ, γ, δ)
]
= pˆi
[∫
G+i ×G
+
j
c(ξ, η, ρ, dγ)c(γ(ξ, η, ρ), dδ)F (ξ, η, ρ, γ, δ)
]
= ( by (5.13) for K := F1G+i
1G+j
)
= pˆi
[∫
G−i ×G
+
j
c(ξ, η, ρ, dγ)c(ξ, η, ρ, dδ)F (γ(ξ, η, ρ), γ−1 , δ)
]
= Iˆ(G−i , G
+
j ).
Cases (k, l) = (+, 0) and (k, l) = (+,−). Again (5.14) holds, and one proceeds as for the case
(k, l) = (+,+).
Case (k, l) = (0,+). Here (5.14) does not hold, and is replaced by
r(ξ, η, ρ, γ, δ) =
dc(δ(ξ, η, ρ), ·)
dc(ξ, η, ρ, ·)
(γ). (5.15)
14 A. CIPRIANI AND P. DAI PRA
Thus
I(G0i , G
+
j ) = pˆi
[∫
G0i×G
+
j
c(ξ, η, ρ, dγ)c(ξ, η, ρ, dδ)r(ξ, η, ρ, γ, δ)F (ξ, η, ρ, γ, δ)
]
= pˆi
[∫
G0i×G
+
j
c(δ(ξ, η, ρ), dγ)c(ξ, η, ρ, dδ)F (ξ, η, ρ, γ, δ)
]
= ( by (5.13) with δ and γ exchanged)
= pˆi
[∫
G0i×G
−
j
c(ξ, η, ρ, dγ)c(ξ, η, ρ, dδ)F (δ(ξ, η, ρ), γ, δ−1)
]
= ( by (5.12) and γ ◦ δ = δ ◦ γ)
= pˆi
[∫
G0i×G
−
j
c(ξ, η, ρ, dγ)c(γ(ξ, η, ρ), dδ)F (γ(δ(ξ, η, ρ)), γ−1 , δ−1)
]
=
(
since for δ ∈ G−j
dc(γ(ξ,η,ρ),·)
dc(ξ,η,ρ,·) (δ) = 1
)
= pˆi
[∫
G0i×G
−
j
c(ξ, η, ρ, dγ)c(ξ, η, ρ, dδ)F (γ(δ(ξ, η, ρ)), γ−1 , δ−1)
]
=
(
by (5.13) with
δ and γ exchanged
)
= pˆi
[∫
G0i×G
+
j
c(δ(ξ, η, ρ), dγ)c(ξ, η, ρ, dδ)F (γ(ξ, η, ρ), γ−1 , δ)
]
= Iˆ(G0i , G
+
j ).
Case (k, l) = (0, 0). Here we have
r(ξ, η, ρ, γ, δ) =
1
2
[
1 +
dc(γ(ξ, η, ρ), ·)
dc(ξ, η, ρ, ·)
(δ)
]
. (5.16)
This gives
I(G0i , G
0
j ) = pˆi
[∫
G0i×G
0
j
c(ξ, η, ρ, dγ)c(ξ, η, ρ, dδ)r(ξ, η, ρ, γ, δ)F (ξ, η, ρ, γ, δ)
]
=
1
2
pˆi
[∫
G0i×G
0
j
c(ξ, η, ρ, dγ)c(ξ, η, ρ, dδ)F (ξ, η, ρ, γ, δ)
]
+
1
2
pˆi
[∫
G0i×G
0
j
c(ξ, η, ρ, dγ)c(γ(ξ, η, ρ), dδ)F (ξ, η, ρ, γ, δ)
]
= ( by (5.12) and (5.13))
=
1
2
pˆi
[∫
G0i×G
0
j
c(ξ, η, ρ, dγ)c(γ(ξ, η, ρ), dδ)F (γ(ξ, η, ρ), γ−1 , δ)
]
+
1
2
pˆi
[∫
G0i×G
0
j
c(ξ, η, ρ, dγ)c(ξ, η, ρ, dδ)F (γ(ξ, η, ρ), γ−1 , δ)
]
= Iˆ(G0i , G
0
j ).
The proofs of the remaining cases in (5.11) follow similar arguments, and are omitted
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The above choice of the L-symmetric function r, leads to the following identity:
pˆi
[∫
c(ξ, η, ρ, dγ)c(ξ, η, ρ, dδ)(1 − r(ξ, η, ρ, γ, δ))∇γf(ξ, η, ρ)∇δf(ξ, η, ρ)
]
=
∑
i∈Λ
pˆi
[∫
Gi
∫
Gi
c(ξ, η, ρ, dγ)c(ξ, η, ρ, dδ)∇γ f(ξ, η, ρ)∇δf(ξ, η, ρ)
]
+
∑
i 6=j
pˆi
[∫
Gi
∫
Gj
c(ξ, η, ρ, dγ)c(ξ, η, ρ, dδ)[1 − r(ξ, η, ρ, γ, δ)]∇γf(ξ, η, ρ)∇δf(ξ, η, ρ)
]
. (5.17)
In order to use Theorem 4.3, we give separate estimates of the two terms in the right hand side of
(5.17).
Lemma 5.3. The following inequality holds:∣∣∣∣∣∣
∑
i 6=j
pˆi
[∫
Gi
∫
Gj
c(ξ, η, ρ, dγ)c(ξ, η, ρ, dδ)[1 − r(ξ, η, ρ, γ, δ)]∇γf(ξ, η, ρ)∇δf(ξ, η, ρ)
]∣∣∣∣∣∣
6 5max(1, βλ)(2R)d
(
e3βC − 1
)
E(f, f),
where E is the Dirichlet for of L and λ is the constant appearing in Condition (BD).
Proof. Fix i, j ∈ Λ, with i 6= j. Then
pˆi
[∫
Gi
∫
Gj
c(ξ, η, ρ, dγ)c(ξ, η, ρ, dδ)[1 − r(ξ, η, ρ, γ, δ)]∇γf(ξ, η, ρ)∇δf(ξ, η, ρ)
]
= pˆi
[∫
G+i
∫
G+j
(· · · )
]
+ pˆi
[∫
G+i
∫
G0j
(· · · )
]
+ pˆi
[∫
G0i
∫
G+j
(· · · )
]
+ pˆi
[∫
G0i
∫
G0j
(· · · )
]
. (5.18)
We give separate estimates to the four summands in the right hand side of (5.18).∣∣∣∣∣pˆi
[∫
G+i
∫
G+j
c(ξ, η, ρ, dγ)c(ξ, η, ρ, dδ)[1 − r(ξ, η, ρ, γ, δ)]∇γf(ξ, η, ρ)∇δf(ξ, η, ρ)
]∣∣∣∣∣
=
∣∣∣∣∣∣λiλj4
2∑
h,k=1
pˆi
[∫ β
0
dx
∫ β
0
dy exp
[
∇γx+,h,i
∫ β
0
H(σ(τ))dτ
]
exp
[
∇γy+,k,j
∫ β
0
H(σ(τ))dτ
]
(
1− exp
[
∇γx+,h,i∇γ
y
+,k,j
∫ β
0
H(σ(τ))dτ
])
∇γx+,h,if(ξ, η, ρ)∇γ
y
+,k,j
f(ξ, η, ρ)
]∣∣∣∣
By assumptions (BD) and (LOC),
exp
[
∇γx+,h,i
∫ β
0
H(σ(τ))dτ
]
6 eβC
and ∣∣∣∣1− exp [∇γx+,h,i∇γy+,k,j
∫ β
0
H(σ(τ))dτ
]∣∣∣∣ 6 1[0,R](|i− j|)(e2βC − 1) .
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Thus, using also the inequality 2xy 6 x2 + y2, we obtain∣∣∣∣∣pˆi
[∫
G+i
∫
G+j
c(ξ, η, ρ, dγ)c(ξ, η, ρ, dδ)[1 − r(ξ, η, ρ, γ, δ)]∇γf(ξ, η, ρ)∇δf(ξ, η, ρ)
]∣∣∣∣∣
6
βλ
2
1[0,R](|i−j|)e
βC
(
e2βC − 1
)
pˆi
[
λi
2
2∑
h=1
∫ β
0
dx exp
[
∇γx+,h,i
∫ β
0
H(σ(τ))dτ
] (
∇γx+,h,if(ξ, η, ρ)
)2]
+
βλ
2
1[0,R](|i−j|)e
βC
(
e2βC − 1
)
pˆi
[
λj
2
2∑
k=1
∫ β
0
dy exp
[
∇γy+,k,j
∫ β
0
H(σ(τ))dτ
] (
∇γy+,k,j
f(ξ, η, ρ)
)2]
.
(5.19)
The other terms in (5.18) are estimated in the same way, obtaining∣∣∣∣∣pˆi
[∫
G+i
∫
G0j
c(ξ, η, ρ, dγ)c(ξ, η, ρ, dδ)[1 − r(ξ, η, ρ, γ, δ)]∇γf(ξ, η, ρ)∇δf(ξ, η, ρ)
]∣∣∣∣∣
6 1[0,R](|i−j|)
1
2
eβC/2
(
eβC − 1
)
pˆi
[
λi
2
2∑
h=1
∫ β
0
dx exp
[
∇γx+,h,i
∫ β
0
H(σ(τ))dτ
] (
∇γx+,h,if(ξ, η, ρ)
)2]
+ λβ1[0,R](|i− j|)e
βC
(
e2βC − 1
)
pˆi
[
exp
[
1
2
∇γ0,j
∫ β
0
H(σ(τ))dτ
] (
∇γ0,jf(ξ, η, ρ)
)2]
. (5.20)
∣∣∣∣∣pˆi
[∫
G0i
∫
G0j
c(ξ, η, ρ, dγ)c(ξ, η, ρ, dδ)[1 − r(ξ, η, ρ, γ, δ)]∇γf(ξ, η, ρ)∇δf(ξ, η, ρ)
]∣∣∣∣∣
6 1[0,R](|i− j|)
1
4
eβC/2
(
eβC − 1
)
pˆi
[
exp
[
1
2
∇γ0,i
∫ β
0
H(σ(τ))dτ
] (
∇γ0,if(ξ, η, ρ)
)2]
+ 1[0,R](|i− j|)
1
4
eβC/2
(
eβC − 1
)
pˆi
[
exp
[
1
2
∇γ0,j
∫ β
0
H(σ(τ))dτ
] (
∇γ0,jf(ξ, η, ρ)
)2]
, (5.21)
while the estimate for pˆi
[∫
G0i
∫
G+j
(· · · )
]
is obtained from (5.20) by exchanging i and j. Collecting
all these estimates, summing over i 6= j and using the fact that
E(f, f) =
∑
i∈Λ
pˆi
[
λi
2
2∑
h=1
∫ β
0
dx exp
[
∇γx+,h,i
∫ β
0
H(σ(τ))dτ
] (
∇γx+,h,if(ξ, η, ρ)
)2]
+
1
2
∑
i∈Λ
pˆi
[
exp
[
1
2
∇γ0,i
∫ β
0
H(σ(τ))dτ
] (
∇γ0,if(ξ, η, ρ)
)2]
,
the proof is easily completed.
Note that the bound in Lemma 5.3 is of order O(β) as β → 0. We now proceed to give a lower
estimate to the first term in the right hand side of (5.17).
Lemma 5.4. The following inequality holds:∑
i∈Λ
pˆi
[∫
Gi
∫
Gi
c(σ, ξ, dγ)c(σ, ξ, dδ)∇γ f(σ, ξ)∇δf(σ, ξ)
]
> e−2βCE(f, f).
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Proof. We begin by writing∑
i∈Λ
pˆi
[∫
Gi
∫
Gi
c(ξ, η, ρ, dγ)c(ξ, η, ρ, dδ)∇γ f(ξ, η, ρ)∇δf(ξ, η, ρ)
]
=
∑
i∈Λ
pˆi
[
pˆii
(∫
Gi
∫
Gi
c(ξ, η, ρ, dγ)c(ξ, η, ρ, dδ)∇γ f(ξ, η, ρ)∇δfξ, η, ρ)
)]
=
∑
i∈Λ
pˆi
[
pˆii
(
(Lif)
2
)]
,
where
Lif(ξ, η, ρ) :=
∫
Gi
c(ξ, η, ρ, dγ)∇γf(ξ, η, ρ) =
∑
k=1,2
λi
2
∫ β
0
exp
[
∇γx+,k,i
∫ β
0
H(σ(τ))dτ
]
∇γx+,k,if(ξ, η, ρ)
+
∑
x∈ξi
∇γx
−,1,i
f(ξ, η, ρ) +
∑
x∈ηi
∇γx
−,2,i
f(ξ, η, ρ)
+ exp
[
1
2
∇γ0,i
∫ β
0
H(σ(τ))dτ
]
∇γx0,if(ξ, η, ρ),
and pˆii is obtained by conditioning pˆi to (ξj , ηj , ρj)j 6=i.
Now, define
Ei(f, f) := −pˆi
i [fLif ] .
We recall that all these i-dependent expressions involve conditional expectations, so they depend
on the conditioning variables. Suppose now we can find a constant D > 0 such that the inequality
DEˆi(f, f) 6 pˆi
i
[
(Lif)
2
]
(5.22)
holds for all i ∈ Λ, all f measurable and bounded, uniformly on the conditioning. Then, clearly,∑
i∈Λ
pˆi
[∫
Gi
∫
Gi
c(ξ, η, ρ, dγ)c(ξ, η, ρ, dδ)∇γ f(ξ, η, ρ)∇δf(ξ, η, ρ)
]
=
∑
i∈Λ
pˆi
[
pˆii
(
(Lif)
2
)]
> D
∑
i∈Λ
pˆi [Ei(f, f)] = DE(f, f). (5.23)
We are therefore left to show that (5.22) holds withD = e−2βC . We first observe that the conditional
measure pˆii can be written as follows:
pˆii(dξi, dηi, ρi) =
Pˆi(dξi)Pˆi(dηi)∑
s=±1 exp
[∫ β
0 (H(σ
i,s(τ))−H(σ(τ)))dt
]
Pˆi(dξ
′
i)Pˆi(dη
′
i)
(5.24)
where σi,s denotes the “coloring” of the image under Φ (see (5.1) and (5.2)) of the configuration
obtained from (ξ, η, ρ) replacing (ξi, ηi, ρi) by (ξ
′
i, η
′
i, s), and Pˆi is the Poisson measure on Σ with
intensity λi2 . By (5.24) it is also easy to show that Li is self-adjoint in L
2(pˆii). Note that, by letting
H ≡ 0 in (5.24), we obtain the probability qi on Σ× Σ× {−1, 1} given by
qi(dv, dw, s) =
1
2
Pˆi(dv)Pˆi(dw), (5.25)
and the inequalities
e−βC 6
dpˆii
dqi
6 eβC (5.26)
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hold. Similarly, letting H ≡ 0 in Lˆi, we obtain the operator Ai given by
Aif(v,w, s) =
λi
2
∫ β
0
dx[f(v ∪ {x}, w, s) − f(v,w, s)] +
λi
2
∫ β
0
dx[f(v,w ∪ {x}, s) − f(v,w, s)]
+
∑
x∈v
[f(v \ {x}, w, s) − f(v,w, s)] +
∑
x∈w
[f(v,w \ {x}, s) − f(v,w, s)]
+ [f(v,w,−s) − f(v,w, s)],
which is self-adjoint in L2(qi). By comparing Lˆi and Ai, we obtain the bounds
− e−βCqi[fAif ] 6 Eˆi(f, f) 6 − e
βCqi[fAif ]. (5.27)
By (5.26) and (5.27) we have that the inequality
γqi[f ; f ] 6 − qi[fAif ] (5.28)
implies
γe−2βC pˆii[f ; f ] 6 − Eˆi(f, f),
for every f bounded, which, by Proposition 4.1, implies (5.22) with D = e−2βCγ. Thus, we are left
to show that (5.28) holds with γ = 1, which is equivalent to
gap(Ai) > 1. (5.29)
The Markov process generated by Ai, with initial measure qi, is such that the three components
vt, wt, st are independent; moreover (vt) and (wt) are birth and death processes with birth rate λi/2
and death rate 1, while (st) is a spin-flip process with spin-flip rate 1. The infinitesimal generators
of these processes have all spectral gap equal to 1; by the tensor property of spectral gap, it follows
that gap(Ai) = 1, which shows (5.29).
Collecting the results in Lemmas 5.3 and 5.4, we obtain the following lower estimate for the
spectral gap of L.
Theorem 5.5. The following inequality holds:
gap(L) > e−2βC − 5max(1, βλ)(2R)d
(
e3βC − 1
)
.
Proof. It is enough to apply the estimates in Lemmas 5.3 and 5.4 to the two terms in (5.17), and
to use Theorem 4.3.
Note that the lower bound in Theorem 5.5 goes to 1 as β ↓ 0. In particular it is positive for β
small enough.
6. Decay of correlations: proof of Theorem 2.2
We begin by introducing some notations. For f : Sˆ → R measurable and bounded, and i ∈ Λ,
we define
Mi(f) := max
(
sup
x∈[0,β)
sup
k=1,2
∥∥∥∇γx+,k,if∥∥∥L∞(pˆi) ,∥∥∇γ0,if∥∥L∞(pˆi)
)
,
Λf := {i ∈ Λ : Mi(f) 6= 0}, |||f ||| :=
∑
i∈Λ
Mi(f). (6.1)
Note that the definitions in (6.1) are extensions of those given in (2.3) and (2.4), once ϕ : ΩΛ → R
is identified with fϕ : Sˆ → R by fϕ(ξ, η, ρ) := ϕ(σ(0)), where σ is defined in terms of (ξ, η, ρ) in
(5.2). We first prove the so-called finite speed of propagation Lemma. We set St := e
tL.
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Lemma 6.1. Consider two functions f, g : Sˆ → R. Then
|pi [St(fg)− StfStg]| 6 N |||f ||| |||g||| e
Mt−ε dist(Λf ,Λg), (6.2)
where
N =
(
2
1− e−1/R
)d
, M = 10max(1, λβ)eβC+1, ε =
1
2R
.
Proof. Let f : Sˆ → R measurable and bounded, and k ∈ Λ. Our first aim is to show that there
are constants B, δ > 0, which do not depend on f or k, such that
Mk(Stf) 6 e
Bt
∑
j∈Λ
e−δ|j−k|Mj(f). (6.3)
We will also provide explicit values for these constants. Observe that, for γ ∈ G,
d
dt
∇γStf = ∇γLStf = L∇γStf + [[∇γ ,L]]Stf, (6.4)
where [[∇γ ,L]] := ∇γL−L∇γ is the commutator between ∇γ and L. By a direct computations one
obtains the following expressions:
[[∇γy+,h,j ,L]]f(ξ, η, ρ)
=
∑
i∈Λ
∑
k=1,2
λi
2
∫ β
0
dx∇γy+,h,j exp
[
∇γx+,k,i
∫ β
0
H(σ(τ))dτ
]
∇γx+,k,if(γ
y
+,h,j(ξ, η, ρ))
+∇γy+,h,jf(γ
y
+,h,j(ξ, η, ρ)) +
∑
i∈Λ
∇γy+,h,j exp
[
∇γ0,i
∫ β
0
H(σ(τ))dτ
]
∇γ0,if(γ
y
+,h,j(ξ, η, ρ)). (6.5)
[[∇γ0,j ,L]]f(ξ, η, ρ)
=
∑
i∈Λ
∑
k=1,2
λi
2
∫ β
0
dx∇γ0,j exp
[
∇γx+,k,i
∫ β
0
H(σ(τ))dτ
]
∇γx+,k,if(γ0,j(ξ, η, ρ))
+
∑
i∈Λ
∇γ0,j exp
[
∇γ0,i
∫ β
0
H(σ(τ))dτ
]
∇γ0,if(γ0,j(ξ, η, ρ)). (6.6)
Observing that, by (LOC),
∇γy+,h,j
exp
[
∇γx+,k,i
∫ β
0
H(σ(τ))dτ
]
= ∇γy+,h,j
exp
[
∇γ0,i
∫ β
0
H(σ(τ))dτ
]
= ∇γ0,j exp
[
∇γx+,k,i
∫ β
0
H(σ(τ))dτ
]
= ∇γ0,j exp
[
∇γ0,i
∫ β
0
H(σ(τ))dτ
]
= 0
for |i− j| > R, we obtain the bounds∥∥∥[[∇γy+,h,j ,L]]f∥∥∥L∞(pˆi) 6 Mj(f) + 2max(1, λβ)eβC ∑
i:|i−j| 6 R
Mi(f), (6.7)
∥∥[[∇γ0,j ,L]]f∥∥L∞(pˆi) 6 2max(1, λβ)eβC ∑
i:|i−j| 6 R
Mi(f). (6.8)
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Now observe that, using (6.4) for the second equality, for γ = γy+,h,j or γ = γ0,j, we have
d
ds
St−s∇γSsf = St−s
[
d
ds
∇γSsf − L∇γSsf
]
= St−s[[∇γ ,L]]Ssf,
or, in integrated form,
∇γStf = St∇γf +
∫ t
0
St−s[[∇γ ,L]]Ssfds (6.9)
Using (6.7), (6.7), (6.9) and the fact that St contracts the ‖ · ‖L∞(pˆi) norm, we obtain
Mk(Stf) 6 Mk(f) +
∫ t
0
Mk(Ssf) + 4max(1, λβ)eβC ∑
i:|i−j| 6 R
Mi(Ssf)
 ds. (6.10)
Let now B = (Bi,j)i,j∈Λ be the matrix defined by
Bi,j := 4max(1, λβ)e
βC1{|i−j| 6 R}.
The integral inequality (6.10) implies
Mk(Stf) 6 e
t
+∞∑
n=0
tn
n!
∑
j
B
(n)
k,jMj(f), (6.11)
where B
(n)
k,j are the elements of the matrix B
n. Set l := 4max(1, λβ)eβC . Thus
B
(n)
k,j 6 l
n1{|k−j| 6 nR} 6 h
ne−δ|k−j|, (6.12)
where, for example
h := e · l, δ :=
1
R
.
If we now plug (6.12) in (6.11), we obtain (6.3), with δ := 1R and B = el+1 = 1+4max(1, λβ)e
βC+1.
Having obtained (6.3), we now proceed with the proof of the Lemma. We first observe that, by
self-adjointness of L:
2E(Szf, Szg) = −pi [SzfLSzg]− pi [SzgLSzf ] = −
d
dz
pi [SzfSzg] .
Integrating the previous identity in [0, t] we obtain
pi [St(fg)− StfStg] = 2
∫ t
0
E(Szf, Szg)dz. (6.13)
Since
E(f, g) =
∑
i∈Λ
pˆi
[
λi
2
2∑
h=1
∫ β
0
dx exp
[
∇γx+,h,i
∫ β
0
H(σ(τ))dτ
]
∇γx+,h,if(ξ, η, ρ)∇γ
x
+,h,i
g(ξ, η, ρ)
]
+
1
2
∑
i∈Λ
pˆi
[
exp
[
1
2
∇γ0,i
∫ β
0
H(σ(τ))dτ
]
∇γ0,if(ξ, η, ρ)∇γ0,ig(ξ, η, ρ)
]
,
by (6.13) we obtain
|pi [St(fg)− StfStg]| 6
3
2
max(1, λβ)eβC
∑
i∈Λ
∫ t
0
Mi(Ssf)Mi(Ssg)ds.
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Thus, by (6.3), we have
|pi [St(fg)− StfStg]| 6
3
2
max(1, λβ)eβC
∑
i∈Λ
∑
j∈Λf
e−δ|j−i|Mj(f)
∑
h∈Λg
e−δ|h−i|Mh(g)
∫ t
0
e2Bsds
6
3
4B
max(1, λβ)eβCe2Bt |||f ||| |||g||| sup
j∈Λf ,h∈Λg
∑
i∈Λ
e−δ(|j−i|+|h−i|)
6
 sup
j,h∈Zd
∑
i∈Zd
e−δ(|j−i|+|h−i|)/2
 3
4B
max(1, λβ)eβCe2Bt |||f ||| |||g||| e−δ dist(Λf ,Λg)/2
6 C(δ)
3
4B
max(1, λβ)eβCe2Bt |||f ||| |||g||| e−δ dist(Λf ,Λg)/2, (6.14)
where
C(δ) =
∑
i∈Zd
e−δ|i| 6
(
2
1− e−δ
)d
.
Note that, since B = 1 + 4max(1, λβ)eβC+1, then 34B max(1, λβ)e
βC 6 1. Recalling that δ = 1/R,
by (6.14) the inequality (6.2) follows easily.
Proof of Theorem 2.2. Let f, g : η → R be two bounded and measurable functions. By no loss of
generality, we assume pˆi[f ] = pˆi[g] = 0. By Schwartz inequality
|pˆi[f ; g]| = |pˆi[fg]| = |pˆi[St(fg)]| = |pˆi[StfStg] + pˆi [St(fg)− StfStg]|
6 ‖Stf‖L2(pˆi)‖Stg‖L2(pˆi) + |pˆi [St(fg)− StfStg]| . (6.15)
Set γ := e−2βC − 5max(1, βλ)(2R)d
(
e3βC − 1
)
. By Theorem 5.5, gap(L) > γ. It follows that,
‖Stf‖L2(pˆi) 6 e
−γt‖f‖L2(pˆi). Thus, by (6.15), and using Lemma 6.1, we obtain
|pˆi[f ; g]| 6 ‖f‖L∞(pˆi)‖g‖L∞(pˆi)e
−2γt +N |||f ||| |||g||| eMt−ε dist(Λf ,Λg).
Choosing t := δ dist(Λf ,Λg)/2M we obtain, for
δ := min
(
1
2
,
γ
M
)
and ε = min
(
1
2
,
γ
M
)
1
2R
,
|pˆi[f ; g]| 6
[
‖f‖L∞(pˆi)‖g‖L∞(pˆi) +N |||f ||| |||g|||
]
exp [−δ dist(Λf ,Λg)] . (6.16)
By Theorem 3.1, using (6.16) for f, g only depending of σ(0), we have obtained the inequality
stated in Theorem 2.2
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