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1. kI-RODUCTIOS 
In this paper we consider a large class of differential delay equations, some 
special cases of which have recently been proposed as models of certain physiolo- 
gical phenomena. We first consider autonomous equations and show via the 
Hopf bifurcation theorem as given in Hale’s book [3] that the equation has, 
aside from critical states, nontrivial periodic solutions for certain values of the 
delay parameters. Computer studies of &lackey and Glass [2], Lasota and 
Wazewska [4], and ours indicate that this bifurcation is not a global phenomenon 
but the for large values of the delay parameter “chaotic” solutions occur. The 
second part of the paper considers a somewhat more general class of equations 
which also contains an external forcing term and we establish a collection of 
results which guarantees the existence of periodic solutions of the equation 
having the same period as the periodic input. Thcsc results prevail also when 
the unforced equation has “chaotic” solutions. Thus, our results indicate 
that “chaos” may be removed through external forcing. Whether or not periodic 
solutions obtained by our existence results are stable WC cannot determine at 
this point. However, computer studies seem to indicate that stable periodic 
solutions exist. Our existence results are obtained by an application of some 
abstract continuation theorems, which, for the readers’ convenience arc stated 
in the Appendix. 
2. TIIE ~SFORCED Cm: 
Consider the autonomous delay equation 
r’(t) = -w(t) + PkY(~ - 4 (1) 
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\vhcre :, 8, and y arc positive paramctcrs; via a change in scale and renaming 
oaramctcrs and variables the equations may be reduced to 
y’(f) q --7y(t) - +Yr(y(t - I)). 2) 
‘I’his latter equation with A(y) :-.= y/( I y- y’“) was proposed by Ilackey and 
Glass [2] to model oscillations in white blood cell counts due to granulocvtic 
leukemia, a similar situation was mod&d by Lasota am! jVa?ewska [4] using 
i?(Y) -z y*7+7 O'/. 
Our aim here is to describe the nonnegatiire equilibrium solutions of (2) and 
their stability properties as well as the existence of periodic solutions bifurcating 
from these equilibrium states, for a restrictive, and hopefully useful class of 
nonlinearitics h, in terms of h and the parameters ;3 and :. 
Concerning h we shall assume the following: 
/r is continuously difi‘crcntiable and satisfies 
h(0) =: 0, h(y) > 0 it y =; 0, h’(0) = 1. (3) 
!;or each j’ : > 1 the equation ,!%(y) -= y has a unique posit& solution 
7 .: jq8). (5) 
As an easy consequence of these conditions we obtain the following lemma. 
I,I:SIMA i. Thefmction y: (I, cn) F (0, x) is ro7iil’71ucm aid sir&[%1 incwus- 
ing and satisJie.s 
jjJyy(P) q 0, ai;zy@) = Y:, (6) 
i‘onccrning the nonncgati\:e steady states of (2) we have the obvious Icmiua. 
TXkIal.4 2. P-‘or jl s:. 1, I$. (2) has only the fri-iicll strudy slnle, .w?reren.s fot 
i < ,k? -: w l~oth 0 and ~(13) are steady states. 
!,inearizing (2) about these steady states we obtain the: linear delay equation 
z’(t) = --G(l) -)- nLz(t -.-. !), (7) 
whcrc a = :3 in the case of the trivial steady state and 0 .. y(p) /z’(?;@)),‘h( y(j3)), 
‘n the case of the critical point y(p). ‘II lc characteristic equation associated with 
(7) is 
(j .- 7 - Tae-A .= 0, (8) 
which Itas the following casil!, established propcrtics. 
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LEMMA 3. (i) If I a I < 1, then all roots X -= p I- iv of (8) satisfy p < 0, 
independent of 7. 
(ii) If a x 1, then X = 0 is a root and ij a > 1, Eq. (8) IUZS Q positiae 
real root. 
(iii) If a < - 1, there exists an increasing sequence 
0 < T&l) < T2(U) < *** ) j[ir Tj(U) = co (9) 
such that fey 7 E (~~(a), rjTl(a)) Eq. (8) I zas p recisely j roots with positive real and 
positice imaginary part and for 7 --: rj(a) there exists a pair of purely imaginary 
roots kivj with (2j - 8) n < vi < (2j - 1) 71. 
(iv) All YOOtS depend COntinUOUSly upon 7 and if x(T) = p(T) + iv(T) iS SUCh 
that IL(T~) = 0, then dp/dr ;T--T1 > 0. 
We therefore may deduce that the trivial critical point loses stability as /3 
increases through /3 = 1 and that the bifurcating critical point r(p) gains 
stability at least for 13 larger than but near to 1. This follows since 
0 <y(p) h’(p(/?))jh(y@)) < 1 for /3 larger than 1 but sufficiently close to 1. If 
h(Y) - - < h’(y), 
Y 
3’ > 0, 
then j@) will be stable (Lemma 3(i)) f or all values of T and p > 1. Thus no 
bifurcation of nontrivial periodic solutions will occur if (10) holds. 
The most interesting case therefore is if there exists y,, such that 
h(Y) 
- 7 < QY), 0 <Y <Yo 
- b? > h’(y), Yo < ?‘a 
If we let ,Bo be such that 
Po4Yo) =yo 2 
then the quantity a will be such that a < -1 for /7 > PO and we are in the 
situation of Lemma 3(iii) and we may deduce from the IIopf bifurcation theorem 
for delay- equations as given by Hale [3] that Hopf bifurcation takes place at each 
T&3), j = 1, 2 )...) p > /3, , and consequently a periodic solution will bifurcate 
from the equilibrium state r(P) with period close to 257/r>, , where (2j - #) m < 
vj <(2j- 1)~. 
As an example to which these considerations apply we consider the equation 
of Mackcy and Glass [2] 
(12) 
Letting x(t) = i’(?t)/e, j3 I-- &y, we obtain 
v(t - I) 
y’(t) =I: -q(t) + + ---+.--- -- ) 
1 -i- J*“‘(t - 1) 
<13) 
where ; = y?. Thus, letting II(~) =y;(l .I_ yzn), we obtain the quantit! 
vh’( y) 1 - (2n - 1) ,v*n < 1 --=:yp- ) 
k(y) 1 -1. y?” 
y > 0, 
and if 11 ‘.-- ’ this quantity dccrcases through --1 as T increases through y!, = 
.:1//n ..- ]))‘G. Thus whenever p > 1 I- I/(n - I), Hopf bifurcation takes 
place as r increases through rj(P),j = 1, 2,.... One obtains these va!ucs by solving 
the equations 
v + 7~2 sin v = 0, 
1 - a cos v L : 0, 
where N is as defined earlier. 
As remarked earlier, the computer studies of blacker and Glass [2] and Lasota 
and Watewska [4] indicate as T increases through 71 a stable periodic solution 
appears whose period increases with 7 and for larger values of r it goes over 
into a highly irregular solution which may be “chaotic.” 
U’e summarize the above considerations in 
‘I’HEORE3i 4. Id h .~tkf~ (3). (5) and (11) and let so := ~~,,/hi~,,). Then foi 
eccry /3 l !3,) , there exists n seqmce of z;alues of 7, 0 < rI(/3) c: r*(8) < “., zcith 
lim b-.7: T,@) ..: c%, such that for each n, Eq. (2) has n nontrivial periodic solution 
yrr , bifumdingfionz the steady state j(/3) near 7 = T,~(,LT). 
In this wction we arc concerned with dela!l differential equations of the form 
x’ + I (x -- h(x(t -- I)) = e(t), (14) 
where :hc forcing term e(t) is periodic of period 1’, while; and /L are continuous 
functions and there exists a constant PTZ > 0 such that 
h(x)! < 111, .Y E I-?. (15) 
In particu!ar WC shall impose conditions on g which guarantee the existence 
of periodic solutions of (14) which have the same period as the input e(t). While 
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in most of the results we only are able to deduce the existence of and bounds on 
such solutions, our last result (Theorem Y) also provides information about the 
mean values of such solutions. Specifically in Theorem 8 the forcing term e also 
depends upon a parameter ,U and we are able to conclude that for every mean 
value there exists a value of the parameter p such that the equation has a T- 
periodic output of that mean value; thus if we apply this result to Eq. (2) WC 
can assert that even for large values of 7, where the unforced equation exhibits 
highly irregular behavior, one can produce, through correct forcing, T-periodic 
solutions having a desired mean value, e.g., the value of the critical point j@). 
As pointed out in the Introduction, our tools for verifying thcsc results are 
collected in the Appendix. 
Y’IIEOREM 5. Let g satisjy 
li,y+i;f 1 xg(x)j > Ii e ; = max I e(2)] . (16) 
3 A4 3 0 such that for 1 x j > A4 (17) 
either (i) g(x) > 0 OY (ii) g(x) < 0. 
‘Then (14) has a T-periodic solution. 
Proof. We employ Theorem 9. To this extent let I bc a T-periodic solution of 
x’(t) = -Ag(x) (x - h(x(t - 1))) + Ae(t) (18) 
and let to be such that ! x(to)! = 1 x jj , then .t’(t,) = 0 and 
g(.r(t,)) (x(t,) - h(r(t” - I))) :--: e(t,) 
and hence (assuming without loss in generality) x(t,,) # 0 
I g(x(to)) x(t,)/ j 1 - @gyp 1 = 
Using the boundedness of h and (I 6) we obtain 
mapping k is given by 
a+ -g(a) (a - h(a)) + f j 
0 
which by (16) and (17) is such that 
k(a) /2(--a) < 0 
e(to), 4 ~j e ;I . 
the a priori bound r. The 
e(s) ds, 
for a I 43iciently large. I-Jencc ail hypothcscs of Theorem 9 hold and the 
conclusion fol!ows. 
Using similar arguments one may estab5sh the following result. 
Then ( 14) has a T-pel-iodic solution. 
In ~1s~: c has mean value 0 the conditions on g may be considerabiy wxkencd. 
3:v 2 0 such that 
:> M implies either g(x) > 0 or ,g(x) ; 0 
(2;) 
x 
Then (I 4) has (I T-periodic solution. 
I’rooj~. J\:c again use Th eorem 9. Thus let .x be a r-periodic so!ution of (18), 
0~:X<l, then 
-7 
1 g@(s)) (x(s) - h(x(s - 1))) ds = 0. 
‘” 
(22) 
Let .X7 1 rndx(.Vl. k’j, where I< is chosen such that /z(yj:‘r i .:: 1 if m > AI, 
I < S. Equation (22) implies that exists t, such that .A(/,,)’ L< _\‘. Thus if 
!: / < :\i WC arc done. Otherwise there exists an interval [tr , tJ ,L [0, ‘I’] such 
that / x(t) ~CG .\:, 1, z< t S: t, , and .t(tl)i :: A7. Then for t, .$ z < t, , we 
obtain 
.x(t) : s(i,) j’ x’(s) ds 
fl 
v-3) 
-. .%(I,) ,- x J1: x(s) g(x(s)) (- 1 +- -h(x(IT(r) l)) ) dS i- h i]’ C(S) dS. 
1 
It fuiiuw front (23), that if the first altcrnativc of (21) holds that 
,I,’ :< S - 7’ ’ e 1 . 
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If, on the other hand, the second alternative prevails, wc find that 
!‘,’ (x’(s))~ ds = --A d{g(x(s)) (x(s) - h(x(s - 1))) - e(s)] X’(S) rls 
- A joT (g(x(s)) h(x(s - 1)) I e(s)} x’(s) ds 
G v ( joT (x+))2 ds)“2 
where V : .: SUP:~ ., ~~~~~ T(; g(x) h(y)! .!- ‘i e 1). Thus ~~(x’(s))~ ,< V” and thcre- 
fore !I x I! < X :- TV. 
The mapping k is given by a +P -g(n) (n - /z(a)) which by (21) is such that 
k(u) k(4) < 0 f or a i sufficiently large. This completes the proof. 
Remark. The second alternative of (21) may be replaced by the weaker 
assumption that lim SU~,~;.,~ j J~(x)/x 1 -L B, where BK < 2?r/(sr -(- I), where 
K- L-7 sup\v;<J, I h(Y)1 . 
Remurk. Any one of Theorems 5-7 is applicable in the case of the non- 
linearities considered in Section 2. IIowcver, as pointed out before, these results 
only provide the existence of periodic solutions and bounds for them. Our next 
result provides in addition the mean value of a periodic solution; holvevcr 
arbitrary forcing terms arc not allowed, rather we need to require forcing terms 
which depend upon a parameter and wc conclude the existence of periodic 
solutions of a prescribed mean value for a cerain value of the parameter, a 
phenomenon which is reminiscent of “locking in.” In fact, this is precisely what 
WC have observed in some numerical calculations for equations which contain 
nonlincaritics of the type encountered in Section 2. We considered the interesting 
case where the parameter 7 is contained in the region where the autonomous 
equation exhibits highly irregular oscillatory solutions oscillating about the 
critical point j(p). We then forced the equation with forcing terms of the type 
p(t), where e(t) .> 0, si E(S) tis 7’ 0, and the parameter 1~ was increased from 0. 
As is to be expected for small values of CL, irregular oscillations occur. Increasing 
,U through a critical value periodic oscillations occur which have the satnc fre- 
quency as the input term. ‘I’hus regular oscillations can be obtained through 
proper forcing. 
THEOREM 8. Assume that Ji e(s) ds + 0 and let the assumptions of Theorem 5 
hold with M = 0. Then for ezery constunt m there exists p such that the equation 
x’ )- g(x) (x - h(x(t - 1))) = p(t) (24) 
5Oi 
has a T-periodic solution x(t) such that 
.; s,: x(s) tls-= 111. 
Proof. In order to apply Theorem 11 we make the change of variabk 
li : x -. m. Then zc has mean value zero if and only if x has mcan value !n. We 
thus seek solutions of mean value zero of the equation 
Id -- g(u + m) (u -r m - h(u(t - 1) -.- 777)) : pe(t). (25) 
To verify that Theorem 11 applies, let u be T periodic of mean value 0 and let 
,L be such that 
21; ?- Ag(u .r in) (u ./’ m -- h(u(t - 1) --- lil) := Ape(t), 
then (letting x = M -: nz) 
J”Tg(x(s)) (x(s) - h(x(s - 1))) 2= ,-i jb” e(s) ds. 
‘I’hus, since g is one signed 
for some f, E [O, 7’1. If t, E [O, 7.1 is such that A(/,). == I8 x , , then as in the 
proof of Theorem 5 we get 
Solving for p I in (27) and substituting into (28) and applying (16) WC: obtain 
a bound for !I x I/ , using this in turn in (27) WC may also bound i p . Thus 
:I u and !L may lx bounded indepcndcnt of Xc (0, 1). l’he function /z(p) in 
‘I’hcorem 1 I is given by 
k(p) .= 1” $ J”r e(s) Lls - g(m) (m - h(m)). 
Thus the remaining part of Theorem 1 I is satisfied. 
This completes the proof. 
It is apparent from Theorem 11 and the above proof that various types of 
forcing terms may be allowed in (24), e.g., it may be dcsirahlc to force with 
terms of the form e(t) .I- p; in fact our conditions upon d apply equally well in 
this case. 
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4. APPESDIX 
In this section we collect, for the readers’ convenience, the results used to 
verify the cxistcnce results of the previous section. Wc first state a special case 
of a result from [6] which was also proved by different means by Mawhin [5]. 
We then derive, by means of a continuation theorem of Furi, Martelli, and 
Vignoli [l], a new existence result which is used to verify the last result of the 
previous section. The notation x( is that found in Hale’s book [3]. 
'I'HE~REM 9. I,et f: H x C([--I, 01, 12") ---f R” be continuous and T-periodic 
with respect to t E R. Assume that 
(a) 3 r > 0 such that every Speriodic solution x of 
satisjes 
x’ = Af (t, XJ, hE(O, 1) (29) 
,I x il -c r, t f 1-t. 
(b) The Brouwer depee d(k, B, , 0) is dejined and unequal to zero, where 
k: Rn + Rn is the mapping given 6y 
(Here B, = {x E Rn: 1 x ; < r}.) Then (29) h as a T-periodic solution x such that 
1) x 11 < r for every X E [0, I]. 
We next state a continuation theorem from [l] which we then employ to 
establish another existence result for periodic solutions of functional differential 
equations. 
'I'IIEOREM 10. Let E and F be real normed linear spaces and let L: H -+ F he a 
bounded linear injective operator; let Ii: E x RI’ --t F be a completely continuous 
nonlinear mapping and Q: F + Rp he bounded linear such that ker Q = imL. 
Further assume: 
(a) N0 z-7 (p E R? QH(0, p) = O> is bounded. 
(b) ATI :..: {(x, p) E E x R? La = M(x; p), h E (0, I)} is bounded. 
(c) d(QH(0, .), LI, , 0) i/; 0, fbr all I s@ciently large. 
Then there exists (x,, , /Q,) E E x RP such that 
LX” = H(x, ) {Lo). 
71’HEOREX 1 1. IA f : R x C([- 1, 01, Ii’“) x HJL --t R” be 1~ifOm13’ coti- 
I~~KIUS on bounded sets with respect to t E R. Asswne that fhere exisrs K > 0 wch 
ihat 
/pI-;-!:“lI <K, (31) 
z’L’hese x is a T-periodic solution of 
x’ := Af(t, Xt , p), XE(O, I>, (32) 
.wizich is such that six(s) ds 2: 0. Fwthmmore assume tkut .Yo -= jp: k(p) -: 
( 1 :I T) J;f(s, 0, p) ds =: 0 > is bomded and that d(k, B, , 0) -k- Ofor all I’ su$iciently 
?arge. Then thL?e exists p,, such that 
x’ -j-(4 *I > PO) 
has a T-periodic solution of mean value 0. 
(33) 
Proof. \Ve let F := {x: (-03, cc) + R”: s(t ;- 1’) : x(t), x is continuous, 
- x: < t < CC) and E :: {x EF: .2: is continuously differentiable and si .x(s) cls 
= 0} and we equip F with the C and E with the C’ norm, and let L: E -*F, 
I-I: E x R” +F, and Q: F -+ R” be respectively defined as Lx :: x’, N(x, p) (t) 
-:f(t, .q , p), Qx .= (I:‘?“) J; x(s) ds. It . IS now easy to verify that all conditions 
of the previous theorem arc satisfied, and we thus obtain the desired conclusion. 
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