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1. INTRODUCTION 
Generalized powers (symbolized by a$,, and read x to the k to the base b) 
were born about 20 years ago in Corvallis, Ore. and first appeared in the arena 
in 1965 [2]. They arose from a recurrence and have been developed with the aid 
of algebraic and analytic methods in [2, 31. These developments yielded a wide 
variety of interesting properties-for no apparent reason. (For example, general- 
ized powers were seen to have normal-looking properties such as x$,, = 1 and a 
binomial-type formula as well as not-so-normal-looking properties such as 
2:-s, = 0 and 
b __- oiG=/& 1 when lbl>l. 
Also, they were seen to play key roles in the creation of some special polynomials, 
discrete probability functions, damped vibration curves, and generalized 
partition generating functions.) This paper provides an explanation for the 
normal-looking properties by showing that generalized powers (with restricted 
variables) are simple combinatorial entities. With the aid of this interpretation 
we will obtain properties for these creatures by means of elementary counting 
techniques, and hence will establish a more meaningful approach to the study 
of generalized powers. 
The basic structure of our study will be the lattice of all finite-dimensional 
subspaces of a vector space over a Galois (or finite) field. A simple combinatorial 
entity defined on this lattice leads directly to generalized powers. After obtaining 
results directly from the lattice, we will embed our combinatorial entities into an 
“incidence algebra.” Then an isomorphism between the functions in a “reduced 
incidence algebra” and “formal Eulerian power series” (as developed in [l, 51) 
provides an easy method for obtaining various results from formal power series. 
Note. A few words may now be in order for those who are unfamiliar with 
some of the terminology in the first sentence of the above paragraph. The 
reader who has some familiarity with the meaning of a “K-dimensional vector 
space over the real number field” [often referred to as a “K-dimensional (real) 
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vector space”] can easily obtain a definition for a “k-dimenshd wcior space 
over a Galois field” by simply converting “real number field” to “Galois field.” 
Then, instead of regarding the “vectors” as ordered Iz-tuples of real numbers, we 
can regard them as ordered K-tuples of elements from a Galois field. Also, for 
the purpose of this paper, the “lattice of all finite-dimensional subspaces of a 
vector space over a Galois field” can be regarded as the collection of all of these 
subspaces, including the zero-dimensional subspace (i.e., the space with only 
one “vector,” the “zero vector”). 
2. MULTICHAINS hm CHAINS 
This paper will revolve about the following symbols and definitions. 
GF(h): field with b elements 
~fi,:(b): k-dimensional vector space over GF(b) 
L[Vk(b)]: lattice of all subspaces of V,(b) 
Njk(b): number of j-dimensional subspaces in V#) 
/ s I: cardinal number of a set S. 
where A, 2 V, (b), A,, = V,(b), and Aj is a subspace of &gjtl , Then 5~5 
44+1 is tailed nontrivial if Aj # &+I . The symbol TT$,, represents the number 
of multichains of length m in L[Vk(b)] and is cahed a mdtichain function or 
generaiized power. 
DEFINITION 2.2. A chain is a multichain in which all links are nontrivial.. 
The symbol RCi;(b) re p resents the number of chains of length c inL[V&)] and is 
called a chain function. 
We first note that the above definitions for “multichain” and “chain” can bc 
easily extended to any finite lattice, and henceforth we shall assume that this has 
been done. 
The foIlowing well-known result will be needed, 
/Id~~mA 2.1. Let (i) W be a j-dimensional subspuce of Vk+j(b), 
(ii) the interval [W, V,,(b)] be the set of all subspaces, (VI, in L[V3L,.j(b)j 
that contain W as a subspace, 
(iii) U/W = (U + W: u E CT> be a quotient space. 
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Then, the map f ( U) = lIJ/ W . as an isomorphism from the interval l W, Vk+j(b)] to 
WdW 
Since the interval [W, Vk+j(b)] is a lattice, the above isomorphism leads us to 
another well-known and useful result. 
LEMMA 2.2. If W is a j-dimensional subspace of Vk+j(b), then the number of 
multichains of length m (the number of chains of length c) from W to Vk+j(b) in 
L[ Vk+,,(b)] is the same as the number of multichains of length m (the number of chains 
of length c) in L[V,(b)]. 
We can now establish some results for the multichain and chain functions. We 
first note that 
(the Kronecker delta), since the number of multichains of length 0 in L[ V,(b)] 
is the number of A, such that A, = VO(b) = V,(b), and 
Gb, = 1, (2.2) 
since the number of multichains of length 1 inL[V,(b)] is the number of sequen- 
ces (A,, A,) in which A, = VO(b) and A, = V,(b). 
The following binomial-type formula reveals a basic property of the multichain 
function. 
THEOREM 2.1. 
Proof. A multichain of length m + n in L[Vk(b)] 
(A, > A, ,..‘, &+n) 
can be selected in three steps. 
(1) Let W be a j-dimensional subspace of V,(b). 
(2) Select a multichain of length m in L[W]. 
(3) Select a multichain of length n from W to Vk(b). 
Since W can be chosen in N,“(b) ways, the multichain in step (2) can be chosen 
in VZ:~) ways, and the multichain in step (3) can be chosen in &’ ways [by 
Lemma 2.21, the desired result follows. 
We now observe that Theorem 2.1 together with (2.1) and (2.2) provides the 
following inductive definition for the multichain function. 
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COROLLARY 2.1.1. 
(i) Ofb, = 8,, 
(ii) (m + 1)F6, = C:=, Njk(b) rn&) . 
In [2, p. 6201 induction is used to obtain Theorem 2.1 from the above coral- 
lary. 
The following result provides a relationship between multichain and chain 
t‘unctions. 
THEOREM 2.2. 
PTOOj. If c = (C, . c 1 >..‘> C,) is a chain of length c in L[V,(6)] and X = 
;xl )... , xc> is a subset of{1 ,..., m} with xi < xii-r , then (A, , A, ,..I, A,) will be a 
multichain of length in with c nontrivial links if A,, = Ci when xi < h < xi,-1 , 
x0 = 0, and xc+1 = m + 1 (for then Ai&, will be a nontrivial link ifi j + 1 
is in X). Since C can be chosen in R,“(6) ways and X can be chosen in (T) ways, 
it follows that L[V,(b)] has R,“(b) (‘z) multichains of length m with c nontrivial 
links. Hence, we can now obtain the desired result. 
From the definition, it is easy to show that 
R,“(b) = 0 iff c > k, (2.3) 
&J”(b) = &xl 2 (24 
and 
R,‘“(b) = 1 when k >, 1. (2.5) 




R;+,(b) = c N,“(b) I-#?) I$-“(@. 
id 
The proof of this theorem parallels that of Theorem 2.1, but modified hmrts 
are used because of (2.3). 
The above theorem together with (2.4) and (2.5) provides the following 
inductive definition for the chain function. 
COROLLARY 2.3.1. 
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In order to simplify the notation, we will let 
{k>b = W(b) (2.6) 
and shall often delete the b subscript unless the b needs to be emphasized. If 
we now put c = j and d = k - j into Theorem 2.3, then (2.6) yields 
and hence 
COROLLARY 2.3.2. 
N,“(b) = &fL+ 
When j = 1, (2.7) becomes 
{k] = Nlk(b) (k - l> 
and thus we have 
when 
COROLLARY 2.3.3. 






k 3 1, 
k>? 
(2.8) 
with the aid of a telescoping process and (2.4). 
Now, in order to evaluate (k], and hence iVjk(b), we need to have the following 
result. 
LEMMA 2.3. 
6” - 1 h-l 
KYb) = 2, _ 1 -----=Cbn when h>l. 
?Z=O 
Proof. We first note that each nonzero vector in V,(b) generates a one- 
dimensional subspace and that each nonzero vector in a one-dimensional sub- 
space generates that subspace. Hence, the nonzero vectors in l/,(b) can be 
partitioned into one-dimensional subspaces. Now, since V,(b) has bh - 1 
nonzero vectors and each of its one-dimensional subspaces has b - 1 nonzero 
vectors, we have the desired result. 
We now note that Corollaries 2.1 .l and 2.3.1 yield 
(2.9) 
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and 
(2.5 0) 
respectively-. Hence, &/{k> and R,“(b)/{kk) are “binomial fjunctions” (as defined 
in [4]) and [4, Theorem 3.11 can be used to go from (2.9) and (2.10) to Theorems 
2.1 and 2.3, respectively. 
3. TKE CASE OF b = 1 
We first note that we cannot have a k-dimensional vector space over rhe 
(trivial) field with one element when k > 0, since such a vector space could 
contain only the zero vector. Hence, Vk(l) does not represent a k-dimensional 
vector space over GF(1) when k > 0. However, the expression given for NIL(b) 
in Lemma 2.3 is meaningful when b is any complex number and in particular 
when b = I. Hence, Lemma 2.3 makes it reasonable to let 
N,“(l) = k when k > 1; (3.1) 
and with this agreement, Corollaries 2.3.3, 2.3.2, and 2.1.1 respectively yield 
and 
R,“(l) = (k), = k!, 
Nj”(l) = (3 when 0 <j < k, 
rnXj = rn’ if Q0 = I. (3.4) 
Hence, {kj, is a “‘generalized factorial,” ?~‘?~(6) is a “‘generalized binomial 
coeffcient,” and mFD, is a “generalized power.” Since AYj”(t) represents the 
number ofj-subsets in a k-set, it is reasonable to suspect that V,(l) should be 
interpreted as a k-set and that L[l/,(l)] should be the lattice of all subsets of a 
k-set. We will now give further justification for this concrete representation. 
It is often convenient to regard the elements of 1/,(k) as a collection of ordered 
k-tuples, each component of which is a number in G‘F(b), the field with la 
elements. Extending this concept to the case b = 1, we can regard Vlc(l) as an 
ordered k-tuple of zeros. Since 1/,(l) is thus the zero vector in V,(b), we look 
to the zero vectors of L[Vk(b)] in order to find a lattice for F/,(l). 
Our search begins by letting p = (p, ,...,$I~} be a subset of {I,.~., k) and then 
placing zeros into positions p, ,. . . , pj of a k-tuplc. This construction provid.es us 
with a representation for the zero vector of a j-dimensional subspace of F/&b) 
(to be symbolized by Zj,zI). Since .Zjj, < Z,,, can be interpreted to mean that p 
is a subset of q, we can identify Zj,D with? and hence with a j-subset of a k-set. 
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In this way the set of all Z,,, (0 <<j < k) will become elements of the lattice 
of subsets of a K-set, and this lattice can now be called “the lattice for V~J”)” (to 
be symbolized by L[V,(l)J). Hence, the “spaces” and “subspaces” of L[V#)] 
are converted to “sets” and “subsets” when b = 1. 
The validity of this interpretation can be ascertained by noting that the 
number of chains of length k in a k-set is {kjI , the number of j-subsets in a 
K-set is Njh”( l), and the number of multichains of length m in L[ V,( I)] is m& . 
Also,, R,“(l) is the number of chains of length c in L[V,(l)]. 
We will now use multichains and chains in order to obtain further interpreta- 
tions for mfr, and R,“(l). 
If <A,, A, >*.., 4%) is a multichain of length m in L[V,(l)] (so that A, is the 
null set, A, is a k-set, and A+r is a subset of A,), then the definition 
Bi = Aj - Ajel 
provides that the correspondence 
when j = 1, 2,..., m (3.5) 
(-4, , -4 >-.., 42 t-) (4, B, >-.., &A (3.6) 
is an isomorphism between the multichains of length m in LIVk(l)] and the 
ordered partitions of a k-set into m parts (some of which may be empty) since 
(3.5) is equivalent to saying that Aj is the union of all B, in which 1 < h <i. 
Hence, rnh, is the number of ordered partitions of a K-set into at most m blocks, 
and therefore we have 
rn$, = No. of functions from a k-set into an m-set. (3.7) 
We note that (3.7) also follows directly from (3.4). 
If <A, , 4 ,..a> A,) is a chain of length c in L[ V,( I)] (so that A, is the null set, 
A, is a k-set, and Ai-l is a proper subset of A,), then the definition 
Cj = Aj - A$, 
provides that the correspondence 
when j = 1, 2,..., c (3.8) 
(4, , A, >..., A,> c-) Gi , G ,..-, Co> (3.9) 
is an isomorphism between the chains of length c in L[V,(l)] and the ordered 
partitions of a k-set into c nonempty parts since (3.8) is equivalent to saying that 
A, is the union of all C, in which 1 ,( h <cj. Hence, R,“(l) is the number of 
ordered partitions of a k-set into c blocks, and therefore we have 
&k(l) = No. of surjective functions from a k-set onto a c-set (3.10). 
We conclude this section by noting that all of our results for both multichain 
and chain functions in L[ V,( 1)] are well known. 
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4. THE CASE OF b = 0 
In the previous section our quest for “the lattice of subspaces of a .h-dimen- 
sional vector space over the trivial field GF(1)” 1 e d us to the lattice of subsets of a 
k-set. Since GF(0) would be the field with zero elements, it cannot represent a 
field. In order to find a reasonable interpretation for L[ Tj7c(O)J we will proceed as 
in the case of b = 1. The result of Lemma 2.3 now makes it reasonable to let 
and, with this agreement, (2.7) and Corollary 2.3.2 respectively yield 
and 
R,“(O) = (k), = 1 (4.2) 
N,“(O) = 1 when O<j<k. (4.3) 
These formulas suggest that E[VT,(b)] will “collapse” to a linear lattice (or chain) 
in which only the dimensions of the subspaces survive-so that the “ghost” of 
L[V,@)] appears as a vertical column of integers in natural order, with 0 at 
the bottom and k at the top, when b is set equal to zero. For, in this linear lattice, 
Xj”(0) is the number of elements that are j steps from k and (kjo is the number of 
chains of length k from 0 to k. 
VC’e will now verify that our “ghost” or linear lattice (to be symbolized by 
15[ V,(O)]) yields the same formulas for w$, and R,“(O) as those which result when 
5 is set equal to zero in Corollaries 2.1.1 and 2.3.1. 
We first note that the number of chains of length c in L[VJO)], &“(Q), is the 
number of sequences 
where Aj E {I,.~., k - I} and A, < Aj+l (since A, = 0 and A, = k are fixed). 
Hence 
(4.4) 
the number of (c - 1)-sets in a (K - I)-set. Now, by use of a well-known 
interpretation for the right-hand member of (4.4), we observe that R,“(O) is the 
number of ways of placing k balls into c boxes when no box is permitted to be 
empty. 
The number of multichains of length m in L[V,(O)], v&, , is the number of 
sequences 
(A I,..., Am-d, 
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where Aj E (O,..., k} and Aj < Aj+l ( since A,, = 0 and A, = k are fixed). If we 
let Bj = j + A, , then there is a one-to-one correspondence 
(A I,..., A,-,)- (B, ,-.., &n-J, (4.5) 
where Bj E {l,..., k + m - l} and Bj < Bj+l. If we now let B, = 0 and B, = 
k + m, then (B, , B, ,..., B,-, , B,) becomes a chain of length m in L[ V,+,(O)], 
and hence it now follows from (4.5) and (4.4) that 
my01 = ( k+m-1 1 m-l * (4.6) 
Using a well-known interpretation for the right-hand member of (4.6) we observe 
that mpO, is the number of ways of placing k balls into m boxes when empty 
boxes are permitted. 
One can now use induction to verify that formulas (4.6) and (4.4) can be 
obtained respectively from Corollaries 2.1.1 and 2.3.1. 
5. ALGEBRAS, SERIES, AND ISOMORPHISMS 
In this section we will establish an isomorphism between the functions in a 
certain algebra and “formal Eulerian power series,” and then use this isomor- 
phism to obtain results for multichain and chain functions (and hence generalized 
powers and their related functions). First, we will need some definitions. 
DEFINITION 5.1. Let 2 = (S, <) be a partially ordered set. The incidence 
aZgebra I(Z) is the set of all real-valued functions (4, #,...} on the intervals 
hyl =G:xd~,<Yl 
of Z such that 
(i) +[x, y] = 0 if x 4 y 
(ii) (4 f- #I Lx, ~1 = 4s[x, ~1 + Q+, ~1 
(iii) (Y$) [x, y] = z~[z, y] whenever Y is real 
(iv) (4 * $1 Lx, rl = Cz:D~.z~.ll #4x, 4 #P, yl 
and is called the convolution (or product) of 4 and #. 
The special functions of I(Z) given in the following definition are both simple- 
minded and useful. 
DEFINITION 5.2. (i) S[X, y] = 1 if x = y and 0 otherwise, and is called the 
delta function 
(ii) c[x, y] = 1 if x < y and 0 otherwise, and is called the zeta function 
(iii) x = 5 - 6, and is called the cki function. 
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We note that the delta function is the identity function for 6(Z), the zeta 
function is a characteristic function, and that 
xrx,r1 = 1 if X<Y and 0 otherwise. (5.1) 
If+ is in l(Z) and n is a positive integer, we shall let 
$0 = 6 and p = p-1 * + (5.2) 
and this leads to the observation that 
is the number of elements in the interval [x, y] and hence is the number of 
multichains of length 2 between x andy. Carrying this a bit further, we can show 
by induction that cm[x, y] is the number of multichains of length m between x 
and y; i.e., 
Now, with the aid of (5.1), we can use a similar argument to show that XC[X, y] 
is the number of chains of length c between x and y: i.e., 
xc[x,y]=j{x=xo<xl<~“<xc-~y);. 15.4) 
It turns out that I(E) is isomorphic to the algebra of upper triangular matrices 
and hence is an algebra in which 6 corresponds to the identity matrix. (This 
can be shown by first relabeling the elements e, , e, ,. .., in Z so that 
cei > 4 implies (i >j) 
and then letting 
for then 4; w 4 is an isomorphism.) 
X function 4 in I(Z) with the property that 
whenever [x, y] h- [u, U] (which is translated [x, y] and [u, V] are isomorphzc 
intervals and means that there is a one-to-one order-preserving correspondence 
between their elements) will be of special interest-and hence the following 
definition will be useful. 
409j74/ I - : g 
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DEFINITION 5.3. 
is the reduced incidence algebra corresponding to I(Z). 
It is easy to show that R(Z) is a subalgebra of I(Z) containing 6, 5, 2, and +-I 
when 4 E R(Z) and 4-l exists. 
We will now proceed to show that a special R(2) yields multichain and chain 
functions (i.e., generalized powers and their related functions) when Z is the 
lattice of all finite dimensional subspaces of V,(b) (to be symbolized byL[ V,(b)]). 
If W is a subspace of U and d designates “dimension of,” then the quotient 
space U/W has the well-known property (e.g., see Lemma 2.1). 
d(U/W) = d(U) - d(W). 
Hence if we let 
9w Ul = $Lww~ 9 (5.5) 
then Lemma 2.1 can be used to show that the algebra defined by (5.5) is a reduced 
incidence algebra corresponding to the incidence algebra forl[l’,(b)]. 
Note. Henceforth we will use the symbol R(X) to represent the special 
reduced incidence algebra that is described above. 
If $ and # are in R(Z) and T is any real number, then 4 + 3 and ~4 are in 
R(C); and since 0 = C$ * II, yields 
when d( lJ/ W) = k and d( V/ W) = j, we have verified that R(X) is a subalgebra 
of I(Z). Since 8, represents the left-hand member of (5.6), we have 
and can translate it by saying that {&) is the Gaussian convolution of {&) and 
&I. 
Formula (5.7) leads us to the following major isomorphism theorem. 
THEOREM 5.1. If (i) W is a subspace of U, 
(ii) d(U/W) = k, 
(iii) 55CW, VI = $, , 
(iv) $(a) = &>O &(~?/(k}~) is a formal power series, 
then $ ++c$ is an algebra isomorphism. 
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Proof. We need to show the following: 
-- 
(4 Cd 4- $h = 6 + Jk 
(b) (rs6), = Y& whenever Y is real 
(4 (4 * Y%c = chJ,7e ) 
for then we would have 
respectively. Parts (a) and (b) follow directly from the definitions. If we let 
0 = + * #, then (5.7) and the Cauchy product for $(a) $(a) yields (e); and the 
proof is now complete. 
The above theorem motivates the following definition. 
DEFINITION 5.4. If (a,) is a sequence of complex numbers and CL is an 
indeterminate, then the formal power series 
is called a formal Euler&n power series. 
Theorem 5.1 shows that R(Z) is isomorphic to the algebra of formal Euierian 
power series. (This result appears in both [l, 51.) We will now use this isomor- 
phism to obtain properties for multichain and chain functions (i.e., generalized 
powers and their related functions). 
Since [ is in R(Z), it follows from (5.3) and Theorem 5.1 that 
is the number of multichains of length m in L[V,(b)]. 
Similarly, since x is in R(Z), it follows from (5.4) and Theorem 5.1 that 
grC = R,“(b) (5.9) 
is the number of chains of length c in L[ V,(b)]. 
Since 
Theorem 5.1 and (5.8) can be used to obtain 
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by letting h = k - j, and hence we get 
by equating the coefficients of 01 k. Thus, we can see how a study of R(Z) can 
lead to the basic identity for multichain functions (i.e., generalized powers). A 
similar procedure can be used to obtain the basic identity (2.10) for the chain 
function. 
Since s(a) = 1, we have 
and therefore by Theorem 5.1 and (5.8) and (5.9), we get 
and hence 
(5.11) 
when we equate the coefficients of d/{k}, 
We note that a similar procedure can be used to convert the formula 
p(a) = [[(a) - 11” 
to the inverse relation 
R,“(b) = go C-V+’ (;)h . (5.12) 
We now conclude this section with the following observations: 
(I) [(a) is the “formal b-function” Exp,(a: . 1) that was created and 
investigated in [3]. Using this b-notation we can write 
[“(a) = Exp,(ol . m) (5.13) 
and 
z(m) = Exp,(a: . 1) - 1. (5.14) 
(2) Our discussion in Sections 3 and 4 helps to reveal that the Eulerian 
power series becomes an exponential power series when b = 1 and an ordinary 
power series (i.e., Taylor series) when b = 0. Further, when 6 = 1, the corres- 
ponding “collapsed” R(Z) is a reduced incidence algebra consisting of all func- 
tions + such that $[p, q] = $/q-P, when p is a subset of q and p is finite, and when 
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b T= 0, the corresponding “collapsed” R(Z) is a reduced mcidence algebra 
consisting of all functions $ such that 
6. SOME FRINGE BENEFITS 
ff we continue to exploit the symbols that were developed in the speciai 
reduced incidence algebra of the previous section, we find that 
and hence (5.4) can be used to show that 
t 1 & [IV, U] = V L o. o c f h ains in the interval [LV, U] (6.2) 
when W is a subspace of U. Now, by use of Theorem 5.1 and (5.8) we have 
and therefore the result 
c &) __ = No. of chains inL[Vrz(b)] m>o 2Y-l , 
(4.3) 
follows from (6.2) and Theorem 5.1. 
If we now use the interpretations for ..L[V,JI)] and L[V,(Q)] that were deve- 




__ = No. of chains in the lattice of a k-set 
m>o P+l / 
(6.4) 
and can let b - 0 in (6.3) to obtain 
1 KS-m-1 F--- - p-t1 
m>o f k 1 
= No. of chains in (0, I,..., k) (6.3 
and hence 
c -L ( k$-m-1 
+@O 
pa+1 
k ) =2”-” (6.6) 
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since there is a one-to-one correspondence between the chains in <0, I,..., 15) 
and the subsets of {I, 2,..., k - 1). We note that (6.6) yields 
(6.7) 
by letting k + m - 1 = h, and hence we have a strange-looking result-for 
the left-hand member appears to be dependent on k. 
7. CONCLUSION 
Our study has shown how L[V,(b)] can be used to provide combinatorial 
interpretations and results for 
and R,“(b) 
when b is the power of a prime [for then V,(6) is a k-dimensional vector space 
over GF(B)] as well as when 6 = 1 and 6 = 0 (as shown in Sections 3 and 4). 
Since all of these functions are intrinsically dependent upon N,“(b), and N,“(b) 
can be expressed as a polynomial in 6 with positive integer coefficients and 
constant term equal to one when 0 &‘j < k, we can obtain results for all of 
these functions when b is an element of any ring with a unit element. However, 
if we are also to obtain combinatorial interpretations for additional values of b, 
we will need to find a “superstructure” that containsl[ V,(b)] as a “substructure” 
-just as I.[ V,(6)] contains “the lattice of a k-set” when b = 1 and “the lattice of 
(0, l,..., k)” when b = 0 as “substructures”. 
If we were to succeed in this venture, we would expect to obtain “super- 
factorials” and “superpowers” as well as corresponding extensions of Euelrian 
power series and R(Z). W e now conclude this paper with the hope that a search 
for such a superstructure will prove to be rewarding. 
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