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they are the basic ingredient of numerical simulations that enable to reproduce physical phenomena and make predictions. However, a major concern is the capability of these models to represent a faithful abstraction of the real world. To address this issue and control the error between physical and mathematical models, model validation methods have been used for a long time [34, 33, 32] . In such methods, model parameters are identified or updated in order to minimize the discrepancy between numerical predictions and experimental measurements. The process leads to inverse problems [8] which are usually ill-posed and require special care and specific techniques, such as regularization techniques proposed in [38] , in order to ensure solvability. Getting missing information of the model from measurements is a procedure that is now commonly used in many scientific fields such as geophysics where soil characteristics (density, permeability) are studied, non-destructive testing to identify defects [3] , or imaging where we can obtain images from a noised version using deconvolution [9] or detect damaged tissues using tomography [4, 16] . We focus here on Computational Mechanics models, in which a major component is the constitutive equation that describes the local behavior of the material. It is characterized by a set of material parameters whose values may highly influence results given by numerical simulations. In order to reduce modeling errors, it is thus important to address the issue of constitutive models calibration. For complex models, it is difficult to design experiments where observed model responses depend explicitly on model parameters. We rather use in practice experimental data that depend implicitly on these parameters, and the calibration is then viewed as an optimization problem in which parameter values are searched such that optimal agreement between experi-mental and simulated responses is achieved [12] .
When a large number of experimental data is available, as it is the case with full-field kinematic measurements performed by means of imaging techniques (DIC for instance [22, 36] ), many calibrations methods can be applied for inverse analysis and identification of material properties [5] . Among all of them, we can mention the Equilibrium Gap Method (EGM) which is based on the discretization of equilibrium equations and minimization of equilibrium residuals, the FEMU method (balance method FEMU-F or displacement method FEMU-U) which is an intuitive approach that consists in performing iteratively finite element computations to find constitutive parameters that achieve the best match between computed and actual measurements, or the Constitutive Equation Gap Method (CEGM) which was initially developed for updating finite element models from vibrational data and assessing quality of finite element meshes. We consider in this paper the case where only few localized measurements are available. Again, several procedures exist in this framework to identify parameters, such as minimization of cost functions associated with regularization techniques [8] , or the Bayesian inference approach that formulates parameter identification in a stochastic setting [37, 35] . Using the concept of Constitutive Relation Error (CRE) defines another model calibration method on which we focus here. First introduced in [26, 7, 13, 27, 14] for dynamics models, this method was latter successfully used in many calibration applications including defects [11] , uncertain measurements and behaviors [29, 17] , or corrupted measurements [1] . Recent applications of the method dealt with the updating of models used in bolted assemblies [19] , or association with PGD reduced models to deal with realtime calibration in machining processes [10] . The use of the CRE presents interesting advantages; it has excellent capacities to localize structural defects spatially, it is very robust with respect to noisy measurements, and it has good convexity properties. In this method, reliable theoretical and experimental information (equilibrium, sensor position) are favored compared to other information (material behavior, sensor measures). Furthermore, the employed hierarchical updating (only most erroneous zones are corrected) is a strategy that directly leads to a regularization process, required for ill-posed problems.
In this paper, we deal with mechanical models on large structures which are used both for the model calibration procedure and for prediction using numerical simulation. We consider that the prediction target is only the value of a given output of the model, denoted quantity of interest in the following, that implicitly depends on model parameters. Therefore, if the quantity of interest is not very sensitive with respect to some parameters, there is probably no need to estimate these parameters with high accuracy. This goal-oriented model updating approach is motivated by the fact that the objective of numerical simulations is usually not the global response of the model, but only specific features which are relevant for design (such as local stress, maximal displacement or temperature, etc.). It aims at performing a partial calibration of the model so as to ensure the quality of predicted quantities of interest with a minimal calibration effort. Several works have already addressed this scientific issue. In [6, 24] , an optimization problem coupled with a dual method was introduced to assess, in a goal quantity, the sensitivity with respect to the observed data (uncertainty or noise), as well as discretization error affecting the computed value of parameters. The a posteriori discretization error estimator was also used in an adaptive algorithm to construct economic meshes. In [25] , the goal-oriented a posteriori error estimation for identification problems was extended to accommodate the combined identification and subsequent simulation problems which may be governed by different state equations (and only coupled via model parameters). For a given tolerance in a quantity of interest, depending on the solution of the simulation problem, three sources of errors were controlled: modeling error, discretization error polluting the identification problem, and discretization error in the simulation. Here, we wish to go one step further and define a goaloriented version of updating methods performed using the CRE. We assume that the discretization error is negligible compared to the modeling error, and focus on the sensitivity of the considered quantity of interest with respect to parameters and measurements. On the one hand, we introduce new dedicated cost functions that lead to a convenient goal-oriented updating process, selecting automatically the relevant model parameters that need to be updated for the prediction of the quantity of interest. On the other hand, we define quantitative sensitivity tools that enable to set up optimal experiments and measurements (sensor location, type of measure) with respect to the output of interest to predict. For the sake of simplicity, we present the new method and tools in the framework of linear elasticity models, whereas numerical experiments will also involve time-dependent problems.
The paper is organized as follows: after this introduction, Section 2 presents the reference mathematical model which is considered throughout the paper as well as the classical setting for model calibration based on the minimization of cost functions; Section 3 focuses on model calibration performed using the concept of CRE; Section 4 introduces the goal-oriented framework that enables to update a model, still using the CRE, but with respect to a quantity of interest; a sensitivity analysis is presented in Section 5 in order to set up an optimal experimental procedure for the goal-oriented calibration; eventually, numerical experiments are conducted in Section 6, before drawing concluding remarks and prospects in Section 7.
2 Mathematical model and general updating strategy
The reference mathematical model
We consider a linear elastic body whose undeformed configuration occupies domain Ω ⊂ R d , with boundary ∂Ω (Figure 1 ). It is subjected to a given displacement field u d on ∂ 1 Ω ⊂ ∂Ω, whereas a body force field f d and a traction force field F d are imposed in Ω and on ∂ 2 Ω, respectively, with ∂ 1 Ω ∪ ∂ 2 Ω = ∂Ω and ∂ 1 Ω ∩ ∂ 2 Ω = ∅. The corresponding model is governed by three sets of equations, namely the kinematic compatibility equations:
the equilibrium equations:
and the constitutive equation:
u is the displacement vector, the linearized strain tensor, the Cauchy stress tensor, and n the outward unit normal vector. K denotes the Hooke tensor, possibly heterogeneous, and we suppose it is described by a set p of n p scalar parameters that belong to a bounded space P ⊂ R np . For instance, if the elastic properties are isotropic, K is described (at each point) in terms of two independent scalar moduli. We introduce classical sets U and S of kinematically admissible displacement fields and statically admissible stress fields, respectively. U is defined as the set of vector fields v ∈ [H 1 (Ω)] d verifying (1), whereas S is defined as the set of symmetric second-order tensor fields ∈ [L 2 (Ω)] d(d+1)/2 verifying (2).
Equations (1-3) constitute a direct problem that can be recast in the following weak form:
where U 0 denotes the vectorial space associated with U, and forms a and l are defined as:
This problem is well-posed in the Hadamard sense i.e. the solution exists, is unique and stable with respect to data.
General updating strategy
We assume in the following that the value of p is not known and needs to be updated using additional information i.e. given experimental data. These data are represented by a set of observable quantities s obs measured from the response of the body on selected points x i (i = 1, . . . , n obs ) located outside ∂ 1 Ω. The updating process then requires to solve an inverse problem which is usually ill-posed. The inversion technique is often formulated as a minimization of a cost function F , so as to ensure existence 
Remark 1 As regards uniqueness of p sol , considering a strictly convex cost function F is a sufficient condition.
Generally, a least-square minimization is used i.e. F is constructed by means of the Euclidean norm involving solution u(p) and experimental data s obs :
s being the extraction operator associated with observations, and c i some scalar parameters. The minimization, under the constraint that u satisfies state equation (4) , is usually performed by means of first order steepest descent methods. In this context, a convenient and widely used method to evaluate the gradient ∇ p F is the adjoint state method; introducing the Lagrangian L(p, u, λ) = F (p, u) − A(p, u, λ) and searching for its stationary point z ≡ (p, u, λ), it leads to the system:
for all (δp, δu, δλ) ∈ P 0 × U 0 × U 0 . The second equation is the co-state equation also called adjoint equation. For a couple (u, p) that verifies the state equation (4), we get L(p, u, , λ) = F (p, u). Furthermore, if z satisfies state and co-state equations, then:
A priori information on p (bounds on parameter values, regularity conditions) can be inserted in the formulation to stabilize the inversion process and reduce sensitivity; these are regularization methods. A wellknown regularization method is the one of Tikhonov [38] in which the cost function takes the form:
where α j are scalar regularization parameters and R j is a penalization functional for parameter p j . Classical examples are L 2 penalization functional R j (p j ) =
3 Calibration method based on the constitutive relation error
Basic ideas
The concept of constitutive relation error (CRE), which has strong mechanical foundations, has been used for decades for a posteriori discretization error control in finite element computations [28] . It defines an energy measure, denoted E, of the distance between a given stress field and another stress field obtained from a given displacement field v using (3):
Remark 2 A more general definition of E, in particular for nonlinear constitutive models, can be set up using convex potentials associated with standard generalized materials [20] .
Its usefulness is explained by the fact that the solution (u, ) of the well-posed direct problem (1-3) is characterized by:
Furthermore, for any (v, ) ∈ U×S, the measure E(p, v, ) can be split into two terms:
where W p and W c are potential and complementary energy, respectively.
In model calibration formulations using the CRE, the cost function F is constructed from E; it was shown that this choice presents convenient properties for inversion [18] . In first applications, experimental data used to be involved as boundary conditions in admissibility spaces, defining new spaces U and S and leading (except for special cases) to:
even though the solution realizing the minimum of E(p, v, ) over U × S is unique (to a given displacement of rigid body belonging to U 0 ) and a decomposition similar to (13) is still possible. The inverse problem was thus defined as:
Goal-oriented updating of mechanical models 5 (15) However, problem (15) is not well-posed in general and requires additional information on K(p), in particular for noisy measurements.
In more recent applications, boundary conditions coming from experimental data have been relaxed; they are not involved in admissibility spaces any more (we thus keep U and S) but are imposed by penalization in a new definition of the constitutive relation error called modified constitutive relation error [26, 7, 13] and denoted E m :
The two terms composing E m can be respectively seen as measures of modeling error and measurement error. r is a scalar parameter that enables to modulate the influence of these terms. The philosophy of the modified constitutive relation error is thus to favor reliable theoretical and experimental information (equilibrium, sensor location) compared to other information (constitutive relation, sensor measurement).
Remark 3
The choice of r should generally be made in regards of the a priori reliability on both model and measurements; for instance, Morozov principle or L-Curve method [21] may be used to define r with respect to the data noise. However, the influence of r on the quality of the updating performed using CRE was deeply analyzed in several works, particularly in [15] . It was shown that the value r = 0.5 gave the best insensitivity of the cost function with respect to measurement uncertainties. Consequently, we will choose this value throughout the paper.
The new inverse problem is defined as:
It leads to an iterative method, each iteration consisting of two partial minimizations steps which are detailed in the next section.
Technical details on the minimization strategy
As we do not consider discretization error in this paper, we explain the minimization strategy associated with (17) directly from discretized equations. The discretized modified CRE, denoted E h m , reads:
U ∈ U h is kinematically admissible in the sense that it verifies discretized kinematic equations, whereas V ∈ U h S is statically admissible in the sense that it verifies equilibrium equations in a finite element sense K(p)V = F, with K(p) the stiffness matrix of the complete discretized structure. Consequently, U contains prescribed dofs contrary to V. G u is a scaling matrix which is in practice chosen so that both terms of E h m can be compared.
The first minimization step involved in (17), i.e. the computation of F h (p) such that:
is called the localization step. This is a constrained minimization problem, and we thus introduce the Lagrangian:
Finding its stationary point leads to the system:
so that we obtain:
and can compute F h (p). Quantities K, G u and F are restrictions of K, G u and F in which lines corresponding to prescribed dofs for U have been removed. Spatially slitting the modeling error term of F h (p) into contributions of each element p i of p enables to localize and select the set of parameters that contribute the most to the error. Moreover, contributions of the measurement error enable to detect erroneous sensors.
The second minimization step involved in (17), i.e. the computation of p sol such that:
is called the correction step. In practice, F h (p) is minimized with respect to parameters p i chosen in the previous step. This is a nonlinear process that uses an optimization algorithm, such as the gradient method with optimal path. This last method iterates such that
The gradient of F h (p) with respect to p i can be computed explicitly with low computational effort. Indeed, for the couple (U, V) solution of the constrained minimization problem (19) and with Λ = V − U, we have:
Remark 4 As expected, we observe that the gradient vanishes when U = V.
The iterative process with localization and correction steps is in practice stopped when the cost function F h (p) reaches a given tolerance value, without waiting for convergence. Furthermore, only parameters which are selected in the localization step are updated during the correction step (hierarchical updating). This naturally regularizes the inverse formulation.
Goal-oriented updating with the constitutive relation error
In the previous section, the model was updated globally with respect to experiments as a global (modified) constitutive relation error, defined on the whole domain Ω and with the whole parameter set p, was used as a cost function. Furthermore, parameters to be updated first were selected using contributions of this global error. Here, we aim at modifying the formulation to obtain an updating process which is dedicated to the prediction of given outputs of the model. Consequently, the identified set p is not expected to accurately model the actual structure; it is rather used to obtain an improved evaluation of outputs of interest from the a priori knowledge of the model and available data. We consider a quantity of interest Q which is supposed to be the goal of the computation. Performing an optimal calibration process with respect to Q means: (i) updating relevant parameters only, i.e. those that affect Q; (ii) setting up relevant measurements, i.e. some for which Q is sensitive.
A first approach to select relevant parameters with respect to the quantity of interest Q would consist in obtaining the sensitivity of Q with respect to p, i.e. the gradient ∇ p Q. The relation between Q and p depends on the mathematical model only; the updating process is not involved here. The quantity of interest thus reads Q(u(p)), and optimal control tools can be used by defining the Lagrangian:
Finding the saddle-point leads to a system similar to (8) (replacing F by Q) and we directly get:
where u(p) verifies the state equation (4) and λ(p) verifies the following co-state (or adjoint) equation:
Remark 5 If Q is linear with respect to u, the first term of the adjoint problem reads Q(δu).
Remark 6
The adjoint solution (27), valid for any loading of the direct problem but for a given set of parameters p, also enables to address goal-oriented discretization error estimation in the prediction problem. This gives information to define an optimal finite element mesh for the prediction of the quantity of interest.
Normalized terms w Q,i = p i ∂Q ∂pi could be used as weighting factors in the localization step, in order to give weight to parameters with are influent for Q. However, this strategy is debatable as information coming from gradient values may not be optimal and reliable to choose parameters to update and to define a stopping criterion in the minimization process.
In the following, we rather choose to define an automatic process in which new cost functions related to the constitutive relation error and dedicated to the quantity of interest Q are minimized.
Goal-oriented cost function when the quantity of interest is not measured
We assume here that the spatial region in which Q is defined is not a measurement point. Keeping the philosophy and flexibility of the modified CRE, composed of modeling and measurements error terms, we introduce a new cost function, denoted F Q (p), associated with the considered quantity of interest. It reads:
The modeling error term 1 2 |q − Q mod (p)| 2 involves a value Q mod of the quantity of interest defined from the model only, i.e. by means of state equation (4):
After discretization, u 1 is thus obtained by finding U 1 ∈ U h solution of the system:
The measurement error term 1 2 |q − Q obs (p)| 2 involves a value Q obs of the quantity of interest defined from an interpolation of measurements s obs , i.e.:
The definition of u 2 thus involves s obs and leads to a system K(p)U 2 = F after discretization (cf. (22) ).
Remark 7
If several experiments are performed, with several loadings for instance, the cost function may be defined from a sum of individual components, each involving modeling and measurement terms and associated with a given experiment.
Remark 8
In cases where measurements of Q are available, these should be directly used as Q obs in (28) so that the regularization process brought by E m is no more used in F Q . This specific case will be studied in the following section.
The computation of F Q (p) (or its discretized version F h Q (p)) is trivial and we obtain:
with U 1 (resp. U 2 ) verifying (30) (resp. (22)). The gradient of F h Q (p) is computed using the adjoint state method; we introduce for that the discrete Lagrangian:
Finding the saddle-point of L Q leads to verify, in addition to conditions from (29) (resp. (31)) for U 1 (resp. U 2 ), and for all (δU 1 , δU 2 ) ∈ U h 0 × U h 0 :
The gradient of F h Q (p) can then be computed using the adjoint solutions Λ 1 and Λ 2 :
Elements of p associated with high components for the gradient of F h Q (p) are then selected to drive the nonlinear hierarchical minimization, and iterations are stopped when the value of F h Q reaches a given tolerance value. Consequently, this method enables to drive the updating process in an optimal and natural manner with respect to the quantity of interest.
Goal-oriented cost function when the quantity of interest is measured
In this specific case, there is no interpolation of the data and therefore the regularization term involved in the previous cost function is missing. We propose a new cost function based on a local version of the modified CRE, i.e. a measure at point (or in the area) where the quantity of interest is defined. We denote by Q * the dual quantity of Q (in the energy sense), and we write the local constitutive relation between Q * and Q under the form Q * = k(p)Q. The new cost function thus reads:
with
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The two terms in E 2 m,loc correspond to local modeling and measurement errors, respectively. Following a procedure similar to the one detailed in Section 3.2, we write the discrete version of (37):
with K(p)V = F (equilibrium), and the computation of F h Q (p) is performed by searching the saddle-point of the following lagrangian:
This leads to the system, for all δV ∈ U h S :
The second equation (40) is the discretized version of an adjoint problem; combining the other two provides for the system that U should verify.
The evaluation of the gradient of F h Q (p) is then direct with the adjoint state method:
with (U, V, Λ) solution of (40). Here again, elements of p associated with high components of the gradient are selected in order to minimize F h Q (p) with respect to these parameters only. Iterations of the updating process are continued until a tolerance value is reached.
Remarks on the regularization process
In the goal-oriented updating method involving cost functions F Q introduced in Sections 4.1 or 4.2, it is important to notice that an iterative two-step (localization, correction) strategy is conserved. However, the localization step is no more based on a splitting of the modeling error term and comparison between parameter contributions (F Q is local in space) as used in Section 3.2, but on the selection of parameters that bring highest components to the gradient of F Q (p). In practice, at each iteration of the method, the parameter (or the set of parameters) that brings the highest gradient component is corrected first. If this correction is not associated with a significant decrease of the cost function value, the parameter (or the set of parameters) that brings the second highest gradient component is corrected, and the process is stopped when a significant decrease of F Q (p) is observed. This hierarchical strategy naturally regularizes the goal-oriented inverse formulation.
Sensitivity with respect to measurements
We now wish to obtain the sensitivity of Q with respect to measurements, i.e. the relation between a change in observed values s obs and the output quantity Q, in order to get useful information for setting up optimal measurements. The updating process is involved here, as a change in s obs affects the value of p. The calibration process (17) using the modified CRE can be seen as a constrained minimization problem (with fixed measurements s obs ), its solution being the saddle-point of the following Lagrangian:
L explicitly depends on measurements s obs which are involved in the definition of E m , so that we can also write L(q, v, , µ, s obs ).
As regards the quantity of interest, it reads Q(z(s obs )) with z = (p, u, , λ) solution of the calibration problem, i.e. realizing the saddle-point of L:
In order to compute the gradient of Q with respect to s obs , we use again optimal control tools and introduce the Lagrangian H defined as:
Finding the solution y of the adjoint problem:
enables to obtain the following sensitivity result: 
with z verifying (43).
Remark 9
This same adjoint solution y, with fixed measurements s obs , also enables to address sensitivity with respect to the finite element mesh used for calibration that may have influence on the solution of the optimization problem and identified parameters p (see [6] ). Denoting by z h the approximate solution of z obtained with the finite element method, the discretization error on an output of interest reads Q(z)−Q(z h ) = R(z h ; y), with R the residual functional, and an error estimate can be computed with a higher order approximation of the adjoint solution y.
Remark 10 Choosing Q = p i in the sensitivity analysis enables to measure the effect of uncertainty on observed values on calibrated parameter values.
Considering a discrete version of the Lagrangian L shows that the computational effort to obtain d s obs Q is reasonable. The discretized version of (42) is similar to (62), and searching its saddle-point leads to:
with U and V given by (21) and depending on p.
After introducing the discrete Lagrangian:
and solving the associated adjoint problem:
we get:
with U (resp. q) verifying (22) (resp. (49)).
The gradient d U obs Q can be computed at each iteration of the updating process from available information and after solving (49). The optimization of the experimental protocol thus consists in finding sensor positions and measurements that provide for maximal values of |s 
Trussed structure
We first illustrate the method on a simple trussed structure with lattice beams represented in Figure 2 . It is composed of 10 beams for which respective Young's moduli E i are parameters that need to be updated. The loading, perfectly known, consists of a pointwise vertical force applied at point P . We assume that the quantity of interest in the study of this structure is the vertical displacement of point P (Q(u) = u y (P )). Measurements consist of nodal displacements (eight scalar data) over the whole structure; their value is simulated considering a reference model in which stiffness parameters E i are set to the value indicated in Figure 2 (no noise). The initial model to be updated is defined by a 50% perturbation of parameters, i.e. E * i = 1, 5×E i (i = 1, . . . , 10). The updating process is conducted using a gradient method, with constant path, on a functional F Q which is a combination of the one proposed in Section 4.2 (related to measurement at node P ) and the one proposed in Section 4.1 (related to other measurements). The minimization is performed on one parameter only at each iteration. Figure 3 shows values of Q which are predicted by the model after each updating iteration, with both classical updating (global constitutive relation error) and updating dedicated to Q and with the same experimental data. We observe that the new updating strategy provides, after a few iterations only, for a good quality model as regards the prediction of Q.
We show on Figure 4 the ratio E * i /E i (updated parameter over reference parameter) after 10 updating iterations, both for classical updating and updating dedicated to Q. We clearly observe that in the second case, Fig. 3 Comparison of values of Q predicted by the model after each updating iteration.
the updating strategy favors a subset of parameters which have a large influence on the predicted value of Q. This illustrates the fact that, compared to the classical one, the goal-oriented updating method analyzes in a different manner the amount of available experimental information. 
Two-dimensional beam structure
We now consider a 2D concrete beam with a steel bar Γ (see Figure 5 ). In civil engineering applications, concrete Young modulus E c may decrease due to damage, the steel bar cross-section S b may be reduced due to corrosion effects, and the rigidity k of the supports may not be well-known. We divide the steel bar Γ (resp. the lower concrete part Ω c ) into five subdomains Γ j (resp. Ω cj ), j ∈ {1, .., 5} (see Figure 5 ) and consider piecewise constant steel bar cross-section and concrete Young's modulus. We denote by S bj the steel bar crosssection in Γ j , E cj the concrete Young modulus in Ω cj , and k 1 (resp. k 2 ) the rigidity of support 1 (resp. support 2). We take L = 30 m and H = 1 m. To update beam parameters ({S bj }, {E cj }, k 1 , k 2 ), a static loading F d is applied and the longitudinal strain component ǫ xx is measured at 14 points (see Figure 6 ). The displacement field u ∈ U 0 = {u * ∈ H 1 (Ω)\u * · x = 0 on ∂Ω i1 } satisfies the following direct problem:
where K c represents Hooke tensor depending on concrete Young's moduli E cj (j ∈ {1, .., 5}).
The sensor outputs are simulated numerically considering the reference beam parameters defined below and direct model (51). In the reference model, let us notice that a loss of stiffness is considered in subdomain 
In the initial model to be updated, we take the undamaged standard value of the concrete Young moduli (E cj = 40.10 9 P a, j ∈ {1, .., 5}), the value of the uncorroded steel bar cross-section (S bj = 0.04 m, j ∈ {1, .., 5}) and the standard value of the rigidity (k 1 = k 2 = 5.10 7 N/m 3 ). The only difference between the reference and the initial models is the value of the concrete Young modulus in subdomain Ω c3 . The goal-oriented updating procedure is applied to three quantities of interest:
The associated zones of interest ω 1 , ω 2 and ω 3 are represented in Figure 5 .
Regarding the updating strategy, the highest component of the functional gradient is searched at each iteration and the associated parameter is updated. When the value of the functional does not decrease after updating the parameter, the initial parameter value is kept and the parameter having the second highest functional gradient is updated, and so on . . . When the value of the quantity of interest remains unchanged (variation less than 0.1%) between two successive iterations, the updating algorithm is stopped.
For each iteration of the goal-oriented technique, the updated parameter values and associated predicted values of the quantity of interest are represented in Figures 7 and 8 . Several observations can be made:
-initially, we observe that the error between the quantity of interest and the reference quantity of interest is the highest for Q 1 ; it is about 15%; -as regards quantities of interest Q 1 and Q 2 , two iterations are sufficient to get an error less than 1% on the determination of the concrete Young modulus E c3 . We can remark that only parameter E c3 has been updated using the goal-oriented approach.;
-as regards quantity Q 3 , the updating procedure suggests a 20% reduction of the concrete Young modulus E c2 at iteration 1. The modification of this parameter leading to a variation of the quantity of interest less than 0.1%, we do not take into account the modification of E c2 and the updating algorithm is stopped; -quantity Q 3 being not sensitive to E c3 , this parameter is not updated using the goal-oriented approach. Indeed, we see in Figure 8 that the ratio of the non-updated and the reference value of quantity Q 3 is almost 1. Parameter updating is thus useless regarding quantity of interest Q 3 .
Updated parameters -Q1 Updated parameters -Q2
Updated parameters -Q3 Fig. 7 Updated beam parameters at each iteration of the updating goal-oriented approach for quantities of interest Q 1 , Q 2 , and Q 3 .
Normalized quantity of interest
Number of iterations Fig. 8 Ratio between the updated and the reference values of the quantity of interest at each iteration of the updating goal-oriented approach for Q 1 , Q 2 and Q 3 .
2D thermal problem in a building
In thermal building applications, multizone models are commonly used [23] . In such models, a building is decomposed into zones and envelopes. The temperature in each zone is supposed homogeneous and verifies an ODE in time; the temperature in each envelope satisfies a one-dimensional PDE. An inverse modeling technique has been proposed in [30] to identify envelope parameters and the thermal loading. Herein, we deal with another kind of inverse modeling technique based on the constitutive relation error framework.
We consider a thermal building problem, represented in Figure 9 , with two zones A and B separated by a wall W (envelope). The temperature in zones A and B (resp. in the wall W) are denoted T A (t) and T B (t) (resp. T W (x, t)). As for the mechanical problem presented in Section 2.1, the unsteady thermal problem can be written using the constitutive relation error formalism:
• initial conditions
• constitutive equations
where c A (resp. c B ) (J.K −1 ) represents the overall heat capacity of zone A (resp. zone B), c W (J.K −1 .m −1 ) represents the overall heat capacity per meter of the wall, α A (resp. α B ) (W.K −1 ) is the product of the surface envelope and the convective exchange coefficient between the wall and zone A (resp. zone B), w A (resp. w B ) (W ) is the heating in zone A (resp. zone B), and d W (W.m.K −1 ) represents the overall conductivity per meter of the wall. We take L = 0.2m and T = 43200s
(half a day) in the following.
We are interested in identifying the thermal model parameters p = {c A , α A , c W , d W , α B , c B }. To achieve this purpose, two strategies are employed and compared: the first one is the classical calibration method based on the constitutive relation error; the second one is the goal-oriented updating introduced in Section 4. A detailed review of the extension of both strategies to the unsteady case is given in Appendix A. In the goal-oriented approach, we consider the quantity of interest defined by:
where • ∆T denotes the time average over ∆T . Let us note that Q is a non-measured quantity of interest. Data consist in temperature values measured at 6 points spread along the longitudinal axis of the structure (Figure 9 ). To simulate the sensor outputs numerically, we solve equations (54-56) (using a classical finite element code) with reference parameters c ref
= 83W.K −1 and we extract the solution at the sensor nodes. For the heating in zones A and B, we consider w A = 500W and w B = 0W on the time interval [0, T ]. As regards the initial conditions, we take T 0
The reference solution is noted T ref and the reference value of the quantity of interest is Q ref = 16.50. In the following updating studies, we consider a 50% initial relative error on all parameters.
Calibration method based on the constitutive relation error
The modified constitutive relation error associated to the unsteady thermal building model is given by
where u (resp. v) denotes the kinematically admissible temperature (resp. the statically admissible temperature) and n s the number of sensors. In practice, we take r = 0.5 and g i = 1W.K −1 . The measure E 2 m given in (58) is made of a data misfit term and three errors in the constitutive law associated to the wall, zone A and zone B. The classical calibration method based on the constitutive relation error is applied to the thermal building problem; technical details on its specificities for timedependent problems are given in Appendix A. Numerical results are reported in Figure 10 . We notice that the modified constitutive relation error reaches a plateau after about 200 iterations. As a consequence, the calibration should be stopped. At iteration 200, one has E 2 m ≈ 1W.K.s which corresponds to a data misfit less than 0.1% and all parameters (except zone B parameters) are exactly determined. Most of the parameters being well-determined, it is not surprising to find that the updated quantity of interest is almost equal to the reference quantity of interest. Nevertheless, the main drawback of the classical calibration method is the computational cost. Indeed, this method updates most of the model parameters, that may lead to a large number of iterations.
Goal-oriented updating with the constitutive relation error
Considering the quantity of interest defined in (57), we now apply goal-oriented approach for model updating presented in Appendix A. We first study the case of non-corrupted sensor outputs. In Figure 12 , we observe that the wall parameters c W and d W are correctly determined after 3 iterations only. The value of the goaloriented functional, given in Figure 11 , is divided by 20 between iteration 0 and iteration 3. In this case, three iterations are sufficient to get an error on the quantity of interest less than 1% (see Figure 12 ). If we keep iterating, we see that the exchange coefficient α A between the wall and zone A is exactly determined. The goaloriented being less sensitive to the other parameters, these are not updated. To study the robustness of the goal-oriented calibration method, the temperature sensor outputs are now corrupted with random errors from a normal distribution N (0, σ 2 ). The corrupted sensor outputs are represented in Figure 14 . Even though it is difficult to distinguish the temporal evolution of the sensor outputs S 4 , S 5 and S 6 when σ = 0.1, the parameters c W and d W are still well-determined by the goal-oriented approach. In Figure 12 , we observe that a 1% error on the quantity of interest can still be obtained after a few iterations when considering corrupted outputs. At each iteration of the goal-oriented technique, we recall that two unsteady problems and N+2 forward/backward problems have to be solved (see Appendix A). Nevertheless, in this numerical example, 10 iterations are sufficient to update the parameters, so that the goaloriented updating technique remains about 20 times faster than the classical CRE calibration (the computation time of the unsteady problem is negligible compared to that of the forward/backward coupled problem). 
Conclusions and prospects
We defined and analyzed a new updating strategy dedicated to the prediction of quantities of interest. Based on the modified CRE framework, it uses dedicated cost functions and leads, compared to classical updating methods and with the same amount of experimental data, to a partial updated model in which only relevant parameters with respect to the quantity of interest are corrected. Therefore, the obtained model may be scientifically invalid but remains valid for the objective of the simulation. We focused on linear elasticity models but now wish to extend the method to more complex mechanical models (dynamics, visco-elasticity, plasticity,...) for which the concept of constitutive relation error still applies. Actually, CRE functionals can be formulated for all generalized standard materials in terms of local free energy and dissipation potential to-gether with their Legendre-conjugate dual potentials. Furthermore, the capability to lead sensibility analysis of quantities of interest with respect to measurements opens new research topics related to the optimization of experimental protocoles (sensors location, applied loadings, geometry of the sample); this will be the subject of future works.
A Parameter updating in the unsteady case
We consider the updating of parameters p associated with the following semi-discrete equation:
C(p)
∂U ∂t + K(p)U = F(p), U(t = 0) = T 0 (59)
Equations (54-56) can be written under this form.
A.1 Classical updating with the constitutive relation error
For the unsteady problem (59), the discretized modified CRE reads:
where U is a kinematically admissible temperature which is equal to T 0 at the initial time, and V is a statically admissible temperature. The pair (U, V) should satisfy the discretized equilibrium equation:
To determine the pair (U, V) in the localization step, we introduce the Lagrangian:
The adjoint solution verifies Λ = V−U and has null final conditions. From (63), we obtain the following forward/backward coupled system: with U(t = 0) = T 0 and Λ(t = T ) = 0. A similar system was obtained in elastodynamics model updating using the constitutive relation error [2] .
Then, in the correction step, parameters associated to the highest contributions to the modeling error are updated. We underline the fact that, at each iteration of the updating procedure, the coupled system (64) of forward/backward solutions has to be solved (N+1) times (one solution during the localization step and N solutions during the correction step).
A.2 Goal-oriented updating with the constitutive relation error
In the goal-oriented approach, we search for control parameters minimizing the error on the quantity of interest defined by:
where: -Q(U 1 (p)) represents the quantity of interest defined from the model only. In this case, U 1 verifies the unsteady equation (59); -Q(U 2 (p)) corresponds to the quantity of interest defined from an interpolation of measurements based on the constitutive relation error. In the unsteady case, the kinematically admissible field U 2 and the adjoint field Λ 2 verify the forward-backward system (64). The adjoint field Λ 2 has a null final condition and the kinematically admissible temperature U 2 at the initial time is equal to T 0 . The statically admissible field can be deduced as Λ 2 = V 2 − U 2 .
We introduce the semi-discrete Lagrangian L Q defined as:
To find the saddle-point of L Q , U 1 (resp. (U 2 , V 2 )) has to satisfy (59) (resp. (64)), Λ 1 should verify the additional adjoint equation:
and (Λ 2 , Υ 2 ) should verify the additional coupled forward/backward system:
with Λ 2 (t = 0) = 0 and Υ 2 (t = T ) = 0. Square matrices C, K and G u are obtained from C, K and G u by removing lines and columns corresponding to prescribed dofs for U 1 and U 2 . The vector of nodal forces B Q is associated to the term βQ ′ (U; δU) with β = r[Q(U 1 (p)) − Q(U 2 (p))].
In order to evaluate the gradient of F h Q , the solutions of two unsteady problems (59) and (67), and two forward/backward problems (64) and (68) are required. Then, as in the steady case (see Section 4.1), we update parameters associated with high components to the gradient of F h Q . During this minimization step, N solutions of the forward/backward coupled problem are required. To summarize, at each iteration of the goal-oriented approach, two unsteady problems and (N+2) forward/backward coupled problems have to be solved. It is more expensive than one iteration of CRE-based calibration. Nevertheless, we observe in the thermal building application presented in Section 6.3 that the number of iterations is about twenty times smaller in the goal-oriented calibration technique.
