1 , the closed unit ball of H ∞ , the de Branges-Rovnyak spaces H(b) is a Hilbert space contractively contained in the Hardy space H 2 that is invariant by the backward shift operator S * . We consider the reducing subspaces of the operator S * 2 | H(b) .
Introduction
Let D denote the unit disk. Let L 2 denote the Lebesgue space of square integrable functions on the unit circle T. The Hardy space H 2 is the subspace of analytic functions on D whose Taylor coefficients are square summable. Then it can also be identified with the subspace of L 2 of functions whose negative Fourier coefficients vanish. The space of bounded analytic functions on the unit disk is denoted by H ∞ . The Toeplitz operator on the Hardy space H 2 with symbol f in L ∞ (D) is defined by T f (h) = P (f h), for h ∈ H 2 (D). Here P be the orthogonal projections from L 2 to H 2 . The unilateral shift operator on H 2 is S = T z . Let A be a bounded operator on a Hilbert space H. We define the range space M(A) = AH, and endow it with the inner product Af, Ag M(A) = f, g H , f, g ∈ H ⊖ KerA.
M(A) has a Hilbert space structure that makes A a coisometry on H.
Let b be a function in H ∞ 1 , the closed unit ball of H ∞ . The de Branges-Rovnyak space H(b) is defined to be the space
is more closely related to the model space. For example, the polynomials belong to H(b) if and only if b is non-extreme (see [10, Chapter IV, V]). Notice that (A θ z 2 ) * = S * 2 | H(θ) . Thus, in view of Theorem 1.1, it is natural to consider reducing subspaces of S * 2 | H(b) when b is extreme. The main purpose of this paper is to characterize the reducibility of S * 2 | H(b) on H(b) in the extreme case and describe the reducing subspaces (Theorem 4.1). We also show that X b is irreducible for every b.
Background on de Branges-Rovnyak Spaces
In this section, we present some basic theory of de Branges-Rovnyak spaces and the results we shall use later.
The relation between H(b) and H(b) can be found in [10, . Here we use , b to denote the inner product of H(b). 
) (we will keep using these notations in the remaining of this paper). The Cauchy transform K ρ is the mapping from L 2 (ρ) to H 2 defined by
In the theory of H(b) spaces, H(b) is often more amenable than H(b) because of a representation theorem for
The operator on H 2 (ρ) of multiplication by the independent variable will be denoted by Z ρ . We have the intertwining relation [10, (2.1)
The space H(b) is invariant under S * = Tz [10, , and the restriction of S * is a contraction. We use X b to denote S * | H(b) . This operator can serve as a model for a large class of Hilbert space contractions [2] , [1] .
The following identity shows the difference between X b and S * [10, .
If x and y are in a Hilbert space H, we shall use x ⊗ y to be the following rank one operator on
and if A, B are bounded linear operators on H, then
It could be misleading to write the identity in Theorem 2.3 as X *
, and we have
The space H(b) is a reproducing kernel Hilbert space with kernel function:
When b is extreme, we have the following identity (see e.g. [5, Theorem 25.11] ).
For an inner function θ, S * θ is a cyclic vector of (A 
An Equivalent Condition for the Reducibility
In this section we first prove that X b is irreducible for every b. The idea in the proof will be used to study
where M 1 , M 2 are nontrivial reducing subspaces of X b .
Note that for every
Then one of the two range spaces
If b is extreme, it follows from Theorem 2.4 that M 2 = H(b), which is a contradiction.
If b is nonextreme, then polynomials are dense in H(b). We see from Theorem 2.3 that M 1 is invariant under both S and S * . Pick a nonzero function h ∈ M 1 , then
for some k 0 with h k = 0. Thus
which implies that M 1 contain all the polynomials. So M 1 = H(b), which is a contradiction.
For the extreme case, we have the following equivalent condition for the reducibility of X 
in H(b). In this case the reducing subspaces of X 2 b are given by
Proof. Suppose (3.1) holds, then take
where
Note that when b is extreme, S * b and S * 2 b are linearly independent. Thus dim(I − X 
This is a contradiction. Therefore, we must have
This means, WLOG, there exist complex numbers α, β such that
Using Theorem 2.4, we obtain
and thus (3.2), (3.3) hold. The relation (3.1) follows from
Main Results
In this section, we analyze the condition (3.1) and characterize the reducibility of X 
Proof. This proof is by induction on n. For n = 1, the equality is exactly the one in Lemma 2.1. Assume that the equality holds for some n 2. Then, using once again Lemma 2.1 and the induction hypothesis, we have (2) for every m, n 0,
i.e. there exist functions F, G ∈ H 2 and complex numbers a 0 , b 0 , a 1 , b 1 such that
and a 0b0 + a 1b1 = 0.
Suppose (4.1) holds. Then for m n, we have
By Lemma 4.1, we have
This together with (4.4) implies
Replacing n, m in (4.5) by n + 1, m + 1 respectively, we have
Subtracting (4.6) by (4.5) implies The sufficiency follows easily from the calculation in (4.5). When b is extreme, the following Lemma will be used to calculate the inner products in (4.2). 
Proof. Suppose m n. Using the intertwining relation (2.1), we can easily get [12] , which implies Z ρ is a unitary operator. Then
By Theorem 2.2, we have
We also need the following three elementary results.
Proof. Let
Since ||b|| 2 1, we have 
which is equivalent to b 0 zb 1 ≡ 0. Then the conclusion follows easily.
Lemma 4.6. Let α, β ∈ C with αβ = 0 or 1. Let {a n } ∞ n=0 be a sequence of complex numbers but not the zero sequence. Suppose lim n→∞ a n = 0 and for every n 1, the following conditions hold.
Then we have either β = −ᾱ, and a 2n−1 = 0, for every n 1
Proof. Subtracting (4.10) from (4.9), we have
Since {a n } ∞ n=0 is nonzero, we have the following four cases. Case I: α +β − 
Thus |α| = |β| = 1. Case II: α +β = 1 α + 1 β and a 2n−1 = 0, for every n 1. Then (4.9) implies β = −ᾱ.
Case III: αβ = 1 αβ and a 2n = 0, for every n 1. Then |αβ| = 1 and by (4.9), we have
Since a n tends to 0, we have a 2n−1 = 0 and thus {a n } ∞ n=0 is the zero sequence, which contradicts the assumption.
Case IV: α +β − 
Put this in (4.9), we have
Thus |a 2n+1 | = |a 2n−1 | and, similar to Case III, a 2n−1 = 0, for every n 1. From (4.9), (4.10), we see that either a 2n = 0, for every n 1 or α +β = For (4.2), if n 1, (4.2) follows from (4.12), (4.13) and the above relation. When n = 0, using Lemma 4.3, we have
