Abstract.
Introduction
Let D = {(x,t): 0 < x < l,t > 0} and let A(x,t) be a smooth mx m matrix which has m real distinct eigenvalues, k of them negative and (m-k) of them positive:
A, (x, t) < X2(x ,t)<---<Xk(x,t)<0<
Xk+X(x ,t)<---<Xm(x,t).
Let r,(x,t) be a right eigenvector and l,(x,t) a left eigenvector corresponding to X(x ,t). where u e Rm , is to prescribe u(x ,0) = u0(x), I,(0,t)u(0,t), j = k + 1, ...,w,and lj(l,t)u(l,t), j= l,2,...,k.
The corresponding parabolic problem is (1.2) uEl+A(x,t)uEx = euExx, (1. 3) u(x,0) = u0(x), (IA) ue(0,t) = ux(t), (1.5) ue(l,t) = u2(t),
where the data are compatible at the corners. Existence, uniqueness and smoothness of ue are known (see A. Friedman [4] ). In §2 we study the limit as e tends to zero in (1.2). Since more boundary conditions are prescribed for parabolic equations than for hyperbolic equations, some boundary conditions get lost in the passage e-»0.
This loss manifests itself in the region of rapid change near x = 0 and near x = 1, called the boundary layer. Such problems, usually called in the literature singular perturbation problems, have been described by Lyusternik and Viski [6] for linear ode's and linear scalar elliptic equations, and by Bardos and Rauch [2] and Bardos, Brezis, Brezis [ 1 ] for maximal positive symmetric operators. In [2] Bardos and Rauch remark that one can prove Hs convergence, s < \ for parabolic systems, even in several space variables using the same ideas but with some extra arguments.
Here we consider the case of one space variable and get results in the maximum norm. Our approach is different from Bardos and Rauch; we construct boundary layer functions near the boundaries and derive careful energy estimates to get uniform convergence. The construction of the boundary layer function is classical, at least in the scalar elliptic case and ode's (see Lyusternik and Visik [6] ).
Before taking up the general case, we give two typical and simple examples illustrating possible loss of boundary conditions. Example 1. Consider the following problem in x > 0, t > 0.
ub(t) is smooth and compatible: ub(0) = 0. When e = 0, the problem is u°t+u°x = 0, u°(x,0) = 0, u\0,t) = ub(t).
Set ee(x, t) = ue(x, t) -u°(x, t), then ee(x, t) solves the following:
£ , £ ,0 e, + ex = Eexx + EUxx > ee(x,0) = 0, ee(0,t) = 0. From the maximum principle for parabolic equations we conclude that \ee(x,t)\<ekT forO<t<T, with shows that ee(x, t) = u(x ,t) -u (x,t)-*0, uniformly in;t>0,0</<70 Example 2. Now we consider the following problem in x > 0, t > 0.
(*) ut,-ux = euxx> u(x,0) = 0, u\0,t) = ub(t), ub(t) is smooth and compatible: ub(0) = 0. When e = 0, the problem is
and no boundary conditions are needed. In fact u (x, t) = 0, as is seen by the method of characteristics. Notice that in the first example uE(x,t) preserves the boundary condition and in the second example ue(x,t) loses the boundary condition as e -► 0. Now we consider the general case.
Result for linear systems
Let u = (ux, ... ,um) e Rm . We use the following notations:
Let ue(x,t) be the solution of (1.2), (1.3), (1.4) and (1.5), and let u°(x,t) be the solution of ( 1.1 ) with initial and boundary conditions
lj(l,t)uv(l,t) = lj(l,t)u2(t), j=l,2,...,k. «o(^-'*)+e*i yLT''t) ^{X)} where T(x,t) = (rx(x,t), ... ,rm(x,t)), the matrix whose 7'th column is the right eigenvector of A corresponding to A . Remark. From the above theorem it follows that u (x ,t) -► u (x, t) uniformly in Ds, T = {(x ,t: S' < x < I -a', 0 < t < T} for each ô' > 0, T > 0, and in the limit ue(x,t) preserves the boundary condition at x = 0, P+ux(t) and at x= 1, P~u2(t). The proof of this theorem follows from two lemmas. Denote by
the matrix whose 7th column is r (x, t), the right eigenvalue of A . Then
where D(x,t) = diag(Xx(x, ?),..., Xm(x,t)) is the diagonal matrix whose y'th diagonal entry is A,(x, t). Set so that from (1.2) we get vt = LEv , where
Define vc = T~ u ; then for v = ve the problem becomes (t>°(l,')), = (*>2W),-, / = l,2,...,fc.
We first prove the following Lemma 1. There exist functions be(x,t), g(x,t,e) and k(x,e) suchthat (2.12) b£ = L£be + eg(x,t,e).
be(x,t) is of the form
where p0, p,, e0, q, 4>x and <f>2 are as in (2.4)0, (2.4),, (2.5)0, (2.5), and (2.5)3 respectively.
be(x ,0) = ezc(jt,e).
With c depending only on T, (2.14) sup ||*(x,f,e)||<c, o<i<r (2.15) sup \\gt(x,t,e)\\<c, 0<1<T ".,, \\dxk(x,e)f<cex-2k, k=l,2, (2.16) ||A:(x,e)||2<c. Proof. Expanding the coefficient of the differential operator L£ in powers of x near x = 0, we get P(x,t) = P(0,t) + xPx(x,t), (2.17) R(x,t) = R(0,t) + xRx(x,t), X,(x, t) = A,(0, t) + xX',(0, t) + x2XiX (x,t),
where Px(x,t) and Rx(x,t) are smooth matrices, and XjX is a smooth function.
Set
(2.18) ~e=y, dx = \dy.
We seek bc(x, t) near x = 0 in the form be(x, t) = p0(x/e, t) + ep, (x/e, t) = p(x/s, t). ¿z, (x, 0 is the boundary layer function near x = 0 with the following important properties.
ß(t) = -D'(0,t)[I + D(0,t)]diaf>[p0(0,t)]. Let us use the notation a(t) = (a,j(t)) and ß(t) = (ßu(t)
(a) (p0(y))/s a linear combination of eM°'t)y, ... ,eXk{0,t)y whose coefficients depend smoothly on t and on nothing else.
(2.37) (b) (px(y))j is a linear combination of e , yeÁ and y2ex'{0'!), i = 1,2, ... , /c, whose coefficients depend smoothly on t and on nothing else. By a similar procedure, expanding the coefficients of L£ in powers of (x-1), near x = 1 we construct a boundary layer function b\(x, t).
The function be(x, t) we are seeking is given by b\x,t) = b\(x,t) + b\(x,t).
Define k(x,e) by bc(x, 0) = Etf>x (x/e, 0) = ek(x, e), and g(x,t,e) by dtbe -Lebe = eg(x,t,e).
Notice that from (2.37) (a), (b), (c) and (d), for b\(x ,t) and similar properties of b\(x,t), be(x,t) is exponentially decreasing to 0 as e -*• 0 in the interval ô/2 < x < 1 -<5/2 and so properties (2.14), (2.15), and (2.16) are verified there.
We now verify these properties in 0 < x < S/2 and in 1 -S/2 < x < 1. We do our analysis in 0<x<r5/2; the other case is similar. By (2.32) and (2.36), (k(x,e))j is a linear combination of 1, ex,{0fi)x/e, Using GronwalPs inequality we get e||zj| < ce /2 + ce + ce \\zx\\ + ce + ce + ce .
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