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Abstract
We determine the first homology group of the hyperelliptic mapping class group with coefficients
in H1(Σg;Z) and H1(Σg;Z)⊗2.  2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let Σg be a closed orientable surface of genus g  2. The mapping class groupMg is
the group of isotopy classes of orientation preserving diffeomorphisms of Σg . Let ι ∈Mg
be the element corresponding to the rotation of Σg by 180◦ (see Fig. 1) which is well-
defined up to conjugacy. The centralizer of ι
∆g :=
{
ζ ∈Mg | ζ ι= ιζ
}
is called the hyperelliptic mapping class group. In [3], Kawazumi computed the
cohomology group H ∗(∆g;H 1(Σg; k)) for the case where k is a field with ch(k) 	= 2.
One of the motivations of the present paper is to obtain the torsion information of this
(co)homology. As the first step, here we consider the first homology. Let us denote
H1(Σg;Z) by H . The first result of the present paper is as follows.
Theorem 1.1. The first homology group H1(∆g;H) is isomorphic to Z/2Z.
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Once H1(∆g;H) is computed, it is natural to consider the map H1(∆g;H) →
H1(Mg;H) induced by the inclusion ∆g ↪→Mg , since H1(Mg;H) is already proved
to be isomorphic to Z/(2g− 2)Z by Morita [6].
Proposition 1.2. The inclusion ∆g ↪→Mg induces the homomorphism H1(∆g;H)→
H1(Mg;H) which takes 1 to g − 1 under the above isomorphisms.
The second result of the present paper is
Theorem 1.3. The first homology group H1(∆g;H⊗2) is isomorphic to Z/(2g + 1) ·
(2g+ 2)Z⊕Z/2Z if g is odd  3, and isomorphic to Z/(2g+ 1)(2g+ 2)Z if g is even.
We consider an injection Z ↪→H⊗2 which sends 1 to the symplectic class ∑k(e2k−1 ⊗
e2k − e2k ⊗ e2k−1) ∈ H⊗2, where {ei} is a symplectic basis of H , and the intersection
number H⊗2 → Z. As is well known, H1(∆g;Z) is the abelianization of ∆g , and
H1(∆g;Z)∼=
{
Z/4(2g+ 1)Z, g odd,
Z/2(2g+ 1)Z, g even.
We determine the homomorphisms induced by the sequence Z→H⊗2 → Z as follows.
Proposition 1.4. With respect to appropriate generators of H1(∆g;Z) and H1(∆g;H⊗2),
the injection Z ↪→ H⊗2 induces the homomorphism H1(∆g;Z)→ H1(∆g;H⊗2) which
takes 1 to (4g(g + 1),1) if g is odd. If g is even, the injection induces the homomorphism
which takes 1 to 4g(g + 1).
Proposition 1.5. With respect to appropriate generators of H1(∆g;Z) and H1(∆g;H⊗2),
the intersection number H⊗2 → Z induces the homomorphism H1(∆g;H⊗2)→H1(∆g;
Z) which takes (1,0) to 1 and (0,1) to 2(2g+ 1) if g is odd. If g is even, the intersection
number induces the homomorphism which takes 1 to 1.
Similarly as in the case of H , it is natural to ask about the map induced by the inclusion
∆g ↪→Mg . We obtainH1(Mg;H⊗2)∼= 0 for g = 3,4,5,6 by a computer calculation. On
the other hand, Kawazumi’s result in [4, Theorem 1.B] implies H1(Mg;H⊗2m) ∼= 0 for
g > 4m+ 4. In particular, H1(Mg;H⊗2)∼= 0 for g  9. Hence for g  3, except possibly
for g = 7,8, H1(Mg;H⊗2) is trivial so that the induced map by the inclusion ∆g ↪→Mg
is trivial.
We obtained our results directly from the definition of the homology of groups. In
Section 2 we recall the structure of ∆g which is well known. We prove Theorem 1.1 in
Section 3. Section 4 is devoted to the proofs of Theorem 1.3 and related results.
We presumed Theorem 1.3 as above from a computer calculation for g = 2, . . . ,8,
although our proof does not depend on the use of a computer.
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2. Preliminaries
In this section, we briefly review a way to compute the homology of groups and some
basic facts on the hyperelliptic mapping class group.
2.1. Homology of groups
Let G be any group andM be a G-module. Henceforth⊗ and Hom should be considered
over ZG (or Z∆g) unless otherwise specified. The bar resolution over G in degree n is a
free G-module generated by the symbols [g1| . . . |gn] (gi ∈G). The first homology of G
with coefficients in M is defined to be the first homology of the chain complex
C2(G)⊗M ∂2⊗id C1(G)⊗M ∂1⊗id C0(G)⊗M.
The boundary operators are defined by ∂1[g] := g[·]−[·] and ∂2[g|h] := g[h]−[gh]+[g],
where g,h ∈G. For simplicity, we denote ∂ ⊗ id by ∂¯ henceforth. We first notice that any
element in H1(G;M) is represented by ∑[g] ⊗m where g ∈G belongs to a fixed set of
generators G′. In other words, the following map ϕ is surjective.
ϕ :
〈[g] ⊗m | g ∈G′, m ∈M 〉∩ ker ∂¯1 →H1(G;M).
However, in general this map is not injective. The kernel of this map comes from relations
of G. Suppose that there are relations g(λ)1 . . . g
(λ)
kλ
= h(λ)1 . . .h(λ)nλ (gi , hj ∈ G′, λ ∈ Λ).
Then we can define
ψ :H1(G;M)
(〈[g] ⊗m | g ∈G′, m ∈M〉 ∩ ker ∂¯1)/R
∈ ∈
[g1 . . . gk] ⊗m
∑
j g1 . . . gj−1[gj ] ⊗m,
where
r(λ) :=
kλ∑
i=1
g
(λ)
1 . . . g
(λ)
i−1[g(λ)i ] −
nλ∑
j=1
h
(λ)
1 . . .h
(λ)
j−1[h(λ)j ], λ ∈Λ,
R := 〈r(λ)⊗m |m ∈M, λ ∈Λ〉.
(2.1)
Here, we omit the symbol of equivalence class by abuse of notation. Since we take the
quotient by R, ψ is well-defined. Therefore we have
H1(G;M)∼=
(〈[g] ⊗m | g ∈G′, m ∈M〉 ∩ ker ∂¯1)/R. (2.2)
Next we review the definition of the first cohomology of groups. The group H 1(G;M)
is defined to be the first cohomology of the cochain complex
Hom
(
C0(G);M
) δ1→ Hom(C1(G);M) δ2→ Hom(C2(G);M).
The elements of ker δ2 are called cocycles (or crossed homomorphisms). ker δ2 is equal to
Z1(G;M)= {d :G→M | d(gh)= dg+ gdh, ∀g,h ∈G},
since C1(G) is a free G-module.
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Fig. 1. Closed orientable surface of genus g.
Suppose that G′ is a set of generators of G. Let us consider a map d :G′ → M .
In order that d can be extended to a crossed homomorphism G → M , d must satisfy
d(gh)= dg+ gdh for g,h ∈G. For that purpose, we would like to extend d by
d¯(g) := dg1 + g1dg2 + · · · + g1 . . . gn−1dgn,
where g = g1 . . . gn ∈G and g1, . . . , gn ∈G′. However, d¯ is not always well-defined due
to relations of G. Suppose that relations of G are given as before. If d satisfies∑
i
g
(λ)
1 . . . g
(λ)
i−1d(g
(λ)
i )−
∑
j
h
(λ)
1 . . . h
(λ)
j−1d(h
(λ)
j )= 0
for every λ, then the above definition of d¯ is independent of choices of g1, . . . , gn ∈ G′.
Hence, we can extend d to a crossed homomorphism d¯ .
In order to prove the main theorems of the present paper, all we need is to carry out the
above program for our specific cases. See [2] for more details about the homology theory
of groups.
2.2. Hyperelliptic mapping class group
As mentioned before, the hyperelliptic mapping class group ∆g is the subgroup ofMg
whose elements commute with the hyperelliptic involution ι. We define ζn to be the Dehn
twist along the simple closed curve cn in Fig. 1 for n= 1,2, . . . ,2g + 1. The structure of
∆g was studied by Birman and Hilden in [1], where they gave the presentation of ∆g as
follows.
Theorem 2.1 (Birman–Hilden). ∆g admits the following presentation:
• generators: ζ1, ζ2, . . . , ζ2g+1;
• relations:
(i) ζnζm = ζmζn, |n−m| 2,
(ii) ζnζn+1ζn = ζn+1ζnζn+1, 1 n 2g,
(iii) ξ2g+2 = 1,
(iv) (ξη)2 = 1,
(v) ζ1ξη = ξηζ1,
where ξ = ζ1ζ2 . . . ζ2g+1 and η= ζ2g+1ζ2g . . . ζ1.
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The group ∆g acts on H = H1(Σg;Z) naturally through symplectic automorphisms.
We take ei to be the symplectic basis of H as in Fig. 1, where 1 i  2g. Let Sp(2g,Z)
denote the Siegel modular group and ρ denote the classical representation
ρ :Mg → Sp(2g,Z). (2.3)
We define the matrices A±,B±,C± as follows.
A± =
1 ±1
0 1
 , B± =
 1 0
±1 1
 , C± =

1 0 0 0
±1 1 ∓1 0
0 0 1 0
∓1 0 ±1 1
 .
We denote the identity matrix of size k × k by Ik . With these notations, we can write
Zn := ρ(ζn) as follows.
Z2l = I2l−2 ⊕A+ ⊕ I2g−2l,
Z2l+1 =

B− ⊕ I2g−2, l = 0,
I2l−2 ⊕C− ⊕ I2g−2l−2, 1 l  g− 1,
I2g−2 ⊕B−, l = g.
(2.4)
To obtain the inverse of these matrices, we only have to change the sign in the subscripts
on the right-hand side.
3. Proofs of Theorem 1.1 and Proposition 1.2
In this section we prove Theorem 1.1 by using (2.2). This proof is worked out entirely
in the words of ∆g and does not depend on the result of [6]. In the last part of this section,
we prove Proposition 1.2.
Proof of Theorem 1.1. By definition of the homology groups, first we should compute
ker ∂¯1 ⊗ id ∩ 〈[ζn] ⊗ ei | 1 l  2g + 1, 1 i  2g〉. Let us denote [ζn] ⊗ ei by τn,i . We
observe that
∂¯1τn,i = [·] ⊗
(
Z−1n − I2g
)
ei,
where I = I2g . Together with (2.4), we have
∂¯1τn,i =

−e2l−1, n= i = 2l,
e2, n= i = 1,
e2l − e2l+2, n= 2l + 1, i = 2l − 1, 1 l  g − 1,
−e2l + e2l+2, n= i = 2l + 1, 1 l  g − 1,
e2g, n= 2g+ 1, i = 2g− 1,
0, otherwise.
(3.1)
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Here, we identify C0(∆g;H) with H by [·] ⊗ e → e. From this, a basis of ker ∂¯1 is easily
computed as follows.
χ := τ1,1 −
g∑
l=1
τ2l+1,2l−1,
χ ′2l+1 := τ2l+1,2l−1 + τ2l+1,2l+1, 1 l  g − 1,
ψn,i := τn,i , (n, i) ∈Λψ ,
(3.2)
where the index set Λψ is defined by
Λψ :=
{
(n, i) | 1 n 2g+ 1, 1 i  2g} \({
(n,n) | 1 n 2g}∪ {(2l + 1,2l− 1) | 1 l  g}).
We remark that the number of elements ψn,i is 2g(2g + 1)− 2g − g = 4g2 − g, so that
ker ∂¯1 is generated by 1+ (g − 1)+ (4g2 − g)= 4g2 generators.
We now have the kernel of ∂¯1. It remains to calculate the submodule R in (2.1) from the
relations (i)–(v) of ∆g . We define
r(i)n,m :=
{
([ζn] + ζn[ζm])− ([ζm] + ζm[ζn])
}
,
r(ii)n :=
([ζn] + ζn[ζn+1] + ζnζn+1[ζn])− ([ζn+1] + ζn+1[ζn] + ζn+1ζn[ζn+1]),
r(iii) :=
2g+1∑
k=0
2g+1∑
n=1
ξkζ1ζ2 . . . ζn−1[ζn],
r(iv) :=
2g+1∑
n=1
(
ζ1 . . . ζn−1 + ξζ2g+1 . . . ζn+1 + ξηζ1 . . . ζn−1 + ξηξζ2g+1 . . . ζn+1
)[ζn],
r(v) :=
(
[ζ1] +
2g+1∑
i=1
ζ1ζ1 . . . ζi−1[ζi] +
2g+1∑
j=1
ζ1ξζ2g+1 . . . ζj+1[ζj ]
)
−
(2g+1∑
i=1
ζ1 . . . ζi−1[ζi] +
2g+1∑
j=1
ξζ2g+1 . . . ζj+1[ζj ] + ξη[ζ1]
)
as in (2.1). In order to prove Theorem 1.1, we should compute ⊗ei of these elements,
which we denote by r(∗)∗;i .
We begin with the relations (i). Since the exchange of n and m of r(i)n,m;i only changes
the sign, it is enough to consider the following cases.
r
(i)
2l,m;2l =−ψm,2l−1, m 	= 2l,2l ± 1, (3.3)
r
(i)
1,m;1 =
{
ψ3,2 −ψ1,2 +ψ1,4, m= 3,
ψm,2, m 	= 1,2,3, (3.4)
r
(i)
2l+1,m;2l−1 =

ψ2l−1,2l −ψ2l−1,2l+2 +ψ2l+1,2l−2 −ψ2l+1,2l,
m= 2l − 1,
ψm,2l −ψm,2l+2, m 2l − 2,2l+ 3m,
(3.5)
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r
(i)
2l+1,m;2l+1 =

−ψ2l+3,2l +ψ2l+3,2l+2 −ψ2l+1,2l+2 +ψ2l+1,2l+4,
m= 2l + 3,
−ψm,2l +ψm,2l+2, m 2l − 1,2l + 4m,
(3.6)
r
(i)
2g+1,m;2g−1 =
{
ψ2g−1,2g +ψ2g+1,2g−2 −ψ2g+1,2g, m= 2g − 1,
ψm,2g, m 2g− 2, (3.7)
where 1  l  g in (3.3) and 1  l  g − 1 in (3.5) and (3.6). Carefully checking these
equations, we conclude that ψn,i belongs to the submodule generated by r(i)∗,∗;∗ (or simply,
ψn,i is homologous to zero) for (n, i) ∈Λψ \ {(2l,2l− 1) | 1 l  g}.
Next we consider the relations (ii). Though the computation is a little harder than that of
(i), the results are as follows.
r
(ii)
1,1 =ψ1,2 −ψ2,1, (3.8)
r
(ii)
1,2 =ψ1,2 +ψ2,1, (3.9)
r
(ii)
1,i =ψ1,i −ψ2,i , i 	= 1,2, (3.10)
r
(ii)
2l,2l−1 =ψ2l,2l−1 −ψ2l+1,2l +ψ2l+1,2l+2, (3.11)
r
(ii)
2l,2l =−ψ2l,2l−1 +ψ2l,2l+2 −ψ2l+1,2l, (3.12)
r
(ii)
2l,2l+1 =ψ2l,2l+1 +ψ2l+1,2l −ψ2l+1,2l+2 − χ ′2l+1, (3.13)
r
(ii)
2l,i =ψ2l,i −ψ2l+1,i , i 	= 2l,2l ± 1, (3.14)
r
(ii)
2l−1,2l−3 = χ ′2l−1 +ψ2l−1,2l−2 −ψ2l−1,2l −ψ2l,2l−3, (3.15)
r
(ii)
2l−1,2l−1 =−ψ2l−1,2l−2 +ψ2l−1,2l −ψ2l,2l−1, (3.16)
r
(ii)
2l−1,2l =ψ2l−1,2l −ψ2l,2l−2 +ψ2l,2l−1, (3.17)
r
(ii)
2l−1,i =ψ2l−1,i −ψ2l,i , i 	= 2l − 3,2l− 1,2l, (3.18)
r
(ii)
2g,2g−1 =ψ2g,2g−1 −ψ2g+1,2g, (3.19)
r
(ii)
2g,2g =−ψ2g,2g−1 −ψ2g+1,2g, (3.20)
r
(ii)
2g,i =ψ2g,i −ψ2g+1,i, i 	= 2g− 1,2g, (3.21)
where 1  l  g − 1 for (3.11)–(3.14) and 2  l  g for (3.15)–(3.18). Since some of
the ψn,i are already known to be homologous to zero by the relations (i), (3.8), (3.11)
and (3.20) imply that the remaining ψn,i are also homologous to zero. Furthermore (3.13)
yields χ ′ ∼ 0. Up to here, we have shown that all members of the basis of ker ∂¯1, except χ ,
are homologous to zero.
We proceed to the relation (iii). Let σn be ζ−1n−1ζ−1n−2 . . . ζ−11 for n 2 and σ1 be 1. We
denote the symplectic matrices ρ(σn) and ρ(ξ) by Sn and X, respectively. Then, we should
compute
r
(iii)
i =
2g+1∑
n=1
[ζn] ⊗
(
Sn
2g+1∑
k=0
X−k
)
ei .
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We will compute the matrix X−1 first. Let T be the matrix which changes the basis of
H from {e1, e2, . . . , e2g} to {e1, e3, . . . , e2g−1; e2, e4, . . . , e2g}. We denote the conjugate
matrix T −1MT by TM for any matrix M . We define the following l × l-matrices.
Fl =

1 −1 0 · · · 0
0 1 −1 . . . ...
...
. . .
. . .
. . . 0
...
. . .
. . . −1
0 · · · · · · 0 1

, Gl =

1 0 · · · 0
1 1
. . .
...
...
. . . 0
1 · · · · · · 1

,
Kl =

0 · · · · · · 0
...
...
0 · · · · · · 0
1 · · · · · · 1

.
Then, one can prove by induction that
TS2l=

Ol−1 O −Gl−1 O
O Ig−l+1 O Og−l+1
Fl O Kl O
O Og−l O Ig−l

,
TS2l+1 =

Ol O −Gl O
O Ig−l O Og−l
Fl O Kl O
O Og−l O Ig−l

,
(3.22)
where Ol is the zero matrix of size l × l. Finally we obtain
TX−1 =
 O −Gg
Fg O
 . (3.23)
If we consider this matrix, we have det(I − TX−1)= g + 1. In particular, since I − TX−1
is non-singular, so is I −X−1. Hence we obtain
2g+1∑
k=0
X−k = (I −X−2g−2)(I −X−1)−1 =O.
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We conclude that
r
(iii)
i = 0
for all i .
The relation (iv) is the easiest of the five relations in the computation of H1(∆g;H). Let
σn be ζ−1n+1ζ
−1
n+2 . . . ζ
−1
2g+1ξ−1 for 1 n 2g and σ 2g+1 be ξ−1. We denote the symplectic
matrices ρ(σn) and ρ(η) by Sn and Y , respectively. The matrix Sn is also equal to
−ρ(ζn . . . ζ1). The image of the relation (iv) is the following.
r
(iv)
i =
2g+1∑
n=1
[ζn] ⊗
(
Sn + Sn
)(
I + Y−1X−1)ei .
Since ξη is equal to hyperelliptic involution, XY =−I . Therefore
r
(iv)
i = 0.
For later reference, we compute T Si inductively from T S2g+1 = TX−1, similarly as in the
case of (iii). The results are the following.
T S2l=

Ol O −Gl O
O −Ig−l O Og−l
Fl O −Kl O
O Og−l O −Ig−l

,
T S2l+1 =

Ol O −Gl O
O −Ig−l O Og−l
Fl+1 O −Kl+1 O
O Og−l−1 O −Ig−l−1

, 0 l  g − 1.
(3.24)
We can also prove that T(Y−1X−1)=−I by these equations.
Finally, we will compute
r
(v)
i = [ζ1] ⊗
{
2I + (S1 + S1)(Z−11 − I)
}
ei +
2g+1∑
n=2
[ζn] ⊗
(
Sn + Sn
)(
Z−11 − I
)
ei.
By definition 2[ζ1] ⊗ ei = 2τ1,i , hence it is [ζn] ⊗ (Sn + Sn)(Z−11 − I)ei that we have to
compute. Since Z−11 − I has only one entry at (2,1), the element r(v)i is 0 except for i = 1.
We now consider the case i = 1. In this case, (Z−11 − I)e1 =−e2, so we should check the
“second” column of the matrices in (3.22) and (3.24). Note that the matrices TSn and T Sn
are represented with respect to the basis {e1, . . . , e2g−1; e2, . . . , e2g}. Hence, the second
columns of Sn and Sn are shown as the (g+ 1)st column in (3.22) and (3.24), respectively.
We have
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[ζ2l] ⊗ (S2l + S2l)e2 =−2
l−1∑
p=1
ψ2l,2p−1 −ψ2l,2l−1,
[ζ1] ⊗ (S1 + S1)e2 = 0,
[ζ2l+1] ⊗ (S2l+1 + S2l+1)e2
=−2
l−1∑
p=1
ψ2l+1,2p−1 − 2τ2l+1,2l−1 +ψ2l+1,2l −ψ2l+1,2l+2.
Now we can compute r(v)i as follows.
r
(v)
1 = 2τ1,1 −
g∑
l=1
(
2
l−1∑
p=1
ψ2l,2p−1 +ψ2l,2l−1
)
+
g∑
l=1
(
−2
l−1∑
p=1
ψ2l+1,2p−1 − 2τ2l+1,2l−1 +ψ2l+1,2l −ψ2l+1,2l+2
)
= 2χ − 2
g∑
l=1
l−1∑
p=1
(ψ2l,2p−1 +ψ2l+1,2p−1)
+
g∑
l=1
(−ψ2l,2l−1 +ψ2l+1,2l −ψ2l+1,2l+2)
r
(v)
i = 2ψ1,i , 2 i  2g.
By the relations (i) and (ii), all of ψn,i are homologous to zero. Therefore, r(v)1 yields
2χ ∼ 0. Hence, we proved that
H1(∆g;H)∼= Z/2Z. ✷
We also showed that the generator of H1(∆g;H) is χ . The rest of this section is devoted
to the proof of Proposition 1.2. In [6], Morita computed the first homology of the full
mapping class groupMg with coefficients in H .
Theorem 3.1 (Morita). If g  2,
H1(Mg;H)∼= Z/(2g− 2)Z.
The inclusion ∆g ↪→Mg induces the map
ϕ :H1(∆g;H)∼= Z/2Z→ Z/(2g − 2)Z∼=H1(Mg;H).
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We denote by χ˜ a generator of H1(Mg;H). Since 2ϕ(χ) = 0, we immediately obtain
ϕ(χ) = (g − 1)χ˜ or 0. We will prove that ϕ(χ) = (g − 1)χ˜ , which proves Proposi-
tion 1.2.
Proof of Proposition 1.2. First we recall that the full mapping class group Mg is
generated by 3g − 1 Dehn twists, ζ1, . . . , ζ2g+1, δ2, . . . , δg−1, where δl is the Dehn twist
along a simple closed curve dl in Fig. 1 in Section 2, which was proved by Lickorish [5].
In the proof of Theorem 3.1, Morita first computed the first cohomology of the
full mapping class group H 1(Mg;H 1(Σg)). Let A be an Abelian group. A crossed
homomorphisms d :Mg → H 1(Σg;A) can be identified with a map fromMg × H to
A. Namely for any crossed homomorphism d , the associated map fd :Mg ×H → A is
defined by fd(ζ, x) = d(ζ−1)(x). Under this identification, let f :Mg × H → A be a
crossed homomorphism. On the way to compute H 1(Mg;H 1(Σg)), the following results
were proved.
(VI) ∃c ∈A s.t. f (ζ2l+1, e2l−1)−f (δl, e2l−1)+ f (δl+1, e2l+1)= c, for 1 l  g− 1.
(VII) (2g − 2)c= 0 in A.
We note that (VI) stated above is a little weaker than that in [6]. We can choose the crossed
homomorphism f :Mg × H → Z/(2g − 2)Z such that c in (VI) is equal to 1. Let us
consider the chain [δ1] ⊗ e1 − [δ2] ⊗ e3 − [ζ3] ⊗ e1. This element actually belongs to the
set of cycles Z1(Mg;H). If we evaluate f at this cycle, we obtain
f
(
δ−11 , e1
)− f (δ−12 , e3)− f (ζ−13 , e1)= 1
by (VI). Therefore we can take this element as the generator χ˜ of H1(Mg;H)∼= Z/(2g−
2)Z. Using this χ˜ and f , we prove Proposition 1.2. By definition, we can write χ in the
following form.
χ =
g−1∑
l=1
([δl] ⊗ e2l−1 − [ζ2l+1] ⊗ e2l−1 − [δl+1] ⊗ e2l+1).
Here, we note that δ1 = ζ1 and δg = ζ2g+1. By evaluating f at χ , we obtain
g−1∑
l=1
{
f (δ−1l , e2l−1)− f (ζ−12l+1, e2l−1)− f (δ−1l+1, e2l+1)
}= g − 1.
This implies Proposition 1.2. ✷
4. Proofs of Theorem 1.3 and related results
In this section, we will prove Theorem 1.3. Although the proof is parallel to that of
Theorem 1.1, the computation requires much more effort, because the dimension of H⊗2
is much larger. It is the square of that of H . Here, we consider pairings of cycles with
explicit crossed homomorphisms instead of computing all relations of ∆g . Anyway, we
first compute ker ∂1. Let ei,j be ei ⊗ ej and τn;i,j be [ζn] ⊗ ei,j ∈C1(∆g)⊗H⊗2. In order
to describe a basis, we define some index sets beforehand.
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Table 1
A basis of ker ∂1
Symbol Condition Definition as an element of C1 ⊗H⊗2
ν2l;2k 1 = k  l − 1 g− 1 −τ2l;2l,2 − τ1;2l−1,1
2 k  l − 1 g − 1 τ2l;2l,2k−2 − τ2l;2l,2k + τ2k−1;2l−1,2k−3
ν2l;2k−1 1 k  l − 1 g − 1 τ2l;2l,2k−1 − τ2k;2l−1,2k
ν2l−1;2k−1 1 k  l − 2 g − 2 τ2l−1;2l−3,2k−1 + τ2k;2l−2,2k − τ2k;2l,2k
1 k  l − 2 = g− 1 τ2g+1;2g−1,2k−1 + τ2k;2g,2k
ν2l−1;2k 1 = k  l − 2 g− 2 −τ2l−1;2l−3,2 + τ1;2l−2,1 − τ1;2l,1
2 k  l − 2 g − 2 τ2l−1;2l−3,2k−2 − τ2l−1;2l−3,2k
−τ2k−1;2l−2,2k−3 + τ2k−1;2l,2k−3
1 = k  l − 2 = g− 1 −τ2g+1;2g−1,2 + τ1;2g,1
2 k  l − 2 = g− 1 τ2g+1;2g−1,2k−2 − τ2g+1;2g−1,2k − τ2k−1;2g,2k−3
ν′2l−1;k k 	= 2l − 3, . . . ,2l τ2l−1;2l−3,k + τ2l−1;2l−1,k
l 	= 1, g + 1
µ2l;2k 1 = k  l − 1 g− 1 −τ2l;2,2l − τ1;1,2l−1
2 k  l − 1 g − 1 τ2l;2k−2,2l − τ2l;2k,2l + τ2k−1;2k−3,2l−1
µ2l;2k−1 1 k  l − 1 g − 1 τ2l;2k−1,2l − τ2k;2k,2l−1
µ2l−1;2k−1 1 k  l − 2 g − 2 τ2l−1;2k−1,2l−3 + τ2k;2k,2l−2 − τ2k;2k,2l
1 k  l − 2 = g− 1 τ2g+1;2k−1,2g−1 + τ2k;2k,2g
µ2l−1;2k 1 = k  l − 2 g− 2 −τ2l−1;2,2l−3 + τ1;1,2l−2 − τ1;1,2l
2 k  l − 2 g − 2 τ2l−1;2k−2,2l−3 − τ2l−1;2k,2l−3
− τ2k−1;2k−3,2l−2 + τ2k−1;2k−3,2l
1 = k  l − 2 = g− 1 −τ2g+1;2,2g−1 + τ1;1,2g
2 k  l − 2 = g− 1 τ2g+1;2k−2,2g−1 − τ2g+1;2k,2g−1 − τ2k−1;2k−3,2g
µ′2l−1;k k 	= 2l − 3, . . . ,2l τ2l−1;k,2l−3 + τ2l−1;k,2l−1
l 	= 1, g + 1
Λ2 :=
{
(n; i, j) ∈ Z⊕3 | 1 n 2g+ 1; 1 i, j  2g},
Λω := Λ2 \
({
(n;2p,2p− 1) ∈Λ2
} ∪ {(n;2p− 1,2p) ∈Λ2}∪{
(2l; i, j) ∈Λ2 | i = 2l or j = 2l or i = j = 2l − 1
}∪{
(2l+ 1; i, j) ∈Λ2 | i = 2l ± 1 or j = 2l ± 1
})
.
Lemma 4.1. A basis of ker∂1 is as shown in Tables 1 and 2.
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Table 2
A basis of ker ∂1
Symbol Condition Definition as an element of C1 ⊗H⊗2
α
(1)
2l;2k−1 1 k  l − 1 g− 1 τ2l;2k−1,2k
α
(1)
2l;2k 1 k  l − 1 g− 1 −τ2l;2k,2k−1
α
(1)
2l+1;2k−1 1 k  l − 1 g− 1 τ2l+1;2k−1,2k
α
(1)
2l+1;2k 1 k  l − 1 g− 1 −τ2l+1;2k,2k−1
α
(2)
2l;2k−1 1 l  k − 1 g− 1 τ2l;2k−1,2k
α
(2)
2l;2k 1 l  k − 1 g− 1 −τ2l;2k,2k−1
α
(2)
2l+1;2k−1 0 l  k − 2 g− 2 τ2l+1;2k−1,2k
α
(2)
2l+1;2k 0 l  k − 2 g− 2 −τ2l+1;2k,2k−1
α
(3)
2l+1 1 l  g − 1 −τ2l+1;2l,2l−1 − τ2l+1;2l,2l+1
α
(4)
2l+1 1 l  g − 1 −τ2l+1;2l+2,2l−1 − τ2l+1;2l+2,2l+1
α
(5)
2l+1 1 l  g − 1 τ2l+1;2l−1,2l + τ2l+1;2l+1,2l
α
(6)
2l+1 1 l  g − 1 τ2l+1;2l−1,2l+2 + τ2l+1;2l+1,2l+2
α˜
(7)
1 −τ1;2,1 + τ1;4,1 + τ3;1,2
α
(7)
2l−1 2 l  g − 1 τ2l−1;2l,2l−3 − τ2l−1;2l+2,2l−3
− τ2l+1;2l−1,2l−2 + τ2l+1;2l−1,2l
l = g τ2g−1;2g,2g−3 − τ2g+1;2g−1,2g−2 + τ2g+1;2g−1,2g
α˜
(8)
1 τ1;1,2 − τ1;1,4 − τ3;2,1
α
(8)
2l−1 2 l  g − 1 −τ2l−1;2l−3,2l + τ2l−1;2l−3,2l+2
+ τ2l+1;2l−2,2l−1 − τ2l+1;2l,2l−1
l = g τ2g−1;2g−3,2g− τ2g+1;2g−2,2g−1 + τ2g+1;2g,2g−1
β
(1)
2l 1 l  g τ2l;2l−1,2l − τ2l;2l,2l−1
β
(1)
2l+1 l = 0 τ1;1,2 − τ1;2,1
1 l  g − 1 τ2l+1;2l−1,2l − τ2l+1;2l−1,2l+2
− τ2l+1;2l,2l−1 + τ2l+1;2l+2,2l−1
β
(2)
2l 1 l  g − 1 τ2l;2l−1,2l + τ2l;2l,2l − τ2l;2l,2l+2 − τ2l;2l+2,2l
+ τ2l+1;2l−1,2l−1 − τ2l+1;2l,2l−1 + τ2l+1;2l+2,2l−1
β
(2)
2l−1 l = 1 τ1;1,1 − τ1;2,1 + τ2;1,2 + τ2;2,2
2 l  g −τ2l−1;2l−2,2l−3 + τ2l−1;2l,2l−3 + τ2l−1;2l−1,2l−1
− τ2l;2l−2,2l + τ2l;2l−1,2l − τ2l;2l,2l−2 + τ2l;2l,2l
γ
(1)
2l 1 l  g τ2l;2l−1,2l−1
γ
(1)
2l+1 1 l  g − 1 τ2l+1;2l−1,2l−1 + τ2l+1;2l−1,2l+1
+ τ2l+1;2l+1,2l−1 + τ2l+1;2l+1,2l+1
γ (2) τ2g;2g−1,2g + τ2g;2g,2g
+ τ2g+1;2g−1,2g−1 − τ2g+1;2g−1,2g
ωn;i,j (n; i, j) ∈Λω τn;i,j
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Proof. This is computed by diagonalizing ∂1. We can also check this fact as follows. We
first note that the dimension of the submodule spanned by all elements in Tables 1 and 2
is 8g3 + 1. We can readily check that these 8g3 + 1 elements actually belong to ker∂1 by
computing ∂1 of them. Next we consider the following 4g2−1 elements of C1(∆g)⊗H⊗2.
(1) τ2l;2l,2k, τ2l;i,2l, 1 l, k  g, 1 i  2g, i 	= 2l.
(2) τ1;2k,1, 1 k  g.
(3) τ2l+1;2l+1,2l−1, τ2l+1;2k,2l−1, 1 l  g − 1, 1 k  g.
If we check carefully, these 4g2 − 1 elements and 8g3 + 1 elements in Tables 1 and 2
together span a 4g2(2g+1)-dimensional module C1(∆g)⊗H⊗2 over Z. Furthermore, the
right-hand side of
∂1τ2l;2l,2l =−e2l−1,2l − e2l,2l−1 + e2l−1,2l−1,
∂1τ2l;2l,2k =−e2l−1,2k, k 	= l,
∂1τ2l;i,2l =−ei,2l−1, i 	= 2l,
∂1τ1;2k,1 = e2k,2,
∂1τ2l+1;2l+1,2l−1 =−e2l,2l−1 − e2l,2l + e2l,2l+2 + e2l+1,2l
− e2l+1,2l+2 + e2l+2,2l−1 + e2l+2,2l − e2l+2,2l+2,
∂1τ2l+1;2k,2l−1 =−e2k,2l+2 + e2k,2l
span a (4g2−1)-dimensional submodule of H⊗2, where we identify C0 ⊗H⊗2 with H⊗2.
Hence the dimension of ker∂1 is not more than 8g3 + 1, which proves Lemma 4.1. ✷
We now have ker∂1. It remains to compute the elements (2.1) from the relations (i)–(v)
as in the previous section. First we consider the relations (i) and (ii).
Lemma 4.2. The representatives of H1(∆g;H⊗2) in Tables 1 and 2 have the following
relations, which are induced by the relations (i) and (ii).
(1) ωn;i,j is homologous to zero for all (n; i, j) ∈Λω.
(2) νn;i ,µn;i , ν′n;i and µ′n;i are homologous to zero if defined.
(3) Elements which are denoted by α with some sub/super-scripts are homologous to
each other. We denote their class by α. Also, α˜(7)1 ∼ α˜(8)1 ∼ 2α.
(4) Elements which are denoted by β with some sub/super-scripts are homologous to
each other. We denote their class by β .
(5) γ (1)n and γ (2) are homologous to zero for 2 n 2g.
(6) (g+ 1)(β − 2α)∼ 0.
Proof. This time we compute r(∗)∗;i,j := r(∗)∗ ⊗ ei,j . By using (2.4) and considering Z−1n ⊗
Z−1n , we obtain r
(i)
n,m;i,j and r
(ii)
n;i,j . But the computation is complicated. We begin with (1)
of Lemma 4.2
r
(i)
m,2l;2l,j = ωm;2l−1,j ,
r
(i)
m,2l;i,2l = ωm;i,2l−1,
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where m 	= 2l,2l ± 1; i, j 	= 2l and (m;2l − 1, j), (m; i,2l − 1) ∈ Λω. Hence, we have
ωn;i,j ∼ 0 if i or j is odd except for the case (n; i, j)= (2l;2l − 1, even) and (n; i, j)=
(2l; even,2l − 1). We next consider the case (n; even, j).
r
(i)
m,1;1,j =−ωm;2,j , m 3, j 	= 1, (m;2, j)∈Λω,
r
(i)
m,2g+1;2g−1,2l = ωm;2g,j , m 2g − 1, j 	= 2g− 1, (m;2g, j) ∈Λω,
r
(i)
m,2l+1;2l−1,j =−ωm;2l,j +ωm;2l+2,j ,
m 	= 2l,2l + 1,2l+ 2; j 	= 2l ± 1, (m;2l, j )∈Λω.
From these equations, we see by induction that ωn;2p,j ∼ 0 because we can write
ωn;2p,j =
{
ωn;2,j +∑p−1k=1 (−ωn;2k,j +ωn;2k+2,j ), 2p < n,∑g−1
k=p(ωn;2k,j −ωn;2k+2,j )+ωn;2g,j , 2p > n.
Similarly, if we change the roles of the last two subscripts, we can prove that ωn;i,2q ∼ 0.
Hence ωn;i,j is homologous to zero for any (n; i, j) ∈Λω .
We proceed to (2). It is easy to check νn;i and µn;i .
r
(i)
2k,2l;2k,2l = ν2k;2l−1, k < l,
r
(i)
1,2l;2l,1 =−ν2l;2, l 	= 1,
r
(i)
2k+1,2l;2l,2k−1 = ν2l;2k+2, k  l − 2,
r
(i)
2k+1,2l;2k−1,2l = ν2k+1;2l−1, l < k,
r
(i)
2k+1,1;2k−1,1 = ν2k+1;2, k 	= 1,
r
(i)
2k+1,2l+1;2k−1,2l−1 =−ν2k+1;2l, l < k.
These equations immediately yield νn;i ∼ 0. We can check µn;i similarly.
We next consider ν′n;i and µ
′
n;i . We have already seen that the elements νn;i and µn;i are
homologous to zero. So we can ignore these elements in the following computation.
r
(i)
2k+1,2l;2k+1,2l =
{
ν′2k+1;2l−1 − ν2k+1;2l−1, l  k − 1,
ν′2k+1;2l−1 −µ2l;2k, l  k + 2
yields ν′n;i ∼ 0 for i odd. If i is even, we have
r
(i)
2k+1,1;2k+1,1 =−ν′2k+1;2 + ν2k+1;2, k 	= 1,
r
(i)
2g+1,2l+1;2l+1,2g−1 = µ2g+1;2l + ν′2l+1;2g, k 	= g,
r
(i)
2k+1,2l+1;2l+1,2k−1 = µ2k+1;2l + ν′2l+1;2k − ν′2l+1;2k+2, l 	= k, k ± 1.
Hence, we prove inductively that ν′n;2p ∼ 0 as before. Note that ν′n,i is defined only when n
is odd( 	= 1,2g+ 1) and i 	= 2l − 3, . . . ,2l. The fact that µ′n,i ∼ 0 can be proved similarly.
Thus (2) is proved.
In the proof of (3), we use the relations (i) and (ii). Since we proved that ωn;i,j , νn;i , µn;i ,
ν′n;i and µ
′
n;i are homologous to zero so far, we can ignore these basis elements henceforth.
By the relations (i), we first obtain
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r
(i)
m,2l;2l,2l ∼ α(1)m;2l−1 − α(1)m;2l, m 2l + 2,
r
(i)
m,2l+1;2l−1,2l+1 ∼ α(1)m;2l−1 − α(1)m;2l+2, m 2l + 4.
Hence α(1)n;i are homologous to each other for all n. We denote this class by α
(1)
n . Similarly,
if we consider r(i)
m,2l;2l,2l and r
(i)
m,2l+1;2l−1,2l+1 for m 2l − 2, we see that α(2)n;2l ∼ α(2)n;2l−1
and α(2)n;2l+2 ∼ α(2)n;2l−1. We define α(2)n to be the class of α(2)n;i . Furthermore,
r
(ii)
n;i,j ∼

α
(1)
n − α(1)n+1, (n; i, j) ∈ {(n;2p− 1,2p) ∈Λ2 | 2p n− 2},
−α(1)n + α(1)n+1, (n; i, j) ∈ {(n;2p,2p− 1) ∈Λ2 | n+ 2 2p},
α
(2)
n − α(2)n+1, (n; i, j) ∈ {(n;2p− 1,2p) ∈Λ2 | 2p n− 2},
−α(2)n + α(2)n+1, (n; i, j) ∈ {(n;2p,2p− 1) ∈Λ2 | 2p n− 2}
implies that all α(1)n and α(2)n are homologous to each other, whose class we denote by α(1)
and α(2), respectively. We also have
r
(i)
2l+3,2l+1;2l+1,2l−1 ∼−α(1)2l+3;2l + α(7)2l+1, 1 l  g − 1,
r
(i)
2l+3,2l+1;2l−1,2l+1 ∼ α(1)2l+3;2l−1 − α(8)2l+1, 1 l  g − 1,
r
(i)
2l+3,2l+1;2l−1,2l+3 ∼−α(3)2l+3 + α(8)2l+1, 1 l  g − 2,
r
(i)
2l+3,2l+1;2l+3,2l−1 ∼−α(7)2l+1 + α(5)2l+3, 1 l  g − 2,
r
(i)
2l+3,2l+1;2l+1,2l+3 ∼ α(2)2l+1 + α(3)2l+3 − α(6)2l+1 − α(8)2l+1, 1 l  g − 2,
r
(i)
2l+3,2l+1;2l+1,2l+1 ∼−α(4)2l+1 − α(7)2l+1 + α(6)2l+1 + α(8)2l+1, 1 l  g− 1,
r
(ii)
3;1,2 ∼−α(1)4;1 + α(5)3 ,
r
(ii)
2g−2;2g−1,2g ∼ α(2)2g−2;2g−1 − α(6)2g−1,
r
(ii)
2l;2l−1,2l+1 ∼ α(3)2l+1 − α(4)2l+1, 1 l  g − 1,
r
(i)
3,1;1,1 ∼ α˜(8)1 − α˜(7)1 ,
r
(i)
3,1;1,3 ∼ α(3)3 + α˜(8)1 + α(2)1;4,
r
(i)
3,1;3,1 ∼−α(5)3 − α˜(7)1 − α(2)1;3.
These equations yield that all α(∗)∗ are homologous to each other, whose class we denote
by α. Furthermore we obtain α˜(7)1 ∼ α˜(8)1 ∼ 2α by the last three equations.
Before (4), we prove (5). γ (1)n is easily seen to be homologous to zero by
r
(ii)
2l;2l−1,2l−1 ∼ γ (1)2l ,
r
(ii)
2l;2l+1,2l+1 ∼−γ (1)2l+1 − α(3)2l+1 + α(4)2l+1 + α(5)2l+1 − α(6)2l+1,
since all α(k)n are homologous to each other.
r
(ii)
2g;2g,2g−1 ∼−γ (1)2g − γ (2)
yields γ (2) ∼ γ (1)2g ∼ 0, which proves (5).
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We now have α(∗)∗ ∼ α and γ (∗)∗ ∼ 0. The fact that β(∗)∗ are homologous to each other
follows from
r
(ii)
1;2,1 ∼−β(1)1 + β(2)1 + γ (1)2 ,
r
(ii)
2l;2l−1,2l ∼−γ (1)2l + β(1)2l − β(2)2l , 1 l  g − 1,
r
(ii)
2l−1;2l,2l−3 ∼−α(4)2l−1 − α(5)2l−1 + α(6)2l−1 + α(1)2l;2l−2 + β(1)2l−1 − β(2)2l−1, 2 l  g,
r
(ii)
1;1,2 ∼ β(2)1 − β(1)2 + γ (1)2 ,
r
(ii)
2l−1;2l−3,2l ∼ α(3)2l−1 − α(4)2l−1 + α(6)2l−1 − α(1)2l;2l−3 + β(1)2l − β(2)2l−1, 2 l  g,
r
(ii)
2l;2l,2l−1 ∼−γ (1)2l + β(1)2l+1 − β(2)2l , 1 l  g − 1.
Thus, (4) is proved.
In order to prove (6), we consider
r
(ii)
2g;2g−1,2g ∼ −γ (1)2g − γ (2) + β(1)2g − τ2g+1;2g−1,2g+ τ2g+1;2g,2g−1
∼ β(1)2g −
g∑
l=2
l−1∑
k=1
(−ν2l+1,2k +µ2l+1,2k)
+
g∑
l=1
(
α
(7)
2l−1 + α(8)2l−1 − β(1)2l−1
)
.
For simplicity, here we denote α˜(7)1 and α˜
(8)
1 by α
(7)
1 and α
(8)
1 , respectively. Since
these elements are homologous to 2α, this equation yields (g + 1)(β − 2α) ∼ 0. This
proves (6). ✷
Lemma 4.3. By (iii), H1(∆g;H⊗2) has a relation (2g+ 1)(2g+ 2)α ∼ 0.
Proof. We will compute r(iii)2g−1,2g. By using (3.23), we can compute TX−m inductively.
TX−2l =

O
−1
Ig−k
... O
Ik−1 −1
O
O Ig−k
O −1 · · · −1
Ik−1 O

,
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TX−2l−1 =

O
O −Gg−k
tGk O
O Fg−k
O
−tFk O

, (4.1)
where Fl and Gl is defined in Section 3. It is enough to consider 2g− 1, 2gth columns of
SnX
−m in order to compute [ζn]⊗(SnX−m⊗SnX−m)e2g−1,2g. This is computed by (3.22)
and the above matrices, then we should add up by m and n. After long computation (which
we omit), the following result is obtained. We only use ωn;i,j ∼ 0 and α(1)n;i ∼ α(2)n;i ∼ α for
the first “∼” below.
r
(iii)
2g−1,2g ∼
g−2∑
k=1
g∑
l=k+2
(ν2l+1;2k+2 −µ2k+1;2l−1)−
g∑
l=2
l−2∑
k=1
(ν2l+1;2k −µ2l+1;2k)
+
g∑
l=2
l−2∑
k=0
(ν2l+1;2k+1 − ν2l;2k+1)−
g∑
k=2
µ2k;2k−3 −
l−2∑
k=1
ν2g+1;2k+2
−
g−1∑
k=1
ν′2k+1;2k+4 −
g∑
l=1
l−2∑
k=0
ν′2l+1;2k+1 +
g−2∑
l=1
µ′2l+1;2g
+ (4g2 − 4)α−
g−1∑
l=1
(
α
(3)
2l+1 − α(5)2l+1
)+ g−1∑
l=1
(
2α(4)2l+1 + α(6)2l+1 + α(8)2l+1
)
−
g−2∑
l=1
(
α
(4)
2l+1 + α(7)2l+1
)+ g∑
l=1
(
α
(7)
2l−1 + α(8)2l−1
)+ α˜(8)1
−
g−1∑
l=1
(
β
(1)
2l+1 − β(2)2l − β(2)2l+1
)+ β(1)2 + β(1)2g − g−1∑
l=1
γ
(1)
2l+1
∼ (2g+ 1)(2g+ 2)α + (g+ 1)(β − 2α)
∼ (2g+ 1)(2g+ 2)α.
Hence, we obtain (2g+ 1)(2g+ 2)α ∼ 0. ✷
Lemma 4.4. By (iv), H1(∆g;H⊗2) has a relation 2(β + 4gα)∼ 0.
Proof. We compute
r
(iv)
2g−1,2g = 2
2g+1∑
n=1
[ζn] ⊗ (Sn ⊗ Sn + Sn ⊗ Sn)e2g−1,2g.
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Here, Sn and Sn are defined in Section 3. As in the proof of the previous lemma, we first
consider each term separately; namely
r˜
(iv)
n;2g−1,2g := [ζn] ⊗
(
Sn ⊗ Sn + Sn⊗ Sn
)
e2g−1,2g.
This is computed by (3.22) and (3.24). The result is
r˜
(iv)
2l;2g−1,2g ∼ 2α, l  g− 1,
r˜
(iv)
2g;2g−1,2g ∼ β(1)2g ,
r˜
(iv)
2l+1;2g−1,2g ∼ 2α, l  g − 2,
r˜
(iv)
2g−1;2g−1,2g ∼ 2τ2g−1,2g−1,2g,
r˜
(iv)
2g+1;2g−1,2g ∼ 2τ2g+1,2g−2,2g−1 − 2τ2g+1,2g,2g−1.
From this list, we can sum up r˜ (iv)
n;2g−1,2g for all n, and r
(iv)
2g−1,2g is computed as
r
(iv)
2g−1,2g ∼ 8(g− 1)α+ 4
(
α
(6)
2g−1 + α(8)2g−1
)+ 2β(1)2g .
Therefore, we conclude that 2(β + 4gα)∼ 0. ✷
By Lemmas 4.2–4.4, if g is even, we conclude that H1(∆g;H⊗2) is a quotient of
Z/(2g + 1)(2g + 2)Z. Here, a generator is α. If g is odd, H1(∆g;H⊗2) is a quotient
of Z/(2g + 1)(2g + 2)Z⊕ Z/2Z and a generator of the first factor is α and that of the
second is β + 4gα. Since we did not compute all relations of ∆g , the generators α and
β + 4gα may have order less than (2g + 1)(2g + 2) and 2, respectively. In order to prove
that these generators are non-trivial, we consider crossed homomorphisms.
Let A be Z/kZ. First we identifyH 1(Σg;A)⊗2 with Hom(H⊗2,A). We denote the dual
basis of ei,j by λi,j . We define two maps ∆g → Hom(H⊗2,A) on the generators of ∆g as
follows
s(ζn) :=
g∑
p=1
(λ2p−1,2p − λ2p,2p−1),
t (ζn) :=

−λ2l−1,2l + λ2l,2l−1, n= 2l,
−λ1,2 + λ2,1, n= 1,
(l + 1)(λ2l+2,2l+1 − λ2l+1,2l+2 + λ2l−1,2l+2 − λ2l+2,2l−1)
+ l(λ2l−1,2l − λ2l,2l−1 + λ2l,2l+1 − λ2l+1,2l),
n= 2l + 1,
1 l  g− 1,
g(λ2g−1,2g − λ2g,2g−1)+ (g + 1)(λ2g−1,2g−1), n= 2g+ 1.
Note that s is the intersection number. Using these, we define two “crossed homomor-
phisms”
dα := s + (2g+ 1)t,
dβ := − 12 t .
38 A. Tanaka / Topology and its Applications 115 (2001) 19–42
In fact, these maps, which are defined only on the generators of ∆g , can be extended to
crossed homomorphisms as in Section 2.1.
Lemma 4.5.
(i) dα belongs to Z1(∆g;H 1(Σg;Z/(2g+ 1)(2g+ 2)Z)⊗2) and dα(α)= 1.
(ii) If g is odd, dβ belongs to Z1(∆g;H 1(Σg;Z/2Z)⊗2) and dβ(β + 4gα)= 1.
This lemma assures that the elements α, β + 4gα are non-trivial and their orders are at
least (2g + 1)(2g + 2) and 2, respectively. Therefore it is enough to prove this lemma, in
order to prove Theorem 1.3.
Remark. Let Bn be the braid group on n strings. As is well known, B2g+2 is generated
by 2g + 1 generators ζ1, . . . , ζ2g+1 and has the relations (i) and (ii) in Theorem 2.1.
We define the action of B2g+2 on H⊗2 through that of ∆g . In this case, we can prove
s ∈ Z1(B2g+2;H 1(Σg;Z)⊗2) and − 12 t ∈ Z1(B2g+2;H 1(Σg;Z/(g+1)Z)⊗2). We can see
easily that s(α)= 1 and − 12 t (β − 2α)= 1. Hence,
H1
(
B2g+2;H⊗2
)∼= Z⊕Z/(g + 1)Z.
Here, a generator of the first factor is α, and that of the second is β − 2α.
Proof of Lemma 4.5. In order to prove that dα and dβ are crossed homomorphisms, we
should compute dα(r(∗)i,j ) and dβ(r
(∗)
i,j ) for all relations (i)–(v) in view of Section 2.1. Since,
s is the intersection number, we mainly compute the value t (r(i)
m,n;i,j ), . . . , t (r
(v)
i,j ) of the
crossed homomorphism t on the elements r(∗)∗,∗.
First we consider the relations (i). Since t (τn;i,j ) = 0 for most (n; i, j), we can easily
see that t (r(i)
m,n;i,j )= 0 for (m,n) 	= (2l − 1,2l + 1) and i, j 	= 2l ± 1,2l − 3. If (m,n)=
(2l − 1,2l + 1) or i, j = 2l ± 1,2l − 3, terms in t (r(i)m,n;i,j ) cancel out. Hence we have
t (r
(i)
m,n;i,j ) = 0 for all m,n, i, j . On the other hand, s(r(i)m,n;i,j ) equals to 0 since s is the
intersection number. We conclude that dα(r(i)m,n;i,j ) and dβ(r
(i)
m,n;i,j ) are equal to 0 for all
m,n, i, j .
Similarly we compute t (r(ii)
n;i,j ). The results are as follows.
t (r
(ii)
n;i,j )=
{−2g− 2, (n; i, j)= (2g;2g− 1,2g),
0 otherwise.
The intersection number s is also 0 for the relations (ii). Hence dα(r(ii)n;i,j ) and dβ(r(ii)n;i,j )
equal 0 except (n; i, j)= (2g;2g− 1,2g). If (n; i, j)= (2g;2g− 1,2g), we have
dα(r
(ii)
2g;2g−1,2g)= (2g+ 1)t (r(ii)2g;2g−1,2g)=−(2g+ 1)(2g+ 2),
dβ(r
(ii)
2g;2g−1,2g)=− 12 t (r(ii)2g;2g−1,2g)= g + 1.
Therefore, if A= Z/(2g + 1)(2g+ 2)Z, then dα(r(i)n;i,j )= 0 for all n, i, j . Furthermore, if
g is odd, we conclude that dβ(r(ii)n;i,j )= 0 in Z/2Z for all n, i, j .
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Before checking for the relations (iii)–(v), we prove the following lemma.
Lemma 4.6. We have
dα(r
(∗)
i,j )=−dα(r(∗)j,i ) ∈ Z/(2g + 1)(2g+ 2)Z.
Furthermore, if g is odd, then
dβ(r
(∗)
i,j )=−dβ(r(∗)j,i ) ∈ Z/2Z.
Proof. Since r(∗)i,j is written as the sum of (Z ⊗ Z)ei,j for some matrix Z, r(∗)j,i = (id ⊗
ϕ)(r
(∗)
i,j ), where ϕ is
ϕ :H ⊗H H ⊗H
∈ ∈
x ⊗ y y ⊗ x
Therefore, it is enough to prove that d∗(τn;j,i) = −d∗(τn;i,j ) for all n, i and j . As s is
the intersection number, it is obvious that s(τn;j,i ) = −s(τn;i,j ). It is also obvious by
definition that t (τn;j,i) = −t (τn;i,j ) except (n; i, j) = (2g + 1;2g − 1,2g − 1). Since
t (τ2g+1;2g−1,2g−1)= g + 1, we have
2dα(τ2g+1;2g−1,2g−1)= 2(2g+ 1)t (τ2g+1;2g−1,2g−1)= (2g+ 1)(2g+ 2),
2dβ(τ2g+1;2g−1,2g−1)=−t (τ2g+1;2g−1,2g−1)=−(g+ 1).
The first equation yields dα(τn;j,i)=−dα(τn;i,j ) inZ/(2g+1)(2g+2)Z even if (n; i, j)=
(2g + 1;2g − 1,2g − 1). If g is odd, we have dβ(τn;j,i) = −dβ(τn;i,j ) ∈ Z/2Z by the
second equation. ✷
Now we consider the relation (iii). In order to consider t (r(iii)i,j ), it is enough to compute
the 2l − 1, 2lth rows of S2lX−m and the 2l − 1, 2l, 2l + 1, 2l + 2th rows of S2l+1X−m
as in the previous sections. This can be computed from (3.22), (4.1). Then we sum up
t ((SnX
−m ⊗ SnX−m)ei,j ) for all n,m. Long computation yields the results in Table 3.
Note that we can assume that i  j by Lemma 4.6. Next, we consider s. Since ∆g acts
trivially on s, we obtain
s(r
(iii)
i,j ) = (2g+ 1)(2g+ 2)s(τ∗;i,j )
=
{
(2g+ 1)(2g+ 2), (i, j)= (2p− 1,2p),
−(2g+ 1)(2g+ 2), (i, j)= (2p,2p− 1),
0 otherwise.
Hence dα = s + (2g + 1)t and dβ = − 12 t are computed as in Table 3. In any case, we
conclude dα(r(iii)i,j )= 0 ∈ Z/(2g + 1)(2g+ 2)Z for any g and dβ(r(iii)i,j )= 0 ∈ Z/2Z if g is
odd.
Now, we consider t (r(iv)i,j ). First we compute t (r˜
(iv)
n;i,j ). By (3.22) and (3.24), we have
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Table 3
t , dα and dβ of r
(iii)
i,j
Condition on i and j t (r(iii)
i,j
) dα(r
(iii)
i,j
) dβ (r
(iii)
i,j
)
i = 2p− 1, j = 2q − 1,p < q − 1 0 0 0
i = 2p− 1, j = 2p+ 1 −(2g + 2) −(2g + 1)(2g + 2) 0
i = 2p− 1, j = 2p− 1 2g+ 2 (2g + 1)(2g + 2) 0
i = 2p− 1, j = 2q,p < q 0 0 0
i = 2p− 1, j = 2p −(2g + 2) 0 g + 1
i = 2p, j = 2q − 1,p < q 0 0 0
i = 2p, j = 2q,p < q 0 0 0
i = 2p, j = 2p 2g+ 2 (2g + 1)(2g + 2) 0
t (r˜
(iv)
2l;i,j )=
{−2, (i, j)= (2l − 1,2l),
0 otherwise,
t (r˜
(iv)
2l+1;i,j )=
{
2(g+ 1), (i, j)= (2l,2l+ 2),
0 otherwise (i  j).
Hence, we obtain
t (r
(iv)
i,j )=

−4, (i, j)= (2p− 1,2p),
4(g+ 1), (i, j)= (2p,2q),
0 otherwise (i  j).
As before, we have
s(r
(iv)
i,j ) = 4(2g+ 1)s(τ∗;i,j )
=
{
4(2g+ 1), (i, j)= (2p− 1,2p),
0 otherwise (i  j).
We note that it is enough to consider the case i  j by Lemma 4.6. By these results, we
can compute dα = s + (2g+ 1)t and dβ =− 12 t .
dα(r
(iv)
i,j ) =
{
4(g+ 1)(2g+ 1), (i, j)= (2p,2q),
0 otherwise (i  j),
dβ(r
(iv)
i,j ) =

2, (i, j)= (2p− 1,2p),
−2, (i, j)= (2p,2p− 1),
−2(g+ 1), (i, j)= (2p,2q),
0 otherwise (i  j).
Here, we have included the case (i, j) = (2p,2p − 1) for later reference. By these
equations, dα(r(iv)i,j )= 0 in Z/(2g+1)(2g+2)Z and dβ(r(iv)i,j )= 0 in Z/2Z. The remaining
relation is (v). We consider
r˜
(v)
n;i,j := [ζn] ⊗
(
Sn ⊗ Sn + Sn ⊗ Sn
)(
Z−11 ⊗Z−11 − I ⊗ I
)
ei,j .
Since Z−11 ⊗Z−11 − I ⊗ I has at most three entries in each column, we have
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r˜
(v)
n;1,1 = r˜ (iv)n;1,2 + r˜ (iv)n;2,1 + r˜ (iv)n;2,2,
r˜
(v)
n;1,j = r˜ (iv)n;2,j , j 	= 1,
r˜
(v)
n;i,1 = r˜ (iv)n;i,2, i 	= 1,
and otherwise r˜ (v)n;i,j = 0. Since r(v)i,j =
∑
n r˜
(v)
i,j and r
(iv)
i,j = 2
∑
n r˜
(iv)
i,j , we have
dα(r
(v)
1,1)= 12
(
dα(r
(iv)
1,2 + r(iv)2,1 + r(iv)2,2 )
)= (2g + 1)(2g+ 2),
dβ(r
(v)
1,1)= 12
(
dβ(r
(iv)
1,2 + r(iv)2,1 + r(iv)2,2 )
)= g + 1,
dα(r
(v)
1,j )= 12dα(r(iv)2,j )=
{
(2g+ 1)(2g+ 2), j even,
0, j odd 	= 1,
dβ(r
(v)
1,1)= 12dβ(r(iv)2,j )=
{
g+ 1, j even,
0, j odd 	= 1.
Hence dα(r(v)i,j ) and dβ(r
(v)
i,j ) are 0 in Z/(2g + 1)(2g+ 2)Z and Z/2Z, respectively.
We have now checked all relations (i)–(v), so we have proved that dα and dβ are crossed
homomorphisms. We see dα(α) = 1 and dβ(β + 4gα) = 1 from Table 2. We have now
proved Lemma 4.5, and hence have proved Theorem 1.3. ✷
Since we compute the generating cycles explicitly in the proof of Theorem 1.3, we easily
determine the homomorphisms induced by the symplectic injection and the intersection
number. First, we consider the homomorphism induced by the injection
u :Z H ⊗H
∈ ∈
1
∑
i (e2i−1 ⊗ e2i − e2i ⊗ e2i−1)
This map induces a homomorphism u˜ on the first homology of ∆g . Now, we prove
Proposition 1.4.
Proof of Proposition 1.4. As u˜ is well-defined, we can take any representative for the
generator of H1(∆g;Z). We consider [ζ2] ⊗ 1.
u˜
([ζ2] ⊗ 1)= β(1)2 + 2g∑
i=3
α
(2)
2;i ∼ 2(g− 1)α + β ∼ 4g(g + 1)α+ (β + 4gα).
This implies Proposition 1.4. ✷
Regardless of whether g is odd or even, we observe that u˜ is not injective and ker u˜ ∼=
Z/2Z.
Next, we determine the map v˜ induced by the intersection number v :x ⊗ y → x · y .
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Proof of Proposition 1.5. Since the map induced by the intersection number is obviously
well-defined, we choose α(2)1;3 and β
(1)
1 for the representative of the class α, β , respectively.
Hence,
v˜(α
(2)
1;3)= [ζ1] ⊗ (e3 · e4)= [ζ1] ⊗ 1,
v˜(β
(1)
1 )= [ζ1] ⊗ (e1 · e2)− [ζ1] ⊗ (e2 · e1)= [ζ1] ⊗ 2
yield Proposition 1.5. Note that the generator of the summand Z/2Z is β + 4gα. ✷
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