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Abstract 11 
In a high-pressure photoelectron spectrometer, the sample is positioned close to a differential pumping 12 
aperture, behind which the pressure is several orders of magnitude lower than the pressure in the analysis 13 
chamber. To find the optimal sample position, where the path length of the photoelectrons through the high 14 
pressure region is minimized as far as possible without compromising knowledge of the actual pressure at 15 
the sample surface, an understanding of the pressure variations near the sample and the aperture is required. 16 
A computational fluid dynamics study has been carried out to examine the pressure profiles, and the results 17 
are compared against experimental spectra whose intensities are analyzed using the Beer-Lambert law. The 18 
resultant pressure profiles are broadly similar to the one previously derived from a simplistic molecular flow 19 
model, but indicate that as the pressure in the analysis chamber is raised, the region over which the pressure 20 
drop occurs becomes progressively narrower.  21 
 
2 
Introduction 22 
Photoelectron Spectroscopy (PES) is a versatile technique for determining the elemental composition and 23 
electronic structure of materials [1]. In typical usage, PES is performed under conditions of high or ultrahigh 24 
vacuum. This is required in order to minimize the attenuation of the emitted photoelectrons on their path 25 
from the sample to the detector. It is also essential for the operation of electron energy analyzers, in which 26 
electro-optical elements with voltages up to several kV are applied to selectively detect photoelectrons of a 27 
particular kinetic energy. Whilst this requirement makes PES ideally suited for studies of the fundamental 28 
surface science of ultraclean surfaces, it poses severe limitations on the use of the technique to study systems 29 
of industrial, biological or environmental relevance, where the surface chemistry typically occurs at much 30 
higher pressures. To overcome these limitations, strategies have been developed which allow the operation 31 
of photoelectron spectrometers at pressures of up to tens of millibars [2, 3, 4]. 32 
Historically, the first steps towards modern high pressure photoelectron spectroscopy (HiPPES) were taken 33 
in the groups of Kai and Hans Siegbahn, where instruments for measuring photoelectron spectra of gases and 34 
liquids were developed [5, 6]. The method was extended to the study of solids under a controlled gas 35 
atmosphere of up to 1 mbar by W. Roberts [7], and the modern generation of instruments with an electrostatic 36 
lens incorporated into the differential pumping system was introduced by Bluhm et al. in 2002 [8].  37 
A common feature of all of the designs is the use of one or several differential pumping stages to maintain 38 
the large pressure difference of up to 11 orders of magnitude between the sample chamber and the analyzer. 39 
The sample is placed near the entrance aperture of the first differential pumping stage, in order to minimize 40 
the attenuation of the signal due to inelastic scattering of the photoelectrons by the gas molecules. (Figure 1.) 41 
However, if the sample is brought too close to the aperture, the local pressure at the sample surface will 42 
differ from the value measured in the back of the chamber, and there may also exist a pressure gradient along 43 
the plane of the sample. Both of these effects complicate the analysis of the data considerably, and are thus 44 
 
Figure 1: A schematic diagram of a high-pressure photoelectron spectrometer. The incoming X-rays (orange wiggly 
line) impinge the sample, resulting in the emission of photoelectrons (blue lines), which travel through several 
differential pumping stages and are eventually detected by an electron energy analyser. Gas is allowed to enter at the 
back of the chamber through a leak valve, and is pumped out through the entrance aperture of the differential pumping 
system (cone). The green arrows indicate the inlet (leak valve) and outlet (turbo pump) positions. The pressure in the 
analysis chamber is monitored at the back of the chamber far from the inlet and far from the sample position. 
 
 
3 
best avoided. It is therefore necessary to determine the optimal position of the sample during measurements, 45 
where the attenuation of the photoelectron signal is minimized as far as reasonably possible, without 46 
compromising the required level of knowledge or control of the actual pressure at the sample surface. 47 
Presently, the experimental practise follows the analysis presented in the paper by Ogletree et al [8], who 48 
derived the centre-line pressure profile for flow through a circular orifice in an infinitely thin plane, under 49 
the conditions of pure molecular flow [Equation 1]. 50 
 𝑝(𝑙) =
1
2
𝑝0 (1 −
𝑙
√1 + 𝑙2
) (1) 
Here, 𝑝(𝑙) denotes the pressure at distance 𝑙, where the positive direction of 𝑙 points towards the analyser. 𝑝0 51 
is the pressure at the back of the analysis chamber. 52 
It is instructive to consider, whether the application of the molecular flow regime is appropriate for the 53 
experimental situation in modern spectrometers. The transition from free molecular flow to macroscopic 54 
continuum flow is described by the Knudsen number, 𝐾𝑛, defined as the ratio between the mean free path of 55 
the gas molecules, 𝜆, and the characteristic length scale of the flow, 𝐿 [9]. 56 
 𝐾𝑛 =
𝜆
𝐿
 (2) 
For 𝐾𝑛 < 0.01, i.e. when the mean free path of the molecules is much smaller than the characteristic length 57 
scale, the continuum formulation of fluid dynamics holds and the Navier-Stokes equations can be used to 58 
model the flow [9], In contrast, when 𝐾𝑛 > 10, collisions between gas molecules are rare, and the physics of 59 
free molecular flow apply. Intermediate Knudsen numbers are more difficult to treat, although in the range 60 
0.01 < 𝐾𝑛 < 0.1 the Navier-Stokes equations can still yield reasonable results, if the no-slip boundary 61 
condition at solid surfaces is relaxed. This is the so-called “slip flow” regime [9]. 62 
In a high pressure photoelectron spectrometer, the characteristic dimension can be taken as the diameter of 63 
the aperture, which is here chosen to be 0.3 mm. The operating pressures of interest are in the millibar range. 64 
The mean free path of nitrogen molecules can be obtained from Equation 3, and is equal to 68 µm at 1 mbar 65 
and 2.3 µm at 30 mbar [10]. 66 
 𝑙 =
𝑘𝐵𝑇
√2𝜋𝑑2𝑝
 (3) 
𝑙  denotes the mean free path, 𝑘𝐵  is the Boltzmann constant, 𝑇  is the absolute temperature, 𝜋𝑑
2  is the 67 
collision cross-section of the molecule and 𝑝 is the pressure.  68 
The obtained Knudsen numbers are 0.23 at 1 mbar and 0.01 at 30 millibars, indicating that the assumption of 69 
free molecular flow is probably not very accurate, and that at the highest operating pressures the continuum 70 
flow models should be expected to yield reasonable results. Numerical simulations of flows and pressure 71 
profiles based on the continuum equations can be readily performed using commercial computational fluid 72 
dynamics packages, and via the use of partial slip boundary conditions it is also possible to similarly model 73 
slip-flow. Such simulations also allow one to consider more realistic geometries for the flows than a circular 74 
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orifice in an infinitely thin plane. Indeed, in a real photoelectron spectrometer the aperture is located at the 75 
end of a cone, rather than in a flat wall; the walls of the cone also have a finite thickness, and the flow 76 
through the aperture can be affected by the presence of the sample and the sample holder in the near vicinity. 77 
There have also been some previous efforts to experimentally verify the true pressure at the sample surface 78 
during a high-pressure photoemission experiment. The first of the reported methods is based on observing 79 
the adsorption-desorption isobars of the condensation of a gas on the sample. If the pressure/temperature 80 
behaviour of the process being studied is known, the pressure at the sample surface can be estimated from 81 
the apparent behaviour, and compared to the background pressure measured in the chamber. In the paper 82 
titled “Controlled-Atmosphere Photoelectron Spectroscopy”, Grunze et al. recorded the temperatures at 83 
which ice multilayers are formed at different background pressures and compared them to the vapour 84 
pressure of water at those temperatures [11]. The real pressure at the sample was estimated to be 85 
approximately an order of magnitude lower than the pressure at the manometer. This relatively large 86 
difference could be explained by the fact that the sample-to-aperture distance used (1.2 mm) was relatively 87 
small compared to the size of the aperture (5.4mm x 0.89 mm) in the instrument used. The authors also 88 
pointed out the effect of cooling of the gas in the vicinity of the sample surface by heat transfer to the liquid 89 
nitrogen-cooled sample rod. 90 
The second type of method, also used in reference [11], is based on an adaptation of the Beer Lambert law 91 
for the attenuation of electrons passing through a gaseous atmosphere: 92 
 
𝐼 =  𝐼0𝑒
−
𝑝𝑑
𝜆  (4) 
where 𝐼0 is the original intensity, 𝐼 is the transmitted intensity, 𝑝 is the pressure, 𝑑 is the path length of the 93 
electrons through the gas, and 𝜆 is the electron mean free path. They recorded core level spectra at different 94 
background pressures, and then calculated the mean free paths from the slope of a plot of −ln (𝐼 𝐼0⁄ ) against 95 
pressure. Under the assumption that the attenuation of the elastic photoelectron flux is solely due to 96 
ionization processes, ionization cross-sections were also obtained for different gases, which could in turn be 97 
compared against literature values. However the formulation of the Beer Lambert law given in Equation 4 is 98 
directly applicable for regions of constant pressure only. For a region of varying pressure, the same 99 
formulation can only be used if the concept of an effective path length is introduced, but in general, the 100 
effective path length that the electrons traverse through the gaseous atmosphere is not known a priori. 101 
Effective path lengths can themselves be obtained from experimental data using Equation 4, if the nominal 102 
pressure and a tabulated mean free path for photoelectrons of a given kinetic energy are used, but this 103 
procedure does not yield any information about the actual pressure at the sample surface [12, 13]. 104 
Theoretical methods 105 
We have performed theoretical simulations of the flow through the entrance aperture of the differential 106 
pumping setup of a high pressure photoelectron spectrometer using the commercial computational fluid 107 
dynamics package Star-CCM+ v.9.04.011 (CD-Adapco). The geometry used for the simulations was based 108 
on an axisymmetric model, whose cross-section is shown in Figure 2. In the geometry used, a wall boundary 109 
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is placed in the close vicinity of the aperture, and flow is only allowed to enter from the sides. The wall 110 
boundary represents the sample, which is assumed to be much larger than the size of the aperture, as is the 111 
case in most high-pressure photoemission experiments.  112 
The size of the simulation cell was always chosen to be considerably larger than the region with steep 113 
pressure gradients, to ensure that it would not affect the outcome of the simulation in the area of interest (i.e. 114 
near the cone). It was verified that enlarging the simulation cell further did not affect the outcome of the 115 
simulation. 116 
The symmetry about the axis was also used as a boundary condition for the simulations, i.e. all of the 117 
simulations were performed in axisymmetric space. The implicit unsteady time integration scheme with a 118 
time step of 10
−4
 s was used, and the centre line pressure profiles converged to a steady state in all 119 
simulations. The results given in this paper are for calculations where the laminar flow model was used, but 120 
the Reynolds stress turbulence model with quadratic pressure strain was also tested, and the calculated 121 
pressures along the symmetry axis differed by less than 1% of the base pressure. The use of the laminar flow 122 
model was further justified a posteriori by the results of the simulation at 30 mbar, from which a Reynolds 123 
number of 290 can be calculated for flow through a 0.3 mm aperture. The coupled flow solver was used, and 124 
the fluid was modelled as an ideal gas with the physical parameters of nitrogen. 125 
The gas inlet type used was a stagnation inlet, and the outlet type used was a pressure outlet. The pressure at 126 
the inlet was set to 30 mbar, 9.4 mbar or 5.0 mbar as required. The pressure at the outlet was set to 10
–3
 127 
mbar, which is similar to the actual pressures measured in the 1st differential pumping stage during high 128 
pressure experiments [2, 3, 4]. Varying the outlet pressure in the range 10
–4
 mbar – 3  10–3 mbar had a 129 
negligible effect on the obtained pressure profiles near the sample region. The temperature at the inlet was 130 
set to 300K in all simulations. To ensure numerical stability a minimum allowable pressure for one 131 
simulation cell was set to 10
–4
 mbar. Lower values down to 10
–8
 mbar were tested and did not affect the 132 
outcomes of the simulations, when stable, but frequently lead to the divergence of the solution. 133 
 
Figure 2: A 2D projection of the geometry used in the simulations. The green walls with inwards arrows are inlet 
boundaries, the yellow walls with outwards arrows are outlet boundaries, and the black walls, corresponding to the cone 
and the sample, are wall boundaries. The dashed horizontal line through the centre denotes the symmetry axis. 
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The trimmer and prism layer meshers were used for generation of the volume mesh. The base size of the 134 
mesh was 0.05 mm, and two additional levels of volumetric controls were used to create a finer mesh in the 135 
close vicinity of the aperture, such that at the aperture plane, the cell size was 0.0125 mm. A finer mesh with 136 
a base size of 0.03 mm was also tested to ensure the resolution of the mesh did not affect the outcome of the 137 
simulation. The thickness of the prism layer was set to 100% of the base size, and 6 prism layers with a 138 
scaling factor of 1.1 were used. The combination of the volumetric controls and the prism layer mesher 139 
ensured that there were approximately 36 cells across the width of the aperture. 140 
Two types of wall boundary conditions were employed. For simulations using the macroscopic continuum 141 
flow assumption, a no-slip boundary condition is applied, forcing the layer of fluid in immediate contact with 142 
the wall to have zero tangential velocity. For slip flow simulations, this no-slip boundary condition was 143 
relaxed. The implementation of slip-flow simulations in Star-CCM+ is described next. 144 
Relaxing the no-slip boundary condition at solid surfaces results in a discontinuity in the velocity at the 145 
surface, which is described by Maxwell’s slip equation (Equation 5) [9]. 146 
 
𝑈𝑤𝑎𝑙𝑙 =
2 − 𝜎
𝜎
𝜆
𝜕𝑈
𝜕𝑦
|
𝑦=0
 (5) 
where 𝑈𝑤𝑎𝑙𝑙 is the tangential slip velocity, 𝜎 is the tangential momentum accommodation coefficient, 𝜆 is 147 
the mean free path and y is the distance normal to the wall. Instead of 𝜎, a “slip coefficient” 𝛼 is sometimes 148 
used, such that 𝛼 = (2 − σ) σ⁄  [14]. A somewhat different formulation of the slip equation is used in the 149 
present work: 150 
 
𝑈𝑤𝑎𝑙𝑙 + 𝑚𝐾𝑛
𝜕𝑈
𝜕𝑛
|
𝑛=0
= 0 (6) 
Where 𝐾𝑛 is the Knudsen number and 𝑚 is a positive constant characterizing the molecular interaction of 151 
the gas with the wall. However, these formulations become equivalent by setting 𝑦 = −𝑛 and 𝑚 =  𝛼𝐿, 152 
where 𝐿 is the characteristic length scale of the flow. Following the recommendations of references [14] and 153 
[15], a value of 𝛼 = 1.15  was used for the slip coefficient, corresponding to a tangential momentum 154 
accommodation coefficient of approximately𝜎 = 0.93. 155 
For the implementation of slip-flow in Star-CCM+, it is also necessary to also consider the relationship 156 
between the tangential velocity at the wall surface, and the tangential velocity at the centre of a nearby 157 
simulation cell. It is assumed that for sufficiently small distances from the surface, the derivative of the 158 
tangential velocity component with respect to the distance normal to the surface is constant. In that case,  159 
 
𝑈𝑐𝑒𝑙𝑙 = 𝑈𝑤𝑎𝑙𝑙 + 𝑛𝑐𝑒𝑙𝑙
𝜕𝑈
𝜕𝑛
|
𝑛=0
 (7) 
 
𝑈𝑐𝑒𝑙𝑙 = −𝑚𝐾𝑛
𝜕𝑈
𝜕𝑛
|
𝑛=0
 + 𝑛𝑐𝑒𝑙𝑙
𝜕𝑈
𝜕𝑛
|
𝑛=0
 
 
Noting that the positive direction of n points into the wall, 𝑛𝑐𝑒𝑙𝑙 = −∆𝑛, where ∆𝑛 is the separation between 160 
the centroid of the cell and the wall. 161 
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𝑈𝑐𝑒𝑙𝑙 = (−𝑚𝐾𝑛−𝛥𝑛)
𝜕𝑈
𝜕𝑛
|
𝑛=0
= (−𝑚𝐾𝑛−𝛥𝑛)
𝑈𝑤𝑎𝑙𝑙
−𝑚𝐾𝑛
 (8) 
 
𝑈𝑤𝑎𝑙𝑙 =
𝑚𝐾𝑛
𝛥𝑛 + 𝑚𝐾𝑛
𝑈𝑐𝑒𝑙𝑙 =
𝑚𝐾𝑛 𝛥𝑛⁄
1 + (𝑚𝐾𝑛 𝛥𝑛⁄ )
𝑈𝑐𝑒𝑙𝑙 
 
For any particular simulation, values of the Knudsen number and the constant 𝑐 are first determined. Then, a 162 
vector field function is created, which relates the tangential velocity in a cell close to the wall to the 163 
tangential wall velocity. This vector field function is then applied as the tangential velocity specification to 164 
the wall boundaries along which slip-flow is simulated. 165 
Experimental methods 166 
The experimental apparatus used for the photoemission measurements has been previously described in 167 
detail in reference [3]. It consists of a Scienta MX 650 HP monochromated Al Kα X-ray source (hν = 168 
1486.6 eV), a stainless steel analysis chamber with a μ-metal liner, a load lock chamber, and a Scienta R4000 169 
HiPP-2 electron energy analyzer. The monochromator is mounted at an angle of 62.5 relative to the 170 
symmetry axis of the analyzer; it is separated from the analysis chamber by a reinforced aluminium window 171 
which is located at a distance of 102 mm from the focal point on the sample. The size of the X-ray spot at the 172 
measurement position, as given by the horizontal and vertical 12/88 widths, is 4.71.4 mm. The poly-173 
crystalline Ag and Au foils (99.95 % from A. Rasmussen a.s. and 99.99% from KarAna AB); are mounted on 174 
a sample stage connected to a VG Scienta Transax four-axis manipulator. During high pressure 175 
measurements the analysis chamber was filled with nitrogen (99.999 % Alphagaz 1™ from Air Liquide AB) 176 
using a needle valve to control the flow. To determine the distance between the sample and the entrance 177 
aperture, the sample is first moved right up to the aperture, whilst the X-ray source is on and one of the core 178 
level XPS peaks from the sample is monitored. When the analyzer count rate drops to zero, it is assumed that 179 
the sample is touching, or very close to touching the aperture. At the same time, the sample and the cone can 180 
be visually monitored through a view port in the analysis chamber. Then, using the manipulator the sample is 181 
retracted to the desired position. If this procedure is followed carefully, the real distance between the sample 182 
and the aperture should always be slightly larger than the measured distance, as the count rate will drop to 183 
noise level due to almost all of the X-ray beam being blocked just before the sample and the aperture come 184 
into physical contact.  185 
Results and discussion  186 
In Figures 3-6, the pressure profiles, 2D pressure maps, 2D Mach number maps and 2D velocity maps are 187 
shown for two simulations: one using the no-slip boundary condition, and the other using the Maxwell slip 188 
boundary condition. The other models and parameter values used in the simulations are listed in Table 1.  189 
In Figure 3 the pressure profile from Ogletree et al. has also been displayed for comparison. As expected, at 190 
30 mbar, the results of the simulations using the no-slip boundary condition or the Maxwell slip boundary 191 
condition are very similar. The difference in the boundary conditions can be best seen in the zoomed version 192 
of Figure 6, where a stationary fluid layer (blue in colourmap) against the aperture wall is present for the no-193 
slip simulations, but not in the other case. However, the calculated centre-line pressure profiles do clearly 194 
 
8 
differ from that obtained for molecular flow in the idealized geometry. For the slip-flow simulation at 30 195 
mbar, the pressure at the aperture plane is 18.59 mbar, or 62.0 % of the base pressure; and the pressure at the 196 
sample surface at the point of the symmetry axis is 29.85 mbar, or 99.5 % of the base pressure. A 197 
comparison of the results of the slip-flow simulations at three different pressures and a range of sample-to-198 
cone distances is given in Table 2. 199 
Attention is now turned to the experimental verification of the calculated pressure profiles. For this, a 200 
simple method is used that involves monitoring the intensity of a specific photoemission peak at high 201 
 
Figure 3: Pressure profiles along the axis of symmetry obtained using different tangential velocity boundary conditions 
for wall boundaries. 
 
Figure 4: 2D pressure maps obtained using different tangential velocity boundary conditions for wall boundaries. 
 
 
Figure 5: 2D Mach number maps obtained using different tangential velocity boundary conditions for wall 
boundaries. 
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pressure, as the distance between the sample under study and the first aperture of the differential pumping 202 
system is varied. This dependence of the intensity on the position of the sample contains information about 203 
the attenuation of the photoelectron signal when travelling through the gas phase, which can be analyzed 204 
using an adapted version of the Beer-Lambert law. A series of spectra measured at different sample 205 
positions, showing the Ag 3d5/2 core level peak of a polycrystalline silver foil measured under 5 mbar 206 
nitrogen atmosphere, are shown in Figure 7. It is evident that the intensity of the photoemission peak 207 
depends strongly on the position of the sample, but this dependence is in general rather complex as it results 208 
from a combination of multiple factors, including the intensity of the incident X-ray beam, the collection 209 
efficiency of the electron energy analyzer and, in the case of operation under high pressure, the attenuation 210 
of both the incident X-rays as well as the emitted photoelectrons as they travel through a high pressure 211 
atmosphere. To eliminate the influence of “instrumental” factors, a similar series of spectra was acquired 212 
under high vacuum conditions, where attenuation of the signal due to scattering can be assumed to be 213 
negligible, keeping other parameters (sample position, beam intensity and alignment, acquisition parameters) 214 
unchanged. All of the differences between the spectra at high vacuum and elevated pressures can then be 215 
 
Figure 6: 2D velocity maps obtained using different tangential velocity boundary conditions for wall boundaries. In the 
zoomed in images one can observe the contrasting behaviour in the close vicinity of the cone aperture: for the no slip 
case, a stationary fluid layer is maintained against the aperture walls, whereas in the Maxwell slip case, no such 
stationary layer is present. 
Table 1 – Physics models and parameter values used in the simulations shown in Figures 4-6 
Sample-to-cone distance 0.3 mm 
Aperture width 0.3 mm 
Pressure outlet conditions 10–3 mbar, 300 K 
Stagnation inlet conditions 30 mbar, 300 K 
Minimum cell pressure 10–4 mbar 
Flow physics model Coupled flow 
Gas physics model Ideal gas 
Turbulence specification Laminar 
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Figure 7: XPS spectra of a polycrystalline silver foil showing the Ag 3d5/2 region, measured under a 5 mbar N2 
atmosphere, as the separation between the sample and the first aperture of the differential pumping setup was varied. 
 
attributed to two causes: attenuation of the incident X-ray beam before hitting the sample, and attenuation of 216 
the photoelectron signal along the path from the sample to the analyzer. Of course, in a general scenario, one 217 
would also have to consider the possibility of the formation of an adsorbent overlayer under high pressures 218 
which would mask some of the signal originating from the underlying sample, or indeed the possibility of 219 
chemical changes occurring at elevated pressures. However, for the study of a polycrystalline silver foil 220 
under a molecular nitrogen atmosphere at room temperature these effects can be safely ignored.  221 
The effect of the attenuation of the incident X-ray beam in the gas phase is easily obtained by reference to 222 
photodiode measurements of the intensity of the X-ray spot at various pressures (Figure 8, adapted from the 223 
data published in reference [3]).  In this paper, to eliminate the effect of the attenuation of the X-ray beam, 224 
all of the reported signal intensities have been normalized to the same actual incident X-ray intensity at the 225 
position of the sample. This procedure leaves attenuation of the photoelectron signal due to scattering of the 226 
photoelectrons in the gas phase as the only factor which causes the signal intensity at elevated pressures to be 227 
lower than that under high vacuum. As such, the intensity of any photoemission peak under high vacuum, 𝐼𝑠, 228 
can be treated as the “original” intensity, before any attenuation of the photoelectron beam has occurred, of 229 
the same peak recorded under an elevated pressure. Attention is now turned to the quantitative analysis of the 230 
attenuation.  231 
Table 2 – Results of the slip flow simulations for different base pressures and sample-to-cone distances 
Base pressure  5.0 mbar 9.4 mbar 30 mbar 
Sample position (mm) Sample 
position (R) 
p at sample 
(mbar) 
% of 
base p 
p at sample 
(mbar) 
% of 
base p 
p at sample 
(mbar) 
% of base p 
0.15 mm 1.00 4.23 84.6 8.55 90.9 28.88 96.3 
0.20 mm 1.33 4.60 92.1 8.99 95.6 29.50 98.3 
0.25 mm 1.67 4.77 95.4 9.18 97.6 29.74 99.1 
0.30 mm 2.00 4.85 97.0 9.26 98.5 29.85 99.5 
0.40 mm 2.67 4.93 98.7 9.34 99.4 29.95 99.8 
0.60 mm 4.00 4.98 99.5 9.39 99.9 29.99 100.0 
1.00 mm 6.67 5.00 100.0 9.40 100.0 30.00 100.0 
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For an infinitesimal path length, 𝑑𝑙, the attenuation of the signal, 𝑑𝐼, is given by the Beer-Lambert law in 232 
terms of the signal intensity, 𝐼, the concentration of the absorbing species, 𝑐, and the absorption coefficient 233 
of the absorbing species, 𝛼 (Equation 9). 234 
 𝑑𝐼 = −𝛼𝑐𝐼𝑑𝑙 (9) 
To find an expression for the intensity of the signal that reaches the detector, as a function of the vacuum 235 
intensity, it is necessary to integrate Equation 9 across the entire path length of the photoelectrons, allowing 236 
for the fact that the exact pressure profile along this path is unknown. To simplify the problem, we consider 237 
this path to consist of two distinct regions, chosen to lie on either side position 𝑙0, as shown in Figure 9. 238 
The position l0 is chosen such that in region 1 (𝑙 < 𝑙0) the pressure remains effectively constant and equal to 239 
the pressure measured in the bulk of the analysis chamber, whereas in region 2 (𝑙 > 𝑙0) the pressure is in 240 
general a function of position. Furthermore, we treat all of the photoelectrons as though they travelled along 241 
the shortest straight line from the sample through the middle of the differential pumping apertures. This is 242 
justified by the relatively small angular acceptance of the instrument of ±13˚, limited by the size of the 243 
second aperture (cos(13˚) ≈ 0.97).  244 
Integrating Equation 9 across the path length of the photoelectrons from the sample (𝑙 = 𝑠) to the detector 245 
(𝑙 = 𝑓)gives: 246 
 
Figure 8: Intensity of the X-ray beam at the point of the sample, as a percentage of the intensity under conditions of 
high vacuum, plotted as a function of pressure in the analysis chamber. 
 
 
Figure 9: A schematic showing the integration regions used in Equation 10, overlaid on the theoretical pressure profile 
obtained from molecular flow simulations. The position 𝑙0  is chosen such that in region 1 the pressure remains 
approximately equal to the pressure in the bulk of the analysis chamber.  
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∫ 𝑑𝐼 = ∫ −𝛼𝑝(𝑙)𝐼𝑑𝑙
𝑓
𝑠
𝑓
𝑠
 (10) 
For convenience we use the pressure of the gas, 𝑝, instead of the concentration 𝑐, which is justified as long 247 
as the gas behaves approximately like an ideal gas. The proportionality constant for 𝑝 vs 𝑐 is absorbed into 248 
the attenuation coefficient 𝛼. Provided the sample is located in region 1, such that 𝑠 < 𝑙0, the right hand side 249 
can be rewritten as a sum of two integrals. By definition in region 1 𝑝 = 𝑝0. 250 
 
∫ 𝑑𝑙𝑛(𝐼) = − ∫ 𝛼𝑝0𝑑𝑙 − ∫ 𝛼𝑝(𝑙)𝑑𝑙
𝑓
𝑙0
𝑙0
𝑠
𝑓
𝑠
 (11) 
If we first assume that the pressure profile at 𝑙 > 𝑙0 is independent of the position of the sample, the second 251 
term on the right hand side is independent of s and can therefore be treated as a constant. Thus, defining 252 
𝑙0 − 𝑠 = 𝑥 as the coordinate of the sample along the principal axis: 253 
 
𝑙𝑛 (
𝐼𝑓
𝐼𝑠
) = −𝛼𝑝0𝑥 + 𝐶 (12) 
Accordingly, provided all of the sample positions are chosen in the region where the pressure is effectively 254 
constant, a plot of −ln (𝐼𝑓 𝐼𝑠⁄ ) vs 𝑥 should give a straight line with a slope 𝛼𝑝0. Such plots are shown for 255 
two different pressures in Figure 10, and it can indeed be seen, that the experimental data points fit well to a 256 
straight line in both cases (coefficient of determination > 0.999). 257 
These results indicate that in the region more than one diameter of the aperture away from the first aperture 258 
the pressure does indeed remain constant within the error of the measurements. To estimate the magnitude of 259 
this error, alternative slopes were fitted between any two consecutive data points in the data series. Such an 260 
analysis yields a variance of up to +-12%, indicating that the present method would be insensitive to pressure 261 
fluctuations of a smaller magnitude. Nevertheless, these results provide supporting experimental evidence to 262 
the prediction that the pressure at distances greater than 1 diameter of the aperture from the aperture should 263 
be no less than ca 90% of the pressure at the back of the analysis chamber. 264 
 
Figure 10: Negative logarithm of the intensity of the Ag 3d5/2 photoemission peak, normalized to the intensity in high 
vacuum, plotted against distance between the sample and the first aperture of the differential pumping system. The data 
points for both 9.4 and 5 mbar lie on a straight line, indicating that in the region of the data points the pressure remains 
constant within the error of the measurements. 
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 According to Equation 12, the slopes of the lines in Figure 10 are equal to 𝛼𝑝0. A plot of 𝛼𝑝0 vs 𝑝0 should 265 
also yield a straight line with a slope equal to the attenuation coefficient. In Figure 11, such plots are shown 266 
for two sets of data, one corresponding to the Ag 3d core level photoelectrons emitted at a kinetic energy of 267 
1116 eV, and the other corresponding to Au 4f core level photoelectrons emitted at a kinetic energy of 1399 268 
eV. Straight-line plots are found in each case, and as expected, the attenuation coefficient is found to 269 
decrease with increasing electron kinetic energy. 270 
Alternatively, if it is assumed that attenuation of the photoelectron signal arises solely from gas phase 271 
ionization processes, Equation 9 can be rewritten in terms of the scattering cross-section, 𝜎, and the number 272 
density of the gas atoms, 𝑁𝑔 𝑉⁄  (Equation 13). Following substitution of the ideal gas law and rearrangement 273 
(Equation 14) photoelectron scattering cross-sections in nitrogen are obtained for the two kinetic energies. 274 
These can be compared to literature values for the total (elastic + inelastic) scattering cross-sections for 275 
electrons of similar energy in nitrogen gas (Table 3). It should be noted that in the present case some 276 
elastically scattered electrons may still reach the detector, however, their contribution to the overall signal is 277 
expected to be minor due to the narrow acceptance angle of the analyzer.  278 
 
𝑑𝐼 = −𝜎
𝑁𝑔
𝑉
𝐼𝑑𝑙 (13) 
Table 3 – A comparison of published scattering cross-sections for electrons in N2 gas 
Source Scattering cross-section 
This work 1.2610–20 m2 (Ek = 1116 eV) 
8.7410–21 m2 (Ek = 1399 eV) 
Reference[16] 1.8710–20 m2 (Ek = 1200 eV) 
Reference[17] 1.6510–20 m2 (Ek = 1296 eV) 
1.4910–20 m2 (Ek = 1444 eV) 
Reference[11] 9.910–21 m2 (Ek = 886 eV) 
Reference[18] 2.1310–20 m2 (Ek = 1000 eV) 
  
 
Figure 11: A plot of αp0 vs p0 for measurements of both the Ag 3d5/2 and the Au 4d7/2 core levels corresponding to 
photoelectrons emitted with a kinetic energy of 1116 eV and 1399 eV respectively. As expected, the slope of the line, 
equal to the value of the attenuation coefficient, decreases with increasing electron kinetic energy. 
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𝜎 =
𝛼𝑅𝑇
𝑁𝐿
 (14) 
Knowledge of the obtained attenuation coefficients allows us to obtain the “theoretical” curves for 𝐼𝑓 𝐼𝑠⁄  vs 279 
distance plotted in Figure 12 as dashed and dotted lines. For this, we have integrated Equation 9 over the 280 
path of the electron using either the molecular flow equation for the pressure profile, or the pressure profiles 281 
from the Star-CCM+ simulations, and the 𝛼 value determined from Figure 10. For the molecular flow case, 282 
the integration can be performed analytically (Equations 15-16), whereas for the simulated pressure profiles 283 
it is done numerically, independently for every simulation corresponding to a different sample-to-cone 284 
distance. It should be emphasized here that this procedure is only meaningful as long as the value of 𝛼 has 285 
been obtained without making any assumptions about the pressure profile in the region where 𝑝 <  𝑝0, as is 286 
the case in the present work. In Equations 15-16 the distance l is expressed in units of R, where R is the 287 
radius of the 1
st
 aperture. For consistency the value of the attenuation coefficient 𝛼  also needs to be 288 
expressed in units of Pa
–1
R
–1
. 289 
 
∫ 𝑑𝐼 = ∫ −𝛼𝑝(𝑙)𝐼𝑑𝑙
𝑓
𝑠
𝑓
𝑠
≈ ∫ −𝛼𝑝(𝑙)𝐼𝑑𝑙
∞
𝑠
 (15) 
 
𝑝(𝑙) =
1
2
𝑝0 (1 −
𝑙
√1 + 𝑙2
) 
 
 
∫ 𝑑𝑙𝑛(𝐼) = −
1
2
𝑝0𝛼 ∫ (1 −
𝑙
√1 + 𝑙2
) 𝑑𝑙
∞
𝑠
𝑓
𝑠
 
 
 
𝑙𝑛
𝐼𝑓
𝐼𝑠
= −
1
2
𝑝0𝛼 (√𝑠2 + 1 − 𝑠) (16) 
 
Figure 12: A comparison of the experimentally observed attenuation of the Ag 3d5/2 photoemission signal at different 
pressures and sample positions with the theoretical curves for −ln (𝐼𝑓 𝐼𝑠⁄ ) vs 𝑑  in units of 𝑅 , obtained using the 
experimentally determined attenuation coefficient and either the pressure profiles from the slip-flow simulations or 
the molecular flow expression from reference [8]. 
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It is finally noted that the present analysis is reliant on the fact that the kinetic energy of the photoelectrons 290 
remains approximately constant in the region where there is a significant gaseous atmosphere, i.e. where a 291 
significant amount of signal attenuation occurs. This is true for the standard operation mode of the HiPP-2 292 
analyzer, used for the measurements in this paper, as no electric fields are applied between the first and the 293 
second apertures. It is not true for the newly developed swift acceleration lens tables that have been 294 
optimized for maximum throughput [19]. 295 
From Figure 12 it is apparent that the molecular flow pressure profile vastly underestimates the amount of 296 
signal attenuation that occurs between the sample and the analyzer. The slip-flow simulations do 297 
considerably better, but the total amount of signal attenuation is still somewhat underestimated. There are 298 
three likely reasons for this. Firstly, in the simulation geometry perfect pumping is assumed for gas 299 
molecules that hit the boundaries beyond the first aperture. In practise, there is a likelihood that molecules 300 
may collide off the walls of the chamber or the second aperture cone, which is not accounted for in the 301 
simulations. The manometer in the first pumping stage in the experimental apparatus is mounted between the 302 
apertures and the turbo pump entrance so the pressure reading is likely an underestimate of the actual 303 
pressure at the second aperture. Secondly, it was noted previously that the procedure for experimentally 304 
determining the distance between the sample and the aperture always produces a slight underestimate of the 305 
actual distance, although the magnitude of the error should be much smaller than what would be required to 306 
account for the difference between the theoretical and experimental curves in Figure 12. Thirdly, it is 307 
assumed in the calculations that all electrons travel along the symmetry axis of the analyzer, whereas in 308 
practise the finite angular acceptance means that the paths of some electrons are longer resulting in greater 309 
signal attenuation. 310 
Conclusions 311 
We have studied the pressure variations around the sample position in a high-pressure photoelectron 312 
spectrometer using computational fluid dynamics modelling. Pressure profiles were simulated for the flow of 313 
nitrogen through an 0.3 mm aperture positioned at the end of a cone, at three different pressures between 5 314 
and 30 mbar and a range of different sample-to-cone distances. These simulations should provide a more 315 
reliable description of the pressure profiles than the equation derived under the assumption of molecular 316 
flow, since the assumption of molecular flow is invalid for pressures in the millibar range for flow through 317 
an 0.3 mm aperture. They are also indicative of the expected behaviour for other cone sizes but similar values 318 
of the Knudsen number. Additionally, XPS spectra were recorded at a series of distances under a 5 mbar and 319 
a 9.4 mbar N2 atmosphere and the attenuation of the signal was analyzed using the Beer-Lambert law. 320 
To summarize the findings of the presented simulations, we note that at a working distance of 1 aperture 321 
diameter, the pressure at the sample surface was always no less than 95% of the pressure measured at the 322 
back of the chamber. A working distance of 2 diameters ensured that the pressure at the sample surface was 323 
at least 98.5% of the pressure at the back of the chamber, but typically more than 99%. These values are 324 
broadly similar to the previous findings based on the molecular flow model. However, our calculations also 325 
indicate that there is a general tendency for the pressure drop at the aperture to become steeper, as the base 326 
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pressure of the chamber is raised. For example, for a base pressure of 30 mbar and a 0.3 mm cone, the 327 
calculated pressure at the sample surface is over 96% of the base pressure even if the sample-to-cone 328 
distance is just 0.15 mm, whilst at 5 mbar, at the same working distance the pressure at the sample surface 329 
along the symmetry axis is just 84% of the base pressure, and there also exists a significant pressure 330 
gradient along the plane of the sample.  331 
Finally, we hypothesize that under certain special circumstances it could actually be advantageous to 332 
deliberately measure at a working distance much shorter than the aperture diameter. A shorter sample-to-333 
aperture distance will in general mean a steeper pressure gradient along the symmetry axis, and the steeper 334 
the pressure gradient, the weaker the attenuation of the signal for a given actual pressure at the point of 335 
measurement. The use of an excitation source with a spot size that is much smaller than the aperture would 336 
also ensure that under the illuminated area, the pressure and temperature can be expected to be nearly 337 
constant, even if considerable variations exist across the whole sample. Further experimental and theoretical 338 
work is required, though, to verify whether this strategy would be practicable for extending the pressure 339 
range under which high-pressure photoelectron spectra can be recorded. 340 
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