Confirmatory factor analytic tests of measurement invariance (MI) based on the chi-square statistic are known to be sensitive to sample size. For this reason, Cheung and Rensvold (2002) recommended using alternative fit indices in MI investigations. However, previous studies have not established the power of fit indices to detect data with a lack of invariance. In this study, we investigated the performance of fit indices with simulated data known to not be invariant. Our results indicate that alternative fit indices can be successfully used in MI investigations. Specifically, we suggest reporting McDonald's noncentrality index along with CFI, and Gammahat.
Measurement invariance (MI) can be considered the degree to which measurements conducted under different conditions yield measures of the same attributes (Drasgow, 1984; Horn & McArdle, 1992) . These different conditions include stability of measurement over time (Chan, 1998; Chan & Schmitt, 2000) , across different populations (e.g., cultures, Riordan & Vandenberg, 1994; gender, Marsh, 1985 gender, Marsh, , 1987 age groups, Marsh & Hocevar, 1985) , rater groups (e.g., Facteau & Craig, 2001) , or over different mediums of measurement administration (Chan & Schmitt, 1997; Ployhart, Weekley, Holtz, & Kemp, 2003) . Recently, there has been a substantial increase in research involving tests of MI due in part to an increased awareness of both the importance of comparing equivalent measures, as well as increased access and understanding of the methodology utilized to perform tests of MI (Meade & Lautenschlager, 2004; Vandenberg, 2002) .
Though multiple methods of establishing MI exist, multiple-group confirmatory factor analysis (CFA) has been the most commonly used method in organizational research (Vandenberg & Lance, 2000) . With these tests, constrained and free CFA models are typically compared using a chi-square-based likelihood ratio test (LRT; sometimes called a chisquare difference test). However, like chi-square tests of overall model fit, the LRT has been shown to be sensitive to sample size (Brannick, 1995; Kelloway, 1995; Meade & Lautenschlager, 2004) .
Thus, in large samples, power to detect even trivial differences in the properties of a measure between groups is extremely high, potentially leading to overidentification of a lack of invariance (LOI). For this reason, Cheung and Rensvold (2002) examined the potential use of change in alternative fit indices in MI investigations. As with overall model fit, these alternative fit indices (AFIs) are less strongly affected by sample size than is chi-square in measurement invariance tests. While their groundbreaking work is extremely promising, one crucial omission from Cheung and Rensvold's study is that they only examined the performance of AFIs under the null hypothesis of perfect MI between groups. Thus, while they recommended the use of the some AFIs, the power of these indices to detect a lack of invariance between groups is unknown. This deficiency in the literature precludes more widespread use of AFIs in MI studies as researchers have no indication that AFIs are sensitive to an LOI. One reason for this omission from their study is that no standard measure or amount of effect size has been established in MI research. Thus, it is difficult to justify the simulation of any one level of LOI between groups.
This study overcomes this limitation by generating data with many levels of a lack of invariance (from trivial to severe) in order to examine the performance of AFIs in MI tests of equal factor loadings.
CFA Tests of MI
Measurement invariance can be technically defined in terms of probabilities such that in order for MI to exist, the probability of observed responses conditioned upon latent scores must be unaffected by group membership (Meredith & Millsap, 1992; Millsap, 1995) . Commonly used CFA tests of MI involve simultaneously fitting a measurement model to two or more data samples. The multi-group CFA measurement model between p observed variables and m latent factors is given by the equation:
where X is a px1 vector of observed scores, is a px1 vector of intercepts, is a pxm matrix of factor loadings, is a mx1 vector of latent variable scores, is a px1 vector of unique factor scores, and g denotes that these parameters are group specific. Observed variable covariances are then given as:
where g is a pxp matrix of observed score covariances, is a mxm latent variance/covariance matrix, and is a pxp diagonal matrix of unique variances.
MI can therefore exist for multiple parts of the CFA model. For instance, if g = g for all groups, metric invariance is said to exist (Horn & McArdle, 1992) ; if g = g for all groups, scalar invariance is indicated (Meredith, 1993) ; and if g = g for all groups, uniqueness invariance exists. If all three types of invariance are found, strict factorial invariance is indicated (Meredith, 1993) such that differences in observed score means or covariances are a product of differences in latent means (sometimes called impact; Holland & Wainer, 1993) or latent covariances.
Typically, when conducting CFA MI tests, a sequence of nested multi-group models are examined in order to detect an LOI across samples. In the first model, both data sets (representing groups, time periods, etc.) are examined simultaneously, holding only the pattern of factor loadings invariant. This model serves two functions: First, it serves as a test of configural invariance (Horn & McArdle, 1992) ; that is, poor fit of this model indicates that either the same factor structure does not hold for the two samples, or that the model is misspecified in one or both samples. The second function of the configural invariance model is that it serves as a baseline of model fit for comparison to other, more restrictive models. Once adequate fit is established for this model, tests of equality of parameters in the CFA model are conducted in a series of sequential models in which typically factor loadings, intercepts, and uniqueness terms or other model parameters are constrained in sequence.
Once a statistically significant decrement in model fit is witnessed, an LOI is indicated in those parameters most recently constrained (see Vandenberg & Lance, 2000 for a review). While there is some disagreement as to how many model parameters must be equal before MI is established, the most commonly investigated portion of the MI model are tests of equality of factor loadings (Vandenberg & Lance, 2000) . Moreover, factor loadings and item intercepts are generally considered to be the most important aspects of the model essential for MI to be established (Meade & Kroustalis, in press) . For this reason, we focused on MI tests of factor loadings (metric invariance) for this initial investigation.
Alternative Fit Indices (AFIs)
We could locate only one published study that has simulated data in order to determine the feasibility of using differences in AFIs in order to establish measurement invariance. In this study, Cheung and Rensvold (2002) achieved several important goals. First, they specified three criteria desirable in an AFI used for establishing MI. These include (1) independence between the overall fit in the baseline model and the change in AFI witnessed with the imposed model constraints ( AFI), (2) an AFI should not be affected by model complexity, and (3) a lack of redundancy with other AFIs. The first of these criteria is important because the degree to which sampling error is present in the data should influence the baseline and constrained models to the same degree. The extent to which this is true will be manifest via a lack of correlation between the initial AFI value and the AFI associated with the additional constraints on the model. Cheung and Rensvold investigated the performance of twenty AFIs with regards to these three criteria. These twenty included 2 , 2 /df (Wheaton, Muthen, Alwin, & Summers, 1977) , Root Mean Squared Error of Approximation (RMSEA; Steiger, 1989) , the Noncentrality Parameter (NCP; Steiger, Shapiro, & Browne, 1985 ), Akaike's Information Criterion (AIC; Akaike, 1987) , Browne and Cudeck's Criterion (1989) , the Expected Cross-Validation Index (ECVI; Browne & Cudeck, 1993) , Normed Fit Index (NFI; Bentler & Bonett, 1980) , Relative Fit Index (RFI; Bollen, 1986) , Incremental Fit Index (IFI; Bollen, 1989) , Tucker-Lewis Index (TLI; Tucker & Lewis, 1973) , Comparative Fit Index (CFI; Bentler, 1990) , Relative Non-Centrality Index (RNI; McDonald & Marsh, 1990) , Parsimony-Adjusted NFI (James, Muliak, & Brett, 1982) , Parsimonious CFI (Arbuckle & Wothke, 1999) , Gamma-hat (Steiger, 1989) , rescaled AIC (Cudeck & Browne, 1983) , CrossValidation Index (CVI; Browne & Cudeck, 1989 ), McDonald's (1989) Non-Centrality Index, and Critical N (Hoelter, 1983) .
In order to assess the AFIs, Cheung and Rensvold (2002) simulated data under a variety of conditions varying the number of factors, factor variances, correlations between factors, number of items per factor, factor loadings, and sample size. Importantly, they only simulated data that had no LOI in the population.
They then conducted ANOVAs in order to determine the effect of the number of items, factors, and the interaction between the two on the AFIs. Of the AFIs, only RMSEA was immune from all simulated factors. They also examined the correlation between the initial AFI value and the AFI. Using this criterion, only NCP, IFI, CFI, RNI, Gamma-hat, McDonald's NCI, and Critical N showed insignificant correlations. Moreover, using a six-way ANOVA, they found that of the indices mentioned above, only NCP and Critical N showed a dependence on sample size accounting for more than 5% of the variance in the change in the fit index. Given their results, they suggested only reporting results of CFI, Gammahat, and McDonald's NCI as INI and RNI correlated extremely highly with CFI.
The current study
In this study, we expand on the work of Cheung and Rensvold (2002) by assessing the utility of differences in AFIs ( AFIs) for detecting a lack of MI in item factor loadings. In order to achieve this goal, we simulated data under a constant factor model in two groups. Several conditions of sample size and differential functioning (DF) of item factor loadings between groups were then simulated.
METHOD
In order to evaluate the performance of AFIs for detecting an LOI, we simulated item-level data for one group, then modified the properties of these data in several ways for some items (our DF items) in order to simulate item-level data for another hypothetical group. We decided to investigate the potential of AFIs for detecting an LOI in factor loadings. While there is some consensus that tests of item intercepts are also necessary for establishing MI, tests of factor loadings always occur before tests of item intercepts (Vandenberg & Lance, 2000) and thus seemed a good starting point in this initial investigation of the feasibility of these indices to evaluate MI.
Initial Data Properties
An initial structural model was developed for two correlated eight-item scales representing "Group 1." Several conditions of "Group 2" data were created by modifying Group 1 data to simulate DF in factor loadings for some items. Group 1 item intercepts were set at zero for all data and uniqueness terms were created so that item variance was equal to unity. Moreover, a population correlation of .3 between the latent factors was constant across all study conditions (cf. Cheung & Rensvold, 2002) . Factor loadings for Group 1 and Group 2 can be seen in Table 1 . Once population data were simulated, sampling error was introduced into simulated sample data.
Three-hundred sample replications, each containing sampling error, were simulated for each of the study conditions.
- Table 1 about here
The study design constituted a 5 (sample size) x 20 (magnitude of DF) fully crossed design. Sample sizes from 100 to 500 were simulated in increments of 100 for both Group 1 and Group 2 data. Sample sizes were always equal in Group 1 and 2 MI comparisons. We simulated DF for 4 of 16 items, with two DF items per factor. The amount of DF in item factor loadings varied from a difference between groups of .02 to .40 in increments of .02. These differences in factor loadings were created by subtracting the amount of DF from the Group 1 factor loading in order to create the Group 2 factor loading for items indicated as DF in Table 1 . The magnitude of DF across the DF items was uniform in all conditions.
Analyses
A CFA baseline model was estimated in which the correct factor structure (see Table 1 ) was specified for both Group 1 and Group 2. Next, a constrained model was estimated in which the entire factor loading matrix was constrained to be equal for the Group 1 and Group 2 data. Correlation matrices were analyzed and factor variances were standardized in order to achieve model identification for all conditions. Results from models with standardized latent variances are equal to those using referent indicators when latent variances are known to be invariant across groups. A probability value of .05 was used in computing LRTs; LISREL 8.54 (Jöreskog & Sörbom, 1996) was used for all analyses.
We also examined the change in several AFIs between baseline and constrained models, focusing on the AFIs found to be most promising by Cheung and Rensvold (2002) . Their study revealed that many AFIs had the disadvantageous property of being correlated with initial model fit; thus, we focused on those AFIs found not to have this property.
Specifically, we concentrated our investigation and reporting of results on the CFI, Gamma hat, McDonald's NCI, NCP, IFI, RNI, and Critical N.
We also examined RMSEA as that index was found by Cheung and Rensvold to be independent of model complexity.
We were primarily concerned with identifying AFIs that were both (1) sensitive to the magnitude of DF, and (2) not sensitive to sample size. Thus, we assessed the suitability of each AFI by conducting ANOVAs using SAS's Proc GLM. In each model, the AFI was entered as the dependent variable, with sample size and magnitude of DF as predictors.
We then calculated 2 effect size measures for the magnitude of DF, sample size, and the interaction between the two. Optimal AFIs are identified by displaying large 2 values for level of DF and small 2 values for both the sample size and the interaction between sample size and level of DF.
We also graphed the relationship between AFIs and the amount of DF simulated. Such graphs provide a visual indication of the relationship between the AFIs and the amount of DF present. Moreover, they present information much more succinctly than a series of large tables. These graphs feature the amount of DF simulated on the x-axis with the value of the change in the fit statistic on the y-axis.
RESULTS
None of the 60,000 analyses resulted in convergence errors or inadmissible solutions. The 2 effect size estimates for level of DF, sample size, and the interaction between the two are presented in Tables 2 and 3 . While the data in these tables are the same, Table 2 sorts fit indices by the effect of DF while Table 3 sorts the AFIs by the effect of sample size and the interaction between sample size and level of DF.
- Tables 2 and 3 about Tables 2 and 3 , all AFIs outperform chi-square in both being responsive to DF and in being insensitive to sample size, with the exception of the NCP and Critical N. Because the degrees of freedom of the baseline and constrained models were the same in all study conditions, the NCP (defined as chi-square minus degrees of freedom) and chi-square had equal effect size estimates. As can be seen in the tables, no one index was superior to the others for both criteria (maximum sensitivity to DF and minimum sensitive to sample size). Gamma-hat, McDonald's NCI, IFI, and RNI were somewhat more sensitive to DF than the other indices. CFI and RMSEA showed considerably lower effects of sample size, though RMSEA showed a sizable effect due to the interaction between DF and sample size. Conversely, IFI, RNI, McDonald's NCI, and Gamma-hat showed almost no effect of the interaction between sample size and DF, but small effects of sample size. Interestingly, the Critical-N showed considerably worse properties than did chisquare. These patterns can be seen in Figure 1 in which the level of the AFIs are plotted by DF and sample size (chi-square is plotted for comparison). Based on these results, it appears that Gamma-hat, McDonald's NCI, IFI, RNI, and CFI are among the most promising AFIs for establishing MI.
-
-----------------------------------------Insert Figure 1 about here ------------------------------------------
We also examined the correlation between the AFIs, as highly correlated indices provide little unique information. As can be seen in Table 4 , we found that McDonald's NCI, RNI, IFI, and Gammahat were very highly correlated. Thus, like Cheung and Rensvold (2002) , our results suggest reporting all four AFIs would provide largely redundant information.
-----------------------------------------Insert Table 4 about here ------------------------------------------
In order for the AFIs to be of utility to applied researchers, cutoff values need to be established so the indices can be used in practice. Based on their simulation work, Cheung and Rensvold (2002) suggested values of .01 for CFI, a value of .001 for Gamma-hat, and .02 for McDonald's NCI 1 . They did not provide recommendations for other indices as, like this study, they found that those indices correlated so highly as to not provide unique useful information. Based on our analyses, we concur with Cheung and Rensvold (2002) such that we also recommend reporting CFI, Gamma-hat, and McDonald's NCI. As such, we evaluated the cutoff scores recommended by Cheung and Rensvold by creating cutoff values in AFIs for these indices and plotting the percentage of significant samples in which an LOI was detected (out of 300 replications) for each level of DF for these three AFIs and the LRT. These plots can be seen in Figure 2 .
-----------------------------------------Insert Figure 2 about here ------------------------------------------
1 Note that Cheung and Rensvold report negative values for these indices. In this study, we calculated the AFIs in order to keep AFIs values (generally) positive. We have changed the sign on the recommended cutoff values from Cheung and Rensvold to be consistent with our coding.
As can be seen in Figure 2 , it appears that Cheung and Rensvold suggested a cutoff value for the CFI that is somewhat out of line with those of the other fit indices in that their CFI value is considerably less sensitive to DF than the others. Figure 3 plots these same data, though organizing the results by fit index to allow a better visualization of the effects of sample size. As can be seen in Figure  3 , none of the AFIs were unaffected by sample size. This is to be expected, however, because although the mean of the fit indices may not vary by sample size, their sampling distributions will still be affected (Marsh, Balla, & McDonald, 1988) . In other words, when examining model fit to two models that fit equally well in the population, larger samples will be associated with less variation around the mean AFI than will smaller samples due to less sampling error. Thus, when comparing a constrained and baseline model with a given level of DF, larger sample sizes lead to less variation in the difference between the model AFIs and thus a higher percentage of the 300 replications in which an LOI is deemed significant than with smaller sample sizes.
-----------------------------------------Insert Figure 3 about here ------------------------------------------

DISCUSSION
As recognition of MI as an important psychometric issue grows, an understanding of the methods used to establish the invariance of measures across groups will grow in importance. Organizational researchers working with large samples are at a disadvantage using the LRT as this test is strongly affected by sample size, potentially leading to excessive sensitivity of that test for detecting differences in the psychometric properties of a measure between groups. Researchers dealing with such samples have two options available: Either purposely seek out smaller sample sizes in order to minimize power of rejecting the null hypothesis of no differences between the groups with the LRT, or examine MI using AFIs. Seeking out smaller samples is unlikely to ever be the preferred course of action under basic sampling theory.
Instead, researchers working with large samples are likely to increasingly rely of AFIs to establish MI.
This study sought to expand on the earlier work of Cheung and Rensvold (2002) who examined the performance of many AFIs under the null hypothesis of perfect MI between groups. While their groundbreaking study showed promise, it failed to establish that any of the AFIs are able to detect an LOI when it exists. Thus, our study builds on their earlier work in several important ways. First, we examined the extent to which the AFIs are sensitive to DF. Second, we examined insensitivity to sample size when an LOI exists. Third, we have demonstrated the relationship between several AFIs and many levels of DF for several sample size conditions. Fourth, we evaluate the power (% significant analyses) for the AFIs using Cheung and Rensvold's (2002) recommended cutoff values.
The results of our study largely concur with those of Cheung and Rensvold (2002) in that we found that CFI, Gamma-hat, and McDonald's NCI were among the most promising AFIs in that they were (1) less sensitive to sample size than was chi-square, (2) more sensitive to DF than chi-square, and (3) generally provided non-redundant information with other AFIs. However, we found that Cheung and Rensvold's recommended cutoff values affected the performance of the AFIs for detecting an LOI. In particular, the recommended value for CFI seems excessively large.
For example, when 4 of 16 items showed DF with factor loadings differences of .3, power to detect this difference was below 50% in all sample size conditions with the CFI (see Figure 3) . In contrast, the Gamma-hat, McDonald's NCI, and the LRT all showed power near 100% for sample sizes of 200 and larger for these data.
In this study, the McDonald's NCI of .02 seemed to perform optimally of the four indices.
The LRT and Gamma-hat seemed overly sensitive to small (<.1) differences in factor loadings, whereas the CFI was considerably too insensitive to DF. Thus, using the 'Goldilocks Rule', we recommend using a
McDonald's NCI of .02 in particular to evaluate MI for situations in which the LRT may be over-or under-powered. The best practice, however, would be to report the change in all four fit indices. If all four show significant differences, it is very likely that an LOI exists. If all four show no difference, it is very likely that MI holds across groups. Armed with the results of this study, researchers may then use their judgment regarding MI if some but not all of the AFIs show an LOI depending upon their own research needs.
Limitations and Future Research
As with all simulation studies, this study has several limitations. First, only one factor model was evaluated.
While we trust that Cheung and Rensvold's (2002) findings with regards to the effect of model complexity and misspecification would apply to our data, we did not explicitly test this assumption. Second, while we did evaluate five conditions of sample size, we failed to include extremely large sample sizes (e.g. >5000) as a condition. At these large sample sizes, power to detect an LOI is very high with the LRT, and it may well be that researchers dealing with these large sample sizes may be the most likely to pursue using a AFI to evaluate MI. Third, we simulated data that were somewhat idealized as compared to that simulated by Cheung and Rensvold (2002) . Our factor model was simulated to be 'clean'. In other words, our population model used to derive our sample replications had zero values for crossloadings. While our choice of factor model was no more arbitrary than was Cheung and Rensvold's (2002) , the better fit associated with our model may be less likely to be encountered in practice.
We consider our study to be an initial expansion of earlier work on AFIs for evaluating MI.
Future research needs to address the performance of these indices in identifying an LOI in item intercepts, uniqueness terms, factor variances and covariances, and latent means. Also, the effects of model misspecification and model complexity on AFIs need to be examined under conditions in which MI does not hold. Importantly, a follow-up study that included very large sample sizes would also be valuable.
In sum, it appears that examining AFIs may be a valuable tool for establishing MI. These indices could supplement or replace the LRT for some data conditions. However, further study is needed before widespread implementation should proceed. 
