ABSTRACT We propose a method for improving the classification performance of a classifier, termed the classifier graph, by embedding it in a graph of classifiers. Our graph-based method has the advantage of enabling delicate classification from different levels of interpretation and abstraction. For the problem that thresholds corresponding to different classifiers are correlated and thus have mutual effects on the final performance, we provide a generalization of the receiver operator characteristic curve that properly tunes them jointly to obtain optimal performance. This method is successfully applied to the detection of noise artifacts (glitches) in the gravitational-wave data. We thus obtain an improvement up to 10% on the classification performance compared with that of a single classifier. The methods of this paper provide an effective way to improve the classification performance with multiple classifiers.
I. INTRODUCTION
Gravitational waves (GW) are ''ripples'' in the fabric of space-time caused by some of the most violent and energetic processes in the Universe, e.g., colliding black holes, exploding stars. GW are not electromagnetic radiation. They are a completely different phenomenon, carrying information about cosmic objects and events that is not carried by electromagnetic radiation. Detecting and analyzing the information carried by GW will allow us to observe the Universe in a way never before possible. Over the past decades, capturing these waves from astrophysical and cosmological sources is the goal of the kilometer-scale interferometers: the Laser Interferometer Gravitational-Wave Observatory (LIGO) [1] and VIRGO [2] . By monitoring the main signals of these interferometers, the gravitational wave generally can be detected. The gravitational waves were directly observed for the first time by LIGO on September 14, 2015 [3] , and the discovery was announced on February 11, 2016 . This confirms the major prediction of Albert Einstein's 1915 general theory of relativity and opens an unprecedented new window onto the cosmos.
One of LIGO's main scientific goals is the detection of transient gravitational-wave signals. However, the detection is not trivial as the main signal is usually interfered by noise signals called glitches. Glitches are induced by the detector's environment, noise in the detector subsystem, or a combination thereof, which are in the form of transient perturbations not caused by GW. Therefore, the glitches should be detected in case they are mistaken for the signature of GW [4] . To this end, the LIGO interferometer consists of hundreds of auxiliary sensors to monitor the physical environment, and the readings from these sensors are obtained over auxiliary channels by performing some time-frequency transform. By analyzing information from these auxiliary channels, we can thus distinguish glitches from genuine gravitational-wave signals. This reduces the problem of glitch detection as a binary classification task. Different from the regular classification problem where all types of misclassification errors are deemed equally severe, the classification in gravitationalwave data is a cost-sensitive task where the costs caused by different kinds of errors are not assumed to be equal. Specifically, in our case, as the gravitational-wave signals are so scarce and valuable, the cost of misclassifying them as glitches is required to be within an acceptable threshold. Consequently, the aim of our classification task is to maximize the probability of successfully identifying glitches, meanwhile at a small fixed probability of miscategorizing gravitationalwave signals as glitches. This optimization principle is often referred to as the Neyman-Pearson criteria [6] .
This prediction of glitches from auxiliary channel vectors is the goal of many existing algorithms (see [5] for a list). However, these algorithms typically measure correlations between the gravitational-wave signal and a single auxiliary channel. A less restrictive solution is provided by machine learning algorithms [5] . They can thus be trained to distinguish between auxiliary channel vectors associated with glitches and vectors that are not associated with glitches, as this is a general binary classification task. The large number of dimensions of the vectors (typically 1000 to 2000) and the possibly of non-trivial correlations between auxiliary detectors make this glitch detection problem particularly suited for machine learning algorithms. Though the approach proposed in [5] achieves considerate performance, more effective proposals are still in exploration.
The general method for classification with machine learning algorithms is to apply an off-the-shelf classifier with the given feature vector as input. However, classification methods with an individual classifier are usually not sufficient due to the imperfect of the classifiers. To tackle this problem, ensemble learning systems are proposed to combine a set of classifiers and produce the final decision given the outputs of those learners. A theoretical explanation of its success is that different classifiers offer complementary information about instances to be classified which could be harnessed to improve the performance of the individual classifiers [7] . Generally, a successful ensemble method depends on two components: a set of appropriate classifiers and a combination method. A typical approach is to use a single learning algorithm to operate on different subsets of attributes or instances of the training data (as done in bagging [8] and boosting [9] , [10] , or the random subspace method for constructing decision tree forests [11] ). Another approach is to use different learning algorithms to operate on the same data set. In addition to the classifiers, the combination of the decisions can also be performed in different ways, such as majority voting, class-aligned methods.
Most of the previous ensemble methods for classification generally combine relatively weak classifiers (such as decision stumps), and each classifier only deal with a subset of the data. However, in this work, for the glitch detection problem, we use strong classifiers instead, and the root classifier will handle the full-set data. Specifically, we combine multiple support vector machines (SVMs) into a directed acyclic graph. Input data is given to a classifier at the root of a directed acyclic graph. The root classifier predicts a class that defines which of the child classifiers the data should be passed on to (if any). Data keeps trickling down the graph of classifiers along some path until a classifier assigns a class to it. Intuitively, this method can improve the prediction performance because each classifier partitions its input data space into subsets where the data has a simpler structure. Subsequent classifiers thus become more and more specialized for a simpler and simpler classification task, and they should, therefore, exhibit good prediction performance. This method is flexible enough that it can be used for binary classification despite using multiple classifiers.
For this classifier graph, it is challenging to tune the parameters of different classifiers jointly. We provide a generalization of the Receiver Operating Characteristic (ROC) curve: the ROC patch. The ROC patch allows one to find classifier thresholds that optimize the classification performance of the classifier graph (see Sec. V-C). By using the method and techniques described in this paper, we observe a classification performance improvement of up to 10 % on our glitch detection application. Apart from classification performance, we also boost the efficiency of the training process by improving the LIBSVM.
The rest of this paper is organized as follows: Sec. II presents the background and introduces the problem of glitch detection. The related works are given in Sec. III. Sec. IV describes the classifier graph. Sec. V gives the ROC patch for tuning the classifier graph. The experimental settings and results are presented in Sec. VI. Sec. VII concludes the work.
II. BACKGROUND AND PROBLEM DEFINITION

A. GRAVITATIONAL WAVES AND GLITCHES
Our glitch detection application is a part of the large scientific project: the detection of gravitational waves. They are a major prediction of Einstein's theory of general relativity. This is the goal of the existing LIGO [1] and VIRGO [2] kilometerscale interferometers: a gravitational wave generally changes the relative lengths of different parts of these interferometers. The minute change in length can be detected by monitoring the main signal of the interferometer, which is the intensity of laser light obtained by making two laser beams interfere.
Raw data from the gravitational wave interferometers can often be non-stationary, containing narrow band noise, as well as broadband glitches. The glitches may mimic gravitational waves. Glitches are non-Gaussian and caused by various noise sources including environmental disturbances (seismic, wind, etc) and imperfect instruments (channel saturation, etc.). These glitches are found in the main signal of a gravitational-wave interferometer in the form of transient perturbations. The interferometer signal would only show some well understood stationary noise (seismic noise, thermal noise, etc.), with gravitational waves adding some signal on top of this noise. However, transient physical perturbations like ground vibrations (nearby trains, logging, etc.), electromagnetic radiation (switch turning on, electronic noise, etc.) also influence the interferometer signal. Such perturbations should not be mistaken for the signature of gravitational waves and therefore need to be detected [4] .
B. THE PROBLEM AS A BINARY CLASSIFICATION TASK
We have two categories of data: glitches (Class 1) and ''clean'' data (Class 0). If one was to perform a search for gravitational-wave transient signals, the first category, glitches, would generally be identified as candidate transient events and considered as false alarms. The second category, ''clean'' data, contain only Gaussian detector noise in the gravitational-wave channel. For a true gravitational-wave signal, when it arrives at the detector, it may be identified by the search algorithm as a candidate transient event.
Such candidate gravitational-wave transients, either genuine gravitational-wave transients or glitches, are referred to as transient events and require to be classified.
The solution devised for the LIGO interferometer [1] is to monitor the physical environment of the interferometer with hundreds of auxiliary sensors, and then send their readings over auxiliary channels. The constant flow of data from the auxiliary channels is simplified by a trigger generator, whose role is twofold [5] :
1) It constantly monitors the gravitational-wave signal and triggers when the signal shows some unusual value. 2) It can produce a vector of fixed length that summarizes the readings of all the auxiliary sensors in a given time window. The vector of auxiliary sensor readings is typically obtained by performing some time-frequency transform on each auxiliary channel, and extracting from the peak (if any) found in this transform a few values that represent it: position, shape and intensity [5] thus providing in effect a simplified but the meaningful version of the original signal.
The problem of glitch detection is a binary classification task based on the vector of auxiliary channel readings, that is, we need to identify whether a given transient event is a glitch (Class 1) or a clean sample (Class 0). This binary classification is equivalent to identifying domains for Class 1 events, V 1 , and Class 0 events, V 0 . Due to the different costs of each type of misclassification, our task is therefore a cost-sensitive classification: gravitational-wave detection campaigns at the interferometers cannot afford to veto the gravitational-wave signal too often, for it is better to look in vain for a gravitational wave buried in this signal than to wrongly believe that there is no gravitational wave in it. In fact, since gravitational waves hardly occur, capturing even a single one is important. We thus separate the two classes by maximizing the probability of finding events of Class 1 in V 1 (i.e. detected as many glitches as possible) at some acceptable region of the probability of miscategorizing events from Class 0 in V 1 (essentially accepting some proportion of clean vectors be incorrectly classified as glitches). In other words, the optimizing criterion is the Neyman-Pearson criterion, which requires a maximum probability of detection (i.e. glitch detection efficiency) at a fixed probability of false alarm, which is consistent with previous study [5] .
In [5] , gravitational wave glitches were detected from the readings with a single support vector machine. However, a single binary classifier is generally not perfect: it incorrectly classifies some vectors corresponding to glitches as being clean (false clean), and some vectors corresponding to a clean state of the gravitational-wave signal as glitches (false glitch). Our motivation for developing the graph-based classification method is to improve the performance against that reported in [5] . Following the previous study [5] , we evaluate their performance by computing ROC curves, which is a standard measure for classification algorithms.
III. RELATED WORK
The branching program (or decision tree) classification procedure has been used in different forms in previous works on classification. However, different from our method, such procedures are generally not designed for binary classification, and do not use the classification performance optimization method (i.e., the ROC patch) presented in this paper.
The decision trees of a random forest [20] are similar to our classifier graphs, but they are generally based on much simpler decisions at each node. Trees of classifiers can be used for the multi-class classification, when the hierarchical structure is present in the classes themselves [21] , [22] . Reference [14] gives an overview of such trees of classifiers. The ways that they can be trained are very different from the simple training procedure presented in our work. An example of such a tree of classifiers is presented in [17] for the multiclass classification of emotions. Their idea is that emotions can intuitively be grouped together, and that a classifier can be used to separate such larger classes of emotions, that are later classified in a more refined way by other classifiers. This is a good example of why decision trees of classifiers make sense. The goal of the authors was, like in our application, to obtain a better classification performance. However, they do not use the threshold optimization method that we present in Sec. V-C, which turned out to be crucial in the classification performance improvement that we obtained in our application. Graphs of classifiers have also been used to speed up the classification [23] - [25] .
Beyond these variations in the purpose of combining classifiers in trees, there are differences in the way that the data to classify traverses the graph. For example, in image analysis, it makes sense to pass along an image at different resolutions to different classifiers [24] . In this work, data flowing down the graph keeps unmodified. Our framework also supports data modified along the way. For example, a feature selection node can be added along the way and thus filters out some components from its input.
IV. IMPROVED CLASSIFICATION WITH THE CLASSIFIER GRAPH
In this section, we first describe the general form of the classifier graph devised in this paper, along with how their training and performance evaluation can be performed. We then introduce the application to our specific problem, that is, the detection of gravitational-wave glitches. 
A. CLASSIFICATION WITH THE CLASSIFIER GRAPH
In our classifier graph method, a vector to be classified trickles down a single-root, directed acyclic graph of classifiers, which is depicted in Fig. 1 . At a given classifier node, the classifier first calculates the class of its input data and then makes a decision based on the result: it either passes the vector to another classifier along with the graph, or declares that its predicted class is the final prediction of the model. In this way, classifiers are actually organized as a branching program [13] , where decisions are made at each node of the graph. In the specific case of a tree-like graph, this graph of classifiers is a decision tree. Intuitively, such a structure can improve the performance of a single classifier by splitting the input space into subsets with a simpler class structure. For this method, it is challenging to train it and tune it, which will be presented in Sec. V. Specifically, for applications that use binary classifiers based on a threshold between the two classes, we describe how to optimize this threshold.
A slightly more general structure consists in allowing the vectors that trickle down the graph to be transformed along the way. For example, feature selection can be applied on the data leaving some of the classifiers. Obviously, this must be done in a consistent way. For example, in Fig. 1 , Classifier 3 must typically receive vectors of the same dimension from both Classifier 1 and Classifier 2, if data transformation nodes are inserted in their edges leading to Classifier 3. We choose to represent the final predictions of the graph by its leaves, as shown in Fig. 1 : input data ends up in one of these leaves, which defines what class the graph predicts for it. In the literature, classifier graphs are not necessarily represented with such class leaves (see, e.g., [14] ).
B. GRAPH CONSTRUCTION
The classifiers in the graph can be selected from a wide range, from a light mathematical calculation to heavy classifiers like a neural network, a random forest or a support vector machine [15] , [16] . It is also possible to mix and match such classifiers. The structure of the graph is defined by the user, which can be done based on general principles, such as the idea that the root classifier only does its best to guess the correct classes, and that the classification of input vectors in the class subsets will likely be simpler than the initial classification in the full input space. The graph can also be defined based on a known hierarchy between the final classes [14] , [17] , [18] . An example is the grouping of emotions like anger, happiness between positive emotions and negative ones, which can be performed by the root classifier.
Since a single classifier is the simplest possible classifier graph, the best-performing graph cannot give a lower classification performance than a single classifier. In other words, classifier graphs are a generalization of single classifiers, that offers an opportunity for reaching a better classification performance.
C. OUR SPECIFIC CLASSIFIER GRAPH
Since our goal is to optimize the probability of glitch detection (true positives) at some low false alarm rate (false positives), we decide that the root of our classifier graph is used for detecting glitches that are easier to distinguish, while the glitches that are more difficult to detect are predicted as clean samples temporarily in this step and given to the second classifier. With the second classifier, a set of glitches are further separated from clean samples. The resulting classifier graph is the tree depicted in Fig. 2 . Intuitively, though the first and second classifiers are both SVMs, the input data of the second classifier is more difficult to classify than that of the second one as distinct glitch samples have been detected with the first classifier. SVMs are chose as the building blocks of our classifier graph due to their superior classification performance in a wide range of applications. They are not only able to perform simple linear classification but also can efficiently perform a non-linear classification using what is called the kernel trick by mapping their input into highdimensional feature spaces.
D. TRAINING METHOD
To achieve the expected classification performance, the classifiers in the classifier graph must be delicately trained. The proposed classifier graph gives a lot of freedom to users: they can generally choose some training procedure that fits their 7978 VOLUME 5, 2017 FIGURE 2. Classifier graph used for detecting gravitational-wave glitches. Vectors representing the physical readings from multiple auxiliary channels (seismometers, etc.) trickle down the tree until they are classified either as signaling glitches in the interferometer signal (''G'') or clean samples (''C''): final predictions are in blue.
needs best, in a way much like what is done with hierarchies of classes in [14] . However, there are still some general guidelines for the training procedure, and one of which is that the training is required to be conducted in a topological order. Specifically, the root classifier is trained first, and the child classifiers are then trained one by one. The reason is that the input space of each classifier is defined by the output of the preceding classifiers, and this procedure ensures that the parameters of the previous classifiers are completely defined. One can think of them as being progressively added to the graph during the graph training. As the graph grows, its current classifiers define the training, evaluation, and test data to be used for the following classifiers.
A natural procedure for setting the training data consists of taking the training data used for the root classifier, and make it trickle down to the classifier to be trained. In general, some of the input data is usually reserved for evaluating the performance of the hyperparameters. In addition, users also need to hold out some of the data for testing the generalization performance of the final classifier graph. Thus, we select the subsets of the training data that each classifier in the graph must be trained on, and evaluated, or tested with, and these data all trickle down the graph in the same way. Note that as the root classifier must correctly handle all vectors from the input space, its training data should span as much of the input space as possible.
V. TUNING THRESHOLDS FOR THE CLASSIFIER GRAPH
In this section, we describe how to tune the thresholds for multiple classifiers in the graph.
A. TRAINING THRESHOLDS
In the classifier graph, if the root classifier requires a threshold to determine output classes, the threshold has to be set before training the following classifiers. In fact, this threshold defines the following classifiers' input space, i.e., space on which they have to be trained. The other necessary classifier thresholds are set similarly, by following a topological sort of the graph. Note that only non-final classifiers (i.e., classifiers that lead to at least one other classifier) need to have their threshold set during the training, since final classifiers do not send any of their input data to other classifiers (by definition).
Each training threshold can be set according to the user's intention and knowledge of the data. For example, in our application, we choose a root classifier threshold so that its predicted glitches contain only a good fraction of the true glitches, but an acceptable number of false glitches. In this way, it effectively handles glitches that are easy to predict and leaves the glitches that are difficult to detect for the following classifiers. Training thresholds can also, in general, be optimized (for the user's figure of merit) through a search (e.g., a grid search). This corresponds to an optimization in the way that the input data space is split into subsets at each classifier.
B. OPTIMIZATION OF CLASSIFIER THRESHOLDS WITH A ROC CURVE
The training procedure that was just described defines the classifier hyperparameters, and training thresholds (except for final classifiers). If the graph contains binary classifiers that require predetermined thresholds, they have to be tuned so as to optimize the chosen figure of merit.
Our application warrants such a threshold optimization to achieve the best performance for glitch detection. The figure of merit used in our application is the true positive rate at some low false alarm rate [5] , which can be mapped to a ROC curve. This curve is a parametric curve whose parameter is the classifier threshold and shows the true positive rate and the false positive rate at all possible thresholds. The ROC curve is a common way of visualizing the performance of a single classifier with a tunable threshold. However, it is limited to characterizing the performance of a single classifier. In the case of a graph that contains multiple classifiers with thresholds, the ROC curve must be generalized, which will be described in the next subsection.
C. GENERALIZATION OF THE ROC CURVE: THE ROC PATCH
The ROC curve shows all the possible pairs of true positive and false positive rates of a single classifier. To generalize ROC curve for multiple classifiers, we propose the ROC patch to show the true positive and false positive rate pair of values for all the possible combinations of classifier thresholds. Fig. 3 shows an example of the ROC patch of our application.
After calculating the ROC patch, a ROC curve of a graph can, therefore, be obtained, that represents the best true pos-FIGURE 3. Receiver Operating Characteristic (ROC) patch (blue) and curve (red). The ROC patch (in blue) introduced in this paper represents the evaluated false positive and true positive rate pairs for all the possible classifier thresholds of a classifier graph (see Fig. 1 ). We define the ROC curve (in red) of the classifier graph as the best true positive rate at each false positive rate. itive rate attainable at each false positive rate. This curve, therefore, defines the performance that the classifier graph can attain by varying its classifier thresholds. Since it generalizes the ROC curve of a single classifier, we define it as the ROC curve of the graph.
In order to perform predictions, a tuple of classifier thresholds must be determined for the classifier graph. A point of the ROC curve at a certain false positive rate can be reached by a certain set of threshold tuples. Any of these tuples of thresholds can be used for the predictions, in the same way as how a point of the ROC curve of a single classifier is used.
VI. EXPERIMENT
In this section, we first introduce the data and figure of merit for the experiments, and then introduce the specific training procedure. After that, we demonstrate the performance of our proposal.
FIGURE 5.
Performance comparison between multiple gravitational-wave glitch detection methods. In the comparison (a) between a single classifier and our classifier graph (Fig. 2) , the region of interest is the 0.1 %-5 % false glitch rate region, which is used for the hyperparameter optimization. In the full comparison (b), the region of interest is the 0.1 %-1 % false glitch rate region, as in [5] .
A. DATA AND FIGURE OF MERIT
To evaluate the classification performance of our proposal, we use the data during LIGO's sixth science run (S6) at the Livingston (L1) gravitational-wave observatory, which is also used in previous work [5] . Each vector in the data contains 1250 features. The data is highly imbalanced, with 2,832 experimental glitches and 99,869 clean samples. To test the generalization ability of our classifier graph, we further use two sets of data from the Livingston LIGO interferometer, taken during their Engineering Run 5, corresponding to GPS times 1076457616 s-1076685510 s (7,599 glitches and 22,774 clean samples), and to GPS times 1077062416 s-1077235216 s (11,962 glitches and 16,794 clean samples). The data is obtained in the same way as in [5] . The vectors to be classified contain 1,960 coordinates, which is larger than 1250 as additional auxiliary sensors are added recently.
The most relevant measure of any glitch-detection algorithm's performance is its detection efficiency, the fraction of identified glitches at some probability of false alarm. Following the pervious work [5] , the figure of merit to be improved Fig. 2 (data from GPS times 1076457616 s-1076685510 s). The top graph shows the ROC curves based on the whole training and evaluation data, which is a random subset of 1/3 of the available data. The bottom graph shows the ROC curves for a held out testing data set, which is made of the remaining available data: it represents the generalization performance of our classifiers.
upon is the true positive rate at some low false alarm rate, which can be mapped to a specific region under the ROC curve. As the gravitational-wave transients are scarce and valuable, the misclassification percentage for clean samples is required to be in the range [0.1%, 5%], which corresponds to the acceptable percentages of the true gravitational-wave transients falsely labeled as glitches. Another way to interpret this is that the acceptable percentages of clean science data are removed from searches for gravitational waves.
B. TRAINING PROCEDURE
The hyperparameters of our classifier graph (Fig. 2) are obtained by following the general training guidelines described above in Sec. IV-D. Specifically, the figure of merit or a given set of hyperparameters is obtained with a cross-validation procedure. Our data set (with more than 100,000 vectors) is thus first split randomly into p subsets with p = 10. Setting successively each data subset as the hyperparameter evaluation set, we use the remaining p − 1 subsets as training data of an SVM.
A full definition of the root classifier's model also requires defining the threshold between glitches and clean samples. We choose a root classifier threshold of 0, which happens to correspond to the separating hyperplane of the SVM. It gives a false alarm rate of 0.1%, which is acceptable in our application. This threshold is only used for defining the subset of training data that percolates down to the second classifier in Fig. 2 . It is thus applied to each of the p training sets. Once the classifier thresholds are set, the classifier value thus assigned to each vector. After that, the ROC curve is constructed, on which the figure of merit can be optimized.
As in our reference classifier [5] , the kernel of our SVM is the radial basis function
Each machine thus requires setting this function's γ radius hyperparameter, along with the penalty hyperparameter C of the machine [15] . These two parameters are optimized through a grid search, with log 2 γ = −15 . . . 3 and log 2 C = −3 . . . 15, in both cases with integer steps. In order to perform this search faster, we explore the grid by evaluating each set of parameters in parallel (we use computers from the LIGO Grid). The optimal parameters for our data are found to be γ = 2 −7 and C = 2 3 for the first (root) SVM, and γ = 2 −5 and C = 2 1 for the second (bottom) SVM.
The final result of this training is that each of the classifiers in Fig. 2 has a determined set of hyperparameters, and is trained with these parameters. Thus, at this stage, each classifier in the tree can take an input vector and calculate its classification function value. We then compare this value to the threshold and defines whether an input vector signals a glitch or a clean sample.
C. EVALUATION OF THE GRAPH's ROC CURVE
In our application, we have to set the classifier thresholds in order to achieve the low false glitch (i.e. false positive) rate. The chosen thresholds define the performance of the classifier graph. Since our goal is to achieve a better performance than that achieved by a single SVM in [5] , we measure the performance in a similar way, that is, by calculating the ROC curve on the whole available data.
The ROC patch and graph ROC curve techniques described in Sec. V-C are used to obtain the performance of the classifier graph of Fig. 2 , which is shown in Fig. 4 . The results depend on the two classifier thresholds. Fig. 5 (a) compares the performance of the classifier graph with that of the previous work with a single SVM [5] . We can observe that the glitch detection rate in the region of interest for the false glitch rate (0.1%-5%) is increased by up to 10% (relative). Artificial Neural Networks (ANN), which are described in [5] . The results also confirm the superiority of our proposal.
D. GENERALIZATION PERFORMANCE
It is common to use the held out testing data (i.e. data not used by the training and hyperparameter setting) to test the ability of the classifier to generalize to previously unseen data. We therefore study the generalization of our classifier graph on the two sets of data from the Engineering Run 5. For each of these two sets, we randomly select a training (and hyperparameter evaluation) subset with 1/3 of the vectors, and test the generalization performance on the remaining 2/3. We do this twice for each data set. Both classifiers are optimized for the 0.1%-5% false glitch rate region, and the results are given in Fig. 6-9 . They show the same trends in improvement as observed in our original problem, that is, in the region of interest (false glitch rate of 0.1 %-5 %), using the graph of SVM classifiers from Fig. 2 markedly increases the glitch detection rate compared to a single SVM.
E. IMPROVEMENT IN EFFICIENCY
For each set of the hyperparameters, the SVMs of Fig. 2 are trained with the LIBSVM library [19] , which incurs long running time. To speed up the training process, we modify LIBSVM's code. Specifically, instead of using the probability output of LIBSVM [19, Sec. 8] as the value assigned to each hyperparameter evaluation vector, we instead assign its distance to the SVM hyperplane (the argument of the sign function sgn in the decision function after [19, eq. 3] ). Consequently, the calculation time required to extract probability estimates from distances can be saved. The evaluation results show that this modification in LIBSVM can speed up the training process by 3 times to 6 times, without hurting the classification performance.
VII. CONCLUSION
This paper proposes a classification framework that can improve the performance of a single classifier, through the combination of multiple classifiers in a single-root, directed acyclic graph. The data to be classified trickles down the graph until their classes are determined by some node in the graph. This classifier graph differs from previous decision tree-like methods in that we use advanced classifiers (e.g., SVM in this paper) rather than simple decisions in the graph to achieve better performance. The graph structure is determined by users according to specific classification scenarios. The intuition behind such a graph is that each classifier is given the simpler task of identifying only a subset of the classes, which is easier than an up-front classification by a single classifier. The method applies to any number of classes. It is challenging to train such a classifier graph, and we thus describe the general training procedure. For applications where the classifier thresholds can be tuned, the performance of the graph can be evaluated through the ROC patch and graph ROC curve introduced in this work. We applied this classifier graph method to the binary classification task of gravitational-wave glitch detection. By using two SVMs, we obtained an up to 10% (relative) performance improvement over a single SVM. These tools provide together a simple and lightweight method for improving the classification performance of a single classifier.
Since our proposed classifier graph is a general framework, potential directions of future works include incorporating other classifiers instead of SVMs, or various kinds of classifiers can be integrated together so as to enjoy the best of each kind. Furthermore, a more general structure can be proposed by allowing the vectors that trickle down the graph to be transformed, e.g., applying feature selection techniques to the data leaving the classifiers. In addition, the computation complexity analysis can be conducted in future work. 
