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Barotropic M2 tidal dynamics are studied in a subsidiary tidal channel in Kyuquot Sound, Canada, a site
proposed for multi-trophic aquaculture. A regional model with no stratiﬁcation or forcing other than the
tide found that the sea level in the subsidiary channel responded in phase with the rest of Kyuquot
Sound, but that the velocity response was almost 180° out of phase. Further, this velocity difference was
strongly dependent on the choice of viscous parameterization in the model. A simple linear analytical
model was developed to explain the simulated changes in terms of the phase lag induced by viscosity,
and allowed a larger parameter regime to be explored. These results suggest that verifying models of
smaller channels using sea level measurements alone is inadequate, and velocity measurements are
necessary.
& 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Kyuquot Sound (see Fig. 1) is located on the northwestern coast
of Vancouver Island. It supports a number of aquaculture facilities
and is home to natural populations of salmon and sableﬁsh as part
of their coastal-offshore life cycles. This study was motivated by
the development and pre-commercial scale testing of a Sustain-
able Ecological Aquaculture (SEA), or Integrated Multi-Trophic
Aquaculture (IMTA), site located in the northwest region of Kyu-
quot Sound (SEA Vision Group; see Fig. 1). Combining species from
different trophic levels, a SEA/IMTA system is designed to intercept
and extract both inorganic and organic wastes. In our case, scal-
lops, oysters, sea cucumbers, and kelp are used to extract wastes
generated from the fed culture species, sableﬁsh (Barrington et al.,
2009). Operational efﬁciencies of a SEA/IMTA system can sig-
niﬁcantly improve from a better understanding of local ocean
circulation. In particular, ﬁne resolution circulation models provide
hydrodynamic information for the SEA/IMTA site to assist in the
assessment and optimization of the system.
Despite the biological importance of the Kyuquot Sound region,
the physical oceanography is poorly studied. Union Island is in theLtd. This is an open access article u
cean Sciences, University of
k@uvic.ca (J.M. Klymak),
ss@uvic.ca (S.F. Cross).middle of Kyuquot Sound, delineating the main Kyuquot Channel
from the shallower and narrower Crowther Channel (Fig. 1). The
length of the main channel is about 30km, its width is about 2 km,
and the average depth is 85 m (ranging from 10 m to more than
250 m, Fig. 2). The channels are narrow, so the Coriolis force is
neglected in this paper. The tidal ﬂow in this system has not been
studied, but the presence of two openings under different tidal
forcing, and the potential for high friction in the constrictions of
Crowther Channel make predicting the ﬂow at the aquaculture site
challenging. Below we show that the friction in the smaller
Crowther Channel drives the velocity to be almost 90° out of phase
with the elevation forcing.
Flows with friction have been extensively studied theoretically
and through ﬁeld/laboratory experiments and numerical models.
The tides can be described as a standing wave in a frictionless
rectangular channel (Freeland and Farmer, 1980), where the phase
of the currents lags the phase of the elevation by 90°. Hunt (1964),
using the Thames River as a case study, pointed out that friction is
the cause of phase differences between currents and sea surface
elevation in fjord-like channels. When friction is present in a
channel, the waves can no longer be considered as a combination
of the incoming and the reﬂective waves with equal amplitude in
opposite directions. Energy is lost through friction, so the ampli-
tudes of an incoming and a reﬂective waves decrease along their
propagation directions (Sverdrup, 1942). The difference between
the current velocity phase and the elevation phase variesnder the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
Fig. 1. (a) Vancouver Island. (b) Kyuquot Sound. (c) close-up near the SEA Vision Group farm site (the black dot at 50 03 N, 127 18 Wo o‵ ‵ ). The island between Kyuquot
Channel and Crowther channel is Union Island, and henceforth, Crowther Channel will be used to refer to both Crowther and Discovery channels.
Fig. 2. Bathymetry of the computational domain and the computational grid of Kyuquot Sound. Numbered red dots indicate the locations of 13 tide gauges whose names are
listed in Table 1. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
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had been many studies on barotropic energy partitions in fjords
(De Young and Pond, 1989; Stacey, 2005), but most only con-
sidered the energetics of the fjord's main channel. This paper is
focused on the circulation and the energy removal in a subsidiary
channel of a fjord system.
This paper examines the barotropic M2 tidal circulation in
Kyuquot Sound and the energy removal in a subsidiary channel
(Crowther Channel). Based on numerical results from a Finite-
Volume Coastal Ocean Model (FVCOM) application for the region
(Section 2), a linear analytical model that describes a two-channel
system is developed. This model re-parameterizes the friction as
Reynolds drag, and explains the relatively constant elevation
phases throughout the main sound. Moreover, it also offers ex-
planations for the difference in velocity phases between a main
(Kyuquot) channel and a subsidiary (Crowther) channel, and var-
iations in velocity phase as we move along the subsidiary channel(Section 3). Finally, we utilize the linear model to explain the non-
linear energetic response in the subsidiary channel, test how the
velocity in the subsidiary channel changes with the different
horizontal viscous parameterizations, and conclude that the
velocities are relatively sensitive to these parameterizations
(Section 4). The conclusions are summarized in Section 5.2. Numerical observations
Given the lack of information about Crowther Channel, we have
begun a hierarchy of modeling studies, starting with a simple
barotropic tidal model that is the focus of this work. The model is
the Finite-Volume Coastal Ocean Model (FVCOM) that was devel-
oped by Chen et al. (2003, 2006), and uses an unstructured grid to
resolve irregular estuarine coastlines. The model is forced with the
M2 tidal elevation and phase speciﬁed at open boundaries and is
D. Wan et al. / Continental Shelf Research 105 (2015) 101–111 103run without stratiﬁcation. While numerical approximation con-
siderations are not the main focus of this paper, Chen et al. (2003)
have provided detailed descriptions of the model parameters re-
quired by FVCOM. Here, we brieﬂy introduce our model setup and
then evaluate the accuracy of the barotropic base model through
comparisons with observations from thirteen tide gauges and one
ADCP current meter. A current phase variation is found along
Crowther Channel, while the phase of the elevation remains the
same.Table 1
M2 elevation amplitudes (cm) and phases (deg) from 13 tide gauges in the com-
putational domain compared with the harmonic analysis results of a 15-day bar-
otropic base model simulation (r20). D (cm) indicates the distance between the two
values (observed and modelled) in complex space.
Stn No. Name Time
series
Model Tide gauge
Length
(days)
Amplitude
(cm)
Phase
(°,
UTC)
Amplitude
(cm)
Phase
(°,
UTC)
D(cm)
M2:
1 Saavedra
Islands
369 99.0 242.0 99.7 240.0 3.6
2 Gold River 365 101.4 241.9 99.2 240.3 3.5
3 Esperanza 88 99.5 242.2 96.6 240.7 3.9
4 Zeballos 365 99.3 242.3 97.6 241.7 2.0
5 Kyuquot 365 96.7 243.6 99.0 241.4 4.4
6 Copp
Island
118 98.2 242.9 98.0 241.0 3.3
7 Fair
Harbour
89 96.7 243.2 98.2 241.5 2.9
8 Bunsby
Island
59 96.7 243.2 97.5 242.2 1.9
9 Winter
Harbour
365 97.5 243.8 100.0 243.5 2.6
10 Hunt
Islets
365 97.4 243.8 101.1 243.6 3.7
11 Port Alice 292 106.2 244.0 105.2 248.4 8.2
12 Coal
Harbour
358 107.9 244.9 104.8 266.5 40.1
13 Cape Scott 86 101.3 242.2 108.1 244.2 7.72.1. Model setup
A large computational domain (Fig. 2) was chosen so that
boundary inaccuracies would be far from the region of interest.
The triangular grid has 55,270 unequally spaced nodes, and 98,144
elements. The horizontal resolution varies from 3 km in the open
ocean to about 10 m near the aquaculture site (Fig. 2). Vertically,
there are 20 non-uniform layers that satisfy a hyperbolic tangent
distribution (Pietrzak et al., 2002). The irregular triangular grid
was generated primarily by Trigrid (Henry and Walters, 1993).
The computational model bathymetry (Fig. 2) was taken from
the Canadian Hydrographic Service single-beam observations and
digital charts. The vertical s-coordinates that FVCOM uses are
beneﬁcial when dealing with irregular variable bottom topography
(Mellor and Blumberg, 1985), but problems can emerge with steep
bathymetry and baroclinic applications. Although the subsequent
presentation is focused on barotropic conditions, a bathymetric
smoothing method based on a volume preserving technique
(Foreman et al., 2012) was employed to avoid these problems with
subsequent baroclinic applications.
2.1.1. Initial conditions and boundary forcing
The barotropic model is started from rest and forced at the
lateral open boundaries with M2 tidal elevations prescribed by
amplitudes and phases that are interpolated from Foreman et al.
(2000). Salinity and temperature are set to constant values and
there is no wind or freshwater forcing.
The surface boundary stress is zero, and the bottom boundary
condition is deﬁned as:
, C u v u , v , 1bx d b b b bby 2 2τ τ( ) = + ( ) ( )
where C 0.0025d= is a user-deﬁned frictional coefﬁcient, u v,b b( )
is the velocity vector in the bottom layer.
2.1.2. Turbulence considerations
The Mellor and Yamada (1982) level-2.5 turbulent closure
scheme (MY2.5) is used for the vertical eddy viscosity para-
meterization, and the Smagorinsky horizontal closure
scheme (Smagorinsky, 1963) and constant coefﬁcient methods are
used for horizontal eddy viscosity terms. In coastal oceans, the
horizontal eddy viscosity coefﬁcient (Am) typically ranges from
0.2 m2/s to 100 m2/s (Denniss and Middleton, 1994). In the base
run (r20), a value of Am¼20 m2/s is used as the constant horizontal
eddy coefﬁcient as it produces velocities comparable to those
observed in the region of interest (see Section 2.2.1). The probable
reason for this relatively large Am is that the main energy loss from
the rapidly changing channel width in the subsidiary channel
[(c) in Fig. 1] causes more turbulence at subgrid scales. To resolve
the subgrid scale processes, a higher viscosity is needed. Two
other model runs, which are introduced later in this paper, are
conducted using Smagorinsky parameterizations in order to study
the sensitivity to the magnitude of the lateral mixing parameters.
In the Smagorinsky parameterization scheme, the horizontal dif-
fusion for momentum is given as:⎜ ⎟⎛⎝
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where C is a user deﬁned constant parameter, and uΩ is the area
of an individual element. So Am varies with element sizes and
velocities throughout the computational domain. The particular
Smagorinsky C values used in other runs are 5.0 (r21), which pro-
duces a comparable Am in Kyuquot Sound as the base run (r20), and
1.0 (r23), which is arbitrarily decreased by a factor of 5 from r21 to
explore in the parameter space. The results will be discussed in
Section 4.
2.2. Barotropic base model results of Kyuquot Sound
The response of Kyuquot Sound to barotropic tidal forcing is
examined in this section. Special attention is given to Kyuquot
Channel and Crowther Channel where different current features
imply different hydrodynamics. The currents behave as standing
waves in the Kyuquot Channel (the main channel); an along-
channel velocity phase variation is found in the Crowther Channel
(the subsidiary channel), and the currents in the channel present a
combination of standing wave and progressive wave features.
2.2.1. Model validation
A ﬁrst check of the model accuracy is provided by examining
elevation phases and amplitudes for the major semi-diurnal tidal
constituent M2. There have been 13 tide gauges deployed at various
times along the northwest coast of Vancouver Island (Fig. 2), whose
tidal records have been harmonically analyzed (Foreman 1977, 1978).
The results of this harmonic analysis can be compared against those
from our base run r20. As seen in Table 1, except for gauges 11, 12 and
13, the complex distances [D abs e ecm obs i mod i. obs modη η( ) = ( − )θ θ ,
where obs.η ( mod.η ) and obs.θ ( mod.θ ) are the observed (modelled)
elevation amplitude and phase, respectively] between observed
and modelled results are all less than or equal to 5.0 cm for M2.
Fig. 3. Crowther Channel ADCP location, and the vertically averaged M2 amplitude and phase from the numerical model (r20).
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include both baroclinic effects and nonlinear interactions from other
neglected constituents. The likely reason for the larger discrepancies at
gauges 11 and 12 is insufﬁcient spatial resolution, while the larger
discrepancy at Cape Scott (gauge 13) is likely due to its proximity to
the boundary. Nevertheless, the relatively large discrepancies at these
three locations do not affect our location of interest (Kyuquot Sound),
where the complex distances (D) are seen to be less than 4.5 cm at
gauges 4, 5 and 6.
A short period of ADCP observation data is used to provide
some conﬁdence in the model currents. A bottom mounted
1200 kHz ADCP was deployed on Feb 22, 2011 in Crowther
Channel, and though it was planned to be recording for 3 months
(see Fig. 3 for its location), it was knocked over by the high cur-
rents arising from the Japanese Tsunami generated on March 11th,
2011 (the total record length is 17 days). Tidal harmonic analyses
of the vertically averaged ADCP currents show essentiallyFig. 4. Sea surface elevation and current velocity phase and amplitude in Kyuquot Sorectilinear ﬂows with an M2 amplitude of 7.0 cm/s, and a phase of
135°. The current amplitude is in agreement with the barotropic
base model results (6-8 cm/s; see Fig. 3) in elements near the
ADCP location, however, the phase is about 30° (1 h) bigger than
the modelled results. As the modelled velocity phase varies over
180° (6 h) from one end to the other of the channel, the 30° dis-
crepancy may simply arise from not accurately choosing the ver-
tical or horizontal eddy viscosity coefﬁcients.
2.2.2. Tidal current response
Tides in an enclosed frictionless channel can be most easily
understood as standing waves where all the elevations go up and
down together and the phase of the current velocity lags the
elevation by 90° (Freeland and Farmer, 1980). Harmonic analysis of
the model time series shows that M2 tidal elevations are basically
in phase (within 1°) everywhere in Kyuquot Sound with a slightly
later phase towards the head of the inlet. The M2 tidal elevationund (r20 model results). Note the different color scales used in the top two plots.
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compared to the mouths, owing to weak tidal resonance (Fig. 4);
The M2 tidal current velocities are also in phase in the Kyuquot
Channel (ranging between 150° and 160°, see Fig. 4) and the cur-
rent velocity phase lags the elevation by approximately 90° (155°
versus 242°). This 90° phase lag suggests that the barotropic tide
behaves like a standing wave in the Kyuquot Channel, so little
energy is lost in the channel.
The barotropic tides are a combination of progressive and
standing waves in the subsidiary Crowther Channel. While the
elevation phase remains approximately constant (Fig. 4), the tidal
current velocity phase decreases from the ocean entrance to the
east along Crowther Channel (Fig. 4). This is inconsistent with a
standing wave, suggesting that energy is lost in the subsidiary
channel.3. A linear analytical two-channel model
In this section, we formulate a two-channel 1D model, and then
use it to compare with and explain the numerical observations.3.1. Model formulation and assumptions
A two-channel 1D model is proposed to explain the Kyuquot
Sound system: a main channel that represents Kyuquot Channel
[AB in Fig. 5], and a subsidiary channel that represents Crowther
Channel [CO in Fig. 5(b)]. Points A and C are the ocean ends of the
main and subsidiary channels, respectively; O is the join point of
the two channels, and B is the shore end of the main channel. The
approximate average depths of Kyuquot Channel and Crowther
Channel are 85 m (H¼85 m) and 30 m (h¼30 m), respectively.
The governing equations for the current u x t,( ) and the sea
surface elevation x t,η ( ) are the linearized 1D continuity equation
and the linearized momentum equation:
u
x H t
1
0 3
η∂
∂
+ ∂
∂
= ( )Fig. 5. The two-channel system conﬁguration. AB is the main channel and CO is the
subsidiary channel (joining the main channel at point O). The positive current di-
rections are deﬁned from A to B in the main channel, and from C to O in the
subsidiary channel. A and C are the ocean mouths. The length dimensions are taken
from the actual lengths of the channels.u
t
g
x
u 0 4
η λ∂
∂
+ ∂
∂
+ = ( )
where H is the ﬂat bottom depth, g is the gravitational accel-
eration, and λ is a linear frictional coefﬁcient. It should be noted
that the frictional coefﬁcient λ represents all forms of friction,
including bottom and horizontal friction.3.2. Results
3.2.1. Dispersion relation
We assume that solutions for the time and space dependent
current velocity (u) and the sea surface elevation (η) are:
u u e 5o i t kx= ( )ω( − )
e 6o i t kxη η= ( )ω( − )
where uo is the amplitude of the tidal current velocity, oη is the
amplitude of the tidal elevation, ω is the frequency of the M2 tidal
constituent, and k is the wavenumber.
Substituting u and η into the continuity and momentum
equations and insisting on a nontrivial solution, we get the fol-
lowing dispersion relationship:
k k e 7r i k= ± ( )± ϕ
where kr gH
2 2
1
4( )ω λ= +ω , and tank 12 1ϕ = (− )λω− . Note that if
0λ = (no friction), k is a real number, and the dispersion relation
simply becomes the shallow water relationship k
gH
=± ω± . We de-
ﬁne k k= + for the rest of the paper.
3.2.2. Analytic model solutions
In the main channel, solutions of the time and space dependent
sea surface elevation x t,η ( ) and tidal current velocity u x t,( ) are
assumed to be a combination of incoming and reﬂected waves:
u x t u e u e, 8i t kx i t kx0 0( )= + ( )ω ω( − ) ′ ( + )
x t e e, 9i t kx i t kx0 0η η η( )= + ( )ω ω( − ) ′ ( + )
where uo and uo′ are the amplitudes of the tidal current tra-
velling from A to B and from B to A, respectively; oη and oη ′ are the
amplitudes of the tidal elevation travelling from A to B and from B
to A, respectively.
Boundary conditions that are prescribed at A x 0( = ), and
B x L( = ) are:
u L t, 0 10( )= ( )
t e0, 11A i tη η( ) = ( )ω
where Aη is the elevation amplitude at A.
We then obtain the general solutions for u x t,( ) and x t,η ( ):
⎛
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Given the dimension of the settings and if
kL0, we have 0.14 1λ = = ≪ , then we can approximate the solu-
tions as
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⎞
⎠u x t kH kx t, sin cos 2 14Aη
ω ω π( ) = ( ) − ( )
x t kx t, cos cos 15Aη η ω( ) = ( ) ( ) ( )
As λ goes to 0 (k kr= ), there is no energy loss in the system, and
the current velocity phase lags the elevation by 90° in agreement
with the standing wave approximation in a frictionless enclosed
channel. Also, when λ increases from 0, an x-dependent phase
change arises in η and u.
In the side channel, we assume the same solution format as for
the main channel:
u x t u e u e, 16i t k x i t k x1 10 101 1( ) = + ′ ( )( ) ( )ω ω− +
x t e e, 17i t k x i t k x1 10 101 1η η η( ) = + ( )( ) ( )ω ω− +′
where u10 and u10′ are the amplitudes of the tidal current tra-
velling from C to O and from O to C, respectively; 10η and 10η ′ are the
amplitudes of the tidal elevation travelling from C to O and from O
to C, respectively. k i
gh1 1
ω λ= −ω is the wave number and 1λ is
the frictional coefﬁcient in the subsidiary channel.
Boundary conditions are deﬁned by the sea surface elevations
at two ends of the side channel. The elevation solution at O (x l,=
where the subsidiary channel joins the main channel) that we
obtained from the main channel provides the ﬁrst boundary
condition, and we prescribe the elevation amplitude and phase at
the seaward end (C) of the subsidiary channel as our second
boundary condition.
t e0, 18C
i t
1
η η( ) = ( )ω α( − )
l t l t, , 191η η( ) = ( ) ( )
It is shown in Fig. 4 that the sea surface elevation is continuous
everywhere in the sound, including at the juncture point O. The
second boundary condition (Eq. 19) says that sea surface elevation
continuity must be maintained. The subsidiary channel is forced
by the elevations at the two ends of the channel and its dynamics
do not feed back to the main channel. This approximation is rea-
sonable because the volume ﬂux in the subsidiary channel is only
about 3% of the volume ﬂux of the main channel (Fig. 6), as cal-
culated from our numerical base run. This same run shows that
the currents in the subsidiary channel enter from the main
channel at O and the energy is propagating westward from O to CFig. 6. Volume ﬂuxes in the main and the subsidiary channel taken from transects
close to the juncture point O (r20).while getting dissipated. This energy is a small fraction of the
energy in the main channel, and thus can be ignored in our ana-
lytical model.
Note that previously in our main channel, we did not give an
elevation phase at point A, so effectively the phase α here is the
elevation phase difference between the main channel entrance
and the subsidiary channel entrance ( C Aα α α= − ).
The general solutions in the subsidiary channel are then:
⎛
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Following the same simpliﬁcation and approximation method
as in the main channel (namely L and l are much smaller than the
M2 wavelength), and applying the pre-deﬁned dimensions in the
Kyuquot model setup, we have:
⎜ ⎟⎛⎝
⎞
⎠u x t
e
k h
k x t,
2
sin cos
2 22
A C
i
1
1
1( )η η ω ω π( ) = + − ( )
α−
x t
e
k x t,
2
cos cos 23
A C
i
1 1( )η η η ω( ) = + ( ) ( )
α−
Similarly to the main channel, increasing the frictional coefﬁcient
from 0 will cause an x-dependent phase shift in u1 and 1η , and the
elevation phase difference and amplitude difference will also affect
the phases in u1 and 1η . In fact, increasing 1λ is effectively making k1
complex, so the imaginary component of k1 provides a more sig-
niﬁcant x-dependent effect in u1 through k xsin 1( ), and has a much
less effect in 1η . Therefore, if the frictional coefﬁcient is high (e.g., in
the subsidiary channel), we may not see a large phase shift in 1η , but
the along-channel phase change in u1 could be substantial.
3.3. Frictional effects
The effective linear frictional coefﬁcient 1λ in the subsidiary
channel can be determined by measuring the velocity phase dif-
ference along-channel. When an inlet is frictional, kinetic energy
will be lost through frictional processes and cause along-channel
phase variations (Sverdrup, 1942). As discussed previously, given
our dimensions and assumptions, the frictional process affects the
velocity’s phase more signiﬁcantly. In this section, we explain how
the frictional coefﬁcient 1λ is determined.
The velocity phase difference between two transects
(at x 2600 m= and x 6600 m= in Fig. 7) increases as we increase
the frictional coefﬁcient 1λ in the subsidiary channel of our linear
model (see Fig. 8). A few variables are needed to determine the
velocity in the subsidiary channel, speciﬁcally k, , , ,A Cη η α and k1
(in u1 and 1η solutions). ,A Cη η [elevation amplitudes at the Kyuquot
Channel ( 0.9687 mAη = ) and the Crowther Channel
( 0.9675 mCη = ) ocean entrances, respectively] and α (elevation
phase difference 43.89 43.73C Aα α α= − = −° °) are taken from
Fig. 7. Crowther Channel and the locations of T_west (x 2600 m= ) and T_east
(x 6600 m= ).
Fig. 8. M2 velocity phase-difference from T_west to T_east in the linear analytical
model as 1λ increases.
Fig. 9. Velocity phase along Crowther Channel (subsidiary channel) for the nu-
merical model and linear analytical model.
Table 2
Differences in 3 numerical simulations and energy budget results. See Eqn. (2) for
the expression for C=5.0 (r21) provides a generally smaller Am in Crowther Channel
than what is used in r20. The near zero energy terms are calculated for a section of
the subsidiary channel (from T_west to T_east, see Fig. 7) from the last tidal cycle of
each of the simulations. The near 0 energy tendencies (dE/dt) indicate that all three
runs have reached a steady state.
Horizontal viscosity r20 r21 r23
Constant A m s/m 2( ) 20.0
Smagorinsky C 5.0 1.0
Energy terms [kW] [kW] [kW]
dE/dt 0.000 -0.038 0.000
Energy Flux (T_west) 857.564 3828.620 4524.798
Energy Flux (T_east) 866.983 3871.851 4583.148
Flux∇· 9.419 43.231 58.350
Advection 0.001 4.037 9.122
Dissipation (D) 9.420 39.232 49.228
Vert. dissipation 0.014 0.370 0.627
Hor. dissipation 11.096 45.819 24.659
Explicit dissipation (ED) 11.110 46.189 25.286
D ED D/− 18% 18% 49%
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the friction is negligible in the main channel (setting the frictional
coefﬁcient 0λ = ), the wavenumber k is obtained; k1 can be cal-
culated for a given 1λ .
It should be noted that the phase difference is not exactly 0 when
01λ = . This is because we have only prescribed the elevation at two
ends of the subsidiary channel, and thus we effectively allow for a
current velocity separation at the join point.
We can now determine 1λ by matching the phase difference in
the model to the curve in Fig. 8. In the numerical model base run,
it is shown that the velocity phase increases from T_east
(x 6600 m= ) to T_west (x 2600 m= ) by approximately 100°
(T_west and T_east are marked in Fig. 7), suggesting energy enters
Crowther Channel from the east end and dissipates in the channel.
This 100° phase difference corresponds to 0.0018 s1 1λ = − . The
linear drag coefﬁcient 1λ in our 1-D linear model represents all
forms of energy losses, in this case also including the strong lateral
dissipation.
The linear model predicts a phase drop in the along-channel
distance and is in good agreement with the numerical simulation
(Fig. 9). There is a bias of about 20°, likely caused by small in-
accuracies in estimating the elevation at the join point (O). An η
parameter space exploration shows that the solutions in the
channel are very sensitive to the η values prescribed at both ends
of a channel, as will be seen in the next section.4. Sensitivity to viscous parameterization
The dynamics of the subsidiary channel are relatively sensitive
to the choice of viscous parameterization. We explore this here by
running the numerical simulation with different lateral viscosities,
and by exploring the sensitivity in the analytical model. Increasing
the lateral viscosity decreases the dissipation in both the simula-
tion and analytical models because the velocity in the subsidiary
channel is strongly dependent on the dissipation in the channel.
We also test if slight changes in forcing caused by changes in the
rest of the system (i.e., beyond Kyuquot Sound) could cause the
changed velocities, and ﬁnd that although this could be a major
effect, it is not dominant in our system.
4.1. Subsidiary channel energetics in three numerical runs
We ﬁrst carry out three numerical simulations with different
horizontal eddy viscosity parameterizations (Table 2), and ﬁnd
Table 3
Unit area dissipation results and the input variables (numerical model v.s. predic-
tion of linear model). Velocity phase diff is the velocity phase difference between
T_west and T_east, Aη and cη are the M2 elevation amplitudes at A and C, respec-
tively, and α is the M2 elevation phase difference at A and C.
r20 r21 r23
Input variables Velocity phase diff.
ϕ (°)
100 20 30
Aη (m) 0.9687 0.9679 0.9679
cη (m) 0.9675 0.9671 0.9671
c Aα α α= − (°) 0.1636 0.1264 0.1307
Associated s1 1( )λ − in the linear model 0.00180 0.00021 0.00033
Unit Area Dissipation
Rate (W/m2)
modelled 0.0020 0.0085 0.0107
predicted 0.0024 0.0071 0.0058
Velocity amplitude @
T_west (m/s)
modelled 0.0084 0.0175 0.0221
predicted 0.0095 0.0516 0.0363
D. Wan et al. / Continental Shelf Research 105 (2015) 101–111108that when the horizontal eddy viscosity coefﬁcient is reduced, the
dissipation in the subsidiary channel increases. T_west and T_east
are the cross-sections of the subsidiary channel, as shown in Fig. 7.
Along with the coast lines, T_west and T_east cross-sections form
a volume-conﬁned ‘box’, and energy partitions are calculated
within the ‘box’. Also note that the T_west to T_east is the middle
part of the subsidiary channel. The distance between T_west and
T_east is 4000 m, and the length of the subsidiary channel is
6900 m.
Following the energy budget analysis of (Carter et al., 2008),
the vertically averaged energy density equation has the terms:
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The horizontal bar denotes a tidally averaged quantity, D D,x y( )
and (F F,x y ) are the vertical and horizontal dissipative terms, and
A A,x y( )′ ′ is the advection [see Carter et al. (2008) for details]. We
deﬁne the combination of vertical dissipation and horizontal dis-
sipation as the Explicit Dissipation (ED), which is all the dissipa-
tion that we can explicitly account for. If the numerical simulation
has reached a steady state, the ﬁrst term (tendency) should be 0.
Also, the ED term should be comparable to the Dissipation term
calculated from the residual energy divergence if numerical dis-
sipation is small. We have neglected the baroclinic energy term
because there is no stratiﬁcation. However, the velocities are not
completely constant with depth because of boundary layer fric-
tion, so this is only an approximation. We check this approxima-
tion by comparing the total kinetic energy to the kinetic energy
calculated from the depth-mean, and ﬁnd at most a 15% difference,
which is smaller than other uncertainties.
There are a few points in the energy budget results (Table 2)
worth addressing. First, the horizontal dissipation dominates the
explicit dissipation (ED) in each run. Second, there are some dis-
agreements between the Dissipation (D) and Explicit Dissipation
(ED) terms, likely due to increased numerical dissipation as the
eddy viscosity is decreased. Last, the increasing energy ﬂux at
T_west/T_east with decreasing horizontal eddy viscosity coefﬁ-
cient is caused by the increased velocities.
Most interestingly, the decreased viscosity leads to an in-
creased dissipation due to the increased velocities admitted in the
channel. There are two possible causes for the increased velocities,
which we consider below. The ﬁrst is that changing the lateral
viscosity changes the large-scale system, and hence the boundary
conditions change, i.e. the sea-surface elevation at either side of
the channel has different amplitudes and/or phases. The second
possibility is that the increased velocity is simply due to the re-
duced viscosity inside the channel.
The analytical model is a good tool to answer these questions,
but ﬁrst we determine if it is able to reproduce the observed
changes in dissipation. We follow these steps to reproduce the
dissipation with our linear model (all the values mentioned below
are listed in Table 3): First we compute ,A Cη η (elevation amplitude
at A and C) and α (elevation phase difference between A and C)
from each of the numerical simulations and use that to force the
analytical model. We then vary the friction coefﬁcient in theanalytical model ( 1λ ) until the appropriate phase drop between
T_west and T_east is found and use that as the Reynolds drag in
the analytical model. We then compare the average dissipation per
unit surface area in the analytical model
u h dx x x, 2600 m, 6600 m
dx x
x1
1 1
2
1 2
1
2( )∫ λ = = averaged over one
tidal cycle and compare to the dissipation per unit surface area
from each simulation by dividing the Dissipation (D) terms by the
associated area (4.6 10 m6 2× ) between T_west and T_east.
The averaged dissipation rates predicted by the analytic model
are in good agreement with the ones calculated from the numer-
ical model (up to 80%; Table 3) for r20 and r21, but in poorer
agreement for r23 (factor of 2). The poorer agreement for r23 is
likely caused by numerical dissipation.
The velocity amplitude at T_west predicted by the linear model
agrees well with the higher friction coefﬁcient case (r20), but
poorly for those two cases with lower friction coefﬁcients (r21 and
r23). Moreover, the velocity amplitude at T_west increases sig-
niﬁcantly (doubled from r20 to r21) as the friction coefﬁcient de-
creases. The poorer agreements in velocities are likely due to the
relatively high sensitivity to the friction in the low friction cases, as
will be discussed below.
Note that the boundary forcing Aη and cη are almost the same
between the runs, within less than 1 mm in amplitude and have a
very small phase difference. Furthermore, although not shown
here, the rms (root mean square) of the cross-sectional energy ﬂux
in the main channel only varied within 1% of each other during the
three runs, but the rms ﬂuxes within the subsidiary channel in-
creased 5 and 6 times (r21 and r23, respectively), relative to that for
r20. The fact that the boundary forcing Aη and Cη are almost iden-
tical in these three runs, as well as the fact that the main channel
dynamics have hardly changed, suggests that the overall dynamics
are unlikely to be the cause of the large dissipation differences of
the three runs in the subsidiary channel. However, now that we
have some conﬁdence in the analytical model we can test this
boundary forcing sensitivity easily.
4.2. Uncertainty quantiﬁcation
Here we show that a relatively large difference in the complex
amplitude forcing between A and C is needed to signiﬁcantly alter
the dissipation in the channel. The required differences are small
compared to the different forcing in the numerical simulations,
but they are not small relative to observational capabilities, and
therefore conclusions drawn from pressure gauge records should
be treated with care.
Fig. 10. Dissipation and velocity variations with different ηΔ . Two scenarios are plotted here: i) the low friction coefﬁcient case ( 0.2 10 s1 3 1λ = × − − ), which is associated with
r21 and r23, and ii) the medium-high friction ( 1.8 10 s1 3 1λ = × − − ), which is associated with r20. The unit area dissipation and the velocity are evaluated for each
m0.9675Cη η( ± Δ ) in both the low and high friction coefﬁcient cases. Also note that the dissipation and the velocity curves are symmetric around 0.008 mηΔ = , at which ηΔ
the elevation amplitudes at C and O (the two ends of the subsidiary channel) are the same (0.9687 m), and therefore the dynamic response is symmetric around that point.
Table 4
Uncertainties in the linear model predicted unit area dissipation and the velocity, in
relation to a 10o error in ϕ (the velocity phase-difference).
Vel. Phase-diff oϕ ϕ± Δ ( ) 100 10± 25 10±
s1 1( )λ − 0.0019 0.0004 20%± ( ) 0.0003 0.0001 33%± ( )
Unit area dissipation (W/m2) 0.0024 0.0001 4%± ( ) 0.0067 0.0014 21%± ( )
Velocity @ T_west (m/s) 0.0095 0.0016 17%± ( ) 0.046 0.013 28%± ( )
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We conduct the sensitivity study by assuming 0α = (no ele-
vation phase difference between A and C), 0.9687 mAη = (same as
in r20), and m0.9675Cη η= ± Δ (same Cη in r20 with uncertainty ηΔ )
to examine the sensitivity of the dissipation and the velocity to ηΔ .
We test this with a low and high value of 1λ ¼ 0.2 10 s3 1× − − and
1.8 10 s3 1× − − , respectively. In the low-friction case (blue line in
Fig. 10), a 2 mm± difference (indicated by the black vertical dashed
lines) in ηΔ could result in a 50% difference in dissipation
(0.0080 0.0040± W/m2), and a 20% difference in velocity
(0.056 0.012 m/s± ). Conversely, in the high frictional coefﬁcient
case (red line in Fig. 10), a 2 mm± difference in ηΔ only corres-
ponds to a 20% uncertainty in dissipation (0.0028 0.0006± W/m2),
and 10% in velocity (0.009 0.001 m/s± ).
4.2.2. ϕΔ Sensitivity test
A phase difference in the forcing between A and C, ,ϕ can also
change the dissipation and velocities in the channel. The linear
model estimated quantities have 20–30% uncertainties in relation
to a 10o difference in ϕ in the low 1λ case (Fig. 11), as compared to
those of the high 1λ case (0–20%). Imposing a 10o difference in ϕ
with r20 elevation boundary conditions and subsequently ﬁnding 1λ
with uncertainties, the unit area dissipation and velocities along
with their uncertainties are evaluated for each 1λ in both lowFig. 11. Variations in the linear model estimated frictional coefﬁcient 1λ , unit area dissipa
high frictional coefﬁcient case 100oϕ = [blue (darker) line] and ii) the low frictional coe
uncertainty in each of the estimators we expect in relation to a 10o± error in ϕ. (For inter
web version of this article.)( 25oϕ = , red line in Fig. 11) and high ( 100oϕ = , blue line in Fig. 11)
frictional coefﬁcient cases. It is clearly shown that in Table 4 with
10oϕΔ = , the uncertainties in the low frictional coefﬁcient case are
generally 10% larger than the high-friction case.4.3. Sensitivity to viscosity
From the linear model, we saw that both the elevation
boundary forcing and the drag coefﬁcient can change the dy-
namics in the subsidiary channel. However, given the relatively
small range of the elevation boundary forcing in the three simu-
lations, the increased dissipation we found in the numerical si-
mulations is caused by the different drag coefﬁcients.tion, and the velocity amplitude with different ϕΔ . Two cases are plotted here: i) the
fﬁcient case 25oϕ = [red (lighter) line]. The black dashed lines indicate how much
pretation of the references to color in this ﬁgure legend, the reader is referred to the
a b
Fig. 12. Variations in (a) unit area dissipation and (b) velocity amplitude at T_west with different drag coefﬁcients. Three different lines in each plot are generated by
solutions evaluated by different ηA, ηC and α values from each simulation. The corresponding drag coefﬁcients that are calculated from the model results are also labeled on
both plots with vertical dashed lines.
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friction. For low-frictions ( 1 10 s1 3 1λ < × − − ), the dissipation ﬁrst
increases and then decreases rapidly, as 1λ increases from 0. For
higher frictions, the dissipation curve is relatively ﬂat and goes up
slightly after 1.8 10 s1 3 1λ = × − − , suggesting the dissipation is less
sensitive to the change of 1λ within this range (Fig. 12). Velocity
amplitude decreases monotonically with increasing 1λ , and the
slope of the velocity is bigger in the low friction region
( 1 10 s1 3 1λ < × − − ), as compared to higher friction region.
Above, we saw that the velocity amplitude in r21 and r23 were
not well-explained by the analytical model. This is partially caused
by the sharp change in the velocity response at low friction
(Fig. 12b) leading to uncertainties in the estimate of 1λ , and it is
also likely caused by the non-linear viscosity in the simulations.
We tested a range of boundary conditions in the simulations
( , ,A Cη η and α in Table 3) using the analytical model, and all three
curves are almost on top of each other (Fig. 12). This indicates that
these small differences in the elevation boundary conditions are
not big enough to change the velocity or dissipation response as a
function of 1λ in the subsidiary channel.
It should also be noted that although these studies are focused
on the M2 tidal constituent, at the Crowther Channel mooring
(Fig. 3), the diurnal components are important, though not
dominant (the along-channel K1 component amplitude is 6.0 cm/s
versus 7.8 cm/s for M2). Given K1's lower frequency (longer wave-
length), we expect a smaller pressure gradient between the two
ends of the subsidiary channel, and therefore, similar but smaller
velocity and dissipation responses.5. Summary
We have examined the barotropic M2 tidal circulation and its
associated dissipation mechanisms in Kyuquot Sound, located off
northwestern Vancouver Island, Canada. The circulation pattern
presented in the numerical simulation shows different velocity
phases in Crowther Channel (the subsidiary channel) from Kyu-
quot Channel (the main channel). Frictional processes in the sub-
sidiary channel are found to be responsible for the velocity along-
channel phase variation.
A linear analytical 1D model has been formulated to describe a
two-channel system (i.e. one main channel, and one subsidiary
channel), and its predicted unit area dissipation agrees well with
the FVCOM model results, while the velocity estimates have larger
discrepancies when the friction is low. When the friction is low,the velocity is very sensitive to changes in the frictional coefﬁcient.
This is probably why we have poorer velocity agreement in the
low friction cases, although it is also likely caused by the non-
linear nature of the simulated viscosity.
One outstanding problem is balancing the energy budget in the
subsidiary channel. It is clear that the energy budgets presented in
Table 2 do not balance very well, especially for r23. The kinetic
energy equation is a consequence of the momentum equations, so
the discretized kinetic energy equation should be a consequence of
the discretized momentum equations. Because the kinetic energy
equation and the momentum equation are not independently
formed, it is not possible to enforce kinetic energy conservation,
while enforcing momentum conservation in a ﬁnite-volume nu-
merical method (Ferziger and Peric, 2002).
Therefore, it should not be a surprise to have a poorer energy
balance whenwe have a more energetic system (r23). It may also be
necessary to re-formulate the energy budget equation to include
the energy in deviations from depth-averaged quantities. This
might provide a better understanding of energy conservation in
the subsidiary channel and provide a better or more sensible
agreement with the linear analytical model. Nevertheless, this
should not change our primary ﬁndings.
The sensitivity of the velocity in the subsidiary channel to nu-
merical friction is troubling for tuning numerical models of shal-
low channels. Though these models are routinely ground-truthed
against tide gauge observations, our results show these can be in
agreement, but the velocities can vary signiﬁcantly. Hence if tidal
currents are a goal of the modeling effort, there is signiﬁcant value
to collecting current meter records to assess the performance of
the model.
The numerical and the analytical results discussed in this paper
are focused on the unstratiﬁed ﬂow, so another potentially im-
portant source of friction that has not been studied is the internal
wave drag due to stratiﬁed ﬂow over the rough sea-ﬂoor topo-
graphy. This will be the focus of future work, but it seems unlikely
that the overall conclusion about the sensitivity of the subsidiary
channel to friction will change. Rather the sources of the friction
will be more complicated. Given the dominance of lateral stresses
and the relatively shallow water column in Crowther Channel, we
suspect the barotropic forcing is capturing the lowest order
physics.
How the circulation responds to a combination of tidal con-
stituents in baroclinic conditions (with temporal and spatially
varying temperature, salinity, and density ﬁelds) is yet to be in-
vestigated. Most importantly, if we use the linear analytical model
D. Wan et al. / Continental Shelf Research 105 (2015) 101–111 111to predict and describe the real current circulation for navigation
and aquaculture purposes, it needs to have the ability to deal with
stratiﬁed ﬂow and wind stress. Furthermore, we would like to see
if the linear analytical model is sufﬁciently general to be used in
other geographically similar locations (i.e., a primary and a sec-
ondary channel share a non-seaside point), such as Puget Sound,
Strait of Georgia and Juan de Fuca Strait. These results can be
tested either against more numerical models, or ﬁeld observations.
This work has important implications to the development of
new forms of aquaculture, especially those (such as SEA/IMTA
designs) that will rely largely on the ability to delimit ﬂow regime
in and around production facilities. These regional models will
provide valuable support for coastal zone planning (carrying ca-
pacity of aquaculture) as well as for site-speciﬁc design and en-
gineering work that will continue to improve operational efﬁ-
ciencies and organic/inorganic waste mitigation.Acknowledgments
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