We introduce a new definition of a generalized logarithmic module of multiarrangements by uniting those of the logarithmic derivation and the differential modules. This module is realized as a logarithmic derivation module of an arrangement of hyperplanes with a multiplicity consisting of both positive and negative integers. We consider several properties of this module including Saito's criterion and reflexivity. As applications, we prove a shift isomorphism and duality of some Coxeter multiarrangements by using the primitive derivation.
Introduction
Let V be an ℓ-dimensional vector space over the real number field R, {x 1 , . . . , x ℓ } a basis for the dual vector space V * , and S := Sym(V * ) ⊗ R C ≃ C[x 1 , . . . , x ℓ ]. Let Der C (S) denote the S-module of C-linear derivations of S and Ω 1 V the S-module of differential 1-forms, i.e., Der C (S) = ℓ i=1 S · ∂ x i and Ω
V ) is homogeneous of degree p if f i (resp. g i ) is zero or homogeneous of degree p for each i.
A hyperplane arrangement A (or simply an arrangement) is a finite collection of affine hyperplanes in V . If each hyperplane in A contains the origin, we say that A is central. In this article we assume that all arrangements are central unless otherwise specified. A multiplicity m on an arrangement A is a map m : A → Z ≥0 and a pair (A, m) is called a multiarrangement. Multiarrangements were introduced by Ziegler in [17] , and have been shown to illuminate several algebraic and topological problems about simple arrangements. Two important results concerning multiarrangements are the freeness of Coxeter arrangements with (quasi-)constant multiplicities ( [11] , [12] , [16] and [4] ), and the relation with the Hodge filtration ( [14] ). In these results, only multiplicities of positive, or non-negative integers were considered. However, the results in [4] and [1] suggest (at least when we consider Coxeter arrangements) mixing the definitions of the logarithmic derivation and the differential modules by considering a multiplicity with positive and negative integers. Let us explain the background more explicitly.
Let A be a Coxeter arrangement with the Coxeter number h and m : A → {0, 1} a quasi-constant multiplicity. Then, for a multiarrangement (A, 2k ± m) with k ∈ Z >0 , Theorem 10 in [4] gives isomorphisms
and a duality between D(A, 2k + m)(kh) and D(A, 2k − m)(kh) by using Kyoji Saito's primitive derivation D and the affine connection ∇, where, for an S-module M, M(a) is an S-graded module such that its b-degree part M(a) b = M a+b for a, b ∈ Z. For details of D and ∇, see [7] and Section two. Also, the results in [1] shows that, for a braid arrangement A and multiplicity m : A → {+1, 0, −1}, there exists a similar duality between free multiarrangements (A, 2k +m) and (A, 2k −m). Hence it is natural to expect a similar result to that in [4] for a multiplicity m : A → {+1, 0, −1} on an arbitrary Coxeter arrangement A. For that purpose, we need a generalized logarithmic module for such a multiplicity. Our first goal of this article is to define this module for a multiplicity with both positive and negative integer values. Let us begin with a generalized definition of multiplicities.
Definition 0.1
We call a map m : A → Z a multiplicity on A, and (A, m) a multiarrangement. Define A + := {H ∈ A|m(H) > 0}, A − := {H ∈ A|m(H) < 0}, and two polynomials Q + and Q − by
We say that Q + Q − is a "defining function" of a multiarrangement (A, m).
In order to define a logarithmic module, let us introduce some morphisms between localizations of Der C (S) and Ω 1 V (see [7] , [9] and [10] for details). If we fix an inner product I * of V * then the dual isomorphism
. If we agree that I * also denotes the localized identification (Ω 1 V ) (0) → Der C (S) (0) at the ideal (0), then we obtain the following diagram:
Remark 0.3
Since I * is a canonical identification, we can also define an S-module ΩD(A, m), as the submodule of (Ω The aim of this article is to investigate properties of the logarithmic module DΩ(A, m) (Theorems 1.4 and 1.7 for instance), and give an application to Coxeter multiarrangements as the main theorem and a generalization of results in both [4] and [1] . More explicitly, we will give the following shift isomorphism by using the primitive derivation:
Theorem 0.7 Let A be a Coxeter arrangement with the Coxeter number h, m : A → {+1, 0, −1} and k ∈ Z >0 . Then there are S-module isomorphisms as follows:
We prove Theorem 0.7 by constructing explicit isomorphisms in Theorem 2.1. In particular, the generalized duality of Coxeter multiarrangements between D(A, 2k + m)(kh) and D(A, 2k − m)(kh) will be given in Corollary 2.4.
The organization of this article is as follows. In Section one we show some general properties of DΩ(A, m) including Saito's criterion and reflexivity. In Section two we apply the theory of logarithmic modules to Coxeter multiarrangements and prove Theorem 0.7 and the duality.
Generalized logarithmic module of a multiarrangement
In this section we study several properties of a logarithmic module DΩ(A, m) which is introduced in the previous section. Let V be an ℓ-dimensional Euclidean space. Before fixing an inner product, let us consider the following example. 
Then it is easy to show that DΩ(A, m, I * 1 ) is a free S-module with basis
Next, let I * 2 be an inner product on (R 2 ) * defined by
Then it is also easy to show that DΩ(A, m, I * 2 ) is a free S-module with basis
Hence we can see that the S-module structure of DΩ(A, m, I * ) depends on a choice of inner product I * as mentioned in Remark 0.6. 
Then it is easy to prove that DΩ(A, m) is free with a basis
Though two examples above are both free (see Corollary 1.9), it is known that DΩ(A, m) is not free in general when ℓ ≥ 3 (see Example 1.6 for example). Hence we say that (A, m) is free if DΩ(A, m) is a free S-module of rank ℓ. If (A, m) is free then there exists a homogeneous free basis {θ 1 , . . . , θ ℓ } for DΩ(A, m). Then the exponents of a free multiarrangement (A, m) is defined by exp(A, m) := (deg θ 1 , . . . , deg θ ℓ ). Exponents are independent of a choice of a basis. For instance, the multiarrangement in Example 1.2 is free with exponents (−1, 0).
Next let us consider the structure of the module DΩ(A, m), especially its freeness.
Proof. We prove by choosing an orthonormal basis {x 1 , . . . ,
By an appropriate change of orthonormal coordinates, we may
Again we may assume that α H 0 = x 1 . Let us show that the order of the pole of det M(θ 1 , . . . , θ ℓ ) along H 0 is at most m 0 . By definition θ j ∧ dx 1 has no poles along H 0 for all j. In particular, θ j (x i ) is regular along H 0 for j = 1, 2, . . . , ℓ and i = 2, . . . , ℓ. Hence the order of poles of det M(θ 1 , . . . , θ ℓ ) along H 0 is at most m 0 , which shows that det
Now we obtain Saito's criterion for DΩ(A, m).
Theorem 1.4 (Saito's criterion)
For θ 1 , . . . , θ ℓ ∈ DΩ(A, m), the following two conditions are equivalent:
(1) {θ 1 , . . . , θ ℓ } forms a basis for DΩ(A, m).
Proof. First assume that the condition (2) holds. We may assume that
Note that this implies that θ 1 , . . . , θ ℓ are independent over S. By definition, Q − θ i is a regular vector field for each i and det
Let us compute the following (where ∂x = ∂ x 1 ∧ · · · ∧ ∂ x ℓ ):
− g i and {θ 1 , . . . , θ ℓ } forms a basis for DΩ(A, m). Next assume that the condition (1) holds. Put det M(θ 1 , . . . , θ ℓ ) = f Q + Q − for f ∈ S \ {0} (by Lemma 1.3). Let us prove that f ∈ C \ {0}. Take H 0 ∈ A and put |m(H 0 )| = m 0 . We may choose an orthonormal basis {x 1 , . . . ,
or equivalently,
Since H 0 runs over all hyperplanes in A + , it follows that f |Q − . Note that f and Q + have no common factors. Next assume that
Since H 0 runs over all hyperplanes in A − , it follows that f is a non-zero scalar. (1) θ 1 , . . . , θ ℓ are independent over S.
Proof. By Theorem 1.4 it is obvious that (1) and (2) are satisfied if {θ 1 , . . . , θ ℓ } forms a basis. Assume that (1) and (2) (2, 4) or (3, 4) ,
Then it is easy to check that the following four derivations are contained in DΩ(A, m 1 ):
Then Corollary 1.5 shows that (A, m 1 ) is free with a basis {θ 1 , θ 2 , θ 3 , θ 4 } and exp(A, m 1 ) = (0, 1, 0, −1). On the other hand, the multi-braid arrangement [1] , for the multiplicity m 1 corresponds to the bicolor-eliminable graph and the exponents above to the degrees of that graph, but m 2 does not. We will consider the multi-braid arrangement of this type in Theorem 2.5 again. Now we give the duality of logarithmic modules, which is one of the most important results in the arrangement theory. Proof. For a basis {x 1 , . . . , x ℓ } for V * , define an S-bilinear map , :
is not free (see Theorem 2.5). The (non-)freeness of these mult-braid arrangements and the exponents have been expected by the result in
It is easy to check that this pairing is independent of a choice of a basis. Let us prove that this pairing is a non-degenerate perfect pairing. First let us prove that the image of , is contained in S. 
which implies that θ = 0. Next let us prove that A is surjective. Take ϕ ∈ DΩ(A, −m) * and define
shows that ϕ ∈ DΩ(A, m).
Theorem 1.7 is a generalization of the well-known duality between D(A, m)
and Ω 1 (A, m). Hence we can also obtain the following result.
Corollary 1.8
For a multiarrangement (A, m), the module DΩ(A, m) is a reflexive Smodule.
Proof. Immediate from Theorem 1.7.
The following is a direct consequence of Corollary 1.8 and a general results on reflexive modules.
Corollary 1.9
If (A, m) is a multiarrangement in a two-dimensional vector space, then (A, m) is free.
Remark 1.10
We can prove some other results on DΩ(A, m), e.g., the decomposition of a logarithmic module of an arrangement which admits a direct sum decomposition (generalization of Lemma 1.4 
in [2]), or the jumping behavior of a basis of free a multiarrangement and its deletion (generalization of Theorem 0.4 in [3]). We do not give proofs since they are very easy and not used in this article. However, there are still a lot of results for previous multiarrangements which have not yet proved for generalized multiarrangements defined in this article. For instance, the preservation of the freeness under the localization or addition-deletion theorems have not been known yet.

Application to Coxeter multiarrangements
In this section we prove Theorem 0.7 and the duality of Coxeter multiarrangements. For that purpose, we apply the theory above to the freeness of Coxeter multiarrangements as done for quasi-constant multiplicities in [4] , and also done for specific multiplicities on the braid arrangements in [1] . Throughout this section, let V be an ℓ-dimensional Euclidean space, W ⊂ GL(V ) a finite Coxeter group with the Coxeter number h and A = A(W ) the Coxeter arrangement corresponding to W . Consider an action of W onto V, V * , S := Sym * (V * ) ⊗ R C, Der C (S) and Ω 1 V . Then it is known that there exists a W -invariant inner product I * : V * × V * → R (see [10] for example). Let us fix this inner product in this section. Then we can consider the action of W onto DΩ(A, m) since the action of W onto D(A, m) and Ω(A, m) can be identified through the W -invariant inner product I * . Now, let S W be the W -invariant subring of S. Then Chevalley's theorem in [5] shows that S W = C[P 1 , . . . , P ℓ ] with basic invariants P 1 , . . . , P ℓ . It is known that P 1 , . . . , P ℓ are algebraically independent over C and 2 = deg
is unique up to scalars, and called the primitive derivation. The primitive derivation plays a crucial role in the theory of constructing the Hodge filtration and flat structure on Der(S W ) in [7] . Also, recall that the affine connection ∇ :
Then applying D through ∇, several results on free Coxeter multiarrangements have been obtained in [11] , [12] , [14] , [16] and [4] . We give the most recent version of these results through the logarithmic module DΩ(A, m) as follows: 
Note that Theorem 2.1 immediately shows Theorem 0.7. For the proof of Theorem 2.1 we need the following, which is the dual version of Theorem 10 in [4] .
Theorem 2.2
Let A be a Coxeter arrangement and m : A → {0, 1} a quasi-constant multiplicity. Define the morphism
Proof. First note that the definition of Φ k is independent of a choice of coordinates since it is defined without coordinates. Through the identification of Ω 1 V and Der C (S) we often write ∇ ω (resp. ω(f )) instead of ∇ I * (ω) (resp. I * (ω)(f )) for f ∈ S. We prove Theorem 2.2 in three steps. Step 1. Well-definedness of Φ k . First, we prove that the image of Φ k is a regular vector field. Let Q − be the defining polynomial of (A, m) and take a hyperplane H 0 ∈ A such that m(H 0 ) = 1. It suffices to show that
We choose an orthonormal coordinates {x 1 , . . . , x ℓ } in such a way that α H 0 = x 1 and prove that [12] , [16] and [4] ). If we put
be the reflection corresponding to the hyperplane H 0 = {x 1 = 0}. Recall that E k is W -invariant (see [12] and [16] ) and {x 1 , . . . , x ℓ } is an orthonormal basis for V * . Also, since I * is W -invariant, the actions of W onto dx i and ∂ x i are the same. Thus
Thus it suffices to show that ω(f i0 ) is regular along H 0 . However, this is obvious since ω(
Step 2. Injectivity of Φ k . Choose S-independent elements ω 1 , . . . ,
V . Hence Lemma 7 in [4] shows that
Then the same argument as in the proof of Theorem 10 in [4] shows the injectivity of Φ k .
Step 3. Surjectivity of Φ k . First we prove that Φ k is isomorphic when m ≡ 1. Since Ω 1 (A, 1) is free, we can take a basis ω 1 , . . . , ω ℓ for
are S-independent by Steps 1 and 2. Also, ℓ i=1 deg(Φ k (ω i )) = khℓ − |A|, which is equal to the sum of multiplicities H∈A (2k − 1) = |A|(2k − 1) of (A, 2k − 1) (see [16] ). Hence Corollary 1.5 shows that Φ k :
Next consider an arbitrary quasi-constant multiplicity m on A and take θ ∈ D(A, 2k − m). Since D(A, 2k − m) ⊂ D(A, 2k − 1), the previous paragraph implies that there exists a differential 1-form ω ∈ Ω 1 (A, 1) such that
and prove that ω ∈ Ω 1 (A, m). By definitions of the logarithmic modules, it suffices to show that ω is regular along H 0 such that m(H 0 ) = 0. Let us choose a new orthonormal coordinate system {x 1 , . . . , x ℓ } in such a way that H 0 = {x 1 = 0}. Since ω ∈ Ω 1 (A, 1) it holds that ω ∧ dx 1 is regular along x 1 = 0. In other words, if we put ω = ℓ i=1 f i dx i , then f 2 , . . . , f ℓ are regular along x 1 = 0. We prove that f 1 is also regular along
Since the pole order of f 1 along x 1 is at most one, we can see that f 1 is regular along x 1 , which completes the proof.
Proof of Theorem 2.1. When k = 0 there is nothing to prove. Since the proof is the same, we only prove Theorem 2.1 when k > 0. In other words, we prove that 
By using this identification and a canonical isomorphism I * : Ω 1 (A, −m − ) ≃ DΩ(A, m − ), the differential form ω can be expressed as θ/Q − ∈ DΩ(A, m − ) for θ ∈ Der C (S), see the following commutative diagram:
To complete the proof, it suffices to show that ω = θ Q − ∈ DΩ(A, m), or equivalently, θ(α H ) ∈ S ·α H for any H ∈ A + . Take H ∈ A + and put ϕ(α 
Remark 2.6
The results in [7] , [9] and [10] (see also [12] and [16] [13] and [15] that the second row can be extended to the left as a sequence of shift isomorphisms: 
