A combined interior point homotopy continuation method is proposed for solving general multiobjective programming problem. We prove the existence and convergence of a smooth homotopy path from almost any interior initial interior point to a solution of the KKT system under some basic assumptions.
Introduction
In this paper, for any two vectors y y 1 , y 2 , . . . , y n T and z z 1 , z 2 , . . . , z n T in R n , we use the following conventions: y z, iff y i z i , i 1, 2, . . . , n; y < z, iff y i < z i , i 1, 2, . . . , n; y z, iff y i ≤ z i , i 1, 2, . . . , n; y ≤ z, iff y i ≤ z i , y / z, i 1, 2, . . . , n. Among many methods, the weighed sum method is popular and efficient. It transforms the MOP to a single-objective programming 13 :
where λ is the weight vector.
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Recently, Song and Yao 14 generalize the combined homotopy interior point method to the general multi-objective programming problem under the so-called normal cone condition instead of the convexity condition about the feasible set. In that paper, they proved the existence of the homotopy path under the following assumptions:
A 1 Ω 0 is nonempty and bounded; A 2 for all x ∈ Ω, the vectors {∇g i x , i ∈ B x , ∇h j x , j ∈ J} are linearly independent;
In 14 , the combined homotopy method was given as follows:
where
1. However, the solution simply yields λ λ 0 for all t ∈ 0, 1 . That is, λ is fixed. In fact, from the last equation, we have p 1 − t pt − p − t p i 1 λ i t 0. According to this, we know that λ ≡ λ 0 for all of t ∈ 0, 1 . That is, these methods are all solving the single-objective programming problem. In 15 , they present the concept of "positive linear independent" and weaken the assumptions than the ones in 14 . But in order to extend their results to a broader class of nonconvex multi-objective programming problems, we construct a new homotopy equation under generalized quasinorm cone condition in this paper and λ is not fixed in the calculation process.
The paper is organized as follows. In Section 2, we recall some notations and preliminaries results. In Section 3, we construct a new combined homotopy mapping and prove the existence and convergence of a smooth homotopy path from almost any interior initial point to the KKT points of MOP under some assumptions. In Section 4, numerical results are given,which show that the method is feasible and effective.
Some Definitions and Properties
n be an open set, and let ϕ : U → R P be a smooth mapping. If Range ∂ϕ x /∂x R p for all x ∈ ϕ −1 y , then y ∈ R p is a regular value and x ∈ R n is a regular point. The following four basic assumptions are commonly used in this paper: C 1 Ω 0 is nonempty and bounded; C 2 for any x ∈ Ω and t ∈ 0, 1 , there exists map η x and β x , such that {∇g i x , η i x : i ∈ B x } is positive linear independent with respect to ∇h x t β x − ∇h x ;
generalized quasinormal cone condition ; C 4 for any x ∈ Ω, ∇h x T β x is nonsingular.
Remark 2.6. If Ω satisfies the assumptions A 1 -A 3 , then it necessarily satisfies the assumptions C 1 -C 4 .
In fact, if we choose η x ∇g x and β x ∇h x , then it is easy to get the result. Clearly, if Ω satisfies the assumptions C 1 -C 4 , then it does not necessarily satisfies the assumptions A 1 -A 3 .
Main Results
Let x ∈ Ω be a KKT point of MOP; our aim is to find λ, u, z ∈ R p m × R s , such that ∇f x λ ∇g x u ∇h x z 0, 3.1a For a convex multi-objective programming problem, the solution of the MOP can be obtained from the KKT system. And for a nonconvex multi-objective programming problem, it is significant that we can obtain a solution of the KKT system.
To solve the KKT system 3.1a -3.1c , we construct a homotopy equation as follows:
, and t ∈ 0, 1 .
As t 1, the homotopy equation 3.2 becomes
3.3d
By the assumption C 3 , we get z 0, 
We obtain that
That is, 0 is a regular value of H. By parametric form of the Sard theorem, for almost all Proof. Suppose that the conclusion does not hold. Since 0,1 is bounded, there exists a sequence { ω k , t k } ⊂ Γ ω 0 , such that
Theorem 3.2. Let assumptions (C
From the last equality of 3.2 , we have
3.8
Abstract and Applied Analysis 7
If we assume λ k → ∞ k → ∞ , this hypothesis implies
3.9
Since t k → t * , λ k > 0, it follows that the second part in the left-hand side of some equations in 3.8 tends to infinity as k → ∞. But the other two parts are bounded. This is impossible. Thus, the component λ is bounded. 
3.10
Because g x 0 < 0, λ 0 ∈ Λ and by the assumption C 4 , we know that ∂H ω 0 ω 0 , 1 /∂ω is nonsingular. Therefore, the smooth curve Γ ω 0 starts from ω 0 , 1 diffeomorphic to 0, 1 .
Let ω * , t * be a limit point of Γ ω 0 ; only three cases are possible:
c ω * , t * ∈ Ω × R p m × R s × {1}.
Because H ω 0 , ω 0 , 1 0 has a unique solution ω 0 , 1 , the case c will not happen. In case b , because Ω and 0, 1 are bounded sets and by the assumption C 2 , for any x ∈ Ω and t ∈ 0, 1 , there exists map η x and β x such that, {∇g i x , η i x : i ∈ B x } is positive linear independent with respect to ∇h x t β x − ∇h x . From the first equation of 3.2 , we get that the component z of Γ ω 0 is bounded. 
