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In this work, the correspondence between ray (based on geometric optics) and wave
(based on solutions of Maxwell's equations) descriptions in a particular type of optical
microcavities, deformed microdisk cavities, is studied both in cases where it can be
successfully applied and in cases where it fails. For many applications of microcavities,
such as laser resonators, optical modes which have directed far eld emission and long
life-times are desirable. Unfortunately, it is in general dicult to achieve both these
goals simultaneously.
A special deformed microdisk shape that supports long-lived modes with directional
emission is presented in this work. It is a microdisk with an elliptical cross-section and
a wavelength-scale notch at the boundary. The fact that long-lived modes with direc-
tional emission exist here can be understood with a ray model: rays which travel along
the boundary for a long time (corresponding to so-called whispering gallery modes)
eventually are scattered by the notch and reected to the opposite cavity boundary,
which acts like a lens and collimates the rays in the far eld. The predictions of this ray
model agree well with the far eld of the optical modes. Elliptical microdisk cavities with
a notch have been fabricated experimentally by our collaborators in Prof. Dr. Federico
Capasso's group at Harvard, who used them as resonators for quantum cascade lasers;
the ray and wave simulations of the far eld are compared to the measured far elds,
and good agreement is found as well.
Ray models can be expected to fail if the wavelength of cavity modes approaches the
cavity length scale; examples for this failure of ray-wave correspondence are given in this
work. One solution for this problem, which allows one to retain the simplicity of a ray
model, is to extend the ray description by introducing corrections to it which are based
on the wave description; these corrections are the Goos-Hänchen shift (GHS) and the
Fresnel ltering eect. The calculation of such corrections and their inclusion in the ray
description of deformed microdisk cavities is a main point of this work; the results of this
extended ray dynamics are compared to wave calculations and applied to experimentally
measurable quantities such as far eld patterns.
As the results of the extended ray model scale with the ratio of the wavelength corre-
sponding to cavity modes, it can not only be investigated in optical microcavities, but
in microwave cavities as well. This is convenient, because while the electric eld inside
a microcavity can not be measured accurately with current techniques, this can easily
be done in microwave cavities. Such measurements of the GHS in microwave cavities,
which have been performed during a visit to Prof. Dr. Hans-Jürgen Stöckmann's group
at the University of Marburg, are presented in this work. Beams with dierent incoming
angles are generated by superposition of the plane waves produced by microwave anten-
nas; the resulting beams are then reected at the cavity boundary and the GHS can be
measured. The results agree well with numerical calculations.

71. Introduction
Optical microcavities conne light in three dimensions and have sizes ranging from below
1 µm to several hundreds of µm. Light connement can be achieved by two basic
mechanisms. The rst one is total internal reection at the cavity walls; this is used in
three-dimensional (e.g., microspheres [CLB
+
93] and -toroids [IGYM01]) as well as quasi-
two-dimensional (e.g., microcrystals [BIL
+
00] or microdisks [MLS
+
92]) structures. As
microdisk cavities are studied in this thesis, their properties will be reviewed in more
detail in chapter 2. The second connement mechanism is based on multiple Bragg-
reections which create a photonic band gap. This mechanism is used in photonic
crystal defect cavities [PLS
+




Optical microcavities have a variety of applications. They easily can be fabricated by
semiconductor technologies in many dierent shapes and sizes. Microlasers, which use
them as resonators, have advantages over conventional lasers: because the cavity size
is relatively small, the spacing between its optical modes is large, and thus single-mode
lasing can be achieved easily. Furthermore, the rate of spontaneous emission into the
lasing mode to the rate of spontaneous emission into all modes, the so-called β factor
[DJ88, RC94], is modied by the presence of a microcavity, so that it can be near one
[UGA
+
07]. In this case, only a small excitation suces to start lasing, which makes
such devices ecient. Other applications of optical microcavities are sensors [AKF
+
05],
lters [SHKC02], and single-photon devices [MIM
+
00] which may be used for quantum
computing applications or quantum cryptography [CCF
+
10]. Optical microcavities also
oer potential for basic research, such as the study of light-matter interaction in cavities,




09]. One successful type
of optical microcavities are deformed microdisks, quasi-two-dimensional cavities with
non-circular cross-sections which conne light by total internal reection.
One drawback is that for most applications, not only long mode lifetimes (which
optical microcavities generally can provide), but also directed light output from the
cavity is desirable. Achieving this in microdisks in combination with long life times is
still a goal which is actively researched. In order to optimize both directional output and
mode life times, and, perhaps more importantly, in order to gain physical insight into how
these goals are achieved in a particular cavity design, ray-dynamical simulations have
been very successful. In the regime where the mode wavelengths λ are small compared
to the cavity length scale R, one is in the geometric optics limit of wave optics, and can
study the scattering of light rays and the light output because of refraction, which can
predict the output directionality of optical microcavities accurately in many cases (i.e.,
[NS97, WH08, WYY
+
10]). However, as optical microcavities are fabricated with scales
R comparable to the wavelength [SGS+10], it is clear that one is far away from the limit
8 1. Introduction
of geometric optics and ray models are expected to fail. In fact, deviations from ray
predictions have been reported in the past. As one does not want to lose the simplicity
and physical insight of ray models completely, it suggests itself to improve ray models
by introducing corrections derived from the wave description.
The dynamics of light rays trapped by total internal reection inside a microdisk is
equivalent to the dynamics of a classical particle moving in a two-dimensional area bound
by hard walls; such a system is called a billiard in nonlinear dynamics. Billiards often
show a phenomenon called chaos, which manifests itself in a sensitive dependence on ini-
tial conditions. The ray dynamics in a microcavity thus also often is chaotic, and can be
studied using methods from nonlinear dynamics. The mode equation describing optical
modes in microdisk cavities, on the other hand, is equivalent to the time-independent
Schrödinger equation describing the quantum dynamics inside a billiard, which means
that the optical modes of a microdisk cavity may be studied using methods from the
eld of quantum chaos [Stö00, Haa10] (which studies the quantum dynamics of systems
with chaotic classical dynamics) and on the other hand provide systems in which pre-
dictions from quantum chaos may be tested experimentally. This is not unimportant,
as model systems for quantum chaos have been relatively scarce for a long time. One
important question in quantum chaos is the one of quantum-classical correspondence,
i.e., the question of how features of the classical dynamics are reected in the quantum
properties of a system. This corresponds directly to what is called ray-wave correspon-
dence in optical microcavities and is often studied in the so-called semiclassical limit,
which corresponds to the limit of small λ/R in microcavities. With the possibility of
fabricating cavities in many sizes down to the scale of the wavelength, the merits and
limits of semiclassical approximations can be directly investigated. Because optical mi-
crocavities, as opposed to billiards, are inherently open systems, they also provide model
systems for the study of quantum chaos in open systems.
In this thesis, ray-wave correspondence in cavities is investigated both in cases where
it is successful and in cases where it fails. It is the basis of a mechanism for combining
long mode life-times and directional light output in notched elliptical microcavities;
there, the output directionality can be understood well using a ray model, and ray,
wave, and experimental results all agree well. On the other hand, the limits of ray
models are investigated as well; better agreement with wave results is possible farther
into the wave limit if one used an extended ray dynamics including wave corrections.
The application of such an extended ray model to deformed microdisk cavities is the
main result of this thesis. While the predictions of this extended ray model can only be
tested indirectly (for example by looking at far eld emission patterns) in experiments
using optical microcavities, they can be tested in microwave cavities. Such microwave
experiments are presented as well.
Structure of this thesis
This thesis is structured as follows. Chapter 2 introduces deformed microdisk cavities.
The ray dynamics in such systems is equivalent to the dynamics of a classical particle in
9an (open) billiard; the properties of such billiard systems and important results on them
from nonlinear dynamics are reviewed in chapter 3. Optical modes in microcavities are
solutions of a mode equation, the so-called Helmholtz equation, which is discussed in
chapter 4. Chapter 4 also reviews the relation to the eld of quantum chaos and the
relation of wave solutions to the ray description.
Chapter 5 introduces a cavity boundary shape which supports modes with high qual-
ity factors and unidirectional emission. These features are explained by using a ray
model, which shows that the directionality arises from a combination of scattering and
a collimation process similar to the one a lens performs. In chapter 6, the conventional
ray dynamics is extended, so that it includes rst-order wave corrections. These correc-
tions are shown to improve the agreement with wave solutions: they can explain wave
localization (section 6.4), phase-space shifts of periodic orbit positions (section 6.5) and
the formation of periodic orbits which are dierent for clockwise and counterclockwise
propagating rays (section 6.6.1). Measurements of the wave corrections in a microwave
cavity are presented in chapter 7 and shown to agree well with numerical calculations.
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2. Deformed microdisk cavities
In microdisk resonators, light connement is achieved by utilizing total internal reec-
tion (TIR) at a dielectric interface  light hitting this interface with an angle larger
than the critical angle for total internal reection will be conned inside the dielectric
material, whereas light hitting the interface with a lower angle will be refracted out.
Such resonators are often realized as planar microdisk resonators (not necessarily with
a circular cross-section) and are discussed in the following. The light is conned both
vertically and in the disk plane, as sketched in Fig. 2.1; emission mainly takes place
in the disk plane. Light conned by TIR can only leak out of the cavity evanescently,
which leads to long life-times of optical modes.





98, KKPV06] (with semiconductor quantum wells or quantum dots as a gain
medium for laser applications), as cavities made of polymers with dyes as a gain medium
[KJD
+
95, FSVY97, LLHZ06], or as liquid jets of ethanol which are ejected from a non-
circular hole [YML
+
06] (which are not very practical for applications but nice as model
systems as the deformation can be precisely tuned). Semiconductor microdisks are
typically fabricated by lithographic techniques, which allow for precise control of both
the boundary shape and the cavity size. Figure 2.2 shows a typical example of a deformed
microdisk in both a top-view (showing the deformed boundary shape) and a side-view
(showing the pedestal on which the cavity stands). This cavity is described in [SFL
+
09].
The radius is ≈ 2µm, and the vertical extension is about 0.2 µm  the cavity can thus be
approximated as a two-dimensional object (the validity of this assumption is discussed in
section 4.1). Refractive indices for semiconductor materials are ≈ 3 (i.e. 3.3 for GaAs);
polymers have refractive indices around 1.5, and the value for ethanol used in liquid jets
is around 1.3.
If the boundary shape of a dielectric microdisk is given, the refractive index of the
material inside it denes the optical properties. While it is assumed to be piecewise
constant, it may depend on the mode wavelength; light amplication (gain) can be de-
scribed by introducing a complex refractive index. Its imaginary part then describes gain
(or losses, if it is positive). Recently, modes for cavities with negative refraction [Ves68]
have been calculated as well [WUS
+
10a]. Throughout this thesis, positive refraction
without gain or loss (i.e. a real, positive refractive index) will usually be assumed.
The frequencies ω of optical modes are complex numbers (see section 4.1). The wave-
length λ is then given by λ = 2pic/Reω (this is the vacuum wavelength; the wavelength
in the cavity material is given by λ′ = λ/n if n is the refractive index). Instead, the
wave vector k = ω/c (also a complex number) can be used. The imaginary part of ω
is related to the life-time τ of a mode by τ = −1/Imω/2. Both the wavelength λ and
the wave number k are often scaled to a typical cavity length scale R (i.e. the radius






Figure 2.1.: Light connement in a microdisk resonator with refractive index n2. If the
light is not conned by TIR, part of it can be refracted out to the region
with refractive index n1 < n2.
Figure 2.2.: Example of a semiconductor deformed microdisk (made of GaAs). (a) Top
view. (b) Side view. The scale bar is 2 µm in both cases (Picture courtesy
of H. Cao).
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Figure 2.3.: Left panel: example of a whispering-gallery mode in a microdisk with
circular cross-section. Right panel: corresponding light ray.
of a circular cavity). This use of λ/R or the so-called size parameter kR allows for
comparison between the properties of cavities with dierent sizes. Here, mostly kR will
be used to characterize modes, but in chapter 7, the frequency ν = ω/2pi will be used
as well.
One important parameter for a cavity mode is the so-called quality factor (or Q factor)
Q. Q is dened as the ratio between the light intensity inside the cavity and the energy
ow out of the cavity, multiplied by the mode frequency. One nds
Q = Reωτ = − Reω
2 Imω
= − Re kR
2 Im kR
. (2.1)
The life-time τ of a mode is inversely proportional to the mode line-width∆ω = −2Imω;
one can thus also write Q = ω/∆ω. Another parameter is the free spectral range, the
spacing between mode frequencies; usually, this spacing is not constant, but depends on
the frequency range one considers. The free spectral range is large for small cavities,
which is desirable because it makes single-mode lasing easy to achieve.
In one wants to use a microdisk as a resonator for a laser, one needs a cavity which
supports modes with high Q factors. On the other hand, most laser applications require
directed light output; thus, an optical microdisk is most useful for applications if is
supports high-Q modes which have directional emission. Unfortunately, in many cases
there is a trade-o between the two properties: if one enhances the output directionality
of a disk by variation of some parameter, the Q-factor degrades signicantly. This trade-
o between Q factor and output directionality is quite general and aects other types
of microcavities as well; it is known as Q-spoiling [NSC94].
Microdisk resonators with circular cross-section support so-called whispering-gallery
modes (WGMs; an example is shown in Fig. 2.3). They correspond to light rays which
travel along the cavity boundary; this phenomenon is named after the whispering
gallery in St. Paul's cathedral in London, where acoustic waves travel around a gallery.
The rst mathematical description (for waves in elastic solids and water waves) is due to
Lord Rayleigh [Ray85]. WGMs have large Q-factors, but usually emit light uniformly in
14 2. Deformed microdisk cavities
all directions. They also exist in deformed microdisks with non-circular cross-sections;
examples in such cavities are given in chapters 5 and 6.
Several ways of achieving both high-Q modes and directional output have been pro-




10b]. They range from
mode-coupling between high-Q, low directionality and low-Q, high directionality mode
[WH06] to the placement of obstacles within disks [DMSW08, DMSW09] and the tailor-
ing of the cavity boundary shape. The most successful shapes seem to be quadrupoles
[NS97, GCN
+
98] and spirals [CTS
+







09, YKK09] are also becoming popular. Many of the proposed designs suer from
the fact that only some of the cavity modes emit light directionally, which can be a
problem in applications because precisely the right modes have to be excited. The li-
maçon cavity does not have this problem: there are many modes have the same far
eld and thus output directionality. Another boundary shape with this feature, which
also illustrates a new mechanism for achieving output directionality, is introduced in
chapter 5.
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3. Ray dynamics in microcavities:
billiards
In this chapter, some basic results for the nonlinear dynamics of so-called billiard sys-
tems are reviewed. Mathematical results are only sketched and not proved; for a more
detailed overlook see, e.g., [Gas98, TG06, Haa10] and the references of this chapter. The
numerical calculation of the billiard dynamics is described in appendix A.
3.1. Denition and coordinates
In nonlinear dynamics, systems with hard boundaries which reect particles specu-
larly are called billiards, because they are obviously similar to a billiard table. Two-










+ V (r, φ), (3.1)
with the potential
V (r, φ) =
{
∞, r, φ on boundary
0, elsewhere
. (3.2)
The motion between reections at the boundary is force-free (the potential (3.2) only has
a non-vanishing derivative at the boundary), the particle moves on straight lines between
bounces; two parameters are thus sucient to describe the dynamics completely: an
initial value on the boundary and an initial outgoing angle (see Fig. 3.1)  with these, the
straight line connecting this initial position to the next reection point on the boundary
can be found. While the phase space of a billiard is in principle four-dimensional, and
the motion takes place on three-dimensional subspaces with conserved total energy E,
the dynamics, one can describe the dynamics in the so-called Poincaré surface of section
(Poincaré SOS). It is spanned by the Birkho coordinates [Bir27]. They are given by the
arc length s along the billiard boundary and the sine of the angle of incidence p. The
angle of incidence χ is given as the angle between the particle momentum P and the local
normal vector ν at the bounce point; it fullls P sinχ = P · τ with the local tangent
vector τ . P sinχ is thus the tangential momentum of the particle and p = sinχ the
normalized tangential momentum. One can distinguish clockwise and counter-clockwise
motion by the sign of χ (and thus p); here, the convention is adopted that positive χ
values correspond to counter-clockwise motion. s and p are conjugate variables [Ber81].
In the following, s will usually be normalized to the circumference s
max
of the billiard.
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Figure 3.1.: Denition and choice of coordinates in a billiard.
Billiards with other wall potentials are also investigated in the literature (billiards
with non-hard boundaries, so-called soft-wall billiards, and billiards with openings);
an optical microcavity can thus be seen as an open billiard. However, as the billiards
without openness describe the light intensity conned to the cavity well, only hard-wall
billiards will be considered in the following.
3.2. Dynamics in billiard systems
In the Birkho coordinates, the motion in the billiard can be described by a map B which
maps one bounce point (sj, pj) to the next one (sj+1, pj+1). In general, such maps can
not be written down analytically; an example of a system where this is indeed possible
is given in section 3.3.1. The Jacobian JˆB denes the linearized map (or tangent map;













In the Birkho coordinates, the map B is area-preserving if the system is Hamiltonian,
which implies det JˆB = 1. An example of a billiard map which is not area-preserving is
given in chapter 6.
Dierent types of motion are distinguished by their stability with respect to small
changes in the initial conditions and by the behaviour of the dynamics in phase space. If
the dierence between trajectories corresponding to slightly dierent initial conditions
grows exponentially, and a trajectory lls the whole (apart from a set of measure zero)
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(ray 1)
start(ray 1 and 2)
end
end(ray 2)
Figure 3.2.: Two trajectories performing chaotic motion in a billiard. Their initial condi-
tions (open dots) dier by 0.1 %; after 10 bounces (end positions marked by
lled dots), they have become uncorrelated and their dynamics is completely
dierent.
phase space as time goes to innity, the motion is called chaotic. In a chaotic billiard, a
trajectory lls a (two-dimensional) area in the Poincaré SOS if the dynamics if followed
innitely. If the growth of the dierence between trajectories is slower than exponential,
and trajectories stay restricted to certain phase-space regions, the motion is called regu-
lar. In the Poincaré SOS of a billiard, points of the trajectory lie on a (one-dimensional)
line or closed curve; because such lines or curves are mapped onto themselves by the bil-
liard map Bˆ, they are called invariant lines (or invariant curves). Because the Poincaré
SOS with s = 0 and s = s
max
identied has the topology of a cylinder, and and invariant
line winds around that cylinder as tori, invariant lines are also called invariant tori.
Figure 3.2 shows the sensitivity of chaotic motion: the initial conditions dier by
0.1 % (both in s and in p), and the trajectories are uncorrelated after the boundary has
been hit only 10 times. Phase space examples of regular and chaotic motion are shown
in Fig. 3.3. Systems which show regular motion for all initial conditions are called
integrable; billiard examples are studied in section 3.3.1. Systems which show chaotic
motion for all but a few initial conditions (which ll a set of measure zero in phase
space) are called chaotic. Typically, both regular and chaotic motion is possible in a
system depending on the initial conditions; such systems are called mixed. Examples
are discussed in section 3.3.2.
Fixed points (s∗, p∗) of the map B fulll (s∗, p∗) = B(s∗, p∗), they are not changed by
the mapping. They are important for the dynamics because periodic orbits, which close
themselves after m bounces, are xed points of Bm. The motion near such a xed point





















Figure 3.3.: Examples for regular (red dots, top panel) and chaotic (blue dots, bottom
panel) motion in a billiard with a mixed phase space. The dynamics is
shown both in the Poincaré SOS (main panel) and in real space (on the
right).
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Figure 3.4.: The three dierent types of xed points (black dots). (a) Stable (elliptic)
xed point; points nearby the xed point move around it on ellipses. (b)
Unstable (hyperbolic) xed point; points nearby the xed point move on
hyperbolas. (c) Marginally stable (parabolic) xed point. Points nearby it
move on straight lines.










The following three cases can be distinguished and are illustrated in Fig. 3.4.
1. λ± complex with λ± = e±iφ (corresponding to tr Mˆ < 2): points nearby the xed
point oscillate around it; the xed point is called stable or elliptic, because points
near the xed point move around it on ellipses.
2. λ± real with λ+ = 1/λ− (corresponding to tr Mˆ > 2): points which lie in the
direction of the eigenvector (unstable direction) corresponding to the eigenvalue
larger than one move away from the xed point at an exponential rate, while
points in the direction of the other eigenvector move towards the xed point at
an exponential rate. The xed point is unstable or hyperbolic, as points nearby it
move on hyperbolas.
3. λ+ = λ− = λ (implies λ = ±1, corresponding to the case tr Mˆ = 2): this degener-
ate case describes a marginally stable (also called marginally unstable) xed point.
Points nearby the xed point move towards or away from it at a linear rate. Such
xed points are also called parabolic.
3.3. Examples of billiard systems
3.3.1. Integrable systems
In integrable systems with two degrees of freedom, another constant of motion apart
from the energy E exists, so that the motion in the Poincaré SOS takes place on one-
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dimensional subspaces (lines). Two examples are reviewed: the circle and the ellipse,
which is the only smooth and convex deformation of the circle which remains integrable
[Ami97].
Circle
In polar coordinates (r, φ), the circular billiard is given by the boundary curve r(φ) = R,
where R is the radius of the circle. Because of the rotational symmetry in the (x, y)
plane, the conjugated momentum to φ, pφ = mr
2φ˙, is conserved in addition to the
energy E. The circular billiard is thus an integrable billiard. The angle of incidence χ,
which fullls sinχ = pφ/(RP ), is conserved in this case, as pφ, R and P are all conserved
quantities (the modulus of the momentum, P , is conserved because it is related to the
conserved energy by P =
√
2mE). In a circular billiard, the angle of incidence thus
does not change in the course of the motion; in the Poincaré SOS, this means that the
motion takes place on lines p = sinχ = const.
Two types of motion can be distinguished: periodic orbits, where the orbits close after
a number of bounces, and orbits which never close. In order for an orbit to be periodic,
the angle of incidence has to be a rational multiple of 2pi. Figure 3.5 shows examples of
both periodic and non-periodic motion in the circular billiard. The two types of motion












where sj is the arc length at the j-th bounce, not taken modulo smax: it grows as the
orbit winds around the boundary many times. If w is irrational, the orbit never closes;
if w = `/k is a rational number, the orbit closes after k bounces, having wound around
the billiard center ` times.
Because of the simple geometry, it is possible to write down the map for the circular
billiard explicitly. As the angle of incidence is conserved, one directly nds pj+1 = pj.
From Fig. 3.6, one can nd sj+1 = sj+Rα, with α = pi−2χ. Application of trigonometric
identities yields
pj+1 = pj ,
sj+1 = sj + 2R arccos pj.
(3.6)








For all xed points, one nds tr JˆB = 2; in the circle, all periodic orbits are marginally
stable.













Figure 3.5.: Examples of orbits in the circular billiard. The main panel shows the
Poincaré SOS, and on the left and right, the orbits are depicted in real
space. In the case of the periodic orbits, the winding number w is noted









Figure 3.6.: Denition of the circle billiard map.







Figure 3.7.: Elliptical billiard shape.
Ellipse







(see Fig. 3.7). Introducing polar coordinates, x = r(φ) cosφ, y = r(φ) sinφ, the bound-









Often, ellipses with normalized area A = piXY = pi are considered, which implies
Y = 1/X . In this case, the ellipse can be characterized by two parameters, i.e. the
half-axis length X and the half-axes ratio  = X/Y (this is used in chapter 5) or X and
the eccentricity e =
√
X2 − Y 2/X (this is used in chapter 6).
The ellipse has no obvious symmetries which lead to additional constants of motion
as in the case of the circle. However, there is such a quantity, which is given by be
product of the angular momenta with respect to the two ellipse foci. The existence
of this constant of motion will be derived in the following. Figure 3.8 illustrates the
geometrical relations that will be used.
Let F1 and F2 be the two ellipse foci, with positions x ± c, where c =
√
X2 − Y 2 is
the distance from the foci to the origin. The normalized vectors pointing from them to
a point O = (x, y) on the ellipse are denoted r1 and r2. The local normal vector ν at
the point O is given by
ν =
1√






r1 and r2 are given by
r1 =
1√
























Figure 3.8.: Geometrical relations with respect to the foci F1 and F2 of the ellipse.
The angles α1 and α2 fulll cosαi = ri · ν. By elimination of y with the ellipse deni-
tion (3.8), one can nd [Nöc97]
r1 · ν
r2 · ν = 1, (3.12)
which implies α1 = α2.
The angular momenta L1,2 with respect to the foci F1,2 can now be calculated. For
the incoming ray, one nds
L1,inc = |P× r1| = Pr1 sinα,
L2,inc = |P× r2| = Pr2 sin(2χ− α).
(3.13)
For the outgoing ray, one nds L1,out = Pr1 sin(2χ − α) and L2,out = Pr2 sinα. The
product L12 = L1L2 is thus unchanged by the collision with the boundary, as it is the
same for the incoming and the outgoing ray. As the angular momenta L1 and L2 are
also conserved between collision with the boundary, L12 is a constant of motion.
The types of motion in the elliptical billiard can be classied by the sign of L12. Orbits
with L12 > 0 are of whispering-gallery type, while orbits with L12 < 0 travel between
the top and bottom part of the boundary; such orbits are called bouncing-ball orbits.
In the Poincaré SOS, both types of motion are separated by a separatrix with L12 = 0;
it corresponds to an unstable periodic orbit going from the left to the right. Apart from
one stable (bouncing-ball from the top to the bottom) and one unstable (corresponding
to the separatrix) orbit, all orbits in the ellipse are marginally stable.
Figure 3.9 shows the Poincaré SOS of an elliptical billiard; a whispering-gallery orbit
and a bouncing-ball orbit are shown in real space as well.
It is interesting to note that while the quantum version of the elliptical billiard is, of
course, still integrable, the open elliptical quantum billiard is not. The implications for
ray-wave correspondence in elliptical dielectric cavities are discussed in section 6.4.











Figure 3.9.: Poincaré SOS of an elliptical billiard with area pi and eccentricity e =
0.645. On the right, both a whispering-gallery- and a bouncing-ball orbit
are depicted in real space.
3.3.2. Systems with a mixed phase space
As an example for a system with a mixed phase space, the family of limaçon billiards,
dened by the boundary curve r(φ) = R(1 +  cosφ), are considered. They can be seen
as deformations of the circle ( = 0); as  cosφ is the rst (dipole) term in a multipole
expansion of any given boundary, such shapes arise quite naturally and have indeed
been studied intensively both theoretically and experimentally. It should be noted that
the limaçon boundary shape is not the same as the shape of the family of billiards
introduced by Robnik [Rob83]. The Robnik billiards can be described by the boundary
curve r(φ) = R
√
1 + δ cosφ with a deformation parameter δ; their boundary is thus
given by the square root of the limaçon boundary.
In two limiting cases the dynamics in the limaçon is the same for all initial conditions.
For  = 0, the integrable circle is recovered. For  = 1, the shape of the billiard is
knows as the cardioid, and the dynamics is proved to be fully chaotic [Woj86, Szá92,
Mar93, DB01]. In between these two cases, the phase space becomes mixed, with both
chaotic and regular regions. This transition from regular to chaotic behavior with mixed
dynamics in between upon change of one or more parameters is common in Hamiltonian
systems. It is illustrated in Fig. 3.10, where Poincaré SOS's for dierent  values are
shown. In Fig. 3.10 (a), the deformation parameter is  = 0.1. The system still is almost
integrable, and most invariant lines are still present, even if slightly deformed from the
straight lines of the circle. Some have, however, vanished; instead, stable and unstable
xed points are present as well as islands surrounding the stable xed points.
This replacement of invariant lines with stable islands and unstable periodic orbits
goes on in in Fig. 3.10 (b) at  = 0.2. More invariant lines have disappeared and
are replaced by stable and unstable xed points. In addition, in the region where the












































Figure 3.10.: Phase space of the limaçon billiard for (a)  = 0.1, (b)  = 0.2, (c)  = 0.3,
and (d)  = 0.43.
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separatrix corresponding to the unstable period-2 orbit has been at  = 0.1, a region of
chaotic motion is present: trajectories started there ll an area in phase space, instead
of lying on a line.
At  = 0.3, as shown in Fig. 3.10 (c), the chaotic region has grown and now lls a
larger part of the SOS. Some stable islands remain, but they have a more complicated
structure than before, with small islands corresponding to periodic orbits with winding
numbers `/k with large k surrounding larger ones. At high p, invariant lines are still
present as well.
Most stable islands have vanished at  = 0.43 in Fig. 3.10 (d). The largest one
corresponds to the period-2 orbit; but there are smaller ones present as well. The
chaotic regions of phase space haven grown even more, but still some invariant lines
remain close to |p| = 1. For even higher  values, this scenario continues: the chaotic
parts grow even further. At  = 0.5, no whispering-gallery-like orbits (invariant lines
near |p| = 1) exist anymore. However, the dynamics still is not fully chaotic: it is known
that stable periodic orbits exist at even higher  values [DB01]. Only at  = 1, the
limaçon is proved to be fully chaotic.
Three theorems which are important in nonlinear dynamics can be illustrated in this
system and are discussed in the following.
Poincaré-Birkho theorem
The rst theorem, the Poincaré-Birkho theorem [Poi12, Bir13, Bir26], describes what
happens to invariant lines upon a small perturbation. An example is shown in Fig. 3.11:
on the left, an invariant line corresponding to the marginally stable period-3 orbits in the
circle billiard is shown. On the right, the circle has been perturbed, so that is boundary
has now the shape of the limaçon with  = 0.2. The invariant line no longer exists;
instead, a stable xed point (with an island around it) and an unstable xed point, both
corresponding to the only period-3 orbits now possible in the system, have formed. The
Poincaré-Birkho theorem states that this result is quite general: upon perturbation,
invariant lines break up into pairs of stable and unstable periodic orbits.
KAM theorem
The second important theorem, the Kolmogorov-Arnol'd-Moser (KAM) theorem [Kol54,
Arn63, Mos66], is concerned with the question when, i.e. for which perturbation strength,
this breakup of an invariant torus happens. It is clear from Fig. 3.10 that not all
invariant lines are broken right away; some are broken before the others. If an integrable
Hamiltonian H0 is perturbed so that the Hamiltonian of the perturbed system reads
H = H0 + H1 with a perturbation strength , orbits with winding numbers w which





with integer numbers r and s and a constant K() which only depends on the pertur-
bation strength remain unbroken. Equation (3.14) is fullled for orbits with suciently

















Figure 3.11.: Left panel: invariant line at p = 0.5 in the circle. It corresponds to the
period-3 orbits. Right panel: stable (red dots) and unstable (green dots)
period-3 orbits in the  = 0.2 limaçon. The motion near the xed points is
shown as well.
irrational winding numbers, i.e. orbits whose winding numbers can not be approxi-
mated well by a rational number r/s. Periodic orbits with small periodicity are thus
most aected by a perturbation, which may be expected as the deviations because of
the perturbation accumulate as the orbit visits similar positions many times. Orbits
with irrational winding number never visit exactly the same spot again, and small per-
turbations might average out. The most irrational number, whose continued fraction










≈ 1.6180 . . . (3.15)
γ does not appear as a winding number in billiards (as winding numbers there are
always smaller than one), but 1/γ, which also has a slowly converging continued fraction
expansion, can. For suciently high perturbation strengths , no invariant tori remain
intact.
Lazutkin's theorem
The third theorem, Lazutkin's theorem [Laz73], answers the question why some invariant
lines persist up to high perturbations, even if they have winding numbers which are
more rational than, i.e., 1/γ. The reason is that in a billiard, the perturbation which
is introduced by deforming the boundary is not uniform: it inuences orbits near the
boundary less than orbits which venture deep inside the billiard. This is intuitively clear,
because orbits near the boundary travel only short lengths between bounces, so that the
deviations from the circular boundary they experience are small. Lazutkin's theorem
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ε=1ε=0.8
ε=0.5 ε=0.6
Figure 3.12.: Limaçon billiards for  = 0.5 (still convex),  = 0.6,  = 0.8 and  = 1 (no
longer convex). At  = 1, the boundary is no longer smooth as well.
states that a region of invariant lines lls a small but non-zero phase space area near
|p| = 1 as long as the billiard stays convex. Applied to the limaçon billiard this means
that invariant tori persist up to  ≤ 0.5, as the limaçon ceases to be convex at  > 0.5
(see Fig. 3.12). Latzutkin's theorem is important for applications because it ensures that
whispering-gallery modes exist in limaçon-shaped cavities up to deformations where the
ray dynamics is predominantly chaotic, which in turn leads to long-lived WG modes




In conclusion, one nds the following generic scenario when perturbing an integrable
system: rst, invariant lines are destroyed and, by the Poincaré-Birkho theorem, re-
placed by stable xed points (with stable islands around them) and unstable xed points
(with separatrices near them). Perturbing the system even further, chaotic regions form
near the separatrices, while stable xed points cease to be stable. The invariant lines
are broken up according to their winding numbers, and the chaotic regions grow. By
Lazutkin's theorem, however, a region of invariant lines lls a small but non-zero phase
space area near |p| = 1 as long as the billiard stays convex.
3.4. Dielectric cavities as open billiards
If light rays in a cavity are studied, one also has to consider that the cavity is open for
some light rays: light can be refracted out of the open billiard according to Snell's law
n1 sinχ = n2 sin η, (3.16)
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Figure 3.13.: Refraction and reection according to Snell's law.
if the incoming angle is below the critical angle χ
cr










if the refractive index in the cavity is n and the refractive index outside is one. In a
Poincaré SOS, the condition (3.17) means that rays with momenta |p| ≤ 1/n leak out of
the cavity; the region |p| ≤ 1/n is thus often called the leaky region and the transport
of rays from above/below the critical lines |p| = 1/n to the leaky region determines the
life-time of light rays in the cavity as well as its emission properties (how emission is
calculated ray-dynamically is discussed in sections 5.3 and A.2).
In the circle, it is clear from the Poincaré SOS that the life-time of light inside the
cavity is very high: because the invariant lines are straight lines, rays started above the
critical line for TIR always stay above it, and the only way light can get out of such a
cavity is because of surface roughness (i.e., the circle is not perfectly circular) or because
of evanescent leakage, which is a wave eect (the quantum equivalent is tunneling).
Figure 3.14 (a) shows the Poincaré SOS for a circular billiard with the leaky region
indicated for n = 3.3. One could guess that fully chaotic billiards would also make bad
cavities, as almost any ray started outside the leaky region would be transported to it
after some time, because chaotic trajectories ll the whole phase space  and the light
would only be in the cavity for a short time. However, this is not true if one considers
waves: in this case, interference can lead to long life-times of the rays. These eects are
briey discussed in section 4.2.3. In systems with a mixed phase space, it can take a
long time for chaotic trajectories to reach the leaky region, an example (for the  = 0.3
limaçon) is shown in Fig. 3.14 (b). This slow diusion is due to dynamical barriers in
phase space.































Figure 3.14.: Poincaré SOS with the leaky region (blue region) for (a) the circle, (b)
the  = 0.3 limaçon. The insets show the trajectories indicated by the red
dots in real space. The refractive index is n = 3.3.
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4. Wave equation for microdisk
cavities
In this chapter, the wave equation for microdisks is derived and methods for its numerical
solution are reviewed. In section 4.2 the subject of ray-wave correspondence, the
relation between the wave and ray-dynamical description of such systems, is discussed.
4.1. Helmholtz equation
In the quasi-two-dimensional (quasi-2d) geometry of a microdisk cavity with piecewise
constant index of refraction as shown in Fig. 4.1, Maxwell's equations can be reduced
to scalar wave equations for the elds Ez(x, y) and Hz(x, y), which determine the other
eld components; the derivation is discussed in appendix B.
Of course, microdisks as introduced in chapter 2 are not really two-dimensional; treat-
ing them as such is an approximation. The validity of this approximation has been tested
carefully in [BDM
+
09] for circular microwave resonators. The authors of [BDM
+
09]
found systematic deviations of their experimental data from two-dimensional calcula-
tions. If one is only interested in modes at xed frequency or over a small frequency







09]. In semiconductors, refractive indices are typically
not known more precisely than within 1 %; the systematic deviations are well below that
value. The two-dimensional approximation can thus be considered valid for microdisk
resonators. Similar results were also obtained in [Mic09], where two-dimensional and
three-dimensional solutions of Maxwell's equations for a disk geometry were compared.
Typically, only solutions with either Hz = 0 for all x, y (so-called transverse magnetic
(TM) modes) or Ez = 0 (transverse electric (TE) modes) are considered in microcavities.
Figure 4.2 shows how TM and TE polarizations are related to the s and p polarizations
usually considered when calculating reection coecients. The Helmholtz equation is




ψ(x, y) = 0, (4.1)
with the refractive index n and the wave number k. ∆ is the Laplacian in the (x, y)
plane. Equation (4.1) is equivalent to the time-independent Schrödinger equation. How-
ever, while Dirichlet boundary conditions (ψ = 0 on the boundary) are usually used in
quantum mechanics, the boundary conditions in the optical case with positive refraction





Figure 4.1.: Quasi-2d geometry. The disk plane is the (x, y)-plane and the z components
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TE TM
Figure 4.2.: Relation between TM and TE polarization and s and p polarization in
microdisks.
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where ν is a normal vector on the cavity boundary and ∂ν = ν ·∇. Often, the refractive
index n1 outside the cavity is one (vacuum). At innity, outgoing-wave conditions are
assumed, which is reasonable for the description of lasers (light is created in the cavity
and can only leak out, but not come back):





Outgoing-wave conditions explicitly break the time-reversal invariance which the Maxwell
equations still has.
Optical microcavities described by Eq. (4.1) can be seen as open quantum billiards,
just as the ray description of such a cavity is equivalent to the dynamics of a classical
particle in an open billiard. They are described by the same wave equation as quantum
billiards, but dierent boundary conditions apply, which leads to the possibility of light
leaking out of the cavity. They are thus a model system not just for quantum chaos,
but for the study of quantum chaos in open systems. Because of this openness, the
cavity modes ψ are quasi-bound states with a complex wave vector k  with the real
part related to the frequency of the mode via ω = cRe k and the imaginary part related
to the life-time of the mode as discussed in chapter 2.
When studying microcavities, the rst step is to nd the optical modes of the cavity
 the solutions of the Helmholtz equation with the appropriate boundary conditions.
Often, they can be directly related to the lasing modes.
4.1.1. Methods for solving the Helmholtz equation
Analytical solution of the Helmholtz equation (4.1) with the boundary conditions (4.2)
is only possible for a circular cross-section, where the Helmholtz equation is separable
in polar coordinates. Even for an ellipse, where the Helmholtz equation separates for
Dirichlet boundary conditions, an analytical solution is not possible [Nöc97] for dielectric
boundary conditions. Therefore, numerical methods have to be employed; the ones which
are most commonly used are briey discussed in the following.
Wave-matching
The main idea for wave-matching solutions [NS95] is to expand the wave function as a
series of Bessel functions inside the cavity and Hankel functions outside. Application
of the continuity conditions leads to relation between the coecients in this series,
and these matching equations can then be numerically solved. An advantage of the
method is that it is numerically quite cheap; a signicant drawback, however, is that
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the assumption that such as expansion is always possible (also known as the Rayleigh
hypothesis [Ray07]) is not valid for too large deformations from the circle [vF80]. Wave-
matching is thus only useful for microcavities with small deformations. Furthermore, a
piecewise constant index of refraction (which may be complex) is assumed.
Finite-dierence time domain methods
Finite-dierence time domain (FDTD) methods [Yee66, TH00] solve Maxwell's equa-
tions by brute force on a spatial and temporal grid. While this method is numerically
expensive especially for small wavelengths (ne discretization needed) and high-Q (long
time-integration needed as one waits for the mode to decay) cavities, it has many advan-
tages: spatial dependence of the refractive index can be included as well as nonlinearity,
i.e. a dependence of the refractive index on the light intensity. FDTD codes are available
commercially and can be easily adapted to various geometries.
Boundary element method
A boundary element method (BEM) [Wie03] has been used for the mode calculations
in this thesis and is discussed in detail in appendix C. The basic idea it to map the
Helmholtz equation to an integral equation dened on the cavity boundary and then solve
this integral equation numerically. This method is numerically relatively inexpensive.
The refractive index, however, has to be piecewise constant. As in the wave-matching
and FDTD cases, it may be complex.
4.1.2. Simulation of lasing
All methods described so far consider interaction with the cavity material only via
the refractive index. A cavity used for lasing needs a gain medium which amplies
light. This can be included by using a complex refractive index whose imaginary part
corresponds to gain (or loss) in the medium. This, of course, is a very simple material
model which completely ignores the microscopic nature of the gain medium; it also
neglects nonlinear interaction between the modes, which modies the lasing frequencies.
The method described in the following tries to improve on this by introducing a very
simple microscopic model and coupling it to the electromagnetic eld in a cavity.
In the Maxwell-Bloch equations approach (described for microcavities in [HSI05]),
a quantum two-level system is coupled to the classical electromagnetic eld, and the
resulting equations are solved. Using this approach, mode interaction can be studied and
the lasing frequencies can be predicted more accurately. For high pumping power, the
numerical solution of the Maxwell-Bloch equations is numerically expensive; sometimes,
it is enough to just consider the slowly varying parts on the eld amplitudes. In this
case, the Maxwell-Bloch equations reduce to the Schrödinger-Bloch equations, which are
also nonlinear (the name comes from the fact that the equation for the elds is formally
equivalent to a Schödinger equation with an potential depending on the wave function).
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Self-consistent laser theory
An interesting way of solving the Maxwell-Bloch equations in the steady state, the so-
called self-consistent ab initio laser theory (SALT) [TSC06, TSG07, TSG
+
09] uses the
fact that in the steady state, the Maxwell-Bloch equations can be integrated using a
Green's function approach. In this formalism, multimode lasing and mode competition
are described well; the method can be applied to a variety of geometries and random
lasers as well.
A problem with methods based on the Maxwell-Bloch equations is that the material
model is too simple. Investigations in semiconductor physics have shown (see, e.g.,
[GWLJ07] for an example using quantum dots as a gain medium) that the dynamics in
semiconductors is far more complex than the one in a two-level system and that this
fact leads to modications in the emission properties of semiconductor lasers.
4.2. Ray-wave correspondence
As discussed in the previous section, optical microcavities can be seen as open quan-
tum billiards (with boundary conditions dierent from the ones usually encountered in
quantum systems), and because of the analogy between the Helmholtz equation and the
time-independent Schrödinger equation, methods from the eld of quantum chaos can be
applied to them. One important question in quantum chaos is the relation between the
quantum and the classical properties of a system; this is known as quantum-classical
correspondence in the quantum chaos eld, where the corresponding relation between
the ray and the wave description of a cavity is called ray-wave correspondence. While
it is clear that such a correspondence has to exist  after all, the ray description is found
from the wave description in the limit kR→∞ (λ/R→ 0), where R is a typical cavity
length scale, and the classical dynamics follows from quantum mechanics in the limit
h¯ → 0 , the details are less clear, in particular in the case of systems with chaotic ray
dynamics. It is shown in section 4.2.2 that the standard way of deriving the ray limit of
the Helmholtz equation in general fails for systems with chaotic dynamics.
Chaos in quantum systems can not be dened as the exponential divergence of tra-
jectories, because there are no trajectories and the time evolution is linear. Instead, it
often is dened via the statistics of energy levels (mode frequencies in the cavity case)
[Haa10, Stö00], which is distinctively dierent for regular and chaotic dynamics. How-
ever, it is also possible to relate mode lifetimes and other properties to the ray dynamics
in a cavity (examples are discussed in section 4.2.3), and modes can be projected onto the
Poincaré SOS for comparisons with the ray dynamics (this is discussed in section 4.2.1).
If one considers quantum systems near the classical limit (corresponding to cavities
with kR  1, i.e. the wavelength λ is small compared to the system size R), one can
try to express quantities like the density of states as a series in h¯ (or, correspondingly,
λ/R). Considering only the rst terms in such an expansion is called semiclassical
approximation; an important result is the so-called Gutzwiller trace formula [Gut71],
which links the quantum mechanical density of states to a sum over the periodic orbits
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of a system. For optical microcavities, a similar trace formula (which takes into account
the reection coecient and the phases a ray acquires when scattered at the boundary)
has been developed [BDS08] and tested experimentally for a microwave cavity [BBD
+
10].
Periodic orbits in chaotic mesoscopic systems often can be directly related to measurable
quantities, like magneto-resistance oscillations [WRM
+
93]. Pairs of trajectories (the so-
called Sieber-Richter-pairs) [RS02] with small action dierences can be used to calculate
quantum corrections to conductivities in mesoscopic systems as well. Another way to
do semiclassics is not to come from the wave (quantum) limit and expand in λ/R (h¯),
but to come from the ray (classical) limit and introduce corrections proportional to λ/R
(h¯). One way to do this is described in detail in chapter 6.
4.2.1. Husimi distribution
One important tool for the study of ray-wave correspondence is the so-called Husimi
distribution, which was introduced by Husimi [Hus40], adapted for quantum billiards by
Crespi et al. [CPC93], and has been generalized to dielectric cavities in [HSS03]. The
basic idea is to project the wave function on the cavity boundary to the Poincaré SOS.
In the Poincaré SOS, a ray's position at the boundary and momentum are noted. The
probability of light intensity to be found at the phase space position (s, p) is given by the
overlap of ψ and a coherent state localized at (s, p); such a coherent state most closely
resembles the classical ray. The calculation of Husimi distributions in dielectric cavities
is discussed in section C.3.
It is clear that calculating Husimi distributions only makes sense if the wavelength
λ is not too large compared to the typical cavity length scale R (i.e. for kR  1). If
λ ≈ R, the widths of the coherent states become large, and there is no good correspon-
dence between the projection and the Poincaré SOS. The Husimi distribution itself is
a semiclassical approximation. However, it seem that even for small kR, Husimi dis-
tributions yield sensible results especially when compared not to the conventional, but
an extended ray dynamics which includes wave corrections (see chapter 6). Figure 4.3
shows an example for the correspondence of Husimi distributions to the Poincaré SOS.
4.2.2. Eikonal approximation
Ray dynamics, which has been discussed in chapter 3, is a limiting case of wave dynamics
in the limit λ/R → 0 (or kR → ∞). In this section, it is shown how ray dynamics
can be derived from wave dynamics by means of the so-called Eikonal ansatz ; it is
formally equivalent to the derivation of the classical Hamilton-Jacobi equation from the
Schrödinger equation (see, e.g., [Nol08]). The discussion here follows [TSS05]; a similar
argument has already been proposed by Einstein [Ein17]. It will be shown that Eikonal
theory usually fails for systems with chaotic dynamics.
The ansatz in Eikonal theory is to write the wave function ψ(r) as
ψ(r) = A(r)eikS(r); (4.4)























Figure 4.3.: Husimi distributions for (top panel) a regular state (in the  = 0.2 limaçon
cavity) and (bottom panel) a chaotic state (in the  = 0.3 limaçon cavity).
The dots indicate the corresponding ray dynamics.
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in 1/k ∼ λ. The function S(r) is called the Eikonal (from the Greek word for image)
in geometric optics; it corresponds to the action function in Hamilton-Jacobi theory.
Inserting the ansatz (4.4) into the Helmholtz equation (4.1) yields
∆ψ = ikψ∆S + 2ikeikS∇S · ∇A+ eikS∆A− k2ψ∇S · ∇S
= −k2n2ψ, (4.6)
which can be written as the Eikonal equation
(∇S(r))2 = n2(r) (4.7)
and the so-called transport equation
2∇S · ∇A+ A∆S = 0 (4.8)
if A only varies weakly with r, so that ∆A ≈ 0 can be assumed. A wave solution ψ
thus denes a family of light rays described by the vector eld ∇S, which denes the
propagation direction; the lines of constant S can be interpreted as wave fronts. The
Eikonal ansatz is justied if the wave function ψ does not vary signicantly on scales
smaller than the wavelength λ. Only in this case one can dene wave fronts which are
straight lines on scales longer than a wavelength. The assumption that wave fronts exist,
and thus that an Eikonal ansatz can be made, is usually valid for system with integrable
dynamics. It is, however, usually not valid for systems with chaotic dynamics; there, the
wave function varies on the scale of the wavelength. An example is shown in Fig. 4.4.
In general, one Eikonal as in Eq. (4.4) is not sucient to fulll the dielectric boundary







If a ray dened by a momentum∇Sj from the expansion (4.9) collides with the boundary,
it ceases to exist and another ray dened by ∇Sj′ from the expansion takes its place,
travelling in a dierent direction. It is sucient to take into account a nite number of
terms in Eq. (4.9) if a ray coming from a point r0 with a momentum ∇Sj can re-enter
the vicinity of r0 only with a nite number of possible momenta ∇Sj′. This is trivially
the case for periodic orbits: there, the return momentum is xed. It is also more
generally the case for regular motion also on non-periodic orbits. If one, however, has
a system with chaotic ray dynamics, it is no longer the case, as the number of possible
return momenta grows innitely as time goes to innity because of the phase-space
lling property of chaotic trajectories. Thus, no Eikonal ansatz with a nite number of
Eikonals exists for chaotic systems. An innite sum in Eq. (4.9) is used in the so-called
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(a) (b)
Figure 4.4.: Wave functions Reψ in (a) a regular state (in the ellipse) and (b) a chaotic
state (in the limaçon). Wave fronts can only be dened if the wavefunction
does not vary signicantly on scales smaller than the wavelength; this is not
fullled in (b).
random superposition of plane waves models [Ber77] for chaotic wave functions, which
are used to predict statistical properties of chaotic systems. However, when the Eikonal
ansatz is considered, the amplitudes in the innite sum in Eq. (4.9) are not random, but
xed by the transport equation (4.8), and the sum would in general diverge, because the
amplitudes Aj can not get arbitrarily small. One can thus conclude that the Eikonal
ansatz does not work in chaotic systems; while an ansatz similar to the Eikonal one
can be used when considering statistical properties, it is not useful to construct the ray
dynamics from the wave function as it can be done in systems with regular dynamics.
How ray and wave properties can be linked in chaotic systems is discussed in the next
section.
4.2.3. Wave localization and tunneling
In the following, dierent mechanisms leading to the localization of the wave function ψ
in certain parts of phase space are discussed as well as mechanisms which lead to delo-
calization and the leaking of intensity out of a cavity. Such delocalization mechanisms
are related to the quantum mechanical eect of tunneling ; an in-depth discussion can be
found, e.g., in [Löc09]. Evanescent leakage, the electromagnetic analog of quantum tun-
neling, has been directly observed in microcavities, as described in [TKJVC09]. There,
both the light inside a cavity and the emitted light outside have been measured, and a
gap region of small intensity right outside the cavity boundary was found, providing
direct evidence that the light indeed tunnels out of the cavity.
Both wave localization and tunneling are directly related to properties of optical
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microcavities: wave localization above the critical line for TIR ensures high Q factors,
and tunneling rates into the leaky region or to chaotic parts of the phase space inuence
both the Q factor and the output directionality.
Localization on stable islands
The semiclassical eigenfunction hypothesis [Per73, Ber77] states that although chaos and
regularity in quantum chaos are dened on the basis of the statistics of many quantum
states, individual wave functions belonging to regular and chaotic states can well be
distinguished by their localization on corresponding phase space structures  regular
states localize on regular phase space structures, i.e. islands or tori, and chaotic states
localize on chaotic parts of phase space (Fig. 4.3 shows an example for this behaviour).
While this hypothesis is valid in many cases, there are examples where it is wrong: in
[HKOS02], which considers a kicked system, states with contributions both in regular
and chaotic parts of phase space are found. This phenomenon is known as ooding of
regular islands [BKM05, BKM07] and the corresponding states are sometimes called
amphibious states.
Scarring
Scarring [Hel84] is a wave interference eect which leads to the localization of states along
unstable periodic ray trajectories. Scarred modes have been observed in optical micro-







they are important for applications because while they can have high Q factors, they
still can be subject to chaotic transport, which can lead to desirable output properties
[WH08]. Scarring has been observed not only in microcavities; scarred modes have, i.e.,
been discovered in optical bers as well [DLMM01].
Dynamical localization
Another wave interference eect is dynamical localization [FGP82]. Here, destructive
interference leads to a reduction of diusion through chaotic regions of phase space,
which in turn can lead to higher life-times of light in a cavity. Dynamical localization
has been observed in optical microcavities with rough boundaries [FS97, FCPN05]; it is
closely related to Anderson localization [And58] known from solid state physics.
Dynamical tunneling
In quantum mechanics, tunneling refers to the passing on an energy barrier which can
not be passed classically. Dynamical tunneling [DH81] means the passing of a barrier
in phase space, which also is classically not possible: for example, invariant lines are
followed for all times and can not be left classically, but as wave functions are always
delocalized in phase space, this is not true quantum mechanically, and the transfer
from an invariant line to another part of phase space is possible. Dynamical tunneling
has been investigated not only for quantum systems, but also for optical microcavities
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[HN97]; dynamical tunneling rates have been related to Q factors of a microdisk in the




Chaos-assisted tunneling [TU94] refers to the tunneling between regular parts of a mixed
phase space not directly, but via an intermediate step into a chaotic part of phase space.
Because transport in the chaotic regions is fast, chaos-assisted tunneling can dominate
over dynamical tunneling even though it is a two-step process. Chaos-assisted tunnel-
ing has been observed in microwave cavities [DGH
+
00] as well as optical microcavities





5. Directional emission from
elliptical resonators with a notch
5.1. Resonators with notches and point scatterers
As discussed in chapter 2, nding resonator shapes which allow for modes with high Q
factors and directional light output is interesting for applications. Combination of these




10]. One of them is
structuring the circular boundary on a wavelenght-size scale, i.e. by cutting one or many
notches in it; the Q factors and directionalities resulting from such deformations are
studied in [BBSN06a] in microdisk resonators. Another way is placing an obstacle inside
a circular resonator. This obstacle can be an air hole (so-called annular cavity [HR02,
WH06]; investigated experimentally in [TV07]) or a small region with a high refractive
index, which acts as a point scatterer [AR04, DMSW08, DMSW09]. Both deformations
of the circle lead to the development of modes with high Q factors and directional
emission.
In this chapter, an elliptical microcavity (which, like the circle, has high-Q modes,
but no directional emission) with a wavelenght-size notch at the boundary is studied
and shown to have highly directional emission. The notch acts like a point scatterer; the
unidirectional emission, however, is achieved because of the elliptical boundary shape,
which is shown to collimate light scattered by the notch in the far eld. This notched
elliptical resonator has high-Q modes, unidirectional emission with very low beam di-
vergence (≈ 5 degrees). Moreover, the far eld is universal (all even parity modes have
the same far eld pattern) and the directionality can be achieved for both TM and TE
polarization.
5.2. The Gaussian-notched elliptical resonator









y = sin φ.
(5.1)
with the major and minor axes Y and X and  = X/Y . This describes an ellipse with
a notch at φ = pi. The notch depth is controlled by the parameter δ, the notch opening








Figure 5.1.: Parameters describing the notched ellipse.  = X/Y is the ratio of the
half-axes, δ and ϑ control the notch depth and width, respectively.
angle (notch width) is controlled by the parameter ϑ (see Fig. 5.1). Equation (5.1)
yields a Gaussian-shaped notch; while other shapes are possible, the results are quite
independent on the precise form, as will be shown later. The Gaussian shape is here
chosen mostly for numerical convenience, as no piecewise dened boundary curve has to
be used. In section 5.5, other notch shapes are studied as well.
Figure 5.2 shows a Poincaré surface of section for the notched ellipse. The notching is
a perturbation applied to an integrable system (the elliptical billiard, see section 3.3.1).
Upon applying this perturbation, the system dynamics becomes mixed; there are large
chaotic regions as well as stable islands, as indicated in Fig. 5.2. The feature which
will prove to be most important for the understanding of directional emission from the
notched elliptical resonator is the existence of rays like the one marked green in Fig. 5.2.
Such rays travel along the boundary, like whispering-gallery rays, for many bounces;
but at some point, they hit the notch and get reected into a bouncing-ball like motion
(the opposite, bouncing-balls getting reected into whispering-galleries by the notch,
also happens, of course). As any non-periodic whispering-gallery ray will hit the notch
at some point, this type of motion is very common in this system.
5.3. Far eld emission patterns
5.3.1. Calculating far eld emission from ray dynamics
Far eld emission patterns can be calculated using the Fresnel-weighted unstable man-
ifold of the chaotic repeller [LRK
+
04, SH07, WH08]. The chaotic repeller is the set of
phase space points that never visits the leaky region both in forward and backward time
evolution; its unstable manifold is the set of points that converges to it in backward
time evolution. In open, chaotic systems, the unstable manifold controls the escape
routes out of the system. Consider a ray starting on a phase space point on the unstable
manifold in the leaky region. In forward time evolution, it will refract out of the cavity












notch position notch position
Figure 5.2.: Poincaré surface of section for an ellipse with  = 0.83 with a Gaussian
notch with δ = 2/96 and ϑ = 3/96. Some stable islands (bowtie (red)
and a period-8 island (blue) which avoids the notch) are indicated as well as
a ray (green) following a whispering-gallery structure for a long time until
hitting the notch which is located at s/s
max
= 0 ≡ 1.
soon because it starts below the critical angle for total internal reection. In backward
time evolution, it will stay in the cavity basically forever, because the time evolution of
the point converges to the chaotic repeller and never visits the leaky region. Thus, the
overlap region of the unstable manifold with the leaky region consists of long-lived rays
refracting out of the cavity eventually. Even though the concept of escape along the
unstable manifold was developed for chaotic systems, Altmann [Alt09] has only recently
shown that it can be applied to systems with a mixed phase space as well.
The unstable manifold can be calculated as a survival probability [LRK
+
04]. One
starts with an ensemble of rays uniformly distributed in phase space with equal intensity
(set to one). They are then subjected to the time evolution of the system; at each
bounce, the intensity I of each ray is changed according to the Fresnel laws: |r(χ)|2I for
the reected ray staying inside the cavity and |t(χ)|2I for the transmitted ray, which gets
refracted out (see Fig. 5.3). r and t are the complex Fresnel reection and transmission
coecients; they fulll |r|2 + |t|2 = 1. The outgoing angle η can be calculated using
Snell's law: if the incoming ray hits the boundary under the angle χ, then sin η = n sinχ
with the refractive index n of the cavity (assuming n = 1 outside). From η, the far eld
emission angle θ can be calculated as the angle between the emission direction and the
positive x axis (see Appendix A for details). Here, θ is taken between −pi and 0 (-180
degrees and 0 degrees) for emission into the y < 0 half-space, and 0 ≤ θ ≤ pi (0 degrees
≤ θ ≤ 180 degrees) otherwise. Adding up the contributions of all rays in the initial
ensemble to the intensity outside the cavity, one nds the far eld pattern. Figure 5.4













Figure 5.3.: Calculating far eld emission from ray dynamics. A ray with intensity I
is reected at the boundary; the reected parts gets the updated intensity
|r|2I with the Fresnel coecient r = r(χ), the outgoing part the intensity
|t|2I. The outgoing angle η can be calculated using Snell's law. The far eld
emission angle θ is then the angle between the emission direction and the x
axis.
shows an exemplary far eld pattern for the notched ellipse as well as a Fresnel-weighted
unstable manifold, both generated by starting 1000 uniformly distributed rays. This
system shows highly directional emission.
5.3.2. Far eld of the notched ellipse
How is the highly directional emission from the notched elliptical cavity archived? It
is not obvious from the unstable manifold alone (Fig. 5.4); while the unstable manifold
only has small tails into the leaky region (s/s
max
= 1 and 0.0 ≤ s/s
max
≤ 0.6), this
overlap region contains many dierent angles χ, which in turn could be naively thought
to lead to various far eld angles θ.
One part of the answer can be found if one studies where the outgoing rays come
from. Starting again with a uniform distribution of rays, they are followed until they get
refracted out of the cavity (i.e., until | sinχ| ≤ 1/n), and the position they are coming
from is noted. Most interesting are long-lived rays escaping the cavity. Figure 5.5 shows
where long-lived rays escaping the cavity come from in phase space (top panel) and
around the cavity boundary (bottom panel). The areas right above the critical line and
around p = 0.5, where some long-lived rays come from, are connected to the bowtie-
and period-8 stable islands indicated in Fig. 5.2. The long, narrow structure around
s/s
max
≈ 0.7 comes from the unstable period-3 orbit, two bounce points of which are
right below the critical line. But these dierent structures are not responsible for the
majority of the escaping rays, as can be seen from the bottom panel of Fig. 5.5. The
majority of escaping rays comes from s/s
max
= 0 ≡ s/s
max
= 1: the notch position. The
notch thus acts like a point scatterer : rays hit it, get scattered to the other side of the
cavity with some new angle of incidence, and then can get refracted out. When this
























far field angle θ (degrees)
Figure 5.4.: Top panel: Fresnel-weighted unstable manifold for the notched ellipse with
 = 80/96, δ = 2/96, ϑ = 3/96. The refractive index is n = 3.2, the
polarization TM. Bottom panel: the resulting far eld pattern.
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Figure 5.5.: Top panel: phase space positions of the origins of escaping rays. Bottom
panel: positions along the cavity boundary of long-lived (> 500 collisions
before escaping) escaping rays at the position right before the one they are
refracted out at.
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Figure 5.6.: A whispering-gallery-like ray hits the notch and is refracted out of the
cavity. The magnication shows to dynamics near the notch.
notch
Figure 5.7.: Scattering and collimation: rays are started from the notch position with
dierent outgoing angles. Rays with small outgoing angles are collimated
in the far eld; this collimation gets worse as the outgoing angle grows. At
some point (dashed blue line) the ray no longer escapes, but travels inside
the cavity as a whispering-gallery-like ray until it gets scattered once again.
happens to whispering-gallery rays (like the ray marked in green in Fig. 5.2), these rays
can travel along the cavity boundary for a long time before nally escaping. Figure 5.6
shows another example of the scattering of a whispering-gallery-like ray by the notch.
So the escaping rays mostly are rays which have been scattered by the notch. They
then become parallel rays in the far eld, as can be been in Fig. 5.7: there, rays are
started at the position of the notch with dierent outgoing angles, simulating a scattering
process. Rays with small outgoing angles become parallel in the far eld; this collimation
process gets worse for larger outgoing angles, and at some point the outgoing angle is
large enough for the ray not being refracted out, but being launched into a whispering-
gallery-like mode. Such collimation is known from lenses in geometric optics [BW59].
Directional emission from cavities with point scatterers and collimation according to
geometric optics has been studied by Dettmann and coworkers [DMSW08, DMSW09];
however, they only consider circular resonators with high-refractive index scatterers.
Such scatterers are dicult to fabricate experimentally, and, as will be shown below, the
circular boundary is not optimal for collimation.
In the next section, the collimation of rays in an elliptical resonator will be studied
using a geometric optics approach.













Figure 5.8.: Collimation of light rays in an ellipse. A ray coming from point (0, 0) with
an angle α is collimated. The parameters X , Y have to be chosen such that
rays originating from (0, 0) are collimated.
5.4. Collimation of rays scattered by the notch: a
lens model
5.4.1. Collimation in elliptical resonators
As seen in the previous section, an elliptical cavity can act as a lens and collimate
rays coming from a xed position with small angles. In the notched ellipse, this xed
position corresponds to the notch position, which is approximately the s = 0 position
of the boundary (5.1). The goal of this section is to nd the parameters of such an
ellipse archiving collimation. Figure 5.8 shows collimation of a ray originating (0, 0); the
parameters of the ellipse now have to be chosen such that this is possible.




























β = η, (5.5)
α = η − χ, (5.6)
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the Snell law
sin η = n sinχ (5.8)









Considering collimation only for small angles (rays with larger angles will get reected
back into a whispering-gallery anyway), one can set




























The requirement that rays originating from (0, 0) are collimated means that ∆x ≈ x ≈
X . This leads to
X
Y




5.4.2. Collimation for other boundary shapes
The ellipse collimates light scattered by the notch with small outgoing angles. Of course,
as rays scattered by the notch emerge with all outgoing angles, it is interesting to ask if
there is a shape which collimates light for all outgoing angles. To answer this question,
one can consider a cavity boundary curve described by y = f(x) and look for a function
f such that rays coming from (0, 0) are collimated (Fig. 5.9). The following relations








tan β = − 1
f ′(x0)
= tan η, (5.14)
sin η = n sinχ, (5.15)
α = η − χ. (5.16)
With α = η − χ, one nds
tanα = tan(η − χ) = tan η − tanχ
1 + tan η tanχ
; (5.17)











Figure 5.9.: Relations between dierent parameters in a cavity bounded by the curve
y = f(x). The refractive index inside the cavity is n; outside, it is 1. A ray
starting at (0, 0) with an angle α is collimated after refracting out of the
cavity.























Combining Eq. (5.18) and Eq. (5.17), using tan η = −1/f ′(x0) and inserting in Eq. (5.13)
yields
tanα =
tan η − G(tan η)





















This is a dierential equation for the unknown function f and can be solved numerically.
Unfortunately, no solution leading to a closed cavity exists; the solutions do not have
two intersections with the x-axis.
However, a solution leading to a closed cavity exists if Eq. (5.13) does not have to
be true for all angles α, but instead only for small angles. Rays originating from (0, 0)
with small angles will then be collimated. In this limit, one has tan η ≈ sin η ≈ η and
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This dierential equation can be solved analytically, for example using separation of








x20 with an integration constant c. (5.21)
For c > 0, this describes an elliptical shape, which is closed.
5.5. Dependence of the far eld directionality on the
system parameters
5.5.1. Axis ratio  = X/Y
As seen in the previous section, far eld directionality is archived because the elliptical
cavity boundary acts like a lens and collimates the rays scattered by the notch. For any
given refractive index n, this works only for one axis ratio  = X/Y (see Eq. (5.12)).





1− 1/n ≈ 0.83. (5.22)
Figure 5.10 shows the far eld pattern of notched ellipses with dierent axis ratios .
Indeed, values near the optimal  lead to the best directionality. This is quantied in
Fig. 5.11, where the ratio of the intensity emitted into 0 ≤ θ ≤ 20 degrees to the overall
emitted intensity is plotted for dierent 's. The full width at half maximum (FWHM)
of the θ = 0 peak is also shown. The notch depth and width are xed at δ = 5/96 and
ϑ = 2/96, respectively.
Indeed, one only nds far eld directionality near the optimal ; far away, the far eld
pattern is almost uniform, as it could be expected from whispering-gallery-rays in an
elliptical cavity. Such a far eld is also shown for comparison in Fig. 5.10 (blue curve).
The main peak at the optimal  is very sharp (≈ 5 degrees). This is signicantly less
then what can be achieved in the limaçon (≈ 20 degrees) and other systems. A drawback
is that the percentage of the overall intensity which is emitted in the main peak is rather
small, i.e. below 50 %. While a laser working with an notched elliptical resonator might
have excellent output directionality, it probably will not operate too eciently in terms
of pumping versus output power.
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Figure 5.10.: Far eld patterns for varying  values and xed notch depth δ = 5/96 and
width ϑ = 2/96. The red curve corresponds to the optimal  ≈ 0.83. For
comparison, the far eld pattern of the ellipse without notch (blue curve)
is shown as well.
























































uniform emission (11 %)
Figure 5.11.: Dependence of the far eld directionality and FWHM of the main far eld
peak in the notched ellipse for various axis ratios .
5.5.2. Notch depth and width
Figure 5.12 shows the far eld pattern for a notched ellipse with the optimal  ≈ 0.83
for dierent notch depths δ and notch widths ϑ.
While too large δ's are unfortunate in term of output unidirectionality (the rays are
scattered too far inside the cavity for the lens, which is optimized for scattering at the
boundary, to work properly), too small δ's are also not good (the notch is too small to
scatter the rays eciently). There exists a range of 1/96 ≤ δ ≤ 5/96 where the direction-
ality is optimized. The notch width ϑ does not inuence the directionality signicantly;
however, larger ϑ are favorable, probably because having a broader notch enhances the
probability of a ray getting scattered by the notch. Such enhanced scattering, on the
other hand, leads to faster leakage out of the cavity and thus to a reduced Q factor.
5.5.3. Polarization
Unidirectional emission can not only be achieved for TM, but also for TE polarization, as
shown in Fig. 5.13; the divergence angles and the intensity emitted into ±20 degrees are
comparable. This is an advantage of the notched elliptical resonator: other structures
proposed for unidirectional emission only work well for TE (e.g. the limaçon, [WH08])
polarization. As only TE or TM polarized emission is possible when using some active
materials in experiments, it is useful to have a shape with which both possibilities can
be accommodated.
While the percentage of intensity emitted into±20 degrees is higher in the TE case, the
dierence between the two polarizations is very small. The notched elliptical resonator
thus exhibits unidirectional light emission in both the TE and the TM cases.
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Figure 5.12.: Far elds for the notched ellipse with  = 0.83 for various notch depths
δ (with xed ϑ = 2/96) and notch widths ϑ (with xed δ = 2/96). The
percentage of the intensity emitted into ±20 degrees is noted; red color
indicates the combination yielding the best directionality.
5.5. Dependence of the far eld directionality on the system parameters 57














far field angle (degrees)
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TE, 46.32 %
Figure 5.13.: Far elds for the notched ellipse with  = 0.83, notch depth δ = 2/96 and
notch width ϑ = 3/96 for TM and TE polarizations. The refractive index
is n = 3.2. The percentage of the intensity emitted into ± 20 degrees is
noted.
5.5.4. Refractive index
A refractive index of n = 3.2 has been used so far in the calculations. This is a refractive
index typical for semiconductors (e.g., GaAs has n ≈ 3.3, GaN n ≈ 3, AlAs n ≈ 3.2),
which are in fact often used as cavity materials in applications. But there are other
materials, e.g. polymers with n ≈ 1.5, which can also be used; in other applications,
despite the use of a semiconductor cavity, one has a refractive index contrast between
the cavity material and the outside because the cavity is embedded in another material.
For example, this is the case in [BRK
+
08], where a micropillar cavity is embedded in a
polymer material. The refractive index contrast is around 2 in this case.
Because of this wide range of refractive indices encountered in applications, it is rea-
sonable to ask if the mechanism presented so far works for refractive indices other than
n = 3.2. Naively, one could think that it works for all refractive indices equally: after
all, Eq. (5.12) shows that for any n, an  can be found which optimizes the directionality.
But of course, Eq. (5.12) does not tell how good the directional emission of a cavity with
this optimal  value actually is. As shown in Fig. 5.14, the directionality indeed varies
signicantly with the refractive index.
The directionality goes down drastically if n is lowered; at n = 1.2, the emission is
almost uniform and not very dierent from the one of the ellipse without notch. This
is due to the fact that at such a low index, most of the rays hitting the notch actually
do so with angles below the critical angle for total internal reection, and thus are not
reected to the opposite side where collimation can take place, but refracted out right
away. This is shown in Fig. 5.14 (b): there, the percentage of the overall emission which
comes from transmission of the notch is plotted. While this transmission is only 2.3 %
for n = 4.2, it goes up to almost 10 % for n = 2.2 and n = 1.2. Thus, more and more
intensity is transmitted at the notch, lowering the emission into ±20 degrees, but also












































Figure 5.14.: (a) Far eld patterns of the notched ellipse with dierent refractive indices
n for δ = 2/96, ϑ = 3/96, and TM polarization. The eccentricity of each
ellipse has been optimized with respect to n according to (5.12). The per-
centage of the intensity emitted into ±20 degrees is noted. (b) Percentage
of the emitted intensity which comes from transmission at the notch for
the same refractive indices.
diminishing the number of rays which can participate in the collimation process.
For refractive indices above n = 3.2, the directionality improves slightly (even more
ray are scattered by the notch without being refracted out), but side peaks arise as well.
They are connected to the bowtie island (see Fig. 5.2): the bounce points with p ≈ 0
emit into at ≈ 70 and ≈ 110 degrees. This contribution to the emission is, of course,
always present; but at lower refractive indices, other contributions are more important.
At n = 4.2, most other phase space structures are too far away from the critical line to
contribute.
As no materials with n > 4 are currently used in applications, one can conclude that
unidirectional far eld emission in elliptical cavities with a notch can only be achieved
for refractive indices typical for semiconductor materials.
5.5.5. Notch shape
The choice of a Gaussian as the notch shape is arbitrary and might be dicult to
fabricate experimentally. In this section, two other notch shapes are studied. The rst










y = sin φ.
(5.23)
This notch is made of two Gaussians with widths ϑ/2 and depths δ. It thus has ap-
proximately the same width and depth as the Gaussian notch (Eq. (5.1)), as shown in
Fig. 5.15.







Figure 5.15.: Gaussian (dashed line) and double-Gaussian (solid line) notch shapes.
The second notch is a parabolic notch, which is achieved by cutting a parabola out
of the elliptical boundary such that the depth is δ and the overall width is ϑ (see
Fig. 5.16). A formula for this piecewise dened boundary can be found by rst con-
sidering intersections between the elliptical boundary (x, y) = ( cos φ, sinφ) and the
parabola (x, y) = (αy2 + β, y). Because the notch depth is δ, β is given by β =  − δ,
and because the width is ϑ, the intersections happen at the polar angles φ1,2 such that
y = sinφ1,2 = ±ϑ/2. From these relations, α can be calculated:
x =  cos φ1,2 = αy
2 + β = α sin2 φ1,2 + − δ








In the last step, cos φ1 = cos φ2 = cos[arcsin(ϑ/2)] =
√
1− ϑ2/4 has been used. The















Figure 5.17 shows the far eld patterns of a Gaussian, a double-Gaussian, and a
parabolic notch for δ = 2/96, ϑ = 3/96 and  = 0.83. The directionality of the far eld
pattern is quite insensitive to the precise notch shape, which adds further conrmation
to the interpretation of the notch as a point scatterer.
5.5.6. Cavity boundary shape
Only an ellipse collimates rays scattered by the notch. But what happens for other
boundary curves whose curvatures are locally very similar to the one of the optimal









Figure 5.16.: Denition of the boundary curve of an ellipse with a parabolic notch.














far field angle (degrees)
Gaussian, 44.67 %
double Gaussian, 46.76 %
parabolic, 42.24 %
Figure 5.17.: Far eld patterns for a notched ellipse with  = 0.83, δ = 2/96, and
ϑ = 3/96 for a Gaussian (black curve), a double Gaussian (red curve) and
a parabolic notch (red curve). The fraction of intensity emitted into ±20
degrees is noted. On the right, the notch shapes are shown.
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ellipse? As an example, one can look at a notched quadrupole with a certain defor-
mation. Quadrupolar cavities also allow for long-lived rays and directed (although not
unidirectional) emission (see, e.g., [NS97]).
The quadrupole is dened by the boundary curve
1
r(φ) = R(1− ˜ cos(2φ)), (5.26)
with the deformation parameter ˜ and a length scale parameter R.
In order to nd the deformation ˜ which leads to a curvature similar to the optimal
ellipse, one can follow [Nöc97] and view the ellipse as an approximate quadrupole. The
ellipse can be parametrized by the boundary curve
r(φ) =
Y√
1 + e2 cos2 φ
, (5.27)
where the eccentricity e2 = (Y 2−X2)/X2 of the ellipse has been introduced. Expansion



















This is the boundary curve describing a quadrupole with deformation parameter ˜ =
e2/4; ˜ for the optimal notched quadrupole can be estimated to ˜ ≈ 0.08. The boundary
curve of the notched quadrupole in units of the major half-axis Y is given by
x =
[
r(φ)− δ exp(−2(φ− pi)2/ϑ2)r(φ)] cosφ,
y = r(φ) sinφ,
(5.29)
with r(φ) = 1− ˜ cos(2φ)− 2˜.
Figure 5.18 shows the phase space for the quadrupole and the notched quadrupole
at ˜ = 0.08. It can be seen that also in this system, rays traveling along the boundary
similar to WGMs until they hit the notch exist; however, the phase space is not changed
as drastically as the one of the ellipse. This is due to the fact that the undisturbed
quadrupole is already far from being an integrable system at ˜ = 0.08 and the chaotic
dynamics does not change drastically. Many islands also persist after notching the
boundary  and as some of them are localized at the critical line, they contribute to the
far eld emission.
Figure 5.19 shows the resulting far eld patterns as well as the boundary shapes for the
optimal  and ˜. While the boundary shapes are very similar, the notched quadrupole
shows little output directionality. It really is essential to shape the cavity boundary
elliptically. This is due to the fact that the quadrupolar boundary does not collimate
rays as well as the elliptical boundary (see Fig. 5.20).
1
Usually, the quadrupole is dened by r(φ) = R(1 + ˜ cos(2φ)). The choice of the other sign ensures
the same aspect ratio as in the ellipse considered earlier: the major half-axis is oriented along the y
axis.























Figure 5.18.: Poincaré surface of section for the quadrupole without notch (top) and the
notched quadrupole (bottom) for ˜ = 0.08 and δ = 2/96, ϑ = 3/96. The
critical line for total internal reection for n = 3.2 is shown in blue. The
points marked red in the bottom panel belong to an orbit which travels
WGM-like around the boundary until hitting the notch.
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Figure 5.19.: Far eld patterns and boundary shapes for the optimal ellipse and
quadrupole with notch parameters δ = 2/96 and ϑ = 3/96. The quadrupole
shape is slightly enlarged in order to make the comparison easier.
notch
quadrupoleellipse
Figure 5.20.: Collimation in the ellipse (left, see Fig. 5.7) and quadrupole (right). Rays
originating from the notch are not collimated in the quadrupole even for
small angles.
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5.6. Comparison with wave calculations
So far, all results have been obtained using a ray model. While the rays can of course re-
solve an arbitrarily small notch at the boundary, electromagnetic waves can only resolve
structures larger than a wavelength. It is thus necessary to check if the results still hold
when leaving the ray approximation and solving the wave equation in a notched elliptical
cavity directly. This is done here using the boundary element method (BEM) [Wie03]
(see also Appendix C for details). Figure 5.21 shows far eld patterns for two dierent
modes as well as the mode patterns. The modes are labeled A (kR = 60.32 − 0.0062i,
Q = 49 000) and B (kR = 60.59 − 0.055i, Q = 5 500). While the mode pattern is not
very sensitive to the number of boundary elements used for calculation, the Q factor is;
the results shown here have been calculated using 4000 boundary elements. Choosing a
higher number of boundary elements leads to signicantly higher Q factors.
The far eld agrees well with the ray simulations; the intensity emitted into ±20
degrees is between 50 and 60 %, which is a bit larger than the ray simulations predict.
This dierence can at least in part be attributed to the dierences between modes of
even and odd parity. Modes with odd parity have higher Q factors, as they have less
overlap with the notch (a node is located at the notch position) and thus less leakage
out of the cavity at the notch position; they also have less directional emission. Even
parity modes, which are more directional, dominate the far eld because their Q factors
are lower (they have an intensity maximum at the notch position), so that a larger
percentage of the light leaking out comes from them. The ray simulation corresponds
not to the far eld of an individual mode, but to and average over all (even and odd)
modes (this kind of correspondence has been studied in [SHW
+
09]). The average ray
directionality thus has to be lower than the directionality of a single mode.
5.7. Comparison to experimental results
Elliptical resonators with notches have been fabricated in F. Capasso's group [WYY
+
10]
and used as a cavity for a microlaser. They fabricated GaInAs/AlInAs/InP Quantum
Cascade Lasers (QCLs; the working principle is described in [FCS
+
94]) with an eective
refractive index n ≈ 3.2 and a wavelenght in the material of λ ≈ 10µm. The minor half-
axis X is X = 80µm, the major half axis Y = 96µm. Dierent notch shapes and sizes
were fabricated (see Figs. 5.22 and 5.23), including a double and a parabolic notch; the
results shown below are for a parabolic notch with depth d = 2µm and opening angles
o = 3µm. The notches are shaped with photo-lithography; the standard accuracy of
this method is around 1µm.
The light output of a QCL is always TM polarized due to selection rules for the
lasing quantum well intersubband transitions. The devices are pumped electrically. The
Q-factors are around 1200, which agrees well with the calculated values if material
absorption is taken into account. The far elds are measured according to [YFW
+
08]
and also agree well with our theoretical predictions (Fig. 5.24).
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far field angle (degrees)
mode A, 51.6 %
mode B, 58.5 %
mode A mode B
Figure 5.21.: Far eld patterns for modes A (high Q) and B (low Q). The mode patterns
inside and outside the cavity are also shown.
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Figure 5.22.: Scanning electron microscope picture of an elliptical cavity with a
parabolic notch with d = 2µm and o = 3µm. The top panel shows the
resonator as seen from above (with the gold contact as its top plate); the
bottom panel shows a magnication around the notch. The notch param-
eters and indicated as well as the active region (Picture courtesy of Q. J.
Wang).
Figure 5.23.: Scanning electron microscope picture of an elliptical resonator with a
double notch with d = 2µm and o = 3µm (Picture courtesy of Q. J.
Wang).




















far field angle (degrees)
experiment
theory, mode A
Figure 5.24.: Comparison of the experimental (red curve) and theoretical (black curve)
far eld patterns for a notched elliptical resonator with X = 80µm, Y =
96µm, d = 2µm, and o = 3µm. The theory curve shows the far eld




6. Extended ray dynamics:
including wave corrections in the
ray picture
While ray-wave correspondence is very useful for the interpretation of modes and far-
eld patterns, it fails if the wavelength becomes comparable to the cavity size (λ/R
near one), i.e. for low kR. As semiconductor cavities with sizes comparable to the laser
emission wavelengths have been build [SGS
+
10], understanding how and when ray-wave
correspondence fails and what other ways of interpreting the wave results are possible
becomes more and more important. One idea is to nd rst-order wave corrections which
extend the ray dynamics; this can be seen as a semiclassical approach: instead of just
looking at the classical (ray) limit of a quantum mechanical billiard (dielectric cavity),
one considers rst-order quantum (wave) corrections to physical quantities.
How does one design this extensions, what are rst-order wave corrections? If one
leaves the ray limit, one no longer deals with rays, but with beams which travel, get
reected, and interfere in a cavity; in the limit of narrow beams with wavelengths small
compared to the cavity size, one recovers the ray limit. Because one deals with beams,
which have a diractive spreading (i.e. contain partial waves with dierent incident
angles at a point where reection occurs), the openness of a dielectric cavity is felt much
more directly than in the ray picture: at each reection, a part of the beam can get
refracted out, even if the average angle of incidence is above the critical angle for TIR.
Wave corrections will thus also mean corrections due to the openness of a dielectric
cavity.
One such rst-order wave correction has been found experimentally by Goos and
Hänchen [GH47]: measuring the reection of beams on a planar interface, they found
that the reected ray is not reected at the position of the incident ray, but is shifted
along the interface (the shift is now called the Goos-Hänchen shift (GHS)) because of
interference of the dierent reected partial waves, which accumulate dierent phases
upon reection; the theory is discussed in more detail in section 6.1.1. This shift can
be easily included in a ray picture: one identies the maximum of the beam as a ray,
subjects it to the usual reection laws at the boundary, and then applies the GHS as
a correction. A complementary eect was predicted in [TS02] and measured experi-
mentally in [RTS
+
02]: when a beam is reected at an interface, the partial waves with
small angles of incidence (which usually exist, even if the average angle of incidence is
above the critical angle) get (partially) refracted out of the cavity and are missing in
the reected beam, which thus has an average outgoing angle which is higher than the












Figure 6.1.: GHS ∆s and FF ∆p = sinχ′− sinχ as wave corrections to the ray picture.
A beam is not reected at the same position on the boundary, but the
outgoing beam is shifted by ∆s; the outgoing angle χ′ is not the same as
the incident angle χ, but the sine is shifted by ∆p.
average angle of incidence. This eect, called Fresnel ltering (FF), thus manifests itself
as a correction of the outgoing angle of a ray, i.e. as a correction to Snell's law. If one
considers both these eects and looks at the dynamics in phase space [SH06], the GHS
is a correction of the position s along the cavity boundary, and the FF is a correction
of angle χ, i.e., the momentum p = sinχ. Figure 6.1 shows an illustration of the two
eects.
The wave corrections lead to modications of the phase space: breakup of invariant
lines into stable and unstable xed points (see section 6.4 and [UWH08]), formation of
attractors and repellers (see sections 6.5, 6.6 and [AGH08, UW10]) and a momentum
shift of phase-space structures (also discussed in section 6.5). Continuing the idea of ray-
wave correspondence, one can look at modes for low kR and study how they reect the
modied phase space. Altmann et al. [AGH08] have studied the formation of attractors
and repellers in the annular cavity with wave corrections, but did not consider modes.
6.1. Wave corrections: Goos-Hänchen shift and
Fresnel ltering
6.1.1. Goos-Hänchen shift: analytical results
A simple analytical formula for the GHS is due to Artmann [Art48]. While it can also can
be derived from wave optics ([Art48, Art51]; see also section 6.2.1 for another derivation),
the simplest approach is to consider a beam consisting of two plane waves being reected
at a planar interface (see Fig. 6.2). The plane waves have slightly dierent incoming
angles χ and χ′ (corresponding to p = sinχ and p′ = sinχ′), and, upon reection, gain
two slightly dierent phases φ and φ′. One can set p′ = p + ∆p and φ′ = φ + ∆φ; ∆p
and ∆φ are small numbers. The incoming beam can be written as
ψ
in


















Figure 6.2.: Derivation of the Artmann result for the GHS using an incoming beam
consisting of two plane waves. At the interface, they gain dierent phase
shifts, which in turn lead to a lateral displacement.
the outgoing beam as
ψ
out

















































































∆s has singularities at p = sinχ = 1/n (the critical angle) and also at p = 1, both of
which are unphysical for a realistic beam. The Artmann result is thus only valid for


















Figure 6.3.: Artmann result (black line) and Lai result for kσ = 30 (red solid line) and
kσ = 4 (red dashed line). The critical line is marked by the black dashed
line. The other parameters are n = 3.3, kR = 8.2; the polarization is TM.
not-too-high angles of incidence above the critical angle, as the square root in Eq. (6.5)
gets complex-valued for p < 1/n and the shift cannot be properly dened.
Lai et al. [LCT86] developed an analytical expression for the shift of a Gaussian beam
which gets rid of the singularity at p = 1/n and is also valid for angles of incidence
below the critical angle. However, their expression is only valid if the beam width σ of
the beam is much larger than the wavelength, i.e. in the limit kσ  1. If one considers
minimal-uncertainty beams for small k, one has kσ ≈ 1. This is the limit which will
be considered in the following; the Lai result is no longer valid in this limit because it
shows unphysical singularities. Figure 6.3 shows both the Artmann result and the Lai
result for dierent σ values.
6.1.2. Fresnel ltering
The Fresnel ltering eect was introduced by Tureci and Stone [TS02] in order to de-
scribe deviations of the measured far-eld pattern of a quadrupolar cavity from the ray-
dynamical predictions. They developed an analytical formula for the far-eld emission
pattern of a cavity where Gaussian beams are reected; from it, an analytical expression
for the shift in the far-eld emission angles (for incidence at the critical angle) can be
derived. However, no analytical expressions for the FF itself are given, and none seem
to be known. Schomerus and Hentschel [SH06] extracted the FF from wave calculations
in a circular cavity; for other investigations, i.e. the formation of periodic orbits in the
Spiral cavity [AGH08], for xed nkR, a constant FF as a function of p is assumed.
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6.2. Numerical calculation of GHS and FF
6.2.1. Calculation scheme
As analytical formulas for the GHS suer from unphysical singularities and so far, none
are known for the FF, it is necessary to calculate these corrections numerically as func-
tions of the angle of incidence, depending on the refractive index n, the wavelength
(described by the size parameter kR), and the polarization (TM or TE). The numer-
ical scheme is described in the following; the general idea is to calculate the incident
and reected beams and extract the GHS and FF by comparing the average incom-
ing and outgoing reection positions and angles. Such an approach has been used in
[AW07, AW09] and [AMW09] as well, and compared to experimental results for the
shifts at planar interfaces (though not in microcavities).
The major approximation here is to treat the interface as planar, thus neglecting the
curvature of a cavity boundary. This approximation can be justied because locally, any
smooth boundary looks at; if the radius of curvature is larger than the beam width and
the wavelength, it will also look at to the beam. A generalization to arbitrarily curved
boundaries might be desirable if one wants to study kR → 1, but is dicult, as there
are no analytical formulas for the Fresnel coecients at a curved interface. Thus, the
following calculations are restricted to the planar-interface situation; as the results agree
well with wave results down to kR ≈ 10 (as will be seen later), this seems reasonable.
The incoming wave function ψ
in
















This describes a Gaussian beam with width σ centered around x = 0 (which is chosen
as the position where the beam maximum hits the at interface) and has plane wave





. The width σ can be xed by choosing a minimal-uncertainty beam where the
uncertainties in nkp and x, nk∆p and ∆x, are of equal size when compared to the typical
length scale R of a cavity. The minimal-uncertainty beam is chosen because it best
approximates a classical ray and is thus the natural choice in a semiclassical approach.














The beam width σ is then given by σ =
√
2 ·∆x.











Figure 6.4.: Incoming and outgoing beams. The incoming beam ψ
in
includes a variety of
plane wave components with dierent incoming angles; the central incoming
angle is χ
in
. Each component gets reected according to Fresnel's and Snell's
laws; the outgoing beam ψ
out
consists of dierent angles.
When the beam hits the boundary, each plane wave component gets reected according
to the Fresnel and Snell laws; the wave components with incoming angles below the
critical angle for total internal reection get partially refracted out. The outgoing beam









with the complex Fresnel reection coecient r applied to each plane wave component.
The resulting beam will, in general, no longer be Gaussian. Figure 6.4 illustrates the
process. When considering only incoming angles above the critical angle for TIR and a
narrow angle distribution, the Fresnel coecient r can be approximated as


















































































has a position expectation value of zero by construction. The FF can be calculated














|2 − pin, (6.16)
as ψ
in















(the normalization constants do not matter because they cancel each other in (6.16)).
The integrals in (6.15) and (6.16) have to be done numerically because of the presence
of the reection coecient r; the x-integral is done from −50σ to 50σ.





; the shift ∆s would then be the dierence of the positions of the maxima.
Lai et al. [LCT86] use this denition. But as ψ
out
need not be Gaussian, this denition
might not be straightforward, as ψ
out
can have dierent local maxima. An example is
shown in Fig. 6.5: The top panel shows the incoming and outgoing wave functions for
an incoming angle of p
in
= 0.8 (above the critical angle for n = 3.13) and kR = 50. The
outgoing wave function is approximately Gaussian, and the expectation value and the
maximum give approximately the same result. The bottom panel shows the incoming
and outgoing wave functions for p
in
= 0.3 (just below the critical angle), all other
parameters are the same. The outgoing wave function has two maxima; the higher one
is shifted to the left : dening the GHS as the shift of this maximum would yield a
negative GHS. But because of the second maximum and a tail in the x > 0 region, the
GHS extracted by the expectation value is positive.
6.2.2. Dependence on Gaussian beam parameters
For high kR, the p dependence of the GHS and the FF looks similar to the results ob-
tained by Artmann and Lai and also the curves extracted from wave calculations [SH06].
Figure 6.6 shows the GHS and FF for dierent kR values. For small kR values, the GHS
has a very broad maximum above the critical angle and is never zero; the FF also has
a broad maximum, and instead of vanishing above the critical angle, it turns negative.
This can be understood when looking at the wave function ψˆ(p) in p space (see Fig.
6.7). For low kR, this wave function is very broad. For small p
in
, the simple picture
of the reection coecient cutting out the small-p partial waves, resulting in a positive
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Figure 6.5.: Incoming (black curve) and outgoing (red curve) wave functions for kR =
50, TE polarization, n = 3.13, and p
in
= 0.8 (top panel) resp. p
in
= 0.3
(bottom panel). The outgoing wave function for p
in
= 0.8 is approximately
Gaussian, the outgoing wave function for p
in
= 0.3 is no longer Gaussian.




































Figure 6.6.: GHS (top panel) and FF (bottom panel) as functions of sinχ for n = 3.13
and dierent kR values. The GHS curves have been scaled with k, the FF
curves with
√
k (R = 1).
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shift, remains true (top panel in Fig. 6.7; p
in
is just below the critical angle). For larger
p
in
, the reection coecients cuts out intermediate p values (as it has a minimum at
the Brewster angle), but leaves the smaller p values (bottom panel in Fig. 6.7). The
resulting shift can be negative. This does not happen for higher kR, as the beams are
less broad in this case and thus |r| only has values below one in regions where ψˆ
in
≈ 0
for angles of incidence above the critical angle. One thus only nds negative FF around
the Brewster angle, but not for higher p
in
; this feature is not present in TM polarization.
There, the FF is always positive for high kR.
The GHS approximately scales with 1/kR (as can be expected from the Artmann
formula (6.5)), the FF, on the other hand, scales approximately as
√
kR, as predicted
by Tureci and Stone [TS02].
6.3. The extended billiard mapping
Just like the usual billiard dynamics can be described by a mapping (si, pi)→ (si+1, pi+1)
[Ber81], the dynamics in a billiard including the GHS and FF corrections can be de-
scribed using another mapping. If one denotes the billiard mapping by
si+1 = f(si, pi), pi+1 = g(si, pi), (6.18)
where the functions f and g depend on the shape of the billiard boundary, the billiard
mapping including the corrections is given by
s′i+1 = f(si, pi), p
′



















i+1) with the boundary is
calculated using the billiard dynamics, and then the corrections are applied, leading to
the new position (si+1, pi+1) (see Fig. 6.8). The approximation of calculating the GHS
and FF at a planar interface means that one neglects the s′i+1 dependence of ∆s and ∆p

































then the Jacobian of the extended mapping JˆE is given by JˆE = JˆG◦JˆB. The determinant
is given by





































Figure 6.7.: Incoming and outgoing wave functions and reection coecient in p space
for kR = 4, TE polarization, and n = 3.13. The top panel shows the case
for an angle of incidence p
in
= 0.3 of the wave packet (corresponding to
positive FF), the bottom panel shows p
in







Figure 6.8.: Extended billiard mapping. Starting from (si, pi), the billiard mapping is
applied to nd (s′i+1, p
′
i+1); the GHS and FF corrections then yield the new
phase space position (si+1, pi+1).
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with det JˆB = 1, as billiards are Hamiltonian systems. The extended mapping is thus in
general not area-preserving, and this is entirely due to the FF; the GHS is a Hamiltonian
correction. The trace is given by











Using det JˆE and tr JˆE, one can discuss the stability of any given xed point. The








(tr JˆE)2 − det JˆE . (6.24)
The xed point is stable if DJˆE = (tr JˆE)
2 − 4det JˆE < 0 (complex λ±), unstable if
DJˆE > 0 (real λ±) and marginally stable if DJˆE = 0. In rst order in ∆s, ∆p, one nds
DJˆE = (tr JˆB)






























As ∆s and ∆p are small corrections, they only rarely can change a positive DJˆB into a
negative one and vice versa; the stability of a xed point will thus be the same in the
extended billiard dynamics. Only in the marginally stable (DJˆB = 0) case, a xed point
is drastically aected by the wave corrections, and an invariant line can be broken into
stable and unstable xed points (Poincaré-Birkho-theorem). An example is discussed
in section 6.4 in the elliptical billiard.
If ∂∆p/∂p < 0, a stable xed point will become an attractor in the non-Hamiltonian
dynamics; if ∂∆p/∂p > 0, it becomes a repeller; the stability is in general not changed.
This may comes as a surprise, as one could assume that stable xed points could only
become attractors. Stability of a phase space structure and the type of the dynamics
(contracting or expanding) are, however, not related: just like an attractor has a basin of
attraction (set of points which converge to the attractor in forward-time evolution) which
corresponds to the stable island in the Hamiltonian dynamics, a repeller has a basin
of repulsion (set of points which converge to the repeller in backward-time evolution)
which also corresponds to the stable island in the Hamiltonian dynamics. That both
attractors and repellers can be found is an interesting feature of the p dependence of
the FF. The pinball billiards [AMS09], for example, only show attractors because a
constant ∂∆p/∂p < 0 is used.
The FF breaks the time-reversal symmetry (s, p) → (s,−p) present in the billiard
system; the partial waves with angles of incidence below the critical angle get refracted
out  when reversing the beam, the now incoming beam has a lot less components below
the critical angle and does not loose as much intensity. This sometimes creates confusion,
as the wave dynamics of the system seems to be time-reversal invariant (after all, the
Maxwell equations are). This apparent contradiction resolves if one notes that in the
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the wave picture, time-reversal invariance is also broken due to the outgoing boundary
conditions which are usually imposed. If light can not only get out of the cavity, but
also come back from innity, the wave dynamics is time-reversal invariant, and so is the
extended ray dynamics.
6.4. GHS and localization of modes in the ellipse
In this section, the eect of the wave corrections on a system whole billiard analog (the
ellipse) is integrable is studied. One nds new pairs of stable and unstable periodic
orbits, and mode localization along them. Such localization can not be explained from
the point of view of the conventional ray dynamics, as the periodic orbits are marginally
stable in this case. However, as these orbits turn stable and unstable in the extended ray
dynamics, the localization is easily explainable as scarring or localization on stable is-
lands. By calculating mode frequencies for dierent ellipse eccentricities, it is shown that
the localization of modes along periodic orbits happens at avoided resonance crossings.
6.4.1. The open ellipse
In contrast to the elliptical billiard, the dielectric ellipse is not integrable, as the Helmholtz
equation only separates for hard-wall boundary conditions [Nöc97]. As the wave correc-
tions GHS and FF only appear because of the openness of a cavity, the extended ray
dynamics of the ellipse should reect this non-integrability.
Figure 6.9 shows the phase space of the ellipse at e = 0.649. Far way from the
critical line, where the FF is small, the dynamics is approximately Hamiltonian, and
some invariant tori persist  thus, WGMs can still be found. In the leaky region, the
dynamics is repulsive, but bouncing-ball structures still exist as transients; as rays follow
such a line for many bounces, mode localization on these structures can still happen.
Because of the corrections, some invariant lines are broken up, giving rise to the stable
and unstable period four orbits. This is an eect of the GHS alone [UWH08]. It is
consistent with the Poincaré-Birkho theorem, where a Hamiltonian correction breaks
invariant tori into pairs of stable and unstable periodic orbits.
Figure 6.10 shows emerging Husimi functions for two modes in the e = 0.649 ellipse
together with the corresponding periodic orbits; the localization can be clearly seen. A
similar scenario is valid for the e = 0.845 ellipse. There, an additional stable island
(corresponding to a bowtie orbit) and an unstable periodic orbit appear; there is also
localization along them, as shown in Fig. 6.11.
This localization along periodic orbits in the open ellipse would be dicult to un-
derstand from a conventional ray-dynamical point of view. Basically, there are two
mechanisms which can lead to such localization: scarring [Hel84], which in chaotic sys-
tems leads to localization along unstable periodic ray trajectories, and localization on
stable islands (according to the semiclassical eigenfunction hypothesis [Per73, Ber77]).
Both mechanisms are not applicable here, as in the closed ellipse, the periodic orbits in
question are marginally stable and thus neither stable nor unstable. The conventional













Figure 6.9.: Phase space for the e = 0.649 ellipse with wave corrections at n = 3.3, TM
polarization, and kR = 8.2. The red dots mark the stable period-4 islands,
the green dots belong to the corresponding unstable trajectory. The blue
line marks the critical line for TIR.
ray dynamics thus can not explain this localization, which probably could be expected
because it happens at an ARC which also is not present in the closed billiard.
The extended ray dynamics, however, can explain the localization, as it implements
corrections which also include the openness of this system.
6.4.2. Scaling with the wavelength
As the GHS is a correction proportional to the wavelength λ (thus scaling with 1/kR),
one could guess that the size of an island formed by this correction also scales with 1/kR.
The size is measured as the phase space area A =
∮
ds p; it is estimated by overlaying a
raster on the island and calculating the area by counting the raster blocks inside. This
only gives a rough estimate, as there is uncertainty in the choice of the boundary of the
island (one tries to nd the outermost boundary, but does not always hit it), as well as
deviations depending on the raster parameters. However, the estimate should be enough
for studying scaling properties.
Figure 6.12 shows the scaling of the island corresponding to the rectangular orbit at
eccentricity e = 0.649 (top panel) and the island corresponding to the bowtie mode at
e = 0.845 (bottom panel) in a double-logarithmic plot. A linear dependence on kR with
slope −1 would be expected for scaling with 1/kR, but while the dependence in both
cases is linear, the slope is larger than −1, and dierent in both cases. At e = 0.845, a
slope of ≈ −0.7 is found, and at e = 0.649, one nds ≈ −0.3. The inset show the shape
of the bowtie island for dierent kR values. In the case if the bowtie island, the rst
two data points (kR = 6.5 and kR = 13) have not been used in the t, as the islands in























Figure 6.10.: Emerging Husimi functions for modes localizing on stable (rectangle,
top panel) and unstable (diamond, bottom panel) period-4 orbits in the
e = 0.649 ellipse. The blue line marks the critical line. The stable and
unstable orbit positions are shown as green dots; the stable island is shown
in red. The real-space mode patterns are shown in the insets; the periodic
orbits are shown as black lines.
84 6. Extended ray dynamics: including wave corrections in the ray picture
Figure 6.11.: Emerging Husimi functions for modes localizing on stable (bowtie top
panel) and unstable (bottom panel) periodic orbits in the e = 0.845 el-
lipse. The blue line marks the critical line. The stable and unstable orbit
positions are shown as green dots; the stable island is shown in red. The
real-space mode patterns are shown in the insets; the periodic orbits are
shown as black lines.














































Figure 6.12.: Size of the islands created by the GHS as a function of kR on a double-
logarithmic scale. Top panel: stable period-4 island at eccentricity e =
0.649, corresponding to the rectangle orbit; the line is a linear t with
slope −0.7. Bottom panel: bowtie orbit at e = 0.845 with a linear t with
slope −0.3; the rst two data points have not been used in the t. The
insets shows the shape of the bowtie island for dierent kR values.
this case are very near to the critical line and strongly inuenced by it.
Especially in the rectangle case, but also in the bowtie case, the GHS-created islands
look too small to support the modes. This can be quantied, as the numberm of modes
tting into an island of area A can be calculated semiclassically. In EBK quantization,





ds p = mh¯. (6.26)
with p = nkh¯ sinχ and thus A =
∮











From Eq. (6.27) and the estimated island areas, one nds m ≈ 0.04 for the rectangle
island at kR = 8.2 and m ≈ 0.1 for the bowtie island at kR = 6.5. As m is smaller








Figure 6.13.: Avoided resonance crossing in the real (top panel) and imaginary (bottom
panel) part of kR in the dielectric ellipse at n = 3.3.
than one in both cases, one would not expect modes to be able to localize on the island.
However, small islands accommodating modes is a well-known phenomenon; typically,
it is possible because there are cantori conning the mode, as argued in [WRB05] for a
soft-wall billiard or in [SLK
+
08] for a deformed microcavity. Here, the connement is
not due to cantori, but to tori : the unbroken invariant lines of the open ellipse.
6.4.3. Avoided resonance crossings in the dielectric ellipse
The stable islands and unstable periodic orbits are present at dierent eccentricities e of
the ellipse, not just at the ones shown in section 6.4.1 (in particular, the period-4 island
seems to be present at all deformations 0 < e ≤ 0.85). However, localization of modes
along them only happens at particular e values. If one calculates mode frequencies for
a variety of e values around those with localization along periodic orbits, as shown in
Figs. 6.13 and 6.14, one nds that this localization happens at an avoided resonance
crossing (ARC) between two complex mode frequencies. Integrable systems typically
do not show avoided crossings; as their nearest-neighbor level distribution is a Poisson
distribution [Stö00], they allow for much more degeneracy of levels, which leads to level
crossings, not avoided crossings. ARCs are thus a strong sign for the non-integrability
of the open ellipse.
ARCs in microcavities are of interest because they can lead to the formation of long-
lived states with directional output [WH06] by coupling a long-lived, non-directional
state to a short-lived, directional one. This scenario also happens in the ellipse; an
example is shown in Fig. 6.13. The modes corresponding to the points labeled A  F
are shown in Figs. 6.15 and 6.16. The hybridized modes A,B and E,F in Fig. 6.15 are
of the bouncing-ball type. The modes C and D at the ARC are not of this type, but
localizing along periodic orbits which are stable (mode C) or unstable (mode D) in the
extended ray dynamics. Mode C has a much higher Q factor than mode D.
In Fig. 6.16, the modes A, B and E, F are of the whispering-gallery type, but the
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eccentricity e
Figure 6.14.: Avoided resonance crossing in the real (top panel) and crossing in the
imaginary (bottom panel) part of kR in the dielectric ellipse at n = 3.3.
The inset of the top panel shows the ARC more clearly.
CA E
B D F
Figure 6.15.: Modes corresponding to the points A  F in Fig. 6.13. While A, B and E,
F are bouncing-ball like modes, C and D localize along periodic orbits (red
lines), which are stable (C) and unstable (D) in the extended ray dynamics.




Figure 6.16.: Modes corresponding to the points A  F in Fig. 6.13. While A, B and
E, F are whispering-gallery like modes, C and D localize along periodic
orbits (red lines), which are stable (C) and unstable (D) in the extended
ray dynamics.
modes C and D at the ARC are again localizing along periodic orbits. As the imaginary
parts of kR cross in this case (see bottom panel of Fig. 6.14), the modes C and D have
similar Q factors.
At an ARC, the two modes whose frequencies come close hybridize; the modes at the
ARC then are superpositions of these modes. Such a superposition can lead to a wave
function which can be decomposed into a rapidly oscillating part and a weakly varying
envelope. The latter denes the localization pattern, which can resemble localization
along a short periodic orbit. For example, mode D in Fig. 6.15 resembles the dierence
of modes B and A: there is no intensity in the center of the cavity, only at the top and
bottom parts and near the points of highest curvature of the boundary.
In conclusion, there are two dierent ways of understanding the formation of modes
localized on periodic ray trajectories in the ellipse. One is based only on the wave
picture: because of the openness, the ellipse is no longer integrable, ARCs appear, and
hybridization of modes leads to the formation of modes localized along periodic ray
trajectories. The other way is semiclassical and based on the extended ray dynamics:
because of the openness, the extended ray dynamics is no longer integrable; the wave
corrections lead to the breakup of invariant lines into pair of stable and unstable periodic
orbits, and localization of modes on stable islands and along unstable periodic orbits
is possible. The extended ray dynamics thus can give physical insight into the wave
dynamics in this case where the conventional ray dynamics could not.
6.5. Shift of phase space structures
In this section, the interplay of the GHS and the boundary curvature of a cavity is
studied. It leads to a momentum shift of phase space structures, which is calculated
analytically in section 6.5.2 and compared to wave calculations in section 6.5.3. While
this shift appears in all cavities with non-vanishing boundary curvature which support
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period orbits when introducing the GHS, the special case of the  = 0.2 limaçon is
considered as am example; the phase space structure in the case with the wave corrections
is introduced in section 6.5.1. In section 6.5.4, the equivalent of the momentum shift in
quantum maps is discussed briey.
6.5.1. Shift of islands in the limaçon
Without the wave corrections, the  = 0.2 limaçon is mostly regular, with only small
chaotic regions. When the corrections are included, more chaos appears. Some regular
parts persist, in particular the period-3 orbit, which now is a (regular) attractor because
of the non-Hamiltonian FF. Figure 6.17 shows the phase space of the  = 0.2 limaçon
without (top panel) and with (bottom panel) the wave corrections. The refractive index
is n = 2, kR = 14, and the polarization is TM. Figure 6.18 shows the dierent types of
dynamics present in the system with wave corrections. According to (6.22),




regions with a positive derivative of the FF ∆p are repulsive (phase space volume grows,
det Eˆ > 1), regions with a negative derivative are attractive (phase space volume con-
tracts, det Eˆ < 1). It is interesting to compare the phase space positions of the period-3
structure with and without the phase space corrections. The period-3 island in the
closed limaçon is located right at the critical line; it is thus strongly aected by the
GHS and a little less strongly by FF. In Fig. 6.19, the two positions are compared. It
is clear that the position of the period-3 attractor in the limaçon with GHS and FF is
shifted to higher p values, away from the critical line. The geometrical origin of this
shift is discussed in section 6.5.2; it is not due to the FF (which of course also changes
the p value of a given structure) alone, but instead, the main contribution arises from
the combination of the GHS with a non-vanishing boundary curvature.
6.5.2. Periodic orbit shift
The vertical shift of periodic orbits in phase space can be calculated analytically for the
special case of an orbit which stays periodic with the same periodicity and symmetry
(as opposed to the pitchfork-type bifurcation studied in section 6.6.2, where new orbits
with the same periodicity but broken symmetry appear). For example, in the limaçon
at  = 0.2 the period-3 and period-4 orbits are of this type, as shown in Fig. 6.20).
The rays are pushed outwards from the unperturbed orbits. The outwards pushing
means that the direction vectors without and with the corrections (v and v
′
) of the rays
are parallel. It should be noted that strictly speaking, such parallelity is not possible if
the FF is included, as the incoming and outgoing angles of the perturbed ray still have
to be the same if it is parallel to the unperturbed ray. However, if one studies periodic
orbits far away from the critical line, where the FF is small, v and v
′
are approximately
parallel and the reasoning of this section may still be used.























Figure 6.17.: Phase spaces for the  = 0.2 limaçon without (top panel) and with (bottom
panel) the wave corrections GHS and FF. The blue line indicates the critical
line. The parameters are n = 2, kR = 14, TM polarization.





























Figure 6.18.: Main panel: Phase space for the  = 0.2 limaçon with wave corrections.
Three dierent types of dynamics present in this system are indicated:
near p = 0, the dynamics is repulsive (green dots) because of the positive
∂∆p/∂p. Above the critical line, the dynamics becomes attractive; the
period-3 attractor, which is the strongest one, is indicated in red. For
even higher p, the Fresnel ltering is almost zero, which leads to almost
Hamiltonian dynamics, as seen for example in the period-4 orbit indicated
in black, which is only very weakly attractive. The left panel shows the











Figure 6.19.: Period-3 island in the limaçon without GHS and FF (black dots) and
period-3 attractor (red dots) in the limaçon with GHS and FF. The critical
line is indicated by the blue line, and the inset shows the periodic orbits
corresponding to the phase space structures.
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Figure 6.20.: Stable (left column) and unstable (right column) period-3 and period-4
orbits in the closed limaçon at  = 0.2 (black curves) and in the limaçon
with kR = 14 including GHS and FF corrections (red curves).
Let χ denote the angle of incidence without GHS/FF and χ′ the one with them.
Using the local tangent vectors τ , τ
′
at the bounce points with polar angles φ, φ′ (the
corresponding arc lenghts s, s′ fulll s′ − s = ∆s/2 with the GHS ∆s), and the local
normal vectors ν, ν
′
(see Fig. 6.21), one nds
sinχ′ = v′ · τ ′ = v · τ ′ (v||v′)
= (sinχτ − cosχν) · τ ′. (6.29)
The vertical shift can then be expressed as
sinχ′ − sinχ = sinχ (τ · τ ′ − 1)− cosχ(ν · τ ′). (6.30)
One can clearly see from Eq. (6.30) that the vertical shift is due to the boundary cur-
vature: if the curvature vanishes, τ = τ ′ and ν = ν ′ ⊥ τ ′, so that the right hand side
of (6.30) vanishes.
If one sets τ
′ = τ +∆τ and ν ′ = ν +∆ν, (6.30) simplies to
sinχ′ − sinχ = sinχ (τ ·∆τ )− cosχ (ν ·∆τ ) . (6.31)
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thus depends on the ratio of the GHS ∆s and the local radius of curvature ρ in this
approximation. The curvature κ is in polar coordinates given by
κ =
|r(φ)2 + 2r′(φ)2 − r(φ)r′′(φ)|
|r(φ)2 + r′(φ)2|3/2 . (6.35)
In the circle with radius R, ρ = R, and one nds a POS
sinχ− sinχ′ = ∆s
2R
. (6.36)
In [HS02] (more in detail in [Hen02]), it was noted that the inclusion of the GHS at
a circular boundary can be interpreted as reection taking place at the boundary with
angle of incidence χ, but at an interface of larger radius of curvature, with an angle χ′
with
χ′ = χ− ∆s
2R
. (6.37)
This was used to calculate generalized Fresnel coecients for reection at the circular
boundary. As the authors did not look at modes and rays in cavities, but just at Gaussian
beams reected only once at the interface, they did not consider momentum shifts of





















One thus recovers (6.33) in the limit of small ∆s. This expression for the POS can be
seen as a generalization of (6.36) for non-circular boundary shapes.
Equation (6.30) can also be evaluated directly, without the help of the approxima-
tion (6.32). If the boundary is given by r = r(φ) in polar coordinates, one can calculate





r′(φ) cosφ− r(φ) sinφ






(−r′(φ) sinφ− r(φ) cosφ




Using (6.39) and addition theorems for the trigonometric functions, one nds




[cos∆φ (r′(φ)r′(φ′) + r(φ)r(φ′))
+ sin∆φ (r(φ)r′(φ′)− r′(φ)r(φ′))]
(6.40)














Figure 6.21.: Local tangent and normal vectors at a bounce point of a ray without GHS
and FF (black line) and the corresponding ray with them. The unperturbed
ray intersects with the boundary at φ
∧
= s, the perturbed one at φ′
∧
= s′.
The GHS fullls ∆s/2 = s′ − s, this corresponds to a shift in the polar
angles of ∆φ.
and




[sin∆φ (r′(φ)r′(φ′) + r(φ)r(φ′))
− cos∆φ (r(φ)r′(φ′)− r′(φ)r(φ′))] .
(6.41)
By inserting (6.40) and (6.41) into (6.30), the vertical shift sinχ′−sinχ can be calculated:





















R(φ, φ′) = r′(φ)r′(φ′) + r(φ)r(φ′),
R˜(φ, φ′) = r(φ)r′(φ′)− r′(φ)r(φ′).
(6.43)
(6.43) and (6.33) give results diering by less than 1 % for typical values of the GHS
and the limaçon boundary curve.
Results for the stable and unstable period-3 orbits are shown in Fig. 6.22. The hori-
zontal shift due to the GHS is also indicated, as well as the vertical shift due to the FF.
Taken together, these three corrections describe the phase space shift very well. Fig-
ure 6.23 shows the shifted stable and unstable period-4 orbits, where the shift is smaller
because the GHS is smaller, as one is farther away from the critical line. Also in this
case, the analytical formula describes the shift well.
As cavities with kR ≈ 10 have been studied before, such vertical shifts should also have
been seen before when comparing Husimi functions to period orbit positions. This is, in
fact, true: in [FYC05], an  = 0.15 stadium-shaped cavity with n = 3 was investigated.













































Figure 6.22.: (a) Phase space shifts for the stable period-3 orbit. The bounce points
of the orbits with (red circles) and without (black triangles) GHS and
FF are shown. The dashed lines indicate the phase space shifts due to
GHS and FF; the solid line is the POS calculated according to (6.42). (b)
Magnication of (a). (c) Phase-space shifts for the unstable period-3 orbit.
(d) Magnication of (c).













































Figure 6.23.: (a) Phase space shifts for the stable period-4 orbit. The bounce points
of the orbits with (red circles) and without (black triangles) GHS and
FF are shown. The dashed lines indicate the phase space shifts due to
GHS and FF; the solid line is the POS calculated according to (6.42). (b)
Magnication of (a). (c) Phase-space shifts for the unstable period-4 orbit.
(d) Magnication of (c).
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At kR ≈ 3.3, Husimi functions for modes localizing on a rectangular and a diamond-
shaped unstable period orbit are shown. The rectangular one hits the boundary only at
the half-circle parts, thus ρ = r with the half-circle radius r ≈ 0.9µm; with p ≈ 0.7 one
can estimate a periodic orbit shift of ∆p ≈ 0.08. The shift between the maxima of the
Husimi function and the periodic orbit position is ≈ 0.1; the estimate is thus quite good.
In the case of the diamond orbit, there are two dierent types of bounce points: the rst
type is located on the straight-line part of the stadium boundary, which has κ = 0 and
thus yields no periodic orbit shift, as can be seen when comparing again Husimi maxima
with the periodic orbit in phase space. The second type is located on the half-circle.
Here, one also can estimate ∆p ≈ 0.1 from the Husimi function and ∆p ≈ 0.08 as the
POS. The agreement is good again. A similar analysis can be applied to the  = 1.1
stadium with n = 1.5 from [FC07]; there, evaluation of the Husimi distribution yields
∆p ≈ 0.05, which agrees well with the POS ∆p ≈ 0.04.
Another interesting case is the one of a negative-index cavity. As the GHS is nega-
tive there [WUS
+
10a], one nds a negative POS. As an example, one can consider the
unstable period-4 orbit in the  = 0.43 limaçon with positive and negative refractive
index (|n| = 1.5). The results are shown in Fig. 6.24. The agreement is not as good
as in the previous cases, which can be expected, as the approximation of parallel rays
for the orbit without GHS and FF and the one with these corrections is not valid here.
This eect is more pronounced for the negative-index case, which is due to the fact that
the period-4 orbit in this belongs to the leaky region, as the shift is negative. The FF
is more pronounced there (it is almost zero for the positive-index case), which leads to
non-parallelity of the rays with and without corrections. However, the calculated POS
still agrees qualitatively with the shift seen in phase space.
6.5.3. Localization of modes on shifted islands
Because phase space structure are shifted to higher p values by the POS (in conventional,
positive-index cavities), modes localizing on them are farther away from the critical line
as modes localizing on the original structures. In the case of the period-3 attractor, a
mode localizing on the original island would be located right at the critical line, whereas
a mode localizing on the period-3 attractor would be above the critical line, and thus
would be longer-lived. The POS could thus, in principle, lead to modes localizing on
certain phase space structures which have a high Q-factor than it could be expected
from ray dynamics alone.
The picture, however, is not that simple because when considering the wave correc-
tions, one no longer deals with rays but with beams; the corrections thus change the
Fresnel coecients. In [HS02], such deviations from the Fresnel laws have been studied.
The authors show that the deviations, which are due to the non-vanishing curvature of
the boundary, can be explained by taking into account the Goos-Hänchen eect at a pla-
nar interface; the resulting reection coecients show a broadening with |r| < 1 even
above the critical angle. While no analytical formulas exist for such corrected Fresnel
laws, the reection coecients can be calculated numerically by reecting a wave packet

















Figure 6.24.: Periodic orbit shifts of the period-4 orbit (black triangles) in the  = 0.43
limaçon with positive (red circles) and negative (green squares) refractive
index |n| = 1.5. The POS is shown as the solid black line, the FF as the























r is the Fresnel coecient for a ray at a planar interface, and the wave packets are
dened as in section 6.2.1. Evaluation of Eq. (6.45) for all incoming angles yields the
modied reection coecient |r˜|. Figure 6.25 shows how the shifted period-3 structure
relates to this new reection coecient. It can be seen that even when accounting for
the deviations, the period-3 attractor is still localized in a region with approximate total
internal reection (|r˜| ≈ 90%).
One can thus nd long-lived modes localizing on the period-3 attractor, and, as it
turns out, also on the corresponding unstable period-3 orbit. Figure 6.26 shows Husimi
functions and modes patterns (calculated with the BEM) of such modes. The lled dots
indicate the orbits in the case with wave corrections, the open circles indicate the orbits
in the case without wave corrections. The agreement with the shift is good, which can
also be seen in the mode pattern itself. The Q factors are 682 (mode localizing on the
stable orbit) and 460 (mode localizing on the unstable orbit).
Are these Q factors high? Certainly not by the standards for laser applications,
where typically Q = 104 can be achieved. But they are high compared to what can be





















Figure 6.25.: Main panel: period-3 island and attractor as given in Fig. 6.19. The color
scale corresponds to the value of the modied reection coecient |r˜|. On
the left, the Fresnel reection coecient |r| (dashed line) and modied
reection coecient |r˜| (solid line) for kR = 14.
expected from the ray dynamics without corrections alone. Following [HS02], one can
calculate the Q factor from the reection probability R˜ of a given ray in a circular cavity





which can be related to the intensity decay rate γI by
|R|tγr = e−tγI → γI = −γr ln |R| = − c ln |R|
2nRc cosχ
. (6.47)






ln |R| . (6.48)
With n = 2, p = 0.5 (|r˜| ≈ 0.5 at this point), one nds Q ≈ 72, which is almost ten
times lower than the Q factors for the modes localizing on the period-3 attractor. As the
period-3 attractor in the extended ray dynamics is located at p ≈ 0.6, one can estimate
the Q factor in the extended ray dynamics as Q ≈ 225, which also is lower than the Q
factors of the modes localizing on the period-3 orbits, but closer to the actual order of
magnitude. The deviation may be due to the fact that one does, in fact, not deal with
a circular boundary here. So, the modes localizing on shifted phase space structures
are high by comparison. The period-4 stable and unstable orbits also experience a
shift; there are also modes localizing on them. An example is shown in Fig. 6.27. The

























Figure 6.26.: Outgoing Husimi distributions for a mode with kR = 13.9−0.01i localizing
on the stable period-3 orbit (top panel) and a mode with kR = 13.9−0.015i
localizing on the unstable period-3 orbit (bottom panel). The stable and
unstable orbits are indicated with red lled dots; black triangles are the
corresponding orbits without wave corrections. On the right, the mode
patterns are shown.
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agreement is again good, but harder to see than in the period-3 case because the shift
is smaller.
6.5.4. Periodic orbit shift in quantum maps
Even though the POS has been derived for billiards, it also arises in maps which are
amended by a correction ∆s. The typical example of a map is the Chirikov standard
map [Chi79], which can be written as
pj+1 = pj +K sin qj ,
qj+1 = qj + pj+1.
(6.49)
The constant K can be varied from zero to innity, which leads to a KAM transition
from regular behaviour (K = 0) to chaotic dynamics (K ≈ 1). For K = 0, the standard
map is very similar the motion of a particle with mass one in a circular billiard, as
p = const.
Introducing a correction ∆s = ∆s(pj) to the standard map, one nds the extended
standard map
pj+1 = pj +K sin qj ,
qj+1 = qj + pj+1 +∆s(pj+1).
(6.50)
It can be already guessed from Eq. (6.50) that ∆s can act as a correction not only of q,
but of p: it can be rewritten as
p˜j+1 = pj +K sin qj +∆s(pj),
qj+1 = qj + p˜j+1
(6.51)
by dening an amended new momentum p˜j+1 = pj+1+∆s(pj). This only works because
of the simplicity of the qj+1 equation; the mapping can not be rewritten this easily in a
billiard mapping.
The standard map can be quantised by introducing a Hamiltonian, H(q, p) = T (p) +
V (q), such that










one can choose T (p) = p2/(2m) and V (q) = K cos q. The time evolution operator of the
quantum standard map is then given by
Uˆ = exp(−iHˆt/h¯), (6.53)
with Hˆ the Hamiltonian operator corresponding to the classical Hamiltonian fulll-
ing (6.52). The extended standard map can be quantized in the same way, using



















Figure 6.27.: Outgoing Husimi distributions for a mode with kR = 14−0.0003i localizing
on the stable period-4 orbit (top panel) and a mode with kR = 14−0.0001i
localizing on the unstable period-4 orbit (bottom panel). The stable and
unstable orbits are indicated with red lled dots; black triangles are the
corresponding orbits without wave corrections.























Figure 6.28.: Chirikov standard map for K = 0.5 without (left panel) and with (right
panel) a constant correction ∆s = 0.1 · 2pi.
T ′(p) = T (p) + Φ(p), such that











∆s is thus given by ∆s = ∂Φ/∂p, in complete analogy to the Artmann result (6.14),
where∆s also is given as the p-derivative of a function φ (in this case, the electromagnetic
reection coecient phase). In the special case ∆s = const (not depending on p),
Eq. (6.53) can be written as
Uˆ
ext
= exp(−iT ′(p)/h¯) exp(−iV (q)/h¯) = exp(−ip∆s/h¯) exp(−iT (p)/h¯) exp(−iV (q)/h¯).
(6.55)
Splitting the exponentials is possible because T (p), V (q) commute, as well as p and T (p).
The map of the extended standard map is thus given by
Uˆ
ext
= exp(−ip∆s/h¯)Uˆ , (6.56)
with Uˆ the map of the usual standard map. It is thus give by applying the usual standard
map, and then adding the translation operator exp(−ip∆s/h¯). It is thus clear also from
the quantum version why the correction ∆s leads to a shift in the momentum direction
of phase space. Figure 6.28 shows an example of the phase space of the standard map
with and without a constant correction ∆s = 0.1 · 2pi at K = 0.5. Here, the whole phase
space structure shifts (down in this case), not just the periodic orbits.
In the standard map, one nds ∆p
POS
= ∆s by comparing Eqs. (6.50) and (6.51). This
is the case because of the simple dependence of qj+1 on pj+1. As the billiard mapping
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can be written down explicitly in the circle, one can try to extract the POS from it in a
similar way. The extended mapping is given as
pj+1 = pj,
qj+1 = qj + 2ρ arccos pj+1 +∆s;
(6.57)
(ρ is the circle radius), rewriting it as
p˜j+1 = pj +∆pPOS,
qj+1 = qj + 2ρ arccos p˜j+1
(6.58)
by dening a new momentum p˜ = p + ∆p
POS
. One can insert the equation for p˜j+1 in
the one for qj+1, which yields
qj+1 = qj + 2ρ arccos(pj +∆pPOS) ≈ 2ρ arccos pj + 2ρ∆pPOS√
1− p2j
. (6.59)
In the last step, arccos(pj +∆pPOS) has been Taylor expanded, as ∆pPOS is supposed to











in complete agreement with Eq. (6.34).
6.6. Eects of Fresnel ltering
While the eects of the GHS have been studied in the previous sections, this section
investigates the eects of the FF. In section 6.6.1, a feature of chaotic systems at small
kR values is studied: in this case, a chaotic attractor is formed which closely resembles
the Fresnel-weighted unstable manifold of the chaotic repeller of the closed system. In
section 6.6.2 it is shown that the FF can lead to the formation of periodic orbits which
are dierent for clockwise and counterclockwise travelling rays; this is a consequence of
the time-reversal invariance breaking due to the FF.
In the last sections, the eect of the wave corrections on regular structures has been
investigated. Here, their eect on chaotic structures is studied. As example systems,
the limaçon at a higher deformation ( = 0.43, the standard value for directional




10], which also has been fabricated
as a microdisk resonator.
6.6.1. Far eld patterns, the chaotic saddle, and attractors
In small (5 < kR < 10) cavities [SGS+10], a crossover from directional to bi-directional
emission and back has been observed. One could guess that these deviations from the
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far field angle (degrees)
no GHS/FF
with GHS and FF, kR=7
with only FF, kR=7
Figure 6.29.: Far eld patterns for the  = 0.43 limaçon without the wave corrections,
with only the FF included (kR = 7) and with both GHS and FF included.
The refractive index is n = 3.3.
ray-dynamical prediction [WH08] are due to the wave corrections. This assumption is
not correct, as Fig. 6.29 shows: including the corrections does not lead to signicant
changes in the far-eld patterns, let alone bi-directional emission. As the wave correc-
tions typically aect the phase space structure drastically, it is surprising that they do
not seem to aect the far eld patterns signicantly  and more so, why including only
the FF does not seem to change the far eld pattern at all. Some insight into this is
gained by comparing the phase space with only the FF with the chaotic saddle without
the wave corrections, as shown in Fig. 6.30. They have almost the same structure, which
of course leads to similar far eld patterns. Sometimes, structures like the chaotic saddle
have also been referred to as attractors, as they lead basically to the same result as an
attractor would: if you wait long enough, all intensity will be localized on it. However,
it is important to recognize that chaotic saddles arise from Hamiltonian dynamics; there
are no attractors in this case, and the localization of intensity is due to the fact that
intensity leaks out of the cavity over time. The ray dynamics itself stays Hamiltonian.
If, on the other hand, the FF is included, the ray dynamics becomes non-Hamiltonian,
and attractors can form. Essentially, one has two dierent approaches leading to similar
phase space structures: rst, the ray dynamics is Hamiltonian, but the intensity of a ray
varies, leading to the chaotic saddle; the openness is contained in the reection coe-
cients. Second, the ray dynamics in non-Hamiltonian, but the intensity of a ray stays
constant, leading to the formation of attractors. In this case, the openness is contained
in the non-Hamiltonian corrections.
That these two approaches lead to similar results is not that surprising given that
the actual calculations done are very similar. When calculating the chaotic saddle,
one starts with a uniform distribution of rays in phase space, and notes the intensity
retained; when calculating attractors within the extended ray dynamics, one starts with
a Gaussian distribution of rays centered around each phase space point and notes where
they are scattered to. I.e., one basically calculates a local chaotic saddle before starting


































Figure 6.30.: (a) Chaotic saddle of the limaçon, calculated using the conventional ray
dynamics. (b) Phase space structure of the limaçon with FF (kR = 7). (c)
Overlay of (a) and (b). The chaotic attractor of (b) clearly has the same
structure as the chaotic saddle in (a). The blue lines mark the critical lines
for n = 3.3.
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the ray dynamics.
6.6.2. Chiral symmetry breaking
As noted in [AGH08], the FF as a time-reversal symmetry breaking wave correction,
can lead to asymmetry between clockwise (CW) and counterclockwise (CCW) travelling
rays, as a CW ray turns into a CCW ray upon time reversal. These eects will be
studied in the case of a cavity with the shape of a deformed limaçon, which also has
been studied experimentally [SGS
+
10].
The deformed limaçon is dened by the boundary curve
r(φ) = R(1 +  cosφ)(1− 1 cos(2φ)) + d; (6.61)
in addition to the dipolar limaçon deformation, its boundary also contains a (weaker)
quadrupolar deformation. The Poincaé SOS of the deformed limaçon for the typical
experimental parameters
R = 890 nm,  = 0.28, 1 = 0.06, d = 60 nm, (6.62)
calculated using the conventional ray dynamics (i.e. no GHS/FF corrections are in-
cluded), is shown in Fig. 6.31. While the phase space is mostly chaotic for these param-
eters, it contains more regular structures than the usual limaçon at a similar deformation.
The period 3 and 4 orbits are unstable, but bifurcations of them are stable (see Fig. 6.31);
these orbits are interesting because they lie in the region of total internal reection, but
not far away from the critical line, and thus can inuence output directionality.
Figure 6.32 shows the situation for kR = 7. It should be noted that while the cal-
culations in this section include both wave corrections, the breaking of the symmetry
between CW and CCW rays is an eect of the FF alone, and the formation of pairs of
CW and CCW pseudo-orbits can also be observed if only the FF correction is included
into the extended ray dynamics. One interesting aspect of this asymmetry between CW
and CCW rays is that in this case, it leads to directional emission which does not happen
in the case without FF. In the following, modes localizing on the period-3 orbits will be
considered; light thus can leak out even if the periodic orbits are above the critical line.
Figure 6.33 shows the situation for the symmetric period-3 orbit. Most light is emitted
from positions 2 and 3, as the angles of incidence there are nearer to the critical line.
A CW ray will emit light from position 2 in the backward and from position 3 in the
forward direction, while a CCW ray emits light from position 2 in the forward and from
position 3 in the backward direction. A mode localizing on the symmetric period-3 orbit
is thus expected to have bi-directional emission.
In the symmetry-broken case, the situation is dierent, as Fig. 6.34 shows. In the
CW case, the emission is predominantly from position 2, as the angle of incidence there
is considerably smaller that at positions 1 or 3. The emission is into the backward
direction. In the CCW case, the emission is predominantly from position 3, and again
in the backward direction. The time-reversal symmetry breaking, which translates itself













Figure 6.31.: Poincaré SOS for the deformed limaçon with parameters as dened
in (6.62), calculated using the conventional ray dynamics. The blue lines
mark the critical lines for n = 3.13. Stable islands formed by bifurcations






















Figure 6.32.: Symmetric and asymmetric period-3 orbits in the deformed limaçon at
kR = 7 with TE polarization. The black line is the symmetric period-3
orbit without GHS and FF which is the same for CW and CCW travel-
ling rays. The red and green curves show the asymmetric CW and CCW
travelling rays, respectively. The orbits are shown in real (left panel) and
phase space (right panel). The three bounce points are labeled 1, 2 and 3.








Figure 6.33.: Expected light emission pattern from the symmetric period-3 orbit. Both








Figure 6.34.: Expected light emission pattern from CW and CCW rays for the asym-
metric period-3 orbits. Both CW and CCW rays emit in the backward
direction.












Figure 6.35.: Husimi distribution for a mode with kR = 11 − 0.03i localized an the
period-3 orbit. The red dots mark the bounce positions of the CW pseudo-
orbit, the blue line the critical line. On the left, the mode pattern in real
space is shown.
into an asymmetry between the bounce points 2 and 3, leads to directional emission in
this case.
The asymmetry between CW and CCW rays can easily be seen in the Husimi func-
tions in this case, and even the pseudo-orbits can be extracted from the maxima of the
Husimi distributions [SGS
+
10]. An exemplary Husimi function is shown in Fig. 6.35;
the agreement with the bounce points of the CW pseudo-orbit is quite good.
Another interesting feature visible in Fig. 6.32 is that the FF leads to a shift of the
periodic (pseudo-) orbit bounce points along the boundary. Just as it has been shown
in section 6.5 that the GHS leads to a periodic orbit shift ∆p
POS
in the momentum
direction of phase space, the FF also leads to a periodic orbit shift ∆s
POS
in the position
direction. Unfortunately, this shift can not be calculated analytically as easily, as both
the direction vector of the trajectory and the angle of incidence at the corresponding
bounce point change; an approach similar to the one in section 6.5.2 is not possible.
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7. Measuring the Goos-Hänchen
shift in microwave cavities
So far, microdisk cavities, which support modes with frequencies from the mid-infrared
to ultraviolet ranges, have been discussed. As all relevant quantities only depend on the
size parameter kR, they also apply to larger cavities and modes with longer wavelengths.
One example are microwave cavities: with sizes of several 10 cm, they support modes
with frequencies in the GHz range, corresponding to size parameters of the order of
kR ≈ 100. In particular, the eects of wave corrections, which have been discussed
in chapter 6, can also be observed in dielectric microwave cavities. One advantage of
such systems is that the full wavefunction inside the cavity can be easily measured;
so far, equivalent measurements are not possible in microresonators. In this chapter,
a setup for the experimental observation of the Goos-Hänchen eect in a microwave
billiard is introduced. Section 7.1.1 introduces microwave cavities in general, whereas
section 7.1.2 discusses the measurement technique which allows the extraction of the
full wave function. The experimental setup is introduced in section 7.2.1 and results are
shown in section 7.3.
All experiments discussed in this section have been performed by the author in collab-
oration with the group of Prof. Hans-Jürgen Stöckmann at the university of Marburg.
7.1. Microwave billiard experiments
7.1.1. Microwave billiards
Microwave billiards (open and closed) have been used as model systems for quantum
chaos for a long time. The rst experiments were reported in [SS90]; similar results are
found in [Sri91], [SS92], and [GHL
+
92]. The rst two references also feature wavefunction
measurements in addition to resonance frequencies. Measurements including the phase
of the wave function are discussed in [SSS95].
Microwave resonators are typically several tens of centimeters in diameter and several
millimeter high; they are thus nearly two-dimensional. In fact, if one considers frequen-
cies below ν
max
= c/(2h) (c is the speed of light in the resonator, and h its height),
no modes can propagate in the z direction, as h < λ/2 with the wavelength λ. For h
in the mm range, ν
max
is around 20 GHz; such frequencies can be easily excited with
microwave antennas. Dirichlet boundary conditions are realized by metallic (often brass
or aluminium; in order to maximize the reection, superconducting cavities, often made
of niobium, can be used) boundaries. If one wants to study dielectric cavities, Teon
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is commonly used as a material. It has low absorption for microwaves in the relevant
frequency range and a refractive index n = 1.44.
The main idea of measurements in microwave cavities comes from scattering theory.
There, the amplitudes bj of the outgoing waves are connected to the amplitudes of the





This scattering matrix is related to the Green function of the billiard,
Sj` = δj` − iγG(rj, r`, k)







k is the wave number one is measuring at, kn are the complex wave numbers of the
resonances of the cavity, and ψ(ri) are the wave functions at the positions ri. γ is
a coupling constant related to the geometry of the antenna used for measuring wave
functions; it can be obtained by measuring the transmission amplitude between the
antennas at positions rj and r` directly, without scattering by the billiard.
Reection measurements (measuring Sjj) yield the modulus |ψ(rj)| at the position rj
of the measuring antenna. If one wants to measure the phase of ψ as well, an additional
transmission experiment has to be performed; how the full scattering matrix is measured
is described in the next section. Equation (7.2) holds for resonances which do not overlap
strongly in frequency.
If one now excites incoming waves with an antenna at a xed position r` and measures
reected and transmitted waves with a movable antenna which is moved to dierent
positions rj, a spatially resolved wave function can be measured.
7.1.2. Vectorial network analysis
By using a vector network analyzer (VNA; the Marburg group uses an Agilent 8720ES
VNA), the full scattering matrix Sj` can be measured. The principle is shown in Fig. 7.1.
Each of the two channels has a reference signal; both the input signal and signal after
scattering are measured with respect to this reference, which enhances accuracy. On
channel one, the signal a1 is used as input. The reected signal S11a1 is measured as well.
On channel two, the transmitted part of a1, S21a1, is measured, but in addition, another
measurement with input signal a2 and reected part S22a2 is done. The transmitted part
of a2, S12a2, is measured on channel one. Thus, by doing both reection and transmission
experiments on the two channels, all a`, bj are measured, and the full scattering matrix
Sj` can be extracted. Figure 7.2 shows an exemplary measured reection (top panel)
and transmission spectrum.
Systematic errors due to phase or frequency changes upon reection, transmission,
or directly at the connection between cable and port or cable and antenna, as well as
errors due to leaking can be corrected by using a calibration procedure before starting
















Figure 7.1.: Principle of the VNA. There are two channels; each of them can transmit an
input signal and measure an output signal after scattering with the sample.































Figure 7.2.: Measured reection (top panel) and transmission (bottom panel) spectra.
The sum of their squares does not equal unity because of absorption in the
system. Resonances can be seen as dips in |S11|. The bottom x axis shows
the frequency ν, the top x axis shows kR.








Figure 7.3.: Principal idea for GHS measurements in a rectangular microwave cavity.
The antenna creates a wave packet which is reected at the bottom cavity
boundary; the GHS ∆s is the shift between the incoming and outgoing wave
packets.
measurements. In this case, measurements are performed while connecting dierent
gauged standards to the VNA. Details of the setup and the calibration process can,
e.g., be found in [Bar01]. The computer control of the setup and data acquisition are
described in [Kuh98].
7.2. Measurements of the Goos-Hänchen shift
7.2.1. Basic idea for measurements
The most simple way of measuring the GHS in a microwave cavity is depicted in Fig. 7.3.
The cavity is rectangular in this case; reection thus happens at a planar interface. An
antenna excites a wave packet, which travels to the bottom part and is reected. The
GHS ∆s can directly be extracted as the shift between incoming and outgoing waves.
Figure 7.4 shows the idea of GHS extraction from measured data in more detail. It




of the incoming and outgoing wave
functions at each point r = (x, y) in space from the measured wave functions. As wave
packets with a clear propagation direction should be generated, averaging these over

















where the xi, yj are the positions on which S
in (out)
values have been measured. Nx(y) is
the number of x(y) positions measured.
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) position averages. x1 and
x2 are intersections of the straight lines dened by the Poynting vectors and
averaged positions with y = y0.
The average Poynting vectors dene the propagation direction of the incoming and
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The intersection of this straight line with y = y0 yields the position x1 where the incoming
wave hits the cavity boundary. Analogously, the position x2 where the outgoing wave














with y = y0. The GHS is then given by ∆s = x2 − x1.
7.2.2. Beam generation
The theory for the GHS described in section 6.1 only applies to Gaussian beams. Mi-
crowave antennas, however, only produce spherical waves. One thus needs to generate
beams from these spherical waves. The generation of plane waves can be easily done
because the superposition of N spherical waves with wave number k and centers (xj , yj)








(x− xj)2 + (y − yj)2
]
√
(x− xj)2 + (y − yj)2
(7.6)
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which approaches a plane wave if N goes to innity. Examples for dierent N values are
shown in Fig. 7.5 for k = 5 cm−1 and spherical wave centers (xj , yj) with xj = x0+jd/
√
2,
yj = y0 − jd/
√
2 with d = 0.5 cm and x0 = 40 cm, y0 = 5 cm. In this case, the
resulting plane wave travels with a propagation direction of ∼ 45 degrees to the bottom
left. N = 20 seems to yield a suciently plane wave front, which also can be seen in the
measured wave fronts in Fig. 7.14 and Poynting vectors in Fig. 7.15 in section 7.3.1, even
though the cross-section at x = 30, y = 3.75 shown in the bottom panel of Fig. 7.5 does
not look completely like a plane wave. In an experiment, the dierent spherical waves
generated by the antennas will not all have the same phases even if the same antenna
is used to generate them; random phase uctuations can occur because the antenna is
not connected in precisely the same way, which leads to a dierent capacity and thus a
dierent phase. However, this does not perturb the formation of a plane wave much, as
Fig. 7.6 shows. There, Eq. (7.6) has been used with the same parameters as in Fig. 7.5,
but each term in the j-sum has been multiplied with a phase factor exp(iρj), where ρj is
a random number between zero and 2pi (the phases in the experiment typically will not
vary this much, but the worst case is studied here). The resulting wave for N = 20
still is to a good approximation plane; even random phase uctuations do not destroy
this property.
The propagation direction of a plane wave generated from spherical waves can be
inuenced by adding a phase factor to each spherical wave. In this case, the phases are








(x− xj)2 + (y − yj)2 + iφ(j)
]
√
(x− xj)2 + (y − yj)2
. (7.7)
Figure 7.7 shows plane waves with dierent phase functions φ(j) and their propagation
directions. By varying φ(j), one can thus achieve propagation directions which lead to
reection under dierent angles of incidence. I.e., φ(j) = j leads to reection with an
angle below the critical angle χ
cr
≈ 44 degrees for Teon with n = 1.44, φ(j) = −j
leads to reection with an angle above the critical angle, and for φ(j) = 0 the reection
happens close to the critical angle. Unfortunately, there is no analytical formula for the
relation of φ(j) and the resulting propagation direction; the choice of the φ(j) functions
therefore remains somewhat arbitrary.
A plane wave, however, does not experience the GHS upon reection, as the GH eect
is a consequence of the interference of partial waves with dierent angles of incidence.
Creating a plane wave thus does not suce if one wants to measure the GHS. But
by superimposing two plane waves generated according to Eq. (7.7) with dierent φ(j)
functions corresponding to a small dierence in their propagation directions leads to a
beam just like the one assumed in the derivation of the Artmann result (see section 6.1.1):
ψ(x, y) = ψ1(x, y) + ψ2(x, y) ≈ exp (ikp1x) + exp (ikp2x) , (7.8)
with pm = sinχm ∼ Sm,x, where Sm,x is the x component of the Poynting vector of
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Figure 7.5.: Illustration of the generation of a plane wave-like beam from spherical
waves. The number of spherical waves contributing varies from N = 1 to
N = 20. The red dots mark the antenna positions. The bottom panel shows
a cross-section of the N = 10 (red line) and N = 20 (black line) beams at
x = 30, y = 3.75.
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Figure 7.6.: Plane wave generated from N = 20 spherical waves with random phase




j  = −j
 = j  = 0
Figure 7.7.: Plane waves with generated according to Eq. (7.7) with dierent phase func-
tions φ(j). The number of spherical waves is N = 20, the other parameters
are as in Fig. 7.5.
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can be used to predict the GHS.











the sum is just given by



























The p integration in Eq. (7.12) has to be done numerically, i.e. has to be approximated









with ∆pm = pm+1− pm. As there is no analytical formula relation the phase function φj
to the propagation direction (and thus to p), nding the required φm function is tedious.
In this thesis, only beams consisting of two plane waves will be considered.
7.2.3. Experimental setup
Figure 7.8 shows the cavity used in the experiments. It is a Teon plate with dimensions
50 cm (length) × 100 cm (width) × 0.5 cm (height); modes with frequencies up to
ν
max
= 30 GHz can thus be treated as two-dimensional. All boundaries except the
bottom one, where the reection of the beams happens, are clad with a carbon-based
material (ROHACELL from the company Röhm GmbH) which absorbs microwaves, as
to reduce noise created by multiple reections. As the plate is glued to an aluminium
plate and pressed to another plate from below in the experiments, bending of the plate is






Figure 7.8.: Photograph of the rectangular Teon billiard used in the experiments. All
boundaries except the one the reection happens at are clad with an ab-
sorbing material. The billiard is glued to an aluminium plate.
no issue. The experimental setup is shown in Fig. 7.9. The billiard is pressed from below
to the table on which the wave functions are measured. The xed antenna (connected
to one port of the VNA) creates the spherical waves; the wave function is measured with
the movable antenna (connected to the other port of the VNA). It is moved by means of
three step motors, which are controlled by a computer. Figure 7.10 shows the movable
antenna in more detail. The top plate of the table underneath which the billiard is placed
is made of aluminium and has holes in it which are arranged on a rectangular grid with
distances of 5 mm. Wave function measurements can only be done at the hole positions:
the movable antenna holder moves to the position of a hole and then downwards, so that
the antenna is sunk into the hole. If the measurement at this position is nished, the
antenna holder moves up again and then to the position at which one wishes to measure
next. This of course limits the spatial resolution of wave function measurements, which
can not be better than the hole distance, but on the other hand, it greatly enhances the
precision with which the movable antenna can be placed on the table.
As microwave cables are expensive, it is not possible to place about 20 antennas on the
table and measure the spherical waves they generate simultaneously  it also would not
be possible to connect them all to the VNA. Hence, only one xed antenna is placed on
the table, the wavefunction is measured, and the antenna is moved to another position.
When wave functions at enough dierent positions are measured, they are superimposed,
and the plane wave is generated. Additional phase factors can also be added when doing






where ψj is the wave function measured by antenna j and φ(j) is a phase function
designed to ensure propagation in the right direction, as described in section 7.2.2. Fig-
ure 7.11 shows the positions of the xed antennas on the hole raster. In the experiments,













Figure 7.9.: Photograph of the experimental setup. Wave function measurements are
made with an antenna which can be moved on a table with three step motors
(controlling movement in three dimensions). The movable antenna, as well
as the xed antenna generating the spherical waves, are connected to a VNA.
The antenna movement and data acquisition is controlled by a PC.















Figure 7.10.: (a) Photograph of the movable antenna holder. (b) Close-up photograph
of the movable antenna while measuring (antenna is sunk into a hole). (c)
Close-up photograph of the movable antenna after measuring (antenna is











Figure 7.11.: Positioning of the xed antennas on the hole raster on the measuring table.
18 antenna positions were used.
Measuring the wave function at a point in space takes about 2 minutes. If one would
like to measure it on the whole billiard, this would take about 48 days for one antenna
position. Measuring 10 positions would take more than a year; this is not feasible.
Therefore, wave functions are only measured in parts of the billiard, as shown in Fig. 7.12.
These parts are such that the incoming and outgoing wave functions and their Poynting
vectors can be extracted. In addition, the wave function at the interface is measured.
One measurement now takes about 36 hours, and the 18 antenna positions are measured
in about a month.
7.3. Results
7.3.1. Generation of a single plane wave
Figure 7.13 shows wave functions Re(ψ) calculated from the measured data according
to Eq. (7.14) with φj = 0 at ν = 15 GHz, corresponding to kR = 157.5. The boundary
of the Teon billiard is shown, as well as the position of the j = 0 antenna in the middle
of the antenna array. It is already clear from Fig. 7.13 that both the incoming and the
outgoing waves have nearly plane wave fronts and travel at an angle of approximately
45 degrees to the billiard boundary.
As it is dicult to see details of the wave functions in the dierent measured parts of
the billiard, they are shown individually in Fig. 7.14. From Fig. 7.14, the width of the
generated plane waves can be estimated. The incoming wave has a width of ≈ 3 cm,
which is much smaller than the ≈ 9 cm one would expect from an 18-antenna antenna


















Figure 7.12.: Denition of the parts of the billiard (dark grey) in which the wave func-
tions are measured for all antennas in the antenna array. Incoming and
outgoing wave functions as well as the wave function at the interface, where
reection happens, can be extracted. The measured parts are not shown
to scale.
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Figure 7.13.: Wave functions Re(ψ) on the measured parts of the billiard at ν = 15 GHz.
The billiard is shown as the gray region; the position of the middle (j = 0)
antenna in the antenna array is shown as well.
array. The outgoing wave, while less sharply dened, has approximately the same width
(≈ 4 cm). The spatial resolution of 5 mm, which is given by the hole raster on the table,
is clearly sucient to see the structure of the incoming and outgoing waves. The wave
function on the boundary looks less well dened; with an extension of only 3 cm in the
y direction, the dened measuring area probably is too small to allow for a distinction
of the incoming and outgoing waves and the penetration of the wave into the region
outside the billiard boundary. The penetration depth is approximately one wavelength,
λ ≈ 2 cm in the case of the Teon material with ν = 15 GHz, which explains why
much intensity is found outside the billiard. Measuring the wave function much farther
outside the material would, however, not have been possible because the table ends
approximately 4 cm away from the bottom of the billiard and some space is required for
the movable antenna to t in. For GHS extraction as described in section 7.2.1, however,
only the incoming and outgoing wave functions are required, and the fact that the size
of the measured boundary wave function is too small is not relevant.
Figure 7.15 shows the Poynting vectors extracted for the three measured parts of the
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for the Poynting vectors in this gure. As could already be expected from the plane wave
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~  3 cm 
billiard 
boundary
Figure 7.14.: Wave functions Re(ψ) in the three measured parts of the billiard. (a) in-
coming wave function, (b) wave function of billiard boundary, (c) outgoing








































Figure 7.15.: Poynting vectors (red arrows) for the (a) incoming wave, (b) wave function
on the billiard boundary, and (c) outgoing wave. In (a) and (c), the average
Poynting vector at r
in (out)
is shown as well (black arrow). The black line
in (b) marks the billiard boundary. The averaging in (c) has been done
over the region marked by the black lines. The Poynting vectors are scaled
dierently in the three gures.
128 7. Measuring the Goos-Hänchen shift in microwave cavities
fronts of the incoming and outgoing waves, their respective Poynting vectors show a clear
propagation direction. The incoming angle calculated from the averaged Poynting vector
is χ ≈ 47 degrees, the respective outgoing angle is χ ≈ 45 degrees, which further supports
the claim that, in fact, a plane wave travelling at an angle of 45 degrees has been created.
The Poynting vectors of the wave function at the boundary, perhaps surprisingly given
that so little could be seen in the wave function itself, reveal that, in fact, there are
incoming and outgoing parts of the wave at the boundary. A part is reected at the
boundary, but another part penetrates outside the billiard. The penetration depth seems
to be a bit larger than the wavelength of 2 cm.
The generation of plane waves with one propagation direction thus works, at least for
high ν values (ν ≥ 10 GHz; below that value, the wave fronts are less well dened and
the extraction of Poynting vectors is thus not possible with high accuracy).
7.3.2. Superposition of two plane waves and GHS extraction
Two plane waves generated according to the scheme discussed in the previous section can
now be superimposed. The GHS of the resulting beam can be extracted and compared
to the Artmann result.
Table 7.1 shows the dierent phase functions φ1(j), φ2(j) used in this section and
the angle of incidence χ of the beam constructed with them according to Eq. (7.11).
The choice of the φ(j) is of course somewhat arbitrary; here, they are chosen such that
the j dependence is simple, the dierence between φ1(j) and φ2(j) is small (as this is
the approximation in the Artmann result), and such that a range of angles of incidence
results.
Figure 7.16 shows Poynting vectors at ν = 15 GHz for the incoming (top panel) and
outgoing (bottom panel) waves for φ1(j) = 0 and φ2(j) = −j/4, corresponding to an
incoming angle of χ = 47.6 degrees. The propagation direction is still well dened.
The extracted GHS for the incoming angles given in Table 7.1 is shown in Fig. 7.17
for ν = 10 GHz and ν = 15 GHz together with the Artmann result (7.11). The error
shown as the error bar is given by the errors in 〈S〉
in (out)
, which in turn are, as 〈S〉
in (out)





















The errors are all approximately δ∆s/∆s ≈ 20 % (incoming angles above the critical
angle) and δ∆s/∆s ≈ 50 % (incoming angles below critical angle). As the GHS below
the critical angle is small, relatively larger errors are expected. Overall, the errors are

























Figure 7.16.: Poynting vectors for the incoming (top panel) and outgoing (bottom panel)
waves for ν = 15 GHz, φ1(j) = 0 and φ2(j) = −j/4. The thick black arrows
are the average Poynting vectors.
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Table 7.1.: Phase functions φ1,2(j) and the resulting incoming angles χ in degrees as















Figure 7.17.: GHS k∆s as extracted from the measured data for ν = 15 GHz (red dots)
and ν = 10 GHz (blue triangles). The black solid line is the Artmann

















Figure 7.18.: GHS k∆s extracted from the measured data at ν = 15 GHz (red dots)
and ν = 10 GHz (blue triangles). For comparison, the calculated GHS for
a Gaussian wave packet with the corresponding frequency is shown as well
(red solid and blue dotted curves).
 and even a small change in the propagation direction can lead to a larger change in
the GHS. But overall, the main features of the Artmann result (zero GHS below the
critical angle, maximum GHS at the critical angle, approximately constant GHS above
the critical angle, independence on k) can be seen quite well in the data. Especially
at ν = 10 GHz, the agreement above the critical angle is not so good, and the GHS is
systematically higher than the Artmann result predicts.
The deviations at and above the critical angle can be explained as being due to
deviations from the Artmann form of the incoming wave. The individual waves are
not completely plane waves, as they have a width xed by the width of the antenna
array. If one approximates them as Gaussian, the resulting GHS ∆s can be calculated
numerically, as shown in section 6.2. In contrast to the calculations there, no minimal-
uncertainty beam is used, but the width is given by the experimentally extracted beam
width σ ≈ 3 cm. Figure 7.18 shows the results together with the experimental data for
ν = 10 GHz and ν = 15 GHz. The deviations above the critical angle are explained very
well by a Gaussian beam prole. This is not surprising, as it has been shown by Lai
et al. [LCT86] that the precise form of the beam envelope does not inuence the GHS
much: a rectangle prole (which is approximately the form our beams have, as can be
seen in the bottom panel of Fig. 7.5) results in a GHS which is very similar to the one
of a Gaussian prole.
For comparison, one can also extract a GHS ∆s from the pure generated plane waves
without superimposing them according to Eq. (7.11). After all, the generated plane
wave beams only have a width of a couple of wavelengths are thus not really good
plane waves; they could also show a GHS. The phase functions φ(j) used in this case










Table 7.2.: Phase functions φ(j) and resulting incoming angles χ for the GHS extraction
from the generated plane waves.
are shown in Table 7.2 together with the resulting incoming angles χ.
The resulting GHS k∆s is shown in Fig. 7.19 for ν = 15 GHz. While the extracted GHS
is not zero, it ts neither to the Artmann result nor to the result of a Gaussian beam
calculation, which is probably due to the fact that the beam prole (see Fig. 7.5) is too
dierent from a Gaussian prole in this case, and approximately only one propagation

















Figure 7.19.: GHS k∆s as extracted from the generated plane wave beams without
superposition of two beams for ν = 15 GHz (red dots). The black solid line
shows the Artmann result, the red dashed lines the result of a Gaussian




In this work, ray and extended ray models were investigated in special optical microcav-
ities, namely deformed microdisk cavities; such cavities were introduced in chapter 2.
As the dynamics of light rays which stay inside the cavity is equivalent to the dynamics
of a classical particle in a billiard, billiard systems and their nonlinear dynamics were
discussed in chapter 3. Optical modes in microdisk cavities and ray-wave correspondence
were reviewed in chapter 4.
In chapter 5, a successful ray model was presented for a microdisk cavity with elliptical
cross-section and a wavelength-scale notch at the cavity boundary; this boundary shape
supports long-lived optical modes with highly unidirectional far eld emission. That this
is the case can be understood from the ray model alone: whispering-gallery-like rays,
which travel along the boundary for a long time, eventually hit the notch. It scatters
them to the opposite cavity boundary, which for certain choices of the eccentricity of
the ellipse, acts like a lens and collimates the rays in the far eld. This combination
of a smooth boundary, allowing long-lived whispering-gallery-like rays, scattering, and
collimation leads to the long mode life-times and the directed emission. Chapter 5 also
dealt with optimization of the directionality depending on parameters like cavity shape,
refractive index, and notch size and shape. Elliptical cavities with notch have been
fabricated by collaborators at Harvard university and used as resonators for quantum
cascade lasers; this work compared their experimental result to the author's own ray
and mode calculations, nding good agreement between them.
Chapter 6 introduced an extended ray model, which includes rst-order wave cor-
rections, the so-called Goos-Hänchen shift (GHS) and the Fresnel ltering (FF) eect.
Both corrections manifest themselves as phase-space shifts; the GHS is a shift in the s
direction, the FF a shift in p direction. Using Gaussian beams, both corrections were
calculated and the inclusion in the ray dynamics of a cavity was discussed. Inclusion of
them was shown to lead to a variety of phase-space modications: new stable islands and
unstable periodic orbits can be created, attractors and repellers can form, periodic orbits
can experience a phase-space shift compared to their counterparts in the conventional
ray dynamics, and there may be asymmetries between clockwise and counter-clockwise
travelling rays. The discussion of these eects and the comparison of results of the
extended ray dynamics with mode calculations was the main part of chapter 6.
Chapter 7 described the setup and results of experiments performed by the author
during a stay at the university of Marburg. The aim was to measure the GHS in a
microwave cavity; measurements in optical microcavities are dicult, because measuring
electrical eld distributions with a high spatial resolution is non-trivial in this case. As
the results for the GHS scale with λ/R (λ being the wavelength and R a typical cavity
length scale), such measurements can also be performed in microwave cavities (where
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the wavelengths are larger as in the optical microcavity case, but the cavity sizes are
larger as well; in this case, high-resolution eld measurements can be easily managed.
In chapter 7, the experimental setup was described, the generation of suitable beams
and the extraction of the GHS from the experimental data discussed, and the results
were compared to numerical calculations of the GHS. Overall, the agreement between
measured GHS values and numerical calculations was quite good.
137
A. Numerical calculation of billiard
dynamics
A.1. Billiard dynamics for arbitrary boundary shapes
For a general billiard boundary curve r(φ), the mapping (s, p)→ (s′, p′) can not be calcu-
lated analytically. Instead, the dynamics has to be calculated numerically. Starting with
initial values (φ, χ)↔ (s, p), the real space position (x0, y0) = r0 = (r(φ) cosφ, r(φ) sinφ)










(− sinφ r(φ) + cosφ r′(φ)

























r2(φ′) + r′2(φ′). (A.2)
Here, the polar angle φ lies between −pi and pi. Denition of φ such that it is between
0 and 2pi is, of course, also possible; however, values between −pi and pi are numerically
convenient, as this is the output range of arctan implementations which are needed in
the calculations (see Eq. (A.4)).
One can then dene a direction vector (velocity) for the ray or particle travelling in
the billiard:
v = v0 [sinχτ − cosχν] ; (A.3)
v0 can be set as unity. In order to nd the position where the billiard boundary will be
hit the next time, one has to nd intersections between the boundary curve r(φ) and
the straight line (x(t), y(t)) = (x0, y0) + tv; the parameter t is the elapsed time. One
thus has to solve the equation
F (t) ≡
√
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Figure A.1.: Calculating the billiard mapping (s, p)→ (s′, p′).
This can be done using Newton's method, which here needs a reasonable starting value,
as t = 0 is always a possible solution ((x0, y0) is on the billiard boundary by denition)
which has to be avoided. A good starting value is found by calculating F (ih) for integers
i and a step size h until a sign change of F between in and in+1 is found, and taking
t0 = (in+1+ in)h/2. The step size h has to be chosen smaller if the boundary has regions
with high curvature or is non-convex; for other cavities with area one, h = 10−5R seems
to be sucient, if R is the typical billiard length scale. In billiards with regions of high
curvature, h = 10−5ρ with the local radius of curvature ρ is used. The resulting t0 is
taken as a starting point for Newton's method, which yields a solution ts of (A.4). The




, sinχ′ = v · τ ′ (A.5)
(where τ
′
is the tangent vector at the position (x1, y1)), φ
′
and χ′ (and correspondingly
s′ and p′) are found. Figure A.1 illustrates the procedure.
A.2. Calculation of far eld patterns
In order to calculate far eld patterns, one has to nd the intensity emitted into θ when
starting from the phase space position (s, p). Starting from this point with the intensity
I = 1, the billiard mapping is applied, leading to (s′, p′) (corresponding to a polar
angle φ and an angle of incidence χ). If χ′ is below the critical angle for total internal
reection, Snell's law is applied, leading to an angle of refraction η via sin η = n sinχ.
The direction v
′
of the refracted ray is then given by
v
′ = sin ητ + cos ην. (A.6)















Figure A.2.: Calculation of far eld patterns from ray dynamics.





The intensity of the refracted ray is given by I = |t|2I and the intensity of the reected











η is given by the Snell law, and |t|2 = 1−|r|2. This procedure is iterated until a maximum
number of collisions with the boundary has occurred or the intensity inside the cavity
has sunk below a threshold value.




−∆ dθ I(θ)∫ pi
−pi dθ I(θ)
(A.9)
where I(θ) is the intensity emitted in the θ direction. Another directionality measure,
which is sometimes called U3, is given by
U3 =
∫ pi
−pi dθ cos θ I(θ)∫ pi
−pi dθ I(θ)
. (A.10)
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A.3. Implementation: billiard classes
The numerical calculation of billiard dynamics and far eld patterns is done using a
collection of C
++
classes, all derived from an abstract base class, which implement the
dierent boundary curves. In this section, the structure of such a boundary class is
described as well as selected of its functions. The classes proving functions for the
calculation of the wave corrections and for far eld calculations are discussed as well.
The Boundary class is an abstract base class from which the dierent specic boundary
classes (like Limacon implementing the limaçon shape) are derived. Any boundary shape
which can be described by a curve r(φ) in polar coordinates can be easily implemented.
The boundary classes provide functions describing the boundary itself (BoundaryCurve
being the boundary curve r(φ) itself, TangentVector the local tangent vector τ , etc.),
and also procedures for the calculation of the billiard mapping: ConvertToCartesian
nds the real space position (x0, y0) and the velocity v from the phase space coordinates
φ and χ, StartFinder nd a starting value for Newton's method, which is implemented
in NumtCalc (the Ellipse class has an analytical calculation of the intersection in-
stead), and so on. The GoosHaenchenShift procedure applies the wave corrections
(Goos-Hänchen shift and Fresnel ltering) to φ and χ. As the boundary classes only
implement the billiard dynamics, no refractive index has to be provided; if the extended
ray dynamics including GHS and FF corrections is calculated, a refractive index is of
course implicated by the choice of a GHS/FF data set. The following listing shows the
contents of the Boundary.h le; all virtual member functions have to be implemented






// boundary curve and f i r s t d e r i v a t i v e
virtual double BoundaryCurve(double phi1)=0;
virtual double dBoundaryCurve(double phi1)=0;
// t ang en t and normal v e c t o r s , arc l e n g t h
c a l c u l a t i o n
virtual void TangentVector(double phi1 , double *
tx1 , double *ty1)=0;
virtual void NormalVector(double phi1 , double *
nx1 , double *ny1)=0;
virtual double ArcLenght (double phi1)=0;
// f i n d i n g o f i n t e r s e c t i o n s w i th boundary , new
po s i t i o n , new incoming an g l e s
virtual double F(double t1, double x1, double y1,
double vx1 , double vy1)=0;
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virtual double dF(double t1, double x1, double y1
, double vx1 , double vy1)=0;
virtual void ConvertToCartesian(double phi1 ,
double theta1 , double *rho1 , double *x1, double
*y1, double *vx1 , double *vy1)=0;
virtual double tCalc(double x1,double y1,double
rho1 ,double phi1)=0;
virtual double NumtCalc (double x1, double y1,
double vx1 , double vy1)=0;
virtual void newPosition(double x1,double y1,
double vx1 ,double vy1 ,double *x2,double *y2)=0;
virtual void newVelocity(double theta1 ,double
rho1 , double phi1 ,double *vx1 , double *vy1)=0;
virtual double newTheta (double vx1 ,double vy1 ,
double tx1 , double ty1)=0;
// Newton ' s method and s t a r t i n g v a l u e f i n d e r f o r
i t
virtual double StartFinder(double x1, double y1,
double vx1 , double vy1)=0;
virtual double Newton(double ts, double x1,
double y1, double vx1 , double vy1)=0;
// a p p l i c a t i o n o f GHS/FF and c a l c u l a t i o n o f p o l a r
ang l e from arc l e n g t h
virtual double GoosHaenchenPhi(double *phi1 ,
double *s1, double ss, int s_len)=0;
virtual void GoosHaenchenShift(double phi1 ,
double theta1 , double xi1[], double yi1[],
double yi2[], int N1, double ys1[], double ys2
[],double *arc2 , double *theta2)=0;
// s t e p s i z e f o r Newton ' s method
s ta t i c double const h_newton =1e-5;




Methods for the numerical calculation of the GHS and FF corrections are found in the
GHSInterpolation class, which also provides the analytical GHS formulas of Artmann
and Lai. GHSInterpolation also provides methods for reading the GHS/FF values from
given data les and writing them to arrays which can be used for interpolation.
New boundary classes can be written easily by changing the template (Template.cpp
and Template.h). After choosing a name (which should be descriptive) for the new class,
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one changes the constructor by introducing the parameter(s) describing the boundary
shape (i.e., deformation parameter(s) if the shape is a deformed circle), if there are any.
The boundary curve has to be provided to the BoundaryCurve and dBoundaryCurve
methods; the derivative dr/dφ provided by dBoundaryCurve can be calculated numeri-
cally if necessary.
For example, the constructor of the Limacon class implementing the limaçon boundary





and the BoundaryCurve method looks like this:






The dBoundaryCurve method can be implemented using an analytical expression (which
is actually used in the Limacon class),






as well as using a numerical calculation of the derivative








Apart from BoundaryCurve and dBoundaryCurve, no other methods in Template.cpp
have to be changed.
The boundary curves implemented are shown in Table A.1. As the boundary curves
r(φ) for the ellipse with a double or parabolic notch are quite complex, they are not
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displayed in the table; they are given in section 5.5.5. The RoundedSquare and Round-
edHexagon classes dene rounded versions of billiards (the square and the hexagon)
whose boundaries are given by polygons. For low deformation parameters n and s, the
polygon edges are rounded; they become less round, and the boundary curves approxi-
mate the square and hexagon billiards better, if n, s→∞.
The methods for calculating far eld patterns are provided by the FarField class,
which takes an object of the Boundary class and a refractive index as input. It provides
reection coecients (reflectionTM and reflectionTE) as well as methods for calcu-
lating the far eld emission angle θ (FindFarFieldAngle) and the intensity emitted into
±∆ degrees (CalculateIntensityDegrees, ∆ has to be provided as input) as well as
the directionality measure U3 (CalculateU3). Far elds can then be calculated using
both the conventional and the extended ray dynamics.
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Limacon 1 +  cos φ
DeformedLimacon R(1 +  cos φ)(1− 1 cos(2φ)) + d
Quadrupol 1 +  cos(2φ)
Multipol 1 +  cos(mφ)
ThreePointedEgg 1 + α cos(3φ)
RoundedSquare 1/ n
√





















sin2 φ+ ( cosφ− δ exp(−2(φ− pi)2/ϑ2) cosφ)2
EllipseDoubleNotch see Eq. (5.23)




2 φ+ (r0 cos φ− δr0 exp(−2(φ− pi)2/θ2) cosφ)2
with r0 = 1.0−  cos(2φ).
Table A.1.: Class names and boundary curves r(φ) of the boundary curves already
implemented.
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B. Derivation of the Helmholtz
equation
B.1. Derivation of the mode equations
The Maxwell equations (in SI units) without free charges and currents are given by
∇ ·D = 0, (B.1)
∇ ·B = 0, (B.2)






c is the speed of light in vacuum. The electric eld E, the magnetic eld H, the electric
displacement D, and the magnetic ux B are, in linear isotropic media, related by
D = 0rE, B = µ0µrH (B.5)
with the electric susceptibility r and the magnetic permeability µr of the material. The
refractive index is then given by n2 = rµr. The cavity modes are solutions with a
harmonic time dependence eiωt, Eqs. (B.1)(B.4) simplify to
∇ · 0rE = 0, (B.6)
∇ ·H = 0, (B.7)
∇× E = iωµ0µrH (B.8)
∇×H = −iω0rE. (B.9)
For microcavities, the refractive index usually is piecewise constant with respect to space,
i.e. it has one value n2 inside the cavity and another value n1 outside of it. The cavity
geometry is then given solely by the function n(r). For r not on the cavity boundary,
r and µr are thus constants. By calculating ∇× (B.8) and ∇ × (B.9), one nds with
c2 = 1/0µ0:
∇×∇× E = −∇(∇ · E)−∆E


















At the cavity boundary with local normal vector ν(r), the continuity relations
ν(r) · (n21E1(r)− n22E2(r)) = 0, ν(r) · (H1(r)−H2(r)) = 0,
ν(r)× (E1(r)− E2(r)) = 0, ν(r)× (H1(r)−H2(r)) = 0,
(B.13)
hold, meaning that the tangential components of E and H are continuous across the
boundary, as well as the normal component of H. Equations (B.11) and (B.12), together
with the relations (B.13), dene the optical modes.
B.2. Reduction of Maxwell's equations in cylindrical
geometry
When dealing with microdisks, one is only interested in the elds in the disk (x−y) plane;
the dependence of the elds on z is not interesting. This means that the two-dimensional
disk can be viewed as an innite cylinder: if the z dependence is not important, one can
assume about is whatever is most convenient. In such a cylindrical geometry, the (x, y)
and z components can be regarded as decoupled. Because of the translational symmetry
along z, the propagation in z direction is given by a plane wave ansatz ∼ e−ikzz, and the
elds can be separated as
E(x, y, z) = E(x, y)e−ikzz, H(x, y, z) = H(x, y)e−ikzz. (B.14)












H(x, y) = 0.
(B.15)
Here, the vacuum wave number k = ω/c and the eective refractive index n2
e
= n2− k2z
have been introduced as well as ∇⊥ = ∇− (∂z)ez.
In order to simplify things even further, one can decompose the elds in components
parallel and perpendicular to z:
E(x, y) = Ez(x, y)ez + E⊥(x, y),
H(x, y) = Hz(x, y)ez +H⊥(x, y).
(B.16)
Inserting this ansatz into the Maxwell equations (B.6)(B.9), one nds
∇⊥ · E⊥ = ikzEz (B.17)








Figure B.1.: Geometry with cylindrical symmetry for microdisk cavities. The disk plane
is the (x, y)-plane; ν is a local normal vector to the cavity boundary. The
refractive index inside the disk is n2, the refractive index outside n1.
and
iωµ0µrH = ∇× (E⊥ + Ezez)
= (∇⊥ × E⊥) + [ikzE⊥ × ez + (∇⊥Ez)× ez] .
(B.18)
These relations, split up in z and ⊥ components, lead to
∇⊥ ·E⊥ = ikzEz, (B.19)
iωµ0µrHz = (∇⊥ ×E⊥)z , (B.20)
iωµ0µrH⊥ = (ikzE⊥ +∇⊥Ez)× ez. (B.21)
Similar relations follow from the equations for the magnetic eld H:
∇⊥ ·H⊥ = ikzHz, (B.22)
− iω0rEz = (∇⊥ ×H⊥)z , (B.23)
− iω0rE⊥ = (ikzH⊥ +∇⊥Ez)× ez. (B.24)
When Eq. (B.24) is used to eliminate H⊥ from Eq. (B.21), one can nd a relation





(kz∇⊥Ez − kez ×∇⊥Hz) . (B.25)
Analogously, one can nd a relation between H⊥ and Ez, Hz by eliminating E⊥ from






kz∇⊥Hz + kn2ez ×∇⊥Ez
)
. (B.26)
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Hz = 0, (B.27)
as the other eld components then can be calculated from Ez, Hz. As one typically
deals either with TM polarization (Hz = 0 for all x, y) or TE polarization (Ez = 0 for
all x, y), one only has to solve one scalar wave equation, the Helmholtz equation(
∆x,y + ne(x, y)
2k2
)
ψ(x, y) = 0 (B.28)
for a piecewise constant refractive index n
e
and a scalar function ψ with ψ = Ez (TM)
or ψ = Hz (TE). In this case, the continuity relations (B.13) simplify to









with ∂νψ = ν · ∇x,yψ.
While the Helmholtz equation (B.28) is valid not only for cavities made of positive-
index material, but for negative-index cavities as well, the continuity relations (B.29)




C. Boundary element method
The boundary element method (BEM) [Wie03] is a Green function-based method for
calculating resonances of two-dimensional dielectric cavities with spatially homogeneous
index of refraction. Resonances can be calculated for cavities of arbitrary shape, which
may be coupled. The refractive index may be complex, which can be used to include
the eects of a medium with gain or loss in a simple way.
The main idea is to map the two-dimensional Helmholtz equation to a (one-dimensional)
integral equation which can then be solved numerically.
C.1. Derivation of boundary integral equations
Figure C.1 shows an exemplary system whose resonances can be studied using the BEM.
It consists of J − 1 cavities with refractive indices nj , interiors Ωj and boundaries Γj =
∂Ωj (which do not have to be simply connected). Each boundary can be parametrized
using an arc length s, and on each boundary, a normal vector ν can be dened at each
boundary point. The region outside the cavities is ΩJ , bounded by a circle at innity




ψ(r) = 0. (C.1)
A solution of this equation yields both the cavity resonance wavenumbers k and the
corresponding wavefunctions ψ. At each cavity boundary Γj, the following boundary
conditions (quantities with index in are inside the region Ωj, quantities with index





(both TM and TE polarization),









∂ν = ν · ∇r is the normal derivative. As modes are often calculated for the simulation
of cavities for lasers, where only light comes out of the cavity, but no light comes in, one
can choose outgoing-wave conditions at innity:





Even though the Helmholtz equation (C.1) is invariant under time reversal, the outgoing-
wave condition (C.3) is not, and thus introduces solutions which also violate time-reversal
invariance.




















Figure C.1.: An exemplary system to be studied using the BEM, consisting of J − 1
arbitrarily shaped cavities with dierent refractive indices nj .




G(r, r′, k) = δ(r− r′). (C.4)
The Green's function is just the Green's function of an outgoing wave in a medium
with constant index of refraction (i.e., basically the free space solution) and known
analytically:
G(r, r′, k) = G0(r, r




0 (njk|r− r′|), (C.5)
with the zeroth-order Hankel function of the rst kind H
(1)
0 . Calculating
ψ(r)× (C.1)−G0(r, r′, k)× (C.4), (C.6)
one nds
ψ(r)δ(r− r′) = ψ(r)∇2G0(r, r′, k)−G0(r, r′, k)∇2ψ(r)
= ∇ · (ψ(r)∇G0(r, r′, k)−G0(r, r′, k)∇ψ(r)) .
(C.7)





′, k)−G0(r(s), r′, k)∂νψ(r(s))] , (C.8)
where s is the arc length around the boundary Γj. The normal derivative of the Green's
function ∂νG0(r(s), r








1 (njk|r(s)− r′|) (C.9)
C.2. Numerical solution of the boundary integral equations 151
with
cosα = ν(r) · r− r
′
|r− r′| . (C.10)
The limit r
′ → Γj in Eq. (C.8) can be performed. The integral has then to be calculated





′, k)−G0(s, r′, k)∂νψ(r(s))] . (C.11)
It can be shown [Wie03] that the circle at innity I∞ does not give a contribution. Apart
from that, there is an equation like (C.11) of each region Ωj . Equation (C.11) can be
rewritten as ∮
Γj
ds [B(s′, s, k)φ(s) + C(s′, s, k)ψ(s)] = 0, (C.12)
with the integral kernels
B(s′, s, k) =
{
−2G0(r(s), r(s′), k), TM polarization,
−2n2jG0(r(s), r(s′), k), TE polarization.
C(s′, s, k) = 2∂νG0(r(s), r(s
′), k)− δ(r(s)− r(s′))
(C.13)
and





j , TE polarization.
(C.14)
The boundary conditions, i.e. the fact that ψ and φ have to be continuous across each
boundary Γj , are then build in: each equation has two contributions, one from inside
the region Ωj and one from outside the region Ωj (both contributions are calculated on
the shared boundary Γj); they have the same ψ, φ, but dierent B and C (because the
refractive index nj enters the integral operators via the Green's function). Solution of
Eq. (C.12) yields the wavefunction on the boundary Γj and the resonance wavenumber
k; the full wave function can be calculated using Eq. (C.8).
C.2. Numerical solution of the boundary integral
equations
C.2.1. Discretization
The boundary is discretized into small boundary elements (BEs) with lengths ∆si, such
that the length is smaller than the wavelength λ = 2pi/(njk) inside the region Ωj , and
also smaller than the local radius of curvature. Typically, one chooses ∆si/λ ≈ 1/10.
Then, the wavefunction ψ, its normal derivative φ, and the local normal vector ν can
be considered constant on a BE. The BEs do not have to have equal lengths; in fact, it
is reasonable to optimize the length distribution such that regions of high curvature are
















Figure C.2.: Illustration of a discretization of the boundary of a cavity. The BEs have
starting points s0i , end points s
1
i , mid points s
m
i , and lengths ∆si.
divided into more BEs of smaller length and regions of low curvature into correspondingly
less BEs. Figure C.2 illustrates such a discretization. The BEs have starting points s0i ,
end points s1i , and mid points s
m
i . The boundary is divided into Nj BEs. Using this
discretization, the boundary integral equations (C.12) can be written as
Nj∑
l=1




















Because the integral operators are nearly singular, one has to calculate the diagonal
elements Bll, Cll separately. This can be done by using the expansion of the Hankel



















κl is the curvature at the midpoint s
m
l and γ = 0.577215 . . . is Euler's constant.
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l the respective wavefunctions
on the boundary Γj.















Denoting the matrix of the integral operators appearing in Eq. (C.18) as Mˆ(k) and the







This equation has to be solved for both the parameter k and the vector (φ, ψ)t. This can
be viewed as a singular value or eigenvalue problem: One has to nd the parameter k such
that Mˆ(k) has a singular value (or eigenvalue) of zero, and then nd the corresponding
singular or eigenvector.
C.2.2. Computing resonances and wave functions
The rst step to the solution of the boundary integral equations is to nd the reso-
nance wavenumber k
res
, i.e., a k value for which Mˆ(k) has an eigen- or singular value of
zero. The matrix itself is calculated by calculating the Bil and Cil blocks; the necessary
integration over the BEs can be done using a simple integration procedure like Numer-
ical Recipe's qromb (Romberg integration) [PFTV92]. Hankel functions for complex
arguments are provided by the free slatec library (zbesh routine).
In order for Mˆ(k) to have a zero singular- or eigenvalue, detMˆ(k) has to be zero.
This equation can be solved using Newton's method, which iteratively improves the
approximate solutions to detMˆ(k) = 0 as
kj+1 = kj − detMˆ(kj)
∂[detMˆ(kj)]/∂k
. (C.21)
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Because calculating determinants, particularly small determinants, is hard to do accu-
rately numerically, one can use the identity















which, put into (C.21), leads to





The inverse matrix Mˆ−1 and the matrix product can be eciently calculated using BLAS
routines (zgetri/zgetrf and zgemm).
After k
res
has been found with sucient accuracy, the vector (φ, ψ)t fullling (C.20)
with k = k
res
has to be calculated. This can be done either by nding the left singular
vector to the singular value zero of Mˆ(k
res
) (e.g., using the zgesvd routine from LA-
PACK) or the eigenvector corresponding to the eigenvalue zero of Mˆ(k
res
) (e.g., using
the zheevd routine). Eigenvector calculation is typically a bit faster, the singular value
decomposition, on the other hand, is typically numerically more stable. After the wave-


































far away from the cavities; typically, one chooses R0 ≈ 1000 times the radius of the
region containing the cavities. The far eld is then given by
I(θ) = |ψ(R(θ))|2. (C.27)
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C.2.3. More accurate Q-factor calculation
For long-lived modes with high Q factors, the accurate calculation of





using the BEM can be dicult because the imaginary part of k
res
is very small; even
small numerical errors can thus change Q drastically or even lead to the unphysical result
of a negative Q value (positive imaginary part of k
res
). Zou et al. [ZYX
+
09] developed a
method which can improve the accuracy ofQ factors calculated by the BEM signicantly.
As the imaginary part of the wavenumber k denes a lifetime of the cavity mode
(and subsequently the energy inside the cavity and the energy ow to the exterior) via
τ = −Im(k)/2c, the energy decay can be described as
I(t) = I0 exp(−t/τ) = I0 exp [tRe(k)/(Im(k)Re(k)/2c)] = I0 exp(−Qt/Re(ω)), (C.29)
with the frequency ω = ck. This implies
Q = −Re(ω) I(t)
d I/d t
. (C.30)







dA · S, (C.31)
where S is the Poynting vector S = E ×H and the right-hand side is the energy ow









where S = Im(ψ∗∂νψ), which holds for two-dimensional cavities, has been used.
Even if the error in the imaginary part of k
res
obtained by the BEM is relatively large,
the overall error in k
res
is small, and the extracted wave function ψ is quite insensitive
to small changes in k
res
and thus also accurate. Therefore, the Q factor calculated using




It is often useful to project the calculated mode wave functions to the Poincaré surface
of section; this can be done by means of the Husimi distribution. Fortunately, it can
be easily calculated from the wave function and its normal derivative on the cavity
boundaries, which are calculated anyway if one uses the BEM to nd modes.
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One has the freedom to choose the width of the minimal-uncertainty wave packet ξ;
here, σ2 = s
max
/njkres,j is chosen. The l-sum in Eq. (C.33) which ensures the correct
periodicity of ξ is, of course, numerically only taken from −N to N . N = 1 is mostly
sucient; another (yet arbitrary) choice is N = 1 + 20σ/s
max
.


















ds′ ξ(s, s′, p);
(C.35)
the Husimi functions (C.33) can thus be calculated directly from the wavefunction on
the boundary as found from the BEM.




10a], the boundary element method has been generalized in order to described
cavities made of negative-index metamaterials (NIMs), i.e. materials where both the
electric permeability  and the magnetic permittivity µ are negative. The Helmholtz
equation (C.1) remains unchanged, but for µ
in




Note that [HSS03] has a typo in the ξ equation: there, the rst exponential is written as
exp(−ik
res
. . . ) without the refractive index nj , which is wrong.
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If µ = −1 inside the cavity and µ = 1 outside, the only change in the boundary conditions
compared to (C.2) is a sign in the condition for ∂νψ; this can be implemented easily by
setting φ = −∂νψ (TM) or φ = −∂νψ/n2j (TE) at each boundary dividing a positive-
index from a negative-index region. The B integral kernel also gets a sign change in the
same cases.
However, this is not the only change necessary. In order to ensure a positive Q factor
(energy decay in the passive cavity), one has to include frequency-dispersion of the





















The frequency dispersion in a NIM has to fulll (C.38). A simple possibility is found by
expanding  and µ around a resonance frequency ωr (typically, ωr is near the frequency















with dimensionless constants α, αµ which have to be larger than one in order to ful-












When implementing the BEM for NIMs, one has to update the refractive index in each
step of Newton's method when calculating resonances, depending on kj; when calculating
wavefunctions or Husimi functions, one has to use the wavenumber-dependent refractive
index nj(kres) as well. ωr can be chosen as the frequency corresponding to the starting
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