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Abstract Bayesian modelling and computational inference by Markov chain Monte
Carlo (MCMC) is a principled framework for large-scale uncertainty quantifica-
tion, though is limited in practice by computational cost when implemented in the
simplest form that requires simulating an accurate computer model at each iter-
ation of the MCMC. The delayed acceptance Metropolis–Hastings MCMC lever-
ages a reduced model for the forward map to lower the compute cost per iteration,
though necessarily reduces statistical efficiency that can, without care, lead to no
reduction in the computational cost of computing estimates to a desired accuracy.
Randomizing the reduced model for the forward map can dramatically improve
computational efficiency, by maintaining the low cost per iteration but also avoid-
ing appreciable loss of statistical efficiency. Randomized maps are constructed by
a posteriori adaptive tuning of a randomized and locally-corrected determinis-
tic reduced model. Equivalently, the approximated posterior distribution may be
viewed as induced by a modified likelihood function for use with the reduced map,
with parameters tuned to optimize the quality of the approximation to the correct
posterior distribution. Conditions for adaptive MCMC algorithms allow practi-
cal approximations and algorithms that have guaranteed ergodicity for the target
distribution. Good statistical and computational efficiencies are demonstrated in
examples of calibration of large-scale numerical models of geothermal reservoirs
and electrical capacitance tomography.
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1 Introduction: Background and Context
Characterizing subsurface properties in geosciences and performing non-invasive
imaging for industrial process monitoring are typical examples of inverse prob-
lems. In this paper we present computational Bayesian methods developed for
such inverse problems, and present computed examples for two cases: calibrating
numerical models of geothermal reservoirs, and performing electrical capacitance
tomography (ECT) inside a pipe. In each case, the desired physical properties
are inferred from indirect observations made on the system and the associated
inverse problem has several fundamental difficulties: data are sparsely measured
and corrupted by noise, the forward model requires solving a partial differential
equation (PDE) and only has a limited range of accuracy in representing the un-
derlying system, and the parameters of interest are spatially distributed and highly
heterogeneous.
Consider the case where the physical measurement system is simulated by a
forward model F (·). At the true, unknown parameters x,
d = F (x)
is the noise-free data. Practical measurements d˜ are a noisy version of d, being
subject to measurement errors and model error.
The inverse problem is to estimate the unknown x from measurements d˜.
The related prediction problem is to infer properties of the physical system such
as future, unobserved data. All physical forward maps F effectively have finite
rank [BS77], hence the model output occupies some low dimensional manifold in
data space which causes the inverse problem to be ill-posed [Had02,KS04], and
correlations between estimated parameters to be extremely high. These properties
make the traditional, deterministic solution to the inverse problem very sensitive
to measurement error and model error.
Uncertainty in measured data d˜, in the model F (·), and in possible values for x,
leads to uncertainty in estimates of x and in subsequent predictions. What then is
the range of permissible values of x, or of predicted properties, that is, what is the
implied distribution over resulting estimates? Bayesian modelling and inference
provides a principled route to quantifying these estimates and uncertainties.
The Bayesian formulation of an inverse problem requires modelling all func-
tional and conditional dependencies between variables, and assigning probability
distributions to each source of error, or uncertainty. Functional and conditional
dependencies are conveniently displayed as a Bayesian network, a.k.a., directed
acyclic graph (DAG). Figure 1 shows a DAG for a practical inverse problem.
The forward probability problem is to determine the distribution over possible
data d˜, by following the conditional dependencies in a forward direction, while
the inverse probability, or ‘Bayesian’, problem is to determine the distribution
over unknown random variables given measured data d˜, effectively following the
conditional dependencies in a reverse direction. By Bayes rule, the (unnormalized)
posterior distribution over unknown random variables, conditioned on measured
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Fig. 1 A DAG for a practical inverse problem, showing the exact forward map F . Shown are
the unknown latent field x, measured data d˜, and also hyperparameters γ and δ that represent
uncertainties in the observation process and in stochastic modelling of x, respectively. Random
variables are depicted as nodes; circular nodes depict unknown variables while square nodes
indicate observed values. Stochastic dependencies are shown as solid directed lines (for example,
d˜ is a measured random variable with distribution parameterized by unknown noise-free data
d and unknown hyperparameter γ), while the deterministic forward map F is depicted by a
dashed line signifying that it is redundant when specifying conditional dependencies (though
not functional forms).
data d˜, is conveniently given by the product of distributions appearing in the
hierarchical model,
pipost(x, γ, δ|d˜) ∝ L(d˜|x, γ)piprior(x|δ)pi∆(δ)piΓ (γ). (1)
Here L(d˜|x, γ) denotes the conditional distribution over measured data condi-
tioned on x and hyperparameter γ that is called the likelihood function when
viewed as a function of x and hyperparameters, piprior(x|δ) is the prior distribution
over x, while pi∆(δ) and piΓ (γ) are hyperprior distributions over hyperparameters
δ and γ, respectively.
Measured data is commonly assumed to be related to noise-free data by the
additive error model
d˜ = F (x) + e, (2)
where the random vector e captures the measurement noise and other uncer-
tainties such as model error. When e follows a zero mean multivariate Gaussian
distribution [HLH03] the resulting likelihood function has the form
L(d˜|x, Σe) ∝ exp
[
−1
2
{F (x)− d˜}TΣ−1e {F (x)− d˜}
]
, (3)
where the hyperparameter γ = Σe is the covariance matrix of the noise vector e,
with uncertainty in the covariance being modelled by the (hyper)prior distribution
piΓ (γ).
The contribution of model error to the noise vector e is usually non-negligible.
This may be caused by discretization error in the computer implementation of
the mathematical forward model and/or wrong assumptions in the mathematical
model. We follow [HLH03] who observe that it may not be possible to separate
the measurement noise and model error when only a single set of data is available.
Thus, it is necessary to incorporate the modeller’s judgments about the appropriate
size and nature of the noise term e.
High correlations between the primary parameter x and hyperparameters γ and
δ are typical, and introduce significant computational difficulties [RH05], though
can be circumvented by sampling from the marginal posterior distribution over
hyperparameters [FN16,NCF18]. We do not consider that complexity here, and
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set the value of hyperparameters based on expert opinion and field measurements.
This yields the posterior distribution
pipost(x|d˜) ∝ exp
[
−1
2
{F (x)− d˜}TΣ−1e {F (x)− d˜}
]
piprior(x) (4)
that is used throughout the remainder of this paper.
Evaluating the likelihood function for a particular x requires simulating the for-
ward model F (x), which is a computationally expensive simulation of the physical
system. Computational efficiency can be significantly improved by exploiting re-
duced models; indeed, one could say that reduced models are mandatory in inverse
problems since discrete computer models typically approximate a function-space
mathematical model.
While recent developments in the Bayesian formulation of inverse problems
on function spaces [LST18] have emphasized that a consistent discretization of
the forward map (plus other conditions) leads to the computed posterior distribu-
tion converging to the function-space posterior distribution in the limit of refined
discretization (and exact arithmetic), the concern of practical computing for large-
scale inverse problems is always at the other end of the computational scale, i.e.,
finding the cheapest possible, perhaps crude, computational approximation to the
forward map that can give sufficiently accurate estimates of quantities of interest.
The focus of this paper is on improving such reduced models by developing random
corrections that significantly increase the accuracy of estimates, at no significant
increase in computational cost. We thereby change the cost/accuracy trade-off to
allow even cheaper approximations to be used to achieve a desired accuracy in
estimates.
The starting point for the methods developed here is a deterministic reduced
model F ∗ built using one of the many standard methods, such as:
– grid coarsening, e.g., [CB01,KS07,EHL06], or a nested hierarchy of grid dis-
cretizations [DKST15],
– global linearization of the forward map, i.e., the Born approximation [BB98],
– local linearization of the forward model, e.g. [CF05],
– projection-based methods, e.g. [BGW15,GYEC15,LWG15,CMW15,APL16],
– anything else you can think of, including ad hoc calibration of very coarse
discretizations, e.g. [Neu11]; see Section 4.5.
The delayed acceptance (DA) algorithm [CF05] (see Section 2.4) is a compound
Metropolis–Hastings algorithm that utilizes any reduced model to lower the com-
putational cost per iteration, while correctly targeting the posterior distribution1.
We build on DA in this paper.
DA, and all algorithms presented in this paper, target the correct posterior
distribution by occasionally computing the exact forward map F . This paper ad-
dresses the practical question of how crude, and hence cheap, can be the reduced
forward map F ∗, and how few evaluations of the exact, expensive forward map
can we get away with to achieve maximal computational efficiency. Of course the
ideal situation is that computing F ∗ is free and is sufficiently accurate that no
1 In some sense DA is the most general MH method for utilizing a single reduced model
while maintaining the target distribution [BGLR19].
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evaluations of F are required; we get remarkably close to that ideal in the com-
puted examples in Section 4, using an adaptive DA algorithm that corrects the
na¨ıve approximate posterior distribution defined by F ∗.
When a fixed, i.e., state-independent, approximation F ∗ is used, DA simpli-
fies to the surrogate transition method [Liu01], rediscovered as preconditioned or
two-step MH [EHL06]. This is Approximation 1 in Section 3. The approximate
posterior distribution is given by analyzing the DAG in Figure 1 with F replaced
by F ∗. Using a fixed deterministic reduced model within DA/surrogate transition
does not actually improve computational efficiency in any computed examples of
geophysical inverse problems, that we are aware of; see Section 4.1.
One observation that we want readers to take from this paper is that the
approximation to the posterior distribution and accuracy of calculated estimates
can be significantly improved by randomizing the deterministic reduced model.
The primary randomizing used throughout this paper is to add a random variable
to the output of the deterministic reduced model, though other randomizing can
be more effective in some settings; see, e.g. [OM11]. That is, we model noise-free
data as
d = F ∗(x) + b (5)
where b is independently drawn from some distribution to be determined, usually
Gaussian. Adding independent random variables, as in Eqn (5), corresponds to
convolution of distributions. Our intuition is that the shift and smudging-out of
the approximate posterior distribution by Eqn (5) leads to a better alignment of
the support of the true and resulting approximate distributions.
In particular, we replace the DAG in Fig. 1 by the DAG in Fig. 2 for approxi-
mating the posterior distribution, with the conditional distribution over noise-free
data depending on parameters θb to be determined. This leads to the approxima-
x d 
F*(·)
d ~
± °θb
Fig. 2 DAG showing the randomized approximate forward map F ∗, with the conditional
distribution over noise-free data depending on variable θb.
tion of the expression in (1) by
pi∗(x, γ, δ|d˜) ∝ L∗(d˜|x, γ, θb)piprior(x|δ)pi∆(δ)piΓ (γ). (6)
A fully Bayesian analysis might place a hyperprior distribution over θb and seek
a posterior distribution; we find it sufficient to evaluate a best value.
Note that randomizing the forward map does not mean that evaluating the
approximated likelihood requires generating a random vector, such as b in the
additive example above. Rather, the randomizing distribution is chosen to have a
known form so that the (unknown) random term may be marginalized over, just as
the (additive) noisy observation model (2) leads to the likelihood function (3) that
requires simulating the exact forward map F , only. In particular, evaluating the
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approximate likelihood function induced by a randomized reduced forward model
requires simulating the deterministic reduced map, only. See Approximations 2
and 4 in Section 3. Modification of the likelihood function is expanded upon in
Section 1.1.2.
The observation that randomizing a reduced model can significantly improve
the approximation of the posterior distribution may come as a surprise to numer-
ical analysts who typically derive the deterministic reduced model according to
some measure of ‘best’. However, we note that notion of ‘best’ is applied to the
forward map and not the posterior distribution. On the other hand, the improve-
ment should be no surprise since randomized models include the deterministic
model as a special case, so are not necessarily worse. Perhaps the real surprise is
that randomizing can give an improvement in computational efficiency by more
than a factor of five, in the large-scale examples we compute, for very little extra
coding effort; see Section 4.3.
1.1 Correcting the Error Introduced by an Approximate Forward Map
The idea of randomizing a deterministic reduced model to improve the approxima-
tion has been used before. Here, we wish to provide a new interpretation that leads
to a greater range of computational efficiencies. To explain this, we first briefly
review existing stochastic models for the error induced by using a reduced model.
1.1.1 A Brief History of Model Error
Kennedy and O’Hagan [KO00,KO01] developed a Bayesian framework for cali-
brating complex computer codes designed to simulate a scalar physical observation
process F (·), noting that all computer codes approximate the true process. Their
concern was to infer F (x) at some point x based on a fixed set of evaluations of F
and approximate model F ∗, or multiple approximate models, at a set of points that
may not include x. They introduced the use of a Gaussian process (GP) to model
the function F and approximation(s) F ∗ based on the assumption of smoothness
of functions, and the desirability of a non-parametric stochastic model for smooth
functions; a GP is a common and flexible such model. They modeled the relation-
ship between approximate and exact maps by F (·) = ρF ∗(·) + b where ρ is a kind
of regression parameter and b is distributed as a GP. Fitting of parameters in this
stochastic model was performed by posterior inference.
For inverse problems defined over a high-dimensional space, a GP model typ-
ically does not provide computationally efficient and accurate function approx-
imation. For example, even storing the mean function when representing F is
tantamount to storing sufficient output of the function F (·) to be able to interpo-
late an accurate, ‘best’ approximation [KO00]. Instead, it is typically far cheaper,
at a given accuracy, to recompute an approximate function F ∗(x) built using one
of the many well-developed methods, listed above, that are designed to capture the
basic structure of F (·) while being computationally efficient. The error introduced
by this approximation, F (x)−F ∗(x), is then modelled by a Gaussian distribution
that is a simplified case of the GP.
In spatial statistics, this often results in a ‘PDE-based’ Markov random field
(MRF) formulation; see [Hig06, Section 6.4] and references therein. For example,
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when evaluating F requires simulating a system of ordinary differential equations
(ODEs) using, say, the Euler step F (x, t+ dt) = F (x, t) + dtf(x) for some known
f , and the approximation uses a large time step ∆t and approximation f∗ and the
step-wise approximation error b is modelled as Gaussian, the resulting stochastic
system of ODEs F ∗(x, t+∆t) = F ∗(x, t)+∆tf∗(x)+b [Hig06] defines a stochastic
MRF approximation to F . Typically f∗ is linear and the true distribution over
initial conditions is used, as in filtering applications, giving a Gaussian model for
F (·)− F ∗(·).
Kaipio and Somersalo [KS04,KS07] also used a Gaussian error model when
using approximative forward maps in inverse problems, writing F (·)−F ∗(·) = B(·)
and then modelling unknown B(·) by random variable b that is independent of x
and Gaussian, i.e., b ∼ N(µb,Σb). Substituting this, or equivalently Eqn (5), into
the observation model Eqn (2) gives
d˜ = F ∗(x) + e+ b, (7)
that they called the enhanced error model (EEM) [KS04,KS07]. These works only
report estimates that maximize the posterior density conditioned on fixed hy-
perparameters for Gaussian likelihood functions, commonly known as regularized
inversion or ridge regression. These conditional posterior modes correspond to
posterior expectations only in the linear-Gaussian case and when uncertainty in
hyperparameters is neglected2. That linear-Gaussian case was analyzed in [KS07]
with the EEM giving improved approximated conditional posterior modes in a
computed example, over a range of noise to discretization ratios3; see [KS07, Fig.
5] and [KS04, Fig. 5.22]. For non-linear forward map F , for which the matrix-vector
calculations of the linear-Gaussian case are not sufficient, Kaipio and Somersalo
used an off-line calculation to tune the EEM by using sample-based estimates of
µb and Σb from evaluations of B(x) = F (x)−F ∗(x) with x drawn from the prior
distribution over x [KS04, Section 7.6] (this is Approximation 2 with a priori
EEM, in Section 3). A computed example of EIT showed that this a priori EEM
produces approximated conditional posterior modes that better approximate the
true conditional posterior mode compared to no EEM; see [KS04, Fig. 7.31].
Cui, Fox and OSullivan [CFO11,CFO19] reinterpreted the empirical results
in [KS04, Fig. 7.31], arguing that it seemed likely that the EEM also increases the
quality of the approximation to the Bayesian posterior distribution. However, a
priori tuning of the EEM is clearly problematic for inverse problems in which the
data is informative since then the bulk of the prior distribution may have little
overlap with the bulk of the posterior distribution, so prior samples used to tune
the EEM could carry virtually no information about the posterior distribution4.
Using this a priori EEM in DA leads to only modest improvements in computa-
tional efficiency, and typically is not significantly more efficient than unmodified
2 Uncertainty in hyperparameters causes the Bayesian posterior distribution to be non-
Gaussian, and no conditional posterior mode as evaluated in [KS04,KS07] is a good approxi-
mation to the Bayesian posterior mode or mean, even for linear forward maps and Gaussian
stochastic models [SLR12,FN16].
3 The ratio of noise standard deviation to length scale relative to discretization level is the
regularization parameter in regularized inversion[Bar12,FN16].
4 It follows from the optimality criteria noted in Section 1.1.2 that, in the limit of infinitely
many tuning samples, the prior-tuned EEM is a best approximation to the prior distribution.
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MH; see Section 4.3. Instead, Cui et al. developed the adaptive delayed accep-
tance (ADA) Metropolis–Hastings (MH) MCMC algorithm [CFO11], that tunes
the EEM by estimating posterior statistics of B(x) = F (x)−F ∗(x). This appears
to present a “chicken-and-egg” problem [Wik20a], in which it is necessary to have
explored the posterior distribution to tune the randomizing distribution in order
to explore the posterior distribution. They resolved this dilemma by adapting the
parameters in the EEM, while running the MCMC sampler. In doing so, they fol-
lowed the advice given by Jeff Rosenthal that: “if there is some property of the
target distribution that you want but don’t have, then adapt to it” [Ros11]. A
practical algorithm implementing this method is presented in Section 3.3. A proof
of ergodicity was presented in [CFO19]; we present a more succinct proof of ergod-
icity in Appendix A that should appeal to mathematicians. As noted in [CFO11],
the resulting adaptive algorithm is significantly faster than non-adaptive DA using
the a priori EEM in all computational measures, since the off-line calculation is
avoided and the resulting MCMC is more statistically efficient.
A second computational efficiency made possible by using DA, and also ADA,
is the use of state-dependent approximations F ∗x (·). As we demonstrate in Sec-
tion 4, and has been demonstrated in other contexts [QTVK18], the use of a
state-dependent approximation is necessary for best improvement in computa-
tional efficiency. In particular, the state-dependent approximation F ∗x (·) that re-
sults from a local zeroth-order correction of a fixed approximation F ∗(·) has zero
mean in the EEM, i.e., µb = 0; see Section 3. As noted in [KS04], accurately esti-
mating the mean of the EEM has greater effect on the quality of approximations
than does accurately estimating the variance, implying that this state-dependent
approximation without the EEM already achieves better posterior approximation
than does a state-independent approximation with a not-optimally-tuned EEM.
The combination of adapting the randomizing distribution and performing the
local zeroth-order correction means that both the reduced model and randomizing
distribution depend on the iteration number of the MCMC in ADA. These are
denoted F ∗xn and θb,n, for iteration n in the DAG in Fig. 3 that attempts to
display the resulting probabilistic model.
x d 
Fxn*(·)
d ~
± °θb,n
Fig. 3 A DAG representing the conditional structure in ADA, in which both the reduced
model F ∗x and randomization parameters θb depend on the state at iteration number n of the
MCMC.
1.1.2 A Change of Viewpoint
All the methods we have described so far build a stochastic model to the error
introduced by an approximate forward map, based on modeling principles, and
then use that model as the random correction to the approximate forward map
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in Eqn (5). This is the titular randomizing. However, we wish to present an alter-
native, mathematically equivalent, interpretation of the resulting algorithms that
motivates further computational efficiencies.
For simplicity of exposition, consider the simple case of Gaussian distributions
that are independent in components so that Σe = σ
2I and Σb = λ
2I, giving the
approximated likelihood function in Eq (6)
L∗(d˜|x, σ, θb) ∝ exp
[
−1
2
‖F ∗(x) + µb − d˜‖2
2(σ2 + λ2)
]
, (8)
where θb = (µb, λ
2). The reason that the EEM is computationally feasible, as
with the error models in [KO00,KO01,Hig06], is that this modified likelihood func-
tion (8) is not significantly more expensive to calculate than the original functional
form (that has µb = 0 and λ
2 = 0), whatever the values of µb and λ
2. Indeed,
the only stochastic models for model error that can be considered are those that
lead to a computationally feasible modified likelihood function. It therefore seems
much more straightforward to view such modifications directly, rather than start-
ing with stochastic error models constrained to those models that give computable
modified likelihood functions. Accordingly, we forget about the random models for
errors and simply view the formula in (8) as a family of modified likelihood func-
tions, parametrized by µb and λ
2, and ask: how should we choose the modification
parameters µb and λ
2 to best approximate the true posterior distribution? That
is, we choose the free parameters in (8) according to some criterion of optimality
that fits the approximated posterior to the true posterior distribution.
We do not propose a single criterion of optimality here as useful criteria will
likely depend on the modifications used, while determining actual computational
efficiency needs to be performed within the MCMC, as discussed later and in
Section 2.5. However, there are some obvious contenders for tuning parameters in
the present setting: One such is minimizing the Kullback–Leibler divergence of the
approximating distribution to the true posterior distribution, KL(pipost‖pi∗). Since
both the true posterior pipost in Eqn (4) and the approximate target pi
∗ in Eqn (6)
with approximate likelihood function (8) (see also Eqn (15)) are in exponential
form with common base measure equal to the prior distribution piprior, we may
draw on the standard result that KL(pipost‖pi∗) is minimized when the expected
sufficient statistics of each distribution are equal, often called moment matching,
see, e.g., [Bis06, Section 10.7]. If we compute expectations over pi∗ using the DA
MCMC chain then the result is that we must choose µb and λ
2 to be precisely the
posterior statistics of the approximation error B(x) = F (x)− F ∗(x) that we use
in ADA; see Section 3.1. The same choice of parameters also results from a second
plausible criterion, that is to choose the parameters so that the expected logarithm
of the acceptance probability in Step 2 of DA is close to 0, which corresponds to
the approximation being good on average; see Section 2.4. In Section 4.5 we use a
least-squares optimality criterion for one parameter.
This provides a principle for more general corrections: The functional form of
the likelihood function is modified, by introducing parameters in any computationally-
cheap way that seems reasonable, for evaluating the approximate likelihood with
the approximate forward map, F ∗, and parameters are set to values that op-
timize a suitable criterion of fit to the true posterior distribution. As we show
in Section 2.5, the quality of the resulting approximation may be quantitatively
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evaluated by calculating the acceptance rate in Step 2 of DA, thereby validating
such modifications, whatever the motivation for the modification and criterion of
optimality.
For example, one such modification is to also multiply the output of the reduced
model F ∗(x) by a diagonal matrix, to give the modified approximate likelihood
L∗(d˜|x, σ, θb) ∝ exp
[
−1
2
‖ρF ∗(x) + µb − d˜‖2
2(σ2 + λ2)
]
(9)
where the multiplier ρ mimics the regression coefficient used in [KO00]. In the
ECT example in Section 4.5 this factor is introduced to compensate for the error
in Neumann boundary conditions when using a coarse FEM discretization. The
modified likelihood is used, with optimized parameters θb = {ρ,µb, λ2}, to per-
form posterior inference in ECT in a circular region with F ∗ defined by a FEM
discretization using only 76 elements; this is substantially fewer than the 900 ele-
ments used as the approximate model with a priori EEM in a related EIT problem
in [KS04], so results in a huge reduction in computational cost for a similar quality
of approximation.
Numerical analysts may feel more comfortable with this new interpretation,
compared to the idea of randomizing the reduced model using ‘Bayesian’ mod-
elling principles, since now the approximate reduced model is used with a (de-
terministic) modified likelihood calculation, and the modification parameters are
chosen by a (deterministic) optimality criterion, that may be validated by online
estimates of relative efficiency. However, as we have noted, the two interpretations
are mathematically equivalent.
While we have implied that any computationally-cheap modification to the
likelihood function is allowable, a technical restriction when adapting parameters
using ADA is that adapting to the optimal parameter value must be possible in a
way that achieves diminishing adaptation, to ensure the conditions for ergodicity
are satisfied; see Theorem 2. This is straightforward for the mean µb and covariance
Σb of the EEM, using standard estimators for these quantities; see Section 3. This
issue needs to be resolved for each type of modification. It also seems desirable (to
us) that the original functional form of the likelihood be recovered for some value
of parameters, e.g., {ρ,µb, λ2} = {1,0, 0} in (9).
1.2 Contents of this Paper
As indicated in Section 1.1.2, this paper introduces two innovations compared to
our previous work in this area [CFO11,CFO19]. The first is the new principle for
correcting the error introduced by an approximate forward map, away from the
idea of stochastic modelling of the error and forming the likelihood function for a
randomized reduced model, to the simpler and more general principle of directly
modifying the likelihood function with tuning of parameters to best approximate
the posterior distribution. This opens up new possibilities for ‘correcting’ the ap-
proximation to the forward map and, hence, leads to better approximations and/or
cheaper computation for a given level of approximation. The second is leveraging
the result established in [Fox17] that the acceptance rate in Step 2 of DA (Alg. 2)
quantitatively accesses the quality of an approximation; see Section 2.4. For a given
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reduced forward map, the quality of the approximation achieved by a particular
modification to the likelihood function is evaluated by computing this statistic
over the DA chain.
Under appropriate assumptions these ideas lead to the same calculations as
given by previous application of the EEM, and so the examples presented in [CFO11,
CFO19] are relevant; accordingly we briefly present those examples in Section 4.1,
highlighting the posterior statistics that we now understand provide quantitative
assessment of the various modified likelihood functions. A more general correction
is utilized in the new example that we present in Section 4.5 in which we explore
the limits of how coarse a FEM discretization may be while still providing useful
estimates in the inverse problem of ECT; the quantitative assessment shows that
we may use significantly fewer elements than has been previously demonstrated
using EEM.
The remainder of this paper is structured as follows: Section 2 reviews the ba-
sics of sample-based inference and existing algorithms including delayed-acceptance
and adaptive algorithms. Section 3 presents deterministic and randomized approx-
imations to the forward map, the induced approximate likelihood functions and
posterior distributions, and the ADA algorithm that utilizes these approximations.
Section 4 presents computational studies. Section 4.1 presents two case studies of
using ADA to calibrate geothermal reservoir models, taken from [CFO11,CFO19];
here we give very brief details of the inverse problems, and highlight the computed
results that pertain to the quantitative measure of efficiency in Section 2.5. The
first is a 1D homogeneous model with 7 unknown parameters, and uses synthetic
transient data. The second example predicts the hot plume of a 3D multi-phase
geothermal reservoir model with 10, 049 unknown parameters by estimating the
heterogeneous and anisotropic permeability distribution and the heterogeneous
boundary conditions. Section 4.5 presents a new case study in ECT of how coarse
an approximation can be while still being usable. The intent is to generate and
tune an extremely coarse discretization that could be used standalone for online
inference. Section 5 summarizes and discusses results in the paper, including a
comparative discussion of [CDSS18]. Appendix A presents a new compact proof
of ergodicity of ADA when using the approximations developed in Section 3.
2 Posterior Exploration
In this section we review existing sample-based Bayesian methods and algorithms
for inverse problems that are relevant to the algorithms and randomized reduced
models developed in Section 3.
2.1 Sample-based Inference
Sample-based inference proceeds by computing Monte Carlo estimates of posterior
statistics, to give ‘solutions’ and quantified uncertainties, using samples drawn
from the posterior distribution via Markov chain Monte Carlo (MCMC) sampling.
Estimates of parameters and model predictions can be calculated as Monte
Carlo estimates of the expected value of those quantities over the posterior distri-
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bution. For quantity g(x), the estimate, denoted gN , is defined by
E[g] =
∫
g(x)pi(x|d˜) dx ≈ gN =
1
N
N∑
i=1
g(xi), (10)
using N samples drawn from the posterior distribution, i.e., xi ∼ pipost(x|d˜). In
this way, the task of estimating parameters or predictive values is reduced to the
task of drawing samples from the posterior distribution; this defines sample-based
Bayesian inference. We present algorithms for sampling from pipost in Sections 2.2
and 2.4, and a novel efficient algorithm in Section 3.3.
2.2 Metropolis–Hastings Dynamics
All sampling methods we develop in this paper are based on the Metropolis–
Hastings (MH) algorithm [MRR+53,Has70]. This algorithm simulates a Markov
chain of random variables, that converge in distribution to the posterior distribu-
tion pipost(x|d˜) as the number of iterations n → ∞. One initializes the chain at
some starting state x0, usually drawn from an over-dispersed distribution, then
iterate as in Alg. 1. After a burn-in period, in which the chain effectively loses
Algorithm 1 Metropolis–Hastings [MRR+53,Has70] targeting pipost(x|d˜)
At iteration n, given xn = x, xn+1 is determined by:
1. Propose new state y from some distribution q (·|x).
2. With probability
min
{
1,
pipost(y|d˜)q(x|y)
pipost(x|d˜)q(y|x)
}
set xn+1 = y, otherwise xn+1 = x.
dependency on the starting state, the MH algorithm produces a sequence of cor-
related samples distributed as pipost(x|d˜).
Samples from the chain, typically after burn-in is discarded, may be substi-
tuted directly into the Monte Carlo estimate in Eqn (10) to produce the estimate
gN of quantity E[g]. The rate at which gN
D→ E[g] depends on the degree of
correlation [Sok89,Gey92]; chains that are fast to converge have lower correla-
tion between adjacent samples. Total compute time equals the compute cost per
iteration multiplied by the number of iterations required to achieve the desired
tolerance; different MCMC algorithms will differ in both these measures, so it is
necessary to consider both these measures, as detailed in Sections 2.3 and 2.6.
The only choice one has in Alg. 1 is the choice of proposal distribution q(·|·);
the choice is largely arbitrary, though has a significant influence on the rate of
convergence. Traditionally, the proposal distribution is chosen from some simple
family of distributions, then manually tuned in a “trial and error” manner to
optimize the rate of convergence. We present automatic, adaptive methods for
tuning the proposal in Sections 2.7 and 3.3 (in addition to the adapted randomized
reduced forward models in Section 3).
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2.3 Statistical Efficiency
Convergence of the Monte Carlo estimate gN to E[g] is guaranteed by a central
limit theorem [KV86] that gives gN − E [g] ∼ N (0,Var(gN )) as N → ∞. When
the xi are independent
Var(gN ) =
Var(g)
N
.
When the xi are correlated (for large N)
Var(gN ) =
Var(g)
N
(
1 + 2
∞∑
i=1
ρgg(i)
)
= τ
Var(g)
N
where ρgg is the autocorrelation coefficient for the chain in g. Hence, the rate
of variance reduction, compared to independent samples, is reduced by the fac-
tor τ which is called the integrated autocorrelation time (IACT) for the statistic
g [Sok89]. We can think of τ ≥ 1 as the length of the correlated chain that pro-
duces the same variance reduction as one independent sample. We call 1/τ ≤ 1
the statistical efficiency (higher is better), while N/τ is the effective (independent)
sample size (ESS).
2.4 Delayed Acceptance
Applying standard MH can be computationally costly as each iteration requires
evaluating the posterior density, which involves simulating the forward map F (y)
at proposed parameters y, and typically many iterations are required for conver-
gence of estimates.
We develop sampling algorithms with reduced computational cost by using
the framework of the delayed acceptance (DA) MH algorithm of Christen and
Fox [CF05] that uses two accept-reject steps; see Alg. 2. The first is evaluated
using an approximation to the target distribution that can be relatively arbitrary,
while the second accept-reject step ensures that the Markov chain correctly targets
the desired distribution. The computational cost per iteration is reduced because
only those proposals that are accepted using the approximation pi∗x(·) go on to
evaluation of the posterior distribution pipost(·), that requires evaluating the full,
expensive forward map (if y is rejected at the first step then the chain does not
move and no further calculation is required).
The DA algorithm allows the approximation to depend on the current state of
the MCMC, shown by the notation pi∗x(·), and is guaranteed to converge to the tar-
get posterior distribution pipost(x|d˜) under mild conditions [CF05]. A special case
of DA is the surrogate transition method [Liu01] that requires a fixed, ‘surrogate’
approximate target distribution, i.e, pi∗(y) does not depend on the current state
x. Using an approximation that depends on the state turns out to be necessary
for improving computational efficiency in the applications that we consider.
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Algorithm 2 Delayed acceptance [CF05] targeting pipost(x|d˜)
Given xn = x and approximate target distribution pi∗x(·), xn+1 is determined by:
1. Propose y from some distribution q (·|x). With probability
α (x,y) = min
{
1,
pi∗x(y)q(x|y)
pi∗x(x)q(y|x)
,
}
promote y to be used in Step 2, otherwise set y = x
2. The effective proposal distribution at this step is q∗(y|x) = q(y|x)α(x, y) for y 6= x.
With probability
β (x,y) = min
{
1,
pipost(y|d˜)q∗(x|y)
pipost(x|d˜)q∗(y|x)
}
set xn+1 = y, otherwise xn+1 = x.
2.5 Quality of the Approximation is Measured by β¯
We follow a result in [Fox17], that builds on the coupling/separation analysis
in [NFW12], to show that the second accept/reject Step 2 in DA evaluates the
quality of the approximation.
It was shown in [CF05] that, under mild requirements, β ≈ 1 when pi∗x(·) ≈ pi(·),
i.e. the acceptance probability in Step 2 of DA approaches 1 when the approxima-
tion is good. While this is a cause for optimism, it is not the reverse implication
that we need, i.e. that β ≈ 1 implies the approximation is good.
Intuitively, we can see that when the acceptance rate in the second step is very
close to 1, i.e. β¯ u 1, the second accept/reject step is almost redundant and it
might be possible to solely use the approximation for performing inference, i.e.
run the MH Alg. 1 using pi∗x(·). However, it is not clear that this chain even has
an equilibrium distribution when the approximation is state dependent.
The reverse implication, that β¯ ≈ 1 does imply that the approximation is good,
was proved in [Fox17]. More formally, [Fox17] compared Monte Carlo estimates of
the posterior expected value of some statistic g(x), denoted gN when evaluated
over N steps of a convergent DA chain targeting pi, and denoted g∗N when evaluated
over the chain that omits the accept/reject in Step 2, to give the following theorem:
Theorem 1 ([Fox17]) If the proposal is such that the expected square jump size
is uniformly bounded, i.e., Eq[‖x′ − x‖2] ≤M <∞, and ‖g‖ is bounded by a uni-
formly continuous function, then E[‖g¯∗N − g¯N‖]→0, i.e., g¯∗N → g¯N in expectation,
as E[β]→ 1, and with the same rate.
That is, any estimate computed over the chain of length N using the approximate
posterior will converge to the estimate computed using a chain of length N using
the exact posterior distribution (and that estimate converges to the true value due
to ergodicity of the chain targeting the correct posterior distribution as N →∞)
as the acceptance rate in Step 2 of DA approaches 1. This is the sense in which we
say an approximation is ‘good’. This is a practically useful result as an estimate
of the acceptance rate in Step 2 of DA, β¯, may be evaluated over the chain to
determine the quality of the approximation pi∗x(·).
This result motivates our second computed example in Section 4.5 in which a
state-independent reduced model is used with a modified likelihood that is tuned
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to increase β¯ with the aim of using the cheap approximation for sample-based
inference in place of the expensive true posterior distribution.
2.6 Computational Efficiency
We define the computational efficiency of a sampler to be the ESS per CPU time.
Hence, from Section 2.3, this is proportional to the variance reduction in estimates
per CPU time.
The DA Alg. 2 necessarily has lower statistical efficiency than the unmodified
counterpart in Alg. 1 [CF05]. That is, τDA ≥ τMH for any quantity g, so more
steps of DA are required than of MH to evaluate estimates to a desired accuracy.
Fortunately, DA may still be more computationally efficient than the standard MH.
Let t∗ and t be the CPU time to evaluate the approximate and exact posterior
density, respectively, and let the average acceptance probability in Step 1 of DA
be denoted α¯. Then, the increase in computational efficiency of DA compared to
standard MH is the ratio of ESS for fixed CPU time [CFO19]
ESSDA
ESSMH
=
τMH
τDA
1
α¯+ t∗/t
. (11)
(Of course, ESSDA/ESSMH < 1 means that DA is less efficient than MH.) The
ratio τMH/τDA ≤ 1 is the decrease in statistical efficiency, while α¯ + t∗/t gives
the decrease in average compute cost per iteration. It is necessary to address
both factors if computational efficiency is to be increased. The ideal is to have
τMH/τDA ≈ 1, i.e., statistical efficiency is not decreased, and t∗/t ≈ 0 which
occurs when the approximation is very cheap to calculate.
It can be challenging to balance the reduction in CPU time against accuracy
of the reduced model. Using a lower accuracy reduced model, which runs faster
compared to a more accurate one, will reduce the average CPU time per itera-
tion of the MCMC, but at the risk of lower statistical efficiency that increases the
number of MCMC iterations required. The framework of DA affords two routes to
improving a reduced model, by using the pairing of reduced and exact evaluations
at the second step of DA (following first-step acceptances). The first is calculating
a local, zeroth-order correction to the reduced model; this is Approximation 3 in
Section 3. The second is to adapt a randomization of the reduced model by adapt-
ing to posterior statistics of the reduced-model error; this is Approximation 4 in
Section 3. Each of these routes increases the acceptance rate in Step 2 without
changing the cost of the reduced model, and hence improves computational effi-
ciency. Our adaptive algorithms draw on adaptive MCMC, that we review next.
2.7 Adaptive MCMC
A general class of adaptive algorithms was established by [RR07] with simplified
regularity conditions required for ergodicity, namely simultaneous uniform ergodic-
ity and diminishing adaptation. The ergodicity of many practical adaptive MCMC
algorithms can be established using these simplified conditions.
Provably ergodic adaptive MCMC was initiated by the adaptive Metropolis
(AM) algorithm of Haario et al. [HST01] that adapts the random-walk proposal
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distribution in a Metropolis algorithm. Almost all subsequent adaptive MCMC
algorithms follow this precedent of adapting the proposal distribution, only, as in
Alg. 3.
Algorithm 3 Adaptive proposal Metropolis
Given xn = x and symmetric proposal qn(·|x), xn+1 and qn+1(·|·) are determined by:
1. Propose y by drawing y ∼ qn(y|x)
2. With probability min
{
1, pipost(y|d˜)/pipost(x|d˜)
}
, xn+1 = y, otherwise xn+1 = x.
3. Update proposal qn+1.
Specifically, for small γ > 0 AM uses the random-walk Gaussian proposal
qn(y|x) =
{
N (y;x, 0.12d Id) n ≤ 2d
N (y;x, (1− γ)2.382d Σn + γ 0.1
2
d Id) n > 2d
, (12)
utilizing the empirical covariance Σn estimated over the Markov chain.
In practice, the proposal (12) does not ensure sufficient statistical efficiency
in the problems we consider. More effective is the grouped components adaptive
Metropolis (GCAM) proposal that uses an AM-type proposal separately for groups
of components of x, with empirical covariance matrix and scale variables, i.e., the
coefficients in (12), estimated separately for each group; see [CFO19] for details.
We extend existing adaptive MCMC algorithms by also adapting the approx-
imate likelihood function, and hence adapt the approximation to the posterior
distribution. Those adaptive approximations are presented next in Section 3. We
establish ergodicity in Section A by following [RR07].
3 Approximations to F (·) and pipost
We assume that we have a deterministic reduced model F ∗(·) that approximates
F (·), built using one of the methods outlined in Section 1. The notation F ∗(·)
implies that the reduced model does not depend on the state of the MCMC, as
would be the case with a fixed coarse-grid discretization. State-dependent approx-
imations, such as a local linearization, may also be accommodated; see Approxi-
mation 3, later.
We start with the common approximation to the posterior distribution that
simply uses F ∗(·) in place of the true forward map F (·).
Approximation 1 Approximate posterior distribution using F ∗(·) in place of
F (·):
pi∗(x|d˜) ∝ exp
[
−1
2
{F ∗(x)− d˜}TΣ−1e {F ∗(x)− d˜}
]
piprior(x). (13)
The approximation in (13), by itself, can result in biased estimates while pro-
ducing uncertainty intervals that are too small [KS04,KS07]. This indicates that
the approximate posterior has displaced support and is too narrow to include the
support of the accurate posterior.
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Given a reduced model F ∗(·), Eqn (2) can be rewritten
d˜ = F ∗(x) + {F (x)− F ∗(x)}+ e
= F ∗(x) +B(x) + e. (14)
By assuming that the model reduction error B can be modelled as independent
of the model parameters and is Gaussian, [KS07] introduced the enhanced error
model (EEM) (cf. Eqn (5))
d˜ = F ∗(x) + b+ e,
where b ∼ N(µb,Σb). Improved point estimates in [KS07] indicate that the EEM
plausibly improves the approximation of the posterior distribution compared to
Approximation 1.
Approximation 2 Approximate posterior distribution using the reduced model
F ∗(·) and EEM:
pi∗(x|d˜) ∝ exp
[
−1
2
{F ∗(x) + µb − d˜}T (Σb + Σe)−1{F ∗(x) + µb − d˜}
]
piprior(x).
(15)
3.1 Prior and Posterior Error Models
The EEM was estimated a priori in [KS07], before utilizing data and solving the
inverse problem, resulting in the estimates for mean and covariance of b
µb =
∫
X
B(x)piprior(x) dx ≈ 1
L
L∑
i=1
B(xi), (16)
Σb =
∫
X
{B(x)− µb}{B(x)− µb}Tpiprior(x) dx
≈ 1
L− 1
L∑
i=1
{B(xi)− µb}{B(xi)− µb}T , (17)
where B(x) = F (x)−F ∗(x) and xi ∼ piprior(·), i = 1, · · · , L, are L samples drawn
from the prior distribution. This a priori EEM could be far from optimal over
the support of the posterior distribution even though it may fit the prior distribu-
tion, requires appreciable pre-computation, and gives only a small improvement
in computational efficiency; see Section 4.3.
We make a better approximation to the posterior distribution by estimating
the EEM over the posterior distribution. That is, we evaluate
µb =
∫
X
B(x)pipost(x | d˜) dx, (18)
Σb =
∫
X
{B(x)− µb}{B(x)− µb}Tpipost(x | d˜) dx. (19)
This is achieved by evaluating B(x) within the DA Alg. 2, and applying adaptive
MCMC methods to ensure that the a posteriori estimates of µb and Σb converge
18 Fox Cui & Neumayer
to the values given in Eqns (18) and (19). In all computational experiments we
find that building the EEM over the posterior leads to better statistical efficiency
in the MCMC, than when the EEM is estimated over the prior, so gives a more
computationally efficient MCMC that also does not require any precompution.
3.2 State-dependent Approximations and Error Models
The work of [CF05] demonstrated DA using a local linearization of the forward
map as the approximate forward map, which is a local reduced model that depends
on the current state x of the MCMC. When using a state-independent reduced
model within DA, it is advantageous to make a zeroth-order local improvement
by using the values of F (x) and F ∗(x) for points x that are accepted, and hence
become the state of the chain. Thus, we define the deterministic state-dependent
reduced model, as follows.
Approximation 3 State-dependent reduced model and approximate posterior dis-
tribution: Suppose that at iteration n, the Markov chain has state xn = x. For a
proposed state y ∼ q(·|x), the state-dependent reduced model F ∗x (·) is
F ∗x (y) = F
∗(y) + {F (x)− F ∗(x)}. (20)
The resulting approximate posterior distribution is
pi∗x(y|d˜) ∝ exp
[
−1
2
{F ∗x (y)− d˜}TΣ−1e {F ∗x (y)− d˜}
]
piprior(y). (21)
The zeroth-order correction (20) comes at no extra cost as F (x) has already been
evaluated when the state x was previously accepted.
Let Bx(y) = F (y)− F ∗x (y). The state-dependent reduced model (20) has the
desirable property that F ∗x (x) = F (x) and Bx(x) = 0, in common with local
linearization.
The error induced by the state-dependent reduced model (20) can also be
estimated by employing the EEM. In particular, Approximation 2 and 3 can be
combined, at no significant increase in computational cost, to give a more accurate
approximation to the posterior distribution.
Approximation 4 EEM built over the posterior distribution with a state-dependent
reduced model: Suppose that at iteration n the Markov chain is at state xn = x
and a proposed state is y ∼ q(·|x). The state-dependent approximate posterior
distribution is given by
pi∗x(y|d˜) ∝ exp
[
−1
2
{F ∗x (y) + µb − d˜}T (Σb + Σe)−1{F ∗x (y) + µb − d˜}
]
piprior(y).
(22)
The mean and covariance of the EEM in Approximation 4 with reduced model
(20) are
µb = Epi(x)
[∫
X
Bx(y)K(x,y) dy
]
(23)
and
Σb = Covpi(x)
[∫
X
Bx(y)K(x,y) dy
]
, (24)
Randomized Reduced Models for MCMC 19
respectively, where K(x,y) denotes the transition kernel implemented by the
MCMC iteration. The mean of the EEM (23) for reduced model (20) can be
shown to be 0, by expanding Bx(y) = [F (y)− F ∗(y)]− [F (x)− F ∗(x)];
Epi(x)
[∫
Bx(y)K(x,y) dy
]
=
∫
X
∫
X {F (y)− F ∗(y)}pi(x)K(x,y) dy dx
− ∫X ∫X {F (x)− F ∗(x)}pi(x)K(x,y) dy dx
with the two terms on the right canceling because the kernelK satisfies the detailed
balance condition pi(x)K(x,y) = pi(y)K(y,x). Accordingly, we set µb = 0 in (22).
The covariance (24) can be computed adaptively at iteration n by the inductive
formula
Σb,n =
1
n− 1
{
(n− 2)Σb,n−1 +Bxn−1(xn)Bxn−1(xn)T
}
. (25)
The approximate posterior distribution (22) after n steps of adaptive updating is
then
pi∗n,x(y|d˜) ∝ exp
[
−1
2
{F ∗x (y)− d˜}T (Σb,n + Σe)−1{F ∗x (y)− d˜}
]
piprior(x). (26)
These adaptive computations may be evaluated within the adaptive delayed
acceptance (ADA) MCMC algorithm, described next.
3.3 Adaptive Delayed Acceptance Algorithm
The ADA MCMC algorithm uses the basic structure of DA but includes adaptivity
in both the proposal distribution and in the state-dependent approximate target
distribution, allowing each to depend on the current MCMC iteration, as shown
in Alg. 4. In this algorithm, the proposal qn(·) in step 1 and its adaptive update
Algorithm 4 Adaptive delayed acceptance Metropolis–Hastings (ADA)
At iteration n, given xn = x, adapted proposal qn(·), and approximate target distribution
pi∗n(·), then xn+1 and updated distributions are determined as follows:
1. Generate a proposal y ∼ qn(·). With probability
αn(x, y) = min
{
1,
pi∗n(y)qn(x)
pi∗n(x)qn(y)
}
promote y to be used as a proposal for the following step. Otherwise set y = x and proceed.
2. The proposal distribution at this step is q∗n(y|x) = αn(x,y)qn(y) for x 6= y. With proba-
bility
min
{
1,
pi(y|d˜)q∗n(y,x)
pi(x|d˜)q∗n(x,y)
}
set xn+1 = y. Otherwise set xn+1 = x.
3. Update the approximation pi∗n+1(·).
4. Update the adaptive proposal qn+1(·).
in step 4 may have the form of any of the adaptive algorithms, such as the AM
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in Eqn (12) or GCAM. When Approximation 4 is used in Step 1, updating of the
approximate target distribution in Step 3 uses the updating rule for Σb in Eqn 25.
A proof of ergodicity of ADA for pi(·), using any of the Approximations 1 to
4, is presented in Appendix A.
4 Computed Examples
4.1 Fitting of Geothermal Reservoir Models
In this section we apply ADA to two calibration problems for geothermal reservoir
models taken from [CFO19]. The first is a one dimensional radially symmetric
model of the feedzone of a geothermal reservoir with synthetic data. This example
is small enough that extensive statistics can be computed to evaluate the efficiency
of various approximations; summary results are presented in Table 1. The second
is sampling a large-scale 3D model with measured data. Computational results
are presented to highlight the convergence of approximate estimates guaranteed
in Section 2.5.
For completeness, we briefly present the formulation of the governing equations
and numerical simulator for these inverse problems, though we refer the interested
reader to [GDB82,O’S85] for a complete description of the governing equations
of multiphase geothermal reservoirs, and to [CFO11,CFO19] for details in these
applications.
4.2 Data Simulation
Consider a two phase geothermal reservoir (water and vapour) governed by the
general mass balance and energy balance equations
d
dt
∫
Ω
M dV =
∫
∂Ω
Q · n dΓ +
∫
Ω
q dV, (27)
for the accumulation term in mass (Mm) or energy (Me) per unit volume, where
Ω is the control volume and ∂Ω is its boundary. The term, qm for mass or qe for
energy, represents sources or sinks in Ω, and associated Qm or Qe denotes the flux
through ∂Ω.
A set of nonlinear partial differential equations such as multiphase Darcy’s law
are used to model accumulation and flux terms. For brevity, we express these terms
by the simplified functional relationship between the typical parameters and state
of the system(
Mm
Me
)
= fM(φ; p, T ),
(
Qm
Qe
)
= fQ(k, krl, krv; p, T ),
where φ is porosity, k is a diagonal second order permeability tensor in 3-dimensions,
and krl and krv are the relative permeabilities. These are the unknown spatially
distributed parameters that we wish to determine. The state of system is repre-
sented by the spatially distributed pressure and temperature (p, T ) for a single
phase system, or pressure and vapour saturation (p, Sv) for a two phase system;
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these are only partially observable through wells. The subscripts l and v represent
the liquid and vapour phases, respectively. Relative permeabilities krl and krv are
introduced to account for the interference between liquid and vapour phases as
they move through the rock matrix in the geothermal reservoir, and we use the
van Genuchten-Mualem model for relative permeabilities [vG80]
krl =

√
1−Sv−Srl
Sls−Srl
{
1−
(
1−
(
1−Sv−Srl
Sls−Srl
)1/m)m}2
if 1− Sv < Sls
1 if 1− Sv ≥ Sls
krv = 1− krl
as functions of Sv and three hyperparametersm, Srl, and Sls. Spatial discretization
of (27) is based on a finite volume method, implemented in the existing Fortran
code TOUGH2 [Pru91].
4.3 Well discharge test analysis
Well discharge analysis is usually used to interpret the near-well properties of
the reservoir from pressure and enthalpy data measured during a short period
of field production. Based on the typical assumption that all flows into the well
come through a single layer feedzone, we use a one-dimensional radially-symmetric
forward model with 640 blocks as shown in Fig. 4 (a). A high resolution grid is used
immediately outside the well and then cell thickness increases exponentially away
from this region. The reduced model uses a coarse grid with 40 blocks, shown in
Fig. 4 (b). Based on 1, 000 simulations with different sets of parameters on a DELL
T3400 workstation, we estimate the CPU time to evaluate the forward model is
2.60 seconds. CPU time for the reduced model is 0.15 seconds.
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Fig. 4 Finite volume grids used for well discharge test analysis and data sets used for well
discharge test. (a): the forward model (640 blocks), (b): the reduced model (40 blocks), (c): the
production rate (kg/second), (d): the pressure (bar), and (e): the flowing enthalpy (kJ/kg).
The seven unknowns required for data simulation are the porosity, permeability
(base 10 logarithmic scale), the hyperparameters in the van Genuchten-Mualem
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relative permeability model, as well as the initial vapour saturation (Sv0) and
initial pressure (p0) that are used to represent the initial thermodynamic state of
the two-phase system:
x = {φ, log10(k), p0, Sv0,m, Srl, Sls} .
These parameters are assumed to be independent and follow non-informative
prior distributions with physical bounds [CFO19]. The model is simulated over
80 days with production rates varying smoothly from about 4 kg/second to about
6 kg/second (see Fig. 4 (c)). Model outputs are pressure dp and flowing enthalpy
dh, which defines the forward map(
dh
dp
)
= F (x).
We assume the measurement noise follows i.i.d. zero mean Gaussian distribution
with standard deviations σp = 3 bar for pressure and σh = 30 kJ/kg for the flowing
enthalpy. The noise corrupted pressure and flowing enthalpy data are plotted in
Figure 4 (d) and (e), respectively.
We ran ADA using Approximation 1, Approximation 2 with the EEM calcu-
lated a priori using Eqns (16) and (17), Approximation 2 with the EEM calculated
adaptively over the posterior distribution converging to Eqns (18) and (19), and
Approximation 4 with the EEM calculated adaptively over the posterior distribu-
tion. All cases used GCAM for the proposal with the target acceptance rate of
13%. The acceptance rate in Step 2 of ADA, β¯, and the IACT of the likelihood
function are shown in Table 1. (We did not run Approximation 3 for this model.)
Table 1 Performance summary for various approximations to the well test model. Shown are
the second step acceptance rate β¯, and IACT of the log-likelihood function.
Approx. 1 Approx. 2 Approx. 2 Approx. 4 Standard MH
(prior) (posterior)
β¯ 0.12 0.31 0.77 0.93 1
IACT - - 208 153 169
Approximation 1 (using the reduced model directly) only produces β¯ = 12%.
(This agrees closely with the equivalent method in [EHL06].) Approximation 2 with
EEM built over the prior, as in Eqs (16) and (17), increases the acceptance rate in
step 2 of ADA to β¯ = 31%. However, both Approximation 1 and Approximation 2
with the EEM constructed over the prior cannot produce a well mixed Markov
chain, even after 2 × 105 iterations, so the IACT for the log-likelihood function
could not be estimated, and is not reported for these cases. By using formula
(11), we see that the use of Approximation 2 (prior) only improves computational
efficiency marginally, while the use of the simple Approximation 1, as in [EHL06],
actually reduces computational efficiency.
Approximation 2 with the EEM calculated adaptively over the posterior dis-
tribution produces significantly better mixing, with an estimated β¯ = 77%, and
IACT of the log-likelihood function of 208. Approximation 4, with EEM calcu-
lated adaptively over the posterior distribution and with state-dependent reduced
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model (20), further improves performance, achieving β¯ = 93%, and the IACT of
the log-likelihood function is 153. Using formula (11), we estimate the factor by
which computational efficiency is improved for ADA with Approximation 2 (pos-
terior) and Approximation 4 is about 4.3 and 5.9, respectively. We also notice that
the IACTs of the log-likelihood function suggest that ADA with Approximation 4
is more statistically efficient than the standard MH, which cannot be the case as
discussed in Section 2.6. This effect is probably finite-sampling error in the IACT
estimate. However, this result suggests that the decrease of statistical efficiency
may be negligible.
Assuming the convergence of β¯ is in the asymptotic regime, the theorem in
Section 2.5 implies that estimates calculated using an MCMC with the approx-
imate forward map only incur a relative error of 0.88 for the typical case where
the deterministic reduced model is used with the original likelihood function in
Approximation 1 and is reduced by a factor of more than 10 to 0.07 for Approxi-
mation 4, for the same computational cost. Of course it is somewhat unrealistic to
suggest that Approximation 4 may be used stand-alone as it uses the local correc-
tion to produce a state-dependent reduced model. However, once the approximate
likelihood function is tuned in Approximation 2 (posterior), this reduced model
can be used stand-alone and has a relative error in any posterior estimate of 0.23,
roughly 4 times better than Approximation 1.
To indicate the nature of the posterior distribution, we show histograms of the
marginal distributions in the first two rows of Fig. 5. The parameter x shows skew-
ness in porosity and two of the hyperparameters of the van Genuchten-Mualem
relative permeability model (m and Srl). The scatter plots between parameters
show strong negative correlations between the permeability (on base 10 logarith-
mic scale) and the initial pressure; see the left plot of last row of Fig. 5. There
is also a strong negative correlation between the initial saturation and one of the
hyperparameters of the van Genuchten-Mualem (Sls); see the right plot of last row
of Fig. 5.
4.4 Natural state modelling
We now present an application of ADA using Approximation 4 to fitting a large-
scale 3D geothermal reservoir model using measured field data. We aim to infer
the permeability structure within the reservoir and the mass input at the bottom
of the reservoir from temperature data measured from wells, and also to predict
the size and shape of the hot plume of the reservoir.
The 3D structure of the forward model has 26, 005 blocks, and is shown in
Figure 6 (a), where the blue lines in the middle of the grid show wells drilled into
the reservoir. The volume is 12.0 km by 14.4 km extending down to 3050 meters
below sea level. Relatively large blocks were used near the outside of the model and
then were progressively refined near the wells to achieve a well-by-well allocation
to the blocks. To speed up the computation a reduced model based on a coarse
grid with 3, 335 blocks is constructed by combining adjacent blocks in the x, y and
z directions; see Figure 6 (b). Each simulation of the forward model takes about
30 to 50 minutes CPU time on a DELL T3400 workstation, and about 1 to 1.5
minutes for the reduced model. Computing time for these models is sensitive to
the input parameters.
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Fig. 5 Histograms of the marginal distributions and scatter plots between parameters, for the
synthetic data set.
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Fig. 6 The fine grid (left) and the coarse grid (right) used for natural state modelling.
A DAG showing the hierarchical structure of this model is in Fig. 7. State
variables are the spatially distributed and heterogeneous permeabilities k and mass
input from depth w. Permeabilities k are represented by a 10, 005 dimension voxel
representation, with spatial correlation modelled by a Gaussian Markov random
field prior (29). The mass input is modeled by a mid-level radial basis function
expansion with the squared-exponential kernel function
qm =
41∑
i=1
wi exp
{(‖x− xs‖
r
)2}
,
with the 41 dimensional weighting variable w = (w1, . . . , w41)
T associated with
pre-specified control points xs, s = 1, . . . , 41 determined from previous geophysical
exploration. The constraints w > 0 and
∑
w = constant ensure that the mass
input is positive and has a fixed total amount.
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~
dT
Permeability: k
10,005 dimensions
Heterogeneous
Anisotropic
Pixel based representation
GMRF prior
Mass input at bottom: w
Heterogeneous
RBF based representation
41 dimensions
Non-informative prior with constraints
dT = F(k,w)
μ
σT
Fig. 7 DAG showing the hierarchical Bayesian model for calibration of the natural state
geothermal reservoir.
Simulating the forward model F with parameters (k,w) produces model out-
puts of the temperatures dT = F (k,w). Empirical estimation of the noise vec-
tor [CFO11] suggests an i.i.d. Gaussian distribution with standard deviation σT =
7.5◦C to be used in the likelihood function. This yields the posterior distribution
pi(k,w|d˜T) ∝ exp
[
− 1
2σT2
{
F (k,w)− d˜T
}T {
F (k,w)− d˜T
}]
× (28)
exp
−τ∑
i∼j
{log10(ki)− log10(kj)}2
× χ(k) (29)
subject to
∑
w = constant and w > 0,
where τ is a hyperparameter that controls smoothness, and χ(k) is the indicator
function for the prior bounds modelled in [CFO11].
In this example, all approximations without the posterior tuned approximate
likelihood and state-dependent local correction produce MCMCs that do not mix
as the reduced model is simply too approximate. Using Approximation 4 we are
able to sample the posterior distribution for about 11, 200 iterations in 40 days,
and ADA achieves about β¯ = 74% acceptance rate in the second accept-reject
step. The estimated speed-up in computational efficiency is by a factor of 7.7,
and the estimated IACT of the log-likelihood function is about 5.6. This is only a
rough estimate because the chain has not been running long enough, however all
the samples show a good fit to measured data; see [CFO19] for further details.
4.5 Electrical Capacitance Tomography
Electrical capacitance tomography (ECT) is an inverse problem which uses mea-
surements of the inter-electrode capacitances to determine the spatially dependent
dielectric permittivity distribution in a region of interest ΩROI. Figure 8 (left) de-
picts a typical scheme for a 2D ECT system suitable for process tomography. A
number of electrodes are mounted on the exterior of a process pipe (typically a
PVC tube). Typically an AC voltage is applied to one of the electrodes and the
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displacement currents on the other electrodes are measured; see [WF] for further
details of measurements.
PVC tube
Inclusion
Shield
Fig. 8 Left: Scheme of an ECT sensor. Right: A finite element mesh used for ECT.
When electrode i is held at potential V0 and all others are held at virtual
earth, the potential Vi in the whole region Ω satisfies the Dirichlet boundary
value problem (BVP),
∇ · (ε∇Vi) = 0, in Ω,
Vi|Γi = V0, (30)
Vi|Γj = 0, j 6= i,
Vi|∂Ω = 0,
where both the permittivity ε(r) and potential Vi(r) depend on position r ∈ Ω.
Γj denotes the surface of electrode j. After solving BVP (30) for the specified
boundary conditions, the capacitance Ci,j between electrode i and electrode j can
be computed by
Ci,j = − 1
V0
∮
Γj
ε
∂ui
∂n
dr (31)
where n is the inward normal vector. The forward map is defined by the map
F : ε|ΩROI 7→ C.
We simulate this forward map using a finite element method (FEM) discretiza-
tion of the region, using continuous piecewise linear functions on triangles. In this
section we investigate the use of a coarse-mesh reduced model for the region of
interest, and investigate how coarse a reduced model can be while still being accu-
rate. In particular, our interest is in tuning a very coarse surrogate that may then
be used standalone for inference embedded in the sensor. Accordingly, we consider
Approximations 1 and 2 that do not use the local correction (since that requires
also simulating the accurate model in DA).
Typically offset capacitances between the electrodes are in the range of pF,
whereas the changes caused by inclusions are in the range of fF. That is, signal
deviation is only a fraction of the offset value so calibration of measurements is
necessary and ECT is a differential imaging method. Further properties of the
forward map F : ε 7→ C are given in [WF], while details of deterministic (least-
squares) and Bayesian calibration are presented in [Neu11].
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Figure 8 (right) shows an unstructured FEM mesh with about 6000 elements,
used for solving the BVP (30) so that discretization error is smaller than a typical
signal-to-noise-ratio (SNR) of 1000:1 [Sch08]. The discretized area includes the
insulating pipe (dark grey) the region outside the pipe with electrode inset (light
grey) and the region of interest ΩROI inside the pipe. This mesh has smaller ele-
ments around the electrode ends to give accurate representation of rapid changes
in fields, and with larger elements in ΩROI towards the centre of the pipe where de-
creased resolution of ECT does not warrant finer division of the permittivity [WF].
The ‘charge map’ approach is a method whereby simulation of the forward map
may be computed over the FEM mesh in ΩROI, only, to avoid solving the full FEM
system. This approach computes the charges on the electrodes as a function of the
potential distribution on ∂ΩROI, which is the interior boundary of the tube. More
precisely, charges on electrodes are split into a constant part and a part which
depends linearly on V |∂ΩROI . Thus the forward map may be reduced to solving for
the potential in the domain ΩROI, essentially by a Woodbury formula applied to
the Schur compliment that reduces solving the full FEM system to solving only
systems of the size of the smaller FEM matrix on ΩROI. Details may be found
in [Neu11].
We denote the FEM solver by P : ε 7→ d, and will consider three meshes for
ΩROI having 2000, 600 and 76 elements, denoted P2000, P600 and P76, respec-
tively. Compute times for these forward maps are in the ratio 260 : 48 : 13. The
coarsest mesh defining P76 is shown in Fig. 9 (left). Simulated data was gener-
Fig. 9 Left: Finite element mesh using just 76 elements in ΩROI. Right: Closeup view of the
tube internal boundary showing the gap between meshes caused by the coarse mesh.
ated using P2000 with noise added, and treated as physical measurements d˜ with
a signal-to-noise ratio (SNR) of 1000:1. Using a finer mesh for simulation than
for reconstruction avoids the most obvious ‘inverse crimes’ [KS07]. In particular,
we generated calibration data d˜0 and d˜1 corresponding to an empty pipe ε0 and
pipe with inclusions ε1, respectively. Reconstruction is performed with P600 as the
accurate model and P76 as the reduced model. As is required in practical ECT,
each of the FEM models was offset-gain corrected before using for reconstruction.
We used simple least-squares calibration in this experiment, i.e. we set
F ∗k (ε) = ρkPk(ε) + ck, k = 600, 76, (32)
where
ρk =
d˜1 − d˜0
F ∗k (ε1)− F ∗k (ε0)
and ck =
Pk(ε0))d˜1 − Pk(ε1))d˜0
F ∗k (ε1)− F ∗k (ε0)
(33)
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Using F ∗600 within MH produces a useful reconstruction of the unknown per-
mittivity in ΩROI, with quantified uncertainties [Neu11]. This resolution mesh is
often used in embedded regularization-based inversion as a best trade-off between
accuracy and cost.
The very coarse mesh used in F ∗76 has too few elements to allow reconstruction,
without modification. Indeed, the forward map for ECT has an effective rank of
about 110 at the SNR used [WF], so 76 elements is not even sufficient to represent
the range of the actual forward map. A further problem with the mesh in F ∗76 is
the gap between the coarse inner mesh and the fine outer mesh; see Fig. 9 (right).
At ‘free nodes’, where the two meshes do not connect, we used a simple linear
interpolation of potentials at ‘connected nodes’ where the two meshes coincide.
Using F ∗76 without randomizing within DA, as in Approximation 1 (F
∗
600 is the
accurate forward map), produces an MCMC that that cannot interpret data, and
does not converge to the true posterior distribution over useful time scales.
We also randomized F ∗76 via Approximation 2 with the EEM calculated adap-
tively over the posterior distribution. Combined with the gain term in Eqn (32) fit
by least-squares, this gives an approximate like function with the form of Eqn (9).
This gave significantly better mixing with DA converging and providing the same
estimates as the MH MCMC running F ∗600. The value of β¯ = 53% indicates that
F ∗76 with the modified likelihood function is an acceptable approximation, and us-
ing formula (11) we estimate that this use of F ∗76 gives a speed-up in computational
efficiency by a factor of 3.0. This is quite remarkable when we consider that F ∗76
used directly is not accurate enough to allow useful imaging.
However, the low value of β¯ = 0.53 indicates that this corrected approximation
is not good enough to be used as a standalone approximation, without correction
in DA. Undoubtedly, using the local correction in Approximation 4 would further
improve β¯ in DA, but would defeat the purpose of this example of finding a sur-
rogate to replace the expensive calculation for embedded inference. We mentioned
the disconnection between coarse and fine meshes used in F ∗76 and we believe that
this is the main residual source of error. This is particularly evident when imag-
ing high-contrast permittivity inclusions where non-linearity of the forward map
is more prominent and the error produced by disconnected meshes is severe; the
results presented above are for low-contrast inclusions. We conjecture that an im-
provement in our simple linear-interpolation of nodal values would improve the
approximation, though we have not tested specific fixes.
5 Discussion and a Comparison
We considered sample-based uncertainty quantification for inverse problems within
the Bayesian formulation. Our primary contribution has been to show that ran-
domizing a deterministic reduced model, or, equivalently, using a modified likeli-
hood function, can improve the resulting approximation to the posterior distribu-
tion. This is evident when the improved approximation is used within the the DA
algorithm [CF05] and leads to an increase in the second-step acceptance rate, with
the best case giving rates close to 1. Since the randomization requires negligible
extra computation in evaluating the modified likelihood function, any increase in
statistical efficiency translates directly to an increase in computational efficiency.
This leads to lower compute cost required to evaluate estimates to within a desired
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accuracy. Tuning of the randomization was performed within the adaptive delayed
acceptance (ADA) algorithm that builds stochastic improvements to reduced mod-
els, at negligible increase in computational cost over standard DA. Quality of ap-
proximations was measured by the second-step acceptance rate in DA, that relates
directly to quality of estimates when using only the reduced model and modified
likelihood function.
The observation that randomization can improve a ‘best’ deterministic reduced
model may appear counter intuitive, however the quantitative results presented
here are unequivocal; besides, randomizing is equivalent to using a modified like-
lihood function tuned to best approximate the target posterior distribution. We
built the randomized reduced map by evaluating posterior statistics of the reduced
model, following existing models for model error in [KS04,KO01]. This was pos-
sible by operating in an adaptive version of the delayed acceptance algorithm,
that also enabled a zeroth-order local correction to produce a state-dependent re-
duced model. In the examples in geothermal reservoir calibration, we found that
using a state-dependent approximation and posterior EEM is critical to improving
computational efficiency. In contrast, not using the local correction and not using
the EEM or estimating it over the prior distribution did not lead to appreciable
improvement in computational efficiency, or actually decreased it.
We have not proved that randomizing a reduced model, or the particular ran-
domization used here, necessarily increases computational efficiency, except for the
observation that it is not necessarily worse. Indeed, we would not be surprised if
there are inverse problems and approximations for which the methods here offer
no improvement. However, we have demonstrated that these ideas can lead to
significant improvement in computational efficiency of sample-based inference in
practical and large-scale inverse problems, and we have quantified both the im-
provement in computational efficiency and the quality of approximations in the
computed examples.
Quality of the approximate target distribution induced by an reduced forward
model may be measured by the second-step acceptance rate β¯ in DA, as shown
in Section 2.5. Further, when β¯ u 1 the accurate model can be discarded. We
investigated this possibility in a computed example of ECT, by posterior tuning
of a modified likelihood function for use with a very coarse reduced model that
used only 76 elements in the region of interest. While this randomized reduced
model gave an improvement in computational efficiency when used in DA, the
approximation was not good enough to be used standalone for inference. We expect
that further ad hoc improvements handling disconnected meshes will provide better
approximations.
We present a proof of ergodicity for the ADA algorithm using any of the
approximations in Section 3, by drawing on the simplified conditions for adaptive
sampling in [RR07]. In this way we have produced a happy hunting ground for
practitioners to discover and utilize other approximations. Any approximation that
is cheap and accurate is a valid starting point for the local corrections and modified
likelihood functions that we presented, and gives guaranteed convergence, which
means that application-specific intuition, or even just guesses, may be leveraged
to produce more efficient algorithms for sample-based inference. Quality of an
approximation and modification of the likelihood function may be quantified, as
described above.
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Contributions made in this paper may be emphasized by comparing to the
iterative updating of the EEM presented in [CDSS18], that has broadly similar
aims of improving upon the EEM to improve inference in inverse problems when
using an approximate forward map that reduces computational cost. Calvetti et
al. [CDSS18] improved on the a priori EEM of [KS04] using an iterative updating,
noting that since the a priori EEM produces a cheap-to-calculate approximate pos-
terior distribution with more accurate conditional posterior mode, the estimation
of statistics in the EEM can be performed again using samples from this improved
approximate distribution, and then iterate repeatedly. This generates a fixed lin-
ear iteration on the space of probability distributions, so convergence is geometric,
at best, though convergence is not guaranteed under all conditions. In the most
accurate scheme in [CDSS18] that uses full representation of distributions using
a particle method, that would be computationally expensive in practice, even if a
limit exists it is not guaranteed to be the best approximation to the true posterior.
Indeed, since the algorithm in [CDSS18] bounds computational cost by only using
evaluations of F at states drawn from the original prior, it seems likely that the
iteratively updated EEM will remain an approximation to the prior distribution,
producing inaccurate posterior inference in inverse problems with highly informa-
tive data. In contrast, ergodicity of the ADA algorithm guarantees convergence
to posterior estimates of the EEM, and convergent posterior inference; see Ap-
pendix A. Since multiple evaluations of the true map F are required for tuning
the EEM, including the updated EEM [CDSS18], and the resulting EEM only
gives an approximation to the true posterior, it is not clear what computational
efficiency is achieved by the iterative updating in [CDSS18]. A suitable compar-
ison of efficiencies can be made using the computed EIT example in [CDSS18]
and the related ECT inverse problem in Section 4.5. These computed examples
have similar forward maps and report a similar number of posterior samples be-
ing required for evaluating estimates, i.e., 5000 and 4000 respectively. Tuning of
the EEM in [CDSS18] uses 1500 draws from the prior, hence 1500 evaluations
of F . The speedup by a factor of 3.0 reported in our ECT example implies that
4000/3 = 1300 evaluations of the exact map F are required for the MCMC; hence
a comparable number of full function evaluations are required in the two cases.
However, the EIT example in [CDSS18] only produces estimates over the approx-
imated posterior distribution5 whereas the ADA algorithm allows evaluation of
expectations over the correct posterior distribution. Further, the more general ap-
proximations and optimal tuning performed with ADA make feasible more coarse,
hence cheap, approximations to be used, and so the cost of evaluating the ap-
proximate forward map in the ECT example in Section 4.5 is reduced in ADA
compared to the EIT example in [CDSS18]. On the basis of these estimates, the
iterative updating of the EEM in [CDSS18] appears to produce a less efficient and
less accurate algorithm for large-scale problems, compared to ADA6. Both the EIT
example in [CDSS18] and our ECT example use a fixed approximate forward map.
As noted above, ADA also allows the use of a locally-corrected state-dependent
approximation that further improves computational efficiency, see Section 3.2, that
5 Even though [CDSS18] discusses Bayesian posterior inference, the paper only reports point
estimates evaluated as conditional posterior modes for fixed hyperparameters (a.k.a., regular-
ized inverses) that are not well defined as a Bayesian posterior statistic [Wik20b].
6 This agrees with the observation in [CFO11] that ADA produces posterior estimates of
any quantity within the computational cost of just tuning the EEM over the prior distribution.
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could further improve computational efficiency in our ECT example, as noted in
Section 4.5; no such efficiency is available with the updated EEM in [CDSS18].
A Ergodicity of ADA
We follow the notation in [RR07] to formalize ADA. In particular, we index distributions by
adaptation indices, rather than iteration number, as in Alg. 4, since the former provides a
unique notation for functions. To simplify notation in this section, let pi(·) = pipost(·|d˜) denote
the exact posterior distribution.
Suppose pi(·) is a fixed target distribution, defined on state space X with σ-algebra B(X ).
Let {Kγ}γ∈Y be a family of Markov chain transition kernels (associated with MH) on X , and
suppose that for all γ ∈ Y, pi(·) is the unique stationary distribution. Let {pi∗ξ,x(·)}ξ∈E be a
family of state-dependent approximations to the exact target distribution pi(·) for all ξ ∈ E.
The adaptation indices γ and ξ are associated with adaptation of the proposal and ap-
proximate target, respectively. At each step n, ADA updates γ and ξ by a Y-valued random
variable Γn and a E-valued random variable Ξn, respectively. The transition kernel of ADA is
denoted by {Kγ,ξ}γ∈Y,ξ∈E .
We prove the following theorem, that ergodicity of ADA can be guaranteed by imposing
certain regularity conditions.
Theorem 2 Consider an ADA algorithm, with target distribution pi(·) defined on a state
space X , with Y-valued proposal adaptation index and E-valued approximation adaptation
index.
Suppose that for each γ ∈ Y, Kγ is the kernel of a MH algorithm targeting pi with
proposal kernel Qγ(x, dy) = qγ(y|x)λ(dy) having a density qγ(·|x) with respect to some finite
reference measure λ(·), with corresponding density h for pi(·) so that pi(dy) = h(y)λ(dy).
Similarly, for each ξ ∈ E, the state-dependent approximation pi∗ξ,x(·) has density h∗ξ,x(·) such
that, pi∗ξ,x(dy) = h
∗
ξ,x(y)λ(dy). Let Kγ,ξ be the transition kernel of the corresponding ADA
algorithm using the approximation pi∗ξ,x(·), proposal qγ , and targeting pi(·). Suppose further
that the following conditions hold:
1. The spaces X , Y, and E are compact.
2. Each transition kernel Kγ is ergodic for pi(·).
3. For all γ ∈ Y, qγ(·, ·) is uniformly bounded, and the mapping (x, y, γ) 7→ qγ(y|x) is
continuous.
4. The proposal distribution satisfies diminishing adaptation, that is,
limn→∞ supx ‖QΓn+1 (x, ·) − QΓn (x, ·)‖TV = 0 in probability, where ‖µ(·) − ν(·)‖TV =
supA∈B(X ) ‖µ(A)− ν(A)‖ is the total variational norm.
5. The mapping (x,y, ξ) 7→ log h∗ξ,x(y) is continuous.
6. The approximation adaptation index satisfies diminishing adaptation, that is, limn→∞ ‖Ξn+1−
Ξn‖ = 0 in probability.
Then ADA is ergodic for pi(·).
The regularity assumptions in Theorem 2 may look daunting, but are actually not restric-
tive for many practical applications. Condition 1, that parameter space and the adaptation
spaces are compact, is often a consequence of physical bounds on the parameters and bounded
model outputs. In practical computation, one could argue that this assumption always holds
as computers are finite dimensional, though one does not want to explore the full range of nu-
merical representations if the algorithm is to be efficient! Conditions 2, 3, and 4 are conditions
on the proposal distribution, and depend on the choice of proposal and adaptation that is
used. These conditions can be satisfied by making suitable choices. Condition 5 is satisfied by
the forward model and its reduced model in most inverse problems; Indeed, the more ill-posed
is the inverse problem, the more well-posed is the forward model and the higher the order of
continuity satisfied by the forward model. Finite-dimensional reduced models are continuous
because stiffness matrices are not singular when the reduced model is well posed. Condition 6,
of diminishing adaptation, follows when the adaptation is to some fixed property of the pos-
terior distribution, as with the posterior statistics of the EEM that we use to parametrize the
randomizing distribution.
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Proof: We prove Theorem 2 by establishing the conditions of Theorem 1 of [RR07] for the
composite adaptation index (γ, ξ) and proposal q∗γ,ξ(x, ·). First note that, since X , Y, and E
are compact, all product spaces are compact in the product topology.
By Theorem 1 of [CF05], conditions (1), (2), and (5) imply that, for all (γ, ξ) ∈ Y ×E the
transition kernel Kγ,ξ is ergodic for pi(·).
The effective proposal in step 2 of ADA has density
q∗γ,ξ(x, y) = αγ,ξ(x, y)qγ(y|x) + {1− rγ,ξ(x)}δx(y),
where
αγ,ξ(x, y) = min
{
1,
h∗ξ,x(y)qγ(y,x)
h∗ξ,x(x)qγ(y|x)
}
,
and rγ,ξ(x) is the probability of accepting a proposal from x in step 1 of ADA, given by
rγ,ξ(x) =
∫
X
αγ,ξ(x, y)qγ(y|x)λ(dy).
It follows from conditions (3) and (5) that (x, y, ξ, γ) 7→ αγ,ξ(x, y)qγ(y|x) is continuous, and
that (x, γ, ξ) 7→ rγ,ξ(x) is continuous as in Corollary 5 of [RR07]7.
Hence the probability of accepting a proposal from x in both steps 1 and 2 of ADA is
ργ,ξ(x) =
∫
X
βγ,ξ(x,y)αγ,ξ(x,y)qγ(y|x)λ(dy)
where the acceptance probability in step 2 of ADA,
βγ,ξ(x, y) = min
{
1,
h(y)αγ,ξ(y,x)qγ(y,x)
h(x)αγ,ξ(x, y)qγ(y|x)
}
,
is jointly continuous in x, y, γ and ξ. It follows, as in Corollary 5 of [RR07], that Kγ,ξ satisfies
the simultaneous uniform ergodicity condition in Theorem 1 of [RR07].
Diminishing adaptation of the overall transition kernel Kγ,ξ follows, as in Lemma 4.21
in [LGORR13], from diminishing adaptation of the proposal q∗γ,ξ(x, y), which can be estab-
lished using the triangle inequality treating adaptation indices γ and ξ in separate steps.
Diminishing adaptation of q∗γ,ξ(x,y) with respect to adaptation in γ follows directly from
condition 3, again as Lemma 4.21 in [LGORR13]. Diminishing adaptation of q∗γ,ξ(x,y) with
respect to adaptation in ξ may be established using the inequality
‖q∗γ,ξn+1 (x, ·)− q∗γ,ξn (x, ·)‖TV
≤2
∫
X
min
{
qγ(y|x),
∣∣∣∣∣h
∗
γ,ξn+1
(y)
h∗γ,ξn+1 (x)
−
h∗γ,ξn (y)
h∗γ,ξn (x)
∣∣∣∣∣ qγ(y,x)
}
λ(dy).
From conditions 1, 3 and 5 it follows that the RHS → 0, uniformly, as ‖ξn+1 − ξn‖ → 0. Di-
minishing adaptation of of q∗γ,ξ(x, y) with respect to adaptation in ξ follows from Condition 6.
Thus the conditions in Theorem 1 of [RR07] are satisfied, and the result follows. uunionsq
We now use Theorem 2 to establish ergodicity of ADA when using the approximation
schemes in Section 3.
Corollary 1 Suppose that the forward map F (·) and its reduced model F ∗(·) are continuous
functions. Then the ADA Alg. 4 with an adaptive proposal that satisfies diminishing adaptation
in Alg. 3, using any of the Approximations 1 to 4 in Section 3, is ergodic for pi(·).
Proof: This result follows from compactness of the space of possible µb,n and Σb,n, and that
the proposal satisfies diminishing adaptation. See [CFO19] for details. uunionsq
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