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Abstract. The random integral mappings (some type of functio-
nals of Lévy processes) are continuous homomorphisms between
convolution subsemigroups of the semigroup of all infinitely di-
visible measures. Compositions of those random integrals (map-
pings) can be always expressed as another single random integral
mapping. That fact is illustrated by some old and new examples.
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1
For the last few decades random integrals were used to describe some
classes of limiting distributions. For example, Lévy class L (selfdecomposa-
ble) distributions or s-selfecomposable distributions (the class U). In those
and other situations one had to identify an integrand, an interval (or a half-
line) over each one integrates, a class of integrators (Lévy processes) and a
time change in the process; cf. Jurek (2011) for a review of the research in
that area and appropriate references; cf. Jurek (2014) for examples of some
specific mappings.
Here we discuss a quite general set-up for such random integral mappings
and prove, among others, that they are closed under compositions. It is
illustrated by some explicit examples.
For an interval (a, b] in the positive half-line, two deterministic functions
h and r, and a Lévy process Yν(t), t ≥ 0, where ν is the law of random
variable Yν(1), we consider the following mapping
Dh,r(a,b] ∋ ν 7−→ I
h,r
(a,b](ν) := L
( ∫
(a,b]
h(t) dYν(r(t))
)
, (⋆)
where L denotes the probability distribution of the random integral and Dh,r(a,b]
is the domain of the mapping Ih,r(a,b] in (∗).
Our results and proofs are given for Rd variables. An infinite dimensional
case is discussed in the Concluding Remarks.
1. Main results.
1 a). Compositions of the random integral mappings.
Let time changes r(t), a < t ≤ b, be either ρ{s : s > t} or ρ{s : s ≤ t}
for some positive, possibly infinite, measure ρ on [0,∞). For functions
h1, ..., hm on the intervals (a1, b1], ..., (am, bm], respectively, and positive me-
asures ρ1, ..., ρm, let us define
h := h1 ⊗ ...⊗ hm, (the tensor product of functions)
i. e. h(t1, t2, ..., tm) := h1(t1) · h2(t2) · ... · hm(tm), where ai < ti ≤ bi;
(a,b] := (a1, b1]× ...× (am, bm], ρ := ρ1 × ...× ρm, (product measure). (1)
THEOREM 1. Let functions hi, measures ρi (given by increments of func-
tions ri) and intervals (ai, bi], for i = 1, 2, ..., m, be as above.
If the image h((a,b]) = (c, d] ⊂ R+ and ν ∈ ID(Rd) is from an appro-
priate domain then we have
I
h1,ρ1
(a1,b1]
(Ih2,ρ2(a2,b2](...(I
hm,ρm
(am,bm]
(ν))...)) = I t,h ρ(c,d] (ν), (2)
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where hρ is the image of the product measure ρ = ρ1 × ... × ρm under the
mapping h := h1 ⊗ ...⊗ hm.
Random integrals Ihi,ρi(ai,bi], i = 1, 2, ..., m, commute on the domain D
t,h ρ
(c,d] of
the mapping I t,h ρ(c,d] .
Examples illustrating Theorem 1 are given in Section 3 below.
COROLLARY 1. If Z1, Z2, ..., Zm are stochastically independent variables
with their probability distributions ρi concentrated on intervals (ai, bi], respec-
tively then
r(t) := h ρ(s ≤ t) = P [h1(Z1) · ... · hm(Zm) ≤ t]
is the time change in the corresponding composition of random mapings Ihi,ri(ai,bi]
where ri(t) = ρi{s : s ≤ t}.
If a random mapping is a composition of other mappings we may infer
some inclusions of their ranges. Namely we have
COROLLARY 2. If an equality Ih,r(a,b] = I
h1,r2
(a1,b1]
◦Ih2,r2(a2,b2] (a composition) holds
on the domain Dh,r(a,b] then we have
Rh,r(a,b] ≡ I
h,r
(a,b](D
h,r
(a,b]) ⊂ I
h1,r1
(a1,b1]
(Dh1,r1(a1,b1]) ∩ I
h2,r2
(a2,b2]
(Dh2,r2(a2,b2]) = R
h1,r1
(a1,b1]
∩ Rh2,r2(a2,b2].
1 b). Properties of the random integral mappings.
THEOREM 2. (a) Assume that h(a) := h(a+), r(a) := r(a+) exist in R.
Then the mapping
Dh,r(a,b] ∋ ν → I
h,r
(a,b](ν) ∈ ID (3)
is a continuous homomorphism between the corresponding measure convolu-
tion semigroups.
(b) For given s > 0, we have that ν ∈ Dh,r(a,b] if and only if ν
∗s ∈ Dh,r(a,b], and
I
h,r
(a,b](ν
∗s) = (Ih,r(a,b](ν))
∗s = (Ih, sr(a,b] (ν)).
(c) For u > 0 and the dilation operator Tu : R
d → Rd defined as Tu(x) = u x,
we have that ν ∈ Dh,r(a,b] if and only if Tuν ∈ D
h,r
(a,b], and
Tu
(
I
h,r
(a,b](ν)
)
= Ih,r(a,b](Tuν) = I
uh,r
(a,b] (ν).
(d) For bounded linear operator A on Rd and ν ∈ Dh,r(a,b] we have that Aν ∈
Dh,r(a,b] and A(I
h,r
(a,b](ν)) = I
h,r
(a,b](Aν).
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2. Proofs.
First we will recall some basic definitions and facts.
2 a). Lévy-Khintchine representations.
Here ID ≡ ID(Rd) stands for the class of all infinitely divisible proba-
bility measures ν on Rd. Thus their characteristic functions (Fourier trans-
forms) are of the form (the famous Lévy-Khintchine formula)
νˆ(y) = eΦ(y), where Φ(y) ≡ log νˆ(y) = i < y, z > −
1
2
< y,Ry >
+
∫
Rd\{0}
[ ei<y,x> − 1− i < y, x > 1{||x||≤1}(x) ]M(dx), y ∈ R
d, (4)
where < ·, · > denotes the scalar product and the triple: a vector z ∈ Rd, a
covariance operator R of a Gaussian part of ν and a Lévy (spectral) measure
M (of Poissonian part), is uniquely determined by ν. In short, we write:
ν = [z, R,M ] and Φ is referred to as the Lévy exponent of ν ∈ ID; cf.
Meerschaert and Scheffler (2001). [For more general case than Rd, cf. Araujo-
Gine (1980) or Parthasarathy (1967).]
2 b). Definition of path-wise random integrals.
For an interval (a, b] in a positive half-line, a real-valued continuous of bo-
und variation function h on (a, b], a positive non-decreasing right-continuous
(or non-increasing left-continuous) time change function r on (a, b] and a
cadlag Lévy stochastic processes (Yν(t), 0 ≤ t < ∞), let us define, via the
formal integration by parts formula, the following random integral
∫
(a,b]
h(t)dYν(r(t)) :=
h(b)Yν(r(b))− h(a)Yν(r(a))−
∫
(a,b]
Yν(r(t)−)dh(t) ∈ R
d, (5)
and the corresponding random integral mapping
Dh,r(a,b] ∋ ν → I
h,r
(a,b](ν) := L
( ∫
(a,b]
h(t)dYν(r(t))
)
∈ ID, (6)
where Dh,r(a,b] is the domain of the mapping I
h,r
(a,b], that is a subset of the class
ID consisting of those measures ν for which the integral (5) is well defined.
From properties of infinitely divisible measures (distributions) one conc-
ludes that the law of the random integral (5) is infinitely divisible one; cf.
Jurek-Vervaat (1983), Lemma 1.1 (or for a particular case, cf. Jurek-Mason
(1993), Section 3.6)).
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Remark 1. (a) Since Lévy processes are semi-martingales the random in-
tegral (5) can be defined as an Ito stochastic integral. However, for our
purposes we do not need that generality of stochastic calculus. [Term: ran-
dom integral emphasizes that h in (5) is a deterministic function ( not a
stochastic process).]
(b) Integrals over intervals (a,b) or (a,∞) or [a,b] and others are defined as
weak limits of integrals over intervals (a,b] in (5). Thus, the random integral∫
(a,∞) h(t)dYν(r(t)) is well-defined if and only if the function
R
d ∋ y →
∫
(a,∞)
Φ(h(t)y)dr(t) ∈ C (7)
is a Lévy exponent (a functional of the form (3), above).
2 c). Lévy exponents.
If ν ∈ Dh,r(a,b] and I
h,r
(a,b](ν) have the Lévy exponents Φ and Φ
h,r
(a,b], respectively
then, from already mentioned in Lemma 1.1 in Jurek-Vervaat(1983), we get
Φh,r(a,b](y) =
∫
(a,b]
Φ(h(t)y)dr(t), y ∈ R, (8)
for non-decreasing r. Similarly we have that
Φh,r(a,b](y) =
∫
(a,b]
Φ(−h(t)y)|dr(t)|, y ∈ Rd, (9)
for non-increasing r, because for 0 < u < w, we have L(Yν(u) − Yν(w)) =
(ν−)∗(w−u) where ν− := L(−Yν(1)). Consequently we have distributional
equality of two processes: (−Yν(t), t ≥ 0)
d
= (Yν−(t), t ≥ 0).
2 d). Proofs of Theorem 1 , Corollaries 1 and 2.
For ν ∈ Dh,r(a,b] and its Lévy exponent Φ let us define the script mapping
Ih,r(a,b] as follows
Ih,r(a,b](Φ)(y) := Φ
h,r
(a,b] =
∫
(a,b]
Φ(±h(s)y)d(±)r(s), (10)
where the sign minus is in the case of decreasing time change r. Then to
justify (2) it is enough to notice that
Ih1,ρ1(a1,b1](I
h2,ρ2
(a2,b2]
(...(Ihm,ρm(am,bm](Φ))...))(y)
=
∫
(a1,b1]
∫
(a1,b2]
...
∫
(am,bm]
Φ
(
h1(t1) h2(t2) ... hm(tm) y)
)
drm(tm)...dr2(t2)dr1(t1)
=
∫
(a,b]
Φ
(
h1 ⊗ ...⊗ hm(s) y
)
ρ(ds) =
∫
(c,d]
Φ(t y)(hρ)(dt), (11)
5
which follows from the Fubini and the image measure theorems.
To conclude the second part of Theorem 1 (commutativity) one needs to
note that
h1⊗ ...⊗hm (ρ1×ρ2× ...×ρm) = hσ(1)⊗ ...⊗hσ(m) (ρσ(1)×ρσ(2)× ...×ρσ(m)),
for any permutation σ of 1, 2, ..., m.
Corollary 1 follows from the definition of tensor product of functions.
Remark 2. Corollary 1, for hi(t) = |t| and standard normal random varia-
bles Zi was investigated by Aoyama (2009) via polar decomposition of Lévy
spectral measures.
For a proof of Corollary 2 note that the equality
I
h,r
(a,b](D
h,r
(a,b]) = I
h1,r1
(a1,b1]
(
I
h2,r2
(a2,b2]
(Dh,r(a,b])
)
implies Ih2,r2(a2,b2](D
h,r
(a,b]) ⊂ D
h1,r1
(a1,b1]
.
Hence Ih,r(a,b](D
h,r
(a,b]) ⊂ I
h1,r1
(a1,b1]
(Dh1,r1(a1,b1]). By the commutative property we also
get Ih,r(a,b](D
h,r
(a,b]) ⊂ I
h2,r2
(a2,b2]
(Dh2,r2(a2,b2]), which completes a proof of Corollary 2.
2 e). Proof of Theorem 2.
Part (a). The homomorphism property of Ih,r(a,b], that is, the equality
I
h, r
(a,b] (ν1 ∗ ν2)) = I
h, r
(a,b] (ν1) ∗ I
h, r
(a,b] (ν2),
in terms of the corresponding Lévy exponents, follows from (8) or (9).
For the continuity, let us note that 0 ≤ |r(b)− r(a)| <∞ and the cadlag
property imply that functions t → Y (r(t)) are bounded and with at most
countable many discontinuities; cf. Billingsley (1968), Chapter 3, Lemma 1.
Furthermore, the mapping
DRd [a, b] ∋ y →
∫
(a,b]
h(t)dy(r(t)) :=
h(b)y(r(b))− h(a)y(r(a))−
∫
(a,b]
y(r(t)−)dh(t) ∈ Rd, (12)
is continuous in Skorohod topology (for details see Billingsley (1968), p.
121.). Furthermore, if νn ⇒ ν then (Yνn(t), a ≤ t ≤ b) ⇒ (Yν(t), 0 ≤ t ≤ b)
in Skorohod space DRd[a, b] of cadlag functions. Consequently, we have
L
(∫
(a,b]
h(t)dYνn(r(t))
)
⇒ L
(∫
(a,b]
h(t)dYν(r(t))
)
,
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which proves the continuity of mappings Ih,r(a,b] and completes the proof of part
(a) of Theorem 2.
Equality in parts (b), (c) and (d) follow from (8) and (9).
3. Applications and illustrations of Theorem 1.
We begin with the following auxiliary fact.
LEMMA 1. Let h1(t) := e
−t, r1(t) := t, h2(s) := s and r2(s) := 1 − e−s,
0 < s, t < ∞. Then the corresponding measures are: dρ1(t) = dt, dρ2(s) =
e−sds and dρ(t, s) = d(ρ1 × ρ2)(t, s) = e−s dt ds. Finally, for the image
measure h ρ(dw) = (h1 ⊗ h2)(ρ1 × ρ2)(dw) =
e−w
w
dw.
Proof. For Borel measurable, bounded and non-negative functions g we
have
∫ ∞
0
g(u)(h1 ⊗ h2)(ρ1 × ρ2)(du) =
∫ ∞
0
∫ ∞
0
g((h1 ⊗ h2)(t, s))ρ1(dt)ρ2(ds)
=
∫ ∞
0
∫ ∞
0
g(e−t s)dt e−sds =
∫ ∞
0
(
∫ s
0
g(w)
1
w
dw) e−sds =
∫ ∞
0
g(s)
e−s
s
ds,
which completes the proof of Lemma 1.
From Theorem 1 and Lemma 1 we conclude the following.
Example 1. For ν ∈ IDlog we have
I
t, 1−e−t
(0,∞)
(
I
e−s, s
(0,∞)(ν)
)
= Ie
−s, s
(0,∞)
(
I
t, 1−e−t
(0,∞) (ν)
)
= I
−w,Γ(0;w)
(0,∞) (ν) = I
w,Γ(0;w)
(0,∞) (ν
−).
Moreover, Γ(0;w) = (h1⊗h2)(ρ1× ρ2)({x : x > w}) =
∫∞
w
e−s
s
ds, for w > 0.
Remark 3. (a) For the Euler constant C we have
−Γ(0;w) = Ei(−w) = C + lnw +
∫ w
0
e−t − 1
t
dt, for w > 0,
where Ei is the special exponential-integral function; cf. Gradshteyn-Ryzhik
(1994), formulas 8.211 and 8.212.
(b) Recall that the class I t, 1−e
−t
(0,∞) (ID) ≡ E was introduced in Jurek (2007),
where the mapping I t, 1−e
−t
(0,∞) was denoted by K
(e); (here (e) stands for the
exponential distribution).
More importantly, the class E was related to the class of Voiculescu ⊞
free-infinitely divisible measures; cf. Corollary 6 in Jurek (2007). Note also
that I t, 1−e
−t
(0,∞) = I
− log s, s
(0,1] and thus it coincides with the upsilon mapping Υ
studied in Barndorff-Nielsen, Maejima and Sato (2006).
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(c) Similarly Ie
−s, s
(0,∞)(IDlog) ≡ L coincides with the Lévy class of selfde-
composable probability measures; cf. Jurek-Vervaat (1983), Theorem 3.2 or
Jurek-Mason (1993), Theorem 3.6.6.
(d) Finally we get identity Ie
−s, s
(0,∞)
(
I
t, 1−e−t
(0,∞) (IDlog)
)
≡ T , which is the Tho-
rin class; cf. Grigelionis (2007), Maejima and Sato (2009) or Jurek (2011).
From Corollary 2 , Remark 3 (c) and (d) we infer the following inclussion.
COROLLARY 3. For the three classes: Thorin class T, Lévy class L (sel-
fdecomposable measures) and E of probability measures on Rd, we have that
T ⊂ L ∩ E .
This inclusion was first noticed in Barndorff-Nielsen, Maejima and Sato
(2006) and also in Remark 2.3 in Maejima-Sato (2009) but by using different
methods. See note (c) in Concluding Remarks.
Finally, we give additionally three examples of compositions of random
integral mappings.
Example 2. For β > 0 we have
I
t1/β , t
(0,1] ◦ I
s1/2β , s
(0,1] = I
w,2wβ(1−(1/2)wβ )
(0,1] = I
(1−√t)1/β , t
(0,1] . (13)
Or equivalently, for Lebesque measure l1 on the unit interval and 0 < w ≤ 1
we get
(t1/β ⊗ s1/(2β))(l1 × l1)(dw)
= id⊗2(βtβ−1dt× 2βs2β−1dt)(dw) = 2βwβ−1(1− wβ) dw.
Proof. As in Example 1, it simply follows from Theorem 1 and identity
(8), because all time change functions are strictly increasing on the unit
interval.
Example 3. For β > 0
I
t1/β , t
(0,1] ◦ I
e−s, s
(0,∞) = I
e−s, s+β−1e−βs−β−1
(0,∞) = I
−w, β−1wβ−logw−β−1
(0,1] .
Or equivalently, for 0 < w ≤ 1
(t1/β ⊗ e−s)(l1 × l)(dw) = (β−1wβ − logw − β−1)dw.
This is a consequence of Theorem 1. Also cf. Czyżewska-Jankowska and
Jurek (2011), Proposition 2.
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Example 4. For α ∈ R, let Γ(α; x) :=
∫∞
x
tα−1e−tdt, x > 0 be the incomplete
Euler function. Then we have
I
t,Γ(α;t)
(0,∞) ◦ I
e−s, s
(0,∞) = I
t,
∫
∞
t s
−1Γ(α;s)ds
(0,∞) ,
which follows from Theorem 1.
4. Concluding Remarks.
(a) Let E be a real separable Banach space with the dual E ′ and a bi-
linear form < ·, · >: E ′ × E → R, (a scalar product when E is a Hilbert
space). Then we define a convolution ∗ of measures µ, a characteristic func-
tional (Fourier transfrom) µˆ and, in particular, the notion of infinite divisi-
bility of (Borel) probability measures in E and the convolution semigroup
ID(E). The Lévy-Khintchine representation (4) holds true with Rd repla-
ced by E. However, for infinite dimesional Banach spaces, the condition∫
E
min(||x||2, 1)M(dx) < ∞ is neither sufficient or necessary for M to be
a Lévy (spectral) measure. Moreover, in general case of E, convergence of
characteristic functionals µˆn(y) → µˆ(y), y ∈ E
′, does not imply the weak
convergence µn ⇒ µ. cf. Araujo-Gine (1980) or Parthasarathy (1967).
(b) Because in this note we did not use any of those two exceptions our re-
sults are valid for measures on real separable Banach spaces E; (and E-valued
Lévy processes Y ). Note that in the proof of continuity of random integral
mappings (Theorem 2) we did not use characteristic functional arguments.
(c) Corollary 3, inclusions of three ranges of a given three random integral
mappings, is valid for measures on Banach spaces. However, we do not define
Thorin class T via properties of Lévy measures M; cf. for instance Jurek
(2011) or Grigelionis (2007).
Acknowledgements. Comments of a Reviewer helped to reorganized
this note. In particular, the discussion of infinite dimensional case was post-
poned to the last section of this paper.
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