For solving nonsmooth systems of equations, the Levenberg-Marquardt method and its variants are of particular importance because of their locally fast convergent rates. Finitely many maximum functions systems are very useful in the study of nonlinear complementarity problems, variational inequality problems, Karush-Kuhn-Tucker systems of nonlinear programming problems, and many problems in mechanics and engineering. In this paper, we present a modified LevenbergMarquardt method for nonsmooth equations with finitely many maximum functions. Under mild assumptions, the present method is shown to be convergent Q-linearly. Some numerical results comparing the proposed method with classical reformulations indicate that the modified Levenberg-Marquardt algorithm works quite well in practice.
Introduction
In the past few years, there has been a growing interest in the study of nonlinear equations see, e.g., 1, 2 and nonsmooth equations, which have been proposed in the study of the nonlinear complementarity problem, the variational inequality problem, equilibrium problem and engineering mechanics see, e.g., 3-10 . Finitely many maximum functions systems are very useful in the study of nonlinear complementarity problems, variational inequality problems, Karush-Kuhn-Tucker systems of nonlinear programming problems, and many problems in mechanics and engineering. In the present paper, we study a new method for nonsmooth equations with finitely many maximum functions system proposed in 11 f ij x , x ∈ R n , i 1, . . . , n,
Then 1.1 can be rewritten as follows:
where F : R n → R n is a nonsmooth function. By using the following subdifferential for the function H x given in 1.2 ,
Gao gave Newton method for 1.4 with the superlinear convergence in 11 . Based on 5, 11 , we present a modification of the Levenberg-Marquardt method for solving nonsmooth equations. In Section 2, we recall some results of generalized Jacobian and semismoothness. In Section 3, we give the Levenberg-Marquardt method which has been proposed in 5 and the new modified Levenberg-Marquardt method for the system of nonsmooth equations with finitely many maximum functions. The convergence of the modified Levenberg-Marquardt algorithm is also given. In Section 4, some numerical tests comparing the proposed modified Levenberg-Marquardt algorithm with the original method show that our algorithm works quite well.
Preliminaries
We start with some notions and propositions, which can be found in 8-11 . Let F x be locally Lipschitzian. Then, F x is almost everywhere F-differentiable. Let the set of points where F x is F-differentiable be denoted by D F . Then for x ∈ R n ,
The general Jacobian of F x : R n → R n at x in the sense of Clarke is defined as 
Lemma 2.5. Equation of maximum functions 1.4 is a system of semismooth equations.
In the study of algorithms for the local solution of semismooth systems of equations, similar to 11 , one also has the following lemmas. 
The proof is similar to 11, Lemma 2.1 , from the fact that ∂ H x is a finite set of points.
Lemma 2.7. Suppose that x is a solution of
for all x in some neighborhood of x and λ k i ∈ R and 0 < |λ
Since each f ij of 1.1 is continuous, one gets the lemma immediately.
Modified Levenberg-Marquardt method and its convergence
In this section, we briefly recall some results on the Levenberg-Marquardt-type method for the solution of nonsmooth equations and their local convergence see, e.g., 5, 9 . We also give the modified Levenberg-Marquardt method and analyze its local behavior. Now we consider exact and inexact versions of Levenberg-Marquardt method. 
where d k is the solution of the system
In the inexact versions of this method d k can be given by the solution of the system
where r k is the vector of residuals and we can assume r k ≤ α k V k T H x k for some α k ≥ 0.
We now give the modified Levenberg-Marquardt method for 1.1 as follows.
Modified Levenberg-Marquardt Method
Step 1.
Step 2. Solve the system to get d k ,
for i 1, . . . , n and r k is the vector of residuals
Step 3.
Otherwise, let k : k 1, and go to Step 2.
Based upon the above analysis, we give the following local convergence result. Step 
Furthermore, by Proposition 2.4, there exists δ > 0, which can be taken arbitrarily small, such that
for all x k in a sufficiently small neighborhood of x depending on δ. By Proposition 2.2 the upper semicontinuity of the ∂ H x , we also know
for all V k ∈ ∂ H x and all x k sufficiently close to x , with c 1 > 0 being a suitable constant.
From the locally Lipschitz continuous of H x , we have
for all x k in a sufficiently small neighborhood of x and a constant L > 0. From 3.4 , we also know
3.10
Multiply the above equation
and taken into account Lemma 2.7, and 3.6 , 3.7 , 3.8 , and 3.9 , we get
3.11
Let τ C c 1 δ M ac 1 L , so
Since δ can be chosen arbitrarily small, by taking x k sufficiently close to x , there exist M > 0 and a > 0 such that τ < 1, so that the Q-linear convergence of {x k } to x follows by taking x 0 − x ≤ for a small enough > 0. Thus we complete the proof of the theorem. The proof is similar to that of Theorem 3.1, so we omit it. Following the proof of Theorem 3.1, the following statement holds. 
Numerical test
In order to show the performance of the modified Levenberg-Marquardt method, in this section, we present numerical results and compare the Levenberg-Marquardt method and modified Levenberg-Marquardt method. The results indicate that the modified LevenbergMarquardt algorithm works quite well in practice. All the experiments were implemented in Matlab 7.0. Step
