Support Vector Machines are kernel machines useful for classification and regression problems.
(1) the curse of dimensionality and (2) overfitting to training data.
The curse of dimensionality is the exponential increasing of the parameter (weight) number with increasing the dimension of the input space in order to perform a function approximation preserving a constant level of accuracy. At the same time, the events of the training set become sparse (statistically speaking), increasing the dimension of the model's input space too.
A further issue relates to the ANNs' flexibility in mapping training events, which causes overfitting. This is ANNs' use to fit training events too strictly due to the huge number of weights. This trouble increases when the curse of dimensionality occurs (sparseness of the events of the training set) because over-fitted ANNs are candidates to produce poor predictions for those events that are far from the training ones in the model's input space.
There are several techniques to avoid overfitting (Giustolisi & Laucelli 2005) , which are generally based on limiting fitness to training data. From the curse of dimensionality viewpoint, Support Vector Machines (SVMs), based on the Vapnik & Chervonenkis (1971) learning paradigm (Vapnik 1995; Haykin 1999; Kecman 2000) , are a special improvement of ANN modelling. SVMs overcome the curse of dimensionality and related overfitting troubles using
Vapnik's 1-insensitive error function that allows the selection of the hidden neuron number for a given accuracy of the model. Thus, the capacity of the SVM kernel machine is driven by the complexity of data, unlike in the ANNs where the capacity of the machine is a priori assumed throughout the selection of the hidden neuron number.
Therefore, SVM construction requires the selection of:
(i) the regressor or model's input as in general regressive input -output artificial neural networks (Haykin 1999; Giustolisi 2000) ; (ii) 1 of the linear insensitive cost function, which works similarly to the selection of the hidden neuron number in classical regressive ANNs; and (iii) the parameter of the kernel (transfer function of the hidden neurons).
The use of the aforementioned variables as decision variables in a population-based optimisation strategy (here the Genetic Algorithm (GA) paradigm is used) may be a way of constructing an optimal SVM. It is possible to set up the strategy in a single-objective scenario as recently done by Yu et al. (2004) or in a multi-objective scenario as reported in this work. In this paper a two-objective strategy is used and compared with a single-objective approach.
The key idea for the multi-objective approach is to minimise the "final" hidden neuron number (the number of support vectors for the SVM) and at the same time maximising the fitness to a validation set as presented in the remainder. In the single-objective approach, the fitness to a validation set is maximised alone.
The selection of a cross-validation strategy (estimation and validation subsets for construction and a test set of "unseen data" for statistically computing generalisation performance) is used to make feasible the strategy. On the one hand, the perfect mapping (maximum fitness to training data) is always obtained when 1 is equal to zero.
This corresponds to supporting the mapping with the maximum number of vectors (hidden neurons) that equals the number of training data. On the other hand, we are interested in optimising the decision variables, looking at the generalisation performance. Thus, maximising the fitness to a validation set and minimising the capacity of the machine may be considered a cross-validation strategy in a multi-objective scenario based on evolutionary computing.
SVM STRUCTURE AND TRAINING
In this paper, we will use radial construction for SVM (Haykin 1999; Giustolisi 2004; Giustolisi & Laucelli 2005) .
Therefore, the initial mathematical structure of the SVM for regression is (assumed a radial construction):ŷ
whereŷðtÞ is the model's prediction or output at time t, W1
and W2 are the first and second layer weights, w ARX (t) is the model's regressor or model's input at time t whose components are the past event's inputs and outputs (ARX regressor) and h ¼ N is the number of hidden neurons equal to the number of training data. We will use the notation ARX(na, nb, nk) to address a regressor made up by na past outputs y and nb past inputs x that are nk-time-unit-delayed with respect to the output (see Figure 1 ).
From the kernel point of view, in Equation (1) S is a matrix of dilatations (usually a common dilatation parameter among the kernels is used instead of S), W1 are the centres of the kernel function and k k 2 is the Euclidean norm.
Finally, the first-layer bias usually does not exist in the radial construction, being implicit in the kernel function, and the second layer bias is assumed equal to zero (W2 o ¼ 0). A useful matrix form for Equation (1) is presented:
Equation (2) will be useful in the remainder of the paper. ....
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1. For SVMs the initial number of hidden neurons h is equal to the number of training data N, as in Equation In fact, the second layer weights for RBFRNs are from
where the first term is a measure of the closeness to the training data as the sum of squared errors (SSE) and the second term is a control for the model complexity related to Tikhonov's (1963) parameter D similar to C in the SVMs (Haykin 1999; Kecman 2000; Giustolisi 2004 ). The regularisation term smoothes the solution in the sense that similar inputs correspond to similar outputs. In this scenario, the training of RBFRNs is a determined (N £ N) linear problem whose solution is regularized by D. Therefore Note that the regularisation implies the well-conditioning of the mathematical inverse problem of finding W2, which may be ill-conditioned, G being a square matrix of high order. Note that RBFRNs perform as an interpolation of training data that is controlled, in its roughness/smoothness, by D.
Classical training for SVMs
The SVMs training paradigm uses the Vapnik & Chervonenkis (1971) dimension concept, VC, and the second layer weights are from (Vapnik 1995; Haykin 1999; Kecman 2000) W2 ¼
W2
arg min LðyðtÞ 2 y _ ðt; W2; KÞÞ þ VðN; h VC ; hÞ Â Ã ð5Þ where L is a function measuring the closeness to the training data and V is the so-called capacity of the machine dependent on the VC dimension h VC , the number of training data N and the level of confidence in the approximating function h. Equation (5) is similar to Equation ( 
is more robust towards outliers and non-Gaussian noise of training data and implies a sparse solution (Haykin 1999; Kecman 2000) .
In this scenario, the training of SVMs is a linear problem that becomes a Quadratic Programming (QP)
problem (Vapnik 1995; Haykin 1999; Kecman 2000) if the second layer weights are subjected to the inequality kW2k 2 , C as the term for controlling machine capacity. 
where a are the Lagrangian multipliers, provides the second layer weights as
A couple of issues are stressed: (i) RBFRNs are trained performing a solution regularisation (Tikhonov 1963) , then tuning between smoothing and approximation errors, while the key feature of the SVMs is in performing a subset selection of non-linear-dependent columns of the matrix G relying on the tolerance 1; and (ii) SVMs work accurately with a small set of training data, but solving QP with increasing N is quite difficult and memory consuming.
For this reason, several authors introduced decomposition-based methods to solve QP or a Linear Programming (LP) approach (Smola et al. 1999; Kecman 2000 ) that should be more robust and faster, in particular increasing the size of the problem. Finally, the way of selecting user-specified parameters 1 and C is not supported by a comprehensive theory.
In this work, an alternative strategy to QP, based on 1-norm minimisation (Giustolisi 2004) , is used. It is based on a different way of finding the subset of weights W2 with respect to the tolerance e using the SVD of G, as reported in the next section. The advantages of this alternative are: (i) it requires just one parameter to tune (1) that is strictly related to the number of support vectors, and (ii) it is fast for small and medium sized problems, a fast SVD algorithm being necessary, like that implemented in the MATLAB environment (Golub & Van Loan 1993) , and a fast and efficient solver for a LP problem (Barrodale & Roberts 1973) .
Training by 1-norm of weights estimation
To find the second layer weights of the SVM, the problem
is solved (Giustolisi 2004) , where Y is the sequence of the target data and k is the cutting point in singular values s i of G ( Figure 3 ). Solving the problem in Equation (9) returns a sparse solution, as well as in QP training of SVMs. Thus some weights W2 are set to zero according to the mapping tolerance 1. The parameter which controls the mapping approximation is 1 ¼ s(k)/s max (see Figure 3 ). The novel feature is that k corresponds to the hidden neuron number (non-zero W2) (Giustolisi 2004) .
From a mathematical viewpoint, this is a piecewisepolynomial truncated singular value decomposition technique (Hansen & Mosegaard 1996) performing a subset selection for columns in G (which singularly correspond to hidden neurons) according to the tolerance 1, which is a linear independence constraint for columns (Giustolisi 2004) . It is important that the truncating point k controls the hidden neuron number as well as the tolerance of
Vapnik's e-insensitive error function (Vapnik 1995) .
USING MULTI-OBJECTIVE GENETIC ALGORITHM FOR SVM
Evolutionary computing for designing SVMs was already In this work, a similar strategy introducing something different is used: † two radial basis kernels have been tested and compared:
Gaussian function 
BACKGROUND OF MULTI-OBJECTIVE STATEGY IN GA
GAs have been initially used in performing single-objective optimisation (SOGA) by means of one objective function Later on, a method of ranking and fitness assignment, based on the Pareto optimality concept, was proposed by Goldberg (1989) . In this method the population is divided into several subpopulations according to the assignment of a rank number, i.e. in each generation each subpopulation is assigned a rank number, which represent a fitness indicator.
Another multi-objective strategy is introduced by Fonseca & Fleming (1993) As for all evolutionary strategies (ESs), and generate-andtest algorithms in general, the OPTIMOGA draws its strength from two sources: exploration and exploitation. The exploration and exploitation are regarded as opposite contributions to establish the proper level of selective pressure and diversity throughout the search process. The exploration is meant as the phase in which a population of possible solutions is evolved through the objective space in order to create a front of non-dominated solutions. In this phase, the key issue is to prevent solutions from leaving zones of the objective space unexplored, rather than encouraging a wide spreading of the solutions into the objective space. The exploitation is meant as the phase in which the population converges towards the theoretical Pareto front and its fine coverage, corresponding to as close as possible a reproduction of the theoretical front, is sought. Usually, explorative properties are attributed to genetic operators such as recombination and mutation, while exploitative ones to selection. In all ESs, the latter is referred to as the mechanism that considers the quality (fitness) of individuals to make a choice as to who to favour for reproductive purposes. When exploration and exploitation are unbalanced, either the search stalls around unpromising areas of the objective space or it prematurely converges to some local optima. The OPIMOGA algorithm adopts an explorative strategy in the first stage and an exploitative approach once the Pareto front is achieved. At the same time an archive of non-dominated solutions is created. In the second stage an exploitation strategy is pursued: the entire population belonging to the Pareto front is evolved, up to a maximum size. However, when the maximum size is reached, the archive of solutions starts to grow in size, storing the nondominated solutions. Note that the archive can be involved in the evolution, i.e. solutions from the archive can be used to support the exploitation of the Pareto front. Therefore, the archive is dynamically managed, since it is both upgraded at each evolutionary loop and the solutions that it stores can be used to create the next mating pool. On this premise, we emphasise that the OPTIMOGA is typified by a few parameters; we mean that the user is not required to specifically tune the GAs settings. Furthermore, it is experienced during the development of the OPTIMOGA that the algorithm is not sensible to the variation of its settings. For instance the same initial population size, together with the same crossover and mutation rate, proved to be fitted to different problems. In this scenario, the key issue is avoiding as far as possible the introduction of deterministic procedures in a stochastic search, which is driven by the fitness. The effectiveness of the newly proposed procedure has been assessed on six widely used continuous test problems, namely DTLZ1, DTLZ2, DTLZ3, DTLZ4, DTLZ5 and DTLZ6 (Deb et al. 2002b) .
THE CASE STUDY
A case study concerned with modelling the relationship between rainfalls P (event's input x) and groundwater levels H (event's output y) by SVMs for an aquifer located in the southeast of Italy is presented (Ricchetti & Polemio 1996) .
Background to data The evaluation subset was used for weight estimation and the validation subset was used for fitness evaluation for The test set is considered in a latter phase, when the optimiser has already generated the set of best models (SVMs). In this phase it is important to test the generalisation capabilities of the models, i.e. to assess how these models perform when fed with an input data set different from that used to identify them (unseen data). Thus, the model's performance was evaluated using the coefficient of determination (CoD) computed on the test set. The CoD is defined as
where N is the number of samples,Ĥ is the value of groundwater level returned by the model, H exp is the measured value of groundwater level and finally avg(H exp )
represents the average value of measured groundwater levels evaluated on the N samples. We should emphasise from Equation (11) that CoD, SSE and NRMSE (normalized root mean squared error) are strictly correlated (note that the value m does not depend on the particular model), belonging to the same membership for fitness evaluation.
The approach can support any objective function (Hall 2001) given by the user. In fact, while for SVM the error function for parameter estimation is that reported in Equation (6) Equations (10), † one decision variable e for the training paradigm, † maximum na and nb þ nk, respectively, equal to 4 and 13 (note that nk derives from selection of the lowest index of the P components); thus the candidate inputs were H t21 , H t22 , H t23 , H t24 , P t , P t21 , P t22 , P t23 , P t24 , Regarding the OPTIMOGA/OPTISOGA, their main features were: † GA mixing binary strings for the model's input component selection and integer strings for coding the two real numbers (b and 1), † 2 # b # 10 25 and 1 , 1 , 10 25 bounds for real decision variables, † multi-point crossover with probability rate equal to 0.4, † single-point mutation with probability rate equal to 0.1, † maximum population in evolution equal to 40 individuals, † generation number equal to 500.
Finally, from a practical viewpoint it is important to report that a MO/GA-SVM strategy implemented in the MATLAB environment took about 80 -100 min (depending on the kernel: Gaussian or inverse multi-quadratic) for 500 generation runs using a PC with an Intel Pentium IV, 2600 MHz processor and Windows XP operating system. Table 1 reports the results (actually more than one run was performed, obtaining similar results) concerning the implementation of two kernels (Gaussian and inverse multi-quadratic) and the MOGA and SOGA populationbased strategy.
RESULTS AND COMPARISONS
In order to obtain a more reliable estimate of the CoD evaluated on the test set ([1 month; 3 months; 6 months; 9 months; 12 months] ahead predictions as in Table 1 ), data were resampled 1000 times according to a bootstrap scheme (Efron 1979) . Therefore, the CoD values in Table 1 SVMs, making more parsimonious structures generally available both in the SOGA and MOGA cases. † When the Gaussian kernel is used, the model's input sometime involves the oldest past rainfall components (i.e. P t28 , P t29 , P t210 , P t212 ). † When the Gaussian kernel is used, the model's input (2-SV machine excluded) always involves H t21 , H t22 , P t , P t21 , as closer past components, while when the inverse multi-quadratic is used, there is never H t22 , and sometimes H t23 , H t24 appear. † The inverse multi-quadratic kernel always requires a lower parameter b value than the Gaussian kernel.
DISCUSSION ON MODEL SELECTION
The model selection is a very important issue. In fact, the H t24 P t P t21 P t22 P t23 P t24 P t25 P t26 P t27 P t28 P t29 P t210 P t211 P t212 1-CoD SV 1 month 3 months 6 months 9 months 12 months Gaussian kernel ( Table 1 . Looking at the Gaussian kernel in Table 1 , the model's input presents some similarities across the SVMs as well as b. In this way, the user may observe from the Pareto front of the SVMs that increasing the number of support vectors means the length of the input increases, the oldest past rainfall components P t-8 , P t29 , P t210 , P t212 now being involved. Thus, there is a sort of contiguity of the SVMs. Looking at the CoD performance on the test set in Table 1 , they increase in all the prediction horizons from 2-SV to 6-SV machines. When the number of SV ranges between 7 and 9 the performance decreases for some line horizon predictions.
It is possible to observe that this situation corresponds to the use of the new components P t28 , P t29 , P t210 , P t212 . This is due to the attitude of SVMs, and in general black-box models, at interpolating or slightly extrapolating with respect to training data. Clearly, the poorness in prediction may be in the model construction or caused by test set events far from the training ones. However, Figure 7 shows that the selected model generally has good performance on "unseen data" (test set) and never failing (consider that 228 data means 19 years of testing).
Therefore, the selected SVM is not the best performing on the test set, but has a good trade-off between parsimony and accuracy. Moreover, the fact that performance is comparable from 6 months to 12 months indicates that machine has picked up the "deterministic" relations between the event's input and output (Giustolisi 2000; Giustolisi & Laucelli 2005) .
In fact, the SVM may be seen as a two-component model: the first component allows modelling of the relationship between rainfalls and groundwater levels (it is named deterministic, since it models a determinate inputoutput relation), the latter component (named probabilistic) models short-time effects due to the unknown or secondary extra inputs and/or noise correlations in a statistical way, in order to improve on-line groundwater level forecasting using past measured data (Giustolisi 2000; Giustolisi & Laucelli 2005) .
The fact that occasionally the CoD of the 12-months line horizon prediction is higher than the 9-months one is theoretically not correct, but is caused by the estimation scenario. Therefore, the prediction performance can be assumed comparable and the prediction error constant increasing the horizon forecasting. Thus, the deterministic component is working well since for horizon predictions longer than short time effects (modelled by the probabilistic component) the prediction error should become constant as well as in the physically based models.
Looking at the Gaussian kernel, the same use of the Pareto front of SVMs for the inverse multi-quadratic kernel shows that the structures are characterised by a variability of b and model's input.
The 5-SV and 7-SV machines look similar as input (the same length but they differ for H t23 and P t210 ) and the best performance on the test set. In this case, we may consider the decision for SVM selection less supported (less robust)
because of the slight similarity in the structures of the Pareto front than in the Gaussian kernel case. Moreover, the selection between 5-SV and 7-SV machines is less unequivocal because it may be driven by performance or parsimony. Regarding the kernels, the Gaussian function proves to be more robust, compared to the inverse multi-quadratic kernel, providing good steady performance in groundwater modelling accuracy throughout the non-dominated SVMs.
CONCLUSIONS
The multi-objective strategy proves to be better than the single-objective strategy because the Pareto front of SVMs are found to be more parsimonious and, contemporarily, more accurate in prediction performance (assuming different prediction horizons) of the groundwater levels than the single SVM (2-SV and 3-SV machines are not considered in this).
Furthermore, the multi-objective strategy seems to be more robust for SVM selection than the single-objective one. Multi-objective makes it possible to look at the similarities and contiguities of the structures belonging to the Pareto front of the non-dominated SVMs as a decision support tool. Besides, the decision for selection in the single-objective strategy may be critically influenced by the specific realisation of the errors in a "finite size" test set when computing performance, being only statistically based on the estimation of the generalisation performance.
Finally, the parameter 1 of Vapnik's error function seems to be related to the specific kernel adopted and not to data noise. Mind that data do not change across the runs.
