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1. Introducción 
 
La protección de los contenidos digitales ha sido desde sus inicios un problema 
difícil de resolver. Desde la aparición en el mercado de los primeros CD para audio 
(1980), y su posterior adaptación para albergar cualquier tipo de contenido digital (CD-
ROM 1984), la copia ilegal de contenidos digitales se ha convertido en una práctica 
habitual en la mayoría de países desarrollados. Este tipo de piratería empezó a  crecer a   
partir de los años 90, con la comercialización de los primeros reproductores/grabadores 
de discos compactos. Gracias a estos grabadores, y a la aparición de software específico 
para realizar copias de CD exactas, cualquier usuario medio podía realizar copias 
indiscriminadas del contenido de un CD. Si nos fijamos en el contenido musical, 
podemos afirmar que no se ha encontrado ninguna solución viable que evite la copia de 
discos originales sin perjudicar a los consumidores honestos. Además, con la aparición 
de nuevos soportes, nuevos formatos, y el desarrollo de Internet, el problema de la 
piratería ha puesto en serios aprietos a la otrora potente industria musical. Hoy en día no 
sólo podemos copiar un CD de audio, sino que podemos extraer su contenido y 
depositarlo en el disco duro de nuestro PC, podemos pasarlo a un disco extraíble, a un 
pen drive, o directamente a la tarjeta de memoria de un reproductor de mp3. Gracias a 
esto, podemos compartir estos contenidos con otros usuarios a través de Internet, usando 
por ejemplo las redes peer to peer. Estas redes permiten que usuarios de todo el mundo 
puedan compartir datos sin incurrir en ningún  delito, siempre que no exista ánimo de 
lucro como telón de fondo. 
 
Cuando el contenido digital del que hablamos es software, las facilidades de copia, 
almacenamiento y compartición facilitan de igual modo la piratería. Sin embargo, 
existen  medidas técnicas de protección que aunque no previenen la copia no autorizada, 
si que pueden impedir que una determinada aplicación pueda ser instalada y ejecutada 
por un usuario no autorizado. Estas medidas de protección pueden ser software-based o 
hardware- based, dependiendo del tipo de aplicación que se quiere proteger.  
 
El método más seguro para proteger un de terminado software es el uso de un 
dongle (mochila).  Un dongle es un pequeño dispositivo hardware que se conecta al bus 
USB para certificar que solo los usuarios autorizados pueden hacer uso de una 
determinada aplicación. Cuando una aplicación que funciona con un dongle arranca, lo 
primero que hace es verificar la existencia del dispositivo y su autenticidad. Si no 
encuentra el dispositivo, el programa no arranca y sale de la ejecución. Estos sistemas se 
suelen usar solo con software de diseño gráfico como CAD, software para gestión de 
inventarios, y otros programas de elevado precio.    
 
Los métodos más utilizados en la mayoría de aplicaciones comerciales son los 
denominados  software-based. Entre ellos destacan las soluciones server side execution, 
el uso de licencias para garantizar la autenticidad del código, la ofuscación de código y 
el software watermarking. Mediante server side execution, el proveedor del software no 
facilita la aplicación completa al usuario, que debe conectarse a un servidor remoto para 
ejecutar desde allí el código de la aplicación. Estos sistemas requieren de una gran 
disponibilidad de ancho de banda, y favorecen la congestión de la red. Las licencias de 
uso obligan a un usuario a registrar el producto antes de poderlo utilizar, impidiendo 
que se usen copias no autorizadas. Sin embargo, es fácil encontrar generadores de 
claves para activar las licencias, o incluso parches que permitan neutralizar el código 
que lleva a cabo esta verificación. Estos parches se obtienen mediante el análisis del 
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código de la aplicación, usando generalmente técnicas de ingeniería inversa. La 
ofuscación pretende precisamente que el código final de la aplicación sea ininteligible, 
para dificultar el análisis mediante ingeniería inversa, e impedir la modificación del 
código. Por último, las técnicas de software watermarking permiten empotrar un 
mensaje secreto en una aplicación para poder demostrar la autoría. 
 
Las técnicas de software watermarking, amparándose en la Ley de la Propiedad 
Intelectual, tienen por objetivo disuadir a usuarios malintencionados de hacer un uso no 
autorizado del software. Estas técnicas  deben permitir certificar la autoría de un 
determinado software en caso de litigio, y para hacerlo insertan una marca de copyright 
que pueda resistir posibles modificaciones cuyo objetivo sea imposibilitar su posterior 
extracción.  Cabe recalcar, que el watermarking de software no pretende luchar contra 
la modalidad de piratería habitual, si no que se centra en la piratería con fines 
comerciales.  
 
La piratería de software habitual es la más extendida, y se basa en la obtención 
gratuita de copias de una determinada aplicación. En estos casos y gracias a la 
compartición de archivos, las copias de las aplicaciones son obtenidas de otros usuarios 
de forma gratuita, ya que no hay un ánimo de lucro presente. Por el contrario, en la 
piratería con fines comerciales, se usan técnicas de ingeniería inversa para obtener 
información vital de un programa, y obtener un beneficio económico. Este beneficio 
económico se puede lograr mediante la venta de una aplicación equivalente a la original, 
o mediante el uso de partes del código de una aplicación. El objetivo de estos piratas 
será eliminar el watermark o al menos imposibilitar su reconocimiento. A su vez, el 
objetivo de las técnicas de watermarking será resistir el mayor número de ataques 
posible con la mayor solvencia posible. Al fin y al cabo, veremos que no existe ningún 
watermark infalible, ya que con tiempo y recursos suficientes un watermark siempre 
puede ser corrompido. En la cantidad de tiempo y recursos necesarios para eliminar un 
watermark estará la clave del éxito del propio watermark.  
 
El objetivo final de este estudio es adaptar las técnicas de software watermarking 
para su uso en la protección de agentes móviles. Los agentes móviles son entidades 
software formadas por código, datos, itinerario y estado, que pueden migrar de host en 
host  ejecutando su código en nombre de un usuario.  Una vez en el host destino, los 
agentes pueden ser ejecutados de forma deshonesta para obtener acceso a datos 
confidenciales, o para obtener un resultado de ejecución favorable. Mediante técnicas de 
software watermarking propondremos un esquema de detección de ejecuciones 
deshonestas basado en la ejecución multihilo al que llamaremos Multithreading Mobile 
Agent Watermarking (MMAW). 
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2. Herramientas para la protección de software 
 
2.1 Introducción 
 
 
A la hora de proteger un determinado software de los ataques de un host malicioso, 
no existe ninguna defensa infalible. Una vez el código reside en la máquina, ésta puede 
usar cualquier técnica concebible para extraer datos del programa, o violar su integridad. 
En realidad, los únicos factores que limitan esta vulnerabilidad son los recursos que 
puede invertir el host para analizar el código del programa.  
 
Supongamos que un usuario malintencionado quiere obtener el código fuente de 
una determinada aplicación para crear su propia versión y distribuirla bajo otro nombre. 
Con tiempo suficiente, y los recursos computacionales necesarios, podrá obtener 
finalmente una versión fiable del código fuente original, para modificarlo y 
recompilarlo a sus anchas. Por lo tanto, el caballo de batalla de las herramientas de 
protección de software, debe ser precisamente encontrar esquemas de protección que 
resulten excesivamente costosos de romper, en términos de recursos. En este capítulo, 
introduciremos en primer lugar los modelos de ataques más comunes, y posteriormente 
hablaremos de las medidas de protección de que disponemos para luchar contra estos 
ataques.  
 
Collberg y Thomborson [CT00] identifican tres tipos de ataques a la propiedad 
intelectual contenida en un programa, La ingeniería inversa, la piratería, y el 
tampering de software. Una potente defensa frente a la ingeniería inversa es la 
ofuscación de código, un proceso que hace que un programa sea ininteligible pero 
funcional. Una defensa ante la piratería de software son las marcas de agua o 
watermarking de software, que nos permite determinar la autoría de un programa. Y 
finalmente, una defensa ante el tampering es el llamado tamper-proofing, de tal modo 
que aquellas modificaciones no autorizadas dan como resultado un código no funcional. 
 
 
 
2.2 Ataques 
 
2.2.1 Ingeniería inversa 
 
La ingeniería inversa aplicada al software,  consiste en analizar un programa con el 
objetivo de obtener conocimiento sobre el funcionamiento del mismo sin disponer del 
código fuente  original. Una vez hemos usado la ingeniería inversa para obtener esta 
información, podemos aprovecharla para modificar el código y usarlo en nuestras 
propias aplicaciones. 
 
El problema que plantea la ingeniería inversa es que se puede usar también para 
perpetrar otros tipos de ataques como son el tampering de software y la piratería. En el 
caso del tampering, se intenta modificar el código de un programa gracias a que hemos 
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obtenido el código fuente. En el caso de la piratería, se intenta usar el código fuente 
obtenido para recompilar la aplicación y venderla como propia.  Por lo tanto, la 
ingeniería inversa es el primer paso en cualquier ataque a la propiedad intelectual de un 
determinado software, y como tal, debemos prestarle la atención que se merece. De 
hecho, el éxito de las técnicas de watermarking o tamper-proofing dependerán en mayor 
o menor grado del éxito de las técnicas para dificultar la ingeniería inversa.  
 
El problema de la ingeniería inversa se acentúa cuando trabajamos con lenguajes 
interpretados o intermedios como Java. En Java, el código fuente se compila para 
obtener el Bytecode, que es un código isomórfico al código fuente original. Estos 
códigos son muy fáciles de decompilar, y por tanto el riesgo de ser atacados mediante 
ingeniería inversa es mayor. Para realizar estos ataques existen herramientas como JAD, 
HomeBrew, Dava, Mocha o Source Again, que permiten decompilar el Java Bytecode 
obteniendo el código fuente original.  También existen herramientas que son capaces de 
extraer información de las clases compiladas, como el Class Navigator, y el Class 
Viewer.  
 
Entre las posibles contramedidas para evitar la ingeniería inversa en el código 
móvil tenemos: 
 
• Server-Side Execution: El usuario se conecta al sitio del desarrollador de 
software para ejecutar el programa remotamente, pagando unas pequeñas 
cantidades cada vez. Un posible atacante nunca tendrá acceso físico a la 
aplicación y por lo tanto no podrá hacer ingeniería inversa. 
 
• Uso de código nativo: Con código nativo, la decompilación sigue siendo 
posible, pero resulta más difícil de llevar a cabo. 
 
• Encriptado: Esta solución sólo será efectiva si todo el proceso de 
desencriptado y ejecución se lleva a cabo a nivel de hardware. De lo 
contrario si el código es ejecutado por el interprete de una máquina virtual 
siempre cabrá la posibilidad de interceptar y decompilar el código 
desencriptado. 
 
• Ofuscación: Antes de distribuir la aplicación, el desarrollador del software 
puede aplicarle ciertas transformaciones que transformarán el código en otro 
que sea funcionalmente equivalente al original pero más resistente a 
decompilaciones e ingeniería inversa. 
 
 
 
2.2.2 Tampering 
 
El tampering consiste en realizar modificaciones no autorizadas en un programa. El 
objetivo de estas modificaciones puede ser la obtención de información restringida, o la 
supresión de mecanismos de control de licencias de uso, etc. En el caso de las 
protecciones de las licencias de uso, los usuarios pueden intentar modificar el código 
con el objetivo de saltarse las comprobaciones de licencia y poder usar el programa sin 
pagar.  Por ejemplo, algunos programas son distribuidos en forma de Share-Ware, de tal 
manera que los posibles compradores pueden usar el programa para evaluarlo y en caso 
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de estar interesados comprarlo. Estas distribuciones generalmente limitan el tiempo de 
uso a unos días, meses o número de veces que se puede usar el programa de forma 
gratuita, o simplemente limitan las funcionalidades del programa hasta que se registre el 
producto. En estos casos se modifica el código del programa para eliminar estas 
restricciones y disponer gratuitamente del programa al completo.  
 
 
2.2.3 Piratería 
 
La piratería de software es la copia, reproducción, utilización o fabricación no 
autorizadas de productos de software protegidos por las leyes de copyright. Dentro de 
esta definición podemos distinguir dos niveles de piratería: 
 
1. Piratería sin ánimo de lucro 
2. Piratería con fines comerciales 
 
La piratería sin ánimo de lucro consiste en la realización de copias no autorizadas 
para su distribución gratuita entre otros usuarios. En este caso no hay un ánimo de lucro 
que motive la distribución de las copias, si no que la única motivación es la obtención 
de copias gratuitas del programa. En el caso de la piratería con fines comerciales, los 
piratas realizan copias y las venden para obtener un beneficio económico perjudicando 
al propietario de los derechos de copyright. 
 
En el ámbito de este proyecto nos centraremos en el estudio de las técnicas de 
protección ante el segundo tipo de piratería. Estas técnicas tienen por objetivo introducir 
una marca invisible en el software para poder demostrar su autoría (watermarking). 
 
 
 
2.3 Contramedidas 
 
2.3.1 Ofuscación 
 
A la hora de proteger el software, sobre todo si se trata de Bytecode de Java o 
código móvil, la ofuscación de código parece ser la mejor opción. La ofuscación de 
código transforma un programa en otro semánticamente equivalente, pero que resulta 
más difícil de entender mediante ingeniería inversa. Podemos clasificar los esquemas de 
ofuscación en cuatro tipos diferentes [Z07]: 
 
1. Design Obfuscation 
 
2. Data Obfuscation 
 
3. Control Obfuscation 
 
4. Layout Obfuscation 
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Design obfuscation incluye técnicas como class merging (unión de clases), class 
splitting (división de clases), type hiding (tipos ocultos), que son típicas de los lenguajes 
orientados a objetos. La ofuscación por unión de clases transforma un programa en otro 
mediante la unión de una o más clases del programa en una sola clase. La ofuscación 
por división de clases (class splitting) divide una clase de un determinado programa en 
varias clases. Por último, la ofuscación por ocultación de tipos utiliza los interfaces de 
Java para oscurecer le intención final del diseño del programa. 
 
La ofuscación de datos pretende aplicar diversas transformaciones a las variables, 
las constantes y las estructuras que forman parte de un programa. Las técnicas más 
comunes para este tipo de ofuscaciones son: split variable, merge variable, flatten array, 
fold array, convertir escalares as objetos, convertir datos estáticos en procesos, cambiar 
tiempo de vida de variables. Mediante la división de variables (splitting) una variable 
puede ser expresada usando dos o más variables distintas. Por el contrario, la unión de 
variables (merging) permite que dos o más variables distintas sean representadas por 
una sola variable. Análogamente, el splitting de arrays y el merging de arrays permiten 
representar un único array mediante varios de ellos, o varios arrays en uno solo. Flatten 
arrays utiliza una variable de array de menor dimensión para representar un array de 
mayor dimensión, en el caso de fold array se hace lo contrario. La conversión de datos 
estáticos en procesos, convierte un dato en un proceso que generará ese mismo dato. 
Finalmente, el cambio del tiempo de vida de una variable permite que una variable 
global se convierta en una variable local.  
 
Control Obfuscation hace referencia a aquellas transformaciones que alteran el 
flujo de ejecución de un programa. El flujo de ejecución de un programa se puede 
representar por un grafo de control de flujo (CFG).  Un CFG  está formado por nodos y 
aristas, y representa el flujo de ejecución  de un programa. Los nodos del CFG son los 
bloques básicos de ejecución  del programa, y las aristas son los saltos entre bloques 
básicos de ejecución. Los bloques básicos de ejecución de un programa son conjuntos 
de instrucciones que se ejecutan secuencialmente, en los que la primera instrucción es el 
único acceso al bloque y la última instrucción es la única de salida. Algunas de las 
ofuscaciones de control de flujo son: 
 
• Reducible to non-reducible CFG’s: Insertar un salto (goto) en el propio 
Java Bytecode. 
 
• Extended loop condition: Añadir predicados opacos en un bucle para alterar 
el grafo de control de flujo pero manteniendo las semántica del programa. 
 
• Table interpretation: Escoger una sección de código del programa sin 
ofuscar, seguidamente crear un proceso virtual inexistente en el lenguaje del 
host, y finalmente añadir un intérprete de pseudocódigo para dicho proceso 
virtual en el programa ofuscado. 
 
• Inline method: Para cada llamada a un determinado método en un programa, 
borrar dicha llamada y añadir una copia del código del método. 
 
• Outline statements: Convertir un segmento de código en un método. 
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El último tipo de transformaciones, layout obfuscation, buscan oscurecer y alterar 
la estructura léxica del software introduciendo cambios en el formato del código fuente, 
renombrando variables, y borrando información del debugger. 
 
 
 
2.3.2 Tamper proofing 
 
Existen muchas ocasiones en las que nos puede interesar impedir que alguien 
ejecute nuestro programa si éste ha sido alterado de alguna manera. Por ejemplo, 
algunas situaciones en las que un programa P no debería poder ejecutarse pueden ser: 
 
1. P contiene un watermark dinámico, y el código que construye dicho 
watermark ha sido alterado. 
2. Un virus ha sido adjuntado a P. 
3. P es una aplicación de e-commerce y la seguridad de su contenido se ha 
visto comprometida. 
 
Para prevenir estas modificaciones indebidas, podemos añadir código que realice 
tareas de tamper-proofing a nuestro programa. Este código debe detectar las 
modificaciones no autorizadas, y además debe provocar el fallo de la aplicación cuando 
las alteraciones sean evidentes. Idealmente, la detección de las modificaciones y el fallo 
de la aplicación deben estar dispersos en el tiempo para intentar confundir al atacante. 
Por ejemplo, un código tan evidente y simple como [if (tampered_with( )) i = 1/0;], no 
es útil ya que es muy fácil detectar el punto de fallo y revertir la asignación del valor 
infinito a la variable i.  
 
Hay tres modos básicos de detectar el tampering: 
 
1. Podemos examinar el proprio ejecutable y compararlo con el ejecutable 
original para verificar que sean idénticos. 
2. Podemos examinar la validez de los resultados intermedios producidos por 
el programa.  
3. Podemos generar el ejecutable on the fly, con la esperanza que los mínimos 
cambios aplicados al programa generador produzcan un código que no se 
pueda ejecutar. 
 
En Java, el modelo con el que obtenemos mejores resultados es el 2. Por ejemplo, 
se puede aplicar tamper proofing a algunos tipos de watermarks como Dynamic Graph 
Watermarking. En este tipo de watermarks, se crean una serie de grafos en  tiempo de 
ejecución para una determinada entrada secreta. Si añadimos código para verificar la 
integridad de estos grafos, podemos forzar un mal funcionamiento en caso de no 
verificarse la integridad de estos grafos. 
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2.3.3 Watermarking 
 
2.3.3.1 Introducción 
 
El watermarking consiste en empotrar un mensaje secreto dentro de otro mensaje. 
Esta técnica no impide realizar copias ilegales de un objeto, sino que nos permite probar 
la autoría de un contenido digital. En el watermarking multimedia el mensaje secreto es 
la información de copyright, y el mensaje que la contiene es una imagen, audio o vídeo. 
En el watermarking de software el mensaje que contiene la información de copyright es 
el código y los datos de un programa. 
 
El watermarking de software puede ser considerado como una variación del 
watermarking multimedia, que inició su singladura alrededor de 1954, aunque fue a 
partir de  la década de los 90 cuando hizo un progreso considerable. Desde entonces se 
convirtió en una técnica muy popular para la protección de los derechos de autor del 
contenido multimedia. El watermarking de software empezó a ser un campo en 
desarrollo a partir de los años 90. La patente de Davidson y Myhrvold [DM96] presentó 
el primer algoritmo de software watermarking publicado, aunque los conceptos 
preliminares de software watermarking también se presentaron en [S94] [MC94] y 
[G97]. Collberg y Thomborson presentaron definiciones detalladas para software 
watermarking en [CTL98] y [CT99]. No obstante, a día de hoy las técnicas de software 
watermarking han recibido mucha menos atención que las técnicas de aplicadas al 
contenido multimedia. 
 
  La problemática del watermarking de software consiste en empotrar una 
estructura  W en un programa P, de tal modo que W pueda ser localizada y extraída de 
P incluso cuando P haya sido sometido a algún tipo de transformaciones. Además se 
precisa que esta marca W sea suficientemente grande,  no afecte al rendimiento a las 
propiedades estadísticas del programa, y podamos demostrar que su presencia se debe a 
acciones deliberadas. Por lo general se acepta que un atacante con tiempo y recursos 
suficientes puede evitar que W sea reconocida. Por esta razón el objetivo del 
watermarking es diseñar marcas que precisen de un tiempo, un esfuerzo y dinero 
considerable para ser destruidas. De este modo se intenta que resulte menos costoso 
adquirir una copia de forma legal, o escribir un programa propio.    
 
 
 
2.3.3.2 Atributos del watermarking de software 
 
Las prestaciones de las diferentes técnicas de watermarking se pueden evaluar 
según la tasa de datos, la imperceptibilidad y la resistencia de la marca. Estos tres 
atributos permiten definir de forma sencilla el marco de trabajo en el que se sitúa un  
esquema de watermarking, y nos permite evaluarlos ante posibles ataques.  
 
La tasa de datos de un watermark (data rate) es la cantidad de información que 
podemos empotrar en el programa. Cuanto mayor sea la tasa de datos, más información 
de copyright podremos empotrar y será más costoso para un atacante aplicar 
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transformaciones para eliminarla del todo o hacerla irreconocible. Sin embargo, esto no 
significa que a más tasa de datos, mejor es el watermark. La tasa de datos dependerá del 
tipo de watermark, del tamaño de la aplicación, del tipo de aplicación, y del tipo de 
lenguaje de programación utilizado. No es lo mismo, por ejemplo, usar un watermark 
estático de datos que uno estático de código, pues puede haber una aplicación cuya 
sección de datos sea muy pequeña en comparación con la sección de código. En este 
supuesto, la sección de código podría albergar un watermark mayor, y sería la mejor 
opción si buscamos una mayor tasa de datos.  
 
El grado de imperceptibilidad mide la capacidad de la marca de pasar inadvertida 
ante un observador. Esta capacidad de pasar desapercibida dependerá también del tipo 
de watermark, del tipo de programa y del tamaño total de la aplicación. El tamaño de la 
aplicación es directamente proporcional a la imperceptibilidad del watermark, cuanto 
más largo sea el programa más difícil será encontrar la sección o secciones en las que 
hemos empotrado el watermark. En cuanto al tipo de programa, es muy importante 
escoger el watermark adecuado para cada tipo de aplicación en concreto. Supongamos 
por ejemplo que queremos usar un watermark dinámico. Estos tipos de watermarks 
necesitan de un código que los genere en tiempo de ejecución, y cuanto más se 
mimetice este código generador con el conjunto de instrucciones que se hallan el  
código del programa, más imperceptible resultará. Los watermarks de grafos dinámicos 
contienen código que mimetiza muy bien en aplicaciones Java, ya que constantemente 
encontramos código que genera objetos, por tanto su uso en Java es recomendable en 
términos de imperceptibilidad.  
 
La resistencia de una marca expresa el grado de inmunidad de la misma ante el 
ataque de un adversario. Este parámetro es difícil de calcular o estimar porque depende 
del tipo de ataque al que se enfrente el watermark. La resistencia de un watermark 
siempre hace referencia a un tipo o a varios tipos de ataques, ya que puede darse el caso 
que un watermark resista muy bien ataques por ofuscación, pero en cambio no resista 
ataques por adición de un nuevo watermark. Las técnicas de watermarking que veremos 
en lo sucesivo serán efectivas en mayor o menor grado según el ataque al que se 
enfrenten. 
 
La decisión final a la hora de escoger  un determinado watermark deberá en cuenta 
todos y cada uno de estos atributos. Si buscamos un watermark con una tasa de datos 
elevada, deberemos tener en cuenta que probablemente obtendremos un watermark 
menos eficiente en términos de imperceptibilidad y resistencia. Del mismo modo si por 
ejemplo intentamos aumentar la resistencia del watermark añadiendo redundancia, o 
simplemente insertando varias veces el watermark, entonces la tasa de datos disminuirá 
y la imperceptibilidad también. Se puede decir que existe un compromiso entre estos 
tres atributos a la hora de implementar un determinado esquema de watermarking. 
 
2.3.3.3 Ataques a sistemas de watermarking 
 
Para evaluar la calidad de una técnica de watermarking se debe probar su 
resistencia ante diversos tipos de ataques. De todos modos, ya se ha comentado que no 
existe ninguna técnica inmune a todo tipo de ataques, y por esta razón en muchas 
ocasiones se utilizan varias técnicas simultáneamente para alcanzar niveles de 
resistencia mejores. 
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Para ilustrar el modelo de ataques se utiliza el siguiente escenario: Alice empotra 
una marca W con una clave K en un objeto O, y luego se lo vende a Bob. Antes que 
Bob venda O a Charles, debe asegurarse de haber inutilizado la marca W, o de lo 
contrario Alice podrá probar que sus derechos sobre la propiedad intelectual de O, han 
sido violados.  
 
 
 
 
 
 
 
 
Figura 2.3: Bob inutiliza la marca de Alice y vende O a Charles 
 
 
Por su parte Bob puede lanzar tres tipos de ataques: 
 
• Sustracción: Si Bob es capaz de detectar la presencia y la localización 
(aproximada) de W, puede intentar extraerla de O. 
 
• Deformación: Si Bob está dispuesto a aceptar un cierto grado de degradación en 
la calidad de O, puede aplicar transformaciones a todo el objeto para asegurarse 
que W no pueda ser reconocida.  
 
• Adición: Bob puede aumentar O insertando su propia marca W’. En un buen 
ataque por adición la marca W’ enmascarará completamente a W haciendo 
imposible reconocerla, o  al menos hará que sea imposible demostrar que la 
marca de Alice precede a la de Bob. 
  
Sabiendo que no existe ninguna técnica de watermarking completamente inmune a 
cualquier tipo de ataque, es necesario delimitar a que tipos de ataques nos vamos a 
enfrentar. Aquellos ataques que resulten efectivos a la hora de anular un watermark, 
solo se tendrán en cuenta si son factibles en términos de recursos necesarios. Por 
ejemplo, los intentos de anular un watermark que se basen en inspeccionar 
manualmente el código de la aplicación, no se tendrán en cuenta si esta inspección 
implica un tiempo de inspección demasiado elevado. Otro ejemplo es el uso de una 
técnica que anule el watermark pero degrade en exceso el rendimiento de la aplicación. 
Se suele considerar un modelo consistente en ataques por deformación, ya que existen 
herramientas que pueden llevar a cabo estas operaciones, incluso en manos de atacantes 
inexpertos. Entre estos ataques podemos diferenciar la translación de código, la 
ofuscación de código, y la optimización de código. En la Figura 2.3a se pueden ver 
algunas de las transformaciones básicas que se utilizan para ofuscar código: 
ALICE  BOB CHARLES
19 
 
 
Figura 2.3a: Ofuscaciones básicas 
 
 
Combinando estas transformaciones básicas podemos obtener transformaciones 
mucho más complejas de forma sencilla tal y como se muestra en la Figura 2.3b:  
 
 
Figura 2.3b: Ofuscaciones complejas 
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Es posible que muchas secuencias de transformaciones consigan eliminar la marca de 
un programa, pero en muchos casos el programa resultante puede ser demasiado lento o 
demasiado grande. Por lo tanto los ataques contra los que se intenta luchar, son aquellos 
que dan como resultado un programa libre de marca cuyo funcionamiento y tamaño 
sean aceptables para el atacante. 
 
 
2.3.3.4 Ataques a sistemas de Fingerprinting 
 
Un sistema de fingerprinting es similar a uno de watermarking, la única diferencia 
es que en el fingerprinting se empotra un mensaje secreto diferente para cada copia de 
un programa. Esto nos permite, además de demostrar la autoría, encontrar al que ha 
violado el copyright. Típicamente un fingerprinting incluirá números de identificación 
del vendedor, del producto y del cliente. 
 
Este esquema es vulnerable a los mismos ataques que un sistema de watermarking, 
con la inclusión de ataques por confabulación, dónde un adversario con acceso a varias 
copias puede compararlas para determinar la localización del fingerprint, y ser capaz de 
reconstruir el objeto original.  
 
 
 
2.3.3.5 Diseño de watermarking de software 
 
Existen tres aspectos a tener en cuenta en el proceso de diseño de una técnica de 
watermarking de software: 
 
1. Tasa de datos requerida: Qué tamaño tiene la marca en comparación con 
el tamaño del programa. 
 
2. Forma del programa que lo contiene: En qué tipo de código será 
distribuido el programa: Código interpretado, o código binario nativo. El 
código interpretado es más fácil de analizar mediante ingeniería inversa y 
los watermarks deben ser muy imperceptibles. 
 
3. Modelo de amenazas esperado: Que tipos de ataques podemos esperar por 
parte de Bob para atacar la marca. Hay ataques que pueden resultar muy 
efectivos, pero posiblemente Bob no tenga los recursos necesarios para 
llevarlos a cabo, y por ende no debemos tenerlos en cuenta.  
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2.3.3.6 Taxonomía  
 
Las técnicas de software watermarking se pueden clasificar de varios modos según 
varios ejes: 
 
 
 
 
 
 
Figura 2.3c: Taxonomía de las técnicas de watermarking 
 
• Según el propósito [NTC02] [NTC02a]:  
o Watermarks de prevención: Previenen el uso no autorizado del 
software. 
o Watermarks de aserción: Permiten hacer una reclamación pública de 
la propiedad del software. 
o Watermarks de permiso: Permiten realizar copias o pequeñas 
modificaciones del software. 
o Watermarks de afirmación: Aseguran la autenticidad del software 
que recibe el usuario final.  
 
• Según la técnica de extracción: Esta distinción divide los watermarks en 
dos clases, los watermarks estáticos, y los watermarks dinámicos. Esta es la 
clasificación que utilizaremos en este proyecto. 
 
• Según nivel de fragilidad: Un watermark robusto puede ser extraído 
incluso si ha sido sometido a transformaciones por preservación de la 
semántica. Estos watermarks se suelen utilizar para prevenir usos no 
autorizados (prevención) y para reclamar los derechos de copyright 
(aserción) [NTC02a]. 
 
• Según visibilidad: Dependiendo de las características del software que 
pueda aprovechar el usuario final, los watermarks se pueden dividir en 
visibles o invisibles. En los watermarks invisibles, existe una secuencia de 
entrada específica que hará que el código del watermark generé una imagen, 
un logo, o una señal visible, para poder demostrar la autoría (aserción), o 
para asegurar la autenticidad del software (afirmación). Por el contrario, los 
watermarks invisibles no producen ningún tipo de señal visible pero pueden 
ser extraídos usando algoritmos que no están directamente en manos del 
usuario final.   
 
• Blind vs Informed: En un blind watermark, al extractor de la marca se le 
proporciona el programa marcado junto con la entrada secreta que activa el 
código generador del watermark. En el caso contrario, en la fase de 
extracción se proporciona tanto el programa marcado, como el programa 
desmarcado, o al menos el watermark. 
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3. Software watermarking estático 
 
Los watermarks estáticos son guardados en el ejecutable de la aplicación. En un 
entorno Unix típicamente corresponde a la sección de datos inicializados (donde se 
guardan los strings estáticos), la sección de texto (código ejecutable) o la sección 
simbólica (información del debug) del ejecutable. En el caso de Java, la información 
podría ser ocultada en cualquiera de las varias secciones de un fichero class: la tabla de 
constantes, la tabla de método, la tabla de número de línea, etc.  
 
Existen dos tipos principales de watermarks estáticos: watermarks de código, los 
cuales son almacenados en la sección del ejecutable que contiene instrucciones, y 
watermarks de datos, los cuales se almacenan en cualquier otra sección, incluyendo 
headers, secciones de strings, secciones de información del debug, etc. 
 
 
3.1 Watermarks estáticos de datos 
 
Este tipo de watermarks son fáciles de construir y reconocer, por lo que son muy 
comunes. Por ejemplo la información de copyright del grupo JPEG puede ser extraída 
con facilidad del código de Netscape, tan solo hay que obtener todos los strings 
definidos y filtrarlos por los que contienen la palabra “copyright”. Otro ejemplo es 
empotrar la marca en una imagen (o audio, o video digital) usando uno de los muchos 
algoritmos de watermarking multimedia y posteriormente almacenar la imagen en la 
sección de datos estáticos del programa. 
 
Desafortunadamente, los software watermarks estáticos de datos son muy 
vulnerables a ataques de deformación por ofuscación. En el caso más sencillo, un 
ofuscador automático podría dividir todos los strings (y otros datos estáticos) en 
substrings que posteriormente serían repartidos por todo el ejecutable, haciendo 
prácticamente imposible reconocer el watermark. Un método más sofisticado consistiría 
en convertir todos los datos estáticos en un programa que produjese los datos.  
 
3.2 Watermarks estáticos de código 
 
Normalmente los watermarks de multimedia se empotran en bits redundantes, los 
cuales no pueden ser detectados por un observador debido a la imperfección de la 
percepción humana. Los watermarks de código pueden construirse de un modo similar, 
dado que el código de objeto también contiene información redundante. Por ejemplo, si 
no existen dependencias de datos o de control entre dos instrucciones de código 
consecutivas, éstas pueden ser dispuestas en cualquier orden. Entonces, un bit del 
watermark podría ser codificado dependiendo de si las dos instrucciones están en orden 
lexicográfico o no.  
 
Hay muchas variaciones de esta técnica, por ejemplo IBM construyó una marca en 
su software consistente en el orden en que los registros eran puestos y sacados de la pila. 
Otro watermark de código propuesto consiste en codificarlo en el orden de las opciones 
de varios bloques switch. Davidson y Myhrvold [DM96] describen un watermark de 
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código similar, en el que un número de serie se codificaría en la secuencia de bloques 
básicos de los grafos de control de flujo del programa.  
 
Muchos watermarks de código son vulnerables a ataques de deformación muy 
simples. Así, el método propuesto por Davidson se puede atacar fácilmente con éxito 
mediante varias optimizaciones de código, así como usando ataques por adición, ya que 
si se reorganiza la estructura básica de bloques para codificar otro watermark parece 
claro que el watermark original no puede ser ya recuperado.  
 
Muchos ataques por ofuscación de código también son exitosos y provocan la 
imposibilidad de reconocer el watermark de código. Por ejemplo, el método de 
Davidson se puede romper insertando una sentencia opaca condicional que sea siempre 
cierta.   
 
 
3.3 Tamperproof en watermarks estáticos 
 
Los ejemplos vistos nos demuestran que todas las estructuras estáticas de un 
programa pueden ser  manipuladas con éxito mediante transformaciones por ofuscación. 
Incluso en casos dónde la ofuscación resulta demasiado costosa, algunas técnicas de 
optimización de código pueden destruir fácilmente los watermarks estáticos de código. 
 
El tamper proofing intenta evitar que estas modificaciones se puedan llevar a cabo. 
Por ejemplo Moskowitz embebe una imagen junto con la marca, y a su vez embebe una 
porción esencial de código  en la imagen. Este código se extrae ocasionalmente en 
tiempo de ejecución, y se ejecuta haciendo que el programa se detenga si la imagen (y 
por consiguiente la marca) ha sido modificada. Desafortunadamente generar y ejecutar 
código en tiempo de ejecución es un comportamiento inusual y no imperceptible para la 
mayoría de aplicaciones. 
 
Otra complicación que surge es la dificultad de hacer tamper proofing contra las 
transformaciones por preservación de la semántica. Este hecho es particularmente 
importante en Java, pues por razones de seguridad los programas no pueden 
inspeccionar su propio código. Dicho de otra forma, no podemos escribir [if 
(instruction #99 != “add”) die()]. Incluso en lenguajes como C donde sí que es posible, 
este mismo código sería muy inusual (puesto que examina el código en lugar del 
segmento de datos), y  por lo tanto muy perceptible.  
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3.4 Reordenación de Bloques Básicos 
 
3.4.1 Idea general 
 
Robert I. Davidson y Nathan Myhrvold propusieron en 1996 mediante patente 
(5,559,884) un método para generar y auditar firmas para módulos ejecutables [DM96]. 
En este caso, cada copia contiene una firma única que la distingue, por lo que se trata de 
un sistema de fingerprinting estático de código. La firma de cada copia autorizada, se 
codifica en el orden de las instrucciones del módulo ejecutable teniendo en cuenta que 
cada módulo ejecutable se compone de múltiples bloques de instrucciones. Para insertar 
la firma se selecciona un grupo de bloques que sigan un flujo de ejecución y se 
reordenan, posteriormente se modifican adecuadamente para no romper el flujo de 
ejecución, y por último se substituyen los bloques originales por los modificados. La 
copia modificada es funcionalmente equivalente a la original pero ahora los bloques 
reordenados proporcionan una firma única. 
 
La motivación para crear este sistema fue mejorar los sistemas de identificación 
por inserción de número de serie. Básicamente lo que se hace en estos casos es insertar 
un numero de serie (extrínseco al código) en cada copia, y  posteriormente en el proceso 
de registro del software se asocia este número de serie al comprador. El  problema es 
que si se altera el número de serie o simplemente no se registra el software, no se puede 
establecer de dónde provienen las copias ilegales. Con la inserción de una firma 
substituyendo al número de serie se pretende dificultar la tarea de eliminación. 
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3.4.2 Implementación 
 
 
Para llevar a cabo la implementación se propone  un sistema de computación 
descrito por el siguiente diagrama de bloques: 
 
 
 
Figura 3.4: Sistema propuesto para la implementación [DM96] 
 
El sistema incluye dispositivos de entrada y salida, una CPU, una memoria 
principal, y una memoria secundaria. En la memoria secundaria se encuentra 
almacenado el modulo ejecutable, un linkador de bloques básicos y un generador de 
firmas. El modulo ejecutable incluye múltiples bloques básicos que han sido compilados 
y linkados de tal forma que estén preparados para ser ejecutados. Tanto el linkador de 
bloques básicos como el generador de firmas, son copiados a la memoria principal 
cuando son ejecutados. El número de bloques seleccionados dependerá del rango que 
queramos dar a la firma. Con n bloques seleccionados podemos obtener n! secuencias 
de ordenación distintas. 
 
 
3.4.3 Generación de los bloques básicos 
 
Para generar los bloques básicos que a posteriori conformaran la firma digital, 
primero debemos seleccionar un grupo de instrucciones que formen parte de un mismo 
flujo de ejecución y dividirlo en bloques básicos. Un bloque básico es una secuencia de 
instrucciones con una entrada y una salida, la primera instrucción es la entrada al bloque 
y la última instrucción es la salida. Dicha instrucción de salida puede ser estática (p.e. 
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un salto otro bloque) o dinámica (p.e. un salto indirecto a otro bloque). En la Tabla 3.4 
podemos ver un conjunto de instrucciones de ejemplo, que deberemos dividir en 
bloques básicos. 
 
 
 
 
Tabla 3.4: Secuencia de instrucciones 
 
Teniendo en cuenta las instrucciones de salto, la división en bloques queda tal y 
como podemos ver en la Tabla 3.4a. 
 
 
 
Tabla 3.4a: División en bloques básicos de ejecución 
 
Una vez tenemos los bloques básicos seleccionados podemos representar el gráfico 
de control de flujo (GCF) correspondiente (Figura 3.4b). El GCF está compuesto por 8 
bloques básicos B0, B1, B2, B3, B4, B5, B6 y B7. Los bloques B1 a B6 representan a 
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las instrucciones de la Tabla 3.4, mientras que los bloques B0 y B7 se muestran para 
denotar que los bloques B1 a B6 han sido seleccionados de una secuencia más larga de 
bloques.  
 
 
  
Figura 3.4b: GCF del módulo original 
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3.4.4 Generación del módulo firmado 
 
En la Figura 3.4c podemos ver un diagrama que representa los pasos que se siguen 
para obtener el módulo firmado. A la entrada del generador de firma tenemos el número 
de bloques seleccionados para ser reordenados. El generador de firmas genera una 
secuencia única que marcará el orden de disposición de los bloques, y la almacena en un 
archivo, el archivo de orden de disposición. A continuación el linkador de bloques 
básicos reordena los bloques del módulo ejecutable de acuerdo a lo dispuesto en el 
archivo de orden de disposición. Para que el módulo resultante sea funcional se tienen 
que actualizar las referencias a los bloques básicos reordenados, es decir que se tienen 
que actualizar las sentencias de salto de tal modo que  se respete el flujo de ejecución 
original. De esta manera se obtiene el módulo ejecutable firmado (Figura 3.4d). 
 
 
 
 
Figura 3.4c: Obtención del modulo firmado 
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Figura 3.4d. CFG del módulo firmado 
31 
 
 
El módulo ejecutable obtenido, es funcionalmente equivalente al original. Si 
hiciésemos una ejecución paso a paso de los dos módulos en paralelo, veríamos que la 
única diferencia estaría en los saltos.  
 
Aunque el método descrito por Davidson y Myhrvold está diseñado para ordenar 
un grupo continuo de bloques, se puede llevar a cabo con grupos de bloques 
discontinuos. El único inconveniente es el mayor grado de complejidad a la hora de 
diseñar el programa de relinkado. Por otro lado, se suelen escoger bloques cuya 
extracción afecte al funcionamiento del programa y si es posible que formen parte de 
rutinas principales o muy repetidas. 
 
 
3.4.5 Conclusiones 
 
Este sistema  fue una de las primeras propuestas formales de watermarking de 
software. Su principal característica es su sencillez, pero al mismo tiempo su debilidad 
como esquema de software watermarking. El método de Davidson y Myhrvold se puede 
atacar fácilmente mediante optimizaciones de código, mediante simples reordenaciones 
aleatorias de bloques básicos, o mediante ofuscaciones de código como por ejemplo 
insertar sentencias condicionales que siempre sean ciertas. En el caso de reordenaciones 
aleatorias de bloques básicos, se trata de un ataque por adición, es decir, si un atacante 
reordena de nuevo los bloques básicos del módulo ejecutable, estaría introduciendo su 
propia firma y por tanto sería totalmente imposible recuperar la firma original. 
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3.5 Watermarking through Register Allocation. 
 
 
 
3.5.1 Idea General 
 
 
El algoritmo QP [QP98] fue descrito en 1998 por  Gang Qu y Miodrag Potkonjak, 
y es una técnica de watermarking que aprovecha las soluciones al problema de 
coloreado de grafos para empotrar información. En compilación, el problema de 
coloreado de grafos se usa para asignar registros a las variables de un programa.  Los 
grafos a los que nos referimos, son grafos de interferencia que modelan la relación entre 
las variables que intervienen en un  procedimiento. En los grafos de interferencia, cada 
variable que interviene en el procedimiento se representa por un vértice, y si dos 
variables tienen rangos de vida solapados, entonces hay una arista que las une. Que dos 
variables tengan rangos de vida solapados significa que las dos variables coexisten en el 
tiempo, y por lo tanto no se les puede asignar el mismo registro porque estaríamos 
eliminando a una de ellas. La problemática del coloreado de grafos consiste en colorear 
el grafo de tal modo que se minimice el número de registros requeridos (número de 
colores) e impedir que dos variables compartan registro en el mismo instante (impedir 
que dos vértices unidos por una arista tengan el mismo color).  En esencia el watermark 
esta codificado en la manera de colorear el grafo, o lo que es lo mismo, en cómo se 
asignan los  registros a las distintas variables. Supongamos que queremos realizar las 
siguientes operaciones: 
 
 
 
 
 
 
 
 
 
 
 
En este caso hay 5 variables, por lo que el grafo tendrá 5 vértices (Figura 3.5a).  
 
 
 
 
 
 
 
 
 
 
Figura 3.5a: Grafo de interferencia 
 
 
v1 := 2 * 2 
v2 := 2 * 3 
v3 := 2 * v2 
v4 := v1 + v2 
v5 := 3 * v3 
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En cuanto a las aristas, observamos qué variables  tienen rangos de vida solapados 
y unimos sus correspondientes vértices (Figura 3.5b). 
 
 
 
 
  
 
 
 
 
Figura 3.5b: Grafo con aristas 
 
 
Seguidamente pasamos a colorear los vértices según si están unidos o no (Figura 3.5c).  
 
 
 
 
 
 
 
 
 
Figura 3.5c: Grafo coloreado 
 
 
 
Finalmente podemos realizar la asignación de registros según los colores (figura 3.5d). 
 
 
 
 
Figura 3.5d:  
 
 
 
 
 
El algoritmo QP en su definición inicial presentaba algunas incorrecciones que 
fueron corregidas posteriormente por Myles y Collberg [MC04]. Entre estas 
incorrecciones estaba la ausencia de un análisis de seguridad del algoritmo, la ausencia 
de información acerca de la implementación del algoritmo, y sobre todo el hecho que a 
partir de un mismo grafo marcado, se podían extraer diferentes mensajes. El algoritmo 
desarrollado por Myles y Collberg se denomino QPS y se desarrolló específicamente 
como un algoritmo de software watermarking. Posteriormente, Zhu y Thomborson 
[ZT05]   propusieron una mejora del algoritmo QP inicial, denominada QPI.   
 
 
 
mult  R1,     2,    2 
mult  R2,     2,    3 
mult  R3,     2,  R2 
add   R1,   R1,  R2 
mult  R1,     3,  R3 
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3.5.2 Algoritmo QP  por adición de aristas 
 
Dado un grafo G( V, A) dónde V corresponde al conjunto de vértices, y A 
corresponde al conjunto de aristas que conforman dicho grafo, queremos empotrar un 
mensaje M en G.  Para hacerlo, en primer lugar ordenamos los vértices del grafo V=(v0, 
v1,…,vn-1) y preparamos el mensaje M para ser insertado en la topología del grafo; en 
este caso convertimos el mensaje M a binario, de tal modo que obtenemos M = m1 m2 
m3 m4··· mn. El pseudocódigo que describe el algoritmo es el siguiente: 
 
Input: a graph G(V;A), 
            a message M = m0m1… 
Output: new graph with message M embedded 
Algorithm: 
copy G(V;A) to G’(V;A’); 
foreach bit mi 
{ find the nearest two vertices vi1 , vi2 that 
are not connected to vertex vi; 
if mi = 0 add edge (vi; vi1 ) to A’ 
else add edge (vi; vi2 ) to A’ 
} 
report graph G’(V;A’); 
  
En esencia, este algoritmo va añadiendo aristas extras entre pares de vértices de 
acuerdo al mensaje M. Dado un vértice vi,  crearemos una arista que lo una a uno de sus 
dos vecinos más cercanos vi1 o vi2  según si el bit mi sea un 0 o un 1 respectivamente. 
Cuando hablamos de vértices vecinos estamos refiriéndonos a aquellos dos vértices 
tales que i2 > i1 >i  y que no estén conectados a vi. El hecho de añadir estas aristas extras 
hace que el grafo se coloree con colores que podrían no ser necesarios en el grafo 
original.  
En el siguiente ejemplo vemos como se embebe el mensaje 199810=111110011102 
en un grafo de 11 vértices. La Figura 3.5e nos muestra el grafo de interferencia original: 
  
 
 
 
Figura 3.5e: G (V; A) 
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La Figura 3.5f nos muestra como quedaría el grafo luego de empotrar el mensaje 
199810.  
 
 
Figura 3.5f: G’ ( V; A’) 
 
Partiendo del nodo 1 (vi = v1), localizamos los dos vértices vecinos más cercanos 
que no estén conectados a v1, estos nodos son el 3 y el 4 (v11 = v3, v12 = v4). El nodo 2 
no se tiene en cuenta porque ya existe una arista que lo une con el nodo 1. A 
continuación observamos que el valor de m1 es 1, por lo tanto debemos escoger el nodo 
vecino v12 que es el nodo 4. En la siguiente iteración partimos del nodo 2 cuyos vecinos 
más cercanos que no están unidos a él son el nodo 4 y el nodo 5, como m2 = 1 
seleccionamos de nuevo el vecino más alejado que es el nodo 5.  Siguiendo hasta el 
nodo 6 siempre se seleccionan los nodos v12 ya que el valor del watermark hasta m6 es 1. 
Cuando nos encontramos en el nodo 6, el valor del watermark vale 0 y seleccionamos el 
nodo vecino v11 que en este caso es el nodo 7. Siguiendo con las iteraciones obtenemos 
el grafo de la Figura 3.5f, que será utilizado por el compilador para asignar los registros. 
 
3.5.3 Algoritmo QP por selección de MIS 
 
Un MIS  (Maximal Independent Set) de un grafo, es un subconjunto S de vértices 
que no están conectados entre ellos, y además aquellos vértices que no pertenecen a S 
están conectados como mínimo a uno de los vértices  de S. En este algoritmo, 
escogemos los [log2 n] primeros bits de M y seleccionamos el vértice vi tal que i sea el 
valor de estos [log2 n] bits. Una vez tenemos el vi, borramos todos sus vértices vecinos 
así como el propio vi, y asignamos vi al MIS. Seguidamente reordenamos el grafo 
restante, avanzamos a los siguientes [log2 n] bits de M, y volvemos a seleccionar el vi 
correspondiente repitiendo la operación hasta que obtengamos un MIS. Después de 
obtener un MIS, lo extraemos del grafo original y volvemos a empezar hasta colorear 
todo el grafo. En resumen, lo que estamos haciendo es escoger vértices según el 
mensaje M y a partir de ellos ir construyendo un conjunto de vértices que formarán un 
MIS.  
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3.5.4 Algoritmo QPS 
 
El algoritmo QPS [MC04] fue desarrollado por Christian Collberg y Ginger Myles, 
y parte del algoritmo QP por adición de aristas. Este algoritmo nace como un 
perfeccionamiento del algoritmo QP, e intenta instaurar criterios de empotrado más 
estrictos. Se quiere evitar la impredecibilidad a la hora de colorear vértices, así como el 
hecho que un vértice pueda ser usado múltiples veces. La idea es seleccionar tripletas de 
vértices que formen unidades aisladas, de modo que no afecten a otros vértices del grafo. 
A estos conjuntos de tres vértices se les denomina tripletas coloreadas, por tanto no 
existen aristas de unión entre ellos y tienen el mismo color. El algoritmo de empotrado 
es: 
 
 
for each vertex vi Є V which is not already in a triple 
if possible find the nearest two vertices vi1 and vi2 
such that 
vi1 and vi2 are the same color as vi, 
and vi1 and vi2 are not already in triple. 
if mi = 0 
add edge (vi; vi1 ) 
else 
add edge (vi; vi2 ) 
end for 
  
 
 
  
 
Figura 3.5g: QPS embedding 
 
 
 
En la figura 3.5g podemos ver la evolución del algoritmo en la decisión de la 
primera arista. A la izquierda tenemos el grafo original cuyo vértice número 2 es el vi, a 
su derecha tenemos una representación de cómo quedaría el grafo si el mi fuese un 0, y 
a la derecha de este último tenemos la representación teniendo en cuenta mi igual a 1. 
Los vértices 3 y 4 son los respectivos vi1 y vi2 (vecinos más próximos), dependiendo del 
valor de  mi añadimos una arista del vértice 2  al 3, o del 2 al 4. 
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El algoritmo de reconocimiento es: 
 
for each vertex vi Є  V which is not already in a triple 
if possible find the nearest two vertices vi1 and vi2 
such that 
vi1 and vi2 are the same color as vi, 
and vi1 and vi2 are not already in triple. 
 
if v’i and v’i1 are different colors 
found a 0 
add edge (vi; vi1 ) 
else 
found a 1 
add edge (vi; vi2 ) 
end for 
 
 
 
 
 
Figura 3.5h: QPS extracting 
 
 
Como se deduce del algoritmo de reconocimiento, necesitamos el programa 
original y el programa marcado para reconocer el watermark. En la figura 3.5h podemos 
ver tres grafos, el original (izquierda) y los dos posibles grafos marcados. En el grafo 
central, el vértice marcado es el número 3, que corresponde al vecino más próximo del 
vértice 2, por lo que el algoritmo reconocería un 0. En el grafo de la derecha, el vértice 
marcado es el número 4, que corresponde al segundo vecino más próximo del vértice2, 
por lo tanto el algoritmo reconocería un 1.  
 
El algoritmo de reconocimiento sigue el mismo procedimiento que el de empotrado 
para encontrar vi, vi1 y vi2, se fija en el grafo sin marcar, una vez ha hallados estos 
vértices, analiza los colores del grafo marcado y deduce si se empotró un 1 o un 0. 
 
El algoritmo QPS ha sido implementado en Java e incorporado a la plataforma 
SandMark (http://www.cs.arizona.edu/sandmark), y puede ser aplicado a un programa 
entero o a un archivo class. El watermark se esparce por todas las clases y es empotrado 
tantas veces como sea posible para que su reconocimiento sea más fiable. 
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3.5.5 Algoritmo QPI 
 
El algoritmo QP por adición de aristas original, presentaba problemas en la fase de 
recuperación del mensaje empotrado. En algunos casos, dos mensajes distintos daban 
lugar al mismo grafo marcado. Supongamos  un grafo de interferencia de cuatro vértices 
y dos aristas, y supongamos dos mensajes M0 y M1 a empotrar, tales que M0=010 y 
M1=111. Veamos cómo el algoritmo QP  inserta M0. 
 
La figura 3.5i representa el estado del grafo a cada iteración, las líneas finas 
representan las aristas originales del grafo, mientras que las líneas más gruesas 
representan las aristas que se añaden. 
 
 
 
 
 
Grafo original 
 
 
 
 
 
 
 
 
vi = 1, vi1 = 2  y  vi2 = 4, mj = 0, ? Conectamos v1 y v2. 
 
 
Para vi = 2 no podemos añadir ninguna arista. 
 
 
 
vi = 3, vi1 = 4  y  vi2 = 2, mj = 1, ? Conectamos v2 y v3. 
 
 
 
 
 
 
 
vi = 4, vi1 = 1  y  vi2 = 3, mj = 0, ? Conectamos v4 y v1. 
 
 
 
 
Figura 3.5i: Empotrando M0=010 
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Veamos ahora cómo quedará el grafo si insertamos M1=111. La figura 3.5j representa el 
estado del grafo a cada iteración. 
 
 
 
 
 
 
 
Grafo original 
 
 
 
 
 
 
 
 
vi = 1, vi1 = 2  y  vi2 = 4, mj = 1, ? Conectamos v1 y v4. 
 
 
 
 
 
 
 
vi = 2, vi1 = 3  y  vi2 = 1, mj = 1, ? Conectamos v2 y v1. 
 
. 
 
 
 
 
 
vi = 3, vi1 = 4  y  vi2 = 2, mj = 1, ? Conectamos v3 y v2.  
 
Para vi = 4 no podemos añadir ninguna arista 
 
 
Figura 3.5j: Empotrando M1=111 
 
 
 
 
 
En estos dos ejemplos podemos observar la problemática que surge en la fase de 
extracción, que hace imposible determinar cuál es el mensaje empotrado. Para 
solucionar este problema, el algoritmo QPI cambia la definición de los dos vecinos más 
próximos (vi1, vi2) de vi: 
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Definición: Para un vértice vi de un grafo G con n vértices, decimos que vi tiene 
dos vecinos más próximos vi1 y vi2,  si  i < i1 < i2 ≤ n  y vi, vi1 y vi2 tienen el mismo 
color y (vi, vi2) no están unidos por ninguna arista; además ∀j : i < j < i1 y ∀j : i1 < 
j < i2 ≤ n, los vértices vi y vj tienen diferente color. 
 
Haciendo este cambio el algoritmo QPI proporciona fiabilidad en la extracción. La 
razón es que ahora cada posible arista (vk, vl) con k<l que no se halla en el grafo original, 
sólo será añadida al grafo marcado si se cumple i = k. Con estas restricciones 
introducidas, las aristas que se encuentran en el grafo marcado y no en el original, no 
pueden codificar diferentes bits. 
 
El algoritmo de empotrado QPI es el que sigue: 
 
Input: an original graph G(V,A) 
a message M = m1m2 . . . to be embedded into the G(V,A) 
Output: a watermarked graph G’ with message M embedded in it 
 
Algorithm: 
n = |A |  
G’ = G 
j = 0 
for each i from 1 to n 
if vi has two candidate vertices vi1 and vi2 
j++ 
if mj = 0 
connect vi to vi1 in G’ 
change the color of vi1 to different one from the current colors 
used in G’ 
else 
connect vi to vi2 in G’ 
change the color of vi2 to different one from the current colors 
used in G’ 
return G’ 
 
El pseudocódigo del algoritmo QPI es más completo y detallado que el visto para 
el algoritmo QP, pero a nivel funcional, la única diferencia entre las dos versiones 
radica en la definición de los vértices vecinos.  
 
El algoritmo de extracción es el que sigue: 
 
Input: an unwatermarked graph G(V,A) with n = |A | a watermarked 
graph G(V,A’) 
Output: the message M embedded in the watermarked graph G(V,A’) 
 
Algorithm: 
j = 0 
for each i from 1 to n 
if vi has two candidate vertices vi1 and vi2 
j++ 
if vi and vi1 have different colors in G’ 
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mj = 0 
connect vi and vi1 in G 
change the color of vi1 to different one from the current colors 
used in G 
else 
mj = 1 
connect vi and vi2 in G 
change the color of vi2 to different one from the current colors 
used in G 
return  M = m1m2 . .. mj 
 
3.5.6 Conclusiones 
 
Los tres algoritmos vistos en este capítulo utilizan la asignación de registros como 
herramienta para codificar un mensaje binario. Tanto el algoritmo QPS como el 
algoritmo QPI, son una mejora del algoritmo QP, que en general es un algoritmo no 
extraíble. En cuanto a los otros dos algoritmos sus características principales son la baja 
tasa de datos, la imperceptibilidad, y la poca resistencia ante ataques simples.  
 
Tanto el algoritmo QPS como el QPI son vulnerables a ataques simples. Aunque su 
grado de imperceptibilidad es alto, y por tanto no es fácil encontrar la ubicación del 
watermark, si se aplican transformaciones de forma automatizada a todo el programa no 
hace falta saber la ubicación exacta. Dado que existen herramientas para ofuscar y 
optimizar  código, y teniendo en cuenta que los algoritmos de reconocimiento requieren 
los grafos originales (no marcados) para extraer el mensaje, cualquier modificación que 
altere los grafos marcados hará la extracción imposible. Cuando el algoritmo de 
extracción observe que los grafos del programa original y el programa marcado son 
diferentes no podrá extraer correctamente el mensaje codificado. 
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3.6 Watermarking en el dominio frecuencial 
 
 
3.6.1 Idea General 
 
En watermarking, es más fácil empotrar información en una imagen, un video o un 
archivo de audio, que en código fuente o lenguaje máquina. Esto se debe al hecho que la 
estructura del código sólo permite modificaciones a  muy bajo nivel. El watermarking 
en el dominio frecuencial intenta aprovechar lo que en principio parece una limitación 
para crear una manera muy robusta de empotrar información.  
 
Esta técnica difiere del resto por la manera en que se representa el código máquina, 
no lo consideramos como una sucesión lineal de código, sino como un objeto estadístico. 
Lo que en realidad vamos a marcar es la función que representa a las frecuencias de 
grupos de instrucciones que son ejecutadas. De esta manera se consigue esparcir el 
watermark por toda la aplicación, haciéndolo más imperceptible y en cierto modo más 
resistente frente a ciertos ataques.   
 
Uno del los  primeros esquemas de watermarking en el dominio frecuencial para 
código fue desarrollado por Stern, Hachez, Koeune y Quisquater en 1999. Este esquema, 
llamado SHKQ [SHKQ99], propone la idea de implementar el algoritmo en lenguaje 
ensamblador x86. Posteriormente los mismos creadores del SHKQ [H03] lo adaptaron 
para aplicarlo a Java Bytecode (lo llamaremos SHKQ1). Tapas y Collberg [TC04] 
decidieron hacer su propia implementación del algoritmo SHKQ (lo llamaremos 
SHKQ2) para aplicarlo también sobre Java Bytecode, e integrarlo en la herramienta 
SandMark.  
 
 
 
3.6.2 The Vector Extraction Paradigm (VEP) 
 
 
En las técnicas de espectro ensanchado los datos que van a ser marcados se 
representan como un vector cuyos componentes van a ser ligeramente modificados. 
Estas ligeras modificaciones, que son aleatorias (aunque conocidas), constituyen la 
marca, y su presencia se detecta calculando las correlaciones de los vectores.  
 
No obstante, debemos tener en cuenta que una porción de datos (en nuestro caso 
código) no es un vector. Una porción de datos se puede representar mediante muchos 
vectores en muchos tipos de espacios, por lo tanto antes de pensar en cómo aplicar la 
marca debemos pensar en cómo obtener los vectores. La resistencia del watermark 
dependerá en gran medida del tipo de esquema que usemos para obtener los vectores de 
frecuencias. De hecho si hiciéramos una lista de los atributos típicos de un watermark, 
podríamos separar aquellos que dependen del VEP, y aquellos que dependen de la 
técnica de espectro ensanchado que se use. La imperceptibilidad y la robustez del 
watermark dependerán del VEP, mientras que la recuperación del watermark, su 
extracción o la verificación de su presencia, dependerán de la técnica de espectro 
ensanchado escogida. 
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Las técnicas de espectro ensanchado se han usado típicamente en multimedia, 
sobretodo en imagen. Esto se debe a que resulta relativamente fácil modificar imágenes 
sin que ello resulte en una degradación significativa. Sin embargo, es  extremadamente 
difícil encontrar una representación vectorial y una medida de la distancia (en el espacio 
vectorial), que resistan a la gran variedad de modificaciones posibles. Esto se debe 
precisamente a las amplias posibilidades de modificación que están a disposición tanto 
del que inserta el watermark, como del que intenta atacarlo. 
 
Cuando se trata de watermarks de código, nos encontramos un escenario 
totalmente opuesto; el poco margen de modificaciones posibles, hace que sea más fácil 
diseñar una técnica de espectro ensanchado en la cual los posibles ataques no consigan 
modificar los vectores lo suficiente. Es decir, si conseguimos que las distancias 
definidas en el espacio vectorial, entre vectores marcados y vectores atacados sean 
mínimas, podremos reconocer nuestro watermark sin problemas.  
 
 
3.6.3 Esquema de funcionamiento 
 
 
El watermarking de espectro ensanchado se puede dividir en tres  fases: 
 
 
 
 
 
VECTOR EXTRACTION 
 
Esta fase es la parte central tanto del proceso de empotrado (embedding) como del 
proceso de extracción (extraction). La idea es calcular un vector de frecuencias, donde 
cada una de ellas haga referencia un grupo de instrucciones diferentes.   
 
 
1. Se define n como un parámetro de seguridad 
 
2. Se define un vector S = (s1,…,sn) de n grupos ordenados de instrucciones de 
lenguaje máquina. 
 
3. Para cada grupo si Є S, contamos la frecuencia ci del grupo en el código, y 
formamos el vector c = (c1,…,cn). Devolvemos c. 
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WATERMARK EMBEDDING 
 
Para conseguir insertar el watermark en el vector de frecuencias extraído, debemos 
realizar modificaciones en el código. Estas modificaciones se hacen utilizando un 
codebook que solo conocemos nosotros, y que consiste en un diccionario que detalla las 
modificaciones que podemos realizar para cada grupo de instrucciones. Estas pueden ser 
de dos tipos: 
 
• Modificaciones locales: Estas incluyen modificaciones que se restringen a un 
bloque de instrucciones específico. 
 
• Modificaciones de espectro ensanchado: Estas modificaciones afectan a 
diferentes bloques al mismo tiempo y requieren modificar sentencias de salto 
para no alterar el flujo de ejecución del programa ( de la misma forma que en el 
método de Davidson) 
 
El algoritmo de empotrado del watermark es: 
 
1. Aplicamos la fase de extracción del vector de frecuencias y obtenemos un vector 
c de longitud n. 
 
2. Seleccionamos un vector de n coordenadas w = (w1,…,wn), cuyos coeficientes 
aleatorios sigan un ley de distribución normal con una desviación estándar α. 
 
3. Modificamos el código de manera que el nuevo vector extraído c  sea c + w. 
 
 La modificación del vector c hasta obtener el vector c , se hace de manera iterativa. 
El proceso consiste en ir realizando pequeñas modificaciones  aleatorias al programa 
(preservando su correcto funcionamiento), a la vez que vamos verificando si el vector 
de frecuencias resultante se aproxima a c o se aleja. Si el vector obtenido después de 
una modificación se aleja de c , entonces la cancelamos, si por el contrario nos 
acercamos mas a c  la damos por válida y seguimos modificando.  
 
 
WATERMARK EXTRACTION 
 
En esta fase se comparan los vectores de frecuencias tanto del programa original 
como del programa marcado. Si la diferencia es aproximadamente w, se concluye que el 
watermark está presente. El algoritmo es: 
 
1. Establecer un umbral σ, ( 0 < σ  <1). 
 
2. Aplicar la fase de extracción al programa original para obtener el vector c. 
 
3. Aplicar la fase de extracción al programa marcado para obtener un vector d. 
 
4. Calcular una medida de similitud entre d-c y w. 
 
5. Si Q es mayor que σ entonces el algoritmo devuelve “marcado”, sino devuelve 
“no marcado”. 
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3.6.4 SHQK para x86  
 
El SHKQ para x86 [SHQK00] es una simple propuesta de varias modificaciones de 
código para insertar el watermark. No existe publicación alguna acerca de una 
implementación del sistema, ni tampoco existe un análisis de seguridad. Los autores se 
limitan a describir las tres fases generales (vector extraction, watermark embedding, 
etc.), junto con una relación de posibles ataques, sus posibles consecuencias, y varias 
ideas para modificar el código.   
 
Las modificaciones locales más simples que proponen consisten en modificar el 
orden de dos instrucciones consecutivas que no afecten a otras instrucciones. Por 
ejemplo podemos cambiar los siguientes pares de instrucciones: (mov/push), (mov, pop), 
(mov/xor), (mov/and), (mov/sub), (not/xor), etc. Evidentemente debemos ser 
cuidadosos ya que estas modificaciones dependen de los datos, por lo que debemos 
verificar que los registros modificados en una instrucción no sean usados en la otra. 
Además debemos tener en cuenta posibles modificaciones de los flags, por lo que una 
buena política es usar pares de instrucciones en los que al menos una de las 
instrucciones no modifique ningún flag (mov, push, pop, lea, not, in, out, rep, set xchg). 
 
Para elevar ligeramente el nivel de sofisticación de las modificaciones podemos 
intercambiar pequeños grupos de instrucciones en lugar de hacerlo con pares de ellas. 
Por ejemplo podemos coger el siguiente grupo de instrucciones y cambiar su estructura: 
 
 
mov eax, ebx     mov eax, ebx 
sub   eax, edx     add eax, ecx 
push eax       push eax 
mov eax, ebx      mov eax, ebx 
add  eax, ecx      sub eax, edx 
push eax       push eax 
xor   eax, eax      xor eax, eax 
 
 
Es posible incluso, llevar a cabo modificaciones más sofisticadas si reemplazamos 
un grupo de instrucciones por otro equivalente: 
 
 
mov eax, ebx      xch eax, ebx 
 
mov ebx, ecx     mov ebx, ecx 
 
 
 
 
      ror eax, 19     rol eax, 13 
 
 
Por último se mencionan dos posibles modificaciones de espectro ensanchado, que 
son las reordenaciones de bloques básicos, y las modificaciones de las secuencias de 
saltos (jumps). 
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3.6.5 SHQK1  
 
Este algoritmo, al igual que el propuesto por Tapas y Collberg, sigue el esquema de 
funcionamiento general que hemos visto, pero difiere en la manera de modificar el 
código para alterar las frecuencias.  
 
Para explicar el funcionamiento del SHKQ1 debemos tener en cuenta que en Java 
cada método tiene su propia tabla de variables locales. Esta tabla es un vector cuyos 
índices pueden empotrarse en los propios opcodes de Java. Un opcode (Operation 
Code) es la porción de una instrucción de lenguaje de máquina que especifica la 
operación a ser realizada. Una instrucción completa de lenguaje de máquina contiene un 
opcode y, opcionalmente, la especificación de unos o más operandos. Los opcodes 
también pueden ser encontrados en los Bytecode interpretados por un interpretador de 
código de byte como la  máquina virtual de Java. En éstos, una arquitectura de conjunto 
de instrucciones es creada para ser interpretada por software en vez de un dispositivo de 
hardware. A menudo, los interpretadores de código de byte trabajan con tipos de datos y 
operaciones de más alto nivel, que el de un conjunto de instrucciones por hardware, 
pero son construidas a lo largo de líneas similares.  
La idea básica del algoritmo consiste en cambiar la posición de alguna variable 
local en la tabla, con lo que se consiguen cambiar  instrucciones en el código. Por 
ejemplo, supongamos que tenemos el siguiente código original: 
 
iload_0 
iload_2 
iadd 
i2f 
fload_1 
fmul 
fstore_3 
 
La tabla de variables locales se modifica según la Tabla 3.6: 
 
Índice antiguo Índice Nuevo Tipo 
0 3 Integer 
1 0 Float 
2 2 Integer 
3 1 Float 
Tabla 3.6: Modificaciones de los índices 
 
El código resultante es: 
 
iload_3 
iload_2 
iadd 
i2f 
fload_0 
fmul  
fstore_1 
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Usando este tipo de transformaciones se genera un codebook que únicamente 
indica los índices y los opcodes que se cambian. Esta manera de modificar el vector de 
frecuencias obliga a no marcar todos los métodos, para poder resistir ataques por 
adición de nuevos watermarks. La explicación es sencilla, si se observa el código de la 
aplicación como una señal, y nuestro watermark como un ruido, resulta muy difícil 
detectar las variaciones imperceptibles debidas al watermark. Como en la práctica no 
podemos modificar todas las frecuencias, este esquema no genera un modelo de 
espectro ensanchado y por lo tanto el watermark no resulta tan imperceptible. De hecho 
si se añaden nuevos watermarks es posible que no se pueda reconocer el nuestro. La 
manera de paliar este defecto es insertando varios watermarks en distintos métodos. 
 
Este hecho plantea algunas dificultades a la hora de reconocer el watermark. Dado 
que no se marcan todos los métodos, debemos tener en cuenta que para recuperarlos 
primero debemos identificarlos, y esta tarea puede resultar difícil si el programa ha sido 
ofuscado. En estos casos los nombres de los métodos siempre son cambiados, y 
deberemos desarrollar un algoritmo heurístico que use características como el tamaño 
máximo del stack, el número de excepciones, el tamaño de la tabla de variables locales, 
etc. para identificar a los métodos. De todas formas a medida que aparezcan 
ofuscaciones más avanzadas, estas características podrán ser también cambiadas, con lo 
que aún resultará más difícil identificar los métodos marcados. 
 
 
 
3.6.6 SHKQ2 
 
3.6.6.1 Esquema general  
 
El algoritmo SHKQ2, a diferencia del SHKQ1 implementa el watermark usando 
un codebook de posibles modificaciones para un conjunto de grupos de hasta cuatro 
instrucciones (opcodes), llamados vector groups. Además el watermark se codifica a lo 
largo de toda la aplicación, con lo que no tiene el problema de identificación de métodos 
en la fase de extracción del watermark. Para apreciar las diferencias con el esquema 
anterior, veamos los principales rasgos del algoritmo SHKQ2. 
 
El primer paso (A) es la caracterización de un perfil frecuencial de diferentes 
grupos de instrucciones. En la Figura 3.6a podemos ver como se cogen varias 
aplicaciones y se extrae una tabla de combinaciones de instrucciones que aparecen con 
asiduidad. 
 
 
 
 
 
 
 
 
 
Figura 3.6a: Generación del perfil frecuencial 
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El segundo paso (B) consiste en construir un codebook a partir de estos grupos de 
instrucciones. El codebook nos dice cómo conseguir que un grupo de instrucciones en 
concreto, aparezcan más frecuentemente en la ejecución del programa, ya sea mediante 
inserciones de código, o mediante substituciones de código. En la figura 3.6b podemos 
ver un ejemplo de la información que contiene el codebook: 
 
 
Figura 3.6b: Información contenida en el codebook 
 
 
Una vez hemos determinado los grupos de instrucciones con los que vamos a 
trabajar, y las modificaciones necesarias para hacerlo, nos queda el proceso de 
extracción del vector c, el cálculo del vector c , y la modificación del código para 
empotrar c . En la figura 3.6c podemos ver como a partir de una aplicación extraemos el 
vector c  (C) y obtenemos el vector c marcado. Seguidamente aplicamos nuestro 
codebook para conseguir empotrar el patrón de frecuencias del vector c  en el programa 
(D). 
 
 
 
 
Figura 3.6c: Calculo de  c y empotrado 
 
 
 
Finalmente nos queda testear la presencia del watermark. Para hacerlo extraemos 
de nuevo el vector de frecuencias d (de acuerdo al codebook), y mediante alguna 
medida de similitud  comparamos d – c con  w. 
49 
 
3.6.6.2 Construcción del codebook 
 
Las transformaciones de código contenidas en el codebook se construyen en 
función de las secuencias de código más frecuentemente usadas en programas reales. 
Para recoger esta información se utiliza un profiler. El profiler analiza estadísticamente 
diferentes aplicaciones para identificar grupos de instrucciones que sean susceptibles de 
aparecer frecuentemente. Estos grupos de instrucciones, llamados instruction groups, 
serán los componentes del vector de instrucciones que va ser empotrado.  
 
 
El objetivo de las transformaciones que contempla el codebook, es conseguir que 
estos grupos de instrucciones aparezcan más frecuentemente en el código. Para 
conseguir este objetivo se plantean varias maneras de alterar estas frecuencias, tales 
como las transformaciones por sustitución de código, las transformaciones por inserción 
de código, y las transformaciones por solapamiento de métodos. Por ejemplo 
supongamos que vamos a realizar una transformación por sustitución, y el instruction  
group que queremos potenciar es: 
 
bipush 
iadd 
 
 
La instrucción bipush X almacena el entero literal X en la evaluation stack, y la 
instrucción iadd recupera los dos últimos enteros de la evaluation stack y los suma. Si 
en el código el programa en cuestión encontramos la instrucción iinc X Y (que 
incrementa la variable local X según el entero Y), esta puede ser sustituida por 
instrucciones que computen YXX +← . Entonces en el codebook contendrá el 
siguiente padrón de sustitución: 
 
 
iinc X Y    iload X 
     bipush Y 
     iadd 
     istore X 
[ YXX +← ]   [ YXX +← ] 
 
 
Una vez realizada la sustitución, habremos incrementado la frecuencia del vector 
group [bipush, add] en una unidad. 
 
Después de realizar una búsqueda exhaustiva de secuencies de instrucciones 
frecuentes, se descubrió que existían algunas que no podían ser alteradas mediante 
patrones de sustitución. Por ejemplo la instrucción new  asigna objetos al heap, y no 
existe ninguna otra secuencia Bytecode que pueda realizar la misma acción. Para poder 
usar estas secuencias de instrucciones, la implementación SHKQ2 [TC04] propone 
modificar el código mediante patrones de inserción cuando los patrones de sustitución 
por sí solos no sean suficientes. Por ejemplo, para incrementar la frecuencia del vector 
group [bispush, add] podemos insertar el siguiente grupo de instrucciones  denominado 
embed group: 
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iload X 
bipush -1 
iadd 
istore X ( )[ ]1−+← XX  
 
 
Vemos que con esta inserción hemos conseguido aumentar la presencia de [bipush, 
add], pero por otro lado también vemos que la variable X a quedado alterada, con lo que 
no se está preservando la semántica. Para solucionar este problema debemos insertar un 
segundo grupo de instrucciones llamados nullify group, que anulará los cambios 
introducidos: 
 
iload X 
iconst_1 
iadd 
istore X [ ]1+← XX  
 
A continuación discutiremos cada uno de los métodos usados para incrementar la 
frecuencia de los vector groups. 
 
 
3.6.6.3 Sustitución de código  
 
La substitución de grupos de instrucciones semánticamente equivalentes, incrementa la 
frecuencia de un vector group, mientras que el tamaño del código se incrementa 
mínimamente. La Figura 3.6d ilustra la operación de sustitución. 
 
 
 
 
 
Figura 3.6d: Proceso de sustitución de código 
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En (A) escogemos el vector group [bipush, iload], y buscamos en el codebook un 
par de grupos de instrucciones equivalentes (uno que va ser sustituido y  otra que lo 
sustituya) cuyo grupo de sustitución incluya [bipush, iload]. En (B) buscamos dentro del 
código  del programa, la secuencia que va a ser substituida y en (C) se le extraen los 
parámetros 38,2,3 === ZYX . Por último en (D) se reemplaza la secuencia original 
por la que es semánticamente equivalente. La sustitución de código es el esquema de 
empotrado que se usa por defecto en esta implementación del SHKQ, y solo 
utilizaremos otra esquema en aquellos casos en los que no sea posible usar una 
sustitución. Estos esquemas alternativos son por ejemplo la inserción de código, que 
requiere operaciones adicionales para preservar la semántica, y el solapamiento de 
métodos.  
 
 
 
3.6.6.4 Inserción de código 
 
La inserción de código, a diferencia de la substitución, consiste en insertar una 
secuencia de instrucciones, y sólo se utiliza cuando la sustitución no es posible. Para 
hacerlo, cada vector group tiene asociada (en el codebook) una secuencia de 
instrucciones llamada embed instruction group, que se inserta en un método 
seleccionado aleatoriamente. Estos grupos aprovechan al máximo las variables locales 
existentes en el método (eliminando la inicialización de nuevas variables) para 
minimizar el tamaño del código.  
 
Como hemos introducido antes, es necesario usar grupos de instrucciones 
adicionales (nullify)  que anulen los efectos del código insertado. En primera instancia 
puede parecer que estos grupos adicionales de instrucciones provoquen un aumento del 
tamaño del código, pero en la práctica el codebook ha sido diseñado para que estos 
grupos favorezcan nuevas sustituciones. Veamos un ejemplo en el que queremos 
insertar el vector group: 
 
iadd 
istore 
 
 
Este vector group tendrá asignados dos grupos de instrucciones, el embed group y 
el nullify group: 
 
 
Embed     Nullify 
iload X     iload X 
bipush -1     iconst_1 
iadd      iadd 
istore X     istore X ( )[ ]1−+← XX    [ ]1+← XX  
 
 
52 
 
La inserción del nullify favorecerá nuevas substituciones, como por ejemplo la del 
vector group: 
iconst 
isub 
 
 
La sustitución quedará: 
 
iload X     iload X 
iconst_1     iconst_m1 
iadd     isub [ ]1+X     ( )[ ]1−−X  
 
 
 
La figura 3.6e ilustra el procedimiento completo de inserción de código. 
 
 
 
Figura 3.6e: Procedimiento de inserción de instrucciones 
 
 
En (A) partimos de un vector group [bipush, iload], y seleccionamos un embed 
group E y un nullify group N adecuado. E y N tienen dos operandos, un entero literal X 
y una variable local entera Y. En (B) buscamos un lugar adecuado en la aplicación para 
insertar E y N, queremos encontrar un punto donde se halla inicializado una variable 
local de tipo entero (miramos la tabla de variables locales). En (C) seleccionamos el 
literal 20 para X y la variable local 5 para Y. Finalmente en el punto (D) insertamos las 
dos secuencias N y E de manera que el código no se vea afectado. 
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3.6.6.5 Métodos solapados 
 
 
En Java, dos métodos están solapados si han sido declarados en la misma clase y 
tienen el mismo nombre, pero tienen listas de parámetros distintas. Este fenómeno 
ocurre frecuentemente en programas reales, pero en el caso que nos ocupa se utiliza 
para aumentar la frecuencia de determinados vector groups. En aquellos casos en los 
que ni la sustitución de código, ni la inserción es suficiente, añadiremos nuevos métodos 
solapados. 
 
Para llevar a cabo este proceso, primero debemos identificar un método M que 
contenga el vector group V que nos interesa. Una vez hallado M hacemos una copia M’ 
y la añadimos a la aplicación. Para hacer a M’ distinto de M, modificamos su lista de 
parámetros, ya sea añadiendo o eliminando parámetros. En ambos casos deberemos 
retocar el cuerpo de M’, borrando o añadiendo instrucciones que hagan referencia a los 
parámetros modificados,  y añadiendo variables locales que hagan referencia a los 
parámetros borrados, etc. 
 
Una vez insertado el método en el código, es necesario proteger el watermark de 
optimizadores de ambigüedad, para eso añadimos llamadas falsas al método M’. Estas 
llamadas se insertan en métodos que tengan acceso a M’, y se protegen con predicados 
opacos, para que nunca se realicen. Un ejemplo de llamada puede ser: 
 
void N ( ) { 
int a = · · ·; 
float b = · · ·; 
       · · · 
if (PF ) 
M’(a; b; 10); 
       · · · 
} 
En este ejemplo se ha usado un predicado opaco que siempre es falso (PF), que es 
una expresión booleana que siempre se evalúa falsa, pero que está construida de tal 
forma que a un adversario le resulta difícil evaluarla. Collberg [CTL97] describe el 
diseño de este tipo de predicados. 
 
Hemos visto que la inserción de métodos es una técnica sencilla, pero hay que 
tener cuidado a la hora de hacerlo. Idealmente estamos buscando un método que 
contenga una serie de vector groups, de tal modo que  cuando hagamos una copia del 
método estemos incrementando las frecuencias de estos grupos. Sin embargo, al mismo 
tiempo podemos estar aumentando la frecuencia de cualquier otro vector group, y por lo 
tanto deformando el perfil frecuencial de nuestro watermark. 
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3.6.6.6 Proceso de reconocimiento 
 
 
En esta implementación, el reconocedor utiliza el codebook para realizar el proceso 
de extracción vectorial, tanto del código original como del código marcado. Una vez 
disponemos de los dos vectores, calculamos la correlación lineal normalizada. La 
correlación lineal entre dos vectores, v y w, es la media del producto de sus 
componentes: 
 
[ ]∑= iwvNz rilc 1  
 
Dónde iv  y [ ]iwr  denotan el componente iésimo del respectivo vector, y N denota 
el número de componentes de cada vector. Para evitar que los valores de detección 
dependan de la magnitud de los vectores extraídos, y por lo tanto que el watermark no 
sea robusto ante modificaciones, normalizamos los dos vectores antes de calcular la 
correlación: 
v
vv =~                
r
r
r w
ww =~  
 
 
Ahora realizamos el cálculo de la correlación normalizada: 
 
[ ]∑= iwvNz rinc ~~1  
 
Bajo condiciones ideales, la correlación normalizada nos debería dar un resultado 
igual a 1, pero en la práctica se asume que un ratio de correlación superior a 0.9 
significa watermark detectado. Cualquier resultado por debajo de 0.6 implica que el 
watermark no está presente o ha sido destruido. El rango comprendido entre 0.6-0.9 
comprende un área probabilística en la cual no podemos estar seguros al cien por cien 
de si el watermark está presente o ausente. 
 
 
 
3.6.7 Conclusiones 
 
El algoritmo SHKQ adapta las ideas de multimedia watermarking a un entorno de 
software watermarking. La principal diferencia entre ambos entornos es el poco margen 
de modificaciones que permite el software watermarking, pues el código debe preservar 
su correcto funcionamiento.  
 
El algoritmo SHKQ original basado en x86, aunque propone las bases del software 
watermarking en el dominio frecuencial, no contiene información acerca de ninguna 
implementación. El propio grupo de desarrolladores del algoritmo cambió el rumbo del 
proyecto y apostó en segunda instancia por implementar el algoritmo sobre Java 
Bytecode (SHKQ1), al igual que Collberg y Tapas con su versión (SHKQ2). 
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El algoritmo SHKQ1 propone modificar los índices de la tabla de variables locales 
de los métodos, haciendo variar los opcodes que incluyen dichos índices. Por el 
contrario el sistema utilizado en SHKQ2 requiere de un diccionario de modificaciones 
más complejo para sustituir o insertar grupos de hasta cuatro instrucciones.  
 
Comparando ambas maneras de  modificar las frecuencias, parece razonable pensar 
que el modelo que proponen Tapas y Collberg tiene un fondo de maniobra, a la hora de 
escoger elementos para el vector de frecuencias, más flexible. Las expectativas del 
algoritmo SHKQ1 para buscar candidatos para el vector de frecuencias se reducen a 
aquellos opcodes que incluyan el operando de la tabla de variables locales. En cambio el 
algoritmo SHKQ tiene más grado de libertad, pues puede escoger grupos de hasta 4 
instrucciones (sin fijarse en posibles operandos), con todos las permutaciones que esto 
implica. Teniendo en cuenta que se pretende un esquema de espectro ensanchado, la 
opción SHKQ2 parece que se aproxima más a este modelo.  
 
Independientemente de cuan razonable pueda parecer esta apreciación, no podemos 
realizar ninguna comparación experimental de las dos técnicas. La razón es que el 
análisis de seguridad que proporcionan los autores del SHKQ1 no se ve respaldado con 
datos experimentales, y a diferencia del modelo SHKQ2 no hay una implementación 
disponible al público para poder analizar.  
 
Según Hachez (uno de les desarrolladores del SHKQ1) su implementación resiste 
con éxito reordenaciones de código y adiciones de código, y también resiste con poca 
degradación  (la correlación se ve rebajada un 0.05) ataques por ofuscación y 
decompilación, así como optimizaciones de código.  
 
La extracción de código y la adición de nuevos watermarks pueden ser los peores 
ataques para este modelo. Con cada watermark nuevo que se le añade al código, se va 
modificando el vector de frecuencias, y por lo tanto se altera nuestro watermark. Dado 
que el SHKQ1 no implementa a la perfección un esquema de espectro ensanchado (no 
puede modificar todas las frecuencias, y las modificaciones son aproximadas) se ve 
obligado insertar varios watermarks en diferentes métodos, lo cual dificulta la tarea de 
reconocimiento de los mismos. 
 
Tapas y Collberg (SHKQ2) realizan un análisis de resistencia ante ataques por 
preservación de la semántica, ataques por colusión, adición y recompilación. Los 
ataques basados en modificaciones que preservan la semántica son básicamente 
ofuscaciones de código. Por ejemplo el resultado de aplicar varias ofuscaciones a una 
aplicación marcada en la plataforma Sandmark, se ve reflejado en la Gráfica 3.6a. En el 
eje de ordenadas vemos los diferentes ataques aplicados al programa marcado, en eje de 
abscisas se ve reflejado el ratio de correlación en el proceso de extracción del 
watermark. El umbral de detección se fija en 0.9, y se asume que por debajo de 0.6 el 
watermark ha sido destruido. Se observa que al menos 4 ofuscaciones han conseguido 
destruir el watermark. 
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Gráfica 3.6a: Resistencia a ataques por ofuscación 
 
 
Los ataques por adición, decompilación y recompilación son de igual manera que 
para SHKQ1  los más perniciosos. En la Gráfica 3.6b se observan los ratios de 
correlación de varios programas marcados, que han sido decompilados y recompilados 
de nuevo. En todos los casos no se puede extraer el watermark. 
 
 
Gráfica 3.6b: Resistencia a ataques por decompilación y recompilación 
 
En líneas generales es acertado decir que este tipo de watermarks resisten varios 
tipos de ofuscaciones, pero no resisten ataques por adición de nuevos watermarks, 
recompilaciones ni ataques por colusión.  
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3.7 Watermarking vía predicados opacos 
. 
 
3.7.1 Idea general 
 
El watermarking a través de predicados opacos es una técnica estática de código. 
Su principio de funcionamiento es simple, para empotrar el mensaje se añade código no 
funcional, que solo sirve como recipiente del watermark. En otras palabras, dado un 
código a marcar, le añadimos porciones de código que son la propia marca. La 
problemática de esta técnica surge cuando queremos que el código adicional se camufle 
en el código de la aplicación como si formara parte de ella. Si no lo conseguimos, será 
muy fácil para un atacante separar el código adicional y eliminar el watermark. Para 
evitar que el watermark sea detectado  se utilizan predicados opacos, que son 
construcciones lingüísticas que transforman saltos incondicionales en saltos que parecen, 
a ojos de un posible atacante, condicionales. Además si utilizamos los predicados 
opacos de manera adecuada, podemos usar sus propiedades para camuflar otras 
estructuras, como los métodos de una clase en Java.  
 
Monden [MIMIT98] propuso la utilización de  métodos falsos (dummy methods) 
para codificar el watermark, usando predicados opacos para hacer que los métodos no 
parecieran falsos. Posteriormente Fukushima y Sakurai [FS04] aplicaron técnicas de 
ofuscación al modelo de Monden para hacerlo más robusto ante ataques. Arboit [A02]  
propone usar el mismo esquema de Monden, pero codificando el watermark en los 
predicados opacos. 
 
 
3.7.2 Predicados opacos 
 
Los predicados opacos junto con las variables opacas se usan principalmente  para 
ofuscar código. La ofuscación de código se puede usar como  ataque a sistemas de 
protección de software, o bien como sistema de protección de software. Cuando se 
emplea como medida de protección, la ofuscación pretende dificultar la decompilación 
de código, haciéndolo difícil de analizar. Los predicados opacos son estructuras de 
código cuyo resultado es difícil de analizar, en la Tabla 3.7 podemos ver varios 
ejemplos de predicados opacos numéricos. 
 
Ζ∈∀ yx,  : 22 17 xy ≠−  
Ζ∈∀x  : ( )xx −33  
Ν∈∀x  : ( )5457314 1224 −⋅+⋅ −+ xx  
Ζ∈∀x  : ( )182 2 −∨ xx  
Ζ∈∀x  : ∑−
+=
=
12
12,1
2
x
ii
xi   
Ν∈∀x  : ⎥⎦
⎥⎢⎣
⎢
2
2
2x  
Tabla 3.7: Ejemplos de predicados opacos numéricos 
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Una definición más formal para los predicados opacos es la que sigue: 
 
Definición: Un predicado P es opaco en p si su resultado es conocido en tiempo de 
ofuscación. Denotamos FpP  si P siempre  evalúa  Falso  en p, 
T
pP si siempre evalúa  
Cierto, y ?pP si a veces  evalúa Cierto y a veces Falso. 
 
 
Los diferentes tipos de predicados opacos se ilustran en la figura 3.7, dónde las 
líneas sólidas indican los caminos que pueden tomarse y las líneas discontinuas indican 
los caminos que nunca se toman. 
 
 
 
 
 
 
 
 
 
 
 
Figura 3.7: Tipos de predicados opacos 
 
 
En software watermarking, utilizamos el mismo principio que en ofuscación, insertamos 
predicados opacos para dificultar la comprensión del código. En este caso el objetivo no 
es evitar la decompilación, sino conseguir que las estructuras que albergan el watermark 
pasen desapercibidas. Estas estructuras pueden ser los propios predicados opacos, o los 
métodos de las clases. 
 
 
3.7.3 Watermarking por inserción de dummy methods 
 
 
Como hemos introducido, el uso de predicados opacos en software watermarking 
tiene dos variantes, una en la que sólo se usan predicados opacos y otra en la que se 
usan conjuntamente con métodos falsos. Cuando usamos métodos falsos, codificamos la 
marca en ellos, y la función de los predicados opacos es integrar estos métodos en el 
código. 
 
Para codificar el watermark mediante inserción de métodos falsos se siguen tres 
fases (ver Figura 3.7a), primero se inyecta el método en el código fuente, luego se 
compila y finalmente se inyecta el watermark en el método ya compilado. 
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Figura 3.7: Codificación del watermark 
 
 
 
• Fase 1: Dummy method injection 
 
En esta primera fase se añade un método falso (dummy method) al código 
fuente del programa a marcar. Este método nunca se va a ejecutar, su función es 
albergar el mensaje de copyright del watermark. Para que el método no resulte 
sospechoso debemos incorporar la invocación correspondiente:  
 
If (Condition) Dummy_Method(); 
 
 
La invocación al método falso es una sentencia condicional, pero la 
condición nunca se debe cumplir. Para llevar a cabo este engaño utilizamos los 
predicados opacos tal y como se ve en la Figura 3.7b. Podemos usar un 
predicado opaco que siempre sea cierto o uno que siempre sea falso, si usamos 
PF (siempre se evalúa falso) escribiremos: 
 
If ( PF) Dummy_Method(); 
 
 
Si por el contrario utilizamos PT (siempre se evalúa cierto) adaptaremos la 
sentencia condicional para que solo ejecute el método si no se cumple la 
condición: 
 
If (PT) …; 
Else Dummy_Method; 
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Figura 3.7b: Invocaciones a los dummy methods con predicados opacos 
 
Esta fase se podría realizar de manera automatizada, y además se podría 
insertar el método falso directamente en el class file compilado. Esta opción solo 
es recomendable si no nos preocupa la posible decompilación del código, o 
simplemente queremos un watermarking sencillo, pero es recomendable hacerlo 
de manera manual, para que el método y su invocación pasen desapercibidos 
incluso en caso de decompilación. 
 
• Fase 2: Compilation 
 
En esta fase se compila el código fuente con el dummy method incluido. 
 
• Fase3: Watermark injection 
 
En esta fase debemos tener en cuenta el Bytecode verifier. Cuando 
ejecutamos una aplicación o un applet de Java, el Bytecode verifier (ver figura 
3.7c) chequea la corrección sintáctica  y la consistencia de tipos de las clases. 
Por esta razón, la inserción del watermark no se puede reducir a  sobrescribir 
una secuencia de bits en el dummy method, pues el programa resultante no 
pasaría el chequeo del verificador y no se podría ejecutar. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 3.7c: Bytecode verifier  
61 
 
Para mantener la corrección sintáctica y la consistencia de tipos, se usan dos 
tipos de modificaciones, una consiste en sobrescribir operandos numéricos, y la 
otra en reemplazar opcodes. 
 
(i) Sobrescribir operandos numéricos 
 
El operando numérico de un opcode que almacena un valor en el stack 
(push), y el operando numérico de un que incrementa un valor almacenado en el 
stack, se puede sobrescribir sin incurrir en incorrecciones sintácticas ni 
inconsistencia de tipos. Por ejemplo el operando “XX” del opcode “iinc XX” y 
“bipush XX” se puede sobrescribir con un byte cualquiera. La figura 3.7d 
muestra un ejemplo de operandos numéricos que pueden ser sustituidos, el 
campo address indica la posición de la instrucción, el campo instruction nos 
muestra el código de cada opcode así como sus operandos, y el campo 
mnemonic nos indica el nombre por el que se define cada opcode. Los operandos 
de los opcodes iinc y bipush (resaltados) se pueden sobrescribir por cualquier 
cifra hexadecimal de 8 bits. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 3.7d: Ejemplo de operandos que pueden ser sobrescritos 
 
 
 
Aquellos operandos que indican una posición, un índice en tablas de clases, 
o una variable local en la tabla de variables locales de los métodos, no pueden 
ser sobrescritos ya que violarían las exigencias de corrección sintáctica. Por 
ejemplo un operando XX en opcodes como “getfield XX” o “putfield XX” no 
puede ser sobrescrito. 
 
 
(ii) Reemplazar opcodes 
 
Para aumentar el espacio en el que podemos codificar el watermark, se opta 
por reemplazar opcodes como iadd, ifnull y iflt, por otros distintos. Por ejemplo 
podemos reemplazar el opcode iadd por el opcode isub sin violar la corrección 
sintáctica ni la consistencia de tipos. De hecho, el opcode iadd puede ser 
reemplazado por isub, imul, idiv, irem, iand, ior, o  ixor.  
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Estos opcodes realizan operaciones aritméticas y lógicas, por lo que 
podemos reemplazar cada uno de ellos mutuamente. Si se tratara de un método 
normal, no podríamos realizar estos cambios ya que afectarían al 
funcionamiento del programa, pero como los dummy methods no se van a 
ejecutar, podemos intercambiar estas operaciones sin que afecte al Bytecode 
verifier. 
 
Usando la posibilidad de reemplazo mutuo entre estos 8 opcodes (iadd, isub, 
imul, idiv, irem, iand, ior,  ixor) podemos codificar 3 bits de información. Por 
ejemplo podemos asignar 0002 a iadd, 0012 a isub, …, 1112 a ixorl, de manera 
que  para cualquiera de estos opcodes que aparezca en el código, podemos 
realizar un cambio por el opcode de la lista que nos interese de acuerdo a la 
secuencia de bits que queramos codificar. En la Figura 3.7d’ podemos observar 
el mismo código que en la figura 3.7d, pero en lugar de sobrescribir operandos 
se remplazan opcodes. Si nos fijamos en el opcode iconst 0, puede ser 
substituido por otros tres opcodes con códigos 02, 04, 05. El opcode iadd (60) 
puede ser remplazado por cualquiera de los 8 opcodes de la lista anterior. La 
figura 3.7e propone 3 reglas de asignación de bits, la primera (rule 1) es la 
codificación de 3 bits propuesta anteriormente. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 3.7d’: Reemplazar opcodes 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 3.7e: Ejemplo de reglas de asignación de bits 
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La codificación del watermark se hace usando conjuntamente reemplazaos 
de opcodes, y sobre escrituras de operandos. La Figura 3.7f nos muestra un 
ejemplo de codificación de la frase “(C) AKITO MONDEN”. En primer lugar se 
traducen los caracteres a una secuencia binaria y posteriormente se sobrescriben 
operandos y se reemplazan opcodes siguiendo las reglas de asignación de bits 
establecidas. De esta manera conseguimos codificar el watermark.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 3.7f: Ejemplo de codificación 
 
 
Para realizar la decodificación del watermark, debemos conocer las reglas de asignación 
de bits a opcodes y la relación entre caracteres y bits. Sabiendo esto la decodificación es 
sencilla, pues se trata de realizar el proceso de codificado a la inversa. No es necesario 
identificar los métodos marcados, se analizan todos los métodos y se van reemplazando 
operandos y opcodes por sus secuencias de bits asignadas. En caso que el watermark 
sea una secuencia de caracteres, se coge la secuencia de bits obtenida en cada método y 
se traduce. La figura 3.7g muestra un posible resultado del watermark decodificado. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 3.7g: Ejemplo de watermark decodificado 
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3.7.4 Otras implementaciones 
 
En este capítulo hemos descrito un esquema de software watermarking, para 
aplicaciones y applets de Java [MIMIT98], que utiliza predicados opacos y métodos, 
para codificar un mensaje de copyright. Sin embargo, tal y como hemos mencionado en 
la introducción del capítulo, existen dos propuestas posteriores [A02] [FS04] que por su 
similitud al modelo de Monden, por su particular análisis de dicho modelo, o por no ser 
un esquema de watermarking propiamente dicho, no han sido descritas al detalle en este 
proyecto. A continuación explicaremos brevemente en qué consisten estas dos 
propuestas, indicando en cada caso los motivos por los que no se han descrito en 
profundidad. 
 
Arboit [A02] adopta el algoritmo de Monden, y además propone uno nuevo en el 
que no se usan métodos para codificar el watermark, que se codifica directamente en los 
predicados opacos. La idea de codificar el watermark directamente en los predicados 
opacos reduce la complejidad del algoritmo de Monden, pues eliminamos la fase de 
inyección de métodos y codificación del watermark en ellos. El problema del algoritmo 
de Arboit es que no describe como codificar el watermark en los predicados opacos, ni 
como escoger los puntos de inserción de los predicados, tan solo se postula la idea de 
forma teórica. 
 
En el caso de Fukushima y Sakurai [FS04] nos encontramos ante una propuesta de 
ofuscación de software para mejorar el esquema de watermarking de Monden, que 
además es adaptado a un sistema de fingerprinting. El punto de partida de esta 
propuesta de ofuscación es un análisis de la técnica de Monden en el que se realizaron 
ataques para probar la resistencia del watermark. Según sus resultados, un atacante era 
capaz de encontrar el dummy method con cierta facilidad, sobre todo si la aplicación 
marcada disponía de pocos métodos. Además en el caso de fingerprinting también 
concluían que era posible detectar el dummy method mediante el análisis de varias 
copias del programa marcado (ataque por confabulación).  
 
La ofuscación propuesta en [FS04] consiste en modificar los métodos de una 
aplicación para posteriormente distribuirlos entre las clases. De esta manera se destruye 
la abstracción de Java, y se hace más difícil la localización de los métodos falsos. 
Además el hecho de separar estructuras de datos y algoritmos (métodos) en diferentes 
clases, dificulta el robo de las mismas para su uso en otras aplicaciones. El punto flaco 
de esta propuesta no está en la ofuscación, si no en el análisis de seguridad que hacen 
del método de Monden. Para atacarlo usan una aplicación de prueba llamada TEST0 
(facilitada por Monden) que contiene una clase y doce métodos, y que convierte un 
archivo midi a texto. Lo primero que hacen es decompilar el archivo con el 
decompilador JAD, y obtener el código fuente. Seguidamente usan el comando grep de 
Unix junto con el nombre de cada método obtenido para verificar que existen llamadas a 
los métodos. Veamos a continuación la salida del comando grep para el método llamado 
f021 : 
 
% less TEST0.JAVA | grep f021 
f021(smf0.getText(), smf1.getText()); 
System.out.println("ERROR! in calling f021"); 
private void f021(String filename1, String filename2) throws IOException{ 
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El resultado de la inspección nos muestra la declaración del método, una llamada al 
método y una sentencia de escritura por pantalla referente a un error en la llamada al 
método. Cuando inspeccionan el programa filtrando por el método check_std, la salida 
es la siguiente: 
 
% less TEST0.JAVA | grep check_std 
private void check_std(int k){ 
 
En este caso la inspección nos da como resultado la línea del código en la que se 
declara el método check_std, pero no aparece ninguna llamada al método. A partir de 
este resultado se concluye, según los autores, que es fácil deducir cuales son los 
métodos falsos porque no existen llamadas para ellos. Este resultado choca frontalmente 
con la idea básica del modelo de Monden, que consiste precisamente en añadir llamadas 
a los métodos falsos, usando predicados opacos para que nunca se ejecuten. Por lo tanto 
ponemos en cuarentena este resultado, porque si se aplica este método a una aplicación 
marcada con el esquema de Monden, obtendremos que todos los métodos tienen al 
menos una llamada. Además, la aplicación usada sólo contiene una clase y doce 
métodos, y en el caso de aplicaciones más grandes y complejas la inspección manual 
resultaría poco práctica. 
 
 
3.7.5 Conclusiones 
 
 El problema real al que se enfrenta el watermarking por uso de predicados opacos 
con métodos falsos, no es el ataque manual que intenta identificar estos métodos, sino  
ataques automatizados como la ofuscación o la decompilación y recompilación. Es 
cierto que un programa (marcado) muy sencillo podría ser minuciosamente examinado 
por un atacante experto, y con el tiempo necesario podría llegar a reconocer los métodos 
falsos. No obstante,  este ataque no sería factible en términos de tiempo, si la aplicación 
en cuestión fuese de tamaño considerable y el watermark estuviese apropiadamente 
insertado. En cambio operaciones de ofuscación, o decompilación y recompilación, que 
no requieren conocer la ubicación del watermark, sí que pueden resultar devastadoras. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 3.7h: Dos tipos de ataques realizados por Monden 
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Monden realizo ataques por ofuscación y decompilación-recompilación a 10  
archivos fuente de ejemplo, disponibles en el JDK 1.2 (ver figura 3.7h). Se inyecto el 
mensaje ”© AKITO MONDEN” a un total de 23 dummy methods distribuidos en  10 
clases. El ataque por ofuscación se realizo con la aplicación Source Guard 2.0, la 
decompilación se realizó con la aplicación Mocha, y la recompilación con el compilador 
javac común del JDK (en este último proceso se uso la opción de optimización). Los 
resultados del experimento fueron los siguientes: 
 
(1) Ataque por ofuscación 
Una vez aplicado el ofuscador se intentaron decodificar los watermarks, y el 
resultado fue la correcta obtención de todos ellos. Generalmente, los ofuscadores 
modifican símbolos como los nombres de variables, o los nombres de los métodos, pero 
no afectan ni a los operandos ni a los opcodes en los métodos.  
 
 
(2) Ataque por decompilacion y recompilación 
La Figura 3.7i muestra el resultado de este ataque a un conjunto de 10 clases con 
23 watermarks en total. En el proceso de recompilados solo se pudieron obtener 5 
archivos fuente, pues el decompilador fallo con el resto. Usando estas cinco archivos se 
procedió a la recompilación, fase en la que se solucionaron los errores de sintaxis 
manualmente. Finalmente se obtuvieron 5 clases con 8 watermarks en ellas, de estos 8 
watermarks se decodificaron correctamente 5. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 3.7i: Resultado del ataque por decompilación y recompilación 
 
 
Este resultado muestra que los ataques por decompilación-recompilación no 
siempre tienen éxito, y en caso de conseguir decompilar y recompilar la aplicación, más 
de la mitad de los watermarks (5 de 8) son decodificados correctamente. Al mismo 
tiempo, las clases que no pasaron el proceso de decompilación fueron las de mayor 
tamaño, con lo que la decompilación se hace más difícil cuanto mayor sea el tamaño de 
las clases. 
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Aparte de la resistencia ante estos ataques, podemos decir también, que el 
watermarking vía predicados opacos, tal como lo plantea Monden, permite codificar 
mensajes de copyright en cada clase. Gracias a este hecho se pueden marcar las clases 
individualmente y evitar que se usen indebidamente en otras aplicaciones. 
 
Otra ventaja de esta técnica es su resistencia ante ataques aditivos. Estos ataques 
suelen eliminar el watermark original, o al menos lo hacen irreconocible, pero en este 
caso el watermark sigue intacto y totalmente reconocible. De todas formas, la 
problemática de saber que watermark es el que precede en el tiempo no estaría resuelta. 
 
El esquema de watermarking de Monden es resistente a ataques por ofuscación, 
decompilación y recompilación, y ataques por adición, pero tal y como reconoce el 
propio autor, pueden existir otros ataques basados en transformaciones más profundas 
que puedan destruir el watermark. Sin embargo, este tipo de transformaciones pueden 
perjudicar gravemente el rendimiento del programa e incluso hacerlo inservible, y por lo 
tanto no son la amenaza más importante. Seguramente el mejor aliado de un atacante es 
la identificación de los métodos falsos, cuanto más difícil sea distinguirlos, más 
resistente será el watermark.   
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3.8 Static Graph-Based Watermarking 
 
 
3.8.1 Idea general 
 
En Graph Theoretic Watermarking [VVS00] se trabaja con el grafo de control de flujo 
de un programa (CFG). Un CFG  está formado por nodos y aristas, y representa el flujo 
de ejecución  de un programa. Los nodos del CFG son los bloques básicos de ejecución  
del programa, y las aristas son los saltos entre bloques básicos de ejecución. A su vez, 
los bloques básicos de ejecución de un programa son conjuntos de instrucciones que se 
ejecutan secuencialmente, en los cuales la primera instrucción es el único acceso al 
bloque y la última instrucción es la única de salida. En la Figura 3.8a se muestra un  
programa y su CFG equivalente. La ilustración de la izquierda nos muestra un programa 
P con cinco bloques básicos de ejecución (B1,…,B5) y cinco aristas (A1,…,A5) que 
modelan los saltos entre bloques. La ilustración de la derecha nos muestra el grafo de 
control de flujo equivalente del programa, en el que los bloques básicos pasan a ser los 
nodos del grafo. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 3.8a: Ejemplo de CFG de un programa 
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Para codificar el watermark, se construye un código cuyo grafo de control de flujo 
W se une al grafo de control de flujo P del programa que va a ser marcado. La unión de 
los dos grafos se lleva a cabo mediante la adición de nuevas aristas entre  ambos grafos, 
en la Figura 3.8b se muestra un esquema simplificado del empotrado del watermark. En 
la parte superior vemos la unión del programa P con el watermark W a través del código, 
y en la parte inferior vemos la misma unión a través de los grafos de control de flujo. En 
(a) el código del watermark W es unido al código del programa P a través de llamadas 
falsas de P a W. En (b) se muestra el mismo proceso usando los grafos de control de 
flujo, y además podemos observar que los nodos de W son marcados para su 
reconocimiento en la fase de extracción 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 3.8b: Esquema simplificado del empotrado del watermark. 
 
 
La idea de usar los grafos de control de flujo para codificar un watermark, fue 
desarrollada por Venkatesan, Vazirani y Sinha [VVS00]. En dicha publicación, los 
autores argumentan que insertar el código del watermark de forma trivial, implica que el 
watermark estará unido al programa de forma  débil. Cuando el grafo del watermark 
(pueden ser varios) ha sido unido al grafo del programa mediante conexiones débiles, el 
watermark puede ser identificado fácilmente usando algoritmos estándar de análisis de 
grafos, e incluso puede ser identificado manualmente si el programa P es de tamaño 
reducido.  
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El modelo de ataques propuesto en [VVS00] considera un adversario que intenta 
localizar un corte entre el subgrafo del watermark y el grafo del programa original (en 
la Figura 3.8b, el corte entre el watermark y el programa son las aristas dibujadas con 
línea discontinua). El algoritmo propuesto en [VVS00] está diseñado para que el 
watermark esté sólidamente conectado, y por lo tanto el corte entre este y el programa 
no pueda ser identificado. Concretamente, se añaden aristas entre P y W de tal manera 
que existan gran cantidad de subdivisiones dentro del grafo de P con el mismo tamaño 
que la división entre P y W. 
 
La primera implementación hecha pública de este algoritmo fue desarrollada por 
Collberg, Huntwork , Carter y Townsend [CHCT04], quienes bautizaron el algoritmo 
propuesto en [VVS00] como GTW (Graph Theoretic Watermarking). El algoritmo que 
desarrollaron fue nombrado GTWSM y es, en esencia, la implementación del algoritmo 
GTW. El algoritmo GTWSM esta implementado en Java Bytecode y está integrado en la 
herramienta Sandmark.  
 
 
3.8.2 Visión de conjunto del algoritmo GTW 
 
El algoritmo de empotrado  GTW toma como parámetros de entrada:  
 
• El código de la aplicación P. 
• El código del watermark W. 
• Las llaves secretas w1 y w2. 
• Dos enteros m y n. 
 
 
En el caso de la implementación GTWSM se usa un juego más pequeño y más 
simple de parámetros: 
 
• El código de la aplicación P. 
• La llave secreta w. 
• Un valor v como watermark. 
 
 Los valores de m y n son deducidos de P, W y w, y la llave secreta w2 no se usa. 
En las secciones 3.8.3 y 3.8.4 se explica cómo y porqué la implementación GTWSM 
utiliza este juego reducido de parámetros.  
 
La Figura 3.8c ejemplifica el proceso de empotrado del watermark, que se lleva a 
cabo siguiendo 6 pasos: 
 
1. El valor v se divide en k valores: {v0,…,vk-1}. 
2. Cada uno de los vj se codifica como un grafo: {G0,…,Gk-1}. 
3. Los grafos generados son convertidos en CFG’s mediante la generación de 
código para cada uno de ellos: {W0,…,Wk-1}. 
4. Clustering de los grafos (sólo para el algoritmo GTW). 
5. Cada bloque básico del watermark es marcado para indicar que forma parte 
del watermark.  
6. El watermark se une a la aplicación añadiendo aristas entre ambos grafos. 
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Figura 3.8c: Proceso de empotrado según el algoritmo GTWSM. 
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El proceso de marcado de los nodos que pertenecen al watermark es un 
problema que de momento no se ha resuelto satisfactoriamente. Para realizar el 
marcado, se pueden usar varias opciones como añadir código que no cumpla 
ninguna función específica, usar el número de instrucciones de un bloque, contar 
los accesos a variables estáticas, calcular un checksum de las instrucciones, etc. 
Ninguna de estas soluciones evita que un adversario pueda atacar estos nodos y 
hacerlo irreconocibles.  
 
El algoritmo GTW propone ni indica ninguna opción para marcar los bloques 
del watermark, en cambio el algoritmo GTWSM utiliza un marcado basado en el 
cálculo del checksum de las instrucciones. 
 
 
La Figura 3.8d ejemplifica el proceso de reconocimiento del watermark, que se 
lleva a cabo siguiendo 3 pasos: 
 
1. Se identifican los nodos marcados del CFG. 
2. El reconocedor selecciona varios subconjuntos de nodos del watermark 
para decodificar. 
3. Cada subconjunto se decodifica para obtener un valor, y posteriormente se 
combinan todos los valores individuales para obtener el watermark. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                                                      
   { } vvv k ⇒−10 ,...,  
 
 
 
Figura 3.8d: Proceso de reconocimiento del watermark. 
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3.8.3 Proceso de empotrado del watermark. 
 
El algoritmo GTW propuesto en [VVS00] no especifica cómo construir el grafo de 
control de flujo del watermark, de hecho se considera dicho grafo W como un 
parámetro de entrada del algoritmo. Por el contrario, el algoritmo de implementación 
del GTWSM si que construye el grafo W, y lo hace a partir de un valor entero v como 
parámetro de entrada. 
 
El proceso de empotrado para el algoritmo GTWSM consta de varios pasos que no 
se especifican en el algoritmo GTW (debido al hecho de  no construir W), estos pasos 
son: dividir el valor v en valores más pequeños; construir los grafos Wj que codifiquen 
dichos valores, y generar el código que corresponda a esos grafos. 
 
A su vez, el algoritmo GTW (en el proceso de empotrado) consta de un paso que 
no se da en el algoritmo GTWSM.  Este paso consiste en dividir los grafos del programa y 
del watermark en n clusters, aumentando así la complejidad de los grafos. En realidad, 
el algoritmo GTWSM realiza el clustering de forma implícita como veremos más 
adelante. 
 
El último paso dentro de la fase de empotrado del watermark es común en ambos 
algoritmos, y consiste en unir los grafos del programa y el watermark de la manera más 
adecuada para que sea difícil distinguirlos. 
 
A continuación vamos a ver cada una de los 6 pasos que intervienen en el proceso 
de empotrado del watermark. 
 
 
 
1. División del valor v 
 
El algoritmo GTWSM divide el valor v del watermark en un conjunto S formado 
por k números enteros, con k ≥ 2. Empíricamente, se ha determinado que valores de k 
entre 5 y 15, dan como resultado métodos que no son excesivamente grandes ni 
excesivamente pequeños. 
 
La división de v se lleva a cabo de la siguiente manera: 
 
1. Calcular el mínimo exponente l tal que v pueda ser representado usando k-1 
dígitos en base 2l. 
2. Separar el valor v en los dígitos v0, v1,…,vk-1 tales que 0 ≤ vj < 2l y 
∑−
=
=
2
0
2
k
j
j
jl vv  
3. Codificar los dígitos en el conjunto {s1,s2,…,sk-1} dónde  10 −= ls  y 
11 −− += iij vss  
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2. Codificación de los enteros como grafos 
 
Cada entero sj es convertido en un grafo que va a ser empotrado en el programa P. Los 
aspectos que debemos tener en cuenta a la hora de escoger el tipo de grafo que vamos a 
utilizar, son: 
 
• El grafo debe ser un directed graph, para poder caracterizar correctamente 
un CFG. Un directed graph es un grafo en el que las aristas salientes de los 
nodos nos indican el sentido de la ejecución. 
• El grafo debe poseer la estructura de un CFG válido. Debe tener un nodo 
header  con grado de entrada 0 (no tener ninguna arista entrante) y grado de 
salida 1 (tener una arista saliente), desde el  cual se pueda llegar a cualquier 
otro nodo. También debe tener un nodo footer con grado de salida 0, que 
sea alcanzable desde cualquier nodo. 
• El grafo debe tener como máximo un grado de salida de 2 aristas. Los 
nodos o bloques básicos con grado de salida 1 o 2 son fácilmente generados 
utilizando estructuras estándar de control como la sentencia if o la sentencia 
while. Los nodos con un grado de salida mayor, solo pueden ser 
construidos usando sentencias switch, las cuales son relativamente 
inusuales (en código real) y por lo tanto llamativas. 
• El grafo debe ser reducible ya que el código Java de aplicaciones reales, 
solo produce grafos reducibles. 
• Las estructuras de control representadas por el grafo no deben estar 
profundamente anidadas, pues los programas reales rara vez anidan 
profundamente. 
 
En el algoritmo GTWSM, cada una de los componentes sj se codifica como un 
reducible permutation graph, o también llamado RPG (apéndice). Estos tipos de grafos 
cumplen las condiciones arriba mencionadas, pero tienen una tasa de bits baja. Sin 
embargo la baja tasa de bits se ve compensada por sus propiedades detección y 
corrección errores (posibles modificaciones). 
 
3. Generación del código de los grafos. 
 
Una vez tenemos construidos los grafos que albergan el watermark, vamos a 
construir el código que genere los correspondientes CFG’s. En el caso de GTW no se 
especifica cómo crear el código que genera los CFG’s del watermark, pero sí que se 
especifica como unir este código al código del programa. La propuesta es usar 
predicados opacos, con lo que el código del watermark nunca se ejecuta.  
 
En GTWSM se opta por generar un código que se va a ejecutar pero que no va a 
tener ningún efecto semántico en el programa. Dado un grafo, se genera un método 
estático que acepta un entero como argumento de entrada y devuelve un entero como 
resultado. Los bloques básicos de tamaño reducido que operan con un entero, son 
seleccionados al azar de entre un conjunto de posibles candidatos, para formar los nodos 
del grafo. Estos bloques básicos se conectan al grafo de la aplicación usando saltos 
condicionales y fall-trough paths siempre que sea posible. Cuando se usa este esquema 
junto con un codificador de grafos que mimetiza las estructuras genuinas de los 
programas (como el codificador RPG), se obtienen funciones sintéticas que no parecen 
artificiales. 
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4. Clustering 
 
Tal y como hemos apuntado, el algoritmo GTW incluye una fase de clustering para 
incrementar la complejidad de los grafos. Si las aristas se añaden directamente a los 
nodos del grafo de control de flujo, se puede dar el caso en el que alguno de los nodos 
implicados resulten sospechosos (por ejemplo por tener más de dos aristas de salida). 
Podemos decir entonces que esta fase de clustering propuesta en GTW, permite a los 
grafos modificados pasar más desapercibidos.  
 
El proceso de clustering del algoritmo GTW se inicia con la partición del grafo del 
programa en n clusters (un cluster está formado por un conjunto de nodos) usando el 
parámetro w1 como semilla generadora. Debido al uso de esta semilla, el proceso será 
distinto para valores de w1 distintos, y un adversario que desconozca el valor de w1 no 
sabrá cómo se han generado las n particiones. Por otro lado, la condición de diseño es 
conseguir un grafo que minimice el número de aristas entre clusters. Así pues 
obtendremos un grafo Pc cuyos nodos se corresponden con los clusters del grafo P, y 
cuyas aristas entre nodos se corresponden a las aristas entre clusters. Este proceso se 
realiza tanto en el grafo P del programa como en el grafo W del watermark, y se 
obtienen Pc y Wc. 
 
En el caso de Java Bytecode, las aristas sólo pueden ser añadidas dentro de los 
métodos,  o en todo caso a los puntos de entrada de otros métodos que sean accesibles. 
El algoritmo GTWSM trabaja con Java Bytecode y se ve afectado por esta restricción, 
pero en la práctica este hecho hace que el proceso de clustering se dé de forma natural, 
ya que se puede tomar cada método como un cluster. Teniendo en cuenta que la 
dificultad de separar P de W no se basa en el uso de una clave (w1) para crear los 
clusters, el algoritmo GTWSM opta por tratar cada método como un cluster. 
 
Por consiguiente, tanto en el grafo P como en el grafo W, el proceso de clustering 
consiste en agrupar todos los nodos de un mismo método para formar un cluster. En el 
algoritmo GTW, la condición que debía cumplir el grafo de clusters era que se 
minimizaran las aristas entre clusters; en el algoritmo GTWSM se debe cumplir la misma 
condición y esto quiere decir que las llamadas entre métodos también se minimicen. En 
este punto es dónde tiene sentido hablar del clustering natural de Java, pues se cumple 
que las llamadas entre bloques básicos se dan con mayor probabilidad entre bloques de 
un mismo método, y en cambio las llamadas entre bloques básicos de diferentes 
métodos son menos probables. Así pues conseguimos minimizar las aristas entre 
clusters (métodos) para que la adición de aristas entre los grafos P y W no resulte 
sospechosa a ojos de un adversario. 
 
 
 
5. Adición de aristas 
 
Una vez realizada la fase clustering obtenemos los grafos Pc y Wc, cuyos nodos 
son los clusters de los grafos P y W. Para añadir las aristas que unirán ambos grafos se 
utiliza un proceso aleatorio (random walk ) pensado para unir indistinguiblemente el 
código del watermark al código del programa. El proceso consiste en seleccionar  un 
nodo de inicio e ir escogiendo repetidamente los siguientes nodos por los que pasaremos, 
creando una arista entre ellos. El algoritmo GTW repite este proceso hasta que se han 
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creado un total de m aristas entre nodos, pero no especifica como calcular el valor de m. 
Es importante recalcar que la elección del parámetro  m no es trivial,  si no se acierta 
con el valor adecuado nuestro watermark será fácilmente identificado. 
 
El algoritmo GTWSM  escoge un m tal que el grado medio de los nodos del 
watermark, sea igual al grado medio de los nodos de la aplicación. Esta política impide 
que al finalizar el proceso de adición de aristas, se dé el caso en el que algún método del 
watermark tenga grado cero, y por lo tanto sea detectado como código muerto. 
 
 
 
6. Marcado de los bloques básicos del watermark 
 
Cada bloque básico que corresponde a un nodo del watermark tiene que ser 
marcado para su posterior reconocimiento. Para hacerlo se puede modificar el contenido 
de los bloques siempre que el código resultante sea funcionalmente equivalente al 
original. Algunos ejemplos de posibles marcadores de bloques son los que siguen: 
 
1. Añadir código que no cumpla ninguna función pero que sirva como marcador,  
por ejemplo cargando un valor que nunca va a ser utilizado. 
 
2. Contar el número de instrucciones que hay en un bloque y usar la paridad como 
marcador. Añadir una no-op instruction, o realizar un cambio más sutil para 
alterar la marca. 
 
3. Contar accesos a variables estáticas para determinar la marca. Se deben añadir 
las  variables y los accesos necesarios para producir el resultado deseado. 
 
4. Calcular un checksum de las instrucciones y usar uno o más bits como marca. Se 
altera el código para producir el resultado deseado. 
 
5. Añadir marcas en la meta-información asociada a cada bloque. 
 
Todos estos métodos de marcado son fácilmente vencidos si el objetivo del 
adversario es romper el watermark sin la necesidad de leerlo. De echo, no existe por el 
momento ninguna técnica de marcado de bloques suficientemente robusta. 
 
Para la implementación del algoritmo GTWSM se adopta una técnica basada en un 
checksum, calculando el MD5 (RFC 1321) de cada bloque. Usando este algoritmo sólo 
los bytes correspondientes al código de la instrucción, y los valores de las constantes 
inmediatas, contribuyen al valor del checksum. Gracias a este echo, el valor final de la 
comprobación no se ve afectado por cambios sencillos como la reordenación de la 
constant pool de Java.   
 
Un bloque se considera marcado si los dos bits de menor orden del checksum son 
cero. Así pues se deberá alterar aquellos bloques del watermark cuyos dos bits (del 
cheksum) de menor orden no sean cero, y al mismo tiempo se deberá alterar también 
aquellos bloques del programa original cuyos dos bits sean cero. Para usar este sistema 
sin que un adversario pueda identificar los nodos marcados, se utiliza una clave para 
realizar el cheksum.  
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3.8.4 Reconocimiento de la marca 
 
 
El proceso de reconocimiento empieza con la detección de los nodos 
pertenecientes al watermark, para  posteriormente analizarlos y obtener de este modo el 
valor del watermark. 
 
 
 
Tal y como hemos visto en la sección 3.8.3, los bloques básicos que forman parte 
del watermark son marcados usando los dos bits de menor orden. Si estos dos bits son 
ceros, interpretamos que se trata de un bloque del watermark, y teniendo en cuenta que 
para calcular el cheksum se necesita una clave, sólo nosotros podemos identificar dichos 
bloques. En la práctica nos podemos encontrar que un atacante haya realizado 
modificaciones en el código consiguiendo que los dos bits de menor orden en el 
cheksum de algunos de los bloques se modifiquen. Para solucionar este problema el 
reconocedor de bloques básicos en el algoritmo GTWSM usa una lógica mayoritaria: 
 
• Si el 60% de los bloques de un método están marcados, el reconocedor 
tratará a todos los bloques del método como si estuvieran marcados. 
• Si menos del 40% de los bloques de un método están marcados, el 
reconocedlo tratará a todos los bloques del método como no marcados. 
• Si el número de bloques marcados está comprendido entre el 40% y el 60%, 
el reconocedor probará con ambas posibilidades. 
 
Una vez identificados los nodos del watermark podemos proceder a analizar los 
grafos para obtener la marca. En el caso de GTW, se propone escoger un subconjunto 
de nodos (samples) para analizar sus propiedades e inferir de este análisis el valor del 
watermark. En el algoritmo GTWSM se analizan todos los métodos que pertenecen al 
watermark, pues cada método corresponde al CFG que codifica a cada uno de los 
valores sj. Recordando el proceso de empotrado a la inversa, usaremos los valores sj 
para calcular los valores vj, y finalmente usaremos los valores vj para calcular v que es el 
valor del watermark.  
 
 
3.8.5 Conclusiones 
 
 
La idea básica en Graph Theoretic Watermarking es generar un código cuyos 
grafos de control de flujo codifiquen la marca de copyright. El código de la marca se 
añade al programa original intentando que parezca parte de él para evitar que un 
atacante  pueda identificarlo. Tal y como está definido el algoritmo en [VVS00], al que 
nos referimos como GTW, la creación del código que genera los grafos, su  unión al 
código del programa y su reconocimiento, son problemas por resolver. La 
implementación propuesta por Collberg [CHCT04], a la que nos referimos como 
GTWSM, está basada en Java Bytecode, y propone sus propias soluciones a los huecos 
dejados por GTW.  
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El  punto débil de este esquema es la imperceptibilidad. Generalmente los ataques 
manuales y los ataques por sustracción, son los que implican menor peligro porque 
requieren que se identifique la ubicación del watermark. En el caso de GTWSM se 
introducen métodos que no son imperceptibles por dos motivos: 
 
1. Los métodos generados incluyen un porcentaje muy alto de operaciones 
aritméticas, mientras el código usual de Java Bytecode incluye 
aproximadamente un 1 % de instrucciones aritméticas. 
2. Los grafos de control de flujo de los métodos insertados son reducible 
permutation graphs (RPG), que son grafos diseñados para mimetizar la 
estructura de grafos de control de flujo reales. Sin embargo si analizamos 
por ejemplo los 3236 métodos de la benchmarking suite SpecJVM, 
encontramos que sólo dos de ellos tienen una estructura de RPG. Por lo 
tanto los RPG’s no son imperceptibles si un atacante los busca. 
 
Por otro lado, el algoritmo GTWSM también introduce código perceptible para 
implementar la adición de aristas entre clusters. Concretamente, el código generado 
para unir métodos de la aplicación original, está protegido por predicados opacos que 
resultan sospechosos. 
 
 
  Una vez establecido el grado de imperceptibilidad, podemos analizar el 
comportamiento del GTWSM ante ataques por preservación de la semántica. Ante 
ataques como reasignación de registros, merging de variables locales, array splitting, 
modificación de la herencia de clases, splitting de variables locales y muchos otros, el 
watermark se reconoce satisfactoriamente. Ante ataques como primitive boxing, 
splitting de bloques básicos, merging de métodos, encriptado de clases, y duplicación de 
código, el watermark no se puede reconocer. 
 
En definitiva, el algoritmo GTWSM es funcional al 100%, y como primera 
implementación del algoritmo GTW, es razonablemente eficiente. Sus problemas de 
imperceptibilidad son un hecho, pero también lo es el gran margen de mejora del 
algoritmo. Los puntos que se pueden mejorar son: 
 
• Desarrollar un método para marcar los nodos de los grafos del watermark. 
• Buscar nuevos métodos para codificar enteros como  grafos. En particular 
prestar atención a las posibilidades de los error-correcting graphs. 
• Mejorar tanto los algoritmos para conectar el watermark al programa 
original, como el código usado para realizar las conexiones. 
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4. Software Watermarking Dinámico 
 
Como se ha visto, los watermarks estáticos son fácilmente inutilizados por ataques 
basados en transformaciones que preserven la semántica. Por consiguiente se han 
intensificado los esfuerzos por desarrollar watermarks dinámicos, que tradicionalmente 
han recibido menos atención que los estáticos. Los watermarks dinámicos se almacenan 
en el estado de ejecución de un programa, en lugar de en el propio código. Esto hará que 
en muchos de ellos podamos aplicar tamper proofing para neutralizar ataques por 
ofuscación. 
 
Existen tres tipos de watermarks de software dinámico. En todos ellos, la 
aplicación O es ejecutada con una secuencia de entrada predeterminada I=I1······Ik que 
hace que la aplicación entre en un estado que representa el watermark. Los distintos 
métodos se diferencian según la parte del estado del programa en la que se almacenen, y 
según la manera de extraerlos. Los tres tipos son: watermarks de huevos de pascua, 
watermarks de estructura de datos y watermarks de traza de ejecución. 
 
 
4.1 Watermarks de Huevos de Pascua 
 
La característica principal de este tipo de watermarks es que realiza una acción que 
es inmediatamente perceptible para el usuario, haciendo que la extracción de la marca 
sea trivial. El watermark consiste en una porción de código que sólo se ejecuta si el 
usuario ejecuta la aplicación con una secuencia de entrada determinada. Típicamente el 
código hace aparecer por pantalla un mensaje de copyright o una imagen inesperada por 
pantalla. Por ejemplo si entramos la URL “about:mozilla” en Netscape 4.0, aparecerá 
una criatura escupiendo fuego en pantalla. 
 
El principal problema de estos watermarks es que son muy fáciles de localizar. A 
menos que los efectos del huevo de pascua sean realmente sutiles, resulta muy evidente 
cuando el watermark ha sido encontrado. Una vez se descubre la secuencia de entrada 
que ejecuta el código, un debugado del programa nos daría la localización del 
watermark y podríamos proceder a su eliminación o desactivación. Por otro lado, si el 
efecto del huevo de pascua es demasiado sutil, es difícil argumentar que no  es debido a 
un bug del programa a  preferencias aleatorias introducidos por el programador 
 
 
 
 
4.2 Watermarks de Estructuras Dinámicas de Datos 
 
En este caso el watermark se sitúa en tiempo de ejecución en el estado del 
programa, ya sea en el heap (memoria dónde se cargan los objetos),  la pila (stack) o en 
los datos globales. Esto sólo ocurre cuando se ejecuta dicho programa con una 
secuencia de entrada determinada. El watermark se extrae examinando los valores 
contenidos en las variables del programa una vez se ha alcanzado el final de los datos de 
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entrada. La extracción puede ser llevada a cabo usando una rutina específica que se 
linka con el programa ejecutable, o bien mediante un debuggado del programa. 
 
Dado que se no produce ninguna salida de datos, no es inmediatamente perceptible 
para un atacante cuando se introduce la secuencia específica de entrada. Esto contrasta 
con los watermarks de Huevos de Pascua, en cuyo caso un atacante podría generar 
secuencias de entrada aleatoriamente hasta percibir una salida de datos inesperada. 
Asimismo, teniendo en cuenta que la rutina de extracción no se facilita con la aplicación 
(se linka durante la extracción del watermark), hay muy poca información en el propio 
ejecutable como para que pueda localizarse el watermark. 
 
Desafortunadamente estos watermarks también pueden ser contrarrestados 
mediante ataques por ofuscación, ya que se ha conseguido destruir el estado dinámico y 
por consiguiente hacer imposible el reconocimiento del watermark. Es  posible por 
ejemplo dividir cada variable del programa en varias variables, y viceversa; dividir o 
unir vectores, modificar la jerarquía de herencia de una aplicación orientada a objeto, 
etc. 
 
 
4.3 Watermarks de Traza de Ejecución 
 
El watermark es empotrado en la traza de ejecución del programa (instrucciones, 
direcciones, o ambas) cuando éste  se ejecuta con una secuencia de entrada determinada. 
El watermark se extrae mediante la monitorización de algunas propiedades estadísticas 
de la traza de direcciones i/o la secuencia de operadores ejecutada. 
  
Algunas transformaciones por ofuscación, así como varias transformaciones por 
traslación y optimización de código, pueden eliminar de manera efectiva cualquier 
estructura empotrada en una traza de instrucciones. 
 
 
 
 
 
 
  
 
81 
 
4.4 Dynamic Graph-Based Software watermarking 
 
4.4.1 Idea general 
 
Dynamic Graph Watermarking [CTT04] utiliza estructuras dinámicas de datos 
para codificar la marca de copyright. En concreto, se incrusta la marca en la topología 
de un grafo construido de forma dinámica en memoria, y en tiempo de ejecución. Para 
extraer la marca, el algoritmo asume una clave secreta K, que es la secuencia de entrada 
I0, I1,… de la aplicación. 
 
En la Figura 4.4 se ilustra de forma general el proceso de empotrado y extracción 
del watermark. El primer paso es empotrar el valor W (la marca) en la topología de un 
grafo G, para posteriormente dividirlo en varios subgrafos G1, G2,....; luego cada grafo 
Gi se convierte en una porción de código Ci (Java Bytecode) que lo construye. Una vez 
tenemos los bloques de código que construyen los grafos, los empotramos en la 
aplicación a lo largo del path de ejecución que se da cuando ejecutamos el programa 
con la secuencia de entrada  I0, I1,…. Cuando se ejecuta el programa con la secuencia de 
entrada secreta, el código correspondiente a cada Ci va creando los grafos Gi en 
memoria (heap). Una vez creados todos los grafos que componen G, podemos proceder 
a extraer el valor de W. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 4.4 Proceso de empotrado y extracción del watermark. 
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Existen varios motivos por los que es interesante usar un diseño basado en grafos 
dinámicos: 
  
• El efecto aliasing de los punteros. En programación, cuando dos nombres 
(identificadores) de variables locales o globales  se refieren al mismo recurso, se 
las califica como aliased. Normalmente cada nombre se mapea en una 
localización, sin embargo podemos conseguir el efecto aliasing si usamos 
punteros, referencias, etc. 
• El parecido entre el código de la aplicación y del watermark 
• La posibilidad de empotrar watermarks de gran tamaño 
• Las posibilidades de aplicar técnicas de tamper proofing 
 
Los grafos que se utilizan en este diseño están compuestos por nodos, que a su vez 
están compuestos por campos. Algunos de los campos de cada nodo contienen 
referencias a los campos de otros nodos, o lo que es lo mismo, contienen punteros a 
otros campos. El hecho de trabajar con grafos (estructuras linkadas) que se construyen 
en tiempo de ejecución, y que organizan su topología en base a punteros, dificulta 
enormemente el análisis del código que construye estos grafos. Además resulta muy 
difícil realizar transformaciones por preservación de la semántica que modifiquen 
dichas estructuras sin afectar la funcionalidad del programa. 
 
En software watermarking dinámico, a diferencia de watermarking estático, 
debemos insertar un código funcional que va a crear el watermark en tiempo de 
ejecución. Por lo tanto es importante que los tipos de operaciones que se usen en este 
código se parezcan a las operaciones que tienen lugar en el código del programa. Los 
programas basados en lenguajes orientados a objetos, típicamente contienen gran 
cantidad de las operaciones necesarias para construir grafos (como por ejemplo 
asignaciones de objetos y punteros), y gracias a este hecho el código que se inserta para 
crear el watermark pasa inadvertido. 
 
Otra gran ventaja de este diseño viene dada por la posibilidad de dividir un grafo 
muy grande en varios subgrafos más pequeños. De esta manera podemos esparcir el 
watermark a lo largo de toda la aplicación, y por lo tanto podemos empotrar marcas de 
gran tamaño sin que  disminuya el grado de imperceptibilidad del mismo. 
 
Por último, podemos aprovechar que la marca esta codificada por datos para 
intentar aplicar técnicas de tamper proofing. Cuando decimos que la marca se encuentra 
codificada en forma de datos, no nos referimos al código que genera la marca, sino al 
resultado de su ejecución. El resultado de la ejecución de este código genera una 
estructura de datos que se almacena en memoria, por lo tanto si diseñamos 
apropiadamente estas estructuras de datos, podremos dotarlas de propiedades 
específicas para luego insertar código que verifique estas propiedades. Si somos capaces 
de identificar propiedades incluso cuando las estructuras han sido ofuscadas, entonces 
podremos aplicar técnicas de  tamper proofing para evitar el uso fraudulento de nuestro 
código.  
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4.4.2 Implementación básica del algoritmo CT 
 
El algoritmo dynamic graph watermarking fue desarrollado por Collberg y 
Thomborson, y es conocido como algoritmo CT. Este algoritmo se encuentra 
implementado en Java, y está incluido en la herramienta SandMark junto con otros 
algoritmos de software watermarking. En esta implementación, el proceso de empotrado 
y extracción de la marca sigue los siguientes pasos: 
 
• Annotation: Antes de empotrar la marca en la aplicación, debemos 
insertar annotation points. Estos puntos indican las localizaciones exactas 
de la aplicación en las que se puede insertar el código que construye la 
marca. Los annotation points se identifican con la llamada a mark( ) de la 
siguiente manera 
 
 
 
 
 
 
 
 
 
 
 
 
El argumento de mark ( ) puede ser cualquier string o expresión entera 
que dependa (directa o indirectamente) de los datos de entrada del usuario. 
 
 
• Tracing: Una vez tenemos los annotation points establecidos, ejecutamos 
el programa con la secuencia de entrada secreta I. Durante la ejecución 
observamos cuales de los annotation points han tomado parte en ella y 
trazamos la ruta de puntos de anotación para la entrada I. Finalmente 
debemos escoger cuales de esos puntos van a albergar al código 
constructor de la marca. 
 
• Embedding: El proceso de empotrado consiste en insertar un entero o un 
string en el estado de ejecución del programa. Para hacerlo se toma el 
entero seleccionado (si se trata de un string se convierte a entero) y se 
genera un grafo cuya topología lo codifica. Posteriormente se genera el 
código Java que construye el grafo, y se sustituyen los marks ( ) 
seleccionados en la fase de tracing por dicho código. 
 
• Extraction: Para realizar la extracción de la marca, debemos ejecutar la 
aplicación con la secuencia de entrada I, de esta forma se ejecutará el 
código que se ha añadido en las localizaciones de los marks ( ), y se 
crearán las estructuras gráficas en memoria. Una vez creados los grafos 
examinamos el heap y buscamos los posibles grafos de la marca. 
Finalmente nos queda decodificar los grafos para obtener la marca. 
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4.4.2.1 Annotation 
 
En la fase de anotación vamos a identificar aquellos puntos de la aplicación en los 
cuales es apropiado insertar el código que construye la marca. Este código será de la 
forma: 
 
 
 
 
 
 
 
 
Por lo tanto, debemos seleccionar localizaciones en la aplicación en las que se 
manipulen punteros y se asignen objetos,  y que además dependan directamente de los 
datos de entrada del usuario. Tenemos que ser cuidadosos también, para evitar aquellas 
localizaciones que sean puntos calientes (hot-spots), o que se ejecuten según un patrón 
no determinístico. 
 
En resumidas cuentas, las llamadas a mark ( ) se deben añadir en aquellas zonas en 
las que el código del watermark sea imperceptible, no afecte al rendimiento de la 
aplicación, y se ejecute consistentemente una y otra vez dependiendo únicamente de las 
acciones del usuario. 
 
A modo de ejemplo, el siguiente código sería una mala opción ya que el método 
Math.random ( ) puede generar valores distintos cada vez que ejecutemos la aplicación. 
 
 
 
 
 
 
 
 
 
 
De manera similar, si cabe la posibilidad que la programación de threads, la actividad 
de la red, la carga del procesador u otras circunstancias, puedan afectar al orden en el 
que se ejecutan algunas localizaciones, entonces estas deben ser evitadas. 
 
 
4.4.2.2 Tracing 
 
Para llevar a cabo todo el proceso de trazado, es decir, identificar aquellas 
funciones mark ( ) que han sido llamadas durante la ejecución (dada la entrada secreta 
I ) de la aplicación del usuario, la herramienta SandMark aprovecha al máximo las 
opciones del Java Debugging Interface. SandMark lanza la aplicación de usuario como 
un subproceso que se ejecuta bajo debugado, con lo que se pueden realizar las 
operaciones típicas de un debugado interactivo (establecer breakpoints, examinar 
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variables, ejecutar paso a paso, etc.). Pero aparte de identificar los marks ( ) por los que 
ha pasado la ejecución, también necesitamos saber el argumento de la función mark ( ) y 
información sobre el stack en los puntos de las llamadas. 
 
Por lo tanto, al final de la ejecución con la entrada I, habremos recopilado una lista 
de Trace Points que nos indican cuales han sido las funciones mark ( ) que han sido 
llamadas. Cada Trace Point  contendrá tres campos de información: 
 
1. La localización (dentro del código) donde se aloja la función mark ( ). 
 
2. El valor de la expresión e que el usuario proporciona como argumento para 
la función mark (e), o 0 si se trata de una función mark ( ) sin argumento. 
 
3. Una lista de los stack-frames activos cuando la función mark ( ) fue 
llamada. 
 
 
En la Figura 4.4a podemos ver una aplicación  anotada en tres localizaciones 
distintas, L0, L1, y L2. En L0 llamamos a la función mark ( ) dentro del método P, 
pasándole el argumento i del método. En L1 también llamamos a la función mark ( ) 
pero desde el método Q, y pasándole el argumento correspondiente. En L2 llamamos a 
la función mark ( ) dentro del método actionPerformed(…) sin pasarle ningún 
argumento.  
 
Con el código del programa anotado, el siguiente paso es ejecutar la aplicación con 
los datos de entrada secretos para obtener la lista de Trace Points. En la Figura 4.4b se 
muestra una tabla con los Trace Points generados;  para cada uno de ellos conocemos: 
su localización, el valor del argumento (e),  y el segmento del stack que está implicado. 
También conocemos el método desde el cual se ha hecho la llamada a la función mark( ), 
y el hilo de ejecución implicado. Para entender mejor como se ha obtenido esta 
información podemos observar la Figura 4.4c, que nos muestra el trace forest de la 
ejecución. El trace forest es un diagrama del flujo que nos permite ver como se ha 
desarrollado la ejecución desde el punto de vista de los métodos definidos en el 
programa. Si observamos el diagrama podemos diferenciar dos hilos de ejecución, uno 
para el main y otro para el método aP ( actionPerformed), y podemos ver también que 
hay exactamente cinco puntos de anotación ( A, B, C, D, E). Debido a que los métodos 
pueden ser llamados más de una vez, es probable que alguna localización genere 
múltiples Trace Points, como por ejemplo la L1. Esta localización genera tres Trace 
Points distintos tal y como podemos observar en la tabla de la Figura 4.4b. 
 
Es importante recalcar que no todos los puntos de anotación serán válidos para 
ubicar el código constructor del watermark,  seguramente alguno de ellos deberá ser 
eliminado. Un punto de anotación será válido si y sólo si hay un único Trace Point en 
esa localización, o si existiendo múltiples Trace Points para una misma localización, 
todos ellos tienen distinto valor (argumento de la función mark( ) ). 
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Figura 4.4a Ejemplo de un programa anotado 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 4.4b Trace Points generados tras realizar la fase de tracing al 
programa de la Figura 4.4a  
# Valor Método Localización Hilo Stack 
A 1 Q L1 1 <main, Q> 
B 1 P L0 1 <main, Q, P> 
C 2 Q L1 1 <main ,Q> 
D 0 aP L2 2 <aP> 
E 3 Q L1 2 <aP, Q> 
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Figura 4.4c Trace forest de la ejecución 
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4.4.2.3 Embedding 
 
Para la implementación básica del algoritmo CT se utiliza un solo grafo para codificar la 
marca; esto significa que insertaremos el código constructor de la marca en una única 
localización. Para la fase de empotrado necesitamos: la información recopilada en la 
fase de tracing, la marca W que va a ser empotrada, y un archivo jar que contenga las 
clases en las que vamos a empotrar la marca. El empotrado se divide en tres fases: 
 
1. Generar el grafo G cuya topología codifica la marca W. 
2. Dado G generar un código intermedio C que construya el grafo. 
3. Traducir el código intermedio C a un método M que construya G, y 
posteriormente, basándonos en la información del tracing, escoger un mark ( ) y 
sustituirlo por una llamada al método M. El resto de llamadas a la función mark 
( ) se eliminan. 
 
Como resultado obtenemos un nuevo fichero .jar que al ser ejecutado con la 
secuencia de entrada I, ejecutara el método M, y este construye el grafo G en memoria. 
 
A continuación pasamos a describir los aspectos más importantes de cada una de 
las fases de empotrado. 
 
 
Fase 1: Generación del grafo G 
 
El tipo de grafo adecuado para empotrar la marca debe cumplir: 
 
1. Tener un nodo raíz desde el cual sean accesibles el resto de nodos para 
prevenir que el garbage collector elimine nodos. 
2. Tener una tasa de bits alta para poder codificar watermarks grandes en 
grafos pequeños. 
3. Tener un grado de salida bajo para camuflarse entre las estructuras 
comunes de datos tales como listas y árboles. 
4. Tener ciertas propiedades para corregir errores (error-correcting graphs), 
de tal modo que las pequeñas modificaciones realizadas por un atacante, o 
pequeños fallos que se den durante la extracción, no impidan la correcta 
extracción del grafo. 
5. Tener unas características estructurales que faciliten la aplicación de 
técnicas de tamper proofing. 
 
No se espera encontrar una clase de grafos que cumpla todas estas propiedades 
simultáneamente, en la práctica dependiendo de los requerimientos puntuales del 
usuario se usará un determinado tipo de grafos que cumpla alguna de las propiedades. 
Por ejemplo podemos usar cualquiera de los siguientes esquemas: 
 
• Permutation encoding 
• Radix-k encoding 
• Enumeration encoding 
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En la codificación por permutación (permutation encoding), seleccionamos un 
entero W de rango [0…n-1], y luego usando un mapeo entre permutaciones y enteros, le 
asignamos una de las permutaciones posibles usando los números 1,...,0 −n . Por 
ejemplo podemos hacer la asignación: 
 
1024=W  se corresponde con la permutación  8,7,1,0,4,3,2,5,6,9=π  
 
Tenemos un conjunto de 10 números (del 0 al 9), y con ellos podemos obtener 109 
permutaciones distintas. En la Figura 4.4d se muestra el grafo resultante de empotrar el 
watermark 1024. La estructura del grafo se construye usando una cola circular, en la que 
hay un total de 11 nodos. El primer nodo no interviene en la permutación, simplemente 
apunta al nodo que corresponde con la posición 0 de la permutación. Los 10 nodos 
restantes contienen dos campos, el puntero de datos y el puntero de lista. El puntero de 
datos (en azul) nos indica el valor del elemento π(i) de entre el conjunto [0…n-1], 
mientras que el puntero de lista nos indica el siguiente elemento de la lista (i + 1) mod n.  
 
 
 
 
 
 
 
 
 
Figura 4.4d Permutation graph codificando la marca W = 1024 con la 
permutación 8,7,1,0,4,3,2,5,6,9=π  
 
 
Los grafos por permutación no resisten ataques que modifiquen los campos que 
contienen los punteros. Cualquier cambio aplicado a alguno de sus punteros de lista 
destruirá las propiedades de cola circular, y cualquier cambio que afecte a los punteros 
de dato modificará la permutación codificada. 
 
En Radix-k encoding se utiliza también una estructura de cola circular linkada, en 
la que cada nodo tiene dos campos. El campo izquierdo contiene un puntero que 
codifica un dígito en base k, y el campo derecho contiene un puntero que nos indica el 
siguiente nodo de la estructura. Si tenemos un total de m nodos podemos codificar una 
cifra W de m dígitos en base k de la forma: 
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m
m
m
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−
−
−
−=  
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=
−
−
−
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i
i kakakakakaW  
 
Si el puntero de datos de un nodo  apunta a null entonces ai = 0; si  se apunta a sí 
mismo ai = 1, si apunta al siguiente nodo ai = 2, y así sucesivamente. En la Figura 4.4e 
podemos observar un estructura con k = 6 y m = 5 que codifica el valor 4453. En la 
parte superior de la figura observamos el grafo, y debajo podemos ver el dígito 
resultante para cada nodo, así como el valor final de la cifra en base decimal. 
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Figura 4.4e Codificación de la cifra 4453 mediante Radix-6 encoding, 
usando un lista circular de 5 nodos. 
 
 
Otra posibilidad para codificar un valor en un grafo es usar la enumeración de 
grafos. La idea consiste en enumerar un conjunto de grafos convenientemente de tal 
manera que podamos representar un cierto valor n con cada uno de los grafos. Esto 
requiere que dado un valor n, generamos el grafo enésimo acorde a la enumeración, y 
que dado el grafo generado seamos capaces de extraer el índice n de la enumeración. 
Una de las clases de grafos que permiten enumeración e indexado, son los parent-
pointer trees. En estos grafos los nodos contienen un solo campo con un puntero que 
referencia a un nodo pariente, y se camuflan muy bien entre las estructuras de datos que 
se dan generalmente en los programas. 
 
 
 
Fase 2: Generación del código intermedio 
 
Aunque se puede generar directamente el código Java a partir del grafo G, es más 
provechoso utilizar un paso intermedio. A partir del grafo del watermark se genera una 
lista de instrucciones intermedias de código, de manera similar a como un compilador 
puede generar una representación intermedia de un programa. Dicha representación 
intermedia nos proporciona: 
 
1. La posibilidad futura de generar código para otros lenguajes 
(retargetability). 
2. La habilidad de optimizar o transformar  el código intermedio antes de 
generar el código Java (transformability). 
 
Dado el grafo de la Figura 4.4f generaremos el código intermedio de la Figura 4.4g. 
Los nodos se denominan  n1, n2, etc., y la instrucción ni = CreateNode( ) crea el nodo i-
ésimo. La instrucción AddEdge ( )jedgei nn ⎯→⎯ , añade una arista que va del nodo ni al 
nodo nj. En este caso cada nodo tiene dos campos y hay una arista de salida para cada 
un de ellos (edge1 y edge2). La instrucción SaveNode (ni, L) se utiliza para guardar el 
nodo raíz en la localización de almacenamiento global L, de tal manera que el recolector 
de basura de Java no reclame el grafo. El conjunto al completo de instrucciones 
intermedias se puede ver en la Tabla 4.4a. 
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Figura 4.4f Grafo G a construir 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 4.4g Código intermedio que genera el grafo G  
 
 
 
INSTRUCCIÓN DESCRIPCIÓN 
AddEdge ( )mn edge⎯→⎯  Añade una arista que va del nodo n al nodo m. 
n = CreateNode ( ) Crea el nodo n. 
CretaeStorage (S) Crea la estructura global de almacenamiento 
S. 
FollowLink ( )mn edge⎯→⎯  Devuelve m después de seguir la arista edge desde n . 
LoadNode (n, L) Cargar el nodo n desde la localización global 
de almacenamiento L. 
SaveNode (n, L) Guarda el nodo n en L. 
 
Tabla 4.4a Conjunto completo de instrucciones intermedias. 
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Fase 3: Generación e inserción del código Java 
 
En la implementación CT se utiliza la librería de BCEL para generar el código Java 
final. En la Figura 4.4h podemos ver el código Java obtenido a partir del código 
intermedio de la Figura 4.4g, y en la Tabla 4.4b se muestra la traducción de 
instrucciones intermedias a instrucciones Java. 
 
El código generado consiste en una clase Watermark que va ser utilizada para 
sustituir a la función mark ( ) seleccionada. Concretamente se sustituirá la llamada a la 
función mark ( ) por la llamada a Watermark.Create ( ). Si la función mark ( ) no tiene 
ningún argumento, entonces insertaremos la llamada: 
 
 
 
 
 
 
Si la función mark (expresión) contiene un argumento, entonces insertamos la llamada: 
 
 
 
 
 
 
 
 
Cuando invocamos al método Create de la clase Watermark, se construye el grafo G en 
memoria.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 4.4h Código Java que construye el grafo G. 
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INSTRUCCIÓN CÓDIGO JAVA 
AddEdge ( )mn edge⎯→⎯  Generar    n.edge = m 
n = CreateNode ( ) Generar   Watermark n = new Watermark() 
CretaeStorage (S) Generar una de las siguientes opciones 
1. static   java.util.Hashtable hash  =  new 
java.util.Hashtable ( ) ; 
 
2. static   Watermark  =  new Watermark[m] ; 
 
3. static   java.util.Vector  vec  =  new 
java.util.Vector(m) ;   vec.setSize(m) ; 
 
4. static Watermark n1,n2,...; 
Dónde m es el número de nodos en el grafo y n1, n2,… 
son los nodos raíz de los subgrafos. 
FollowLink ( )mn edge⎯→⎯  Generar     Watermark  m  =  n.edge Si n = null en este punto, generar una de las siguientes 
opciones: 
1. Watermark m = (n!=null)?n.edge:new Watermark(); 
 
2. try {  
Watermark m = n.edge; 
//  Any  code  referencing  m 
} catch  (Exception e) {} ; 
 
3. if (n != null)   { Watermark  m = n.edge; 
// Any code referencing m 
 
LoadNode (n, L) Generar una de las siguientes opciones 
1. Watermark n  =  (Watermark)    Watermark.hash.get 
(new java.lang.Integer(k)) ; 
 
2. Watermark n  =  Watermark.arr[k-1]; 
 
3. Watermark n  =  (Watermark)        
Watermark.vec.get (k-1) ; 
 
4. Watermark n  =  Watermark.nk 
según como se ha almacenado n. k es el número del 
nodo n. 
SaveNode (n, L) Generar una de las siguientes opciones 
1. hash.put(new java.lang.Integer(k), n); 
2. Watermark.arr[k-1] = n; 
3. Watermark.vec.set(k-1, n); 
4. Watermark.nk = n 
según como se ha almacenado n. k es el número del 
nodo n. 
Tabla 4.4b Traducción de instrucciones intermedias a instrucciones Java 
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Finalmente para evitar ataques por búsqueda de patrones, se realiza una ofuscación de la 
aplicación marcada. 
 
 
4.4.2.4 Extraction 
 
Para extraer la marca se ejecuta la aplicación como un subproceso bajo debugado, 
usando el framework JDI  de Java. El usuario debe proporcionar la entrada secreta I0, 
I1,… tal y como se ha establecido en la fase de tracing. Haciendo esto se ejecuta el 
método Watermark.Create ( ) que generará el grafo en el heap. Una vez que se ha 
proporcionado la secuencia de entrada al completo, entra en funcionamiento el extractor, 
cuyo cometido es localizar el grafo en el heap, decodificarlo y presentar el valor del 
watermark al usuario. 
 
La principal dificultad con la que nos encontramos en esta fase es encontrar el 
nodo raíz del grafo, pues puede haber un gran número de objetos almacenados en el 
heap y es imposible examinarlos todos. Para reducir la búsqueda asumimos que el nodo 
raíz del watermark va a ser uno de los últimos objetos añadidos al heap, por lo tanto una 
buena estrategia es examinar los objetos almacenados en el heap en  orden inverso al 
que han sido alojados. Sin embargo, la implementación CT del algoritmo no utiliza esta 
estrategia debido a que el JDI de Java no permite examinar el heap de esta manera.  
 
Una posible solución al problema es modificar el constructor de la clase raíz de 
Java (java.lang.Object) para incluir un contador. Sin embargo, puede ocurrir que una 
optimización del compilador desestime alguna llamada a java.lang.Object.<init> 
(cualquier constructor debe realizar esta llamada) asumiendo que el constructor en 
cuestión no sea necesario.  
 
La solución utilizada en el algoritmo CT consiste en añadir breakpoints a cada 
constructor del programa usando el JDI. Luego, sea cual sea la asignación de objetos en 
memoria, añadimos un puntero al nuevo objeto en un buffer circular. De esta manera 
podemos tener disponibles los últimos objetos asignados al heap, por ejemplo podemos 
fijar el tamaño del buffer en 1000 posiciones. La desventaja de utilizar esta estrategia es 
el sustancial incremento de tiempo de proceso debido al overhead que conlleva 
gestionar los breakpoints. 
 
Para extraer el watermark consideramos cada objeto en el buffer circular en orden 
inverso a como fueron ingresados. Como el watermark tiene un nodo raíz desde el cual 
podemos recuperar todo el grafo, encontrando ese nodo raíz obtendremos el grafo. Una 
vez obtenido el grafo lo decodificaremos para extraer el valor numérico del watermark. 
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4.4.3 Conclusiones 
 
En primer lugar debemos recalcar que el algoritmo CT descrito en esta sección 
hace referencia a la implementación más sencilla del algoritmo. Existen algunas mejoras 
que dotan al algoritmo de mayor resistencia ante ataques, mayor grado de 
imperceptibilidad, e incluso permiten empotrar watermarks de mayor tamaño.  
 
Una opción para mejorar las prestaciones del algoritmo consiste en dividir un grafo 
en varios subgrafos para distribuirlos a lo largo del path de ejecución especial (dada la 
entrada secreta I). Aunque las operaciones necesarias para construir el grafo (asignación 
de punteros y instrucción new) no resultan sospechosas por sí solas, un gran número de 
ellas concentradas en un mismo punto pueden llegar a serlo. Dividiendo el grafo en 
varios subgrafos conseguimos distribuir el total de operaciones y podemos empotrar 
grafos más grandes que codifican valores mayores. 
 
Existe una propuesta alternativa para aumentar el tamaño del watermark que 
consiste en dividir el valor del watermark W en varios valores más pequeños w1, 
w2,…,wk. Es decir, en lugar de dividir el grafo en varios subgrafos, dividimos 
directamente el valor que queremos codificar, y empotramos un grafo para cada valor. 
Cada uno de los valores y su correspondiente grafo se empotran usando una secuencia 
de entrada distinta, como si se tratase de empotrar distintos watermarks en un mismo 
programa. En la extracción deberemos ejecutar el programa con cada una de las 
secuencias secretas para extraer cada uno de los grafos, obtener los valores w1, w2,…,wk 
y finalmente componer el valor total del watermark. 
 
El algoritmo CT se ha diseñado para resistir ataques automatizados 
(optimizaciones, traslaciones, ofuscaciones),  ya que se ha supuesto que el programa 
marcado es demasiado largo para realizar ataques por inspección manual. Los ataques 
que pueden afectar al reconocimiento del watermark son los ataques por ofuscación 
típicos de estructuras gráficas: 
 
1. Field reordering 
2. Bogus field addition 
3. Node splitting  
 
Los ataques por reordenación de campos (field reordering) no suponen un 
problema si utilizamos grafos como los Reducible Permutation Graphs (RPG), o 
Planted Plane Cubic Trees (PPCT), aunque su uso conlleva una tasa de datos menor. 
 
Los ataques por adición de campos falsos (Bogus Field Addition) se pueden 
inutilizar chequeando la integridad de las estructuras gráficas. Las capacidades de 
verificación de Java (reflection capabilities) nos permiten comprobar algunas 
propiedades de las estructuras gráficas, y en caso de ofuscaciones por adición de 
campos, reordenaciones o renombramientos, podemos detectar los cambios y realizar 
tamper proofing. 
 
El ataque más efectivo para inutilizar nuestro watermark es la división de nodos 
(node splitting), aunque este tipo de ataques implican un deterioro considerable del 
rendimiento del programa resultante. De todos modos, existe la posibilidad de resistir 
estos tipos de ataques usando cycled graphs. Esta opción está disponible en la 
96 
 
implementación del algoritmo CT dentro de Sandmark, y podemos utilizarla para 
transformar cualquier codificación gráfica en cycled graphs. 
 
Para comprobar la resistencia real del algoritmo CT, se ha atacado un programa 
marcado con toda la variedad de transformaciones (de código y datos) disponibles en 
SandMark. De todas las transformaciones aplicadas (method merging, class splitting, 
array splitting, method signature change, etc.), sólo una a sido capaz de  evitar la 
correcta extracción del watermark: la división de nodos (node splitting). Dado este 
resultado, se ha probado la opción cycled graph  y se ha conseguido resistir el ataque, 
pero se ha disminuido considerablemente la tasa de datos del watermark. La 
transformación a cycled graphs implica insertar más código para construir los grafos 
(contienen más nodos), con lo que se disminuye el rendimiento de la aplicación y se 
reduce la tasa de datos (bit rate) del watermark. A la hora de decidir si aplicar esta 
opción debemos tener en cuenta el efecto sobre el rendimiento final de  de la aplicación 
marcada, y no debemos olvidar que un atacante que utilice la división de nodos también 
verá reducido el rendimiento de la aplicación desmarcada, con lo que posiblemente opte 
por no utilizar esta opción. 
 
La imperceptibilidad del algoritmo también ha sido probada con un total de 622 
archivos .jar descargados de Internet. El número de métodos de cada programa variaba 
desde los 6 métodos del más pequeño, a los 40858 del más grande, con lo que se obtenía 
una muestra razonable  del conjunto de programas que podemos encontrar en el mundo 
“real”. La conclusión que se saca de estas pruebas es que para la mayor parte de estos 
programas, el código del watermark pasa inadvertido, y sólo en una pequeña parte de 
ellos puede resultar menos invisible. 
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4.5 Threading Software Watermarking 
 
4.5.1 Idea general 
 
 
En Threading Software Watermarking [NT04] se utiliza la contienda entre hilos de 
ejecución para empotrar una marca de copyright. Esta técnica se basa en introducir 
nuevos threads en secciones del programa en las que sólo se ejecuta un único thread. En 
un programa con múltiples threads ejecutándose simultáneamente, se puede dar el caso 
en el que varios de ellos intenten leer o escribir sobre datos compartidos, o de forma 
más general, intenten usar recursos compartidos simultáneamente. Cuando se da esta 
situación, el resultado final de la ejecución dependerá únicamente de cómo han sido 
programados los distintos threads. 
 
Una técnica que permite que múltiples threads compartan recursos de manera 
controlada,  consiste en usar mutual exclusión objects, también conocidos como mutex. 
Un mutex tiene dos estados, locked y unlocked, y para que un thread pueda usar un 
determinado recurso compartido deberá poner el mutex correspondiente en estado 
locked. Cuando otros threads quieran acceder al mismo recurso, intentaran poner el 
mutex en estado locked pero no podrán porque se les habrán adelantado, entonces se 
bloquearan y esperarán a que el thread que está usando el recurso compartido 
desbloquee el mutex. Cuando esto suceda, los threads que estaban esperando lucharan 
por bloquear el mutex y obtener acceso al recurso compartido. El thread que vence en la 
lucha por acceder al recurso se decide por prioridad, orden de ejecución o por algún otro 
algoritmo. Sin embargo, debido a la naturaleza de la ejecución multithreading y a la 
gran cantidad de factores que pueden afectar al orden de ejecución, puede resultar difícil  
predecir cual va a ser el thread en particular que va a ganar la contienda en un 
determinado instante.    
 
Esta supuesta aleatoriedad en el orden de ejecución de los threads nos va a permitir 
empotrar el watermark de forma robusta. Aprovecharemos que aunque la ejecución 
pueda parecer aleatoria, podemos forzar una cierta ordenación parcial si controlamos 
cuidadosamente la programación de los bloqueos. 
 
Por ejemplo, podemos considerar la Figura 4.5a que nos muestra un fragmento de 
código de un programa, este contiene un método run( ) que llama a los métodos 
blockA( ) y blockB ( ). Podemos introducir nuevos threads en el programa para ejecutar 
los métodos blockA ( ) y blockB ( ) tal y como se muestra en la Figura 4.5b. Esta versión 
del programa sigue siendo correcta y es semánticamente equivalente a la original, sin 
embargo, hay varios paths de ejecución posibles según si t0 o t1 ejecutan el método 
blockA ( ) y el método blockB ( ). Para que solo sean posibles ciertos paths de ejecución, 
podemos manipular los locks tal y como se muestra en la Figura 4.5c. En este caso sigue 
existiendo una lucha entre los dos hilos de ejecución para ejecutar los métodos blockA( ) 
y blockB ( ), pero ahora el thread que consiga adquirir el lock del mutex1 tendrá 
garantizado el bloqueo del mutex2. Si podemos detectar estos escenarios de ejecución 
entre threads, podemos usarlos para empotrar un bit de información. La ventaja de 
permitir cierta contienda entre threads, es que el path de ejecución varia con cada 
ejecución y esto dificulta la tarea de determinar la secuencia exacta que empotra la 
marca. 
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Figura 4.5: Ejemplo de multithreading watermarking En a tenemos el 
programa original. En b tenemos una versión del programa original con dos 
threads de ejecución simultáneos y sin ningún tipo de restricción. En c 
tenemos otra versión del programa original con dos threads de ejecución, en 
la que los dos métodos blockA ( ) y blockB ( ) nunca son ejecutados por 
diferentes threads pero cualquiera de los dos threads los puede ejecutar. 
 
 
 
 
4.5.2 Implementación para Java Bytecode 
 
La implementación del algoritmo descrita en [NT04] está realizada sobre Java Bytecode 
y consta de tres fases: 
 
1. Tracing: Se analiza y captura la traza de ejecución del programa dada la 
entrada secreta I. 
 
2. Embedding: Se selecciona un número W (el watermark) y se empotra en 
la secuencia de ejecución de los distintos threads. 
 
3. Recognition: Se ejecuta el código con la entrada secreta I, se analiza la 
traza de ejecución y se extrae el watermark W. 
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4.5.2.1 Tracing 
 
Esta fase empieza con la obtención de un grafo de control de flujo (CFG) del programa. 
Este grafo está formado por los bloques básicos de ejecución del programa  (los nodos), 
junto con los correspondientes saltos entre bloques básicos (las aristas direccionales). La 
traza obtenida está formada por una serie de pares (Bi, Ti) dónde Bi es el identificador 
del bloque básico ejecutado, y Ti es el identificador del thread que ha ejecutado el 
bloque Bi. 
 
Una vez obtenido el CFG seleccionamos una entrada secreta I para que dado un thread 
Tn, la secuencia de bloques básicos ejecutada por dicho thread sea la misma para 
distintas ejecuciones. En la Figura 4.5d podemos observar un fragmento del grafo de 
control de flujo de un programa que consta de siete bloques básicos (B1, B2, B3, B4, B5, 
B6, B7). Dada la entrada secreta I, la traza de ejecución resultante para el thread Tn es 
<B1, B3, B4, B6, B7>, y si se repite la ejecución del programa con la misma secuencia de 
entrada, obtenemos siempre la misma traza de ejecución para el thread Tn. 
 
 
 
 
Figura 4.5d: Ejemplo de traza de ejecución para un thread Tn. 
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La obtención de la traza de ejecución del programa nos sirve para dos propósitos: 
 
1. Tal y como se muestra en la Figura 4.5d, nos permite encontrar los bloques 
que se ejecutan dada la entrada secreta I. Una vez identificados, escogemos 
una secuencia de bloques ejecutada por un mismo thread. Posteriormente 
en la fase de embedding, modificaremos el código para que esa misma 
secuencia de bloques nos permita empotrar los bits del watermark. 
 
2. La traza de ejecución también nos permite identificar puntos calientes, los 
cuales no son buenos candidatos para insertar el watermark.   
 
 
 
4.5.2.2 Embedding 
 
En la fase de embedding se modifica el código del programa de tal forma que el 
watermark W pueda ser extraído de la traza de bloques básicos ejecutados con la entrada 
secreta I. Dada una secuencia de bloques básicos ejecutada por un thread, 
modificaremos el código del programa para que sean otros threads los que ejecuten esos 
mismos bloques. Por lo tanto lo que realmente codificará los bits del watermark no será 
la secuencia de bloques básicos ejecutada, sino la secuencia de threads utilizada.  
 
Para poder codificar la información en la secuencia de threads necesitamos que 
éstos sean capaces de ejecutar una porción de código arbitraria que se les pase, por ello 
extenderemos la clase Thread de Java para que esto sea posible. Las porciones de 
código que pasaremos a las threads se denominan closures, que son funciones que 
contienen una expresión y un entorno de variables de ligadura para su ejecución. En la 
implementación que nos ocupa se utiliza una clase que implementa el interfaz Runnable 
para albergar los closures; este interfaz contiene un único método run ( ) en el cual se 
inserta el cuerpo del closure. Gracias a los closures, los nuevos threads introducidos 
pueden acceder y modificar las variables locales de cada bloque básico. 
 
El punto de partida es un string W  de  24 bits que contiene el valor del watermark. 
Este string es codificado  antes de ser empotrado para dotar al sistema de un mecanismo 
de detección de errores en la fase de reconocimiento. El resultado de la codificación es 
un string E de 48 bits tal y como podemos ver en la Figura 4.5e:  
 
 
 
 
 
 
 
 
 
 
 
Figura 4.5e: Codificación del string W de 24 bits en un nuevo string E de 48 bits. 
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Una vez obtenido E, lo dividimos en 6 partes iguales tal y como se muestra en la 
figura 4.5f: 
 
 
 
 
 
 
 
 
 
 
 
Figura 4.5f: División del string E en 6 palabras de 8 bits  
 
 
Cada uno de estos 6 bytes se empotra por separado, como si se tratara de 6 
watermarks independientes. Para cada byte Ei escogemos un thread Ti y una secuencia 
< (B0, Ti),…,(Bn, Ti) > que es un conjunto de n bloques básicos ejecutados en orden por 
el thread Ti. Para simplificar el proceso nos aseguramos que cada secuencia de n 
bloques básicos está formada por n bloques distintos.  
 
Hasta este punto hemos codificado el valor del watermark, lo hemos dividido en 
seis partes, y hemos seleccionado una secuencia < (B0, Ti),…,(Bn, Ti) > para empotrar 
cada una de ellas. El siguiente paso consiste en introducir nuevo código en los bloques 
básicos seleccionados de tal modo que la secuencia original < (B0, Ti),…,(Bn, Ti) >, 
ejecutada por un mismo thread, sea ejecutada por una combinación de nuevos threads. 
Esta combinación de nuevos threads será la que finalmente codifique los bits de Ei.  
 
En esta implementación, un bit 0 se codifica como una secuencia de tres bloques 
básicos ejecutados por tres threads distintos, mientras que un bit 1 se codifica mediante 
una secuencia de tres bloques básicos dónde el primer y tercer bloque son ejecutados 
por el mismo thread, y el segundo bloque es ejecutado por un thread distinto. Por 
ejemplo, para codificar el byte E0 = 1,0,1,1,1,0,1,0 escogemos una secuencia de 24 
bloques básicos ejecutados por un mismo thread Ti tal y como se muestra en la Figura 
4.5g. 
 
 
 
 
 
 
 
 
Figura 4.5g: Secuencia de 24 bloques básicos seleccionada para codificar E0 
 
 
Para insertar los bits de E0, creamos tres nuevos threads que serán los encargados de 
ejecutar la secuencia de bloques básicos. Asignaremos un determinado thread a cada 
bloque básico de tal modo que cada bit de E0 sea codificado por un grupo de tres 
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threads. Siguiendo con el ejemplo, podemos tomar la secuencia de la Figura 4.5g e 
introducir tres nuevos threads que se encargarán de ejecutarla. En la Figura 4.5h 
podemos ver como los threads T1, T2, T3 van ejecutando los distintos bloques siguiendo 
un cierto orden. Si nos fijamos en los bloques B0, B1, y B2, vemos que son ejecutados 
por T1, T2, y T1 respectivamente, y de acuerdo a lo establecido anteriormente ( un bit 1 
se codifica mediante una secuencia de tres bloques básicos dónde el primer y tercer 
bloque son ejecutados por el mismo thread, y el segundo bloque es ejecutado por un 
thread distinto) hemos codificado un 1.  Los bloques B3, B4, y B5 son ejecutados por T1, 
T2, y T3 que son tres threads distintos y por lo tanto codifican un 0. Cada grupo de tres 
bloques es ejecutado por una secuencia de tres threads de tal forma que se codifique el 
bit correspondiente de E0. 
 
 
 
 
 
 
 
 
 
 
Figura 4.5h: Secuencia de 24 threads usada para codificar E0 
 
 
 
De forma más general:  
 
• Necesitamos una secuencia de tres threads para empotrar cada bit. 
 
• Cada byte Ei requerirá una secuencia de 24 threads para ser empotrado. 
 
• Insertaremos un total de 18 nuevos threads (tres por cada Ei). 
 
 
Desde el punto de vista de programación, se utilizan los monitores de Java para 
controlar el orden de los bloqueos de los mutex. De hecho se utilizan las macros 
monitor_enter ( ) y monitor_exit ( ) en el código fuente, que se expandirán en llamadas 
a monitor_enter y monitor_exit en el Java Bytecode resultante de la compilación. La 
ventaja de usar estas macros es que las llamadas a monitor_enter y monitor_exit no 
pueden ser decompiladas a synchronized statements, gracias a lo cual adquirimos cierto 
grado de defensa ante ataques por decompilación. 
 
Una implementación sencilla del código necesario para empotrar E0 es la mostrada 
en la figura 4.5i. En esta implementación declaramos los tres threads que vamos a 
utilizar (t1, t2, t3) y un vector wm [ ] que inicializamos con el valor de E0 (10111010); 
luego usaremos la función embedBit_macro( ) pasándole como argumento cada uno de 
los threads y el closure correspondiente según si vamos a codificar un 1 o un 0.  
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Figura 4.5i: Implementación sencilla del código insertado para empotrar E0 
 
 
La Figura 4.5j nos muestra el contenido de la función embedBit_macro ( ), cuyos 
parámetros de entrada son los tres threads que vamos a usar para empotrar E0 y un 
closure (body). Esta función construye el cuerpo de los threads con el código del 
closure, bloquea el objeto mutex_orig mediante un monitor,  inicia los tres threads y 
espera a que finalicen su ejecución. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 4.5j: Función embedBit_macro ( ) 
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El código que finalmente establece el orden de ejecución de t1, t2 y t3 se encuentra 
en las estructuras de datos Bit0_Closure y Bit1_Closure. En la Figura 4.5k podemos ver 
el código para empotrar un 0 (izquierda) y el código para empotrar un 1 (derecha).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 4.5k: Implementación de Bit0_Closure (izquierda) y Bit1_Closure (derecha). 
 
El problema de la implementación que acabamos de ver  es que los threads 
insertados no realizan ningún tipo de computación, y por tanto son conspicuos y 
fácilmente eliminados. Para que nuestro watermark sea difícil de detectar, debemos 
hacer que los nuevos threads ejecuten el código original de los bloques básicos. Para 
hacerlo primero dividimos el bloque básico en tres partes, piece1( ), piece2( ) y 
piece3( ), y construimos un closure alrededor de ellas. Finalmente pasamos los nuevos 
closures junto con aquellos que implementaban el watermark a los  threads,  y estos se 
encargaran de ejecutar cada parte del bloque mientras codifican el watermark. 
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Las Figuras 4.5l nos muestra el diagrama de flujo resultante de empotrar un 0, 
mientras que la figura 4.5m nos muestra el diagrama resultante de empotrar un 1. En 
ambos diagramas hemos resaltado en negro las partes del código que difieren entre 
ambos casos. 
 
Figura 4.5l: Diagrama de control de flujo de los distintos threads para empotrar un 0. 
106 
 
 
 
 
 
 
Figura 4.5m: Diagrama de control de flujo de los distintos threads para empotrar un 1. 
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En la Figura 4.5l empotramos un bit 0 de la siguiente forma: El thread original 
Torig bloquea el mutexorig, lanza los tres nuevos threads T0, T1 y T2 que ejecutan 
idénticos closures y espera  a que terminen su ejecución. Por su parte los nuevos threads 
lucharán por bloquear los distintos mutexs y ejecutar piece1( ), piece2( ) y piece3( ). 
Supongamos que el primer thread en bloquear el mutex0 es T0, este accederá a  LA1, 
ejecutará piece1( ), bloqueará el mutex1, liberará el mutex0 y finalmente se parará al 
intentar bloquear el mutexorig . Los threads T1 y T2 lucharán por bloquear el mutex0  y  
uno de los dos ganará la contienda. Si vence T1, accederá a LB1 dónde ejecutará 
piece2( ), desbloqueará mutex0 e intentará bloquear el mutex1 cuyo propietario es T0. En 
este punto T2 podrá finalmente bloquear el mutex0, ejecutar piece3( ) y desbloquear el 
mutex0 para acabar su ejecución. Cuando T2 finaliza, Torig despierta y desbloquea el 
mutexorig permitiendo que T0 y T1 finalicen su ejecución. Como resultado de la 
ejecución cada pieza de código ha sido ejecutada por un thread distinto, por lo tanto 
hemos empotrado un 0. El camino que ha seguido T0 está representado por una línea 
discontinua azul, mientras que T1 y T2 han seguido los cominos rojo y verde 
respectivamente. En este caso en particular la secuencia de threads codificada es T0, T1 
y T2, pero se podría dar cualquier permutación posible que codifique un 0. 
 
En la figura 4.5m empotramos un bit 1, pues siempre se cumple que piece1( ) y 
piece2( ) son ejecutadas por el mismo thread. Se han marcado con colores las 
trayectorias de cada thread para el caso particular en el que T0 ejecuta piece1( ) y 
piece3( ), y T1 ejecuta piece2( ).  
 
El código introducido en ambos casos ha sido cuidadosamente construido para que 
las únicas diferencias entre empotrar un 1 o un 0 sean los argumentos de los unlocks y el 
tercer condicional (ambas diferencias están resaltadas en negro). 
 
Los argumentos de los unlocks son oscuros para cualquier atacante, porque en Java, 
monitor_enter y monitor_exit son stack operations. Por lo tanto no es posible buscar 
patrones (de forma estática) en el código para determinar si se ha empotrado un 0 o un 1. 
Además dadas las stack operations, también es difícil determinar (de forma estática) 
que objeto mutex estará en la parte más alta del stack cuando el unlock sea llamado. 
 
La segunda de las diferencias puede permitir a un atacante realizar una búsqueda 
por patrones sobre las sentencias condicionales para distinguir entre empotrar un bit 0 o 
un bit 1: 
 
• Empotrar un 0 : if ( doneC  || doneD ) 
• Empotrar un 1 : if ( !doneC ) 
 
 
Usando predicados opacos podemos obtener una única expresión condicional que 
pueda usarse en ambos casos: 
 
• If (!doneC && Xopaque ) ||  ((doneC && Yopaque) || (doneD && 
Zopaque)) 
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En la Figura 4.5k se muestra el uso de una misma sentencia condicional para 
empotrar un 1 o un 0. En el código correspondiente al Bit0_Closure  escogemos 
Xopaque para que sea un predicado falso, y Yopaque y  Zopaque para que sean 
predicados ciertos, con lo que obtenemos una expresión equivalente a ( doneC  || 
doneD ). En el código correspondiente al Bit1_Closure escogemos Xopaque para que 
sea un predicado cierto, y Yopaque y  Zopaque para que sean predicados falsos, con lo 
que obtenemos una expresión equivalente a ( ¡doneC ). 
 
 
 
4.5.2.3 Recognition 
 
El primer paso para reconocer nuestro watermark consiste en extraer información 
acerca del comportamiento de los threads. Para hacerlo ejecutamos el programa con la 
secuencia de entrada secreta y vamos guardando la traza de ejecución. De la traza de 
ejecución extraeremos una lista de todos los threads que se han visto involucrados en la 
ejecución y posteriormente seleccionaremos todas las posibles combinaciones de tres 
threads distintos. En general, si tenemos un total de m threads distintos formaremos un 
total de       subconjuntos de tres threads. Por ejemplo en la Figura 4.5n tenemos una 
aplicación marcada que contiene un total de 15 threads, cuando la ejecutamos con los 
datos de entrada secretos obtenemos una lista con las transiciones entre los threads. De 
esta lista extraemos el conjunto de threads, y elaboramos un conjunto de posibles 
combinaciones de 3 threads.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 4.5n: Obtención de la traza de threads 
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Una vez obtenidos todos los posibles subconjuntos de tres threads distintos, se 
trata de buscar todas las secuencias (de transiciones de threads) de longitud 24 formadas 
por cada uno de los subconjuntos de tres threads distintos. Recordemos que cada bit se 
codifica mediante una combinación de tres threads, y cada byte equivale por tanto a  8 
combinaciones consecutivas de tres threads. El paso final consiste en construir todas las 
posibles secuencias de 6 bytes (combinando las secuencias de 24 threads generadas con 
cada subconjunto de tres threads), verificando que sean una palabra código válida. 
 
En las primeras pruebas experimentales se marcaron tres aplicaciones benchmark, 
de las cuales dos eran single-threaded y una era multi-threaded. Para el caso de las 
aplicaciones con un solo thread original, la extracción fue relativamente sencilla, pues 
la mayor parte de las transiciones entre threads  eran debidas al watermark y por tanto el 
código detector de errores se usó muy poco. En el caso de la aplicación multi-threaded, 
inicialmente esta contenía 7 threads que se convirtieron en 25 después de ser marcada. 
Con 25 threads distintos tenemos        = 2300 maneras distintas de escoger un conjunto 
de tres threads, de entre las cuales solo seis de revelarán un byte válido del watermark E. 
El resto conjuntos de tres threads darán como resultado señales espurias, y la mayoría 
de ellos no podrán ser secuenciados adecuadamente con otros 5 bytes Ei  para formar 
una palabra código válida de 48 bits. 
 
 
4.3.2.4 Conclusiones 
 
El análisis de seguridad realizado por los autores de [NT04], revela que este tipo de 
watermarks resisten especialmente bien ataques por ofuscación, y ataques por 
decompilación y recompilación. En cambio, los ataques por adición representan la 
amenaza más plausible para este tipo de watermark. 
 
Los ataques por ofuscación más sencillos, tales como el re nombramiento de 
variables y métodos, la reordenación de bloques de código, o la reestructuración de los 
datos, no parecen afectar al reconocimiento del watermark. De igual forma, 
ofuscaciones más avanzadas como por ejemplo las técnicas de “inlining” y “outlining”, 
tampoco impiden que se pueda extraer el watermark. Esta resistencia se debe a que el 
reconocimiento del watermark se basa en el comportamiento del estado  de la aplicación 
durante la ejecución y no en su estructura estática. 
 
Los ataques por decompilación y recompilación son difíciles de llevar a cabo 
porque la decompilación de una aplicación marcada con este watermark es una tarea 
muy problemática. Aunque el código marcado da lugar a un Java Bytecode totalmente 
válido, parece ser que las llamadas a monitor (en Bytecode) no pueden ser expresadas 
directamente en lenguaje Java. Según los autores, esto es debido al hecho que las 
macros monitor_enter( ) y monitor_exit( ) en el código fuente, dan lugar a sendas 
llamadas a monitor_enter y monitor_exit en Java Bytecode. Y también según los autores, 
estas llamadas en Java Bytecode no pueden ser decompiladas para obtener synchronized 
statements en el código fuente. Para probar estas afirmaciones se ataca una aplicación 
marcada con tres decompiladores, Jad, Homebrew y Dava. De estos tres sólo Dava 
consigue trasladar las llamadas a monitor al código fuente, aunque por otro lado, otros 
errores evitan la correcta decompilación de la aplicación marcada. 
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Los ataques más efectivos contra este tipo de watermarks son aquellos en los que 
un atacante sea capaz de insertar  nuevas transiciones de threads en la aplicación.  Estas 
nuevas transiciones sólo serán efectivas si consiguen afectar a dos de las tres 
transiciones de threads que codifican un bit. Estos tipos de ataques se pueden llevar a 
cabo simplemente introduciendo llamadas a Thread.yeld( ) dentro de un bloque básico. 
La función Thread.yield( ) permite a un hilo en ejecución ceder el procesador a otro hilo 
de la misma prioridad, sin esperar un bloqueo. En el caso de que al invocar a yield() no 
haya  un hilo con dichas características, simplemente se continua con el actual. El uso 
de esta técnica puede afectar al watermark pero no es aconsejable modificar un gran 
número de bloques básicos con esta función. Si se utiliza la función  yield( ) con 
demasiada asiduidad, la velocidad de ejecución del programa resultante puede verse 
disminuida. Por lo tanto, a menos que el atacante pueda identificar que transiciones de 
threads codifican el watermark, no sabrá dónde insertar dichas transiciones adicionales. 
 
Queda patente que esta técnica de watermarking es resistente al ataque que 
generalmente acaba con la mayoría de watermarks, la ofuscación. Sin embargo, los 
ataques por decompilación podrían ser más peligrosos de lo que parecen. Los autores 
del watermark indican que es difícil decompilar el programa marcado porque los 
monitores usados no pueden ser vueltos a expresar en código fuente. Teniendo en 
cuenta que no dan información sobre la implementación que usan para los monitores, no 
podemos deducir si en la actualidad existen nuevos algoritmos de decompilado que sean 
capaces de manejar correctamente estas herramientas de bloqueo de threads.  
 
Por otro lado en la publicación [NT04] no se dan detalles concretos sobre la 
implementación usada para empotrar el watermark. Ciertamente, se introduce el uso de 
closures, pero no se especifica concretamente como se define la clase 
embedBit_macro( ), ni tampoco  las estructuras Bit0_Closure( ) y Bit_1Closure( ). 
Además el código de ejemplo de los closures, no incluye el código de la aplicación que 
se debe ejecutar. Para indicar que los threads deben ejecutar las porciones de código  de 
un bloque básico, sólo se muestra un diagrama de flujo en el que se indica lo que hace 
cada thread, y se hace referencia al código de cada bloque básico. Con esta información 
no nos podemos hacer una idea de cómo  se consigue transformar el código de un 
bloque básico en un closure, para ser pasado a un determinado thread que lo va a 
ejecutar.  
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5. Agentes móviles 
5.1 Introducción 
 
Un agente móvil es una entidad software formada por código, datos, itinerario y  
estado, que puede migrar de host en host  ejecutando su código en nombre de un usuario. 
En el código se encuentran programadas las acciones que realizará el agente en cada 
host, pudiéndose personalizar la ejecución con los datos. El itinerario del agente 
dictamina qué hosts ejecutarán el agente y en qué orden. Dicho itinerario puede estar 
predeterminado por el usuario, o bien decidirse durante la ejecución del agente. Por su 
parte el estado indica en que punto se encuentra la ejecución. Atendiendo a cómo se 
comporta el agente respecto  al estado, se pueden definir dos tipos básicos de movilidad: 
 
• Movilidad débil: el agente migra de host en host, pero no se envía ninguna 
información sobre el estado de la ejecución en las anteriores máquinas. El 
código del agente en cada host siempre se ejecuta desde un punto inicial.  
 
• Movilidad fuerte: el agente migra de host en host, pero en este caso además del 
código se envía el estado de la ejecución. El proceso mientras migra va 
cambiando de estado, de manera que la ejecución en una máquina puede 
continuar desde el punto dónde se quedó en la máquina anterior. 
 
 
En la Figura 5.1a se puede apreciar un esquema del funcionamiento de un agente 
móvil. En este ejemplo, el usuario (host origen) quiere realizar ciertas acciones en otras 
máquinas distribuidas en la red, y crea una agente para llevarlas a cabo. El agente debe 
llevar consigo todo lo que necesita para poder ejecutarse en las otras máquinas: 
variables, información del usuario, clases, etc. Para poder realizar estas migraciones de 
host en host, se debe realizar una operación previa conocida como serialización, que 
consiste en convertir todos los datos y código del agente en una vector de bytes que se 
puede enviar por la red. Cuando el agente llega a un host, se realiza la deserialización 
antes de ejecutarse. Durante la ejecución, el agente puede comunicarse con otros 
agentes o entidades externas, e incluso puede decidir clonarse y migrar a otras máquinas. 
Al finalizar sus tareas, el agente puede enviar los resultados de la ejecución o volver al 
host origen para finalizar la ejecución. 
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Figura 5.1a: Funcionamiento de un agente móvil 
 
5.2 Aplicaciones de los agentes móviles 
 
La flexibilidad, autonomía y bajo coste de los agentes móviles los hacen 
especialmente atractivos para muchos servicios que requieren un alto grado de 
automatización. Sin embargo, debe quedar claro que ninguna de las aplicaciones que se 
enumeran a continuación es exclusivamente realizable con agentes móviles. Dichas 
aplicaciones o bien están en funcionamiento en la actualidad o bien podrían haberse 
realizado con otro tipo de sistemas como traspaso de mensajes o RPC. Sin embargo, el 
uso de agentes móviles puede facilitar o mejorar alguno o varios aspectos del servicio. 
 
Antes de utilizar agentes en una determinada aplicación, debe estudiarse de qué 
forma va a realizarse la migración para evaluar la que más nos interesa. De esta decisión 
pueden depender aspectos muy relevantes como el rendimiento de la red o la facilidad 
de uso del usuario. En particular podemos diferenciar dos tipos de agentes atendiendo al 
número de saltos que realizan: 
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• Single hop agent: el agente sólo realiza una migración hasta el host destino, de 
manera que vuelve directamente al host origen una vez realizadas las tareas que 
tenía asignadas. Este tipo de agentes son especialmente útiles para realizar tareas 
que requieren computar un gran volumen de datos o que precisan mucho tiempo 
de ejecución. De esta manera, para reducir el tiempo total de cómputo es más 
rentable enviar de forma paralela un agente que forzarlo a migrar de forma 
secuencial de host en host.  
 
• Multi hop agent: el agente migra de host en host ejecutándose en cada uno de 
ellos. Por tanto, realiza varios  saltos antes de volver de nuevo al host origen. Si 
el sistema de agentes tiene capacidad para movilidad débil (no se guarda 
información sobre el estado de la ejecución en máquinas anteriores, el código 
del agente siempre se ejecuta desde el mismo punto o estado inicial), este tipo de 
agentes son especialmente útiles para realizar tareas simples y repetitivas en 
múltiples máquinas. Si el sistema de agentes tiene capacidad para movilidad 
fuerte (se conserva el estado de la ejecución, de manera que en un host el código 
del agente puede empezar a ejecutarse donde terminó en el anterior), este tipo de 
agentes pueden resolver problemas más complejos, utilizando el estado de la 
ejecución. 
 
 
Teniendo en cuenta esta clasificación,  encontramos una serie de servicios  en los 
cuales parece natural el empleo de agentes móviles: 
 
• Diseminación de información: es posible utilizar las propiedades de movilidad  
y autonomía de un agente para transportar información y hacerla llegar a un 
conjunto de máquinas determinadas. 
 
• Búsquedas exhaustivas por la red: el agente puede realizar búsquedas por un 
conjunto de servidores siguiendo unos determinados criterios programados por 
el usuario. Las fuentes de la información pueden definirse de forma estática por 
el usuario, o bien determinarse dinámicamente durante la ejecución del agente. 
 
• Control de equipos remotos: un usuario puede enviar un agente a un 
dispositivo remoto para que tome el control del mismo o lo configure. Otras 
tareas relevantes que puede realizar el agente son la monitorización del estado 
el dispositivo, la notificación de eventos, la toma de estadísticas o el control de 
alarmas. De hecho, una de las principales líneas de investigación en sistemas de 
agentes móviles tiene como objetivo la gestión de redes. 
 
• Redes activas: muy en consonancia con el punto anterior, los agentes móviles 
son la solución natural para las comunicaciones en redes activas, esto es, redes 
en las cuales los nodos son programables mediante el envío de programas. 
 
• Procesado paralelo y distribuido: los agentes móviles también son útiles para 
repartir el procesado de problemas complejos entre distintas máquinas. Los 
agentes móviles tienen la capacidad de migrar e incluso clonarse, de manera 
que dicha computación puede realizarse tanto de forma distribuida como 
paralela. 
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• E-commerce: los agentes realizan acciones en nombre de un usuario, con lo 
cual pueden ser utilizados para realizar de forma remota una transacción 
económica, como por ejemplo la compra o la venta de un artículo, la 
negociación de un precio, o incluso la firma de un contrato.  
 
Obviamente puede ser desaconsejable la ejecución o el envío de agentes desde 
terminales que tengan algún tipo de limitación. No todos los usuarios tendrán la 
capacidad computacional ni los conocimientos para realizar el envío o la ejecución de 
un agente. En tal caso la solución pasa por delegar dicha tarea a un servidor 
especializado. En la actualidad no se puede pensar que un  usuario ubicado en un 
teléfono móvil o en una PDA tenga los conocimientos o las herramientas necesarias 
para programar un agente o enviarlo a la red. En cambio, es posible incorporar a la red 
repositorios desde donde los terminales puedan descargarse agentes pre programados.  
Por otra parte, también es dudoso que el usuario dictamine de forma directa el itinerario 
del agente. Por norma general, dicha decisión vendrá determinada por una consulta a un 
servicio de directorio o páginas amarillas. 
 
 
5.3 Ventajas de los agentes móviles 
 
Los agentes móviles representan una evolución en los sistemas distribuidos 
convencionales. En un sistema distribuido el cliente realiza una petición al servidor y 
éste le responde, este proceso se repite una y otra vez hasta que se completa la ejecución 
del cliente, esto puede ocasionar mucho tráfico en la red, y una elevada ineficiencia en 
la transmisión de datos, como por ejemplo una aplicación telnet, como se muestra en la 
Figura 5.3a.  
 
 
 
 
Figura 5.3a: Sistema distribuido tradicional 
 
En un sistema de agentes móviles el cliente envía un agente con las instrucciones 
que debe realizar en el entorno servidor, y con los parámetros necesarios definidos por 
el usuario. Una vez ejecutado el agente, éste regresa al entorno cliente y ofrece los 
resultados obtenidos. Podemos ver el modelo en la Figura 5.3b. 
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Figura 5.3b: Sistema distribuido basado en agentes móviles 
 
 
Así, dependiendo de la aplicación y del entorno, esta tipología de sistema 
distribuido puede ofrecer una serie de ventajas  respecto a los sistemas tradicionales, 
entre las cuales destacan:  
 
• Ahorro de ancho de banda: enviar la lógica del servicio lo más cerca de la fuente 
de información por lo general representa un ahorro de ancho de banda. Como el 
agente se ejecuta directamente donde se encuentran los datos, sólo es necesario 
enviar los resultados. Se ahorra ancho de banda siempre y cuando el tamaño de 
la información intercambiada entre las máquinas (el agente y los resultados) sea 
menor que la información que se debería haber enviado para ser procesada en el 
host remoto. 
 
• Autonomía y reducción de la latencia: los agentes pueden estar programados 
para tomar decisiones en nombre del usuario que los creó. Esto conlleva que en 
un sistema remoto un agente es capaz de dar al host respuestas prácticamente en 
tiempo real, contribuyendo a reducir la latencia en la aplicación. En la Figura 
5.3c observamos como el host origen envía el agente y delega en él la toma de 
decisiones, de esta forma el host esta libre para realizar otras tareas si lo desea. 
 
 
 
 
Figura 5.3c: Delegación de la toma de decisiones en el agente 
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• Tolerancia a fallos: utilizar agentes puede contribuir a reducir la dependencia de 
la disponibilidad de la red o del cliente, ya que ambos sólo necesitan estar 
disponibles en el momento de crear/lanzar el agente, y en el de su regreso. Los 
agentes móviles migrados al sistema servidor no se ven afectados por fallos del 
cliente o de la red (por lo menos no hasta que el agente quiera regresar al origen). 
Esto puede ser muy útil para entornos con redes inestables, donde la conexión 
puede verse interrumpida a menudo (por ejemplo para entornos wireless, redes 
ad-hoc, etc.) Además, también sería posible aumentar la robustez del sistema 
aprovechando la autonomía del agente para encontrar caminos alternativos, o 
mandar agentes a varios hosts a la vez. 
 
 
• Distribución de la carga de procesos: Si una máquina debe realizar tareas 
computacionalmente complicadas o que representen un tiempo de ejecución 
grande, puede resultar útil migrar parte de un proceso a otros hosts que estén 
menos cargados en términos de CPU, mediante el uso de agentes.  
 
Si bien es cierto que ninguna de las ventajas que presentan los agentes móviles 
son exclusivas de los agentes, es interesante destacar que son el único paradigma de 
diseño que las reúne a todas. 
 
 
5.4 Desventajas de los agentes móviles 
 
La propiedad más relevante de un agente móvil es su capacidad para desplazarse 
por una red de forma autónoma. Este desplazamiento consiste en visitar todas las 
máquinas que tiene en su itinerario, ejecutándose en cada uno de ellos. Para poder 
ejecutarse en cada máquina el agente debe llevar consigo todo lo necesario para su 
ejecución: itinerario, datos, código y quizás estado. Todo lo necesario para que una vez 
fuera del host que lo creo el agente sea totalmente autónomo. 
 
 El hecho de que el agente sea autónomo y lleve consigo toda la información que 
necesita, nos permite obtener las prestaciones tecnológicas antes mencionadas, pero por 
otro lado nos plantea cuestiones de suma importancia: seguridad del sistema, fiabilidad 
de la información que obtenemos del agente, protección del agente, protección del host 
destino. Estas importantes lagunas de seguridad en los sistemas de agentes móviles,  ha 
frenado muchas iniciativas que veían en los agentes una tecnología de gran utilidad.  
 
En el siguiente apartado se hace una aproximación al estado del arte de los 
mecanismos para proporcionar seguridad que existen (o deberían existir) en un sistema 
de agentes móviles. 
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 5.4 Análisis de la seguridad en un sistema de agentes móviles 
 
5.4.1 Amenazas 
 
Sin duda la seguridad es uno de los factores más importantes que imposibilita el uso 
masivo de los agentes móviles. La movilidad del código implica la aparición de nuevos 
problemas que en los sistemas distribuidos habituales no existen y que deben ser 
resueltos. En un ambiente hostil como Internet no se pueden asegurar unas determinadas 
pautas de comportamiento por parte de todos los sujetos implicados, máxime teniendo 
en cuenta que algunas aplicaciones requieren el anonimato de los interlocutores.  
 
 Para el análisis de las amenazas se consideran dos entidades implicadas: el 
agente y la plataforma de ejecución. Por tanto se esperan dos tipos de ataques básicos: 
  
• El agente móvil de forma maliciosa intenta aprovecharse de las debilidades de la 
plataforma de ejecución. Dado que se pueden recibir agentes de procedencia 
diversa, nadie asegura las buenas intenciones del código. A pesar de tener 
mecanismos de autenticación que verifiquen el origen del agente, no es posible 
asegurar que no oculte un virus o “caballo de Troya”.  
 
• La plataforma de ejecución puede comportarse de forma maliciosa. Los agentes 
al viajar por la red pueden visitar hosts con varios grados de confianza, pudiendo 
incluso pertenecer a entidades hostiles. El problema se empeora en tanto la 
plataforma tiene control total sobre el agente: los datos que transporta, el código, 
el modo de ejecución, las comunicaciones con el exterior y los resultados. Los 
ataques de este tipo tienen el agravante de la clara ventaja computacional por 
parte de la plataforma.  
 
A continuación se hace una enumeración de ataques que se pueden dar en un 
sistema de agentes móviles, tanto de agente hacia plataforma como de la plataforma 
hacia el agente: 
 
5.4.1.1 Suplantación 
 
En un ataque de suplantación una entidad se hace pasar por otra para usurpar sus 
recursos, ganar sus permisos de acceso, acceder a información confidencial o 
simplemente dañar la reputación de aquel a quien suplanta. En este sentido en un 
sistema de agentes pueden darse los siguientes casos: 
 
• Un agente se hace pasar por otro agente, pudiendo incluso volverlo 
malicioso a su vez. 
• Una plataforma puede suplantar la identidad de otra, por ejemplo el host 
origen, haciendo creer al agente que se encuentra en un entorno de 
confianza. 
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5.4.1.2 Denegación de servicio 
 
Un ataque de denegación de servicio se realiza para dejar fuera de servicio a un cierto 
elemento de la red. Por lo general los ataques de denegación de servicio suelen ser 
difíciles de evitar, si bien son fácilmente detectables. La plataforma en todo momento 
puede negar el servicio a un agente finalizando su ejecución o aislando sus 
comunicaciones con el exterior. Asimismo el agente puede intentar consumir todos los 
recursos disponibles para evitar que otro agente tenga posibilidad de ejecutarse o para 
dejar fuera de servicio a la misma plataforma.  
 
 
5.4.1.3 Acceso no autorizado  
 
En un ataque de acceso no autorizado se intenta acceder a recursos para los cuales 
no se tienen permisos. Los ataques más comunes en este sentido son las escuchas 
(acceso a datos considerados confidenciales) y la alteración (modificación de los datos). 
La plataforma por lo general tiene acceso al código, datos y comunicaciones del agente 
y por tanto puede sustraer información o incluso realizar modificaciones a su favor. El 
agente por su parte puede intentar acceder a bases de datos, posiciones de memoria, 
ficheros, etc.,  para los que no tiene permiso. 
 
 
5.4.1.4 Repudio 
 
En un ataque de este tipo alguno de los interlocutores niega haber realizado una 
acción que en realidad sí tuvo lugar. 
 
5.4.2 Contramedidas 
 
Las contramedidas están basadas en la protección de las dos entidades básicas: el agente 
y la plataforma. Las medidas para la protección de las comunicaciones entre agentes o 
la protección del agente cuando transita de una plataforma a otra se basan en 
mecanismos criptográficos habituales como son el cifrado de la información y la firma 
digital. 
  
 Para la mayoría de ataques de seguridad contra la plataforma es posible reutilizar 
medidas conocidas ya usadas en sistemas distribuidos convencionales. Sin embargo 
para la protección del agente nos encontramos con el problema del “host malicioso”, 
para el cual aun no se ha encontrado una solución global. Para usar los mecanismos 
clásicos de criptografía es necesario tener un entorno de confianza donde realizar las 
funciones de cifrado, firma, etc. y además almacenar la clave secreta sin posibilidad de 
escuchas o alteraciones. Dado que la plataforma posee control total sobre el agente no 
es posible almacenar en claro una clave secreta, pues ésta podría ser leída e incluso 
modificada.  
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5.4.3 Protección de la plataforma 
 
La mayoría de ataques contra la plataforma son evitables o detectables con técnicas 
comunes de seguridad como son un control de acceso adecuado (comprobación de 
credenciales y establecimiento de privilegios) y la limitación del entorno de ejecución 
de los agentes (operaciones restringidas y límites de consumo de recursos) con 
mecanismos del tipo sandboxing como los utilizados en Java.  
 
Como primera medida, el código y los datos de un agente deben estar firmados por 
la entidad origen para asegurar su integridad y autenticidad. Por el mismo motivo, cada 
host debe firmar los resultados intermedios para el host origen. Estas medidas no 
impiden la ejecución de un posible código malicioso, aunque sí facilitan la búsqueda de 
responsabilidades.  
 
En [FGS96] se introduce la noción de evaluación del estado (state appraisal). El 
agente además del código transporta una función de evaluación que se ejecuta al llegar a 
la plataforma. Sus principales funciones son: 
 
• Verificar si el agente se encuentra en un estado susceptible de ser peligroso 
para la plataforma. 
• Realizar la petición de permisos. La plataforma asigna los permisos de 
acceso a los recursos en función de su política de control de acceso y de la 
petición realizada por la función de evaluación del estado.  
 
El principal inconveniente de esta solución radica en la dificultad de evaluar el nivel de 
peligrosidad de un agente en un determinado estado.  
 
 Los autores de [NL98] proponen que el creador del código anexe en el agente, 
los Proof-Carrying Codes. La plataforma ejecuta una función de comprobación del 
agente que genera un predicado de seguridad. Mediante el predicado y las pruebas 
enviadas con el agente es posible demostrar que: 
 
1. El código no es malicioso. 
2. Las pruebas provienen de dicho código 
 
5.4.4 Protección del agente 
 
 
La protección del agente frente a ataques de otros agentes maliciosos tiene fácil 
solución con la separación de dominios de ejecución para evitar la interacción directa. 
Sin embargo no existe una solución conocida que dé protección global al agente frente a 
ataques de la plataforma. El problema del “host malicioso” es sin duda el más difícil de 
resolver en un sistema de agentes móviles. La plataforma tiene la misma información 
que el agente y además controla su entorno de ejecución. Esto impide que el agente 
pueda transportar en claro una clave de descifrado con la cual poder ocultar su código. 
Asimismo nadie asegura que la plataforma ejecute el código de forma correcta o si 
permitirá la migración del agente a una maquina remota. A continuación se enumeran 
algunas de las opciones existentes para solventar el problema del “host malicioso”: 
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5.4.4.1 Ejecución en entornos de confianza  
 
La aproximación más sencilla consiste en ejecutar los agentes sólo en maquinas   de 
confianza, esto es, máquinas de las cuales no se espera ningún tipo de actividad anómala 
o maliciosa. Incluso se puede pensar en un cierto control social y establecer unos 
varemos de “reputación” de las plataformas que ejecutan los agentes.  
 
El principal problema del esquema planteado es la limitación de plataformas que 
podemos considerar de confianza, más aun en un entorno como Internet. Asimismo, si 
en el entorno de confianza no se toman medidas específicas de control, si un host 
intentara atacar al agente sería imposible discriminarlo del resto.  
 
5.4.4.2 Hardware específico de ejecución  
 
 
En [Y97] se introduce la idea de “Santuario”, esto es, un subsistema cerrado donde 
se ejecutan de forma segura los agentes y al cual no tiene acceso ni el propio dueño de 
la plataforma.  
  
Esta solución obligaría a cada host con capacidad para ejecutar agentes a adquirir 
un equipo hardware. Además es dudosa la confianza que se puede depositar en el 
hardware de un determinado suministrador.  
 
 
5.4.4.3 Cifrado de resultados parciales  
 
En [Y97] se introduce la idea de cifrado de los resultados parciales mediante los 
PRAC (Partial Result Authentication Code). La plataforma origen crea una serie de 
claves de cifrado (una por host a visitar) y las introduce en el agente. El agente antes de 
abandonar cada host cifra los resultados parciales obtenidos con una de esas claves y 
antes de migrar al siguiente host destruye la clave utilizada. Este mecanismo da 
confidencialidad e integridad hacia delante, esto es, ningún host posterior podrá alterar o 
conocer el contenido de los resultados intermedios de los hosts anteriores.  
  
El problema básico de este esquema es la posibilidad de confabulación de varios 
hosts. Sin ir más lejos, el primer host de la ruta tiene conocimiento de todas las claves 
de cifrado. Tampoco se indica el tipo de algoritmo criptográfico que se desea utilizar. 
Para evitar el riesgo de confabulación y conseguir integridad y autenticidad de los hosts 
se requiere criptografía de clave pública. Asimismo para proporcionar confidencialidad 
se requiere un segundo cifrado.  
5.4.4.4 Detección del ataque  
En lugar de evitar un ataque existe la posibilidad de detectarlo una vez ha sido 
realizado. Según el esquema planteado en [V98] se toman trazas en la ejecución de 
aquellas instrucciones que alteren el estado del agente debido a una variable externa. 
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Los resultados y un resumen de las trazas, mediante la función resumen hash, se envían 
firmados al host origen, con lo cual se garantiza no repudio. En caso que se sospechase 
que ha habido algún comportamiento malicioso por parte de algún host se solicita el 
envío de las trazas completas y se verifica si la ejecución ha sido correcta.  
 
Esta aproximación presenta varios problemas. El primero y más peligroso, que el 
coste de la comprobación puede superar el coste de la pérdida. Además, el tamaño de 
las trazas puede hacer inviable su envío al host origen. Este hecho obliga a actuar sólo 
en caso de sospecha de comportamiento malicioso (es necesario un método para 
detectar sospechosos). Los hosts deben tener capacidad de almacenamiento de las trazas, 
y además deberán hacerlo durante un cierto tiempo para que el host origen pueda 
presentar alegaciones en caso de sospecha. En caso que se detecte un comportamiento 
malicioso es necesaria la figura de una tercera parte de confianza que pueda imponer 
sanciones. Asimismo nadie asegura que la plataforma modifique las condiciones de 
contorno en la ejecución y luego modifique las trazas. 
 
5.4.4.5 Agentes cooperativos  
 
En un entorno hostil en el cual las relaciones de confianza son limitadas es posible 
suponer que es difícil que varios hosts confabulen para actuar en contra de un agente ya 
que difícilmente confiaran el uno en el otro. En [R99] se introduce la idea de agentes 
cooperativos, esto es, agentes que comparten secretos y decisiones, teniendo en cuenta 
que la parte individual del secreto no da información sobre el total. El almacenamiento 
de resultados confidenciales y la toma de decisiones se realizan en el agente cooperativo. 
Los agentes cooperativos viajarán por rutas disjuntas con lo cual se dificulta la posible 
confabulación de hosts.  
 
Sin embargo, en caso de pérdida del agente cooperativo los resultados se pierden. 
Además, la posibilidad de confabulación entre hosts maliciosos no se elimina por 
completo, y el diseño e implementación del agente son más costosos. 
 
5.4.4.6 Generación de claves dependientes del entorno  
 
En [RS98] se introduce la noción de generación de claves en función del entorno. 
El agente “despistado” (clueless) busca una clave para descifrar su código y para ello 
monitoriza el entorno, por ejemplo una página web, un grupo de noticias o un directorio. 
El código sólo se puede descifrar si se dan las condiciones de contorno adecuadas. Con 
esta medida evitamos que la plataforma pueda analizar el código antes de ejecutarlo.  
  
El problema intrínseco de este tipo de sistemas es que el host tiene control total 
sobre el entorno y puede utilizar mecanismos de ataques de diccionario, más 
concretamente el engaño cartesiano (Cartesian Deception), en el cual el host miente 
sobre el entorno. Además obliga a monitorizar continuamente el entorno.  
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5.4.4.7 Ofuscación del código  
 
La solución al problema del host malicioso pasaría por la ejecución del agente en 
una Blackbox, esto es, un entorno software del cual sólo podemos tener conocimiento de 
las entradas y salidas y tanto el código como los datos internos no pueden ser leídos ni 
modificados en ningún momento. Desgraciadamente no se conoce hasta el momento 
ningún algoritmo o función que ofrezca una protección de este tipo. En [H98] se 
introduce una implementación que sí cumple estas propiedades pero sólo para un cierto 
intervalo temporal (Time Limited Blackbox). Se asume que se protege al agente durante 
un cierto tiempo, después del cual ya no se asegura confidencialidad. La 
implementación está basada en la ofuscación del código mediante algoritmos de 
enredado (mess-up) con los cuales se dificulta la lectura y por tanto la comprensión del 
código. Para dificultar el análisis:  
 
1. Agentes iguales deberán tener códigos ofuscados distintos 
 
2. Se incluirán en el código todas las librerías que necesite el agente, incluidas 
las que realicen funciones criptográficas 
 
 
3. Pueden realizarse ejecuciones parciales y dependientes del entorno.  
 
 
 Este esquema es costoso en cuanto el código se complica y se incrementan los 
retardos y las comunicaciones con el exterior. Asimismo es difícil realizar una 
estimación del tiempo para el cual se asegura la confidencialidad del código. Dicho 
tiempo será mucho mayor si se requiere intervención humana para entender el código.  
 
5.4.4.8 Computación de funciones cifradas  
 
La ejecución de programas cifrados es un tema de investigación que ha sido largamente 
discutido y es posible aprovechar para dar confidencialidad e integridad a un agente 
itinerante.  
 
En [ST97] [ST98] se aborda la problemática de computación con funciones cifradas 
con el fin de proteger el código de un agente que se ejecuta en un posible host malicioso. 
Para comprender su funcionamiento a continuación se muestra un ejemplo: 
 
El host Alice posee una función privada f( ), mientras el host Bob posee la entrada x. 
El host Alice actuando como receptor debe ser el único en tener conocimiento de la 
salida f(x).  
 
El intercambio de mensajes es el siguiente:  
 
• El host Alice envía la función cifrada E(f ( ))  
• El host Bob ejecuta la función cifrada en x y devuelve el valor E(f(x))  
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• Mediante una función de descifrado Alice puede obtener f(x)=D(E(f(x)))  
 
La dificultad de este esquema estriba en encontrar funciones que tengan las 
propiedades necesarias, esto es, que puedan ejecutarse cifradas. Por el momento 
solamente existen resultados parciales con funciones de tipo polinomial y racional. 
Además con el esquema planteado el agente no puede tomar decisiones debido a valores 
intermedios cuando se está ejecutando en el host remoto, con lo cual sólo sería aplicable 
a agentes que vuelven al origen después de ejecutarse en un host. Esto supone una 
elevada limitación en la movilidad del agente.  
 
En [CCKM00] se mejora el esquema anterior para que un agente pueda itinerar por 
varios hosts. Sin embargo, los autores de este esquema solamente consiguieron 
encontrar un esquema funcional para funciones f() de tipo polinomial. Tampoco se 
consigue que los agentes puedan tomar decisiones en función de variables intermedias.  
 
En [ACCK01] se mejora el esquema anterior introduciendo el concepto de servicio 
genérico de computación segura. Este servicio permite al agente tomar decisiones 
intermedias mientras se ejecuta en un host remoto. Las operaciones criptográficas se 
ejecutarán en una tercera parte de confianza en lugar de en el host remoto, garantizando 
que dicha tercera parte no podrá extraer ningún tipo de información de la ejecución que 
realice. Dicho servicio se debe ubicar en un servidor común para todos los agentes.  
 
En dicho esquema el servidor debe estar siempre on-line para que el sistema de 
agentes funcione. Asimismo se podría extraer información de la ejecución en caso que 
se confabulase el servidor con alguno de los hosts. Por último, al estar basado en los 
esquemas anteriores, solamente es posible una implementación basada en funciones 
polinomiales. 
 
 
5.4.4.9 Limitación del tiempo de ejecución en el host  
 
La contribución presentada en [ESMF03] [ESMF03a]  para resolver el problema 
del host malicioso se basa en limitar el tiempo del que dispone un host para ejecutar el 
agente. El host malicioso necesita un cierto tiempo para analizar el código del agente y 
realizar modificaciones a su favor. Limitando el tiempo de ejecución en el host se 
reduce la posibilidad de análisis y por tanto se evitan los comportamientos maliciosos 
de aquellos hosts que pretendan sacar un cierto provecho del agente. Hay que estacar 
que solamente es posible impedir comportamientos maliciosos de hosts que persigan un 
provecho y por tanto necesiten un cierto análisis del agente, ya que modificaciones 
aleatorias en el código constituirían un ataque de denegación del servicio, imposible de 
evitar debido al control total que ejerce la plataforma sobre el agente. El protocolo a 
seguir es el siguiente:  
 
• El host origen realiza una estimación del tiempo de ejecución de cada uno 
de los hosts que ejecutarán el agente.  
 
• El host origen envía al primer host de la ruta el agente junto con una 
referencia temporal.  
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• Cada host ejecuta el agente e introduce junto con los resultados el tiempo de 
ejecución.  
 
• El host origen compara para cada host el tiempo estimado con el tiempo de 
ejecución enviado. Los resultados de un host serán descartados si el tiempo 
de ejecución es mayor que el tiempo estimado más una cierta tolerancia. 
 
 
 
 El mecanismo descrito limita el tiempo disponible para el host para analizar y 
ejecutar el código. De este modo no se impide el ataque por parte del host pero se 
controla su comportamiento. Si unimos este control de los tiempos de ejecución de los 
agentes a un entorno de confianza actualizado a medida que surgen actitudes maliciosas 
se puede conseguir un sistema de agentes fiable.
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ConsultarVuelo
destino : String
origen : String
precio : int
accesoDatosHost(...)
ConsultarVuelo(...)
getPrecio(...)
setDestino(...)
setOrigen(...)
Main
main(...)
Vuelo
aerolinia : String
destino : String
origen : String
precio : int
getAerolinia(...)
getDestino(...)
getOrigen(...)
getPrecio(...)
setAerolinia(...)
setPrecio(...)
Vuelo(...)
6. Propuesta de caso práctico  
 
6.1 Introducción 
 
En este capítulo, partiremos del código de un agente móvil relativamente sencillo 
al que aplicaremos técnicas de watermarking para protegerlo de hosts maliciosos. Está 
protección consistirá en dotar al agente de los mecanismos necesarios para que la 
integridad de su ejecución en los distintos hosts pueda ser verificada. En caso de 
ejecución deshonesta, deberemos ser capaces de detectarla y de discriminar al host 
responsable. 
 
Con estas premisas, nos proponemos  identificar de entre todas las técnicas de 
wtarermarking descritas, aquella que sirva mejor a nuestro propósito. Una vez 
seleccionada dicha técnica, nos dispondremos a adaptarla para generar e implementar un 
primer modelo de MAW (Mobile Agent Watermarking). 
 
 
 
6.2 Agente móvil de prueba 
 
Nuestro agente de prueba es una sencilla aplicación cuyo objetivo es buscar entre 
los distintos hosts aquel que le ofrezca un determinado producto al mejor precio. En este 
caso los hosts serán las máquinas de varias compañías de aerolíneas, y el producto 
demandado serán vuelos comerciales. El agente contendrá los parámetros de la 
búsqueda y consultará en cada host las condiciones económicas para los vuelos 
escogidos. A medida que vaya migrando de host en host, actualizará sus datos con las 
ofertas de vuelos más económicas, para finalmente regresar al host origen con los datos 
de los vuelos más económicos. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 6.1a: Diagrama UML del agente buscador de vuelos 
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La Figura 6.1a nos muestra el diagrama UML del agente buscador de vuelos. Este 
agente está compuesto por tres clases que pasamos a describir: 
 
Clase Vuelo 
 
Esta clase contiene la información básica de un vuelo, es decir, nombre de la 
aerolínea (host), origen del vuelo, destino del vuelo, y precio del vuelo. El constructor 
por defecto de la clase es sustituido por uno sobrecargado que tiene como argumentos 
los atributos origen y destino, es decir, al invocar al constructor de la clase le pasamos 
el origen y el destino del vuelo. Como métodos de la clase disponemos de los getters 
para cada uno de los atributos y los setters para el atributo precio y el atributo aerolínea. 
 
 
Clase ConsultarVuelo 
 
La clase ConsultarVuelo será usada por el host para realizar la consulta de los 
distintos vuelos en base de datos. En ella disponemos de los atributos origen, destino y 
precio. El constructor de la clase es el constructor por defecto y los métodos disponibles 
son los setters para origen y destino, el getter para el precio, y el método 
accesoDatosHost( ). Este último método simula el  acceso a los datos almacenados en el 
host destino y actualiza el atributo precio con el valor devuelto por el host en respuesta 
a la consulta. 
 
Clase Main 
 
Esta es la clase principal de la aplicación, en la cual podemos definir el número de 
vuelos a consultar en cada host, y el número de hosts a los que queremos mandar el 
agente. Supongamos que establecemos un recorrido de tres hosts (Iberia, Spanair y 
Vueling), y consultamos precios para dos vuelos, uno de Barcelona a París y  otro de 
Madrid a París. Los precios para cada vuelo son los siguientes: 
 
 
Vuelo Host Precio 
Barcelona-Paris Iberia 500 €
Madrid-París Iberia 550 €
Barcelona-Paris Spanair 490 €
Madrid-París Spanair 560 €
Barcelona-Paris Vueling 505 €
Madrid-París Vueling 485 €
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6.3 Elección del watermark 
 
Teniendo en cuenta las diferencias mencionadas entre el concepto de “protección 
de copyright” y el concepto de “detección de ejecuciones deshonestas”, vamos a utilizar 
un watermark dinámico basado en multithreading. Partiremos de la idea propuesta en 
Threading Software Watermarking [NT04], en la que se utiliza la contienda entre hilos 
de ejecución para empotrar una marca de copyright.   
 
El funcionamiento de esta técnica se basa en seleccionar bloques básicos de código 
ejecutados secuencialmente por un solo hilo, e insertar otros hilos que se encarguen de 
la ejecución de estos bloques siguiendo el mismo orden. Los bloques básicos de código 
siguen el mismo orden de ejecución, pero los threads que los ejecutan pueden ordenarse 
a conveniencia. Desde el punto de vista del grafo de control de flujo, el resultado de la 
ejecución es equivalente, con lo que el watermark pasa desapercibido. 
 
Aunque para un atacante es difícil determinar la ubicación exacta del watermark, si 
pudiese establecerla de forma aproximada, podría emplear sobre esa parte del código 
técnicas de ofuscación para eliminar o inutilizar el watermark. Para dificultar este tipo 
de ataques, se opta por dividir el watermark en varias partes más pequeñas y 
empotrarlas en varios puntos del código, como si se tratase de watermarks distintos. 
Con esto se consigue que los intentos de eliminar el watermark sólo sean 100% 
efectivos cuando se ofusca todo el código de la aplicación.  
 
El punto fuerte de esta técnica radica en la obligación (para anular el watermark) 
de ofuscar todo el código de la aplicación, ya que el programa resultante ve reducidas 
sus prestaciones de forma drástica. El punto débil de la técnica está en el uso de hilos, 
pues es muy fácil alterar el orden de ejecución de los mismos. Por ejemplo podríamos 
introducir nuevos bloques básicos, o dividir los existentes con lo que la secuencia de 
hilos que los ejecutan se vería modificada, y por consiguiente el watermark. 
 
Por otro lado, es esta facilidad para modificar el watermark es la que hace que esta 
técnica sea apropiada para usar en MAW. Nuestro objetivo es crear un contenedor de 
datos cuya estructura guarde relación directa con la ejecución, así pues si la ejecución se 
ve alterada de algún modo, la estructura del contenedor también. El contenedor será 
revisado una vez el agente haya vuelto al host origen, y su estructura nos revelará si en 
alguno de los hosts se ha ejecutado de forma deshonesta. Para llevar a cabo esta idea, 
vamos a provocar que la estructura final del contenedor dependa directamente del orden 
de ejecución de los hilos. 
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6.4 Multithreading Mobile Agent Watermarking (MMAW) 
 
6.4.1 Introducción 
 
Nos disponemos a usar la contienda entre hilos de ejecución para detectar posibles 
alteraciones en la ejecución de un agente móvil. Para ello vamos a forzar un 
ordenamiento de los múltiples hilos del agente a lo largo de toda su ejecución. 
Tomaremos el agente original y haremos que se realicen las mismas operaciones pero 
usando varios hilos simultáneos. A su vez crearemos una nueva estructura de datos, 
llamada contenedor, en la que los hilos irán dejando un rastro de su ejecución junto con 
otros datos (por ejemplo precios de vuelos). Finalmente añadiremos cierto desorden al 
contenedor para dificultar la comprensión de la estructura del watermark. 
 
Mediante la inserción del rastro de ejecución en el contenedor, podemos verificar 
(a posteriori) si la secuencia de hilos ejecutada es la que hemos forzado. Si algún host 
altera la ejecución del agente para obtener ventaja, la huella dejada por los hilos en el 
contenedor no verificará las propiedades del watermark. Para que este sistema funcione 
es necesario que el host malicioso se vea en la necesidad de modificar el contenido del 
contenedor, por esta razón introducimos datos como el precio del vuelo. Es decir, si el 
precio del vuelo se altera sólo en la variable precio para cada instancia de la clase Vuelo, 
podemos comparar con el valor almacenado en el contenedor y percatarnos de la 
inconsistencia. Si conseguimos obligar al host malicioso a modificar el contenedor, y 
este no es capaz de descifrar la estructura del watermark, entonces seremos capaces de 
detectarlo.  
 
 
6.4.2 Control de hilos de ejecución 
 
Controlar el orden de ejecución de los hilos de forma global conlleva dos 
problemáticas a tener en cuenta: 
 
• Concurrencia: Acceso a datos compartidos 
• Ordenación: Variar el orden de los hilos para empotrar el watermark. 
 
La problemática de la concurrencia viene dada por el acceso “simultáneo” de los 
distintos hilos a datos compartidos, y se puede resolver mediante distintas técnicas 
(synchronized statement, semáforos, monitores, etc.). Desde la más sencilla, hasta la 
más elaborada, cada una de estas técnicas está diseñada para solucionar el problema de 
la concurrencia, por lo tanto debemos escoger una que nos facilite la ordenación de los 
hilos. En nuestro caso hemos optado por el uso de monitores con más de una variable de 
condición. 
 
Los monitores utilizan la exclusión mutua para el acceso a datos compartidos, y se 
valen de  variables de condición para la sincronización de los procesos. Para utilizar los 
monitores, heredaremos de la clase Monitor y nos valdremos de los métodos enter( ) y 
exit( ) para gestionar el acceso a datos en exclusión mutua. La Figura 6.4a nos muestra 
el diagrama UML del package monitor, en el que hay tres clases, la clase Monitor, la 
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Condition
cond : Semaphore
mon : Semaphore
waiting : int
broadcast_cond(...)
Condition(...)
has_waiting(...)
in_waiting(...)
signal_cond(...)
wait_cond(...)
Semaphore
esp : int
s : int
P(...)
Semaphore(...)
V(...)
Monitor
mon : Semaphore
create_cond(...)
enter(...)
exit(...)
Monitor(...)
clase Condition, y la clase Semaphore. La clase Monitor tiene como único atributo un 
objeto del tipo Semaphore (Semáforo), puesto que se trata de un monitor implementado 
mediante semáforos. Los métodos de la clase son: 
 
• enter ( ) y exit ( ): Son los delimitadores de la zona de exclusión mutua, 
cualquier código que sea susceptible de presentar problemas de 
concurrencia debe estar delimitado por enter ( ) y exit( ) al inicio y al final 
respectivamente. 
 
• create_cond( ): Este método se invoca para crear variables de condición 
sobre las que sincronizar los distintos procesos. 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 6.4a: Diagrama UML del package Monitor 
 
 
El esquema de funcionamiento del monitor se basa en generar una cola de procesos 
de monitor en la que todo proceso que intente ejecutar el código delimitado por las 
primitivas enter( ) y exit( ) debe esperar su turno. El funcionamiento se describe en el 
esquema de la Figura 6.4b: los procesos que pretenden acceder a la zona compartida 
deben esperar su turno en la cola de monitor. En el esquema vemos en primera instancia 
al proceso P1 que ha accedido al monitor, cuando P1 libera el monitor, el siguiente 
elemento de la cola (en este caso P2) accede al monitor y así sucesivamente.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 6.4b: Funcionamiento de la cola de monitor para procesos concurrentes 
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De este modo los procesos esperan su turno para ejecutar aquellas porciones de 
código cuyo acceso sea en exclusión mutua. Sin embargo, con esta cola no es suficiente 
para sincronizar adecuadamente los procesos; si un proceso se halla dentro del monitor 
esperando a que se cumpla alguna condición, ningún otro proceso podrá acceder al 
mismo hasta que el primero invoque al método exit ( ). Para solucionar este problema, 
se crean variables de condición sobre las que los procesos se pueden bloquear a la vez 
que liberan el monitor. La Figura 6.4c nos muestra como la variable de condición tiene 
su propia cola de espera en la que se sitúan aquellos procesos que estando dentro del 
monitor deciden bloquearse y ceder el monitor. De esta forma podemos obligar a los 
hilos a que se ejecuten siguiendo un orden preestablecido. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 6.4c: Funcionamiento del monitor con una variable de condición 
 
Las variables de condición se crean mediante la invocación al método 
create_cond( ) de la clase Monitor, que crea una instancia de la clase Condition. La 
clase Condition (ver Figura 6.4b) dispone de los siguientes métodos: 
 
wait_cond( ): Cuando un proceso está dentro del monitor y queremos que se 
bloquee en una cola de wait de una variable de condición, invocamos al método 
wait_cond( ) de la instancia de la clase Condition en cuestión. Haciendo esto salimos 
momentáneamente del monitor para regresar cuando otro proceso nos despierte. 
 
• sign_cond( ): Este método despierta a un proceso que se encuentra en la 
cola de wait de una variable de condición. El proceso despertado regresa a 
la cola de monitor para esperar de nuevo su turno. 
 
• broadcast_cond( ): Este método despierta a todos los procesos que se 
encuentran en la cola de la variable de condición, y los devuelve a la cola 
de monitor. 
 
• has_waiting( ): Devuelve cierto si quedan procesos en la cola. 
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• in_waiting( ): Este método lo hemos añadido para facilitar el control del 
orden de ejecución de los hilos. Su función es devolver el valor  
correspondiente a los proceses que quedan en una cola. 
 
 
6.4.3 Contenedor de datos 
 
El contenedor del agente es la estructura de datos en la que reflejaremos la 
secuencia de ejecución de los hilos. Para hacerlo, usaremos puntos de control en los que 
sólo una determinada combinación de hilos dejará su impronta en el contenedor. 
Posteriormente se realizará una sencilla ofuscación de los datos del contenedor para 
hacer más difícil la comprensión de la estructura del watermark. 
 
Para implementar el contenedor usaremos una matriz de enteros que declararemos 
dentro de la clase Contenedor. La clase Contenedor hereda de la clase Monitor, y es 
dónde ubicaremos los datos y los métodos compartidos. A la matriz de datos del 
Contenedor la definimos con el nombre “campo”:  
 
public class Container extends Monitor { 
 
    int[][] campo; 
    int[][] divisores; 
………… 
………… 
    int[][] precios; 
 
 
 
Posteriormente en el constructor de la clase creamos la matriz campo usando los 
atributos filas y columnas: 
 
public Container(int filas, int columnas, …) { 
 
campo = new int [filas][columnas]; 
  
 
Cada fila de la matriz campo corresponderá a un host, y cada una de las columnas 
corresponderá a un punto de control de la ejecución. Cuando los hilos lleguen a un 
punto de control, solo aquellos que tengan permiso podrán dejar huella en esa posición 
de la fila. Al final de la ejecución tendremos una secuencia de huellas correspondientes 
al valor del watermark, almacenadas en la matriz campo. Supongamos un ejemplo con 
los siguientes valores: 
 
• Se envía el agente a un total de tres hosts. 
• Cada host realiza la consulta para dos vuelos 
• Disponemos de tres hilos: H1, H2, H3 
• Existen 7 puntos de control, 3 para cada vuelo, y uno de inicio. 
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Con tres hilos podemos codificar hasta 8 huellas distintas, según si cada hilo tiene 
permiso para marcar la posición o no. Sin embargo, no tendremos en cuenta el caso en 
el que ningún hilo deje huella, con lo que dispondremos de un total de 23-1 = 7 huellas 
distintas. La tabla de equivalencia entre las huellas y su codificación binaria es la 
mostrada en la Tabla 6.4.3, y como podemos apreciar asigna un 1 a los hilos que dejan 
huella y un 0 a los hilos que no la dejan. 
 
H1 H2 H3 Binario Decimal
No No Si 001 1 
No Si No 010 2 
No Si Si 011 3 
Si No No 100 4 
Si No Si 101 5 
Si Si No 110 6 
Si Si Si 111 7 
Tabla 6.4.3: Codificación de las huellas en contenedor 
 
Supongamos que vamos a codificar el watermark {1, 2, 3, 4, 5, 6, 7}, en este caso el 
contenedor quedaría de la siguiente forma: 
 
PC 1 PC 1 PC 3 PC 4 PC 5 PC 6 PC 7 
H3 H2 H2, H3 H1 H1, H3 H1, H2 H1,H2,H3 
H3 H2 H2, H3 H1 H1, H3 H1, H2 H1,H2,H3 
H3 H2 H2, H3 H1 H1, H3 H1, H2 H1,H2,H3 
 
Usaremos una sola marca en todas las filas de la matriz para no complicar en exceso el 
código que controla los hilos. Esto puede parecer poco seguro, pues todas las filas de la 
matriz resultan idénticas, sin embargo, después de introducir  el precio de los vuelos y 
mezclar los datos, cada fila del contenedor será distinta. Para posteriores 
implementaciones se puede aumentar la seguridad introduciendo distintos watermarks 
para cada fila de  la matriz campo. 
 
Una vez definida la estructura del contenedor de datos, tenemos que hallar la manera en 
que los hilos dejan su huella, y la manera en que se ordenan estos hilos.  En primer lugar 
nos ocuparemos de la codificación de la huella, y dejaremos para el final la cuestión de 
la ordenación de los hilos ya que se trata más de un problema programación. 
 
 
6.4.4 Codificación de la huella  
 
Para codificar las huellas debemos tener en cuenta que serán los hilos los que 
insertarán los valores en la matriz campo. Cuando un hilo llegue a un punto de control, 
evaluará el watermark para saber si tiene que formar parte de la huella, y en caso 
afirmativo modificará el valor de la matriz. De esta manera cada huella se construirá 
con las aportaciones de uno o varios hilos según el valor del watermark. Por tanto la 
codificación de la huella debe permitir que cada hilo haga su aportación sin eliminar las 
aportaciones de otros hilos, y sin que conozcan el valor final de la huella. 
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Teniendo en cuenta estas consideraciones, no vamos a asignar un número a cada 
huella, porque en ese caso es difícil construirla. En su  lugar vamos a asignar una 
multiplicidad determinada a cada hilo, y estos multiplicarán el valor de la huella por 
dicha multiplicidad. De este modo, el valor final de cada huella será múltiple de los 
valores característicos de cada hilo implicado en su construcción.  
 
En la Figura 6.4.d vemos la asignación de multiplicidades para cada hilo. El hilo 1 
tiene multiplicidad 2, el hilo2 tiene multiplicidad 3, y el hilo 3 tiene multiplicidad 5. 
Además renombramos a cada hilo en función de su multiplicidad, quedando estos como 
t2, t3, y t5. 
 
 
Figura 6.4d: Asignación de multiplicidades 
 
 
Los valores de las multiplicidades se corresponden a números primos, de esta 
forma cuando un hilo multiplica el valor de la matriz campo por su valor característico, 
solo añade multiplicidad del valor característico. Con esta codificación, los hilos 
construyen las huellas de forma sencilla y sin requerir información sobre los otros hilos. 
Además podemos multiplicar aleatoriamente los valores de la matriz campo por otros 
números primos sin que se eliminen las multiplicidades características de los hilos. En 
la Figura 6.4e se muestra un esquema de la inserción de las multiplicidades 
características de cada hilo. A la izquierda vemos una fila de la matriz campo antes de 
ser codificada por los hilos, con el valor 1 en todas sus posiciones. A continuación los 
hilos t2, t3, y t5 van multiplicando por sus valores característicos siguiendo el patrón 
marcado por el watermark {1, 2, 3, 4, 5, 6, 7}. Al final de la ejecución, cada posición de 
la fila de la matriz campo contiene el valor de la huella dejada por los hilos. 
 
El problema de usar esta codificación viene dado por la inclusión de otros datos, 
como por ejemplo el precio de los vuelos. Supongamos que en la posición i de una 
determinada fila del contenedor, queremos insertar el valor 600€, correspondiente a un 
vuelo. Si multiplicamos por este valor, estamos añadiendo multiplicidad 2, 3, y 5, y por 
lo tanto estamos desvirtuando la huella dejada por los hilos. Este hecho nos obligará a 
realizar algunas operaciones previas en el precio del vuelo antes de incluirlo en la huella, 
tal y como veremos en la codificación del watermark. 
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Figura 6.4e: Creación de huellas según multiplicidades 
 
 
6.4.5 Codificación del watermark  
 
El primer paso para implementar nuestra propuesta de watermarking ha sido 
definir una codificación para las huellas. Estas, tal y como hemos descrito, están 
formadas por las multiplicidades características de cada hilo, y por otras multiplicidades 
que no afecten a las primeras.  
 
El segundo paso a la hora de implementar el watermark, es conseguir que un 
conjunto de hilos realicen las tareas habituales correspondientes a la aplicación base, y a 
su vez se encarguen de ir generando las distintas huellas en cada posición de la matriz 
campo. Para conseguir este objetivo usaremos una estructura basada en puntos de 
control tal y como se muestra la Figura 6.4f. Cada posición en una fila de la matriz 
campo tiene asignado un punto de control por el que los hilos irán pasando. Al llegar a 
estos puntos de control, los hilos deben averiguar si tienen que aportar su marca a la 
huella, y en caso afirmativo deberán multiplicar el valor de esa posición por su 
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multiplicidad. En caso contrario deberán saltar directamente al siguiente punto de 
control. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 6.4f: Diagrama de flujo básico 
 
 
Para que este esquema funcione correctamente, es necesario que los hilos avancen 
de forma coordinada. Por esta razón, es necesario que usemos las variables de condición 
facilitadas por los monitores, para crear colas de espera en las que poder dormir a los 
distintos hilos. Es vital que los hilos se encuentren siempre operando en el mismo punto 
de control, ya que como veremos a continuación, cada hilo adopta un rol para cada 
punto de control (dependiendo del watermark y del orden de entrada al punto de 
control). De no ser así, podría darse el caso que dos hilos estuvieran en puntos de 
control distintos bajo el mismo rol. 
 
El agente modificado contiene las mismas clases que el agente original, incluyendo 
dos clases adicionales. La figura 6.4g nos muestra el diagrama UML del package  
proWam, que junto con el  package monitor  conforman nuestra implementación de 
MMAW. Estas nuevas clases son: 
 
• Clase Contenedor: Es la clase sobre la que implementamos  el monitor 
para resolver la concurrencia y la sincronización de los hilos. Contiene los 
métodos utilizados por los hilos para implementar el watermark: fase1( ), 
fase2 ( ), insertar ( ),  multiple1( ), y multilple2( ). Contiene las variables de 
condición: at, ant, previo, y muerto. Y dispone de la matriz campo donde se 
guarda la estructura de huellas de los hilos. 
 
•  Clase Hilo: Hilo hereda la clase Thread y por lo tanto implementa los 
distintos hilos de nuestro agente.  
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::prowam
::<<Unknown>>::Monitor
Container
ant : Condition
at : Condition
muerto : Condition
previo : Condition
0 : =
campo : int[][]
ciudad : String
consulta : ConsultarVuelo
critico : boolean
dato : int
divisores : int[][]
done_t2 : boolean
done_t3 : boolean
done_t5 : boolean
esperando : int
false : =
i : int
j : int
precios : int[][]
v1 : Vuelo
v2 : Vuelo
watermark : int[]
insertar(...)
Container(...)
fase1(...)
fase2(...)
multiple1(...)
multiple2(...)
Main
main(...)
ConsultarVuelo
destino : String
origen : String
precio : int
accesoDatosHost(...)
ConsultarVuelo(...)
getPrecio(...)
setDestino(...)
setOrigen(...)
Vuelo
aerolinia : String
destino : String
origen : String
precio : int
getAerolinia(...)
getDestino(...)
getOrigen(...)
getPrecio(...)
setAerolinia(...)
setPrecio(...)
Vuelo(...)
::<<Unknown>>::Thread
Hilo
c : Container
codificacion : int
estados : int
hosts : int
i : int
identidad : String
j : int
s : int
Hilo(...)
run(...)
 
Figura 6.4g: Diagrama UML de nuestra implementación 
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Cada uno de los hilos del agente será creado desde el main con una identidad 
distinta, (según si tiene multiplicidad 2, 3 o 5). A su vez, cada hilo accederá a los 
distintos puntos de control de la aplicación mediante la ejecución de los métodos 
fase1( ) y fase2( ). El método run de la clase hilo es: 
 
 
    public void run() { 
         
        for (j = 0; j < hosts; j++) { 
            s=estados; 
            while (s > 0) { 
                c.fase1(identidad, s); 
 
                c.fase2(identidad); 
                s--; 
            } 
      } 
 
El método fase1( ) obliga a los hilos a ordenarse según si deben o no deben dejar huella, 
tal y como nos muestra el diagrama de flujo de la Figura 6.4i. Para explicar el 
funcionamiento del diagrama supondremos que el primer hilo en acceder a fase1 es el t2, 
el segundo es el t3, y el tercero es el t5. En este caso los hilos t2 y t3 acceden a la primera 
toma de decisión obteniendo resultado negativo, y por tanto se paran en la cola de 
PREVIO. El hilo t5,  por ser el último en entrar, sale de la toma de decisión por la rama 
positiva y avanza hasta la siguiente etapa sin pararse en la cola. El siguiente paso 
consiste en poner done_t5 = true, conforme el hilo t5 ha superado la primera etapa, y 
evaluar la siguiente toma de decisión. En esta segunda toma de decisión, el hilo t5 toma 
el camino negativo (ya que todavía quedan hilos en la cola de previo) y llega a la 
siguiente etapa en la cual se separan los hilos que van a dejar huella de los que no lo 
harán. Los hilos que dejarán huella se pararan en la cola de AT, y los otros se pararán en 
la cola de ANT. Prosiguiendo con el ejemplo, el hilo t5 tiene que dejar huella y accede a 
la rama correspondiente, en la que primeramente despierta a uno de los hilos dormidos 
en PREVIO, y seguidamente se duerme en la cola de AT. El hilo despertado, en este 
caso t2,  avanza siguiendo los pasos de t5 hasta que toma el camino de los hilos sin 
derecho a huella. Una vez ahí despierta al último hilo dormido en la cola de PREVIO y 
se duerme en la cola de ANT. Ahora el último hilo que quedaba en PREVIO (t3) ha 
despertado, y al evaluarse en la segunda toma de decisión, avanza por la rama positiva. 
Seguidamente se pregunta si debe dejar huella (suponemos que no) y avanza por la rama 
negativa para despertar a un hilo AT y dormirse en ANT. En este punto ya tenemos a 
cada hilo dormido en la cola correspondiente,  y conseguimos que los primeros en 
acceder a fase 2 sean los hilos con derecho a huella. El hilo despertado de la cola AT 
(t5), pone done_t5 a falso y procede a ejecutar la fase 2. Al final de la fase 2, el hilo t5 
intentará despertar algún hilo dormido en la cola AT. Al no haber ningún hilo en esta 
cola, procederá a despertar a un hilo de la cola ANT, que en este caso será el t2. El hilo 
t2 despertará y accederá a la fase 2 para finalmente despertar desde allí al hilo t3.  El 
desorden de la matriz campo, lo realizan los hilos ANT cuando las huellas de los hilos 
AT ya han sido insertadas.  
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Figura 6.4i: Diagrama de flujo del método fase1. 
 
 
139 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 6.4j: Diagrama de flujo del método fase2 
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Una vez que los hilos han entrado en la fase1, se van distribuyendo en las distintas 
colas (AT o ANT), de tal manera que el primer hilo en acceder a la fase2 (ver figura 
6.4j) sea un hilo con derecho a huella. De hecho, los hilos con derecho a huella son los 
primeros en acceder a la fase2, y los otros acceden en último lugar. Por esta razón, el 
desorden de la matriz campo lo realizan los hilos sin derecho a huella al despertar de la 
cola ANT. 
 
Al entrar en la fase2, los hilos evalúan su variable booleana “done_ti”, y en caso 
de ser falsa ejecutan el método insertar( ), que es el responsable de añadir la huella del 
hilo a la posición correspondiente de la matriz campo.  El resto del camino no depende 
del tipo de hilo, sino del número de hilos que se encuentren dormidos en la cola AT y 
ANT. La cola de AT tiene preferencia, y es la primera que despierta a sus hilos, una vez 
se ha vaciado se empiezan a despertar los hilos de ANT. Los dos primeros hilos en 
ejecutar la fase2, acaban durmiéndose en cola de MUERTO a la espera que el último 
hilo llegue. Este último hilo se encarga de incrementar una posición en la fila de la 
matriz campo, y en caso de ser necesario, pasar a la siguiente fila. Luego de esto, 
despierta a todos los hilos que se encuentran dormidos en la cola de MUERTO y vuelve 
a empezar el ciclo en la fase1. 
 
El método insertar ( ) se utiliza durante la fase 2 para empotrar las huellas en la 
matriz campo, y es declarado de la siguiente forma: 
 
• private void insertar ( int multi1, int multi2, int beta )  
 
Multi1 es el valor de la multiplicidad del hilo que ejecuta el método, multi2 es la 
multiplicidad que podemos añadir, y beta indica el número de hilos que quedan 
dormidos en la cola AT. Veamos un ejemplo de invocación al método por parte del hilo 
t2: 
 
• insertar ( 2, 7, at.in_waiting( ) ); 
 
 
Dependiendo de la posición en la fila de la matriz campo en la que nos 
encontremos, y dependiendo de los argumentos que le pasen los hilos, el método 
insertar se comportará de modo distinto. La figura 6.4k nos muestra el conjunto de 
acciones que realiza el método insertar dependiendo de la posición en la que se 
encuentren los hilos. Cada posición de una fila está dividida en dos partes, la sección 
azul y la sección verde. La sección azul indica las acciones que realizan todos los hilos 
con derecho a huella para esa posición, mientras que las sección verde indica las 
acciones que únicamente realiza en último hilo con derecho a huella para esa posición. 
La sección azul, por tanto, corresponde a la acción de dejar huella, y la sección verde 
corresponde a las tareas propias del agente, y a la inserción del precio del vuelo. 
 
Cada fila contiene los resultados de la consulta para dos vuelos distintos, de 
manera que  la estructura de las posiciones 1, 2, y 3 se repite en las posiciones 4, 5, y 6.  
 
 
141 
 
 
Figura 6.4k: Distribución de la carga computacional 
 
 
En todas y cada una de las posiciones de la fila se insertan las huellas 
correspondientes a esa posición: 
 
campo[j][i] = campo[j][i] * multi1 * multi2; 
 
 El resto de acciones que realizan los hilos dependen de la posición en la fila (punto 
de control) y del orden de llegada: 
 
• Posición 0: Es interesante dejar una o varias posición libres de cara a 
mejorar posteriores implementaciones, tal  como se explica en la sección 
6.4.7. 
 
• Posición 1: En esta posición, el último hilo que inserta su huella tiene que 
ejecutar el código que se encarga de pasar Origen y Destino al objeto 
ConsultarVuelo:  
 
consulta.setOrigen (v1.getOrigen()); 
consulta.setDestino (v1.getDestino()); 
 
• Posición 2: En esta posición, el último hilo que inserta su huella tiene que 
realizar la consulta de precios en el host: 
 
consulta.accesoDatosHost (precios[j][0]); 
 
• Posición 3: El último hilo en insertar la huella, inserta el valor del precio 
del vuelo consultado. Si ese valor contiene multiplicidades que no deben 
estar presentes en la huella,  se eliminan y se insertar el valor resultante: 
 
dato = multiple1(multi1, consulta.getPrecio()); 
campo[j][i] = campo[j][i] * dato; 
 
• Posición 4: Igual que posición 1 
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• Posición 5: Igual que posición 2 
• Posicion6: Igual que posición 3, pero usando el método multiple2 (…) 
 
Los métodos multiple1(…) y multiple2 (…) toman el valor del precio del vuelo y 
le extraen aquellas multiplicidades que no corresponden a la huella en esa posición: 
 
public int multiple1(int multi, int precio) { 
        int A = 0,  B = 0,  C = 0; 
        if ((campo[j][i] % 2 != 0) && (precio % 2 = = 0) && (multi != 2)) { 
            while (precio % 2 = = 0) { 
                precio = precio / 2; 
                A++; 
            } 
            divisores[j][0] = A; 
        } 
if ((campo[j][i] % 3 != 0) && (precio % 3 = = 0) && (multi != 3)) { 
            while (precio % 3 == 0) { 
                precio = precio / 3; 
                B++; 
            } 
            divisores[j][1] = B; 
        } 
if ((campo[j][i] % 5 != 0) && (precio % 5 = = 0) && (multi != 5)) { 
            while (precio % 5 = = 0) { 
                precio = precio / 5; 
                C++; 
            } 
            divisores[j][2] = C; 
        } 
        return precio; 
 
} 
 
El precio final que se va a insertar en la posición 3 y en la posición 6,  es el 
resultado de dividirlo por las multiplicidades prohibidas un número de veces 
determinado. Por tanto para recuperar el valor del precio, tenemos que conocer cuantas 
veces hemos dividido el valor original del precio por cada una de las multiplicidades. 
Estos datos se guardan en la matriz divisores. El método multiple1 guarda los valores 
para las posiciones 0, 1 y 2, y el método multiple2 lo hace para las posiciones 3, 4 y 5. 
 
6.4.6 Resultados 
 
Vamos a empotrar el watermark {1,2,3,4,5,6,7},  tal como se muestra en la Figura 
6.4l, y obtendremos una traza de las transiciones entre hilos, junto con sus acciones más 
significantes. De este modo veremos cómo evolucionan los hilos siguiendo el modelo 
presentado en el diagrama de flujo de las Figuras 6.4i y 6.4j, haciendo hincapié en los 
puntos en los que se inserta el valor del precio. Finalmente obtendremos la composición 
final del la matriz campo para recuperar el watermark y los valores del precio de los 
vuelos. 
143 
 
 
Figura 6.4l: Creación de huellas según multiplicidades 
 
 
La clase principal de la ejecución de prueba es: 
 
 public class Main { 
 
    public static void main(String[] args) { 
        Vuelo v1 = new Vuelo( "Barcelona" , "Paris" ); 
        Vuelo v2 = new Vuelo( "Madrid" , "París" ); 
        ConsultarVuelo consulta = new ConsultarVuelo(); 
        Container c = new Container( 2, 7, v1, v2, consulta ); 
        Hilo hilo2 = new Hilo( 2, 7, c, "t2" ); 
        Hilo hilo3 = new Hilo( 2, 7, c, "t3" ); 
        Hilo hilo5 = new Hilo( 2, 7, c, "t5" ); 
        hilo3.start( ); 
        hilo2.start( ); 
        hilo5.start( ); 
    } 
} 
 
En este ejemplo se inicializan dos vuelos, uno de Barcelona a París (v1) y otro de 
Madrid a París (v2). Creamos un objeto c de tipo Container, con un recorrido de 2 hosts, 
y los vuelos v1 y v2. Finalmente creamos los tres hilos con identidades t2, t3, t5, y 
invocamos al método start para todos ellos. Observemos la traza de ejecución para la 
posición 3 del primer host en la que el hilo t2 será el único en insertar su huella, y en la 
que además se deberá insertar el precio del vuelo (500 €): 
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hilo t2 entrando en Fase1 1 
hilo t2 durmiendo en PREVIO 
  
hilo t3 entrando en Fase1 2 
hilo t3 durmiendo en PREVIO 
  
hilo t5 entrando en Fase1 
hilo t5 último en entrar a Fase1 
¿Último en despertar de PREVIO?: NO 
¿Dejar huella?: NO 
Despertando hilo en PREVIO 
3 
t5 se duerme en cola ANT 
  
hilo t2 despertando de PREVIO 
¿Último en despertar de PREVIO?: NO 
¿Dejar huella?: SI 
Despertando hilo en PREVIO 
4 
t2 se duerme en cola AT 
  
hilo t3 despertando de PREVIO 
¿Último en despertar de PREVIO?: SI 
¿Dejar huella?: NO 
Despertando hilo en AT 
5 
t3 se duerme en cola ANT 
 
  
t2 despierta de AT 6 
Fase1 completada por hilo t2 
  
Hilo t2 entrando en Fase2 
Hilo t2 inserta su huella 
Insertando huella... 
¿Último hilo en insertar huella?: SI 
Invocando al método multiple1(...) 
Precio del vuelo: 500 
Extrayendo multiplicidad 5 
Se ha dividido 3 veces por 5 
Guardamos dato en matriz divisores 
¿Cola de AT está vacía?: SI 
¿Cola de ANT está vacía?: NO 
7 
Despertando hilo en ANT 
t2 se duerme en cola de MUERTO 
   
t5 despierta de cola ANT 
¿Desorden ya realizado?: NO 
¿DESORDENANDO... 
¿Desorden ya realizado?: SI 
8 
Fase1 completada por hilo t5 
  
Hilo t5 entrando en Fase2 
Hilo t5 no inserta su huella 
¿Cola de AT está vacía?: SI 
¿Cola de ANT está vacía?: NO 
Despertando hilo en ANT 
9 
t5 se duerme en cola de MUERTO 
   
t3 despierta de cola ANT 
¿Desorden ya realizado?: SI 10
Fase1 completada por hilo t3 
 
  
Hilo t3 entrando en Fase2 
Hilo t3 no inserta su huella 
¿Cola de AT está vacía?: SI 
¿Cola de ANT está vacía?: SI 
Pasar a siguiente posición: i++ 
11
Despertando a todos los hilos en 
MUERTO 
  
hilo t3 entrando en Fase1 12
hilo t3 durmiendo en PREVIO 
  
t5 despierta de la cola MUERTO 
Fase2 completada por hilo t5 
hilo t5 entrando en Fase1 
13
hilo t5 durmiendo en PREVIO 
  
t2 despierta de la cola MUERTO 
Fase2 completada por hilo t2 14
hilo t2 entrando en Fase1 
 
Tabla 6.4.6: Traza de ejecución 
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Figura 6.4m: Traza de ejecución de los hilos t2, t3, y t5 en la fase1 
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Figura 6.4n: Traza de ejecución de los hilos t2, t3, y t5 en la fase2 
 
Las Figuras 6.4m y 6.4n ilustran los caminos que siguen los hilos a través de los 
diagramas de flujo de la fase 1 y la fase 2. El color azul identifica el camino del hilo t2, 
el verde identifica el camino de hilo t3, y el amarillo identifica el camino del hilo t5. 
Cada conjunto de acciones consecutivas llevadas a cabo por un mismo hilo se identifica 
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mediante un número, tal y como se muestra en la Tabla 6.4.6. Añadiendo esta 
numeración a las Figuras 6.4m y 6.4n, podemos seguir de forma precisa el flujo de 
ejecución de los hilos identificando las principales tareas que realizan. 
 
 
 
 
Figura 6.4o: Contenido de la matriz campo y la matriz divisores 
 
El resultado final de la ejecución, es una matriz que contiene las huellas de los 
hilos junto con los precios de los vuelos para cada host. Esta información esta 
desordenada de forma que resulte más difícil extraerla de la matriz. El desorden consiste 
en sumarle a cada posición de la matriz, el valor de la posición anterior multiplicado por 
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el valor del índice que recorre las filas. La Figura 6.4h nos muestra una captura del final 
de la ejecución del agente, en la que se muestra por pantalla el contenido de cada 
posición de la matriz campo, y de la matriz divisores.  
Tomando estos valores podemos extraer el valor del watermark siguiendo el 
procedimiento de la figura 6.4p: 
 
 
 
 
Figura 6.4p: Extracción del valor del watermark 
 
Juntamente con el valor del watermark podemos extraer el valor del precio de los 
vuelos. Para hacerlo tomamos los valores en las posiciones 3 y 6, les quitamos las 
multiplicidades propias de la huella, les quitamos las multiplicidades adicionales, y 
finalmente les añadimos aquellas multiplicidades que han sido extraídas. La posición 3 
contiene el valor 7079, que después del reordenamiento se queda en 56. Sabiendo que el 
hilo implicado en la huella de esta posición es el t2, deducimos que debemos dividir por 
su multiplicidad característica 2, y por su multiplicidad adicional 7. El resultado 
obtenido es 4. Ahora debemos multiplicar por aquellos valores que se han extraído para 
no alterar las huellas en la fase2, estos valores se encuentran en la matriz divisores. En 
este caso concreto la matriz divisores nos dice que hemos dividido 3 veces por 5, con lo 
que nos queda multiplicar por 5 el mismo número de veces. Una vez hecha esta 
operación obtenemos un precio del vuelo de 500 €.  
 
Aplicando la misma operativa a la posición 6, partimos del valor 17396052 que 
después del reordenamiento se queda en 16516500. Ahora los hilos implicados en la 
huella son el t2, el t3, y el t5, por tanto debemos extraer las multiplicidades asociadas {2, 
3, 5, 7, 11, 13}. El valor obtenido es 550 que es definitivamente el precio del segundo 
vuelo. En este caso, la matriz divisores no contiene ningun valor para extraer. 
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6.4.7 Direcciones futuras 
 
• Watermarks distintos para cada host: 
 
Nuestra implementación utiliza el mismo watermark para todos los hosts, 
y esto implica que en cada una de las filas de la matriz campo insertamos la 
misma estructura de huellas. Este hecho no significa necesariamente que todas 
las filas de la matriz campo sean idénticas, ya que existen factores como la 
inclusión de multiplicidades adicionales, la inclusión del precio de los vuelos, y 
el desorden final, que modifican los valores finales de cada fila. 
 
Usando estos factores de forma inteligente podemos conseguir que la 
estructura de las filas sea la misma pero con distintos valores. Si esto no fuera 
suficiente,  podríamos optar por insertar una estructura de huellas distinta para 
cada host: a través de varios watermarks independientes, o usando watermarks 
autogenerados. 
 
Usar watermarks independientes significa que debemos insertar todos los 
watermarks en la aplicación para que los hilos puedan ir consultándolos y 
generando las distintas estructuras de huellas. Esta solución implicaría 
simplemente incluir el valor de los watermarks en la sección de datos de la 
clase contenedor: 
 
La otra opción que proponemos consiste en incluir un solo watermark en 
la aplicación, y generar el resto de watermarks en base al primero, o 
directamente incluir el código para generar todos los watermarks. Con esta 
solución, evitamos incluir explícitamente el valor del watermark en la sección 
de datos de la aplicación, incluyéndolo de forma soslayada en la sección de 
código. 
 
 
• Uso inteligente de multiplicidades:  
 
La estructura de huellas que proponemos se basa en la inserción de 
distintas  multiplicidades por parte de cada uno de los hilos. Estas 
multiplicidades pueden ser las propias de cada hilo, u otras adicionales que 
ayuden a enmascararlas. En nuestra implementación cada hilo multiplica por su 
multiplicidad, y por la multiplicidad adicional. Si usamos números primos 
suficientemente grandes, haremos difícil que se puedan deducir estos factores. 
En posteriores implementaciones será importante encontrar funciones que 
realicen estas multiplicaciones de forma oculta para que un posible atacante no 
sea capaz de deducir el valor de las multiplicidades observando el código.  
 
• Mezcla de datos:  
 
Para hacer más ardua la tarea de descifrar la estructura del contenedor, 
proponemos la inclusión de posiciones adicionales en la matriz campo. Estas 
posiciones pueden contener información trivial, que no siga la estructura de 
huellas, o que las siga de forma errónea para confundir a los posibles atacantes.  
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• Añadir más reglas de integridad:  
 
A parte de la estructura propia de las huellas, podemos incluir otras reglas 
de integridad más sutiles para hacer que la detección de ejecuciones 
deshonestas sea más fiable. Cuanto más sutiles sean estas relaciones entre 
celdas, más difíciles serán de detectar. El objetivo final es hacer que un 
atacante que intente buscar patrones en la estructura del contenedor, tenga 
dificultades para diferenciar entre patrones y coincidencias. 
 
• Ofuscación del código: 
 
No nos podemos olvidar de la necesidad de ofuscar nuestra aplicación para 
dificultar la ingeniería inversa. Al contrario que en watermarking de software, 
los ataques a agentes móviles no se realizarán por medio de herramientas de 
ofuscación automatizadas, ya que el objetivo de los atacantes no es destruir el 
watermark. El objetivo del atacante es entender el watermark para intentar 
modificar los resultados sin modificar la estructura final del contenedor. Por 
tanto cuanto más difícil de entender sea el código, más tiempo le llevará a un 
atacante realizar su cometido. Es importante tener en cuenta que podemos usar 
el tiempo de respuesta de un host para detectar una posible ejecución 
deshonesta;  por lo tanto, nuestro objetivo será garantizar que el tiempo 
necesario para romper nuestro watermark sea superior al tiempo máximo de 
respuesta. 
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7. Conclusiones 
 
La protección de la propiedad intelectual del software es un problema complejo y 
difícil de resolver. Dependiendo de la intención final del atacante, y de los métodos 
utilizados por el mismo, deberemos considerar la contramedida  más efectiva para cada 
caso en particular. Por lo tanto, el primer paso para solucionar el problema consiste en 
establecer una taxonomía de los distintos ataques a la propiedad intelectual del software. 
Como resultado de esta división obtenemos tres tipos de ataques: 
 
1. La ingeniería inversa 
2. El tampering de software 
3. La piratería 
 
Si se trata cada uno de los ataques como un ente independiente, las probabilidades 
de éxito son mayores, incluso cuando se tiene que luchar contra una combinación de los 
mismos. En realidad, los ataques por ingeniería inversa suelen ser el preludio de un acto 
de piratería, o de un intento de tampering de software. En muchas ocasiones, una vez 
realizada la ingeniería inversa se llevará a cabo algún tipo de modificación en el código 
de la aplicación, con el objetivo de neutralizar las medidas de seguridad tomadas por el 
distribuidor del software. Gracias a estas modificaciones, será posible usar el programa 
libremente o distribuirlo bajo otro nombre sin que se detecte su procedencia real. En 
este proyecto partimos del problema de la piratería para realizar un estado del arte de las 
técnicas de software watermarking existentes hasta el momento.  
 
El software watermarking permite empotrar marcas de copyright de forma secreta 
en una determinada aplicación para poder demostrar la autoría. Estas marcas se pueden 
empotrar de varias maneras en distintas zonas de un programa, ya sea de forma estática  
o dinámica. Los watermarks estáticos incluyen la marca de forma explícita en la sección 
de datos, o en la sección de código de la aplicación, y requieren de una herramienta 
específica para extraer el watermark. Además, en algunos casos concretos,  para obtener 
la marca es necesario disponer de la aplicación original. Esta condición se da por 
ejemplo en los watermark estáticos por asignación de registros (Register Allocation), y 
los watermarks empotrados en el dominio frecuencial (SHQK).  
 
En los watermark dinámicos, la marca se genera en tiempo de ejecución cuando se 
ejecuta la aplicación con una determinada secuencia de entrada.  Por esta razón no es 
necesario disponer del programa original. Para extraer el watermark solo es necesario 
saber la secuencia de entrada secreta que genera el watermark, y usar una rutina 
específica de identificación, o bien realizar un debuggado. 
 
La conclusión general a la que llegamos una vez analizada  la resistencia de los 
distintos esquemas de watermarking, es que no existe una propuesta definitiva que 
resista todos los posibles ataques. Independientemente del tipo de watermark  (estático 
o dinámico) que utilicemos, siempre existe alguna vulnerabilidad difícil de resolver. A 
la hora de escoger una técnica determinada, deberemos evaluar que tipos de ataque 
puede realizar el atacante, y sobretodo cuantos recursos estará dispuesto a invertir.  Si el 
coste en recursos (tiempo, esfuerzo y dinero) empleados para inutilizar el watermark de 
una aplicación es superior al coste de desarrollar  una aplicación equivalente, entonces 
podremos decir que el watermark es efectivo.   
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Además de la resistencia de un watermark ante ataques, existen otros atributos 
como la tasa de datos y la imperceptibildad. La imperceptibilidad de un watermark es 
un factor muy importante que influye directamente en la resistencia del watermark. Si 
un watermark es fácil de detectar, entonces será más fácil y más rápido inutilizarlo. Si 
un watermark es difícil de localizar, entonces los atacantes se verán obligados a aplicar 
transformaciones automáticas a todo el programa para garantizar su completa 
inutilización. Cuantas más transformaciones realicen los atacantes, más recursos habrán 
invertido y menos rendimiento tendrá la aplicación resultante. 
 
Las conclusiones para cada algoritmo de watermarking incluido en nuestro estado 
del arte son: 
 
• Reordenación de bloques básicos: Es un esquema sencillo consistente en 
reordenar los bloques básicos de una aplicación para codificar la marca. Su 
sencillez lo hace muy fácil de implementar, y  a su vez muy fácil de 
inutilizar mediante nuevas reordenaciones. 
 
• Asignación de registros: Este tipo de algoritmos está poco desarrollado y 
tiene dificultades en la fase de reconocimiento. Su imperceptibilidad es alta 
pero el hecho de requerir el programa original para extraer la marca, hace 
que cualquier cambio en los grafos que codifican la marca imposibilite su 
extracción. 
 
• Watermarking en el dominio frecuencial: El algoritmo SHQK2 tiene un 
alto grado de imperceptibilidad, pero no resiste ciertos tipos de ofuscaciones 
de código, ni ataques por adición, y ataques por recompilación. Además 
requiere del programa original para extraer el watermark. 
 
• Predicados opacos: Este esquema resiste satisfactoriamente ataques por 
ofuscación, decompilación y recompilación, y ataques por adición. Sin 
embargo, esta resistencia se verá comprometida si la imperceptibilidad de 
los predicados opacos y los métodos falsos no es suficientemente alta.  
 
• Watermarking por grafos estáticos: Esta técnica sufre de baja 
imperceptibilidad, y además tiene pendiente hallar un sistema adecuado para 
marcar los nodos pertenecientes al watermark. Sin embargo existe un 
margen de mejora notable. 
 
• Estructuras dinámicas de grafos: Estos watermarks son muy elásticos y 
permiten introducir mejoras para resistir el máximo tipo de ofuscaciones. 
Cuanto más complejo sea el ataque, peor rendimiento obtendrá el atacante, 
y a su vez cuantas más mejoras se apliquen al watermark, más se verá 
afectado el rendimiento de la aplicación marcada.  
 
• Contienda entre hilos de ejecución: Estos watermarks resisten ataques por 
ofuscación y ataques por recompilación. Los ataques por adición de nuevos 
watermarks, y las dificultades de implementación son los problemas más 
graves a los que se enfrentan. 
 
 
153 
 
La segunda contribución de este proyecto es la propuesta de un sistema de 
watermarking de agentes móviles para solucionar el problema de los hosts maliciosos. 
Concretamente hemos desarrollados un esquema que permite detectar ejecuciones 
deshonestas realizadas a un agente móvil. Multithreading Mobile Agent Watermarking 
utiliza la contienda entre hilos para establecer reglas de integridad para la ejecución de 
un agente. Estas reglas de integridad son transferidas a un contenedor de datos en 
tiempo de ejecución, junto con información relevante. Gracias a este contenedor, 
podemos verificar que la ejecución del agente ha sido honesta y por lo tanto validar los 
resultados de la misma. La ventaja de usar técnicas de watermarking, es que ninguno de 
los ataques típicos a estos sistemas es útil para evitar la detección de ejecuciones 
deshonestas en un entorno de agentes móviles. De hecho, usamos un watermark que se 
ve afectado ante el mínimo cambio, de manera que las reglas de integridad transferidas 
al contenedor no cumplan los requisitos. 
 
Nuestra implementación esta realizada en Java y toma la idea del watermarking por 
contienda entre hilos de ejecución, pero partiendo desde cero. No usamos el sistema de 
closures definido en la técnica original de watermarking, y proponemos usar nuestra 
propia implementación de monitores. Gracias a esto conseguimos transformar un agente 
de un solo hilo de ejecución, en otro formado por tres hilos distintos. Estos hilos 
realizarán las mismas tareas que el hilo original, y a su vez codificarán una serie de 
reglas de integridad. Un host malicioso que pretenda obtener unos resultados de 
ejecución favorables, no podrá modificar dichos resultados directamente ya que el host 
origen los podrá verificar en la estructura del contenedor. Por lo tanto, el host malicioso 
deberá ser capaz de entender la estructura del contenedor para modificar los resultados 
de la ejecución, o bien alterar la ejecución del agente de modo que se obtengan los 
resultados deseados sin violar las reglas de integridad.  
 
La ventaja de MMAW es que podemos hacer la estructura del contenedor y las 
reglas de integridad tan complicadas y difíciles de entender como queramos. Por lo 
tanto, la tarea de  modificar los resultados de la ejecución  no será en ningún caso trivial, 
y juntamente con los protocolos de limitación del tiempo de respuesta de un host, será 
muy difícil que llegue a buen puerto. Aunque nuestra implementación es una primera 
tentativa, hemos identificado y especificado los ámbitos de mejora para posteriores 
implementaciones. 
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