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ЗАГАЛЬНА ХАРАКТЕРИСТИКА РОБОТИ 
 
Дисертаційну роботу присвячено напряму створення високопродуктивних 
паралельних комп’ютерних систем, які забезпечують високу користувацьку 
ефективність під час розв’язання широкого класу задач керування великої 
розмірності, зокрема в режимі реального часу. Функціональним і технологічним 
підґрунтям для створення таких систем є сучасна динамічно перепрограмовна 
елементна база – програмовні логічні інтегральні схеми (ПЛІС), що підтримують 
технологію часткової динамічної реконфігурації. 
Актуальність теми. Широко розповсюджені класи високопродуктивних 
паралельних комп’ютерних систем характеризуються фіксованою структурою 
обчислювального середовища. Це не дозволяє ефективно відображувати алгоритми 
сильнозв’язаних задач, структура яких не відповідає структурі комп’ютерної 
системи.  
Традиційними напрямами підвищення ефективності розв’язання задач з високою 
кількістю інформаційних зв’язків є побудова паралельних комп’ютерних систем з 
реконфігуровними каналами зв’язків між процесорами, таких як NUMA (Non-Uniform 
Memory Access) системи, трансп’ютери, мультипроцесори. Сучасними тенденціями 
підвищення ефективності є збільшення «зерна обчислень» і використання 
мультиядерних процесорів у вузлах паралельних обчислювальних систем 
(високопродуктивні кластери, суперкомп’ютери). Але більшість відомих методів та 
засобів підвищення ефективності паралельних комп’ютерних систем сприяють 
логарифмічному приросту користувацької ефективності для розв’язання задач з 
високою кількістю інформаційних обмінів. 
Актуальним напрямом підвищення ефективності паралельної обробки 
інформації є побудова реконфігуровних комп’ютерних систем на програмовній 
елементній базі ПЛІС. Основною концепцією підвищення ефективності таких систем 
є сумісний програмно-апаратний підхід, який ґрунтується на апаратному 
пришвидшенні певних функцій, виконання яких неефективне засобами 
універсальних процесорів. Застосування технології ПЛІС дозволяє реалізувати в 
одному кристалі мікросхеми обчислювальну систему будь-якої складності з гнучкою 
архітектурою. Можливість перепрограмування ПЛІС на фізичному рівні забезпечує 
швидке налаштування обчислювальної структури для реалізації довільних алгоритмів 
обчислювальних задач. Така концепція здатна забезпечити баланс лінійного приросту 
користувацької ефективності, підтримання ефективних технологій паралельного 
програмування, широку функціональність і економічну привабливість. 
Відомі дотепер реконфігуровні обчислювальні системи ґрунтуються на 
статичній реконфігурації кристалів ПЛІС, що зумовлює широке використання 
методів та засобів статичного планування обчислювального процесу і розподілу задач 
на обчислювальне середовище. Статична структура дозволяє ефективно 
використовувати в межах цих систем відомі методи паралельного програмування та 
методи і засоби підвищення ефективності, але в більшості випадків значні накладні 
витрати часу на статичну перебудову обчислювальної структури і непродуктивні 
енергетичні й апаратні витрати можуть бути сумірними з апаратним пришвидшенням, 
що здатне зневілювати ефект від використання реконфігуровних обчислювальних 
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систем. Зокрема ця проблема стає актуальною для виконання обчислювальних задач, 
на час розв’язання яких накладаються жорсткі часові обмеження. 
В останні роки поява ПЛІС, що динамічно реконфігуруються, створила 
передумови і нові можливості для підвищення ефективності паралельних 
комп’ютерних систем за рахунок значного зменшення накладних витрат часу на 
перепрограмування кристала ПЛІС, а також можливості реконфігурації 
обчислювальної структури в динамічному режимі (Run Time). 
Ефективність функціонування динамічно реконфігуровних комп’ютерних 
систем, зокрема в межах розв’язання задач з великою кількістю інформаційних 
обмінів, великої і надвеликої розмірності, на розв’язання яких накладаються часові 
обмеження, пов’язана з рядом проблем. Проблеми функціональних обмежень 
спричинені високими непродуктивними витратами часу і продуктивності у процесі 
динамічної реконфігурації обчислювальної структури. Накладні витрати зумовлені 
затримками передавання даних для налаштування ПЛІС і невисокою швидкодією їх 
інтерфейсів. Важливою є проблема апаратурних обмежень реконфігуровних 
обчислювальних ресурсів ПЛІС, що критично для реалізації мультизадачного режиму 
функціонування незважаючи на надвисокий ступінь інтеграції сучасних ПЛІС. Для 
вирішення проблеми мінімізації непродуктивних витрат, забезпечення апаратного 
прискорення і ефективного використання обчислювального простору ПЛІС в умовах 
часових обмежень функціонального процесу важливою стає проблема оптимізації 
процесу обробки інформації, що зводиться до визначення оптимального 
співвідношення вимог розв’язуваних задач і структури реконфігуровного 
обчислювального середовища. Вирішенню означених проблем присвячено 
дисертаційну роботу. 
Традиційні технології паралельних обчислень орієнтовані на фіксоване 
обчислювальне середовище без будь-яких просторових і функціональних обмежень. 
Використання існуючих технологій паралельного програмування як і традиційних 
методів та засобів підвищення ефективності паралельних обчислень не є ефективним 
для вирішення поставленої проблеми підвищення ефективності динамічно 
реконфігуровних комп’ютерних систем.  
У зв'язку з цим дисертаційна робота становить науковий і практичний інтерес. 
Вирішується актуальна проблема розвитку теорії організації динамічно адаптивних 
паралельних обчислень у комп’ютерних системах, що мають обмеження за своїми 
функціональними й апаратурними можливостями, зумовлені використанням 
динамічно програмовної елементної бази. 
Зв’язок роботи з науковими програмами, планами, темами. Дисертаційна 
робота виконувалася відповідно до планів науково-дослідних робіт кафедри 
обчислювальної техніки НТУУ «КПІ»: «Методи та засоби підвищення ефективності 
рішення задач на основі перестроюваних обчислювальних засобів на ПЛІС», 
№ ДР 0114U000547, 2014 – 2015 рр. та «Створення засобів проектування та розробка 
на їх основі високопродуктивних процесорів систем технічного зору», 
№ ДР 0115U002326, 2015 – 2016 рр. 
Мета і завдання дослідження. Метою роботи є розвиток теорії організації 
комп’ютерних систем на ПЛІС за рахунок підвищення ефективності процесу 
відображення задач на динамічно реконфігуровне обчислювальне середовище і 
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оптимізації процесу обробки інформації з урахуванням співвідношення вимог 
розв’язуваних задач та структури обчислювального середовища. 
Для досягнення поставленої мети в роботі вирішуються такі завдання: 
‒ аналіз структурної і функціональної організації реконфігуровних 
комп’ютерних систем з метою визначення вимог до методів і засобів підвищення 
ефективності обробки інформації; 
‒ визначення критеріїв ефективності функціонування динамічно 
реконфігуровних комп’ютерних систем та критеріїв ефективної реалізації алгоритмів 
обчислювальних задач; 
‒ розроблення математичних моделей оцінювання значень критеріїв 
ефективності динамічно реконфігуровних комп’ютерних систем та оцінювання часу 
виконання функціональних процесів обробки інформації; 
‒ розроблення концепції структурної організації динамічно реконфігуровних 
комп’ютерних систем з метою зменшення затримок передавання конфігураційних 
даних і затримок, які вносить операційна система у процесі реалізації динамічного 
відображення задач на реконфігуровне обчислювальне середовище; 
‒ розроблення методів і засобів зменшення накладних витрат процесу 
реконфігурації обчислювального середовища з метою оптимізації процесу 
динамічного відображення задач на реконфігуровне обчислювальне середовище в 
комп’ютерних системах, що мають функціональні та апаратурні обмеження; 
‒ розроблення способу визначення оптимального співвідношення параметрів 
розв’язуваних задач і структури реконфігуровного обчислювального середовища з 
метою підвищення ефективності паралельної обробки інформації в комп’ютерних 
системах, що мають функціональні та апаратурні обмеження; 
‒ розроблення нових та вдосконалення існуючих методів і засобів взаємодії 
основних складових елементів структурного рівня та комунікаційних процесів, 
підвищення надійності та відмовостійкості з метою підвищення ефективності 
обробки інформації у динамічно реконфігуровних комп’ютерних системах. 
Об'єктом дослідження є процес взаємної адаптації розв’язуваних задач і 
обчислювального середовища, який породжує проблеми підвищення ефективності 
обробки інформації в динамічно реконфігуровних комп’ютерних системах шляхом 
зменшення накладних витрат процесу відображення задач на реконфігуровне 
обчислювальне середовище і визначення зернистості обчислень. 
Предмет дослідження: методи та засоби підвищення ефективності обробки 
інформації в динамічно реконфігуровних комп’ютерних системах за рахунок 
зменшення накладних витрат процесу реконфігурації обчислювального середовища і 
оптимізації процесу обробки інформації з урахуванням функціональних і 
апаратурних обмежень реконфігуровних комп’ютерних систем. 
Методи досліджень. Для розроблення і дослідження структури та методів і 
засобів організації обробки інформації у динамічно реконфігуровних комп’ютерних 
системах використовуються положення теорії обчислювальних систем, теорії 
керування, теорії нечітких множин, а також елементи теорії інформації, графів та 
алгоритмів, методів моделювання. Аналіз паралельних обчислювальних процесів та 
похибок обчислень виконується із застосуванням елементів математичного аналізу, 
теорії числових методів, імітаційного та математичного моделювання. 
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Наукова новизна одержаних результатів полягає у вирішенні актуальної 
проблеми розвитку теорії організації обробки інформації в комп’ютерних системах з 
урахуванням їх функціональних та апаратурних обмежень, що включає в себе 
взаємозв’язані вирішення завдань оптимізації процесу обробки інформації з 
урахуванням співвідношення параметрів розв’язуваних задач і структури 
обчислювального середовища та зменшення накладних витрат процесу відображення 
задач на реконфігуровне обчислювальне середовище. 
Основні наукові результати, отримані особисто автором: 
 уперше розроблено математичні моделі функціональних процесів, що на 
відміну від відомих ураховують багаторівневу структуру динамічно реконфігуровних 
комп’ютерних систем і непродуктивні витрати на всіх рівнях їх функціонування, які 
дозволяють оцінити процес обробки інформації з метою його оптимізації за 
запропонованим інтегральним критерієм, що ґрунтується на співвідношенні 
непродуктивного часу, параметрів розв’язуваних задач і структури обчислювального 
середовища з урахуванням його апаратурних обмежень; 
 запропоновано новий спосіб організації віртуальної пам’яті в 
реконфігуровних комп’ютерних системах, який відрізняється від відомих 
багаторівневою багатофункціональною структурою для зберігання, пошуку і 
керування конфігураційними даними, що забезпечує реалізацію різних стратегій 
обслуговування завдань, які відрізняються частотою їх виконання, непродуктивним 
часом та обсягом використання апаратурних ресурсів ПЛІС.  
 запропоновано новий спосіб скорочення критичного часу виконання 
обчислювальних задач, який на відміну від відомих інтегрує статичний і динамічний 
підходи для трансформації графів обчислювальних задач з використанням 
модифікованого методу гілок і границь, що забезпечує інтенсивне скорочення 
непродуктивних витрат процесу відображення задач на динамічно реконфігуровне 
обчислювальне середовище; 
 запропоновано й обґрунтовано новий метод адаптивного відображення задач 
на реконфігуровне обчислювальне середовище, який відрізняється від відомих 
скороченням критичного часу виконання обчислювальних задач на базі 
багаторівневого кешування конфігураційних даних, що дає змогу реалізувати 
ефективні стратегії організації процесу відображення задач за обсягом 
непродуктивного часу і апаратурних витрат з урахуванням несталих умов 
відображення; 
 запропоновано й обґрунтовано новий метод оптимізації процесу відображення 
задач на реконфігуровне обчислювальне середовище, що відрізняється від відомих 
визначенням стратегії обслуговування кожного завдання на підставі аналізу 
показника його апаратного пришвидшення, який шляхом оптимізації 
непродуктивного часу за розробленим у роботі інтегральним критерієм забезпечує 
потрібний час для виконання обчислювальних задач, підвищує ефективність 
використання апаратурних ресурсів ПЛІС і скорочує кількість відхилень виконання 
завдань; 
 уперше визначено й обґрунтовано критерій швидкодії паралельного 
обчислювального середовища на ПЛІС, який на відміну від відомих ґрунтується на 
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визначенні співвідношення часу виконання завдань на апаратурі ПЛІС і обсягу 
корисних даних для обчислення з урахуванням затримок поширення сигналів на 
фізичному рівні функціональних блоків і просторових обмежень обчислювального 
середовища, що дає змогу оцінити ефективність паралельної обробки інформації на 
фізичному рівні реконфігуровних комп’ютерних систем для розв’язання задач 
великої розмірності; 
 запропоновано нову стратегію організації процесу обробки інформації, яка 
відрізняється від відомих взаємною адаптацією розв’язуваних задач і 
обчислювального середовища на підставі визначення оптимальної зернистості 
обчислень за критерієм максимальної швидкодії паралельного обчислювального 
середовища на ПЛІС, що дає змогу забезпечити екстремуми цільових функцій 
оптимізації обробки даних на всіх рівнях динамічно реконфігуровних комп’ютерних 
систем, що в цілому призводить до підвищення їх користувацької ефективності; 
 удосконалено структурну організацію бібліотеки функціональних блоків на 
ПЛІС, яка відрізняється від відомих формуванням набору функціональних блоків з 
оптимальними характеристиками, що дає змогу варіювати зернистістю 
обчислювального середовища під час розв’язання задач великої розмірності на 
підставі запропонованого критерію швидкодії паралельного обчислювального 
середовища на ПЛІС, що забезпечує підвищення ефективності паралельної обробки 
інформації у динамічно реконфігуровних обчислювальних системах і розширення їх 
функціональних можливостей; 
 запропоновано й обґрунтовано нові рівні абстракцій розгляду архітектури 
реконфігуровних комп’ютерних систем, які на відміну від відомих локалізують 
процес реконфігурації обчислювального середовища на структурному рівні 
обчислювальних модулів, що забезпечує підвищення ефективності обробки 
інформації через застосування на кожному рівні ефективних методів та засобів 
організації обчислень, зменшення складності та скорочення накладних витрат 
процесу відображення задач на реконфігуровне обчислювальне середовище; 
 модифіковано метод автоматичного розподілу завдань і синхронізації 
процесів на базі моделі обчислень, керованих потоком даних, який відрізняються від 
відомих механізмом завчасної реконфігурації обчислювального середовища, 
дворівневою організацією синхронізації процесів і вдосконаленим способом 
підвищення відмовостійкості керувального ядра, що забезпечує підвищення 
ефективності обробки даних на локальному рівні обчислювального модуля за 
рахунок автоматичного скорочення накладних витрат, зменшення складності й 
апаратного пришвидшення функціональних процесів, а також підвищення надійності 
реконфігуровних комп’ютерних систем. 
Практичне значення одержаних результатів. Розроблено нові методи і засоби 
організації структури та процесів обробки інформації в реконфігуровних 
комп’ютерних системах, побудованих на ПЛІС. 
Практичне значення результатів роботи полягає у тому, що запропонована 
структурна організація реконфігуровних комп’ютерних систем та нова стратегія 
взаємної адаптації розв’язуваних задач і структури обчислювального середовища 
дозволяють підвищити користувацьку ефективність паралельних комп’ютерних 
систем і реалізувати масштабовані високопродуктивні паралельні комп’ютерні 
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системи з можливістю динамічної адаптації до вимог широких класів задач. 
Математичні моделі, методи й засоби доведені до практичної реалізації у вигляді 
програмних продуктів і промислових зразків. Результати роботи можуть бути 
використані для розроблення нових і вдосконалення наявних високопродуктивних 
паралельних комп’ютерних систем. 
Отримані практичні результати полягають в такому: 
 децентралізація і локалізація засобів керування реконфігуровними 
обчислювальними ресурсами на структурному рівні однотипних обчислювальних 
модулів дозволяють пришвидшити процес обробки інформації, розвантажити 
операційну систему від розв’язання неспецифічних задач, зменшити рух даних на 
міжмодульному рівні, а також забезпечити мобільність і універсальність технологій, 
спростити масштабування обчислювальної потужності; 
 оптимізація процесу відображення задач на структуру реконфігуровних 
комп’ютерних систем розширює їх функціональні можливості через забезпечення 
широкого класу задач керування ефективною цільовою обчислювальною 
структурою; 
 багаторівнева структура пам’яті та апаратні засоби для реалізації пошуку і 
підтримання даних дають змогу реалізовувати апаратні багатовимірні бази даних і 
апаратні системи керування базами даними, що сприяє підвищенню ефективності 
збереження й обробки інформації в спеціалізованих обчислювальних системах для 
розв’язання задач керування в обмеженому режимі часу; 
 використання поверхні динамічної ділянки ПЛІС для кешування 
функціональних блоків дозволяє вирішити проблему зберігання ресурсів внутрішньої 
пам’яті ПЛІС у широких класах реконфігуровних комп’ютерних систем; 
 використання імітаційної моделі реконфігуровної комп’ютерної системи дає 
змогу виділяти реконфігуровні обчислювальні ресурси в режимі часу, наближеному 
до реального, що є зручним інструментом для моделювання і дослідження часових 
характеристик функціональних процесів обробки інформації у динамічно 
реконфігуровних комп’ютерних системах; 
 багаторівнева архітектура реконфігуровних комп’ютерних систем розширює 
їх функціональні можливості через реалізацію розподілених неоднорідних 
обчислювальних структур, а також забезпечує розв’язання обчислювальних задач, що 
мають самоподібний характер зокрема через реалізацію циклічних і фрактальних 
моделей динамічних процесів і структур; 
 запропоновані засоби автоматичної синхронізації процесів на структурному 
рівні обчислювального модуля дозволяють удосконалити традиційні технології 
паралельного програмування, які пропонують виробники ПЛІС, та підвищити 
ефективність синхронізації процесів у реконфігуровних комп’ютерних системах 
класу системи-на-кристалі. 
Теоретичні і практичні результати дисертаційної роботи впроваджено у ТОВ 
«Науково-виробничий комплекс «Головне підприємство обробки польотної 
інформації «АВІАЦІЙНІ ТЕХНОЛОГІЇ» для підвищення ефективності обробки 
інформації в розподілених комп’ютерних системах під час виконання завдань 
керування в режимі реального часу та Національному технічному університеті 
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«Київський політехнічний інститут імені Ігоря Сікорського» на кафедрах 
обчислювальної техніки, автоматизованих систем обробки інформації і управління, 
системного програмування і спеціалізованих комп'ютерних систем та в аспірантурі 
КПІ імені Ігоря Сікорського в навчальний процес (використовуються під час 
проведення лекційних і лабораторних занять, курсового і дипломного проектування). 
Зазначені впровадження підтверджено відповідними актами. 
Особистий внесок здобувача. Основні результати дисертації отримано 
здобувачем самостійно. У роботах, що опубліковані у співавторстві, здобувачеві 
належать: [1] – спосіб адаптивного скорочення критичного часу виконання 
обчислювальних задач у реконфігуровних обчислювальних системах, що керуються 
потоком даних; [2] – архітектурна концепція побудови процесорного ядра на ПЛІС з 
динамічно реконфігуровною системою команд для реалізації моделі обчислень, 
керованих потоком даних; [3, 34] – стратегія взаємної адаптації розв’язуваних задач і 
обчислювального середовища в реконфігуровних комп’ютерних системах, спосіб 
визначення оптимальної зернистості під час розв’язання задач великої розмірності, 
критерії ефективності обчислювального середовища на ПЛІС; [4] – новий підхід до 
організації процесу обробки даних, що ґрунтується на застосуванні завчасної 
реконфігурації, та спосіб його реалізації для реконфігуровних комп’ютерних систем, 
що керуються потоком даних; [6] – метод пришвидшення реконфігурації та концепція 
розроблення його програмної моделі та структури емулятора динамічно 
реконфігуровної комп’ютерної системи; [7, 35, 36] – методи пришвидшення 
реконфігурації, способи їх реалізації та концепція розроблення програмно-апаратних 
моделей реконфігуровних обчислювальних систем; [10] – математичні моделі 
визначення часу реконфігурації при повторному використанні апаратних ресурсів; 
[11] – метод оптимізації структури графу задачі та спосіб трансформації ярусно-
паралельної форми графу з урахуванням апаратурних обмежень ПЛІС; [12] – 
багаторівнева структура віртуального адресного простору і спосіб зберігання та 
підтримання конфігурацій апаратних задач на поверхні реконфігуровної ділянки 
ПЛІС; [13] – сучасна класифікація реконфігуровних комп’ютерних систем, напрями 
підвищення їх ефективності, нова концепція побудови архітектури реконфігуровних 
комп’ютерних систем, що ґрунтується на парадигмі динамічної реконфігурації; [15, 
40] – концепція вдосконалення базових технологій проектування систем-на-кристалі, 
апаратні засоби підвищення ефективності мультипроцесорних обчислювальних 
систем, створених на базі стандартних технологій; [17, 46, 47] – апаратна реалізація 
на ПЛІС бібліотечних модулів апаратних задач та функціональних елементів 
структурного рівня для виконання реконфігуровних обчислень; [19, 26] – математичні 
та апаратні моделі багатовимірних обчислювальних задач для ефективної реалізації 
засобами реконфігуровних комп’ютерних систем; [20, 44] – метод динамічного 
аналізу графічної інформації та апаратні засоби автоматизації введення в 
обчислювальну систему вихідних графів алгоритмів обчислювальних задач; [18, 22] – 
метод реконфігурації та відновлення системи у разі відмови функціональних блоків 
для паралельних обчислювальних систем, керованих потоком даних, та її апаратна 
модель на ПЛІС; [23, 27 – 32, 43, 45] – методи та апаратні засоби вдосконалення 
структури та принципів взаємодії функціональних елементів структурного рівня 
реконфігуровних комп’ютерних систем; [24, 25] – концепція та спосіб вдосконалення 
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технологій GRID через реалізацію розподілених неоднорідних обчислювальних 
структур на ПЛІС. 
Апробація результатів дисертації. Матеріали дисертації доповідались та 
обговорювались на: Міжнародній конференції «Infocom Advanced Solution 2015» 
(м. Київ, 2015 р.); ІІІ і IX Міжнародних науково-технічних конференціях 
«Комп’ютерні системи і мережні технології (CSNT 2016)» (м. Київ, 2010, 2016 рр.); 
VII Міжнародній науковій конференції «Сучасні проблеми математичного 
моделювання, прогнозування та оптимізації (ОПТІМА 2016)» (м. Кам’янець-
Подільський, 2016 р.); Науковій конференції студентів, магістрантів та аспірантів 
«Інформатика та обчислювальна техніка, ІОТ-2016» (м. Київ, 2016 р.); XXII 
Міжнародній конференції з автоматичного управління «Автоматика – 2015» 
(м. Одеса, 2015 р.); Всеукраїнській науково-практичній конференції «Перспективні 
напрямки сучасної електроніки, інформаційних та комп'ютерних систем  
(MEICS-2015)» (м. Дніпропетровськ, 2015 р.); Другій і третій Міжнародних 
конференціях «Високопродуктивні обчислення (HPC_UA’2013)» (м. Київ, 
2012 – 2013 рр.); VІ Міжнародній конференції молодих вчених «Комп'ютерні науки 
та інженерія (CSE-2013)» (м. Львів, 2013 р.); Міжнародній науково-практичній 
конференції «Інформаційні технології в освіті, науці і техніці, (ІТОНТ-2012)» 
(м. Черкаси, 2012 р.); Ювілейній міжнародній науково-практичній конференції 
«Проектування комп’ютерних систем» (м. Київ, 2010 р.); 13-й Всеукраїнській  
(8-й Міжнародній) студентській науковій конференції з прикладної математики та 
інформатики (СНКПМІ-2010) (м. Львів, 2010 р.); Другій науковій конференції 
«Прикладна математика та комп’ютинг» (м. Київ, 2010 р.); Міжнародній науково-
технічній конференції «Інтелектуальні технології лінгвістичного аналізу» 
(м. Київ, 2009 р.). 
Публікації. Основні положення дисертаційної роботи опубліковано в  
47 наукових працях, серед яких 26 статей у наукових фахових виданнях (у тому числі 
11 статей, що реферуються міжнародними наукометричними базами даних), 1 патент 
на винахід, 5 патентів на корисну модель, 15 публікацій у збірниках тез доповідей 
науково-технічних конференцій. 
Структура й обсяг дисертації. Дисертаційна робота складається зі вступу, 6 
розділів, висновків і 6 додатків. Загальний обсяг роботи становить 287 сторінок 
друкованого тексту, 126 рисунків, 20 таблиць. Список використаної літератури 
містить 204 найменування.  
ОСНОВНИЙ ЗМІСТ РОБОТИ 
У вступі обґрунтовано актуальність теми дисертаційної роботи, сформульовано 
мету і основні завдання досліджень, визначено галузь і об'єкт дослідження, 
сформульовано наукову новизну та практичну цінність отриманих результатів. 
Наведено дані про впровадження результатів роботи та особистий внесок здобувача, 
відомості про апробацію та публікацію результатів досліджень. 
У першому розділі виконано аналіз структурних та функціональних 
особливостей реконфігуровних обчислювальних систем, конструктивних 
особливостей і технологічних можливостей програмовної елементної бази, технології 
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часткової динамічної реконфігурації ПЛІС. Виконано функціональну класифікацію 
реконфігуровних обчислювальних систем, на підставі якої подано основні 
визначення процесу динамічної реконфігурації обчислювального середовища, 
побудованого на ПЛІС, і визначено основні особливості та проблеми 
функціонального процесу обробки інформації у динамічно реконфігуровних 
комп’ютерних системах (РКС). 
Визначено, що більшість відомих реконфігуровних обчислювальних систем 
ґрунтується на реалізації принципу апаратного пришвидшення функціональних ядер 
під дією зовнішніх керувальних впливів і належать до класу статично РКС. Це 
зумовлено статичним режимом конфігурації кристалів ПЛІС. На рівні операційної 
системи програмовні обчислювальні ресурси розглядаються як сталі обчислювальні 
структури, тому в процесі обробки інформації зазвичай застосовуються традиційні 
технології паралельного програмування, статичні технології планування обчислень 
та розподілу ресурсів. Статично РКС характеризуються надлишковим використанням 
часу й енергоресурсів, тому для вирішення завдань керування динамічними 
процесами та об’єктами в режимі реального часу їх застосовування неефективно. 
Визначено, що актуальною і перспективною парадигмою підвищення 
ефективності РКС є застосування сучасної технології часткової динамічної 
реконфігурації ПЛІС, яка забезпечує динамічний режим реконфігурації ПЛІС і значне 
зменшення затримок шляхом перепрограмування лише частини мікросхеми без 
зупинення роботи інших функціональних елементів на кристалі ПЛІС. На підставі 
цього визначено поняття динамічної реконфігурації обчислювального середовища 
РКС, яка характеризується автоматичним режимом виконання незалежно від будь-
яких зовнішніх впливів. Ініціалізація і сам процес реконфігурації відбуваються у 
процесі роботи системи під дією керувальних засобів, що є частиною системи. 
Використання часткової динамічної реконфігурації створює передумови для 
динамічної адаптації структури обчислювального середовища до вимог широких 
класів обчислювальних задач. 
Визначено, що більшість сучасних автономних та вбудованих обчислювальних 
систем та пристроїв, а також самореконфігуровних обчислювальних систем 
ґрунтуються на реалізації часткової динамічної реконфігурації. Сучасні 
реконфігуровні високопродуктивні комп’ютерні системи та реконфігуровні 
суперкомп’ютери також побудовані на базі технології часткової динамічної 
реконфігурації ПЛІС. 
Визначено, що найбільш перспективними класами задач, які розв’язуються в 
динамічно РКС, є задачі керування в реальному часі, зокрема в невизначеному базисі, 
що мають інформаційний, багатовимірний та динамічний характер. Натепер це 
важливий і актуальний клас задач, але сучасні високопродуктивні обчислювальні 
системи зі сталою архітектурою не забезпечують високої користувацької 
ефективності їх розв’язання. 
Визначено, що на ефективність обробки інформації в РКС найбільше впливають 
накладні витрати часу і продуктивності у процесі реконфігурації обчислювального 
середовища та апаратурні обмеження елементної бази, зокрема обмеження логічних 
ресурсів, ресурсів вбудованої пам’яті та швидкодії інтерфейсів конфігурації ПЛІС. 
10 
Означені проблеми традиційно вирішуються на рівні централізованих засобів 
керування обробкою інформації. Усі відомі методи та засоби зменшення накладних 
витрат убудовані в алгоритми планування обчислень та розподілу ресурсів і зазвичай 
реалізовані на рівні надбудови операційної системи. Це знижує ефективність обробки 
інформації і завантажує операційну систему розв’язанням неспецифічних задач, що 
спричиняється необхідністю врахування параметрів фізичного рівня на абстрактному 
рівні операційної системи. З цієї причини рівні абстракції, на яких розглядаються 
засоби керування обчисленнями у відомих РКС, визначені як неефективні. Існуючі 
рівні абстракції зумовлюють надмірну складність реалізації процесу керування 
обчисленнями і дедалі збільшують накладні видатки реконфігурації, що негативно 
впливає на загальну ефективність обробки інформації. 
Визначено, що відомі методи та засоби відображення задач на реконфігуровне 
обчислювальне середовище дозволяють відображувати задачі на доступні апаратні 
ресурси за критерієм мінімізації непродуктивних витрат часу. Проблема обмеженого 
обчислювального простору вирішуються «на льоту» такими традиційними 
способами, як дефрагментація простору ПЛІС, призупинення та вивантаження 
некритичних задач, відхилення виконання. Це спричинює додаткові неконтрольовані 
витрати часу, що можуть зневілювати весь ефект від апаратного пришвидшення. 
Таким чином, актуальною стає проблема оптимізації процесу обробки інформації з 
урахуванням функціональних і апаратурних обмежень динамічно РКС, змінюваного 
стану реконфігуровного обчислювального середовища і параметрів потоку задач. Ця 
проблема стає значною для розв’язання задач керування динамічними процесами та 
об’єктами, зокрема задач великої розмірності в обмеженому режимі часу. 
Таким чином, у розділі поставлені завдання, вирішення яких сприятиме 
вирішенню важливої науково-технічної проблеми – організації адаптивних 
паралельних обчислень у системах, що мають обмеження функціональних і 
апаратних можливостей, зумовлені використанням динамічно перепрограмовної 
елементної бази. Основними з них є такі. 
1. Переглянути існуючі рівні абстракції розгляду засобів керування обробкою 
інформації у РКС для: 
 забезпечення можливості використання на кожному рівні найефективніших 
технологій паралельного програмування; 
 децентралізації та локалізації процесу керування реконфігурацією 
обчислювального середовища якомога ближче до фізичного рівня його реалізації; 
 забезпечення ефективного врахування фізичних параметрів ПЛІС; 
 зменшення руху даних на рівні операційної системи, спрощення 
масштабування і мобільності технологій. 
2. Забезпечити ефективне керування паралельним обчислювальним процесом 
та реконфігуровними обчислювальними ресурсами на структурному рівні через: 
‒ зменшення накладних видатків реконфігурації; 
‒ оптимізацію процесу обробки інформації за критеріями співвідношення 
непродуктивних витрат часу та функціональних і апаратурних обмежень РКС; 
‒ зменшення витрат продуктивності на реалізацію процесу керування 
реконфігурацією обчислювального середовища; 
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‒ підвищення ефективності механізмів розпаралелення та розподілу динамічного 
потоку задач на реконфігуровне обчислювальне середовище. 
3. Збільшити користувацьку ефективність обчислень у широкому класі задач 
керування шляхом: 
‒ оптимізації часу виконання обчислень на апаратурі ПЛІС за співвідношенням 
параметрів розв’язуваних задач і продуктивності реконфігуровного обчислювального 
середовища з урахуванням просторових обмежень кристалів ПЛІС; 
‒ реалізації бібліотеки апаратних функціональних ядер з можливістю варіювання 
зернистістю обчислень. 
Другий розділ присвячено обґрунтуванню основних класів задач для 
ефективного розв’язання засобами динамічно РКС та вибору методів їх вирішення. 
Подано загальну методику проведення дисертаційних досліджень, що розроблена на 
підставі формалізації основних етапів паралельної обробки інформації в динамічно 
РКС. 
З’ясовано, що застосування теорії нечітких множин дає змогу виконувати всі 
операції з нечіткими змінними на рівні формальних моделей матричного обчислення, 
на підставі чого визначено основні методи теорії нечітких множин для розв’язання 
прикладних задач, які зводяться до рішення систем лінійних алгебричних рівнянь 
(СЛАР) великої розмірності та виконання операцій з багатовимірними матрицями. 
Визначені методи зводяться до реалізації дрібнозернистих алгоритмів, які характерні 
задачам керування. Визначено, що подання певних сукупностей дрібнозернистих 
операцій як макрофункцій забезпечує широкі можливості для їх програмного або 
апаратного пришвидшення.  
Визначено методи розв’язання прикладних задач керування, які зводяться до 
реалізації алгоритмів зі змішаним типом паралелізму. Це дозволяє трансформувати 
графи алгоритмів (ГА) обчислювальних задач для налаштування в реконфігуровному 
обчислювальному середовищі найбільш ефективних задачезорієнтованих 
обчислювальних структур з великою швидкістю обробки інформації. Обчислювані 
задачі зі змішаним типом паралелізму подаються макрографами потоків даних (MDG, 
Macro Dataflow Graphs), у вершинах яких розміщуються макрофункції. 
Обчислювальну задачу подано ярусно-паралельною формою (ЯПФ) макрографу 
},{ GGM DNG   (далі графу), де GN  – множина вершин, що відповідають завданням 
(макрофункціям); GD  – множина ребер, що визначають залежності між завданнями, 
giNNNNN giM ,1},...,,...,,{ 21   – множина завдань у вершинах графу; g  – кількість 
вершин графу, wkWk ,1  – ідентифікатор ярусу ЯПФ графу; w – кількість ярусів 
ЯПФ графу. Завданням є виконання обсягу роботи, що відповідає вершині графу. 
Кожному завданню ставиться у відповідність абстрактне поняття – апаратна задача, 
яка є синтезованою в цифрові схеми макрофункцією, що визначається вектором  
  }  {  ijj jj SUMjj N,І),R|(T,TSTask  , (1) 
де jS – площа прямокутника, що містить задачу jТask  на поверхні реконфігуровного 
обчислювального середовища;  jR  – час, витрачений на пересилання конфігураційних 
даних і реконфігурацію визначеної обчислювальної структури на ПЛІС для 
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виконання апаратної задачі; jHWj TT    – час виконання апаратної задачі на апаратурі 
ПЛІС з урахуванням часу введення-виведення даних для обчислення; jSUMT   – 
загальний час виконання завдання iN , mjІ j ,1  – функція, яку реалізує апаратна 
задача; m – кількість апаратних задач, синтезованих і збережених у бібліотеці 
конфігураційних даних (БКД).  
Процес виділення реконфігуровних обчислювальних ресурсів для виконання 
завдання являє собою налаштування (конфігурування) відповідної цифрової схеми 
для виконання апаратної задачі у певній ділянці реконфігуровного обчислювального 
середовища. Новостворена обчислювальна структура на реконфігуровному 
обчислювальному середовищі називається функціональним блоком (ФБ). 
Реконфігурація обчислювального середовища – це зміна конфігурації кристала ПЛІС 
для реалізації нової апаратної задачі. Конфігураційні дані – це дані для налаштування 
цифрової схеми на кристалі ПЛІС, що у вигляді файлів з бітовим даними зберігається 
в БКД. 
Для визначення критеріїв ефективності динамічно РКС у цьому розділі 
запропоновано вдосконалений показник пришвидшення обчислення, який на відміну 
від відомого враховує часову складність процесів керування плануванням 
паралельних обчислень і виділенням реконфігуровних обчислювальних ресурсів: 
  
HWCONTROL
SW
TRT
T


][
ρ , (2) 
де SWT  – час обчислення задачі на процесорному ядрі; HWT  – час обчислення задачі 
на апаратурі ПЛІС; R  – час реконфігурації обчислювального середовища для 
виконання завдання, CONTROLT  – часова складність процесу керування відображенням 
завдання на реконфігуровне обчислювальне середовище. Час реконфігурації 
обчислювального середовища визначає непродуктивний час процесу його 
реконфігурації. Сума )( RTCONTROL   визначає накладні витрати процесу відображення 
обчислювальних задач на реконфігуровне обчислювальне середовище. На підставі 
модифікованого критерію ефективності отримано цільову функцію зменшення 
накладних витрат процесу відображення задач на реконфігуровне обчислювальне 
середовище, яка цілком залежить від затримок, що супроводжують цей процес: 
    j jCONFIGj jCOMMCONTROLj jCONTROL ТТTRT   )min()min()min( , (3) 
де COMMТ  – час передавання конфігураційних даних із зовнішніх сховищ в інтерфейси 
ПЛІС; CONFIGТ  – час конфігурування обчислювального середовища, при цьому 
CONFIGCOMM TTR  . Час конфігурування кристала ПЛІС для виконання завдання 
залежить від технічних показників мікросхеми і визначається як 
WBITINICONFIG TNTТ  , де INIT  – час читання і опрацювання першого 
конфігураційного слова бітового потоку; BITN  – кількість конфігураційних слів у 
бітовій послідовності; TW – час пересилання одного слова даних через 
конфігураційний інтерфейс ПЛІС. 
Визначено основні критерії ефективності реалізації алгоритмів обчислювальних 
задач у динамічно РКС, згідно з якими довжина критичного шляху і ширина ЯПФ ГА 
оцінюються такими співвідношеннями: 
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  SWHW TTR  )( ; nwkHk  ,1|]max[ , (4) 
де kH  – кількість вузлів на ярусі ГА kW ; wk ,1  – індекс ярусу; w – кількість ярусів, 
kHh ,1  – номер вузла на ярусі k; n  – кількість ФБ на ПЛІС.  
На підставі критеріїв ефективності (2) і (4) запропоновано новий спосіб 
трансформації ГА обчислювальних задач у динамічно РКС, що дозволяє підвищити 
ефективність їх відображення шляхом скорочення критичного часу виконання. Для 
скорочення критичного часу запропоновано комплексне застосування технології 
завчасної реконфігурації обчислювального середовища і повторного використання 
ресурсів ФБ, що запобігає повторному передаванню конфігураційних даних. 
Скорочення критичного часу виконання обчислювальної задачі зображено на часовій 
діаграмі (рис. 1). Із діаграми видно, що порівняно зі стандартним процесом 
реконфігурації частина непродуктивного часу видалена з критичного шляху ГА 
(рис. 1, а), а частина – переміщена на попередні рівні ЯПФ графу (рис. 1, б). У 
результаті такої трансформації графу критичний шлях визначається тільки 
продуктивним часом виконання завдань кожного ярусу. 
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а б 
Рис. 1. Скорочення критичного часу виконання обчислювальної задачі: а – повторне 
використання ресурсів ФБ; б – завчасна реконфігурація 
Для скорочення критичного часу виконання обчислювальних задач 
запропоновано спосіб багаторівневого кешування конфігураційних даних для 
динамічно РКС, що полягає в організації тимчасових сховищ конфігураційних даних 
на рівні обчислювального модуля (ОМ) реконфігуровної комп’ютерної системи. Для 
реалізації найбільш швидкодійного сховища запропоновано використання поверхні 
динамічної ділянки ПЛІС, де зберігаються ФБ апаратних задач у вже 
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сконфігурованому вигляді. Це запобігає повторному передаванню конфігураційних 
даних і забезпечує зберігання ресурсів внутрішньої пам’яті ПЛІС. Формальну оцінку 
поточного стану реконфігуровного обчислювального середовища в процесі обробки 
даних подано таким виразом: 
  FPGACACHEh
H
h
hi
L
j
jCACHE SSSSSS
k
 
 1
  
1
 , (5) 
де 


L
j
jCACHECACHE SS
1
  – площа динамічної ділянки ПЛІС, що задіяна під кеш-
пам’ять апаратних задач; FPGAS  – площа динамічної ділянки ПЛІС; L  – кількість 
типів апаратних задач, що розміщені в кеш пам’яті; iS  – площа, задіяна для 
виконання поточного завдання; CACHEh
H
h
h SSS
k

1
  – площа, задіяна для виконання 
завдань чергового ярусу за винятком завдань, що зберігаються в кеш-пам’яті. 
Розроблено формалізацію основних етапів відображення завдань на 
реконфігуровне обчислювальне середовище, що враховує багаторівневу структуру 
пам’яті конфігураційних даних, яка наведена далі. 
Багаторівневе кешування конфігураційних даних дозволяє реалізувати три 
базові послідовності завантаження конфігураційних даних. 
Послідовність І. Стандартний процес реконфігурації обчислювального 
середовища. Завантаження конфігураційних даних апаратної задачі jTask  із 
централізованої БК:  
  jjCOMM_NETjHWjSUM j TTTRT  )(   
ІІ
, (6) 
де jCOMM_NETT   – час пошуку і передавання конфігураційних даних із БК на рівень 
ОМ РКС мережевими засобами зв’язку та час налаштування ПЛІС. 
Послідовність ІІ. Кешування конфігураційних даних у локальній пам’яті. 
Завантаження конфігураційних даних апаратної задачі jTask  із локальної пам’яті 
конфігураційних даних (ЛПК) ОМ РКС: 
  jjLBUSCOMMjjjSUM TTTRT   _
ІІII
  , (7) 
де  jLBUSCOMMT  _  – час пошуку і передавання конфігураційних даних із ЛПК та час 
прошивання ПЛІС. При цьому jLBUSCOMMjNETCOMM TT  _ _  , з чого слідує, що 
ІІ
 
І
jj RR  . 
Послідовність ІІІ. Кешування ФБ апаратних задач на поверхні ПЛІС. 
Апаратна задача вже сконфігурована на поверхні реконфігуровної ділянки ПЛІС: 
  jjSUM TT 
ІІІ
 , 0 jR . (8) 
Математичні моделі стратегій обробки даних, що визначають зменшення 
критичного часу виконання обчислювальних задач, поданих ЯПФ графів, і обсяг 
непродуктивного часу, узагальнено в табл. 1, де BT  – час виконання послідовності В 
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взаємозв’язаних завдань KjІ j ,1|  , з яких складається критичний шлях ГА 
обчислювальної задачі.  
Час виконання обчислень оцінено способом, що зазвичай використовується на 
етапі проектування обчислювальних систем, за таким виразом: 
  KP TPT
K
j
 jjB ,1)(
1
 

, (9) 
де jP , jT  – відповідно кількість і час виконання завдань j-го типу. Пришвидшення 
обчислення вимірюється абсолютним прирощенням швидкодії BТ  і коефіцієнтом 
пришвидшення реконфігурації RK . Показник абсолютного прирощення дозволяє 
оцінити обсяг непродуктивного часу: removeB RТ  . 
Таблиця 1 
Математичні моделі базових стратегій організації  
процесу обробки даних 
Час виконання завдань на 
критичному шляху ГА, BT  
Непродуктивний час, removeR  
Стандартний процес реконфігурації 



K
j
jHWj
K
j
jRj
B TPTPT
1
 
1
  (10)   
Завантаження із центральної БКД з кешуванням на ПЛІС 



K
j
jHWj
K
j
jR
B
rapid TPTT
1
 
1
І
 _І  (11) )1(
1
I
І_ 


K
j
jjremove PRR   
Завантаження із ЛПК з кешуванням на ПЛІС 



K
j
jj
K
j
j
B
rapid_ TPRT
11
ІІ
II  (12) )1(
1
II
1
І
II_ 


K
j
jj
K
j
jjremove PRRPR  (14) 
Кешування конфігурацій на поверхні ПЛІС 
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Для скорочення критичного часу виконання обчислювальних задач у динамічно 
РКС, що характеризуються змінюваними умовами відображення і обмеженим 
режимом часу розв’язання задач, запропоновано новий спосіб динамічного 
скорочення критичного часу розв’язання задач, який ґрунтується на використанні 
модифікованого методу гілок і границь. Визначення і аналіз непродуктивного часу 
виконання вузлів нащадків кожної вершини ГА і відповідна динамічна трансформація 
ГА здійснюються у процесі відображення ярусів ГА на реконфігуровне 
обчислювальне середовище. 
Запропоновано й обґрунтовано новий метод адаптивного відображення задач на 
реконфігуровне обчислювальне середовище, який ґрунтується на компромісному 
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застосуванні завчасної реконфігурації (статичний підхід) і запобігання повторному 
завантаженню конфігураційних даних (динамічний підхід) для скорочення 
критичного часу розв’язання обчислювальних задач шляхом багаторівневого 
кешування конфігураційних даних. Застосування методу дає змогу реалізувати різні 
стратегії обслуговування завдань залежно від непродуктивного часу і доступних 
апаратних ресурсів ПЛІС. 
На підставі розробленої формалізації базових стратегій зменшення 
непродуктивного часу (див. табл. 1) запропоновано математичну модель процесу 
адаптивного відображення задач, поданих ЯПФ графів, на реконфігуровне 
обчислювальне середовище:  
 )},1{ ,max(
1 111
__
)1(1
kh
w
k
H
h
h
H
h
h
K
j
jIODAGG HhTRRTT
k
  
 

, (16) 
де 

1
1
H
h
hR  – час реконфігурації вершин першого ярусу ГА; 

kH
h
hR
1
 – час одноразового 
налаштування реконфігуровного обчислювального середовища для виконання 
кожного завдання; },1{ max
1
kh
w
k
HhT 

 – критичний час виконання обчислювальної 
задачі; 

K
j
jIOT
1
_  – час виконання послідовних процесів, які не можуть бути розділені в 
часі, наприклад, синхронізація процесів і обмін даними через загальне комунікаційне 
середовище. 
У розділі визначено, що реалізація моделі обчислень, керованих потоком даних, 
створює передумови для зменшення часової складності процесу керування 
паралельною обробкою інформації і його автоматизації на локальному рівні ОМ РКС 
з метою забезпечення цільової функції зменшення накладних витрат процесу 
відображення, відповідно формули (3). 
Для автоматизації процесу відображення завдань на рівні ОМ в РКС з 
реалізацією обчислень під керуванням потоком даних запропоновано модифікацію 
методу адаптивного відображення завдань. Для реалізації цього модифікованого 
методу запропоновано автоматичну функцію керування відображенням, що базується 
на модифікованому методі гілок і границь і забезпечує динамічну трансформацію 
графів шляхом визначення й аналізу нащадків кожного поточного вузла. У роботі 
розроблено математичну модель реалізації автоматичної функції керування 
відображенням, яку подано на рис. 2 і узагальнено таким виразом: 
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де 
1N
R  – мінімальний непродуктивний час, який визначається часом налаштування 
обчислювального середовища для виконання завдань першого ярусу; BUST  – часові 
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витрати на синхронізацію процесів і обміну даними засобами загального 
комунікаційного середовища. 
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Рис. 2. Математична модель автоматичної функції керування відображенням завдань 
на реконфігуровне обчислювальне середовище 
 
Для формалізації автоматичної функції керування використано такі позначення: 
gT  і iT  – очікуваний час виконання g-го та i-го завдання графу МG , vg ,1 , де v – 
кількість вершин графу МG ; qi ,1 , де q – кількість вершин-нащадків батьківської 
вершини gT ; max_i  – індекс задачі, що має максимальний час виконання серед 
множини вершин-нащадків },1|{ qiTQ ig  ; DT  – критичний час виконання 
обчислювальної задачі, що розраховується у процесі виконання задачі. Граф 
алгоритму описано матрицею зв’язності DM  розмірності )( vv . 
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Третій розділ присвячено вирішенню проблеми оптимізації процесу обробки 
інформації у реконфігуровних комп’ютерних системах з урахуванням їх 
функціональних та апаратурних обмежень.  
Визначено, що застосування методу адаптивного відображення завдань на 
реконфігуровне обчислювальне середовище забезпечує інтенсивне зменшення 
непродуктивного часу, якщо розмірність реконфігуровного обчислювального 
середовища менша або дорівнює ступеню розпаралелення ГА обчислювальної задачі 
з врахуванням повторень однотипних функцій. Інакше процес відображення завдань 
супроводжується додатковим непродуктивним часом, що виникає в процесі 
подолання просторових обмежень реконфігуровного обчислювального середовища. 
Таким чином, визначено, що цільові функції зменшення накладних витрат і часу 
виконання обчислень потребують оптимізації на всіх рівнях РКС з метою підвищення 
ефективності процесу обробки інформації під час розв’язання задач великої 
розмірності в обмеженому режимі часу. 
Математичні моделі адаптивного відображення завдань на реконфігуровне 
обчислювальне середовище з урахуванням непродуктивного часу R , зумовленого 
апаратурними обмеженнями реконфігуровного обчислювального середовища мають 
вигляд: 
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На підставі теоретичного аналізу математичних моделей процесів обробки даних 
у РКС (див. табл. 1), а також результатів імітаційного моделювання визначено 
основну тенденцію залежності часу відображення завдань від впливу апаратурних 
обмежень реконфігуровного обчислювального середовища, яку зображено на рис. 3. 
На графіку видно, що додаткові затримки збільшують час відображення MAPPT . Таким 
чином, цільовою функцією є зменшення непродуктивного часу відображення 
завдань, що згідно з виразом (3) набуває вигляду: 
)( R = min(TMAPP). 
Визначено, що показники ефективності обробки даних залежать від параметрів 
обчислювальних задач і параметрів реконфігуровного обчислювального середовища. 
Показниками ефективності обробки даних у РКС, згідно з виразами (2) і (3) є час 
відображення, що пропорційний непродуктивним витратам часу, і час обчислення 
завдання на апаратурі ПЛІС (рис. 4). Цільову функцію зменшення часу виконання 
обчислень на локальному рівні ОМ РКС подано таким виразом: 
  )min()min( HWMAPPCOUNT TTT  )min(),( COUNTHWMAPP TTT  .  
Як кількісне оцінювання співвідношення параметрів розв’язуваних задач і 
структури реконфігуровного обчислювального середовища запропоновано 
використовувати коефіцієнт реконфігурації (KR), значення якого відкладено на 
горизонтальній осі на графіку, що зображений на рис. 4. Для визначення коефіцієнта 
реконфігурації запропоновано використання параметра зернистості обчислень. 
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Коефіцієнт реконфігурації, значення якого менше або дорівнює нулю, означає 
відсутність реконфігурації. Максимальний коефіцієнт реконфігурації означає, що 
всю роботу виконано засобами одного ФБ, спеціалізованого безпосередньо для 
виконання даної макрофункції. 
ПЛІС
ρ = 1
ρ > 1
ρ < 1
min
TMAPP
T
Ширина РОС, ФБ 
Кількість типів 
функцій, К
ΔR
K = ФБ
 
ρ = 1
ρ > 1
ρ < 1
min
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T
KR 
Збільшення зернистості
ΔR
min(TMAPP + THW)
THW
R
THW > TSW THW + R > TSW
 
Рис. 3. Визначення критеріїв оптимізації 
непродуктивного часу 
Рис. 4. Визначення оптимальних 
параметрів процесу відображення 
Досліджено характер 
залежності часу виконання 
обчислювальних задач від 
зернистості обчислень на 
фізичному рівні реконфігуровного 
обчислювального середовища 
(рис. 5). Визначено, що зернистість 
обчислювального середовища 
значно впливає на час виконання 
обчислень за рахунок додаткових 
комунікаційних витрат часу 
передавання даних. З врахуванням параметрів фізичного рівня реконфігуровного 
обчислювального середовища цільова функція часу виконання завдання на апаратурі 
ПЛІС має наступний вигляд: 
  )min(),( HWFPGATask TZZ  .  
Таким чином, визначено інтегральний критерій оптимізації процесу обробки 
даних 
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Інтегральний критерій оптимізації дозволяє розв’язати багатокритеріальну 
задачу оптимізації процесу обробки інформації на всіх рівнях функціонування РКС 
шляхом визначення оптимального співвідношення накладних витрат процесу 
обробки даних, параметрів розв’язуваних задач і структури обчислювального 
середовища з урахуванням його апаратурних обмежень. 
Т
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TS min = TS max
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Рис. 5. Визначення оптимальних параметрів 
часу виконання завдань на апаратурі ПЛІС 
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Інтегральний критерій оптимізації. Мінімальні значення часу обробки 
інформації досягаються за такими правилами та співвідношеннями. 
1. Непродуктивні витрати часу, що супроводжують процес пришвидшення 
реконфігурації обчислювального середовища, не перевищують часу R : 
  ]);[min( QoSHWMAPP TTTR  .  
2. Область оптимальних параметрів часу відображення MAPPT  обмежена 
додатними значеннями показника пришвидшення продуктивності 1ρ   відповідно до 
виразу (2); у випадках, коли на обчислювальний процес накладаються часові 
обмеження з боку розв’язуваних задач, область оптимальних параметрів часу 
відображення обмежується затребуваними часовими вимогами QoST : 
  SWHWMAPP TTT  , QoSHWMAPP TTT  .  
3. Оптимальне співвідношення параметрів розв’язуваної задачі (кількість 
завдань для розміщення на поверхні реконфігуровного обчислювального 
середовища) і параметрів реконфігуровної ділянки ПЛІС (місце для розміщення ФБ). 
4. Оптимальне співвідношення ступеня реконфігурації (коефіцієнта 
реконфігурації) обчислювального середовища і непродуктивних часових витрат, що 
супроводжують даний процес реконфігурації обчислювального середовища. 
5. Оптимальне співвідношення часу виконання обчислень на апаратурі ПЛІС і 
непродуктивних часових витрат у процесі обміну даними. 
Запропоновано комплекс методів та засобів для виконання правил та 
співвідношень інтегрального критерію оптимізації процесу обробки інформації на 
всіх рівнях РКС. 
Для визначення часу R  відповідно до правила (1) інтегрального критерію 
оптимізації запропоновано модифікований спосіб визначення непродуктивного часу, 
який полягає в наступному. 
Критичний шлях вихідного ГА MG  є упорядкованою множиною часових 
інтервалів 
  },1{  max_ wkTB kCOUNTGM  , (20) 
де TCOUNT_max k – час виконання найтривалішого завдання k-го ярусу, w – кількість 
ярусів графу MG , iiHWCOUNT i RTT   . На рис. 6, а зображено діаграму розподілу часу 
відповідно до поставлених вимог щодо обмеження часу виконання QoST . 
Використання запропонованого способу дозволяє визначити для кожного завдання 
інтервал часу R (рис. 6, б) відповідно до співвідношення (1) інтегрального критерію 
оптимізації. 
Для визначення часових інтервалів виконання завдань iQoST   (рис. 6, а) 
використовується модифікація відомого способу підвищення якості обслуговування 
паралельних обчислювальних задач. На відміну від відомого способу, часові 
інтервали виконання завдань розподіляються обернено пропорційно до показників їх 
апаратного пришвидшення, які визначаються за виразом (2). У результаті цього 
завдання, пришвидшення яких вище за середнє, а також завдання, пришвидшення 
яких наближається до середнього значення, отримують додатковий час за рахунок 
менш ефективних завдань. 
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TQoS
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THW i Ri 
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Рис. 6. Вихідні дані для розв’язання задачі визначення часових інтервалів 
виконання завдань: а – часові параметри послідовності завдань, б – часові 
параметри завдання 
У модифікованому виразі враховано похибку усереднення, що підвищило 
точність розрахунків порівняно з відомим виразом:  
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Оцінка непродуктивного часу виконується шляхом аналізу співвідношень: 
iQoSіCOUNT TT    , iі RR   (рис. 6). 
Визначено область раціонального використання способу визначення 
непродуктивного часу виконання завдань: 
– випадки, коли пришвидшення обчислювального процесу менше за одиницю 
(ρAV < 1, 


n
i
i
n
k
i SW TT
11
 ), не розглядаються; такі задачі розв’язуються засобами 
універсальних процесорних ядер; 
– у загальних випадках умови виконання часових обмежень наведено в табл. 2; 
– максимальний коефіцієнт відхилення від середнього значення визначається 
таким чином: 
  )1(ρρmax  QoS , )1(ρρmin  QoS ;  
  δ)),n(i( i
AV
 і
3ρ1
ρ
ρ
max  , (22) 
де δ – показник середньоквадратичного відхилення. 
У цьому розділі запропоновано новий метод оптимізації процесу відображення 
задач на реконфігуровне обчислювальне середовище, який ґрунтується на 
використанні способу визначення непродуктивного часу і забезпечує виконання 
співвідношень (1) і (2) інтегрального критерію оптимізації. Основні етапи 
запропонованого методу оптимізації показано на рис. 7 й описано так. 
Етап 1. Визначення раціональної межі використання методу згідно з табл. 2. 
Визначення завдань, що не забезпечують умову δ3ρ i , відповідно до виразу (22). 
Етап 2. Видалення з послідовності завдань GMB  (20) множини завдань  
D ( DTi  , якщо maxiR ), непродуктивний час виконання яких неможливо 
зменшити, зокрема завдання першого рівня ЯПФ ГА, відповідно до виразів (16) і (17): 
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Таблиця 2 
Область раціонального використання способу визначення непродуктивного часу 
Вимоги 
обчислювальної 
задачі 
Параметри 
завдання 
Коментар 
 AVQoS ρρρmax   
 max ρρ AV  
1AV iK , AVi ρρ   
Завдання вкладаються – показник 
пришвидшення більше за середнє 
пришвидшення 
1AV iK , AVi ρρ   
Завдання не вкладаються – показник 
пришвидшення завдань менше за 
середнє прискорення 
Σ AVQoS ρρρ  max   Для всіх завдань 
Жодне завдання не вкладається в 
часові обмеження 
AVQoS ρρρmin   
1ρ QoS  
 min ρρ AV  
1AV iK , AVi ρρ   
Завдання вкладаються – показник 
прискорення завдань більше за середнє 
пришвидшення 
1AV iK , AVi ρρ   
Завдання вкладаються – показник 
пришвидшення завдань більше за 
середнє пришвидшення 
1ρρ  min  QoS  Для всіх завдань Усі завдання вкладаються в обмеження 
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Рис. 7. Часова діаграма виконання основних етапів методу оптимізації 
відображення задач на реконфігуровне обчислювальне середовище 
Етап 3. Розрахунок часу виконання завдань на підставі виразу (21). 
Етап 4. Визначення стратегії обслуговування кожного завдання Ti: 
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 завдання, що отримали достатньо часу на виконання: iQoSіCOUNT TT    , 
iі RR  , виконуються засобами стандартної послідовності реконфігурації відповідно 
до виразів (6) і (10); як приклад наведено завдання Nl на рис. 7; 
 завдання, що не вкладаються в часові обмеження: iQoSіCOUNT TT    , iі RR  , 
потребують інтенсивного зменшення непродуктивного часу, що досягається різними 
стратегіями обслуговування, відповідно до виразів (7) і (8). Визначені стратегії 
обслуговування забезпечують виконання функції мінімізації непродуктивного часу 
реконфігурації )min( iRF   з врахуванням співвідношення iQoSiіHW TRT   )min(   
наступними способами. 
Спосіб 1. Кешування конфігураційних даних у локальній пам’яті ОМ РКС без 
використання ресурсів ПЛІС (рис. 7, IV) відповідно до виразу (14): 
  QoS i iRemove_iHW i TRRT  )( II .  
Спосіб 2. Кешування конфігурацій апаратних задач на поверхні реконфігуровної 
ділянки ПЛІС (рис. 7, IV) відповідно до вразу (15): 
  QoS iiRemove_iHW i TRRT  )(  IIІ .  
Вибір стратегії обслуговування ґрунтується на використанні запропонованого 
способу багаторівневого кешування конфігураційних даних з урахуванням стану 
реконфігуровного обчислювального середовища згідно з виразом (5): 
Для кількісної оцінки співвідношень (3) – (5) інтегрального критерію оптимізації 
і, відповідно, забезпечення екстремумів цільових функцій зменшення накладних 
витрат і зменшення часу виконання обчислювальних задач на всіх рівнях обробки 
інформації запропоновано нову стратегію взаємної адаптації розв’язуваних задач і 
обчислювального середовища. Процес взаємної адаптації визначається такою 
формальною моделлю 

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),max()min()max(
);min(
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MM
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де   – функція адаптації; TaskT  – час обчислення апаратної задачі на ПЛІС; IOT  – час 
передавання вхідних та вихідних даних; HWT  – час обчислення апаратної задачі з 
урахуванням часу пересилання вхідних та вихідних даних. 
Для реалізації запропонованої стратегії розроблено спосіб визначення 
оптимального співвідношення зернистості розв’язуваних задач і обчислювального 
середовища на фізичному рівні РКС з урахуванням швидкодії обчислювального 
середовища на ПЛІС. Це формально подано виразом 
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Новий спосіб визначення оптимальної зернистості розв’язуваних задач і 
обчислюваного середовища полягає в наступному. 
Як показник ефективності реалізації обчислювальної задачі використано 
коефіцієнт зернистості 
  
IO
Count
G
V
V
Z  , (24) 
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де CountV  – складність реалізації обчислювального алгоритму, що дорівнює кількості 
виконаних операцій; IOV  – кількість виконаних операцій пересилань даних. 
Показник продуктивності реконфігуровного обчислювального середовища, 
побудованого на базі ПЛІС, визначає відношення швидкості обробки даних Countv  
до швидкості передавання даних IOv  
  
IO
Count
FPGA
v
v
P  . (25) 
На підставі показника продуктивності (25) визначено такі критерії 
продуктивності реконфігуровного обчислювального середовища: 
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 ; 1FPGAK , (26) 
де FPGAF  – швидкість обробки даних обчислювального середовища на ПЛІС; funcIOF _  – 
швидкість передавання даних; funcfunc tF /1  – частота роботи ФБ; funct  – час 
виконання макрофункції; `k  – кількість ФБ для виконання задачі; IOF  – частота 
роботи локальної пам’яті даних; m  – кількість пар слів вхідних ( in ) і вихідних (out ) 
даних для регулярних обчислювальних структур, outin mm 2/12/1  ; knm / , n  – 
розмірність задачі. 
На підставі формул (23), (24) і (25) запропоновано вираз для визначення 
оптимальної зернистості обчислень, що забезпечує максимальну продуктивність 
реконфігуровного обчислювального середовища на ПЛІС: 
  
func
IO
func F
F
F
n
k  . (27) 
Спосіб розроблено для реалізації алгоритмів обчислювальних задач великої 
розмірності на регулярних обчислювальних структурах, побудованих на ПЛІС, 
зокрема для реалізації функцій лінійної алгебри, табличних функцій, матричних 
обчислень. 
У розділі розроблено і досліджено бібліотеку функціональних блоків для 
обчислення ряду матричних операцій різної розмірності. Досліджено швидкодію ФБ 
для виконання операцій додавання матриць, множення матриць, множення матриць 
на константи. Визначено, що розміри ФБ апаратних задач значно впливають на 
затримки передавання сигналів внутрішніми каналами зв’язку. На графіку, 
зображеному на рис. 8, видно, що зі збільшенням розмірності обчислюваних функцій 
швидкість обчислень зменшується в середньому до 50%, при цьому інтенсивність 
уповільнення залежить також від технічних характеристик використаних сімейств 
ПЛІС. 
Застосування способу визначення оптимальної зернистості розв’язуваних задач 
і обчислювального середовища забезпечує пришвидшення обчислювального процесу 
на фізичному рівні РКС у середньому від 9% до 15% залежно від технічних 
показників кристалів ПЛІС (рис. 9) порівняно з реалізацією великозернистих 
обчислень. 
На апаратних моделях ФБ, розроблених на ПЛІС, досліджено ефективність 
застосування блокового передавання даних. Визначено, що під час виконання 
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матричних операцій розмірністю більше ніж 128, затримки введення-виведення 
істотно не впливають на продуктивність обчислювального середовища на ПЛІС. 
 
  
Рис. 8. Експериментальна оцінка 
продуктивності функціональних блоків 
Рис. 9. Дослідження ефективності 
варіювання зернистістю обчислень 
Для варіювання зернистістю обчислювального середовища залежно від 
розмірності розв’язуваних задач запропоновано новий спосіб організації бібліотеки 
функціональних блоків, відповідно до якого для кожної обчислювальної функції 
створюється та зберігається набір ФБ з різними характеристиками ефективності 
обробки інформації. Основними критеріями є продуктивність ФБ, що враховує 
внутрішні затримки відповідно до виразу (26), і збитковість устаткування, що 
враховує показник користувацької ефективності: 
  %100)/( nPE FPGAR  .  
З огляду на швидкодію, обсяг апаратурних ресурсів і ціну устаткування 
визначено елементну базу для створення експериментальної бібліотеки 
функціональних ядер. Виконано формальну оцінку ресурсів розробленої бібліотеки 
ФБ, а також формалізацію основних етапів статичного аналізу продуктивності 
реконфігуровного обчислювального середовища. Розроблена формалізація дозволяє 
оцінити продуктивність реконфігуровного обчислювального середовища і становить 
основу моделювання запропонованих способів та засобів варіювання зернистістю 
обчислень. 
Четвертий розділ присвячено розробленню концептуальних принципів 
організації структурного рівня динамічно реконфігуровних комп’ютерних систем та 
вдосконаленню структури його функціональних елементів і процесів з метою 
зменшення складності засобів керування обчисленнями. 
Для підвищення ефективності обробки даних у динамічно РКС запропоновано 
розглядати засоби керування обчисленнями на трьох нових рівнях абстракції 
(рис. 10). 
1. Абстрактний рівень операційної системи – загальноприйнятий підхід до 
організації керування паралельними обчисленнями засобами операційної системи; 
реконфігуровне обчислювальне середовище розглядається як віртуальна 
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обчислювальна структура з певними характеристиками й можливостями; 
реалізується загальноприйнятий підхід до розпаралелення на рівні задач. 
2. Логічний рівень реконфігурації – програмно-апаратна реалізація керування 
обчисленнями і реконфігурацією обчислювального середовища засобами локальних 
процесорів ОМ; розглядається розпаралелення процесів обчислення і реконфігурації 
обчислювального середовища, розпаралелення обчислень реалізується на рівні 
виконання макрофункцій. 
3. Фізичний рівень реконфігурації – апаратне налаштування обчислювального 
середовища та виконання обчислень на рівні апаратури ПЛІС; розглядається 
розпаралелення на рівні операцій. 
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Рис. 10. Рівні абстракції розгляду засобів керування обчисленнями: а – відомі 
реалізації, б – нові рівні абстракції. 
Виконано оцінку ефективності нових рівнів абстракції за параметрами, 
показаними на рис. 11: 1 –  апаратне пришвидшення обчислень; 2 –  складність 
врахування фізичних параметрів ПЛІС; 3 – витрати продуктивності; 4 – ступінь 
гнучкості; 5 – обчислювальна складність; 6 – використання ресурсу операційної 
системи; 7 – складність, трудомісткість розроблення та експлуатації; 
8 – специфічність. 
На графіках, поданих на рис. 11 та 12, видно, що реалізація керування на 
локальному рівні обчислювального модуля спрощує врахування фізичних параметрів 
ПЛІС і зменшує складність засобів керування, що забезпечує широкі можливості для 
підвищення ефективності реалізації методів та засобів, запропонованих у 
дисертаційній роботі. Запропоновані рівні абстракції дозволяють позбавити 
операційну систему від неспецифічних завдань і забезпечують на цьому рівні 
реалізацію ефективних технологій паралельного програмування. 
На базі нових рівнів абстракції розгляду засобів керування обчисленнями 
запропоновано нову концепцію структурної організації реконфігуровних 
комп’ютерних систем. Основними її положеннями є організація багаторівневого 
керування обробкою інформації та організація розподілених засобів керування 
відображенням задач на реконфігуровне обчислювальне середовище та їх локалізація 
на структурному рівні ОМ РКС. Багаторівневі засоби керування обробкою інформації 
у РКС мають властивість певної самоподібності. Розроблено методологію 
відображення задач на багаторівневу структуру РКС, згідно з якою процес 
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відображення паралельного алгоритму розбивається на віртуально подібні етапи. 
Розроблено формалізацію віртуального підходу до відображення задач на всіх рівнях 
абстракції. Граф відображення задач на багаторівневу структуру РКС показано на 
рис. 13. 
 
  
Рис. 11. Оцінка ефективності 
перспективної реалізації керувальних 
засобів 
Рис. 12. Порівняльна оцінка засобів 
управління реконфігурацією 
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Рис. 13. Граф відображення задач на багаторівневу структуру реконфігуровної 
комп’ютерної системи: МPI (Message Passing Interface) – поширена технологія 
паралельного програмування 
Для реалізації запропонованої концепції структурної організації вдосконалено 
структуру і принцип функціонування обчислювального модуля, що є основною 
функціональною складовою РКС. На відміну від відомих реалізацій, для розділення 
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логічного і фізичного процесів реконфігурації в ОМ РКС застосовується спеціальний 
контролер реконфігурації, що керує процесом реконфігурації обчислювального 
середовища. Запропоновано новий спосіб організації віртуального адресного 
простору на базі багаторівневої пам’яті (рис. 14). Віртуальна пам’ять складається з 
основної пам’яті, двох рівнів кеш-пам’яті для тимчасового зберігання 
конфігураційних даних і прошарків пам’яті керувальних даних. Пам’ять керувальних 
даних розширює функціональні можливості кеш-пам’яті і дозволяє здійснювати 
процес керування реконфігурацією обчислювальної системи прозоро для операційної 
системи. Для реалізації віртуальної пам’яті запропоновано використання пам’яті з 
асоціативним доступом, що забезпечує високу швидкість і простоту доступу до 
конфігураційних даних і керувальної інформації за невеликого обсягу використання 
апаратурних ресурсів ПЛІС. Застосування багаторівневої багатофункціональної 
пам’яті забезпечує реалізацію різних стратегій обслуговування завдань, що 
відрізняються непродуктивним часом і обсягом ресурсів реконфігуровного 
обчислювального середовища. 
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Рис. 14. Удосконалена структура ОМ РКС 
Розроблено новий спосіб апаратного обліку та пошуку конфігураційних даних. 
Підтримка та пошук ФБ на ПЛІС, на відміну від відомих механізмів, ґрунтується на 
визначенні терміну зберігання кожного ФБ на підставі показника частоти його 
використання. Для визначення частоти використання ФБ розроблено механізм 
надання «бонусів», який функціонує на апаратному рівні ОМ РКС прозоро для 
локального керувального процесора. 
П’ятий розділ присвячено розробленню апаратних засобів підвищення 
ефективності відображення завдань на структурному рівні реконфігуровних 
комп’ютерних систем і питанням забезпечення їх відмовостійкості. 
Для реалізації автоматичної функції керування відображенням (див. рис. 2) на 
апаратному рівні ОМ РКС вдосконалено відомий метод автоматичного 
розпаралелення задач на рівні операцій, для формалізації якого модифіковано 
математичну модель формування заявки, таким чином. 
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Вихідні дані для завдання готуються на підставі макрографу MG . Завдання для 
i-ї вершини графу описується актором:  iiiiiiiii CxrQINnU ,,,,,,,  , де in  – ознака 
актора; iN  – ім'я актора; iI  – ідентифікатор виконуваної функції (тип операції); iQ  – 
сумарна кількість потоків даних для завдання; ir  – рівень пріоритету; iC  – множина 
імен потоків даних, які формуються у процесі виконання i-го завдання. У 
модифікований формат актора введено поля ix  – фактичної кількості елементів 
множини iС  і iρ  – показника апаратного пришвидшення виконання завдання за 
виразом (2). Дескриптор даних є множиною елементів  viiivivi AQNnD ,,, , де vin  – 
номер потоку даних, що входить в i-у вершину, xvAA vii ,1}{   – елемент адресації 
даних. 
Модифікована модель заявки має вигляд: 
   iiiiiivii AСMIZDU ,,,,),(  , (28) 
де   – певна процедура формування заявки з елементів акторів і дескрипторів; iM  – 
множина імен акторів, для яких i-е завдання готує дані; 1 i  – прапор, що визначає 
ефективність виконання завдання на апаратурі ПЛІС ( 1ρ  ), інакше 0 i . У 
модифікованій моделі заявки процес завчасної реконфігурації врахований умовою 
формування заявки таким чином: 
  true)(Zω ii  , якщо 1]ρ[&α&ν)(ω  iiviiii Z  , (29) 
де iν  – ознака отримання дескриптора i-го завдання; viα  – ознака отримання елемента 
адресації; i  – ознака налаштування ділянки ПЛІС для виконання i-го завдання, яка 
формується за умови додатного значення показника пришвидшення апаратних 
обчислень ( 1ρ i ). 
Для реалізації модифікованого процесу формування заявок відповідно до 
моделей (28) і (29) вдосконалено структуру пристрою автоматичного розподілу 
завдань і синхронізації (ПАРС). У структуру пристрою введено контролер 
реконфігурації та пам’ять черги реконфігурації, які реалізовують децентралізований 
процес завчасної реконфігурації обчислювального середовища на рівні ОМ РКС. 
Контролер реконфігурації керує налаштуванням реконфігуровного обчислювального 
середовища. Розроблено апаратну модель ОМ РКС на базі стандартних засобів 
проектування систем-на-кристалі SoC (System on a Chip) SOPC Builder. Розроблено 
апаратну модель ПАРС на базі ПЛІС EP2C35F672C6, яка виконує функцію 
керувального ядра ОМ РКС. Апаратна модель реконфігуровного обчислювального 
середовища реалізовано як надбудову контролера реконфігурації. Функцію ФБ 
виконують RISС процесори з мікропрограмним керуванням і загальними операціями. 
На імітаційних апаратних моделях ОМ РКС з керувальним ядром ПАРС 
виконано моделювання запропонованого методу адаптивного відображення завдань 
на реконфігуровне обчислювальне середовище. Виконано оцінку непродуктивного 
часу відображення і досліджено ефективність різних механізмів пришвидшення 
реконфігурації. На підставі аналізу отриманих залежностей (рис. 15) визначено, що 
технологія завчасної реконфігурації дозволяє пришвидшити обчислювальний процес 
від 1,39 до 2,67 разу залежно від кількості однотипних функцій в алгоритмі 
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обчислювальної задачі (у середньому в 2,13 разу) порівняно з повторним 
використання ресурсів ФБ. 
Дослідження проводились для тестових алгоритмів обчислювальних задач, 
поданих ЯПФ графів, усереднених за частотою виникнення нових функцій. Відсоток 
нових типів задач розраховувався від ширини ЯПФ ГА. У дослідженні умовно не 
враховувалось обмеження обчислювальних ресурсів реконфігуровних 
обчислювальних середовищ. Виконані експерименти на апаратних моделях 
підтвердили достовірність теоретичних положень і розрахунків, виконаних на 
підставі математичних моделей адаптивного відображення завдань на 
реконфігуровне обчислювальне середовище (10) – (13), (16), (17) і (19). Доведено, що 
комплексне застосування завчасної реконфігурації і запобігання повторному 
завантаженню дозволяє видалити майже весь непродуктивний час передавання 
конфігураційних даних незалежно від структури алгоритмів виконуваних задач. 
 
  
Рис. 15. Залежність комунікаційних затримок від кількості повторів однотипних 
функцій в обчислювальному алгоритмі 
Для реалізації автоматичної синхронізації в ОМ РКС модифіковано відомий 
спосіб автоматичної синхронізації. Розроблено механізми синхронізації процесів 
обчислення і реконфігурації на локальному рівні ПАРС. Реалізовано комбінацію 
локальної і зовнішньої синхронізації каналами зв’язку на базі системи переривань. 
На базі розробленої апаратної моделі ОМ РКС виконано моделювання 
традиційного обчислювального процесу і обчислювального процесу, керованого 
потоком даних. В якості практичної задачі для дослідження співвідношення 
розмірності задач і структури обчислювального середовища застосовано спосіб 
розв’язання блокових СЛАР. 
Під час модулювання апаратна модель ОМ РКС з керувальним ядром ПАРС 
порівнюється з моделлю ОМ РКС з керувальним ядром на базі універсальних 
процесорних ядер. Програмно-апаратна модель керувального ядра реалізує 
традиційні технології паралельних обчислень, коли процеси синхронізовуються за 
технологією Mutex Core. 
Досліджено показники відносної ефективності паралельної обробки інформації 
в обох досліджуваних системах (рис. 16), а також показники абсолютного та 
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відносного збільшення ефективності обчислень за рахунок застосування апаратних 
засобів автоматичного розподілу задач (рис. 17). 
У результаті моделювання визначено наступне: 
 зниження ефективності відповідає ділянкам, де зернистість обчислюваного 
середовища не відповідає зернистості розв’язуваної задачі; 
 ефективність паралельної обробки інформації з використанням апаратних 
засобів автоматичного розподілу задач та синхронізації в середньому на 2%, а в 
області оптимального співвідношення зернистості обчислювального середовища і 
розв’язуваної задачі на 5% вища, ніж із застосуванням традиційних технологій 
паралельних обчислень; 
 ефективність обчислень із застосуванням апаратних засобів автоматичного 
розподілу задач і синхронізації в області оптимального співвідношення зернистості 
обчислювального середовища і розв’язуваної задачі збільшується на 65%, а в 
середньому – на 10,25% порівняно із традиційними технологіями паралельних 
обчислень. 
 
 
 
Рис. 16. Показники приросту 
ефективності 
Рис. 17. Дослідження інтенсивності 
приросту ефективності 
Для підвищення ефективності реалізації дрібнозернистих обчислювальних 
алгоритмів різної розмірності в багатозадачному режимі обчислень, графи яких 
характеризуються значною шириною та високим ступенем зв’язності, у розділі 
вдосконалено структуру потокового функціонального модуля (ПФМ) для реалізації 
спеціалізованих функціональних вузлів РКС. 
Удосконалений ПФМ складається з керувального ядра, що реалізовує модель 
обчислень, керованих потоком даних, та обчислювального середовища і 
організований за принципом відкритих систем, що забезпечує передумови для його 
масштабування (рис. 18). 
На відміну від відомої структури запропоновано реалізацію паралельного 
середовища формування команд (ПСФК), що складається з однотипних блоків 
формування команд (БФК). Розроблено засоби апаратної синхронізації роботи БФК у 
ПСФК на базі однотипних інтерфейсів БФК: інтерфейсу введення (ІВв); інтерфейсу 
повернення команди (ІПК); інтерфейсу виведення (ІВив). 
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Виконано оцінку ефективності ПФМ способом порівняльної оцінки 
усередненого часу виконання тестових обчислювальних задач, поданих бінарними 
деревами, в імітаційних моделях ПФМ з різною кількістю БФК. Для визначення 
усередненого часу виконання задач використано вираз (9). Як часові параметри 
команд прийнято час виконання на реальних апаратних моделях обчислювальних 
модулів, розроблених на ПЛІС EP2C35F672C6N. У результаті отримано залежності 
коефіцієнта відносного прискорення обчислень від кількості БФК і кількості ФБ 
(рис. 19), аналіз яких визначив таке: 
– зі збільшенням кількості БФК час виконання алгоритму змінюється за 
логарифмічним законом і залежить від співвідношення кількості БФК, кількості ФБ і 
ступеня паралелізму розв’язуваної задачі, що збігається з результатами імітаційного 
моделювання відомого методу паралельного формування потоків команд для 
традиційних потокових обчислювальних систем; 
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Рис. 18. Структура потокового функціональний модуля: БА – блок арбітра; 
РК – регістр команди  
 
 
Рис. 19. Залежність коефіцієнта відносного пришвидшення обчислень від кількості 
ФБ за різної кількості БФК 
– ефективність динамічно реконфігуровного ПСФК підвищується пропорційно 
збільшенню кількості БФК і ширини графу обчислювального алгоритму в межах 
запропонованого інтегрального критерію оптимізації, який додатково враховує 
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накладні витрати часу, зумовлені затримками передавання даних, синхронізації 
доступу до загальних ресурсів і процесами реконфігурації ПСФК і ОС на ПЛІС; 
– застосування ПФМ з ПСФК у вузлах реконфігуровних комп’ютерних систем 
дозволило підвищити ефективність реалізації дрібнозернистих обчислювальних 
алгоритмів великої розмірності в режимі реального часу за рахунок підвищення 
швидкодії обчислень до 60% порівняно із застосуванням відомих потокових 
обчислювачів; 
– запропонований спосіб побудови керувального ядра ПФМ на ПСФК 
забезпечив технологічні та функціональні передумови для динамічної реконфігурації 
структури ПФМ відповідно до розмірності розв’язуваних задач, що розширює 
функціональні можливості реконфігуровних комп’ютерних систем. 
Для підвищення відмовостійкості керувального ядра ПФМ вдосконалено спосіб 
реконфігурації потокових обчислювальних систем за відмови устаткування шляхом 
удосконалення засобів розподілу команд у ПСФК.  
Розроблено апаратну модель ПФМ на ПЛІС EP2C35F672C6N. Для контролю 
працездатності ФБ шляхом моделювання на апаратурі ПЛІС визначено час виконання 
набору основних операції. Виконано типові обчислювальні задачі різної складності – 
обчислення поліномів, виконання циклічних функцій, операцій з матрицями, 
розв’язання СЛАР. Проведено дослідження ефективності роботи ПФМ без відмов 
устаткування і з відмовами устаткування, коли збій в роботі одного або декількох ФБ 
виникає до початку виконання команди (випадок 1), або після того, як ФБ почав 
виконувати команду. Запропоновано два способи розподілу команд в ПСФК: з 
таймером контролю апаратури в БМК – випадок 2.І і з таймером у складі слова 
команди – випадок 2.ІІ (рис. 20).  
На графіках залежності середньої затримки часу виконання обчислень від 
кількості працездатних ФБ видно, що реалізація таймера команди в слові команди 
дозволяє покласти процес реконфігурації за відмов устаткування на апаратні засоби 
інтерфейсу БФК без участі централізованих засобів керування ПФМ. Це дозволило 
значно зменшити час реконфігурації ПФМ за відмов устаткування і підвищити 
ефективність удосконалених засобів відмовостійкості керувальних ядер на базі 
ПСФК. 
 
Рис. 20. Середня затримка часу розв'язування задач від кількості ФБ, що відмовили 
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Виявлено, що порівняно з відомою системою, яка підтримує працездатність 
навіть якщо в системі залишився один працездатний ФБ, із застосуванням ПФМ у 
складі ОМ РКС вихід кількості працездатних ФБ за межі оптимального 
співвідношення параметрів розв’язуваної задачі призводить до зменшення 
ефективності обчислювального процесу.  
У шостому розділі розроблено імітаційні моделі функціональних процесів у 
РКС, на підставі яких досліджено ефективність запропонованих методів та засобів 
організації обробки інформації в динамічно РКС. 
Досліджено серію алгоритмів обчислювальних задач, поданих макрографами 
потоків даних, структуру яких згенеровано випадковим чином. У вузлах ГА 
розміщуються макрофункції, що реалізують операції лінійної алгебри та матричні 
операції різної розмірності. Апаратні реалізації макрофункцій, що синтезовані на 
ПЛІС, складають розроблену бібліотеку ФБ на ПЛІС з можливістю варіювання 
зернистістю обчислювального середовища. 
Визначено, що при оптимальному співвідношенні параметрів розв’язуваних 
задач і структури реконфігуровного обчислювального середовища немає сенсу в 
копіюванні ФБ через внутрішню пам’ять кристалів ПЛІС. Це сприяє зберіганню 
ресурсів внутрішньої пам’яті ПЛІС. На графіку (рис. 21) видно, що за невідповідності 
ширини реконфігуровного обчислювального середовища і ширини ГА копіювання 
через внутрішню пам’ять дозволяє в середньому в 1,16 разу пришвидшити 
обчислювальний процес. 
Досліджено ефективність запропонованого методу адаптивного відображення 
задач на реконфігуровне обчислювальне середовище. Визначено, що на ефективність 
пришвидшення реконфігурації значно впливає співвідношення розмірності 
реконфігуровного обчислювального середовища і ступеня розпаралелення алгоритму 
розв’язуваної задачі, а також частота виконання однотипних функцій (рис. 21). 
Порушення цих співвідношень супроводжується додатковими непродуктивними 
витратами в процесі відображення завдань на реконфігуровне обчислювальне 
середовище. Це видно на графіках, показаних на рис. 22 і 23. Характер кривих 
(рис. 21), що отримані в результаті дослідження імітаційної моделі програмних 
засобів керування обчисленнями, збігається з результатами моделювання 
адаптивного відображення задач на апаратних імітаційних моделях, розроблених у 
розділі 5 дисертаційної роботи. 
 
 
Рис. 21. Дослідження показника прискорення обчислення 
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Виконано моделювання способу визначення оптимальної зернистості 
розв’язуваних задач і реконфігуровного обчислювального середовища відповідно до 
виразу (27). Запропонований спосіб реалізовано як засіб підвищення ефективності 
методу адаптивного відображення завдань на реконфігуровне обчислювальне 
середовище, що описаний математичною моделлю (16).  
Характер кривих на рис. 22 визначає тенденцію залежності часу обчислення від 
співвідношення параметрів розв’язуваних задач і реконфігуровного 
обчислювального середовища, що покладено в основу визначення області 
оптимальних параметрів процесу обробки даних у третьому розділі дисертаційної 
роботи (див. рис. 2 і 3). 
 
 
Рис. 22. Дослідження показника прискорення обчислення 
 
Рис. 23. Дослідження часу реконфігурації 
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реконфігурації надає інтенсивного пришвидшення в середньому до 63% за умови 
сумірної з розміром реконфігуровної ділянки ширини ЯПФ графу та великої кількості 
однотипних завдань. При цьому в процесі подолання просторових обмежень ПЛІС, 
що відповідає критичним ділянкам на графіках залежностей, відбувається різке 
зменшення інтенсивності пришвидшення реконфігурації в середньому до 85%. 
Визначено, що нова стратегія визначення оптимальної зернистості обчислень 
забезпечує пришвидшення обчислень на критичних ділянках процесу обробки даних 
у середньому до 12%, залежно від технічних показників кристалів ПЛІС, порівняно з 
реалізацією великозернистих обчислень. 
Виконано моделювання запропонованого методу оптимізації відображення 
обчислювальних задач на реконфігуровне обчислювальне середовище, основні етапи 
якого описані та обґрунтовані в третьому розділі. Доведено доцільність і ефективність 
оптимізації процесу обробки інформації за несталих умов відображення в динамічно 
РКС порівняно з адаптивним відображенням завдань на реконфігуровне 
обчислювальне середовище. 
Визначено, що запропонований метод оптимізації відображення 
обчислювальних задач на реконфігуровне обчислювальне середовище на ПЛІС 
зменшує інтенсивність впливу просторових обмежень на швидкість обчислення 
приблизно на 10%. Але цей вимір може коливатись в межах області оптимальних 
параметрів реконфігурації. 
З графіку на рис. 23 видно, що мінімальний час обчислення досягається за умови 
відповідності ширини ЯПФ графу до просторових параметрів реконфігуровного 
середовища ПЛІС. За кількості однотипних завдань понад 50% збільшення 
непродуктивного часу зумовлено запровадженням додаткових засобів для 
копіювання активних завдань. В області раціонального використання 
запропонованого методу оптимізації відображення обчислювальних задач на 
реконфігуровне обчислювальне середовище час виконання завдань вкладається в 
потрібні часові обмеження. 
 
ВИСНОВКИ 
 
У дисертації наведено теоретичне узагальнення і нове вирішення наукової 
проблеми, що полягає в розвитку теорії організації обробки інформації в 
комп’ютерних системах на ПЛІС з урахуванням їх функціональних та апаратурних 
обмежень. 
Запропоновані методи та засоби включають в себе взаємозв’язані вирішення 
завдань оптимізації процесу обробки інформації з урахуванням співвідношення 
параметрів розв’язуваних задач і структури обчислювального середовища шляхом 
визначення оптимальної зернистості обчислень і зменшення накладних витрат 
процесу відображення задач на реконфігуровне обчислювальне середовище, що в 
цілому забезпечує підвищення ефективності обробки інформації в реконфігуровних 
комп’ютерних системах на ПЛІС. 
Запропоновано нову стратегію взаємної адаптації розв’язуваних задач і 
обчислювального середовища на ПЛІС, що ґрунтується на варіюванні зернистістю 
обчислень під час розв’язання задач великої розмірності, та вдосконалено концепцію 
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реалізації локальних розподілених засобів керування відображенням задач на 
реконфігуровне обчислювальне середовище, що забезпечує підвищення ефективності 
врахування фізичних параметрів кристалів ПЛІС на всіх рівнях реалізації 
комп’ютерної системи. 
Основні наукові та практичні результати роботи полягають в наступному. 
1. Виконано аналіз структурної і функціональної організації динамічно 
реконфігуровних комп’ютерних систем, на підставі якого розроблено критерії 
ефективності їх функціонування, які на відміну від відомих ґрунтуються на 
вдосконаленні показника пришвидшення обчислень шляхом урахування часової 
складності процесу відображення обчислювальних задач на реконфігуровне 
обчислювальне середовище. 
2. Розроблено математичні моделі функціональних процесів, що на відміну від 
відомих, ураховують багаторівневу структуру динамічно реконфігуровних 
комп’ютерних систем і непродуктивні витрати на всіх рівнях їх функціонування. Це 
дозволяє виконати аналіз і оцінити можливість оптимізації процесу обробки 
інформації за розробленим інтегральним критерієм, який ґрунтується на 
співвідношенні параметрів розв’язуваних задач, структури обчислювального 
середовища та непродуктивних витрат процесу його реконфігурації з урахуванням 
апаратурних обмежень ПЛІС. 
3. Запропоновано новий спосіб організації віртуальної пам’яті в 
реконфігуровних комп’ютерних системах, який відрізняється від відомих 
багаторівневою багатофункціональною структурою для зберігання, пошуку і 
керування конфігураційними даними. Багаторівневе кешування конфігураційних 
даних дає змогу реалізації різних стратегій обслуговування завдань, які різняться 
частотою їх виконання, непродуктивним часом та обсягом апаратурних витрат. 
Реалізація концепції асоціативного пошуку в багаторівневій пам’яті керувальних 
даних дозволяє скоротити ємність використання внутрішньої пам’яті ПЛІС у 64 рази 
порівняно з реалізацією пам’яті з адресним доступом. 
4. Запропоновано новий спосіб скорочення критичного часу виконання 
обчислювальних задач, який на відміну від відомих інтегрує статичний і динамічний 
підходи до трансформації графів обчислювальних задач на базі модифікованого 
методу гілок і границь. Використання способу забезпечує інтенсивне скорочення 
непродуктивних витрат процесу відображення задач на реконфігуровне 
обчислювальне середовище таким чином, що непродуктивний час вимірюється лише 
часом реконфігурації завдань першого ярусу ЯПФ графу. 
5. Запропоновано й обґрунтовано новий метод адаптивного відображення задач 
на реконфігуровне обчислювальне середовище, який відрізняється від відомих 
скороченням критичного часу виконання обчислювальних задач на базі 
багаторівневого кешування конфігураційних даних. Це дає змогу реалізувати 
ефективні стратегії організації процесу відображення задач за обсягом 
непродуктивного часу і апаратурних витрат з урахуванням несталих умов 
відображення. Реалізація різних стратегій відображення дозволяє від 2,5% до 4,3% 
скоротити непродуктивний час процесу обробки інформації. 
6. Запропоновано й обґрунтовано новий метод оптимізації процесу відображення 
задач на реконфігуровне обчислювальне середовище, який відрізняється від відомих 
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визначенням стратегії обслуговування завдань на підставі аналізу показника їх 
апаратного пришвидшення. Оптимізація непродуктивного часу відображення за 
розробленим інтегральним критерієм забезпечує потрібний час виконання 
обчислювальних задач, скорочує загальну кількість відхилень виконання завдань і в 
цілому підвищує на 10% користувацьку ефективність реконфігуровних 
комп’ютерних систем шляхом зменшення впливу апаратурних обмежень ПЛІС на 
непродуктивний час відображення. 
7. Уперше визначено й обґрунтовано критерій швидкодії реконфігуровного 
обчислювального середовища на ПЛІС, який на відміну від відомих ґрунтується на 
визначенні співвідношення часу виконання завдань на апаратурі ПЛІС і обсягу 
корисних даних для обчислення з урахуванням затримок поширення сигналів на 
фізичному рівні функціональних блоків і апаратурних обмежень ПЛІС. 
Запропонований критерій дозволяє оцінити ефективність процесу обробки даних на 
фізичному рівні реконфігуровних комп’ютерних систем під час розв’язання задач 
великої розмірності. 
8. Запропоновано нову стратегію організації процесу обробки інформації, яка 
відрізняється від відомих взаємною адаптацією задач і обчислювального середовища 
на підставі визначення оптимальної зернистості обчислень за розробленим критерієм 
максимальної швидкодії реконфігуровного обчислювального середовища. 
Застосування нової стратегії забезпечує підвищення користувацької ефективності 
реконфігуровних комп’ютерних систем у середньому до 12%, залежно від технічних 
показників кристалів ПЛІС, порівняно з реалізацією великозернистих обчислень. 
9. Удосконалено структурну організацію бібліотеки функціональних ядер на 
ПЛІС, яка відрізняється від відомих формуванням набору функціональних блоків з 
оптимальними характеристиками продуктивності на базі розробленого критерію 
швидкодії реконфігуровного обчислювального середовища. Це дозволяє варіювати 
зернистістю обчислень з метою підвищення ефективності виконання 
обчислювальних задач великої розмірності. 
10. Запропоновано й обґрунтовано нові рівні абстракції розгляду архітектури 
реконфігуровних обчислювальних систем, які на відміну від відомих локалізують 
процес реконфігурації обчислювального середовища на структурному рівні 
обчислювальних модулів. Це забезпечує підвищення ефективності процесу обробки 
інформації за рахунок застосування на кожному рівні ефективних методів та засобів 
організації обчислень, у тому числі методів та засобів, запропонованих у 
дисертаційній роботі. 
11. Модифіковано метод автоматичного розподілу завдань і синхронізації 
процесів на базі моделі обчислень, керованих потоком даних, який відрізняється від 
відомих механізмом завчасної реконфігурації обчислювального середовища, 
дворівневою організацією синхронізації процесів і вдосконаленим способом 
підвищення відмовостійкості керувального ядра. Застосування модифікованого 
методу дозволило підвищити ефективність процесу обробки інформації на 
локальному рівні обчислювального модуля на 10,25% порівняно з традиційними 
технологіями паралельної обробки інформації на рівні операційної системи, а також 
підвищити надійність реконфігуровних комп’ютерних систем. 
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12. Розроблені математичні моделі, методи і засоби доведені до практичної 
реалізації у вигляді програмного продукту і промислових зразків. 
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заявл. 29.04.2005; опубл. 15.11.2005, Бюл. № 11. – 8 с. 
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пристрій / І. А. Жуков, В. І. Жабін, І. А. Клименко, В. В. Ткаченко. – №20040907712; 
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середовища формування команд у спеціалізованому обчислювальному модулі шляхом 
реалізації засобів для тимчасового зберігання слова команди протягом усього часу її 
виконання. 
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Україна). – К. : Вид-во Нац. авіац. ун-ту «НАУ-друк», 2016. – С. 43 – 44. 
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45 
2013 р., Львів, Україна). – Л. : Вид-во Нац. ун-ту «Львів. політехніка», 2013. – 
C. 32 – 33. 
Дисертантом визначено проблеми та недоліки стандартних технологій 
проектування систем-на-кристалі та запропоновано концепцію вдосконалення 
базових технологій. 
41. Клименко І. А. Особливості реалізації паралельних обчислювальних систем на 
програмованій елементній базі / І. А. Клименко // Матеріали 2-ї Міжнар. конф. 
«Високопродуктивні обчислення (HPC_UA’2012)», (8 – 10 жовтня, 2012 р., Київ, 
Україна). – К. : НАН України, 2012. – С. 210 – 214. 
42. Клименко І.А. Мультипроцесорна обчислювальна система на ПЛІС / 
І.А. Клименко // Тези доповідей Міжнар. наук.-практич. конф. «Інформаційні 
технології в освіті, науці й техніці, (ІТОНТ-2012)», (25 – 27 квітня 2012 р., Черкаси, 
Україна). – Черкаси: ЧДТУ, 2012. – Т. 1. – С. 114. 
43. Клименко І. А. Підвищення відмовостійкості систем, що управляються потоком 
даних / І. А. Клименко, В. В. Ткаченко // Тези доп. Ювілейної міжнар. наук.-
практич. конф. «Розподілені комп’ютерні системи», (6 – 8 квітня 2010 р., Київ, 
Україна). – К. : НТУУ «КПІ», 2010. – С. 144 – 146. 
Дисертантові належить вдосконалення середовища формування команд в 
потокових обчислювальних системах. 
44. Клименко І. А. Пристрій для автоматичного вводу графічної інформації в ПЕОМ / 
І. А. Клименко, Я. М. Паламар // Тези доп. 13-ї Всеукраїнської (8-ї Міжнародної) 
студентської наук. конф. з прикладної математики та інформатики (СНКПМІ-
2010), (22 – 23 квітня 2010 р., Львів, Україна). – Л. : ЛНУ, 2010. – С. 179 – 181. 
Дисертантові належать розроблення апаратниз засобів автоматизації введення в 
обчислювальну систему вихідних графів алгоритмів обчислювальних задач. 
45. Клименко І. А. Процесорне ядро для обчислювальної системи на ПЛІС / 
І. А. Клименко, С. М. Біляєв, Д. С. Пономарчук // Тези доп. Другої наук. конф. 
«Прикладна математика та комп’ютинг ПМК 2010», (14 – 16 квітня 2010 р., Київ, 
Україна). – К. : Просвіта, 2010. – С. 197 – 201. 
Дисертантові належить структура, принцип функціонування та апаратна 
реалізація програмовного процесорного ядра на ПЛІС. 
46. Клименко І. А. Обчислювальна система на ПЛІС / І. А. Клименко, С. В. Біляєв // 
Тези доп. ІІІ міжнар. наук.-техніч. конф. «Комп’ютерні системи та мережні 
технології» (15 – 17 червня 2010 р., Київ, Україна). – К. : Вид-во Нац. авіац. ун-ту 
«НАУ-друк», 2010. – С. 45. 
Дисертантові належить архітектурна концепція багатопроцесорної 
обчислювальної системи на ПЛІС на базі спеціалізованих програмовних процесорних 
ядер. 
47. Клименко І. А. Реалізація схеми управління станами та зсувами на ПЛІС / 
І. А.Клименко, С. В. Біляєв // Тези доп. Міжнар. наук.-техніч. конф. «Інтелектуал. 
технології лінгвістичного аналізу», (21 – 22 жовтня 2009 р., Київ, Україна). – К. : 
Вид-во Нац. авіац. ун-ту «НАУ-друк», 2009. – С. 21. 
Дисертантові належить апаратна реалізація на ПЛІС функціонального модуля 
схеми управління для блока обробки даних програмовного процесорного ядра. 
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АНОТАЦІЇ 
 
Клименко І.А. Методи та засоби підвищення ефективності обробки інформації 
в реконфігуровних комп’ютерних системах на базі ПЛІС. – Рукопис. 
Дисертація на здобуття наукового ступеня доктора технічних наук за 
спеціальністю 05.13.05 – Комп’ютерні системи та компоненти. – Національний 
технічний університет України «Київський політехнічний інститут імені Ігоря 
Сікорського», Київ, 2017. 
У дисертації наведено теоретичне узагальнення і нове вирішення наукової 
проблеми, що полягає в розвитку теорії організації обробки інформації в 
комп’ютерних системах на ПЛІС з урахуванням їх функціональних та апаратурних 
обмежень. 
Запропоновані методи та засоби включають в себе взаємозв’язані вирішення 
завдань оптимізації процесу обробки інформації шляхом визначення оптимальної 
зернистості обчислень, а також зменшення накладних витрат процесу відображення 
задач на реконфігуровне обчислювальне середовище, що в цілому забезпечує 
підвищення ефективності обробки інформації в реконфігуровних обчислювальних 
системах на ПЛІС. 
Запропоновано нову стратегію взаємної адаптації розв’язуваних задач і 
обчислювального середовища на ПЛІС, що ґрунтується на варіюванні зернистістю 
обчислень під час розв’язання задач великої розмірності, та вдосконалено концепцію 
реалізації локальних розподілених засобів керування відображенням задач на 
реконфігуровне обчислювальне середовище, що підвищує ефективність врахування 
фізичних параметрів кристалів ПЛІС на всіх рівнях реалізації реконфігуровних 
комп’ютерних систем. 
Ключові слова: реконфігуровні комп’ютерні системи, динамічна 
реконфігурація, реконфігуровні суперкомп’ютери, накладні видатки реконфігурації, 
пришвидшення реконфігурації, часткова динамічна реконфігурація, ПЛІС. 
 
Klymenko I.A. Methods and facilities of improving the efficiency of information 
processing in the reconfigurable computer systems on FPGA. – Manuscript. 
Thesis for a doctor’s degree in engineering sciences, specialty: 05.13.05 – Computer 
system and components. National Technical University of Ukraine “Igor Sikorsky Kyiv 
Polytechnic Institute”, Kiev, 2017. 
The work offers theoretical generalization and new solution of scientific problem, 
which consists in the development of a new theory of information processing in computer 
systems on FPGA with functional and hardware limitations. 
The offered methods and facilities include interrelated solutions for information 
processing optimization in consideration of the correlation of task parameters and structure 
of computational space by the means of determination of optimal granularity and the 
reducing of the mapping overhead in the reconfigurable computer system. That increases 
the effectiveness of information processing in the reconfigurable computer systems on 
FPGA. 
The offered strategy of mutual adaptation of tasks and computational space on FPGA 
is based on the varying of the granularity by the solving of the big dimension tasks. Also the 
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concept of local divided means of the mapping control in the reconfigurable computer 
system. That provides the effectiveness of consideration of FPGA physical parameters on 
every level of computer system realization. 
Key words: reconfigurable computer systems, dynamic reconfiguration, 
reconfigurable computer, reconfiguration overhead, rapid configuration, partial dynamic 
reconfiguration, FPGA. 
 
Клименко І.А. Методы и средства повышения эффективности обработки 
информации в динамически реконфигурируемых вычислительных системах на 
ПЛИС. – Рукопись. 
Диссертация на соискание ученой степени доктора технических наук по 
специальности 05.13.05 – Компьютерные системы и компоненты. – Национальный 
технический университет Украины «Киевский политехнический институт имени 
Игоря Сикорского», Киев, 2017. 
В диссертации приведены теоретическое обобщение и новое решение научной 
проблемы, которая заключается в развитии теории организации обработки 
информации в вычислительных системах на ПЛИС с учетом их функциональных и 
аппаратурных ограничений. 
Предложенные методы и средства включают в себя взаимосвязанные решения 
задач оптимизации процесса обработки информации с учетом соотношения 
параметров решаемых задач и структуры вычислительной среды путем определения 
оптимальной зернистости вычислений и сокращения накладных расходов процесса 
отображения задач на реконфигурируемую вычислительную среду, что в общем 
обеспечивает повышение эффективности обработки информации в 
реконфигурируемых вычислительных системах на ПЛИС. 
Предложена концепция структурной организации динамически 
реконфигурируемых компьютерных систем, которая основана на организации 
локальных распределенных средств управления процессом отображения 
вычислительных задач на реконфигурируемую вычислительную среду. Это 
позволяет уменьшить временную сложность процесса отображения вычислительных 
задач, упростить учет физических параметров ПЛИС и обеспечить аппаратное 
ускорение функциональных процессов структурного уровня. Рассмотрение средств 
управления процессом обработки данных на трех уровнях абстракций обеспечивает 
эффективную реализацию предложенных в диссертационной работе методов и 
средств повышения эффективности обработки информации. 
Предложена стратегия взаимной адаптации решаемых задач и структуры 
вычислительной среды, которая основана на варьировании зернистостью вычислений 
с целью повышения быстродействия реконфигурируемой вычислительной среды, 
построенной на ПЛИС. Усовершенствована структурная организация библиотеки 
функциональных ядер на ПЛИС, что позволяет варьировать зернистостью 
вычислений для повышения эффективности решения вычислительных задач большой 
размерности. 
Предложены средства усовершенствования структуры вычислительного модуля 
реконфигурируемых компьютерных систем, основанные на организации 
многоуровневой многофункциональной виртуальной памяти для хранения, поиска и 
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управления конфигурационными данными, что является технологической основой 
для реализации различных стратегий обслуживания заданий по критериям 
непроизводительного времени выполнения, вероятности выполнения и объема 
использования аппаратурных ресурсов ПЛИС. Модифицирован метод 
автоматического распределения задач и синхронизации процессов на базе модели 
вычислений, управляемых потоком данных. Усовершенствован способ повышения 
отказоустойчивости управляющего ядра, что в целом позволяет повысить 
эффективность процессов обработки данных на локальном уровне вычислительного 
модуля и надежность реконфигурируемых компьютерных систем. 
Разработаны метод и средства уменьшения накладных расходов процесса 
отображения вычислительных задач на реконфигурируемую вычислительную среду, 
которые за счет реализации различных стратегии обслуживания задач обеспечивают 
динамическую адаптацию процесса отображения к изменяемому состоянию 
реконфигурируемой вычислительной среды. 
Разработан интегрированный критерий эффективности, основанный на 
соотношении накладных расходов времени, параметров вычислительных алгоритмов 
и структуры вычислительной среды с учетом временных и аппаратных ограничений 
процесса обработки данных, который позволяет решить многокритериальную задачу 
оптимизации процесса обработки данных в реконфигурируемых компьютерных 
системах. 
Предложен метод оптимизации процесса обработки информации, который путем 
оптимизации непродуктивного времени отображения и определения оптимальной 
зернистости вычислений согласно разработанному интегрированному критерию 
обеспечивает требуемое время выполнения вычислительных задач, повышение 
эффективности использования аппаратурных ресурсов ПЛИС и сокращение 
количества отклонений на выполнение задач. Оптимизация процесса отображения 
вычислительных задач обеспечивает широкие классы задач управления эффективной 
целевой вычислительной структурой по критерию быстродействия вычислений. 
Практическое значение диссертационной работы состоит в том, что 
предложенная структурная организация реконфигурируемых компьютерных систем 
и новая стратегия взаимной адаптации вычислительных задач и структуры 
вычислительной среды повышает пользовательскую эффективность параллельных 
вычислительных систем и реализовывает масштабируемые высокопроизводительные 
параллельные вычислительные системы с возможностью динамической адаптации к 
требованиям широких классов задач. 
Теоретические и практические результаты диссертационной работы могут быть 
использованы в научных и прикладных исследованиях в организациях и 
производствах, которые занимаются решениями задач управления, в частности 
технологическими, экономическими и финансовыми процессами, информационными 
системами, обработкой многомерной информации, а также проектированием и 
эксплуатацией параллельных вычислительных систем. 
Ключевые слова: реконфигурируемые компьютерные системы, динамическая 
реконфигурация, реконфигурируемые суперкомпьютеры, накладные расходы 
реконфигурации, ускорение реконфигурации, частичная динамическая 
реконфигурация, ПЛИС.  
