Abstract.-Given an ordered list of nonzero horizontal vectors v 1 , . . . , v r , r ≥ 3, such that v 1 + . . . + v r = 0, we obtain a necessary and sufficient condition for the existence of an Alexandrov-embedded genus zero minimal r-noid M with prescribed fluxes v 1 , . . . , v r at its r consecutive horizontal catenoidal ends: the surface M exists if and only if the closed polygonal curve whose edges are the vectors v i bounds an immersed disc in the plane. Moreover we prove that M is nondegenerate, in the sense that it does not admit nontrivial bounded Jacobi functions, and we study the uniqueness problem.
Introduction
A properly immersed minimal surface with finite total curvature in R 3 has a nice asymptotic shape at infinity, see Osserman [24] and Jorge and Meeks [12] . In particular it has a finite number of annular ends with well-defined limit normal direction. The simplest case corresponds to embedded ends. An end of this kind is asymptotic either to a half-catenoid or, as a limit case, to a plane. A properly immersed minimal surface with r embedded ends will be called a r-noid. The following Plateau problem at infinity is one of the most natural open problems in this theory. Given a (balanced) finite system of planes and half-catenoids in R 3 and a nonnegative integer g, find a r-noid of genus g, whose ends are asymptotic (up to translations) to the given data.
The restrictions between parentheses in the above statement are both naturally introduced from the action of the translation group on R 3 . The flux of a half-catenoid is the value of its normal vector at infinity times the length of its neck and the flux of a plane is zero. The balancing condition means that the total flux of the system vanishes. Kusner was the first author who proposed the problem above in its right terms. In the genus zero case, Kato, Umehara and Yamada [14] , [15] , [16] , reduce the problem, using Weierstrass representation, to a system of algebraic equations and prove that, for generic data, this Plateau problem admits a solution.
In this paper we will give an exhaustive geometric description of a natural family of genus zero r-noids with horizontal catenoidal ends in terms of the behavior of the surfaces at infinity. To state our main results we first need to explain some notions which will appear in them. Let ψ : M −→ R 3 be a r-noid. Then M is conformally equivalent to a compact surface M minus a finite number of points p 1 , . . . , p r which correspond to the ends of M. We will say that M is Alexandrov-embedded if M bounds a compact 3-manifold Ω and the immersion ψ extends to a proper local diffeomorphism f : Ω − {p 1 , . . . , p r } −→ R 3 . Alexandrov-embedded surfaces retain many of the properties of the embedded ones. However, note that ends of Alexandrov-embedded r-noids look like top ends of embedded r-noids. In particular, as Costa surface (see for instance [8] ) has a middle end, it is embedded but no Alexandrov-embedded. We call M r the space of Alexandrov-embedded r-noids of genus zero and r horizontal catenoidal ends. We identify two elements in M r which differ by a translation. In section 4 we will prove that Any surface M in M r is nondegenerate, that is, the only bounded Jacobi functions on M are the linear functions of its Gauss map. In particular, the space M r is a (2r −2)-dimensional real analytic manifold.
The role that the notion of nondegeneration plays in the classical theory of minimal and constant mean curvature surfaces has quickly increased in the last years, [7] , [18] , [20] , [25] , [26] , [30] and [31] . It implies that M r is a manifold (this follows from a variation of the arguments of Pérez and Ros in [26] ). As another consequence, all the surfaces that we obtain in this paper can be used to produce Alexandrov-embedded surfaces with nonzero constant mean curvature, following the gluing method of Mazzeo and Pacard in [19] (for the minimal case see the recent paper by Yang [33] ). To study bounded Jacobi functions on a surface M in M r we use the representation of these objects in terms of branched minimal immersions with planar ends obtained by Montiel and Ros in [23] .
A polygon V is a closed polygonal curve immersed in the plane x 3 = 0. An immersed disc in the plane bounded by a polygon V will be called and polygonal disc. In figure 2 the polygons (1) and (2) bound polygonal discs but the example (3) does not bound (observe that in the case (3) it is not possible to define, in a coherent way, the inner angles at the vertices of the polygon).
Given M ∈ M r we will see that M is symmetric with respect to a horizontal plane. This symmetry preserves the ends of M and, so, induces on them a natural order. Assume the ends p 1 , . . . , p r are written according to this order. Consider the ordered list (v 1 , . . . , v r ), where 2v 1 , . . . , 2v r ∈ R 2 are the flux vectors of M at the ends p 1 , . . . , p r . Let F (M) be the polygonal curve in the plane constructed, up to translations, with the vectors (v 1 , . . . , v r ) placed consecutively following the order of the list (note that the balancing condition gives that F (M) is a closed curve in R 2 ). We will call F (M) the flux polygon of M. In figure 1 we can see a 6-noid and its flux polygon. In section 5 we will obtain, using some ideas of Jenkins and Serrin [11] , the following result.
The flux polygon F (M) of a surface M ∈ M r , r ≥ 3, "bounds" an immersed polygonal disc in R 2 .
Hence the polygon (3) in Figure 2 does not represent the flux polygon of any Alexandrov embedded 6-noid with genus zero and horizontal ends. We will denote by P (M) the immersed polygonal disc bounded by F (M) associated to the minimal surface M ∈ M r .
In section 7 we prove, using an approach similar to the one in Ros [27] , see also Meeks, Pérez and Ros [21] , a fundamental compactness result. This property, joint with the openness obtained in section 4 allows us to solve the Plateau problem at infinity below.
Given a polygon V with r edges in R 2 , r ≥ 3, there exists a genus zero Alexandrov-embedded r-noid M with horizontal catenoidal ends such that F (M) = V if and only if V bounds an polygonal disc.
An important remark is that the map which applies each M ∈ M r into its flux polygon F (M) is not injective, that this there exist two distinct rnoids in M r which have the same flux vectors at the consecutive ends. For instance, the 6-noid in figure 1 and its symmetric image with respect to the plane spanned by the vectors v and (0, 0, 1) have the same polygon. However we will prove in section 6, by using a maximum principle argument, that given M 1 and M 2 in M r with the same associated polygonal disc P (M 1 ) = P (M 2 ), then M 1 = M 2 .
LetP r be the space of immersed polygonal discs with r edges. The results above combine in our main theorem which gives a complete classification of Alexandrov embedded r-noids with genus zero and horizontal ends in terms of their polygonal discs, see Teorem 6,  The map P : M r → P r is global diffeomorphism.
In the context of nonzero constant mean curvature surfaces, GrosseBrauckman, Kusner and Sullivan [5] , [6] , have proved similar results to our theorems here for surfaces with genus zero and three horizontal ends of onduloid type. They also have obtained some partial results in the general case. Some of the ideas developed in this paper could be useful in the solution of this and other related problems.
Preliminaries
Given an oriented minimal immersion ψ : M −→ R 3 , we denote by C(M) = M |K|dA its absolute total Gauss curvature. If γ is a smooth oriented one-cycle on M, we define the flux vector along γ as the value of the integral γ η(s)ds, where η is the oriented unit conormal along γ and s is its arclength parameter. The value of the last integral depends only on the homology class of γ. We will say that a (possibly branched) minimal surface M is simply immersed if the set of multiple points of M in R 3 is one dimensional. When ψ is a proper minimal immersion, we have that M is not simply immersed if and only if it there exists a k-sheeted
In the sequel, simple minimal surfaces will be identified with their geometric image in R 3 , in spite of the minor ambiguities that this convention could produce. Now we will suppose that ψ : M −→ R 3 is a connected nonflat properly immersed orientable minimal surface with finite total curvature and r embedded ends. Such a surface will be called a r-noid. First we recall some basic properties of this surface, see for instance [8] or [24] (note that in this family properness is equivalent to completeness). There exists a compact Riemann surface M and a finite number of points p 1 , . . . , p r in M , such that M is conformally diffeomorphic to M − {p 1 , . . . , p r } and the Gauss map N of M extends to an antiholomorphic map on M . We will identify the ends of M with the points p 1 , . . . , p r . It is known that the immersion around an end p i is asymptotic either to a catenoid whose axis is parallel to the normal vector at the end n i = N(p i ) or to a plane orthogonal to n i . The first situation takes place when the Gauss map is unbranched at p i and the second one when p i is a branch point of N. We will say that these ends are catenoidal ends and planar ends respectively. Moreover if n i is an horizontal or vertical vector we will refer that end as horizontal or vertical end respectively. If we denote by g the genus of the compactified surface M we have the formula,
It is known that the flux along a one-cycle around a catenoidal end takes the value −2πc i n i = 2v i , where c i is a nonzero real number called the logarithmic growth of the end p i . The flux along a curve which encloses a planar end is zero. So, the logarithmic growth of planar ends vanishes.
Lemma 1 Around a vertical catenoidal end E there is a natural (nonconformal) coordinate w, w = x+iy ∈ C, |w| < ε, such that, using the identification R 3 = C × R, the immersion is given by,
where h ∈ C ∞ ({|w| < ε}) and c is the logarithmic growth of the end. Moreover, if the end is symmetric with respect to the plane x 2 = 0, then in terms of w this symmetry is given by the involution w → w = x − iy. In particular h(w) = h(w).
The first assertion is proved in [26] . The second one is trivial.
Lemma 2 Any genus zero r-noid is simply immersed.
Proof. If we consider the immersion ψ as a covering map between M and its geometric image ψ(M), then, as the ends of M are embedded, it follows that this covering extends in an unbranched way to the compactifications of M and ψ(M). As M is simply connected, we conclude that ψ : M −→ ψ(M) is 1-sheeted. Therefore, M is simply immersed. 2 3 Alexandrov-embedded surfaces and strong symmetry
We will say that an r-noid ψ : M −→ R 3 is Alexandrov-embedded if there exists a compact 3-manifold Ω bounded by the compactification of M, ∂Ω = M , and a proper local diffeomorphism f : Ω −→ R 3 , where Ω = Ω − {p 1 , . . . , p r }, extending the immersion ψ, that is, f |M = ψ.
Alexandrov-embedded surfaces are canonically oriented. We will always choose the Gauss map of M which is outwards pointing with respect to Ω.
Lemma 3
If the r-noid M is Alexandrov-embedded, then M has no planar ends.
Proof. Consider on Ω the flat metric induced by f . From our definition of Alexandrov-embeddedness it follows that the ends of Ω have simplyconnected representatives, that is, all the ends of M are top ends. Therefore, if M has a planar end, then Ω contains a subdomain isometric to a halfspace of R 3 . The half-space theorem of [10] applies without changes to this situation and gives that M is flat. This contradiction proves the lemma. 2
Observe that embedded r-noids are not necessarily Alexandrov-embedded. In fact, using corollary 1 below we get that the only one which is, both, embedded and Alexandrov-embedded is the Catenoid.
We now study a special type of symmetric minimal surfaces which we will call strongly symmetric. In proposition 1 we will see that, when restricted to the family of r-noids with horizontal ends, this notion is equivalent to Alexandrov embeddedness. However the strong symmetry point of view is more adequate than the Alexandrov-embedded one when we consider limits of minimal surfaces. Given an integer r ≥ 2 Jorge and Meeks [12] constructed, using Weierstrass representation, a complete minimal surface M c with genus zero, finite total curvature and r horizontal catenoidal ends, that we will call the canonical r-noid. The normal vectors at the ends of M c form an equiangular system and the symmetry group of the surface contains the reflection with respect to the plane x 3 = 0 and the rotation of angle 2π/r around the x 3 -axis. It meets the symmetry plane orthogonally and M c ∩ {x 3 = 0} consists of r locally convex curves with exactly a point of selfintersection. Moreover the (extended) Gauss map of M c is given, after stereographic projection on the plane C ∼ {x 3 = 0}, by g(z) = z r−1 , for any z ∈ C ∼ M c Figure 3 : The canonical 4-noid
The properties of the canonical r-noid above suggest us the next definition. Let ψ : M −→ R 3 be a nonflat, possibly branched immersion, of a connected orientable surface M, and Π a plane in R 3 , which we will normalize as Π = {x 3 = 0}. Denote by S the Euclidean symmetry with respect to x 3 = 0, and consider the subsets
x 3 being the third coordinate of the immersion.
Definition 1 We will say that M is strongly symmetric with respect to Π if D1 There exists an isometric involution s :
D3 The third coordinate N 3 of the Gauss map of M takes positive (resp. negative) values on M + (resp. M − ).
The Catenoid is strongly symmetric with respect to each plane containing the revolution axis of the Catenoid. The canonical r-noid is strongly symmetric with respect to the plane x 3 = 0. In the case r ≥ 3 this surface admits vertical symmetry planes but it is not strongly symmetric with respect to them. In the same way the Enneper surface is not strongly symmetric with respect to its symmetry planes.
Lemma 4 Strongly symmetric minimal surfaces have the following properties:
1. s is an antiholormorphic involution.
2. Both, the immersion and the Gauss map are unbranched along the curve M 0 .
3. M 0 , viewed as a curve in the plane x 3 = 0, is locally convex.
4. If M has a complete end with finite total curvature, then the direction of the normal vector at the end is either vertical or horizontal.
(a) In the first case we have x 3 = a log |z| + h(z) where a is a real number, z is a conformal coordinate around the end and h(z) an harmonic map in |z| < ε.
(b) In the second case the end is an embedded catenoidal end with positive logarithmic growth.
Proof. As the fixed points set of s is not discrete we obtain 1. Moreover in a suitable conformal coordinate around a point p ∈ M 0 the involution is given by s(z) = z. Thus M 0 is a regular curve in M and in particular the immersion is unbranched along
3 (0) would contain an equiangular system of curves meeting at some point). The same kind of argument and D3 proves that the Gauss map of M is unbranched along M 0 . Therefore we have proved 2. The assertion in 2 implies that the curvature of M 0 , viewed as a planar curve in R 3 , has constant sign. This proves 3. Now we prove 4. As x 3 = 0 intersects M orthogonally, the normal direction at a finite total curvature complete end is necessarily either vertical or horizontal. If the normal vector at the end is vertical, then the intersection of x 3 = 0 with the end must be compact and, so, x 3 is an harmonic function with constant sign around the end. Hence x 3 = a log |z| + h(z). If the normal direction at the end is horizontal then the end itself is symmetric with respect to x 3 = 0. We can parameterize this end by a punctured disk {z : 0 < |z| < ε}, without branch points, and with s(z) = z in this neighborhood. Using D3 the Gauss map is unbranched at the end. As x 3 is positive (resp. negative) in {0 < |z| < ε, Re(z) > 0} (resp. {0 < |z| < ε, Re(z) < 0}) it follows that the winding number of the end must be one, that is, the end is embedded. So the end is a horizontal catenoidal end. Moreover, as the third coordinate of the Gauss map N is positive on {0 < |z| < ε, Re(z) > 0} it follows that N is outwards pointing at the end, i.e N points to the region which does not contain the axis of the catenoidal end. This means, according to our definition of logarithmic growth of a catenoidal end, that the logarithmic growth at the end is positive. This proves the last assertion of the lemma. 2
Now we discuss an interesting connection between being strongly symmetric and being Alexandrov-embedded. Proposition 1 Let M be an r-noid with horizontal ends. Then M is strongly symmetric with respect to an horizontal plane if and only if M is Alexandrovembedded.
Proof. First suppose that M is strongly symmetric and consider the subset
Then we can check easily that Ω and f satisfy the required properties. The only point that needs some care is the study of these objects along the curve M 0 . To do this observe that, if we denote by ν the outward pointing unit conormal of M + along M 0 (which is a principal direction of M), the associated principal curvature never vanishes. This follows because from lemma 4 we know that the Gauss map of M is unbranched along M 0 . So we conclude that the projection of M + ∪ M 0 onto the plane x 3 = 0, is locally injective around M 0 or, in other words, along the points of M 0 , M + projects locally at one side of M 0 . This is enough to finish the proof of the "only if" part. Moreover, observe that the construction of Ω gives us, when we look at the catenoidal ends of M, that the canonical orientation of M (the outward pointing with respect to Ω) coincides with the orientation that we have for strongly symmetric surfaces (the one that at the ends does not point to the axes).
Assume now that M is Alexandrov-embedded. Then we can apply to M the Alexandrov reflection technique with horizontal planes. This technique applies to embedded surfaces, but it was remarked by Alexandrov himself, see [1] , that it also works for the above type of nonembedded surfaces. The fact that the method works when the surface is noncompact but has catenoidal ends (provided no end lies inside another one) was firstly used by Schoen [29] , see also [17] for another application in the noncompact case. The ends of Ω have representatives which look like the ones of the interior region of an horizontal Catenoid. Therefore one can start Alexandrov reflection method by moving horizontal planes coming from +∞. Then applying that method we arrive to the lowest admissible plane, that is, M has a first contact with its reflected image with respect to this critical plane. The only noncompletely standard point to keep in mind is the case where the contact takes place at infinity, i.e at a catenoidal end. The study of this case is done in lemma 5. In this way we conclude that M is symmetric with respect to a horizontal plane (which we normalize as x 3 = 0). Moreover we obtain, as well-known byproducts of the Alexandrov technique, that M meets that plane orthogonally, that M + is connected and that M + is given locally a smooth graph over this plane. So, M is strongly symmetric, as we claimed.
2 In particular, when the normal directions at the ends of M are all colinear, we get that the surface has infinitely many planar symmetries. So we obtain the following uniqueness result.
Corollary 1 Let M be an Alexandrov-embedded r-noid whose ends are parallel. Then M is a Catenoid. Now, using the w-coordinate described in lemma 1, we are going to study the Alexandrov reflection technique on a catenoidal end. Let E be an embedded vertical catenoidal end with compact boundary contained in the plane x 3 = 0, v an unitary horizontal vector and Π t = {tv + x : x, v = 0}, t ∈ R, a plane orthogonal to v. We will define E t + = E ∩ {x : x, v ≥ t}, E t − = E ∩ {x : x, v ≤ t} and letÊ t + be the reflected image of E t + with respect to the plane Π t . Given A and B in R 3 we will say that A ≥ B if for any a ∈ A and b ∈ B such that a − b = λv, for some real number λ, we have that λ ≥ 0.
Lemma 5 Suppose that Π 0 is the last plane of the Alexandrov reflection technique applied to E by using the planes Π t , t coming from −∞, i.e.Ê t − ≤ E t + for any t ≤ 0 andÊ t − ≤ E t + if 0 < t < ε for some ε > 0. Then either 1. Π 0 the last plane of the Alexandrov reflection technique applied to ∂E by using the planes Π t , or 2. Π 0 contains the axis of E and E is symmetric with respect to Π 0 .
Proof. From the arguments in the proof in theorem 3 in [29] , we only need to show that if Π 0 contains the axis of E, then E is symmetric with respect to this plane. So assume that the axis of E is the x 3 -axis and take the w-coordinate around the infinity of E. We know that the third coordinate ofÊ 0 + and E 0 − is given respectively byû(w) = −a log |w| +ĥ(w) and u = −a log |w| + h(w), where w ∈ W = {|w| < ε and Imw ≥ 0}, a is the logarithmic growth of the end E andĥ and h are smooth functions in W .
As the axis of the catenoidal end is the x 3 -axis it is known that ∇ĥ(0) = ∇h(0) = 0. Moreover, thanks to our assumptions, we have that f =ĥ − h is nonnegative at the interior of W and vanishes in ∂W . Taking into account that h andĥ are solutions of the same elliptic equation (see [26] p.183), it follows that f is a solution of some elliptic equation too. As ∇f (0) = 0 we conclude from the maximum principle that f vanishes in W . So E is symmetric with respect to the plane Π 0 . 2
The smoothness of the space of minimal surfaces
Now we prove a result which will be a key ingredient in our existence argument. We will show that the space of bounded Jacobi functions over a strongly symmetric complete minimal surface with finite total curvature and genus zero is completely controlled. Recall that the Jacobi operator of an orientable minimal surface M is given by L = ∆+ |σ| 2 , where ∆ is the Laplacian of M and |σ| 2 is the square length of the second fundamental form of the immersion. A function u in M is called a Jacobi function if Lu = 0. If M is complete and has finite total curvature, we can choose over the compactification M a Riemannian metric ds 2 which is conformal to the original metric on M. Then the space K(M) of bounded Jacobi functions on M coincides with the space {u ∈ C ∞ (M ) : Lu = 0}, where L = ∆ + |∇N| 2 , i. e., the Laplacian of ds 2 plus the squared length of the gradient (respect to ds 2 ) of the extended Gauss map. Denote by L(M) = { N, v : v ∈ R 3 } the subspace of K(M) which contains the linear functions of N.
Our next result asserts that the strongly symmetric minimal surfaces we will consider in this paper are nondegenerate in the strongest sense.
Proposition 2 Let M be a strongly symmetric complete minimal surface of genus zero and finite total curvature.
To prove this result we adopt a somewhat more general point of view, see Montiel and Ros [23] and Ejiri and Kotani [3] . Take a compact Riemann surface Σ and a nonconstant holomorphic map φ : Σ → S 2 (1) valued in the unit two sphere. Given any metric ds 2 on Σ compatible with its complex structure we can consider the Schrödinger operator L = ∆ + |∇φ| 2 , where the Laplacian ∆ and the squared length of the gradient of φ are taken with respect to ds 2 . Consider the spaces
3 } and M(φ) the space of finitely branched complete minimal immersions X : Σ → R 3 ∪ {∞} with planar ends and Gauss map φ including, as a degenerated case, the constant maps. Note that M(φ) is a linear space. Here the planar ends need not to be embedded. Their characteristic property is that they are contained in a slab of R 3 , and thus they are asymptotic to a plane with multiplicity. This kind of ends cannot exist outside the branch points of φ and, so, we have a certain control on them. On the contrary, the branch points of the immersion may appear at any point of Σ.
In particular X(u) is a constant map if and only if u ∈ L(φ). In a local conformal coordinate z of Σ, the immersion X(u) is given by
This linear map induces an isomorphism
which applies the linear functions L(φ) onto the constant surfaces R 3 ⊂ M(φ). For more details see [23] . Proposition 2 is an immediate consequence of the following result.
Theorem 1 Let Σ be a genus zero compact Riemann surface, s an antiholomorphic involution of Σ with fixed points and S the symmetry with respect to the plane
Proof. We decompose the space K(φ) into its symmetric and antisymmetric
We claim that K a (φ) contains only the function φ, e 3 . To see that consider Σ + one of the domains in Σ determinated by the curve Γ of fixed points of s. By hypothesis the function φ, e 3 has fixed sign in Σ + and vanishes at its boundary Γ. So φ, e 3 is the first eigenfunction of L for the Dirichlet problem on Σ + . If u ∈ K a (φ) we will have u = 0 along Γ and therefore, using that the first eigenspace for the Dirichlet problem is one dimensional, we obtain u = λ φ, e 3 on Σ + for some real number λ. By the antisymmetry we get that u is proportional to φ, e 3 on the whole Σ. Hence K a (φ) is generated by the function φ, e 3 as we claimed.
Let u ∈ K(φ) and X(u) be the associated branched minimal immersion. As Σ has genus zero and the flux around a planar end vanishes, the conjugate minimal immersion X(u) * of X(u) is globally well defined (recall that the conjugate surface is defined up to a translation). As X(u) and X(u) * are conformal minimal immersions with the same Gauss map and the ends of X(u)
* coincide with the ones of X(u) and are all planar we have that X(u) * belongs to M(φ). Therefore its support function u * = X(u) * , φ lies in K(φ). If we take u ∈ K s (φ) then X(u) is symmetric with respect to x 3 = 0 and thus, by using a classical result in minimal surfaces theory, its conjugate immersion X(u) * will be (after a suitable choose of the integration constant) symmetric with respect to the x 3 -axis, i.e. X(u)
In particular u * ∈ K a (φ) and therefore it must be a linear function of φ. This means that X(u) * is a constant map and so the same holds for X(u). Then u is also linear. This implies that K s (φ) is generated by φ, e 1 and φ, e 2 and the theorem is proved.
2 Given an integer r ≥ 2, we denote by M r the space of Alexandrovembedded r-noids M with genus zero and horizontal ends. According to proposition 1, Alexandrov embeddedness is equivalent to the strong symmetry of the surface. We will normalize the symmetry plane of M to be the plane x 3 = 0 and we identify two surfaces which differ by a horizontal translation. Moreover thanks to the results of the last section all the surfaces in M r are nondegenerate, that is, the only bounded Jacobi functions that these surfaces admit are the linear functions of the Gauss map.
The horizontal catenoids are the unique elements of M 2 . If M ∈ M r its compactification M identifies with C, the involution s is the map s(z) = 1 z , for z ∈ C, and the curve M 0 = M ∩{x 3 = 0} compactifies to the Jordan curve
From now on we will assume that the ends p 1 , . . . , p r of M are ordered following the positive orientation along M 0 . As the choice of the first end p 1 is not canonical, each geometric surface will appear r times in our space M r depending of the different choices of p 1 . We will also use the convention p r+1 = p 1 . The curve M 0 has r connected components, that we will call arcs, Γ i = (p i , p i+1 ) joining two consecutive ends p i and p i+1 of M, i = 1, . . . , r. Given a curve Λ in x 3 = 0 we denote its absolute total curvature by κ(Λ) = Λ |κ(s)|ds, where κ(s) is the curvature of Λ. From (1) we see that the degree of the Gauss map of M is r − 1. So, when N is restricted to the curve M 0 , it defines a (r − 1)-sheeted covering of the horizontal equator of S 2 . In particular, κ(M 0 ) = 2π(r − 1). An (oriented) polygon V with r edges is an ordered list of nonzero vectors in
If we draw the vectors consecutively in the plane we get a piece-wise linear closed curve, defined up to translations. We will always think at polygons following this geometric picture. The space V r of polygons with r edges is a (2r − 2)-dimensional real analytic manifold.
Given a surface in M r we have the list of ordered flux vectors at the ends, (v 1 , . . . , v r ). The balancing condition says that the ordered flux data define a polygon. We will denote this polygon by F (M) and we will call the map M → F (M), the flux map.
Theorem 2
The space M r , r ≥ 3, has a natural structure of (2r − 2)-dimensional real analytic manifold and the flux map is a local diffeomorphism between M r and V r .
For a proof of this result, we refer the reader to the paper by Pérez and Ros [26] . The construction of the analytic structure on M r is an adaptation to our context of the arguments of [26] and follows essentially from the nondegeneration result in proposition 2. The fact that the differential of the flux map is an isomorphism follows also from the property that the only bounded Jacobi functions are the trivial ones. As a consequence of theorem 2, if we perturb the data at infinity of a surface M ∈ M r , we can construct a new surface in M r whose behavior at infinity is given by the perturbed data.
In the next section we will see that, given M ∈ M r , the flux polygon F (M) bounds and immersed disc in R 2 . As there are polygons in V r which do not satisfy this property we conclude that the flux map F : M r −→ V r is not onto.
Polygonal discs
In this section we will consider pairs (Ω, φ) where Ω is a simply-connected, nonnecessarily compact, 2-dimensional complete flat manifold with piecewise linear boundary and φ : Ω −→ R 2 is a local isometry. The completeness above means that the distance induced in Ω by the flat metric is complete. The map φ, that we will call the developing map of Ω, applies ∂Ω into a, neither necessarily connected nor embedded, piece-wise linear curve in the plane. The linear pieces of ∂Ω will be called edges and the end points of the edges will be called vertices. The developing map is locally injective outside the vertices of Ω. The inner angle at a vertex p of Ω is positive but nonnecessarily smaller than 2π. Therefore φ could be noninjective around p, see figure 4 (3). Given Ω, the developing map is unique up to translations and rotations of R 2 . A segment in Ω is any arc γ which applies bijectively by φ into a segment of R 2 . If the end points of γ are p and q, then we will also use the notation γ = pq.
Lemma 6 Let α be any arc in Ω joining two points p and q and γ a segment with the same end points. Then the length L of these arcs verifies L(α) ≥ L(γ) and the equality holds if and only if α = γ.
Thus the segment γ is length minimizing. If the equality holds, then γ and α are two segments with the same ends points. As Ω is flat and simply-connected, the Gauss Bonnet formula prevents the existence of a subdomain bounded by two segments. This implies that γ = α.
2
An (immersed) polygonal disc P = (P, φ) is a compact simply-connected flat 2-manifold P with piece-wise linear boundary and a developing map φ : P −→ R 2 defined up to translations. We will always take on ∂P the orientation which leaves the region P at the left. The developing map φ of P allow us to visualize P in R 2 . In particular φ restricted to the boundary of P gives ∂P viewed as polygon in R 2 . Any embedded polygon in the plane bounds a unique polygonal disc but there are polygons which do not bound any immersed disc and there exist also polygons in R 2 which bound more than one immersed disc. For instance, in figure 2 the polygons (1) and (2) bound an polygonal disc but (3) does not bound. The three polygons in figure 4 bound polygonal discs. Note that, as in examples (2) and (3), inner angles equal to or bigger than 2π are allowed. In figure 5 we have a polygon which bounds two different polygonal discs. As the developing map is a local diffeomorphism, it follows that the image of any polygonal disc is included in the compact region of the plane enclosed by its boundary. In general it may be hard to decide if a given immersed polygon V bounds an immersed disc or not. A simple necessary criterion can be explained as follows:
Define the exterior E of V as the unbounded component of R 2 − V . If V bounds an immersed disc P , we get that φ(P ) ∩ E = ∅. So, at any point of V which belongs to the boundary of E we know the side where the immersed region φ(P ) lies. If all this information is not compatible with any of the two orientations on V , we conclude that the polygon does not bound. This argument applies, for instance, to the polygon in figure 2 (3). We will denote the space of immersed polygonal discs in R 2 with r-edges by P r . Recall that we identify two of discs which differ in a horizontal translation. The map from P r into V r which applies the polygonal disc P into its boundary φ(∂P ) induces on P r a natural structure of (2r−2)-real analytic manifold. With this structure the map becomes a local diffeomorphism. It is easy to see that P 2 is empty and that P 3 is the set of planar triangles.
Given P ∈ P r we define a diagonal of P as a segment in P joining two nonconsecutive vertices and meeting ∂P only at these two points. A triangle in P will be a subdomain of P globally isometric to the region enclosed by a planar triangle in R 2 . It is easy to see that three points a, b and c in P determine a triangle if an only if the segments ab, ac and bc exist in P and define a Jordan curve. We will denote by d 1 , . . . , d r the list of consecutive vertices of P .
Lemma 7 Let P ∈ P r a polygonal disc, r ≥ 4. Then 1. P admits a diagonal.
2. P contains a triangle whose vertices consist of three consecutive vertices of P .
Proof. To prove 1 note that there exists at least a vertex d i of P whose inner angle is less than π: to see that use the Gauss-Bonnet formula or take any circle which encloses the image of P and touch it at some point (this contact point must be a convex vertex of P ). The local behavior of the enclosed region near the two edges that meet at
Finally if the interior of pq contains a point of P which is not a vertex, then the flat geometry of P implies that pq contains a complete edge of P . As pq itself is not an edge (otherwise P would be a triangle which is impossible because r ≥ 4) we have that the interior of pq must contain a vertex of P and we conclude as in the case above. Now we will see 2. Take a diagonal of the polygonal disc P . This diagonal divides P in two subdomains P 1 and P 2 bounded by polygons with less than r edges, one of these edges being a diagonal of P . If P 1 is not a triangle we can subdivide it, by means of one of its diagonals, in two new subdomains P 11 , whose edges are some edges of P and exactly one diagonal of P , and P 12 , which contains two diagonals of P at its boundary. If P 11 is not a triangle we repeat the subdivision argument. In this way we construct a sequence of subdomains of P bounded by some edges and one diagonal of P . As the number of edges of these subdomains is strictly decreasing, we arrive in a finite number of steps to a triangle in P bounded by two edges and a diagonal of P , as we claimed.
Proposition 3
The space P r of polygonal discs with r-edges is connected.
Proof. The space P 3 is trivially connected. Assume that r ≥ 4 and take a polygonal disc P in P r . By lemma 7, P contains a triangle bounded by two consecutive edges and a diagonal of P . Using this triangle it is possible to deform P to a new polygonal disc P ′ with two consecutive edges lying in the same segment. Thus P ′ can be seen as a polygonal disc in P r−1 with a marked point in the interior of one of its edges. For instance, in figure 6 (b) the polygonal disc P which has the edges v 1 and v 2 can be deformed in P r to other polygonal disc with the same edges that P except v 1 and v 2 which transform into v . By repeating this process we can arrive to a planar triangle P ′′ with r − 3 marked points at the interior of its edges. Now it is easy to produce an arc in P r joining P ′′ with the canonically marked triangle P 0 in figure 6 (c) . This proves our proposition.
is simply-connected. In particular, the conjugate surface (M + ∪ M 0 ) * is well defined. Let F = F (M) be the flux polygon of M and let v 1 , . . . , v r its edges. We consider the half-strip Ω i in R 2 bounded by the edge v i and the two normal half-lines at the vertices of v i chosen such that the region Ω i lies at the right when we walk along the vector v i , see figure 7 (a).
We know that the symmetry curve M 0 consists of r complete locally convex curves in the plane x 3 = 0 and that in the conjugate surface these curves transform into the union of r vertical straight lines, which we will denote by (M 0 ) * , through the vertices of the polygon F . Denote by E 1 , . . . , E k the half catenoidal ends of (M + ∪ M 0 ) obtained by cutting the surface with the exterior of a large vertical cylinder. The conjugate surface restricted to E i is a half-helicoidal end H i whose boundary consists of two vertical half-lines, one going down and the other going up, lying in two consecutive lines of (M 0 ) * . The projection of H i over the plane x 3 = 0 defines a global diffeomorphism between the interior of H i and the interior of a subregion W i of the half-strip Ω i , bounded by the two half-lines of the boundary of Ω i and a certain Jordan arc joining the two vertices of v i , like in figure 7(a) .
As the Gauss map of M + and (M + ) * coincide and N 3 > 0 in M + it follows that the orthogonal projection Π : (M + ) * −→ {x 3 = 0} is a local diffeomorphism. We denote by ψ * the conjugation map between M + and (M + ) * . The behavior of Π at the ends described above, gives that, M + with the flat metric induced by the local diffeomorphism φ = Π • ψ * can be seen as the interior of a complete flat 2-manifold Ω(M) whose boundary consists of the 2r half-lines on the boundary of the regions Ω i , i = 1, . . . , r, and whose developing map is φ. In particular, the set of the r vertices of the polygon F (M) embeds into Ω(M) and coincides with the set of vertices of Ω(M). Moreover for each i, the subregion W i of Ω i described in figure 7(a) is globally embedded in Ω(M) although, a priori, the region Ω i itself is not contained in Ω(M). In theorem 3 bellow we will see that this is in fact the case: we will prove that the regions Ω i are globally embedded in Ω(M) and Ω(M) − ∪Ω i is a domain bounded by the polygon F .
Lemma 8
Let M ∈ M r be a surface whose flux polygon F (M) is embedded and strictly convex, that is, the inner angles of the enclosed region are less than π. Then Ω(M) is globally embedded in R 2 , via the developing map, and the surface (M + ) * is a global graph over the interior of Ω(M).
Proof. Let M ∈ M r be a surface whose flux polygon F = F (M) = (v 1 , . . . , v r ) is strictly convex and encloses a region P ⊂ R 2 . We construct a region Ω(P ) in R 2 by attaching to each edge v i of P , the half-strip Ω i . We will see that the developing map of Ω(M) is a global diffeomorphism between the interior of Ω(M) and the interior of Ω(P ). This fact will imply directly that the surface (M + ) * is a global graph over the interior of Ω(M). Let us see that φ is a proper map between the interior of Ω(M) and R 2 − ∂Ω(P ). Take a divergent sequence in the interior of Ω(M). Then a partial of that sequence goes to a point p ∈ ∂Ω(M) or to an end of Ω(M). In the second case the image by φ of the subsequence converges to a vertex of the polygonal disc P . In the first one the image of the subsequence either diverges to infinity or goes to a point of one of the half-lines at the boundary of some Ω i ⊂ R 2 . Thus the image of the sequence never converges in R 2 − ∂Ω(P ). This proves that φ is proper. The openness and properness of φ on the interior of Ω(M) imply that each component of R 2 \∂Ω(P ) is either disjoint or contained in φ(Ω(M)). The fact that, outside a bounded region in Ω(M), the image by φ is contained in Ω(P ) gives that φ(Ω(M)) does not meet the other components of R 2 − ∂Ω(P ). Therefore φ(Ω(M)) ⊂ Ω(P ) and φ is a finitely sheeted covering map between Ω(M) and Ω(P ). As Ω(M) is simply connected we get that φ is in fact a global diffeomorphism.
2 When we approach the boundary half-strip of Ω(P ), the graph (M + ) * takes, alternatively, the values +∞ and −∞ along ∂Ω(P (M)). This follows easily from the shape of helicoidal ends. Given a compact region in Ω ⊂ R 2 with piece-wise linear boundary, Jenkins and Serrin [11] obtain necessary and sufficient conditions for the existence of a minimal graph over Ω verifying the boundary values ±∞ along some edges of Ω and continuous values along the remaining part of ∂Ω. Rosenberg and Sa-Earp [28] extend the results of [11] to noncompact regions of the plane with noncompact edges, like our region Ω(P ), when the values ±∞ are assignated along a compact part of ∂Ω. Taking conjugate minimal surfaces, our main theorem 6 and lemma 8 imply existence and uniqueness, up to constants, of minimal graphs over Ω(P ) ⊂ R 2 with boundary values ±∞ alternatively along the boundary halflines of Ω(P ), for any strictly convex polygonal disc P .
In lemma 8 above we have defined the region Ω(P ) in R 2 for any strictly convex polygonal disc P . This region consists of the region P ⊂ R 2 with the half-strips Ω i attached along its edges. If a polygon V is not convex but it still encloses an immersed polygonal disc P , the same construction is possible although the region Ω(P ) must be understood as a flat simply-connected manifold with piece-wise linear boundary immersed, but not embedded, in (observe that {v, v * } is an orthonormal basis of T p M). Therefore, if α is any arc in M + joining the points p and q, we obtain |x 3 (p) − x 3 (q)| = | α dx 3 | < dist Ω (p, q). In particular, x 3 extends to a (nonnegative) Lipschitz function on the whole Ω.
Along a given arc α, the linear form dx 3 = η * 3 (ds) where η * 3 is the third coordinate of the conormal vector of the conjugate surface (M + ) * . At the points of the half-helicoidal end H i whose projection by Π is close to the boundary half-lines of Ω i , H i becomes almost vertical. Hence we have that the 1-form dx 3 extends to any half-line l of ∂Ω as dx 3 = ds, s being the arc parameter along l. Moreover, if p i is the vertex of Ω which lies on l, then clearly x 3 (p i ) = 0. Therefore along of l, x 3 (p) is coincides with the length of the segment pp i .
Assume that the equality |x 3 (p) − x 3 (q)| = dist Ω (p, q) holds for some points p, q ∈ Ω. Then we first conclude that the minimizing arc in Ω from p to q lies in ∂Ω and, from the behavior of x 3 along the boundary of Ω, we get that p and q lie in the same half-line of ∂Ω.
In the next result we are going to see that the flux polygon obtained from the surfaces in M r satisfies a nice geometric restriction.
Theorem 3 Let M be an Alexandrov-embedded minimal surface in M r . Then the flux polygon F (M) of M bounds an immersed polygonal disc P (M) ∈ P r such that Ω(M) = Ω(P (M)).
Proof. Given i = 1, . . . , r, we will denote by l and l ′ and d i and d i−1 the two half-lines at the boundary of Ω i and the vertices of Ω i respectively. So
Recall that the flat surface Ω = Ω(M) contains the subregion W i of Ω i , see figure 7(a) and that the vertices of Ω and those of the flux polygon F = F (M) coincide. Therefore l ∪ l ′ ⊂ ∂Ω and Ω contains a noncompact subregion Q i ⊂ Ω i globally congruent to Ω i . Q i is bounded by two parallel half-lines contained in l ∪ l ′ and a orthogonal segment v joining the end points of these half-lines. Assume that we have chosen the largest possible subregion Q i ⊂ Ω satisfying the properties above, see figure 7 (b).
First we prove that in fact Q i = Ω i . Suppose on the contrary that v = v i . Reasoning as in lemma 7 we get that v must contain some vertex d j of Ω in its interior. Consider a point p in the boundary half-line l ∩ Q i and the segments pd i and pd j . Then, according to lemma 9, we have |x
, which is impossible if we take the point p far enough in l. This contradiction proves that Q i = Ω i , that is, Ω i is isometrically embedded in Ω. In particular the segment v i = d i−1 d i exists in Ω and so, the flux polygon F is immersed in Ω. Moreover our argument above gives that this immersion has no transversal self-intersections.
As the vertices of F are all different points of Ω (they are the vertices of Ω) if F were not embedded in Ω one of the edges v i of F would contain a vertex d j of F at its interior. Choosing a point p ∈ l and a point q at the interior of the segment pd j we have, by using the argument above, that
Suppose that p goes to infinity along the half-line l and choose the point
goes to zero and the two summands in the last expression are nonnegative, we obtain at the limit that dist Ω (d i , r) = x 3 (r), where r is the limit of the points q when p goes to infinity. Note that, in particular, r belongs to the interior of Ω. But using lemma 9 we see that, if dist Ω (d i , r) coincide with x 3 (r), then the point r lies in the boundary of Ω. This contradiction proves that the polygon F is embedded inside Ω.
As Ω is simply-connected, F encloses a compact simply-connected region P (M) ⊂ Ω and the developing map of Ω provides that P (M) is a polygonal disc. Moreover our arguments above give that Ω(M) = Ω(P (M)). This concludes the proof of the theorem.
The map P : M r −→ P r will be called the polygonal map. The map F : M r −→ V r is the composition of the polygonal map P and the map which applies any polygonal disc into its boundary. Therefore the polygonal map is a local diffeomorphism.
The ideas involved in the proof of theorem 3 are related to the ones used by Jenkins and Serrin [11] to prove the necessary condition in their theorem 3.
Uniqueness
We will first explain some basic properties of helicoidal ends. We will only consider helicoidal ends with winding number equal to one or, equivalently, with unbranched Gauss map at the end, see [22] . These surfaces are the conjugate surfaces of the catenoidal ends and therefore they are well-defined only in the quotient of R 3 by a translation v which is nothing but the flux vector of the associated catenoidal end. In particular v is proportional to the normal vector at the end which we will assume to be the vector (0, 0, −1). As in the catenoidal case, see [26] and (2), an helicoidal end H verifies the following properties.
Lemma 10 Around the infinity of the end, H can be parameterized by a (nonconformal) coordinate w, w = x + yi ∈ C, 0 < |w| ≤ ε, such that the immersion is given by
where a = 0 , arg(w) denotes the argument of w, ψ is viewed modulo the vector v = (0, 0, 2πa) and h ∈ C ∞ (|w| ≤ ε). In the w-coordinate the minimal surface equation is given by an elliptic equation of the type i,j a ij (w, a, ∇h)D ij h + b(w, a, ∇h) = 0.
We will assume a > 0 and we will say that 2πa is the width of the end. The axis of a helicoidal end is defined as the axis of its asymptotic helicoid.
If we consider a second helicoidal end F , with the same width and limit normal direction that H, given by φ(w) = ( 1 w , a arg(w) + f (w)), 0 < |w| ≤ ε, then it can be seen that the two ends have the same axis if an only if ∇(f − h)(0) = 0. Using the minimal surface equation in lemma 10 we get that f − h satisfies an elliptic equation on |w| ≤ ε.
Assume now that the helicoidal ends H and F are given by ψ(w) = ( , a arg(w) + f (w)) respectively, 0 < |w| ≤ ε, and satisfy the symmetry condition h(w) = −h(w) and f (w) = −f (w). In particular ψ(w) = φ(w) along Im(w) = 0.
Geometrically our assumptions about H and F mean that the two ends are invariant under the symmetry in the quotient R 3 /v around the x 1 -axis (whose fixed points are the lines L 1 ≡ {x 2 = 0, x 3 = 0} and L 2 ≡ {x 2 = 0, x 3 = πa}). In the w-coordinate, this symmetry is given in both surfaces by w → w and H ∩ F contains the two half-lines
Consider the 1-parametric family of surfaces H t = H + (t, 0, 0) obtained by sliding H = H 0 in the x 1 -direction. In the w-coordinate H t is written as ψ t (w) = ( 1 w , a arg(w) + h t (w)), with h t (w) = −h t (w) for |w| ≤ ε t
Lemma 11
Proof. By hypothesis we have that h − f = 0 along Im(w) = 0 and h − f = 0 on Im(w) = 0. Thus, the maximum principle for elliptic equations implies that ∇(h−f ) = 0 along Im(w) = 0. Therefore, for t small enough, h t −f = 0 for any w with Im(w) = 0 and |w| ≤ ε/2. Transversality also gives that the compact part of
2 Thanks to the lemmas above we can obtain the following uniqueness result.
Theorem 4 Let M 1 and M 2 two Alexandrov embedded surfaces in M r . If these surfaces have the same embedded strictly convex flux polygon
Proof. Let P ⊂ R 2 be the convex domain enclosed by the flux polygon. Lemma 8 gives that both the conjugate surfaces (M + 1 )
* and (M + 2 ) * are graphs over the interior of the region Ω(P ) determined by the polygonal disc P . The axes of the half-helicoidal ends of these graphs are parallel to the vectors v i and lie in the vertical planes that contain the vectors v i (see figure 8) . In particular the axes are horizontal. Note that in lemma 11 the axes were supposed to be vertical. Observe also that these lemmas concern helicoidal ends and here we have only half helicoidal ends. Take t > 0 such that the axes of the ends of (M * + (0, 0, t) and those of (M + 2 ) * are associated, in such a way that two coupled ends have axes projecting onto the same edge of F (M 1 ) = F (M 2 ). In particular, using the maximum principle, we obtain that these surfaces meet only along their boundary) and so we can assume, taking t large enough, that (M 7 The Properness of the Polygonal Map
We first explain, adapted to the context of complete minimal surfaces with finite total curvature, some standard results about convergence of sequences of minimal surfaces, see for instance Choi and Schoen [2] , White [32] , and Ros [27] . We represent by B(p, ρ) the closed Euclidean ball of center p ∈ R 3 and radius ρ > 0. If p = 0 we will denote this ball simply by B(ρ). Assume that {M n } is a sequence of properly and simply immersed orientable minimal surfaces with finite total curvature, genus g and r embedded ends. From (1) we know that the absolute total curvature of M n is given by C(M n ) = 4π(g +r −1) and that for each ball B(p, ρ) in R 3 the area of M ∩B(p, ρ) is less than or equal to rπρ 2 , see for instance [9] . Then the sequence admits uniform local bounds for the area and for the total curvature. In this situation, if the sequence {M n } has an accumulation point in R 3 , then there exists a finite number of distinct properly and simply immersed branched minimal surfaces Σ 1 , . . . , Σ k ⊂ R 3 with finite total curvature, a finite subset X ⊂ R 3 contained in Σ = Σ 1 ∪ . . . ∪ Σ k and a subsequence of {M n }, which we will denote again by {M n }, verifying the following properties: C1 {M n } converges to Σ (with finite multiplicity) on compact subsets of R 3 − X in the C m -topology for any positive integer m. This means that M n converges to Σ in the Hausdorff topology on compact subsets of R 3 and that around any point p ∈ Σ − X, and for n large enough, M n consists of a finite number of graphs over the tangent plane of Σ at p (or over the different tangent planes at p, if p is a multiple point) converging smoothly to a neighborhood of p in Σ viewed as a graph on the plane above (or as a finite number of graphs if p is a multiple point). The surfaces Σ i are the irreducible components of the limit.
C2
The multiplicity m i of the limit is well-defined on each Σ i and is an integer number with 1 ≤ m i ≤ r. We have that
. Given ε > 0 there exist ρ > 0 and a positive integer n 0 such that, for n ≥ n 0 ,
is the set of points q such that |q| < ρ and |p − q| > 1/ρ for any p ∈ X. Moreover, if all the Σ i are orientable then
C3 X is the singular set of the limit M n → Σ. Given a point p ∈ X, the amount of curvature of the sequence {M n } which disappears through the point p is a positive multiple of 4π. This means that there exist a positive integer d(p) and a nonnegative function ε(ρ), ρ > 0, such that lim ρ→0 ε(ρ) = 0 and lim
Moreover, given a nonvoid open subset O of the sphere S 2 , the image by the Gauss map of M n ∩ B(p, ρ) intersects O for n large enough.
Another important property of the set X is that it contains the branch points of Σ 1 ∪ . . . ∪ Σ k .
As an example, in figure 9 it can be seen a catenoid scaled by 1/n converging to a plane with multiplicity 2. The point p in the figure is the singular set of the limit. The topology on M r used in the openness section coincides with the above one when the limit of {M n } ⊂ M r has only one irreducible component Σ which, moreover, belongs to M r .
In the next result we describe some special properties of the limit of a sequence of strongly symmetric minimal surfaces of genus zero.
Then the following properties hold:
1. The singular set X of the limit
3. Each nonplanar surface Σ i belongs to M r i for some r i ≤ r.
Proof. To prove 1, suppose that there is a point p ∈ X outside the symmetry plane, say p ∈ {x 3 > 0}. Take a little ball B(p, δ) ⊂ {x 3 > 0} and observe that the Gauss map image of M n ∩ B(p, δ) is in the upper hemisphere of S 2 which contradicts the properties of the singular set explained in C3. So X ⊂ {x 3 = 0}. Suppose that Σ i do not cut the plane x 3 = 0. Then, as that surface is complete and its Gauss map image is in the upper hemisphere, Σ i is necessarily a horizontal plane distinct of x 3 = 0. On the contrary, the intersection {x 3 = 0} ∩ Σ i consists of limit points of the intersections {x 3 = 0} ∩ M n and new contact points. From the maximum principle for minimal surfaces this last kind of points exists only if Σ i = {x 3 = 0}. Otherwise Σ i meets the plane orthogonally and then x 3 = 0 is a symmetry plane of Σ i , by the Schwartz reflection principle. In particular we have proved 2.
From now on suppose that Σ i is nonflat. First note that Σ From C2 we have that Σ i has genus zero. Moreover, as the branch points of Σ i lie in X and strongly symmetric surfaces are unbranched along its symmetry plane, see lemma 4, it follows that Σ i is free of branch points.
To conclude the proof of the first part of 3 it only remains to show, thanks to proposition 1, that a nonplanar component Σ i cannot have vertical ends. From lemma 4, we know that these ends are either embedded horizontal catenoidal ends or vertical ends satisfying, in a conformal coordinate around the end, x 3 (z) = a log |z| + h(z), for some real number a and some bounded harmonic function h. We must prove that the second case does not hold. Suppose that Σ i has an end of this type. If a = 0, then the vertical component of the flux vector around the end would be nonzero. But, M n being of genus zero, its flux vectors are linear combinations of the fluxes around its ends. This contradicts the fact that the flux of Σ i along a given closed curve is the limit of the fluxes of M n along suitable closed curves. So, a = 0 and the end must be a planar end.
As the surface Σ i cuts the symmetry plane orthogonally the asymptotic plane Π of that end does not coincide with the plane x 3 = 0. Suppose that Π ⊂ {x 3 > 0} and consider a large vertical cylinder around the x 3 -axis and denote the intersection curve of that cylinder with the planar end by Λ. The curve Λ looks like a finite covering of a planar horizontal circle. Take a sequence of closed curves Λ n of M n converging to Λ. We can assume that Λ n is included in M + n . As M + n is a topological disc, Λ n encloses a region Ω n in M + n . The convex hull property for minimal surface implies that the surfaces Ω n are uniformly bounded in {x 3 > 0} and so they converge to a compact minimal surface Ω bounded by Λ. If we denote by E the region of the planar end outside the cylinder, we can glue E and Ω smoothly along the curve Λ and by this construction we obtain an irreducible component E ∪ Ω of the limit Σ 1 ∪ . . .∪ Σ k with bounded third coordinate. Therefore that component coincides with the asymptotic plane, E ∪ Ω = Π. As E ⊂ Σ i we conclude, from the analyticity of minimal surfaces, that the irreducible components Σ i and Π coincide. This contradiction proves that Σ i has no vertical ends and, so, Σ i ∈ M r i .
Lemma 12 Let {M n } be a sequence or surfaces in M r , r ≥ 3, whose polygonal discs {P (M n )} converge in P r and h n (x) = λ n x + v n a sequence of homotheties of R 3 with λ n > 0 and v n ∈ {x 3 = 0}. If the surfaces h n (M n ) converge to a nonflat limit Σ 1 ∪. . .∪Σ k , then the dilatation ratios λ n converge to a positive constant and the singular set of the limit h n (M n ) −→ Σ 1 ∪. . .∪Σ k is empty.
Proof. Take a symmetric embedded closed curve Λ ⊂ Σ i around one of the catenoidal ends of a nonflat component Σ i of the limit above. For n large enough Λ lifts to m i symmetric closed embedded curves in M n , m i being the multiplicity of Σ i . Let Λ n be one of these curves. Note that, because of the symmetry, Λ n meets the curve M 0 n just twice. As the flux along Λ is nonzero the same holds for Flux(Λ n ) and therefore Λ n separates the ends of M n in two nonvoid families of consecutive ends E n (1) and E n (2) such that Flux(Λ n ) = p Flux(p), with p ∈ E n (1). Observe that, from our hypotheses, the fluxes along Λ n converge. Using that Flux(Λ) = lim λ n Flux(Λ n ) we conclude that λ n does not go to zero.
If the ratios λ n diverge to infinity we get that Flux(Λ n ) converges to zero. As h n (Λ n ) −→ Λ this implies that Λ n collapses to a point in the original scale.
* the curve Γ n transforms in a curve Γ * n joining two straight lines of (M 0 n ) * . As P (M n ) converges to a polygonal disc P ∈ P r , it can be seen that the regions Ω(M n ) = Ω(P (M n )) converge to the simply-connected flat 2-manifold Ω = Ω(P ) with piece-wise linear boundary. So, in particular, P is embedded in Ω. Consider the end points p n and q n of the curve Γ * n . As these points are in (M 0 n ) * they are vertices of the region Ω(M n ). Taking into account that the developing map of Ω(M n ) consists of conjugation and projection over the plane x 3 = 0 , we get that Γ n can be viewed as a curve in Ω(M n ) joining p n and q n . Moreover, if we denote by L and L 0 the Euclidean length in R 3 and the length with respect to the flat geometry of Ω(M n ) respectively, we have that
. So, the distance between the vertices p n and q n of Ω(M n ) converges to zero. This implies that the distance in Ω between two different vertices of P is zero. So, P is not embedded in Ω and this contradiction shows that the dilatation ratios {λ n } form a bounded sequence. Now we prove the second part of the lemma. Assume there exists a singular point p ∈ X ⊂ {x 3 = 0}. Let Σ i be a limit component with p ∈ Σ i and Λ a small symmetric closed curve in Σ i around the point p which looks like a vertical circle. Take a symmetric curve Λ n in M n such that h n (Λ n ) approximates Λ. Hence lim λ n Flux(Λ n ) = Flux(Λ) = 0 (the last equality holds because Λ encloses a disc in Σ i ) and, so, the flux of Λ n goes to zero. If, for some diverging subsequence of n, Λ n separates the ends of M n , then we get a contradiction like in the argument above. Therefore, for n large enough, we have that Λ n encloses a disk ∆ n in M n . As Λ n looks like a small round circle, the total curvature of ∆ n is small. Applying the argument to all the Σ i which pass through the point p, we conclude that there is a neighborhood O of p in R 3 such that, for n large enough,
is small. This contradiction shows that the singular set X is empty.
2 Now we prove the main result of this section.
Theorem 5 The polygonal map P : M r −→ P r is proper.
Proof. Take {M n } n ⊂ M r a sequence of surfaces whose polygonal discs {P (M n )} converge to an polygonal disc P ∈ P r . We must prove that a subsequence of {M n } converges in M r , up to horizontal translations. To see that we will show firstly that after suitable horizontal translations a subsequence of {M n } converges to a nonflat limit. Then we will prove that modifying the translation vectors we can produce successive nonflat limits of {M n } so that the limit surfaces fill all the curvature of {M n }. Finally studying the intersection of the set of limit surfaces with the plane x 3 = 0 we will conclude that in fact these limits consist of a unique surface in M r .
Assertion 1 There are a subsequence of {M n }, which we will denote again by {M n }, sequences of horizontal vectors {v 1,n }, . . . , {v t,n } and minimal surfaces Σ 1 , . . . , Σ k 1 , . . . , Σ k 2 , . . . , Σ kt verifying the following properties:
2. M n + v α,n converges to Σ k α−1 +1 ∪ . . . ∪ Σ kα and the singular set of the limit is empty, α = 1, . . . , t and k 0 = 0.
3. Each Σ i is either a plane or lies in M r i for some r i ≤ r.
4. If we denote by m i the multiplicity of the limit component Σ i , then
Proof of the assertion. For each n, consider all the closed Euclidean balls B ⊂ R 3 symmetric with respect to the plane x 3 = 0 such that C(M n ∩B) = π and let B 1,n be a ball of minimum radius in this family. This ball exists thanks to the asymptotic behavior of complete minimal surfaces of finite total curvature. Denote by h 1,n the homothetic transformation in R 3 which maps the ball B 1,n into the unit ball B(1). From the convergence results in C1, C2 and C3 and proposition 4 there exists a subsequence of {M n }, that we denote again by {M n }, such that h 1,n (M n ) converges to a union of minimal surfaces Σ 1 ∪ . . . ∪ Σ k 1 , where Σ i has multiplicity m i and is either a plane or lies in M r i , for some r i ≤ r. If there exists a point p in the singular set X 1 of that limit (which by proposition 4 in contained in x 3 = 0), then we have from C3 that at least 4π of the total curvature of M n concentrates around p, which contradicts the minimizing property of B(1). Thus X 1 = ∅, C (B(1) ∩ (Σ 1 ∪ . . . ∪ Σ k 1 )) = π and we conclude that at least one of the Σ i is nonflat. As consequence, lemma 12 and the convergence of {P (M n )} n insure that the ratios of h 1,n converge to a positive constant. Moreover,
Supposing that the strict inequality holds in the formula above, let us see that we can construct, by choosing a different rescaling, a new nonflat limit which catches part of the curvature lost in the first limit. Given a small ε > 0, take a positive number ρ 1 such that for n large enough
and denote by B ′ 1,n the ball which transforms into B(ρ 1 ) under h 1,n . As C(Σ i ) and C(M n ) are integer multiples of 4π, we have that the set of symmetric Euclidean balls B such that C(B ∩ M n − B ′ 1,n ) = π is nonvoid. Take, for each n, a ball of minimum radius B 2,n in this family and denote by h 2,n the homothetic transformation which maps B 2,n into B(1). Taking a subsequence if necessary, we can assume that {h 2,n (M n )} converges to
Now we show that at least one of the surfaces Σ i obtained in the second limit is nonflat. By construction radius(B 1,n ) ≤ radius(B 2,n ) and therefore the balls h 2,n (B ′ 1,n ) have bounded radius (bounded by ρ 1 ). The argument used to show that X 1 = ∅ gives that the singular set X 2 of the second limit is contained in the set of limit points of {h 2,n (B ′ 1,n )}. We have the following possibilities:
1.-The balls {h 2,n (B ′ 1,n )} converge to a ball of positive radius. Then the sequences {h 1,n (M n )} and {h 2,n (M n )} would give essentially the same limit which is impossible by the choice of B 2,n .
2.-X 2 = {p}. First observe that in this case the total curvature lost through the point p is m 1 C(Σ 1 ) + · · · + m k 1 C(Σ k 1 ): In fact, it cannot be neither less than this (because of (5)), nor more (because of the minimizing property of B(1) and the fact that the lost curvature is an integer multiple of 4π). As a consequence the equation
Thus the limit is nonflat and, by lemma 12, X 2 must be empty. Therefore this case is also impossible.
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So, the limit is nonflat and, moreover, the parts of M n which give the second limit are disjoint with the ones used in the construction of the first limit.
Hence we get necessarily the third possibility. Moreover
. If the equality does not hold, by repeating the process, we obtain successive homothetic images of M n with controlled dilatation factors which converge, with empty singular set, to a nonflat limit. Moreover, each one of these limits is done with a different part of M n . In a finite number of steps we will get that the sum of the total curvatures of the surfaces obtained in the different limits, coincides with the total curvature of M n . See the proof of theorem 2 in [27] for more details in a related situation.
From lemma 12 we can assume, after applying to the limit surfaces Σ i suitable rescalings of uniformly controlled size, that all the homotheties used in the arguments above are simply horizontal translations. Now we can easily check, using proposition 4 and lemma 12 that we have proved all the statements of the assertion.
Let Σ 1 , . . . , Σ l , Σ l+1 , . . . , Σ k be the list of all the irreducible components of the successive limits above, reordered in such a way that the first l surfaces are nonflat and the last ones are planes. Denote by m i and r i the multiplicity and the number of ends of the surface Σ i , i = 1, . . . , l. Thus, Σ i ∈ M r i . We are assuming that m 1 C(Σ 1 ) + · · · + m l C(Σ l ) = C(M n ).
Take i = 1, . . . , l and a large ball B(ρ) in R 3 , such that Σ i − B(ρ) consists of r i annuli A 1 , . . . , A r i each one of them containing an end of Σ i and such that the Gauss map image of A j is a small disk around the normal vector at the end, ν j . We can also assume that ∂A j looks like a large circle in a plane orthogonal to ν j and that each A j is a global graph onto the exterior of an (almost round) big convex curve in the plane ν j ⊥ . Moreover, all the objects above are symmetric with respect to the plane x 3 = 0. The large compact domain Σ i ∩ B(ρ) of Σ i is obtained as the limit, when n goes to ∞, of a finite number of (disjont) compact domains R 1,n , . . . , R l i ,n of (M n + v n ) ∩ B(ρ) for a certain sequence of horizontal vectors {v n }, each on being a finite covering of Σ i ∩ B(ρ). We claim that each such covering has multiplicity one. Let R j,n be one of the components. Note that R j,n can be assumed to be symmetric. Looking at one of the boundary curves C j,n of R j,n we see that C j,n is a finite covering of a large vertical circle centered at a point in x 3 = 0, and the claim holds if we prove that C j,n covers such vertical circle just once. As C j,n is symmetric with respect to x 3 = 0 and the fixed point set of this symmetry is C j,n ∩{x 3 = 0}, we get that C j,n cuts the plane just twice. Hence the claim holds and, therefore, l i = m i and there exists exactly m i different Proof. The proof of the three first assertions can be find in [27] , p. 147. The argument uses essentially that the total curvature of U is small, that its boundary curves are close to large circles and that the Gauss map is almost constant along each one of these boundary components. The proof of 4 follows from the fact that the curves on U ∩ {x 3 = 0} are locally convex.
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From now on we will call the regions in B(M n ) as bounded regions and the regions in U(M n ) as unbounded regions. From the above description we see that the number of unbounded regions U ∈ U(M n ) is r. The figure 10 shows the shape of an unbounded region U. Proof of the assertion. As the polygonal discs P (M n ) converge to some P in P r then, using theorem 3, we have that the flat manifolds Ω(M n ) converge to the flat simply-connected 2-manifold Ω = Ω(P ).
Suppose that l + m 1 > 2. Then it is possible to choose an unbounded region U n ∈ U(M n ) with more than one boundary curve. We will suppose that U n has only two boundary components, Γ i,n , i = 1, 2 (the same argument holds for a bigger number of boundary curves). Let R 1,n and R 2,n in B(M n ) be the bounded regions of M n such that Γ i,n ⊂ ∂R i,n . We will call γ 0,n , γ 1,n and γ 2,n the three curves in M 0 n ∩ U n , see the figure 11. The arc γ 0,n is compact and the other ones diverge to the end of U n .
Let Σ 1 and Σ 2 in M r 1 and M r 2 be the limit surfaces of R 1,n and R 2,n when n goes to infinity. The curves Γ i,n give at the limit curves around some catenoidal ends E i of the examples Σ i . We know from the proof of theorem 3 that the segment v i exists in Ω(Σ i ), where v i is the edge of the polygonal disc P (Σ i ) which represents the flux vector of the catenoidal end E i , i = 1, 2 (note that this is true even if r i = 2).
The curves γ 0,n , γ 1,n and γ 2,n give three different vertices of the polygonal disc P (M n ), (the vertices of P (M n ) corresponding to γ 1,n and γ 2,n are necessarily consecutive as they come from arcs in the same end of M n ) and produce at the limit three different vertices of P , 
Take curves α i,n in R + i,n that converge, when n goes to infinity, to the segments v i (viewed as curves in Σ figure 7) it follows that α i,n connects the arcs γ i,n and γ 0,n , i = 1, 2.
The limit of the length of the arcs α 1,n ∪ α 2,n , computed in the flat metric of Ω(M n ), is |v 1 | + |v 2 |. Therefore, up to a subsequence, we can assume that α 1,n ∪α 2,n converges to a curve α 1 ∪α 2 in Ω, such that the arc α i connects the vertices d 0 and d i . Thus, α 1 ∪α 2 connects d 1 and d 2 , contains d 0 at its interior and is length minimizing because of (6) . So, lemma 6 gives α 1 ∪ α 2 = v. In particular we have that, in Ω, the vertex d 0 of P lies in the interior of the edge v = d 1 d 2 of P . This gives that P is not embedded in Ω and proves the assertion by contradiction.
The proof of the theorem follows directly from the assertion 3. For n large we have only one bounded domain R in B(M n ). R has r boundary components and each unbounded domain U ∈ U(M n ) is glued with R along one of these curves. Thus U is an annulus (it is an end representative of M n ) and from the assertion 2 we conclude that in the limit of M n we do not produce any plane. So, M n −→ Σ 1 . 2
The Main Result
In this section we will prove the main result of this paper using the openness theorem stated in section 4, the properness theorem proved in section 7 and the uniqueness result proved in section 6.
Theorem 6 Given r ≥ 3, the map P : M r −→ P r is an analytic diffeomorphism.
Proof. We know that the space P r is a connected space by Proposition 3. Taking into account that the map P : M r −→ P r is a local diffeomorphism together with the properness result of the last section, we have that P is a covering map. Theorem 4 gives that this covering has only one sheet. So P is a global diffeomorphism. 2 Any unordered set of nonzero horizontal vectors v 1 , . . . , v r spanning R 2 and such that v 1 +· · ·+v r = 0 can be seen as the edges of an embedded convex polygon (following the order given by the argument of the vectors). Therefore it is always possible to solve the Plateau problem for these unordered data at infinity.
