We prove the first explicit rate of convergence to the Tracy-Widom distribution for the fluctuation of the largest eigenvalue of sample covariance matrices that are not integrable. Our primary focus is matrices of type X * X and the proof follows the Erdös-Schlein-Yau dynamical method. We use a recent approach to the analysis of the Dyson Brownian motion from [5] to obtain a quantitative error estimate for the local relaxation flow at the edge. Together with a quantitative version of the Green function comparison theorem, this gives the rate of convergence.
Introduction
1.1. Overview and main results. Edge universality of sample covariance matrices has been a classical problem in random matrix theory. It is well known that the distribution of the largest eigenvalue (after appropriate rescaling) converges to the Tracy-Widom distribution. Early non-quantitative results were first proved in [28, 30, 32] . Quantitative estimates, however, were only obtained for the Wishart ensemble (see [12, 21, 22, 27] ), which is essentially an integrable model. In this paper, we prove the explicit rate of convergence N −2 9 to the Tracy-Widom distribution for all sample covariance matrices of type X * X with general distributed entries, and an analogous result with deterministic rate N −1 57 for all separable sample covariance matrices X * ΣX with diagonal population Σ. For simplicity and motivations from statistics, we only consider the real case, but the whole proof and the results are also true for complex sample covariance matrices.
Let X = (x ij ) be an M × N data matrix with independent real valued entries with mean 0 and variance M −1 , (1.1)
x ij = M −1 2 q ij , Eq ij = 0, Eq 2 ij = 1. Furthermore, we assume the entries q ij have a sub-exponential decay, that is, there exists a constant θ > 0 such that for u > 1,
This sub-exponential decay assumption is mainly for convenience, other conditions such as the finiteness of a sufficiently high moment would be enough. (For a necessary and sufficient condition for the edge universality we refer to [11] .) The sample covariance matrix corresponding to data matrix X is defined by H ∶= X * X. Throughout this paper, to avoid trivial eigenvalues, we will be working in the regime ξ = ξ(N ) ∶= N M, lim N →∞ ξ ∈ (0, 1) or ξ ≡ 1.
We will mainly work with the rectangular case 0 < ξ < 1, but will also show how to adapt the arguments to the square case M ≡ N . (The reason why we do not discuss the general case lim ξ = 1 is merely technical due to the lack of local laws at the hard edge. prove the quantitative Green function comparison theorem and use it to derive the rate of convergence to the Tracy-Widom distribution. Finally, in Section 5 we generalize our result to separable sample covariance matrices with diagonal population by studying the interpolation between general covariance matrices with the null case.
1.2. Notations. Throughout this paper, we use the notation A ≲ B if there exists a constant C which is independent of N such that A ⩽ CB holds. We also denote A ∼ B if both A ≲ B and B ≲ A hold. If A and B are complex valued, A ∼ B means Re A ∼ Re B and Im A ∼ Im B. We also denote C a generic constant which does not depend on N but may vary form line to line. We use A, B ∶= [A, B] ∩ Z to denote the set of integers between A and B.
We also denote ϕ = e C 0 (log log N ) 2 a subpolynomial error parameter, for some fixed C 0 > 0. This constant C 0 is chosen large enough so that the eigenvalues (and singular values) rigidity and the strong local Marchenko-Pastur law hold (see section 2.2).
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Preliminaries
2.1. Dyson Brownian motion for covariance matrices. Let B be an M × N real matrix Brownian motion: B ij are independent standard Brownian motions. We define the M × N matrix M t by
The eigenvalues dynamics for the real Wishart process X t ∶= M * t M t was first proved in [8] . Under our normalization convention, the equation is in the following form given in [7, Appendix C]
Due to technical issues, it is difficult to use the coupling method from [6] to analyze (2.1) in a direct way. This motivates us to consider the singular values instead. Let s k ∶= √ λ k denote the singular values of X. The Dyson Brownian motion for singular values dynamics of such sample covariance matrices is the following Ornstein-Uhlenbeck process [15, equation (5.8) ].
An important idea in this paper is the following symmetrization trick (see [10, equation (3.9 )]):
From now we label the indices from −1 to −N and 1 to N , so that the zero index is omitted. Unless otherwise stated, this will be the convention and we will not emphasize it explicitly. After symmetrization, the dynamics turns to the following form
2.2.
Local law and rigidity for singular values. The local law and rigidity estimates are classical results for the eigenvalues of sample covariance matrices. In this section, for later use, we rephrase these results into the corresponding version in terms of singular values.
It is well known that the empirical measure of the eigenvalues converges to the Marchenko-Pastur distribution
Define the typical locations of the singular values:
Following the symmetrization trick, we also define γ −k = −γ k . By a change of variable, it is easy to check that
where ρ(x) is the counterpart of Marchenko-Pastur law for singular values, defined by
Denote s 1 ⩽ ⋯ ⩽ s N the singular values of the data matrix X, and extend the singular values following the symmetrization trick by s −k = −s k . For z = E + iη ∈ C with η > 0, let m N (z) and S N (z) denote the Stieltjes transform of the empirical measure of the (symmetrized) singular values and eigenvalues, respectively:
As mentioned previously, in the summation from −N to N the 0 index is always excluded. Note that due to the symmetrization, this is equivalent to
. On the other hand, use m MP (z) to denote the Stieltjes transform of the Marchenko-Pastur law
where √ denotes the square root on the complex plane whose branch cut is the negative real line. With this choice we always have Im m MP (z) > 0 when Im z > 0. For the singular values, recall the limit distribution ρ(x) for the empirical measure and use m(z) to denote its corresponding Stieltjes transform
We have the following relation between m(z) and m MP (z)
It is well known that we have the strong local Marchenko-Pastur law [3, 30] for the estimate of S N (z), i.e. for any D > 0, there exists N 0 (D) > 0 such that for every N ⩾ N 0 we have
By the relations (2.6) and (2.7), we know that
Combining with the strong local Marchenko-Pastur law, this gives us
Graphs of the density ρ(x) for x ⩾ 0 (i.e. the density for the actual singular values) with ξ = 1, (3 5) 2 , (3 10) 2 respectively. The curve for ξ = 1 does not have a "square root"-type shape at the edge √ λ− = 0 in this case due to the singularity of the Marchenko-Pastur distribution.
For the rigidity estimates, a key observation is that the critical case ξ = 1 is significantly different from other cases. This is because the Marchenko-Pastur law ρ MP has a singularity at the point x = 0 in this situation. When ξ < 1, the rigidity of singular values can be easily obtained from the analogous estimates for eigenvalues (see [30] ). Letk ∶= min(k, N +1−k), for any D > 0 there exists N 0 (D) such that the following holds for any N ⩾ N 0 ,
For the critical case ξ = 1, now the Marchenko-Pastur distribution is supported on [0, 4] and is given by
A key observation is that the scales of eigenvalue spacings are different at the two edges. Due to this phenomenon, we use the following two different results, depending on the location in the spectrum.
On the one hand, the Marchenko-Pastur distribution still behaves like a square root near the soft edge x = 4, which implies that the result is the same as the rectangular case. The rigidity estimate near the soft edge can be easily adapted from the result for eigenvalues in [3, Theorem 2.10], i.e. for some (small) ω > 0 and any ε > 0 we have
On the other hand, as explained in [9] , at the hard edge x = 0 the typical distance between eigenvalues and the edge is of order N −2 , which is much smaller than the typical distance between neighbouring eigenvalues in the bulk (or at the soft edge). Note that in this situation, the measure for the symmetrized singular values coincides with the standard semicircle law, that is ρ(x) = 1 2π (4 − x 2 ) + . By the relation (2.4) , this means that the typical k-th singular value γ k of an N × N data matrix shares the same position with the typical (N + k)-th eigenvalue of a 2N × 2N generalized Wigner matrix. The link between these two models can be illustrated by the symmetrization trick: Define the 2N × 2N matrixH = 0 X * X 0 , then we know that the eigenvalues ofH are precisely the symmetrized singular values of X * . Note that we haveH =H * , EH ij = 0 and ∑ 2N i=1 EH 2 ij = 1 for every j ∈ 1, 2N . This shows thatH is indeed a Wigner-type matrix except the lack of nondegeneracy condition caused by the zero blocks. By considering the matrix of this type, the rigidity at the hard edge can be proved directly from [1, Theorem 2.7]
Stochastic Advection Equation for Singular Values Dynamics
3.1. Stochastic advection equation. We follow the comparison method via coupling in [6] . As in [24] , consider the interpolation between a general sample covariance matrix and the Wishart ensemble for the initial data: for any ν ∈ [0, 1], let 
For this Dyson Brownian motion we consider the quantity
From now we set ν ∈ (0, 1) and omit it from the notation for simplicity. A significant property is that u k satisfies a non-local parabolic differential equation
solve the same equation as u k in (3.2) but with initial condition v k (0) = u k (0) = s k (0) − r k (0) . An important result is that this equation yields a maximum principle for v k , which will be useful in later analysis for the estimate of its growth.
Proof. Note that for the coefficients in the summation part of equation (3.2) we have
Combined with the fact v k (0) ⩾ 0, this gives us the first claim. For the second claim, since v k 's are nonnegative, we know that d dt max k v k ⩽ 0 and this yields the desired result. The third claim follows from linearity. We know that both v + u and v − u satisfy the equation (3.2), and we also have (v + u)(0) ⩾ 0 and (v − u)(0) ⩾ 0. Similarly to the first claim, this gives us v k (t) + u k (t) ⩾ 0 and v k (t) − u k (t) ⩾ 0, which completes the proof.
Remark 3.2. Due to our choice for the initial value of v, we will have that {v k } −N ⩽k⩽N are symmetric with respect to the label k. To see this, it is easy to check thatṽ k ∶= v −k satisfy the same equation (3.2) . Note that the equation is linear andṽ
We now consider the observable
A key observation is that the quadratic singularities in (3.2) will disappear when combined with the Dyson Brownian motion, so that the evolution of f t has no shocks similarly to a result from [5] . Denoting
the Stieltjes transform of the (symmetrized) empirical spectral measure, then the observable f t satisfies the following dynamics.
Proof. This can be proved by direct computation via the Itô's formula. First, we have
By using Itô's formula again we have d( 
Note that
For the term A 2 , by the equation (3.2), we have
Combining with I 4 , we obtain
Moreover, we have that
.
Then it suffices to calculate B 1 + I 3 , and note that
Note that now all the singularities are removed. The desired result then follows by combining the previous results and the term I 1 .
Recall that in Section 2.2 we have shown that the Stieltjes transform of the empirical measure for singular values satisfies the local law (2.8), so that the leading term of the stochastic differential equation (3. 3) satisfied by f t is close to
Thus, the dynamics of f t can be approximated by the following advection equation
3.2.
Geometric properties of the characteristics. In order to estimate the evolution of the observable, we analyze its dynamics (3.3) by studying the characteristics of the approximate advection PDE (3.4) , similarly to [20, 5] . To do this, we first need some bounds on the shape of the characteristics (z t ) t⩾0 , and some estimates for the initial value. As mentioned in Section 2.2, discussions for the case ξ = 1 are expected to be different due to the singularity of the Marchenko-Pastur distribution (which results in a distinct shape of the density ρ(x) for singular values). Therefore, in this and the subsequent section, we first discuss the case ξ ≠ 1 and will show how to adapt the proof to the case for square data matrices in Section 3.4. Denote
We consider the curve
In particular, if in addition we have z ∈ S , then
Moreover, for any κ > 0, uniformly in
Proof. It is too complicated to work with the ODE satisfied by z t in a direct way. The main idea is to compare this characteristics with the corresponding curve for a semicircle distribution (which has a explicit and simple formula). Define the two functions For some
Furthermore, we have the following lemma regarding the growth of the characteristics, which will be useful for the error estimates in the local relaxation.
Proof. The proof is essentially the same as in [5, Lemma A.2] , except now we need to consider the Stieltjes transform m(z) instead of the one for the semicircle law. Recall the relation m(z) = zm MP (z 2 ), and note that for the Stieltjes transform of the Marchenko-Pastur law we have the following results from [4, Lemma 3.6]:
The rest of the proof follows from the calculation in [5, Lemma A.2] .
We now consider the initial value f 0 on the curve S . For this purpose we define the set of good trajectories such that the rigidity holds:
We have the following important estimate for the probability of these events.
Lemma 3.6. There exists a fixed C 0 large enough such that the following holds. For any D > 0, there exists N 0 (D) > 0 such that for any N > N 0 we have
As mentioned in the last section, the rigidity estimates are proved in [30] for fixed t and ν = 0, 1. The extension to all t and ν is based on the arguments in [5, 16] : (1) discretize in t and ν; (2) use Weyl's inequality to bound the increments in small time intervals; (3) use the maximum principle to bound the increment in small ν-intervals.
Conditioned on the rigidity phenomenon, we have the following estimate for the initial conditions. The proof is the same as [5, Lemma 2.4] .
, and Im f 0 (z) ≲ ϕ 1 2 η κ(z) otherwise. The same bound also holds for Im f 0 .
3.3.
Quantitative relaxation at the edge. To prove the edge universality, we first have the following estimate for the size of the observable f t . 
Proof. For any 1 ⩽ l, m ⩽ N 10 , we define t l ∶= lN −10 and
We also define the following stopping times (with respect to F t = σ(B k (s) ∶ 0 ⩽ s ⩽ t, 1 ⩽ k ⩽ N )) which represent the bad events:
We also define the convention inf ∅ = 1.
We claim that in order to prove the desired result, it suffices to show that for any D > 0 there existsÑ 0 (D) such that for any N ⩾Ñ 0 (D), we have
Step 1. To see the claim would be enough, we first show the following sets inclusion
To prove this, for any given z and t, choose t l and z (m) such that t l ⩽ t < t l+1 and z − z (m) < N −5 . Note that by rigidity and the maximum principle (Lemma 3.1) we have v k (t) ≲ ϕN −2 3 . Combining this with the definition of f t , we have f t (z)−f t (z (m) ) < N −2 . Moreover, note that we have the following estimates
Similarly, we also have
Then based on the dynamics (3.3), under the event ∩ k A l,m,k , we have f t (z (m) ) − f t l (z (m) ) < N −2 . This completes the proof for (3.6).
Step 2. To prove the claim, we also need to estimate the probability for the events A l,m,k . To do this, we use the following Burkholder-Davis-Gundy type inequality (see e.g. [31, Appendix B.6] ). For some fixed constants c > 0 and α > 0, for any martingale M we have
Note that we have the deterministic bound ∫
By taking α = ϕ 1 10 , this implies P(A l,m,k ) ⩾ 1 − e −cϕ 1 5 , and then a union bound yields
Together with the sets inclusion (3.6), this concludes that (3.5) implies the desired result.
Step 3. It remains to prove (3.5) . For simplicity of notations, let t = t l , z = E + iη = z (m) for some arbitrary fixed 1 ⩽ l, m ⩽ N 10 . Consider the function g u (z) ∶= f u (z t−u ). By Lemma 3.4 and Lemma 3.7, we have Im g 0 (z) ≲ ϕ 10 κ(Em) 1 2 max(κ(Em) 1 2 ,t) . Therefore we only need to bound the increments of g. Using Lemma 3.3, by the Itô's formula we know it satisfies the following stochastic differential equation
In this step, we aim to estimate the first term sup 0⩽s⩽t ∫
To bound the s u − m term above, we have used the local law for singular values (2.8) simultaneously for all 0 ⩽ u ⩽ t (which is similar to Lemma 3.6). The last two inequalities follow from Lemma 3.4. We also have
And similarly,
Step 4. Finally we focus on the estimate for sup 0⩽s⩽t M s where
Note that for all k and u < τ we have z t−u −γ k ≲ z t−u −x k (u) due to the fact x k (u)−γ k ≪ z t−u − γ k . Using .
Hence, based on the previous estimates and a union bound we have proved that for any D > 0 there exists N 0 such that for every N > N 0 we have
Together with Lemma 3.7, we have proved (3.5), which then completes the proof.
Based on the previous estimate on Im f t , we now state the quantitative relaxation of the singular values dynamics at the edge. Remember that {s k } and {r k } satisfy the same equation (3.1), with respective initial conditions that correspond to a general sample covariance matrix and the Wishart ensemble. Theorem 3.9. For any D > 0 and ε > 0 there exists N 0 > 0 such that for any N > N 0 we have
∈ S , then conditioned on the rigidity phenomenon A , by
By the arguments in [5, Corollary 2.7], based on Proposition 3.8 we conclude
The result then follows as the proof in [5, Theorem 2.8].
3.4. Proof for ξ = 1. Due to the fact that ρ(x) is the semicircle law in this special case, now the advection equation (3.4) is the same as [5, equation (1.12)], whose characteristics has an explicit formula. This coincidence makes it easy to adapt the previous proofs for ξ ≠ 1 to this case. With a little abuse of notations, define the curve
where κ(z) ∶= z − 2 . Under the framework of such notations and the rigidity estimates (2.10) and (2.11), by the arguments in [5, Section 2], all previous results in Section 3.2 still hold for ξ = 1. Then using the same method we can prove Proposition 3.8 with few changes, and consequently the proof for Theorem 3.9 is completed.
Rate of Convergence to Tracy-Widom Law

4.1.
Quantitative Green function comparison. Following the general three-step strategy in the dynamical approach, the derivation of the rate of convergence relies on both the relaxation and the Green function comparison theorem from [19] . In the context of sample covariance matrices, this Lindeberg exchange strategy based on the fourth moments matching condition was first used by Tao and Vu in [33] . To obtain an explicit convergence rate, we need a quantitative version of the comparison theorem.
For the statement, we consider a fixed
and also assume f is non-increasing on [E + , ∞), f ≡ 0 for x > E + + 1. Furthermore, let F be a fixed smooth non-increasing function such that F (x) ≡ 1 for x ⩽ 0 and F (x) ≡ 0 for x ⩾ 1.
Theorem 4.1 (Quantitative Green function comparison).
There exists C > 0 such that the following holds. Let X v , X w be data matrices satisfying assumptions (1.1) and (1.2), and H v , H w be the corresponding sample covariance matrices. Assume that the first three moments of the entries are the same, i.e. for all
. Assume also that for some parameter t = t(N ) we have
With the above notations for the test functions f and F , we have
Proof. We follow the notations in [30] and the reasoning from [17, Theorem 17.4] . Fix a bijective ordering map on the index set of the independent matrix elements, φ ∶ {(i, j) ∶ 1 ⩽ i ⩽ M, 1 ⩽ j ⩽ N } → {1, ⋯, M N } and define the family of random matrices X γ , 
where dm is the Lebesgue measure on C, and the function g is defined as
and we have the bound (see [5, Section 5.2] )
This shows that it suffices to show
For an arbitrarily fixed γ corresponding to (i, j), we can write
. where Q coincides with X γ−1 and X γ except on the (i, j) position (where it is 0). We define the Green functions
By Taylor expansion, for some fixed order m, we have
First we estimate the m-th order error term. By the first order resolvent expansion we have
with overwhelming probability, where we use the fact that there are only O(N ) nonzero entries with size O(N −1 ) in the matrix V * Q+Q * V +V * V . By the strong local Marchenko-Pastur law ([30, Theorem 3.1]), for any D > 0 we have
Same bound for R(z) ∞ also holds (see [30, Lemma 5.4] ). This shows that
Therefore the m-th order term in (4.2) can be bounded by ϕ C N −2 (N −m+2 ρ −m ). Next we consider the first order term in the Taylor expansion. By the resolvent expansion, we have
Then we have
Since the first three moments of the two matrices are identical, we know that the case n = 1 gives null contribution.
For n = 2, note that the entries of the matrix A satisfy the following relation
otherwise.
This shows that
where we used that in the expansion
due to the moment matching condition, the terms that make nontrivial contribution are only in the second summation, which is
Here we also use the fact that the contribution for the terms with k equal i or j is combinatorially negligible. By the local law, we conclude
For the terms n = 3, . . . , 11, as explained in [ 
Moreover, as explained in [17, Theorem 17.4] , the contributions of higher order terms in Taylor expansion are of smaller order. Combining the estimates and taking m = 20 (we will see the reason in the next section) gives us (4.1). Finally, a telescopic summation yields the desired result.
4.2.
Proof of Theorem 1.1. Let s ∈ R. If s > ϕ, due to the rigidity we know that for any D > 0 and large enough N , we have P N 2 3 (λ N − λ + ) ⩽ s = P(TW ⩽ s) + O(N −D ). So in the following discussion we assume s ⩽ ϕ.
Denoting a non-decreasing function f 1 such that f 1 (x) = 1 for x > λ + + sN −2 3 and f 1 (x) = 0 for x < λ + + sN −2 3 − ρ. We also define f 2 (x) ∶= f 1 (x − ρ). Then we have
Moreover, as discussed in [18, 30] , we can find an M × N matrixX 0 such that the Gaussian divisible ensembleX t ∶= e −t 2X 0 + (1 − e −t ) 1 2 X G , where X G is a matrix whose entries are independent Gaussian random variables with mean 0 and variance 1, satisfies the following: for 1 ⩽ k ⩽ 3,
By the quantitative Green function comparison theorem 4.1, we obtain the following bound
Using (4.3) forX t , the estimate becomes
After combined with the edge relaxation Theorem 3.9, the estimate now gives us
Moreover, as shown in [12, 27] , we know
By using this Wishart result and the boundedness of the density for TW, we obtain
The optimal bound N −2 9+ε is obtained for t = N −1 9 and ρ = N −8 9 . This completes the whole proof for Theorem 1.1.
Generalization to General Population Matrices
In this section, we proceed to generalize our previous results for sample covariance matrices of type X * X (which corresponds to the identity population) and aim to derive the rate of convergence to the Tracy-Widom distribution for the (rescaled) largest eigenvalue of separable sample covariance matrices with general population. Throughout this section, we will follow the notations and the setup in the the work by Lee and Schnelli [26] .
Let X = (x ij ) be defined as in (1.1) and (1.2) . For some deterministic M × M matrix T , the sample covariance matrices associated with data matrix X and population matrix Σ ∶= T * T is defined as Q ∶= (T X)(T X) * . Note that the M × M matrix Q and the matrix Q ∶= X * ΣX share the same non-trivial eigenvalues. Since we are studying the largest eigenvalue of the sample covariance matrix, it is more convenient to work with the matrix Q (called the separable sample covariance matrix) for some technical reasons. We denote the eigenvalues of Q in increasing order by µ 1 ⩽ ⋯ ⩽ µ N .
As mentioned previously, for the null case (i.e. the population matrix is identity), it is well known that the empirical eigenvalue distribution of a sample covariance matrix converges weakly in probability to the Marchenko-Pastur law. Under the general setting, however, this results need to be modified and the limiting measure (called the deformed Marchenko-Pastur law) will depends on the spectrum of the population matrix. Let σ 1 ⩽ ⋯ ⩽ σ M be the eigenvalues of the population matrix Σ, we denote byρ =ρ(M ) the empirical eigenvalue distribution of Σ, which is defined aŝ
The deformed Marchenko-Pastur lawρ fc is defined in the following way. The Stieltjes transformm fc of the probability measure is given by the unique solution of the equation
It has been discussed in [23] thatm fc is associated to a continuous probability densityρ fc with compact support in [0, ∞). Moreover, the densityρ fc can be obtained fromm fc via the Stieltjes inversion formulâ
The typical location of the largest eigenvalue, which is the rightmost endpoint of the support of the densityρ fc is determined in the following way. Recall that ξ ∶= N M , we define ξ + as the largest solution of the equation
We remark that ξ + is unique and ξ + ∈ [0, σ −1 M ]. We then introduce the typical location for the largest eigenvalue E + by (5.1)
Now we state our assumptions on the population matrix Σ that are needed to prove the explicit rate of convergence. For general random matrices X we require Σ to be diagonal, and we will show later this diagonal condition can be removed if X is Gaussian. We further need the following assumption for the spectrum of the population matrix Σ. Throughout this section, we assume the following: . It is first used in [2, 23] to prove the local deformed Marchenko-Pastur law. In particular, the last inequality ensures that the densityρ fc exhibits a square-root behavior near the right edge of its support, which is crucial to derive the local law.
It is natural to note that with a general population matrix, the distribution of the largest eigenvalue should not behave exactly like the null case. Besides the typical location of the largest eigenvalue is changed, the normalization constant of the fluctuation is also different. Therefore, we introduce the following normalization constant γ 0 given by
Moreover, we remark that the Tracy-Widom limit for the general case is rescaled and it is not the same as the previous one we used for the null case. However they are just different by a simple scaling so that we do not emphasize this difference and still use the notation TW to denote this distribution. Under this framework, our main result given in Corollary 1.2. Unlike the proof for the null case in the previous sections, we will not strictly follow the three-step strategy in the dynamical approach. Instead, we use the comparison theorem for the Green function flow, which is a method based on continuous interpolation, linearization and renormalization developed in [26] .
5.1.
Local deformed Marchenko-Pastur law. For completeness, we will briefly introduce the local deformed Marchenko-Pastur law. Though we will not give a detailed proof, we emphasize that the local law is an indispensable part to prove the Green function comparison Proposition 5.5, which further leads to the edge universality.
For small nonnegative c, ⩾ 0 and sufficiently large E + < C < ∞, we consider the domain
We also denote κ = κ(E) ∶= E − E + . Then we have the following estimates for the density and the Stieltjes transform of the deformed Marchenko-Pastur law. 
The Green function and the Stieltjes transform are defined in the usual way:
Then we have the following local law for the separable sample covariance matrix Q. ). Under the assumption (5.2), for any sufficiently small > 0, and for any (large) D > 0, there exists N 0 (D) > 0 such that for any N ⩾ N 0 (D) we have the following estimate uniformly in z ∈ D(c, ):
It is clear to see that the estimates for the deformed Marchenko-Pastur law (Lemma 5.2) and the local law (Lemma 5.3) are greatly similar as the corresponding results for the null case (see e.g. [30, Theorem 3.1]). Heuristically, this implies the Tracy-Widom limit in the edge universality for the non-null case.
Interpolation and Green function comparison.
In classical theory of random matrix universality, the tool needed to prove the edge universality is the Green function comparison theorem. The usual approach is to compare two ensembles with some moments matching conditions, and then use the construction of Gaussian divisible ensembles together with estimates of the local relaxation flow to remove the moments matching requirement. In this section, however, we do not follow this traditional step. Instead, we compare the Green function of a general ensemble with its corresponding null sample covariance matrix. This argument was first introduced in [25] to handle the deformed Wigner matrices, and used in [26] to identify the Tracy-Widom limit for general separable sample covariance matrices. The basic idea is to introduce a time evolution that deforms the population matrices continuously to the identity and offset the change of the Green function by a renormalization of the matrix.
Recall the scaling constant γ 0 defined in (5.3) . We consider the following two rescaled matricesΣ ∶= γ 0 Σ,Q ∶= X * Σ X.
We also denote the eigenvalues ofQ byμ 1 ⩽ ⋯ ⩽μ N , and let L + ∶= γ 0 E + . We remark that in the literature about sample covariance matrices with general population (e.g. [2, 13, 26] ), the scaling of the Tracy-Widom distribution is chosen in the way such that it is the limit for the distribution of the (rescaled) largest eigenvalue of the matrix
Specifically, we order the eigenvalues of the matrix W by λ 1 ⩽ ⋯ ⩽ λ N , and let M + denote the rightmost endpoint of the rescaled Marchenko-Pastur law for W . This can be regarded as a good motivation for considering the scaling constant γ 0 .
For the diagonal population matrix Σ = diag(σ j ), we introduce the following time evolution t ↦ (σ j (t)) that deforms Σ to the identity matrix Id and the Green function flow by (5.4) 1 σ j (t) = e −t 1 σ j (0) + (1 − e −t ),Q(t) = γ 0 X * Σ(t)X, mQ (t) (z) ∶= 1 N Tr(Q(t) − z) −1 .
Based on the local law Lemma 5.2 and Lemma 5.3, and a delicate analysis for the time derivative of the Green function forQ(t), the Green function comparison theorem (see Proposition 5.5) is proved in [26] . We note that though the original estimate in [26] is not explicit, a careful examination of the proof will reveal that the result is actually quantitative. 
5.3.
Quantitative edge universality. In this section we can finally prove Corollary 1.2. The proof is based on our previous rate of convergence for the null case (Theorem 1.1) and the estimate on the comparison theorem for the Green function flow (Proposition 5.5).
Proof of Corollary 1.2. We first remark that we are not supposed to use the rate of convergence for the null case (Theorem 1.1) and the triangle inequality in a naive way to derive the convergence rate for the general case. This is because Theorem 1.1 is obtain by choosing the optimal parameters in the estimate (4.4), and the scale parameter ρ is also related to the scale in the Green function comparison (Proposition 5.5). To illustrate this link more clearly, we first briefly review how Green function comparison is used to obtain the edge universality. We introduce a smooth cutoff function K ∶ R → R satisfying
0 if x ⩾ 2 9. and we also define the Poisson kernel θ η , for η > 0 θ η (x) ∶= η π(x 2 + η 2 )
Let E * ∶= L + + ϕ C N −2 3 , and denote χ E ∶= 1 [E,E * ] . For ε > 0, let l ∶= 1 2 N −2 3−ε and η ∶= N −2 3−9ε . Then for any (large) D > 0, it is proved in [26, 30] that for large enough N we have (5.5) EK Tr(χ E−l * θ η (Q)) ⩽ P (μ N ⩽ E) ⩽ EK Tr(χ E+l * θ η (Q)) + N −D . Here the parameter l plays the same role as the ρ in (4.4), and therefore we have N −ε = N 2 3 ρ and η = N −2 3 N 6 ρ 9 . By the Green function comparison Proposition 5.5 and the [26, Theorem 2.4], we have Combined with Theorem (4.4), by triangle inequality we finally obtain
The optimal result is obtained now by choosing ρ = N −13 19 and t = N −6 19 , which gives us d K γ 0 N 2 3 (µ N − E + ), TW ⩽ N − 1 57 +δ . This completes the proof.
Based on the Corollary 1.2 for diagonal population matrices Σ and general random matrices X, we can easily obtain the following result for the case in which we can have a general population if the random matrix X is restricted to be Gaussian. Corollary 5.6. Let Q ∶= X * ΣX be an N × N separable sample covariance matrix, where X is an M × N real random matrix with independent Gaussian entries satisfying (1.1), and Σ is a real positive-definite deterministic M × M matrix satisfying (5.2) . For any ε > 0 and large enough N , we have
Proof. Under these assumptions, we know that the population matrix Σ is diagonizable, i.e. there exists an M × M real diagonal matrix D and an N × N orthogonal matrix U such that Σ = U * DU . Since X is a matrix whose entries are independent Gaussian random variable, we know that U X is also a real random matrix with Gaussian entries satisfying the assumption (1.1). Therefore, by applying our Corollary 1.2 to the matrix X * ΣX = (U X) * D(U X), we will get the desired result.
