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Abstract 
While web-based learning has opened educational opportunities to more people in more situations, it has also introduced 
a number of problems related to independent, online interaction with learning material. One of the most challenging of 
these problems is the general inability of web-based learning systems to measure (and maintain) levels of comprehension 
among web-based learners. Although webcam-based measurement of blinking frequency can give us some indication of 
a subject’s concentration level, it has proven to be an unreliable indicator of a subject’s level of comprehension. To 
supplement such measurement, we herein propose a system that measures proportional changes in pupil diameter, as an 
improved indicator of comprehension level. Initial experimental suggest that the system can reliably distinguish between 
subjects who succeeded and failed in solving a mathematical problem. 
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1. Introduction 
Maintenance of the will or “appetite” to learn is known to be a key ingredient in education [1-8], and a 
number of learning methods, including PBL (problem based learning), LTD (learning through discussion), 
and Note Taking, have been proposed to boost this ingredient. Unfortunately, our means of measuring this 
key ingredient are few, and do not scale well to the emerging world of web-based education. 
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 Item response theory (IRT) has been applied to TOEFL (The Test of English as a Foreign Language) 
studiers to assess their current level of understanding or knowledge. However, it does not necessarily lead to 
grasp the learner’s level of comprehension. Moreover, it is necessary to investigate the problem 
characteristic beforehand, and application of IRT to the few people is difficult. There is an attempt to 
understand learner's characteristic by using the SP (student - problem) score table analysis, too. However, 
there is a problem similar to IRT.  
Currently, coordinated measurement of correct answers and frequency of study have proven useful to 
grasp the learner’s level of comprehension [5-7]. Furthermore, we showed that fatigue and concentration 
were strongly indicated by changes in the facial area, such as the frequency of blinking, and that these 
changes related to aspects of a subject’s learning interaction, such as the frequency of mouse clicks. 
Unfortunately, these methods proved inadequate in measuring a subject’s level of comprehension [8, 9].   
Based on psychological findings that a subject’s pupil diameter enlarges in response to feelings of joy or 
satisfaction, we herein propose a system that measures proportional changes in pupil diameter as an 
indication of a learner’s level of comprehension. Experiments on a limited sample of subjects help us 
evaluate the potential of the system, as well as the relationship between pupil dilation and comprehension. 
2. Proposed System 
Here we describe our apparatus and method for automatic detection of pupil diameter. Note that this 
system largely resembles the one used to detect blink frequency in previous work [9], and so may be 
combined with that system at little or no cost. 
2.1. Experimental equipment and environment 
(a) Hardware and software 
    Table 1 shows the hardware and software used in our development environment. Note that we rely only 
on commodity hardware, available to most Web users. 
Table 1. System Development Environment 
Hardware 
CPU Intel® Core i5 650 3.20GHz 
RAM 4.00GB (user area 3.18GB) 
CAMERA ELECOM UCAM-DLG200H (30fps) 
Software 
OS Windows 7 Professional 32bit 
Language Microsoft Visual C++ 2010 Express 
Tool OpenCV 2.2 
 
(b) Experimental environment 
    Table 2 shows our experimental environment, designed to reflect a typical physical context for Web-based 
study, occurring indoors, at night, under artificial lighting (fluorescent lamp). To ensure clear photography 
of the pupil, we also positioned an LED lamp, otherwise used for plant cultivation, near the subject. 
Table 2. Experimental Environment 
Place Enclosed room 
Lighting Fluorescent lamps supplemented by 
an LED lamp 
Monitor LED display 
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To capture the subject’s face, the USB camera was centered below the LED computer display, resulting 
in a distance from the camera to the learner’s face of around 50cm. Though this setup tended to produce 
upward-angled images of the subject’s face, it proved to be sufficient for pupil detection. The resolution of 
captured video was 1920×1080px, running at 30fps. Because a single blink takes 100-150ms (or 3-4 frames 
at 30fps), complete closure of the eyelids was not always detectable. Thus, we treated images of half-closed 
eyes as indicating a completely closed eye. 
2.2. Method of eye detection  
Given the rapidity of blinking, it was necessary to make our detection as efficient as possible. 
 
(1) Detection of face (Process 1) 
Using the following functions in OpenCV, the image is converted to gray scale, and the facial area is 
bounded: 
 
x Converting to gray scale: CvCutColor() 
x Creating a uniform  histogram: CvEqualizeHist() 
x Detecting facial area: CvHaarDetectObjects() 
 and haarcascade_frontalface_alt2.xml 
 
An example input image and detected facial area are provided in Figs. 1 and 2. The detected area is a 
square of 250-300 pixels to a side (264×264 pixels in the example), and so represents a reduction of 1/20-
1/30 from the original image. 
 
 
 
 
 
 
 
 
 
 
 
              
Fig. 1. Input camera image (1920×1080)                              Fig. 2. Extracted face region (264×264) 
(2) Detection of eye area (Process 2) 
Eye detection begins by removing the bottom 1/3 of the facial area, under the assumption that the upper 
5/8 of the image will contain the eyes. This area is kept large relative to eye size so that even if the subject 
moves his head up, down, or sideways, the eyes can still be detected.  
As shown in Fig. 3, the eye area is fixed quite large compared with eye size, and it can be assumed that 
there is no substantial change in the position of the face during Web study, therefore, only when the 
beginning and the eye cannot be detected, Processes 1 and 2 are executed. 
 
(3) Detection of change in eye area (Process 3) 
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   The area containing the right eye is then compressed to about 1/10 its original size, and the difference 
between it and the previous frame is calculated. Even when this difference is significant, the system can 
proceed to step (4), so long as large shifts in brightness can be ignored. Fortunately, in preliminary tests, we 
found that such shifts were negligible. 
 
 
 
 
 
 
 
 
 
 
Fig. 3. Region containing right eye (132×110)   
 
(4) Detection of eye (Process 4) 
 To the area containing the eyes, the following function from OpenCV can now be used to detect the eye 
regions specifically: 
 
 Detection: CvHaarDetectObjects() and haarcascade_eye.xml 
                                                         or harrcascade_eye_tree_eyeglasses.xml. 
 
    Some example eye detections are shown in Figs. 4 and 5. Note that the results differ greatly depending on 
the presence of glasses. From this, a cropped eye area of fixed size (60×24px) is used for subsequent pupil 
detection. 
 
 
 
 
 
              
Fig. 4. Detected eye region by OpenCV and           Fig. 5. Detected eye region by OpenCV and                                                     
our eye region with glasses .                                    our eye region without glasses. 
2.3. Detection of pupil 
To reduce the influence of environmental light reflected by eyeglasses, and to distinguish the pupil region 
from the surrounding iris, the image is further converted in color space and brightness. 
 
(1) Decomposition to RGB and Lab color space (Step 1) 
First, the eye region image is converted to Lab color space using the cvCvtColor() function. Both the 
original and converted image are then decomposed to R, G, B and L, a, b components, respectively, using 
the cvSplit() function.  
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(2) Reconstruction of Lab picture (Step 2) 
Next, the image is reconstructed using the cvMerge() function to merge the components from step (1). 
The (R, a, b), (G, a, b), and (B, a, b) components are then converted to RGB space with the 
cvCvtColor() function, after which the cvSplit() function is used to extract only the R elements.  
It considers that three kinds of R (RR, RG, and RB) are the values of RGB spaces, compounds with a 
cvMerge() function, it changes into Lab space with a cvCvtColor() function, and takes out a' and b' 
with a cvSplit() function.  Where RR is obtained as R element of the RGB space converted from (R, a, 
b) space. RG and RB are obtained from (G, a, b) and (B, a, b) spaces respectively by the same manner. 
This process is repeated for (RR, RG, RB), and (a', b'), yielding (RR', RG', RB'), where RR’ is obtained 
from (RR, a’, b’) space as the R element and so on. This result is then compounded using the cvMerge() 
function and changed to gray scale using the cvCvtColor() function. The conversion process is depicted 
in Figs. 6, 7 and 8. 
 
 
 
 
 
                                    
           Fig. 6. A sample eye region.        Fig. 7. A sample image converted     Fig. 8. A sample image converted     
                                                           to (RR, RG, RB).                                 to (RR’, RG’, RB’).  
 
(3) Conversion of brightness (step 3) 
Next, the average and minimum brightness of the gray scale image are calculated using the following 
functions: 
 
x Average㸸cvAvgSdv() 
x Minimum㸸cvMinMaxLoc() 
 
The minimum value is then set as our 0 baseline and the average value is set as a threshold at 255. Based 
on these, a mask revealing the iris portion of the eye is prepared.  When a pixel value is larger than the 
average threshold, a 0 value is set to a mask the image at that pixel; when a pixel value is smaller than 
average value, the brightness is converted using the following formula: 
  
min255
min
pixcel value imumNew pixel value
average value imum
 u

                                                   (1) 
Sample gray scale, brightness-converted, and mask images are provided in Figs. 9, 10 and 11. 
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Fig. 9. A sample of gray scale                Fig. 10. A sample of brightness                           Fig. 11. A sample of mask image.           
image.                                           conversion image. 
 
(4) Pinpointing of a pupil position (Step 4) 
After smoothing, the masked image is binarized using a suitable threshold value, and the following 
functions: 
 
x Smoothing㸸cvSmooth() 
x Binarization㸸cvThreshold() 
 
The minimum of the gray scale picture is calculated using the cvMinMaxLoc()function, and treated as a 
specific pupil position. 
 
(5) Determination of the diameter of a pupil (Step 5) 
It checks that the calculated pupil position is located near the center of the dark-eye. If it is near the center, 
the diameter of the pupil will be obtained from circle detection.  When it does not exist near the center of the 
dark-eye, all the Steps (Step 1 to Step 5) are redone.  Sample of detected circles are depicted in Fig. 12. The 
black circle shows an iris and white one shows a pupil. 
 
 
 
 
 
 
Fig. 12. Detected circles for the iris and pupil 
3. Experimental Results 
Six male subjects, aged 20-21 years, were asked to solve a high school mathematics problem, while 
changes in the diameter of their pupils were tracked.  A sample change in diameter is depicted in Figs. 13 
and 14. Note that since nearly 1/3 of the iris was hidden, full-circle approximations were not possible. 
 
 
 
 
 
 
                                      
       Fig. 13. A sample image at rest.                     Fig. 14. A sample image just after problem solving. 
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Since the diameters of the pupil differed among subjects, size changes were measured relative to the 
diameter prior to problem solving. The result is given as a ratio of the diameter of the pupil while the subject 
is solving the problem to the diameter of prior to solving the problem—i.e. the “rest” state. The ratios for 
each of the six subjects are given in Table 3. Where ratios were calculated by the following equation; 
 
 
diameter of the interested stateRatio
diameter of the rest state
                                                          (2) 
 
Table 3. Ratios of change in the diameter of the pupil for subjects A through F. 
Subject A B C D E F 
After answering 1.10 1.02 1.03 0.743 1.32 0.941 
Under consideration 㸫 㸫 㸫 0.738 㸫 㸫 
Solved correctly ۑ ۑ ۑ  ۑ  
 
It is thought that change of the diameter of a pupil when solving the mathematics problem appears as 
feeling of joy while he can understand one after another and the correct answer is approached (ratio > 1), and 
it appears as feeling of dislike when he cannot understand (ratio < 1). Moreover, when an answer finally has 
confidence, it is thought that the feeling of joy appears (solved correctly : ۑ). And when diffident, the 
feeling of usual or dislike appears. 
4. Conclusion 
In this research, six subjects were made to solve a mathematics problem. And the ratio of the diameter of 
a pupil before and after solving was calculated. As a result, it turned out that a subject with a comparatively 
large change of the diameter of a pupil and the subject whose change of the diameter of a pupil is not so 
large exist. That is, since the feeling of joy or dislike appears as change of the diameter of a pupil, when 
feeling change does not appear, change will not appear. Therefore, in order to be able to measure degree of 
comprehension from the diameter of a pupil, a subject needs to feel joy for being able to solve a problem or 
having understood the problem.  
Using two color spaces (RGB and Lab) and a near-infrared portion of the spectrum, it tried making a 
pupil emphasize black. Moreover, since the picture of a USB camera was small, in order to catch a pupil as a 
big picture, the distance with a camera was important. Moreover, in order to extract an eye region correctly, 
it is necessary to overcome a motion of a face. And since the iris is usually hidden about 1/3-1/2 by the 
upper eyelid, it is difficult to measure the diameter of a pupil correctly. 
To address these difficulties, future work should focus on the following: 
 
x Tracking the iris when the position of a face changes rapidly 
x Understanding the correlativity of pupil diameter changes for subjects whose emotional 
responses are comparatively subdued. 
x Larger samples of subjects, problems, and problem types, to gain a better understanding of 
the factors involved. 
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