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1 INTRODUCTION 
In this work the test plan of a noise injection radiometer is presented. The 
motivation of building the noise injection radiometer lies on European Space 
Agency’ s (ESA) Soil Moisture and Ocean Salinity (SMOS) mission. Figure 1-1 
presents an artist’ s view of the SMOS satellite. SMOS mission has been selected 
as one of ESA’ s Earth Explorer Opportunity Missions. Measurements of L-band 
brightness temperature over ocean enable the determination of sea surface salinity 
and over land areas the retrieval of soil moisture. 
 
The SMOS mission requires an L-band radiometer and, therefore, the design of 
MIRAS (Microwave Imaging Radiometer Using Aperture Synthesis) has been 
initialised. MIRAS uses, as the name reveals, aperture synthesis as the means of 
brightness temperature measurements. The benefit is small size and weight 
compared with a traditional antenna. The cost is complexity and challenging 
technology.  
 
 
Figure 1-1. Artist’s view of SMOS satellite. The three arms and the hub in the  
middle forms MIRAS instrument. NIRs are installed in the hub section. 
 
MIRAS is formed by three arms in a Y-shaped geometry and a central hub section 
(Figure 1-1). Each arm has three segments and each segment contains 6 LICEF 
(Light-weight Cost Effective Front-end) receivers. The LICEF is an L-band 
receiver with a very narrow bandwidth. The hub contains 18 receivers, which are 
split in three virtual segments. The receivers are calibrated by measuring known 
noise source. In order to know the noise temperature of the noise source it has to 
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be measured and this is done by a noise injection radiometer (NIR). Thus the two 
main functions of NIR are: 
 
1. Antenna measurement with fully polarimetric capability during the 
measurement phase of MIRAS for retrieval of the brightness temperature 
map. 
2. Measurement of the centralized noise source during the calibration phase 
of MIRAS to enable calibration of the modulus terms of the LICEF-2 
receivers. 
 
A breadboard of this radiometer will be designed by Helsinki University of 
Technology (HUT) Laboratory of Space Technology (LST) and Toikka Ltd in 
cooperation and constructed by Ylinen Ltd. The work is being performed under a 
subcontract for a Spanish company EADS-CASA. HUT LST (meaning the author 
of this document) has prepared the test plan of NIR (see [9] for the original report) 
and Ylinen Ltd will carry out the tests in cooperation with HUT LST.  
 
The plan is divided as follows: in Chapter 3 the measurement configurations are 
described and in Chapter 4 the analysis for the evaluation of NIR parameters is 
introduced. 
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2 THEORETICAL BACKGROUND 
In this chapter the theoretical background of radiometry, radiometers and 
radiometer testing is covered. Also general aspects of testing are considered. 
2.1 Microwave Radiometry 
This section introduces the basic concepts of radiometry, a field of science and 
engineering, concerning measurements of electromagnetic radiation. The 
electromagnetic emission of the objects and the properties of the fields of the 
electromagnetic radiation are discussed. 
2.1.1 Passive Microwave Remote Sensing 
Every object in our universe radiates electromagnetic radiation. The energy comes 
from the heat of the object, absorbed radiation of other objects or scattered 
radiation of other objects. Passive microwave remote sensing is about receiving 
the radiation of objects and thus making conclusions about the properties of the 
objects [1]. 
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Figure 2-1. A typical passive remote sensing situation [1]. The measured radiation comes 
from multiple sources and the detection of the wanted radiation is the main challenge. 
 
In Figure 2-1 typical circumstances of passive remote sensing situation are 
presented. The radiation to the sensor antenna, when directed towards earth, 
comes from multiple sources and normally only one or few of them are desired; 
the others are distraction. The goal is to receive the wanted radiation with a good 
enough signal-to-noise ratio in such a manner that the distractive signals can be 
eliminated. 
2.1.2 Planck’s Blackbody Radiation Law 
A blackbody is defined as an idealized, perfectly opaque material that absorbs all 
the incident radiation at all frequencies [1]. Basically this means that while being 
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a perfect absorber it is also a perfect emitter, because energy absorbed by an 
object would increase its temperature if none of the energy were emitted, as stated 
also in [1]. 
 
Radiation of a blackbody is described by the Planck’ s radiation law, which 
declares that a blackbody radiates uniformly in all directions with a spectral 
brightness Bf given by [1] 
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The Planck’ s law can be approximated by the Wien Radiation law when high 
frequencies are used, and by the Rayleigh-Jeans law when low frequencies are 
used [1]. In microwave radiometry the Rayleigh-Jeans law is relevant. Because 
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for x << 1, Equation (2-1) can be simplified to  
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which is called Rayleigh-Jeans law. In Figure 2-2 the Planck’ s law and Rayleigh-
Jeans law are compared. 
 
 
Figure 2-2. Rayleigh-Jeans law plotted against Planck’s blackbody radiation law as 
function of frequency, when the physical temperature of the object is 300 K. 
 
The deviation of the Rayleigh-Jeans law from the Planck’ s law is less than 1 
percent if [1] 
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If the physical temperature of the blackbody is Tbb = 300 K the equation above 
holds for all f < 117 GHz [1]. 
2.1.3 Brightness Temperature 
Real materials do not have the ideal properties of the blackbody: they emit less 
and do not absorb the entire energy incident upon them. The quantity used in 
radiometry to describe the emitted power is called brightness temperature, often 
denoted by TB. Brightness temperature of an object is the product of the emissivity 
and the physical temperature of the object [1]. Emissivity is defined as [1] 
 
( ) ( ) ( )
phys
B
bb T
T
B
B
e
φθφθφθ ,,, == , (2-5) 
 
which is the ratio of the brightness emitted by the object to the brightness emitted 
by a blackbody at the same temperature and in the same frequency band. Thus [1] 
 
( ) ( ) physB TeT φθφθ ,, = , (2-6) 
 
which is the brightness temperature of an object. It is always smaller than or equal 
to the physical temperature of the object. 
2.1.4 Polarisation 
The above considered electromagnetic radiation is commonly described with 
propagating plane waves. For a uniform plane wave propagating in the direction 
of the positive z-axis in a Cartesian coordinate system, the electric field must lie in 
the xy-plane [1]. The electric field vector, E, is function of time in any fixed point 
in space. The tip of the E vector draws a curve in the xy-plane as time changes. 
The form of the resulting curve can be divided in three categories: linear, circular 
or elliptical. The name of the polarisation of the wave comes from this form. 
Linear and circular polarisations are in fact special cases of elliptical polarisation. 
 
In the circular and elliptical polarisation the tip may move either clockwise or 
counter clockwise. If it moves clockwise, when looked in the direction of the 
propagation, it is said to be right-hand polarized and in the case of the counter 
clockwise movement, it is said to be left-hand polarised [1]. 
 
The electromagnetic waves emitted by natural objects consist of a superposition 
of many statistically independent waves of different polarisations. This kind of a 
wave is said to be incoherent or unpolarized [1]. 
 
A plane wave can be written as a sum of the x- and y-components of the wave. 
This is, however, same as the sum of two linearly polarized waves, which are 
equal to the mentioned components [1], that is 
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The resulting polarisation of the whole wave can be mathematically identified by 
the phase difference, θ, and the magnitude, Ex0 and Ey0, of the components. 
2.1.5 Stokes Parameters 
The Stokes parameters provide a very useful way of describing the polarisation 
state of an electromagnetic wave [7]. If 
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then the Stokes parameters can be defined as 
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where SH stands for the total power in the wave, SV and S3 represent the linearly 
polarised component and S4 represents the circularly polarized component.  
 
In radiative transfer theory so-called modified Stokes parameters are often used. 
They are given by [7] 
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where the notation is the one commonly used in radiometry. In the next chapter 
we take a look at an application of Stokes parameters. 
2.2 Microwave Radiometers 
Radiometer is the most important piece of equipment in radiometry. It is an 
instrument for receiving electromagnetic radiation in a certain frequency band. In 
this section we take a look at the basic radiometer principles and the noise 
injection radiometer of the MDPP-2 project. 
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2.2.1 Total Power Radiometer 
A radiometer is a very sensitive microwave receiver to measure the power of the 
electromagnetic radiation of an object. This radiation is a noise-like signal with 
very low power and thus the basic problem in radiometers is to distinguish the 
noise of the receiver from the received noise signal [1]. 
 
Figure 2-3 shows a block diagram of a normal total power superheterodyne 
receiver. It consists of a low-noise amplifier, a mixer mixing the incoming signal 
to IF frequency fIF, IF filter, whose bandwidth B determines the bandwidth of the 
receiver, IF amplifier, a square law detector, whose output voltage is proportional 
to its input power, and an integrator. 
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Figure 2-3. Principle of a total power radiometer realised with a superheterodyne 
receiver, meaning that the input signal is mixed down to a lower frequency using a mixer 
[1].   
 
If the antenna is pointed to a scene with a brightness temperature Tant, the antenna 
power will be PA = kTantB. The noise power of the receiver is PR = kTrecB, where 
Trec is the noise temperature (see e.g. [1]) of the receiver. Thus the output voltage 
of the radiometer is [1] 
 
( )kBTTGV recant +=0 , (2-11) 
 
where G is the gain of the receiver. Two major errors occur with this radiometer. 
Due to the random nature of noise the noise power varies from one integration 
period to the next. The standard deviation of the noise level, denoted ∆TN, has a 
value of [1] 
 
τB
TT
T recantN
+
=∆ , (2-12) 
 
where τ is the integration time. Obviously when τ is increased to infinity the error 
becomes negligible. (2-12) is also called sensitivity or radiometric resolution of a 
radiometer and its measurement is presented in Section 2.4. 
 
The second error comes from the random gain fluctuations of the receiver, due to 
instability of the amplifiers, filter and mixer. These variations happen over a 
period of one second or longer [1]. So if the radiometer is calibrated (see Section 
2.7) with a certain value of G, which will change by the time a measurement is 
made, the error will be [1] 
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( )
G
GTTT refantG
∆
+=∆ , (2-13) 
 
where ∆G is the rms change in the system gain G. 
2.2.2 Dicke Radiometer 
A Dicke radiometer is a total power radiometer, which is switched to measure the 
antenna temperature and a known reference load, often 50 Ω matched load, at a 
certain frequency (Figure 2-4). The switching frequency has to be high enough to 
compensate the varying gain of the radiometer. Also the effective bandwidth of 
the low-pass filter i.e. the integration time and the switching time of the switch 
have to be taken into account. This means typically a Dicke frequency somewhere 
between 10 Hz and 1000 Hz [1].  
 
When the radiometer sees the reference load the Tant of equation (2-11) becomes 
Tref and thus when the measurements of the antenna and reference are subtracted 
(demodulator in Figure 2-4), the output voltage becomes [1] 
 
( ) ( ) ( )kBTTGkBTTGkBTTGV refantrecrefrecantout −=+−+= , (2-14) 
 
and the receiver noise temperature Trec is eliminated. Now, because the antenna is 
seen only half the time, the sensitivity ∆TN becomes twice as big as in the case of 
total power radiometer [1]: 
 
( )
τB
TT
T recantN
+
=∆ 2 . (2-15) 
 
However, as shown in [1] Equation (2-14) holds completely only when Tant = Tref, 
since then the gain fluctuations are completely cancelled. A method for acquiring 
this has to be utilised. 
 
It is said that a Dicke radiometer is balanced when the reference load noise 
temperature is equal to that of the antenna. This balancing can be made with four 
methods [1]: 
 
A.  Reference-channel control method 
B.  Antenna-channel noise-injection method 
C.  Pulsed noise-injection method 
D.  Gain-modulation method 
 
The radiometer discussed in the following text is of type C and thus the 
radiometer is called noise injection radiometer (NIR). 
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2.2.3 Noise Injection Radiometer 
Equation (2-16) shows the basic principle of a noise injection radiometer. The 
time average of the reference load equals that of the signal from the antenna 
branch.  
 
Nantref TTT +=  (2-16) 
 
where Tref is the noise temperature of the reference load, Tant is the antenna 
temperature and TN is the noise temperature of the injected noise. Brackets 
represent the infinite time average. 
 
The amount of the injected noise is regulated by adjusting the number or the 
frequency of the noise pulses so that Equation (2-16) is fulfilled. The sensitivity of 
a noise injection radiometer is almost the same as that of a Dicke radiometer [1]: 
 ( )
τB
TT
T recrefN
+
=∆
2
. (2-17) 
 
As can be seen the antenna temperature is effectively all the time the same as that 
of the reference and thus the sensitivity is slightly worse. 
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Figure 2-4. Principle of a total power, Dicke and noise-injection radiometer [1]. Note 
that the noise injection functionality is just an extension of a Dicke radiometer. 
 
Figure 2-4 presents the basic structure of a noise-injection radiometer. Notice how 
the noise-injection part is in a way just an extension of a Dicke radiometer. 
2.3 System Noise Temperature 
The system noise temperature of a radiometer is defined as [1] 
 
recantsys TTT += , (2-18) 
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where Tsys is the system noise temperature, Tant is the antenna temperature and Trec 
is the noise temperature of the receiver. Trec is determined here using the total 
power mode of the NIR and for the noise-injection operation Tant is always 
(approximately) constant (296K-299K for MDPP-2 NIR [9]). 
 
The system noise temperature plays a key role in any microwave system and 
especially in radiometers. In this section we take a look at the Y-factor method, 
explained e.g. in [3], for measuring the system noise temperature of a radiometer. 
 
The Y-factor method is based on power measurements of two known loads, which 
are at significantly different temperatures. For example, the noise temperature of 
an amplifier can be determined this way by connecting its other end to the loads 
and the other to a power meter. Of course, in the case of a radiometer the 
radiometer itself measures the power from the loads. 
 
Let T1 be the temperature of the hot load and T2 temperature of the cold load. 
Powers emitted by the loads are now 
 
( )recrec TTGkBBGkTBGkTP +=+= 111  (2-19) 
 
( )recrec TTGkBBGkTBGkTP +=+= 222  (2-20) 
 
where G is the gain of the receiver, k is the Boltzmann’ s constant and B is the 
bandwidth of the receiver. Note that the receiver gain has to be maintained 
constant between the measurements. Y-factor is now defined as 
 
rec
rec
TT
TT
P
P
Y
+
+
==
2
1
2
1
 (2-21) 
 
and it can be determined using the power measurements. By solving Trec from 
(2-21) yields 
 
1
21
−
−
=
Y
YTTTrec . (2-22) 
 
The system temperature of a total power radiometer can be defined easily as 
described above and in the case of Dicke radiometer the Dicke operation should 
be turned off to measure the system noise temperature. 
2.4 Measurement of Sensitivity 
The sensitivity of a radiometer can be calculated theoretically based on the noise 
temperature of a radiometer, as introduced in Section 2.2, or it can be calculated 
from measurements using the standard deviation of measurement results of a 
stable target [1] as presented in this section.  
 
In practice the sensitivity of a radiometer is the standard deviation of 
measurement results of a stable target [1]. Thus it can be calculated as presented 
  11 
in Equation (2-23), which is based on Equation (2-67) of standard deviation. 
When the target of a measurement is stable all the variations of the noise 
temperature in the output of a radiometer are due to the noise temperature of the 
radiometer itself and random variations of the noise-like signal of the target. For 
example consider Figure 2-5: when there was no variation in the target brightness 
temperature the sensitivity, pointed out in the figure, could be observed all the 
time. The smallest observable change in a target can be determined. 
 
( )∑
=
−
−
=∆
N
k
k TTN
T
1
2
1
1
σ  (2-23) 
 
where N is the amount of the samples, Tk is one sample of brightness temperature 
and T  is the mean of the samples. 
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Figure 2-5. Clarification of the sensitivity. Sensitivity of a  
radiometer is by definition the smallest observable change  
in the measured brightness temperature. 
 
2.5 Measurement of RF Connections 
In this section we take a look at some methods for modelling RF connections 
between some device and a receiver. These methods will be used in the following 
chapters for analysing the effects of the connections on the NIR measurements. 
2.5.1 Connecting Network 
The connection between two ports in a RF system can be described with a lossy 
two-port network S. The network S may be any passive, linear, time-invariant 
network. It is characterised by a scattering matrix S given by [3] 
 



=
2221
1211
SS
SS
S  (2-24) 
 
where S11 and S22 are related to the reflection properties of the network and S21 
and S12 are related to the transmission properties of the network. The network S is 
assumed to have physical temperature of T0. It has also reflection coefficients R01 
and R02 as seen looking out from the network. The network is represented in 
Figure 2-6. 
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Figure 2-6. Connecting network representation. Signal passes through the ports 1 and 2 
and is affected by the reflection and transmission coefficients characterised by the S-
parameters. 
 
2.5.2 Passive Components Inside Connecting Network 
The most important component to be analysed in the tests is an attenuator. An 
attenuator attenuates the incoming signal but it also produces thermal noise due to 
attenuation. The connecting cables work the same way. If noise temperature Tin is 
connected to the input of an attenuator or a cable then at the output is [3] 
 
phys
in
out TLL
T
T 


++=
11 , (2-25) 
 
where L is the attenuation of the attenuating element and Tphys is the physical 
temperature of the attenuating element. Attenuation can be measured by 
determining the S21 parameter of the component. 
2.6 Stability of Radiometer 
There are always gain fluctuations in a receiver, no matter how good RF parts are 
being used and how well the radiometer is temperature-stabilised. Also if the 
physical temperature changes not only the gain changes but also the behaviour of 
the radiometer changes. There are methods for cancelling these effects, as 
described in section 2.2, but they are never ideal and the degree of stability must 
be characterised. 
 
Stability can be evaluated by measuring a stable target for a long period of time 
and examining the changes in the output or a better defined method like the Allan 
variance described in the following section can be used. 
2.6.1 Allan Variance 
Allan variance is a statistical tool originally developed by David W. Allan [4] to 
characterize the frequency stability of clocks. However, it can also be applied to 
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evaluation of the stability of systems [6] (i.e. calculated in time domain instead of 
frequency domain) and, therefore, it is introduced here. 
 
The idea is to calculate the Allan variance of measurement results of a stable 
source as a function of integration time. In this way the optimum integration time 
is determined. 
 
As seen in Equation (2-12) the sensitivity of a radiometer would converge to zero 
with an infinite integration time if the noise of the radiometer were totally 
uncorrelated i.e. white noise. However, the noise in a radiometer consists of three 
components, namely: low-frequency drift (correlated noise), 1/f electronic noise 
and white noise (uncorrelated). There is an optimal integration time after which 
observing efficiency is lost due to the drift. In [6] the Allan variance is given as 
 
( ) ( )∑
=
+ −≅
m
k
kk
y
yy
m
m
1
2
12
2
1
σ  (2-26) 
 
where yk is one averaged period and m is the number of averaged periods. ky  is 
defined as follows: 
 
∑
+−=
=
kn
nki
ik y
n
y
1)1(
1
 (2-27) 
 
where k is the number of averaged period, n is the number of samples in one 
averaged period, i is number of a sample and y is a sample. The parameters are 
clarified in Figure 2-7. 
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Figure 2-7. Parameters for Allan variance. The signal is integrated over an interval τ by 
the radiometer and then the result is further integrated over an interval τA in order to 
calculate the Allan variance. 
 
From the calculation of Equation (2-26) the so-called Allan plot may be drawn 
(Figure 2-8). The optimal integration time is found at the minimum of the curve. 
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Figure 2-8. Allan plot (left) and the error for the mean of several individual 
measurements, σE (right) [6]. In the Allan plot the optimal integration time is  
found at the minimum of the curve. The error plot demonstrates that the  
reliability of the mean severely decreases for longer integration times. 
 
2.7 Radiometer Calibration 
2.7.1 Total Power Radiometer 
Usually the detector of a radiometer is assumed to behave in a liner manner i.e. 
the output of the radiometer has a straight-line relationship to the received power 
[1]. In this situation one has to know only two points from the line, that we here 
call calibration line, to know the brightness temperature of the measured target for 
every output in a certain range (Figure 2-9). 
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Figure 2-9. Calibration line of a radiometer in principal. Detection of the radiometer is 
assumed to behave in a linear manner. 
 
There has to be at least two targets whose brightness temperatures are known for 
defining the calibration line. These calibration targets are often called hot and cold 
load. The response of a linear radiometer is defined as [1] 
 
)( bTaV inout +=  (2-28) 
 
where a and b are the constants for each known value of Vout and Tin. Vout is the 
output of the receiver (often volts) and Tin is the noise temperature incident on the 
radiometer. In principle b is known for balanced Dicke radiometers [1] and only 
one calibration measurement would be enough to determine the value of a (see 
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Section 2.7.2). The formulas from [1] can also be written in a more illustrative 
form 
 
BATabaTV ininout +=+=  (2-29) 
 
where A is the rise factor and B is now the offset of the line describing the 
response of the radiometer. A and B can be calculated from the calibrations in the 
following manner. If 
 
BATV
BATV
c
cal
c
out
h
cal
h
out
+=
+=
 (2-30) 
then 
c
cal
h
cal
c
cal
h
out
h
cal
c
out
c
cal
h
cal
c
out
h
out
TT
TVTV
B
TT
VV
A
−
−
=
−
−
=
 (2-31) 
 
where Tcal is the noise temperature coming into the radiometer during calibration 
procedure. Superscripts h and c denote the hot and cold load, respectively. 
2.7.2 Noise Injection Radiometer 
Calibration of a noise injection radiometer is much simpler than that of a total 
power radiometer. The calibration requires only one known target with which the 
noise temperature coupled to the antenna channel, through the directional coupler, 
can be accurately determined [1]: 
 
η
Aref
N
TT
T
−
= , (2-32) 
 
where Tref is the reference load noise temperature, TA is the antenna temperature 
and η is the length of the antenna injection pulse determined as: 
 
DN ft2=η , (2-33) 
 
where fD is the Dicke frequency and tN is the length of the noise injection pulse, 
which is the output of the noise injection radiometer. 
2.8 MDPP-2 NIR 
The noise injection radiometer is required for the MIRAS aperture synthesis 
radiometer for two reasons [9] 
 
1.  To measure the antenna temperature with fully polarimetric capability 
during the measurement phase of the whole MIRAS instrument. 
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2.  To measure the output of the first correlated noise source i.e. the centralized 
noise source during the calibration phase of the whole MIRAS instrument. 
 
The radiometers of MIRAS are composed of LICEF receivers and horizontally 
and vertically polarised antenna. The noise injection radiometer of the MDPP-2 is 
built around two LICEF units, so that one is for receiving the horizontal 
polarisation and the other is for receiving the vertical polarisation. LICEF 
receivers measure at a frequency of 1.4 GHz with a down-converted Intermediate 
Frequency (IF) of 8-27 MHz. The IF signal is taken for four actual outputs and for 
two test outputs. The outputs are:  
 
• PMS1, which is the detector output for total power measurement 
• PMS2, which is the detector output for noise-injection control circuitry 
• DI, which is the one-bit digitised in-phase signal for correlator 
• DQ, which is the one-bit digitised quadrature phase signal for correlator 
• TI, which is the in-phase IF signal  
• TQ, which is the quadrature phase IF signal 
 
One-bit digitising means that the signal is sampled either as zero or as one 
depending on the level of the signal. This is effectively the phase information of 
the signal and it is used by the Digital Correlator System (DICOS), resulting as 
one-bit two-level correlation (1b2L), in order to calculate the Stokes parameters as 
introduced below. The in-phase signal means a signal that is not phase shifted and 
the quadrature phase signal means a signal that is phase shifted 90 degrees from 
the original. These properties are also needed for Stokes parameter retrieval. The 
outputs can be found in the block diagram of the NIR, which is presented in 
Figure 2-10. 
 
The goal of the polarimetric measurements is to calculate the third and fourth 
Stokes parameters (see Section 2.1.5). For ideal noise free horizontally and 
vertically polarised radiometer measurement the parameters may be written [9]: 
 
iqVantHant
iiVantHant
TTT
TTT
,
04
,03
2
2
µ
µ
=
=
 (2-34) 
 
where µ0|i,i is the ideal 1b2L correlation coefficient of the I-output  of the H-
channel and I-output of the V-channel and µ0|q,i is the 1b2L ideal correlation 
coefficient of the Q-output the H-channel and I-output of the V-channel. 
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Figure 2-10. Block diagram of NIR, in which the horizontal and vertical channels are 
depicted. The noise-injection measurement output of both channels of NIR is taken from 
the Serial IO line on the right and total power measurement of NIR is taken from the 
PMS1 outputs of horizontal and vertical channel. Notice the switches Dicke Switch inside 
the LICEF units and Noise Injection Switch after the noise modules. 
2.8.1 Stokes Parameters in MDPP-2 NIR Total Power Mode 
MDPP-2 NIR can also operate in total power mode, in which Dicke and noise 
injection operation is not in use. For the total power measurement of NIR the ideal 
correlation coefficient µ0 of Equation (2-34) is defined from the following relation 
[9]: 
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0
~µµ g= , (2-35) 
 
where µ is the real measured correlation coefficient and the modulus term g~  is 
defined as [9] 
 
HrecHant
Hant
VrecVant
Vant
FW TT
T
TT
T
gg
++
=
~
, (2-36) 
 
in which gFW is the so-called fringe-washing factor (see Sections 2.8.3 and 2.8.4). 
When the above equations are applied to Equation (2-34) the following result is 
derived: 
 
iqVrecVantHrecHant
FW
iiVrecVantHrecHant
FW
TTTT
g
T
TTTT
g
T
,
4
,3
2
2
µ
µ
++=
++=
, (2-37) 
 
from which the Stokes parameters may be determined when the horizontal and 
vertical brightness temperatures and correlation coefficient are measured and the 
noise temperatures of the two channels are known. In total power mode the 
quantizer and the correlator operate on the basis of the following equations: 
 



= Z
2
sin piµ  (2-38) 
where 
( )( ) ( )( )∑
=
=
N
i
ii tysigntxsignN
Z
1
1
 (2-39) 
 
in which x(t) and y(t) are the input signals being digitised and correlated and N is 
the number of samples being correlated. 
2.8.2 Stokes Parameters in MDPP-2 NIR Noise-Injection Mode 
Normally MDPP-2 NIR operates in noise-injection mode. The equations above 
hold for total power mode but for noise-injection mode the correlation coefficient 
are not defined equally because the Dicke reference load is measured and 
additional noise is injected. For the noise-injection measurement of NIR the ideal 
correlation coefficient µ0 of Equation (2-34) is defined using the following 
relation [9] 
 
0
~ µµ kk g= ,     k=1,2,3,4 (2-40) 
 
in which indices 1 through 4 are time steps in Dicke cycle and are defined here as 
follows: 
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1. Measurement of Dicke load 
2. Antenna measurement with noise injection to both channels (horizontal 
and vertical) 
3. Antenna measurement with noise injection to one channel (only horizontal 
or vertical) 
4. Antenna measurement without noise injection 
 
and the so-called modulus terms are defined as follows for the case the noise 
injection pulse is longer in channel V: 
 
HNHrecHant
Hant
VNVrecVant
Vant
FW TTT
T
TTT
T
gg
++++
=2
~
 (2-41) 
HrecHant
Hant
VNVrecVant
Vant
FW TT
T
TTT
Tgg
+++
=3
~
 (2-42) 
HrecHant
Hant
VrecVant
Vant
FW TT
T
TT
Tgg
++
=4
~
 (2-43) 
 
where gFW is the fringe-washing factor (see Equation (2-47)). In the case when the 
noise injection pulse is longer in channel H it is just needed to exchange ‘V’  and 
‘H’  in Equation (2-42). 
 
µ0 is here the real correlation coefficient that would be measured if an ideal and 
completely noise-free version of the NIR was operated in total power mode and 
can be solved from the following equation, which is the real-valued correlation 
measured with the real NIR: 
 
( ) ( ) ( ) 


++= −−−
N
N
g
N
N
g
N
N
gk
4
04
13
03
12
02
1 ~sin~sin~sinsin µµµµ , (2-44) 
 
where N is the number of samples during the whole Dicke cycle and N2, N3 and N4 
are the number of samples during the respective step. 
 
In the noise-injection mode the correlator is assumed to operate on the basis of the 
following equations: 
 



= kk Z2
sin piµ  (2-45) 
where 
( )( ) ( )( )∑
=
=
kN
i
ii
k
k tysigntxsignN
Z
1
1
 (2-46) 
 
in which k represents the Dicke cycle step. The Stokes parameters of Equation 
(2-34) can now be solved when µ|i,i, µ|q,i, N, N2, N3, N4, 2~g , 3~g  and 4~g  are 
known. 
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2.8.3 Calculation of Fringe-Washing Function 
The fringe-washing function is defined for two non-identical receivers as the 
equivalent low-pass signal, with respect to the reference centre frequency f0, of the 
cross correlation between the analytic frequency responses of the two receivers, 
normalised to its maximum value [10]. The fringe-washing function can be 
determined with two methods: in this Section the method based on the frequency 
responses of the receivers is presented and in the next the method based on the 
correlation coefficient measurement is discussed. 
 
An analytical formula for the fringe-washing function [10] applied for the H- and 
V-channels can be written as: 
 
( ) ( ) ( )∫∞
−
++=
0
2
0
*
,0,
1
f
fj
VnHn
VH
FW dfeffHffHBBg
τpiτ  (2-47) 
 
where BH and BV are the bandwidths of the H- and V-channels, respectively; Hn,H 
and Hn,V are the normalised frequency responses of the H- and V-receivers, 
respectively and τ is the time delay between the receivers. The bandwidths and the 
frequency responses are measured e.g. with a vector network analyser (VNA).  
2.8.4 Measurement of Fringe-Washing Function 
In this section the fringe-washing function gFW is determined using a method 
introduced for aperture synthesis radiometry [14]. Correlated noise is injected to 
the receivers and the receiver output cross-correlations at different time delays are 
measured.  
 
The complex cross correlation between the analogue outputs of H- and V-channel 
is [14] 
 
( ) ( ) ( )[ ] τpiτττ 02 fjhHhVnHnVsHsV eR −∗Γ=Γ  (2-48) 
 
where RhHhV(τ) is the cross correlation between the frequency responses and ΓnHnV 
is the cross correlation of the noise at the input of the receivers. It is shown [14] 
that  
 
( ) ( )ταατ FWVHVHNBsHsV gBBTk2=Γ  (2-49) 
 
where kB is the Boltzmann’ s constant; TN is the noise injected into the receivers; 
BH and BV are the bandwidths of the H- and V-channel receivers, respectively; αH 
and αV are the maximum modulus of the voltage gains of the H- and V-channel 
receivers, respectively and gFW(τ) is the fringe-washing function. 
 
The cross correlation of the 1-bit digitised version of the receiver outputs is a 
function of the normalised cross correlation of the corresponding analogue signals  
 
  21 
( ) ( )( ) ( )00arcsin
2
sVsH
p
sHsVp
dHdV
ΓΓ
Γ
=Γ τ
pi
τ , (2-50) 
 
in which superscript p denotes the real or imaginary part, Γs(τ) is the 
autocorrelation function of the analogue signals and 
 
( ) ( ) VHVHVrecHNBVsH BTTk //// 20 α+=Γ , (2-51) 
 
where Trec is the receiver noise temperature. Now ( )τpdHdVΓ  can be written as 
 
( ) ( )( ) ( )



++
=Γ τ
pi
τ pFW
VrecNHrecN
Np
dHdV gTTTT
T
arcsin2 , (2-52) 
 
from which the fringe-washing function can be solved yielding 
 
( ) ( )( ) ( )

 Γ++= τpiτ pdHdVVrecNHrecN
N
p
FW TTTTT
g
2
sin1 . (2-53) 
 
The above equation shows that the fringe-washing function can be determined 
when the noise TN injected into the receivers and their noise temperatures Trec are 
known and the cross correlation of the output is measured for all values of the 
delay τ. 
 
In a so-called 3-delay method [14] the cross correlation is measured only with 
three different delays, namely early (τ=-T), punctual (τ=0) and late (τ=+T). The 
method relies on the fact that the frequency responses of the two receivers (H and 
V) are fairly close to a nominal one (rectangular). 
 
If the frequency responses of the receivers were ideal i.e. rectangular shaped, the 
corresponding ideal fringe-washing function would be the well-known sinc 
function. However the actual receiver frequency responses are not perfectly 
rectangular and they also differ from each other in the cut-off frequencies, noise 
equivalent bandwidths, bandpass shapes and group delays. This results in a fringe-
washing function that is not a pure sinc function, but since the frequency 
responses are close to the nominal one also the fringe-washing function is close to 
the nominal sinc function. With the measurements of three different delays a sinc 
can be fit in amplitude as a good approximation to the actual fringe-washing 
function. 
 
The following equations are used in the approximation of the real fringe-washing 
function [14] (second order polynomial is used in phase fitting): 
 
( ) ( )( )CBAg FW −≈ 3,2,13,2,1 sinc ττ  (2-54) 
 
( ) FEDg FW ++≈ 3,2,12 3,2,13,2,1arg τττ  (2-55) 
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where τ1,2,3 corresponds to the delay values of -T, 0, +T. With DICOS-3 it is 
convenient to use T = 17.9 ns, which is the sampling frequency of its channels. 
Coefficients A, B and C can be found numerically and coefficients D, E and F 
require solving the following linear system: 
 
0
20
1
2
1
2
Φ=


 Φ+Φ
=


 Φ−Φ+Φ=
−
−
F
T
E
T
D
TT
TT
 
(2-56) 
 
where Φ is the measured phase arg gFW at the given delay. The real cross 
correlation must be regarded as noisy due to the finite integration time of the 
correlator. This adds uncertainty to the above approximation. 
2.8.5 MDPP-2 NIR Calibration  
The calibration procedure of MDPP-2 NIR will consist of the following steps 
[18]: 
 
A. First the normal noise-injection measurement of NIR is calibrated by 
obtaining the injection noise temperatures as introduced in Section 2.7.2. 
 
B. The I- and Q-signals of both channels are digitized with quantizers that 
have offsets. Thus the normalized quantizer offset voltages have to be 
solved. 
 
Both channels are set to measure the reference loads and each of the four 
digital outputs are correlated with a signal that is continuously 1 or 0 
(property of DICOS).  The normalized quantizer voltage offsets are now 
obtained from: 
 
,
2
pi
µ
σ ii
ia ±=   i = 1,2,3,4 (2-57) 
 
where ai is the offset voltage for quantizer i, σi is the standard deviation of 
the signal at the quantizer and µi is the measured correlation coefficient. 
The signal levels in both channels are taken from the power detector 
outputs. 
 
C. The receivers’  I- and Q-signals have phase errors. The in-phase error is the 
phase difference between the receivers’  I-signals and the quadrature error 
is the phase difference deviation from 90 degrees of the I- and Q-signals of 
a receiver.  
 
Both channels are set to measure continuously the calibration network 
noise and the correlations and the detector output voltages in the both 
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channels are measured. Now the offsets ai/σi that were obtained in step B 
are corrected to account for the new power level. The offset correction is 
done by solving the following kind of equations: 
 
  
( ) ( ) 



++
−
−=
−−
ji
ji
j
jij
i
iij
ij
ij
raw
ij
aaaa
σσσ
µ
σ
µ
µ
µµ
2
12
1
sinsin 2
2
2
2
2
11
, (2-58) 
 
where rawijµ  is the measured correlation and µij is the true correlation of 
quantizer outputs i and j. Then the quadrature errors of both channels are 
solved: 
 
( )
( )HqHiquadH
VqVi
quad
V
,
1
,
1
sin
sin
µθ
µθ
−
−
−=
−=
 (2-59) 
 
and the in-phase error between the channels is obtained from the phase of 
the complex correlation, after removing the quadrature errors as follows: 
 
oldqi
ii
newqi
ii 


=


−
µ
µ
µ
µ 1Q    and   
oldiq
qq
newiq
qq 


=


−
µ
µ
µ
µ 1Q  (2-60) 
 
in which  
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1
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Q . (2-61) 
 
Q –1 is calculated in Section 4.4.3. 
 
D. The receiver noise temperatures have to be solved in order to solve the 
modulus terms of NIR. 
 
The measurement results from steps B and C are applied to the Y-factor 
method introduced in Section 2.3 in order to calculate the receiver noise 
temperatures of the both channels, that is HrecVrecT ,′ . Then the noise 
temperatures that describes the whole antenna-receiver system for both 
channels are solved using the following equation 
 
( ) physphysHrecVrec
HV
HV
HrecVrec TTTG
G
T −+′
′
=
,
,
,
,
, (2-62) 
 
where the GV,H’ /GV,H are ratios describing the gain difference between 
using the calibration port and using the antenna as the input port for V- 
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and H-channels, respectively and Tphys is the physical temperature of the 
antenna and the calibration network connection. 
 
E. The fringe-washing factor has to be solved in order to find the modulus 
terms of NIR. It is determined by using the 3-delay method introduced in 
Section 2.8.4. 
 
F. Finally the 3rd and 4th Stokes parameters can be calibrated and measured. 
They are solved from the following equation: 
 
443322
43 ~~~
2
NgNgNg
NTTjTT HantVant
++
=+
µ
, (2-63) 
 
in which µ is the measured offset (step B), in-phase and quadrature (step 
C) corrected correlation coefficient of the target, TVant and THant are the 
measured brightness temperatures at both polarisations (step A) and 2~g , 
3
~g  and 4~g  are the calculated modulus terms (steps D and E, see Equations 
(2-41) to (2-43)). The values of N, N2, N3 and N4 are determined from the 
NIR output. 
2.9 Data and Error Analysis 
In this section a closer look is taken at the theory of measurement results analysis 
and error estimation.  
2.9.1 Basic Statistical Tools 
Standard Deviation 
According to [8] the standard deviation can be defined as  
 
( )2µσ −≡ ix  (2-64) 
 
where xi is one sample, i is the number of a sample and µ is mean of x that is 
 
x≡µ  (2-65) 
 
In the above equations the brackets denote infinite time average and they can be 
approximated with a finite sum. Thus µ can be written as the sample mean x , 
which is [8] 
 
∑= ixNx
1
 (2-66) 
 
and the standard deviation for discrete finite data set can be written as [8] 
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( )∑ −
−
=
2
1
1
xx
N
s i  (2-67) 
 
where the factor N-1, rather than N, is required in the denominator to account for 
the fact that the parameter x  has been determined from the data not 
independently. 
Linear-correlation Coefficient 
A measure for overall linearity of a combined data set can be found. In other 
words, for data set y, dependency (in linear manner) on another data set, say x, 
can be calculated. The dependency is called linear-correlation coefficient [8] and 
is defined as 
 
( ) ( )∑ ∑∑∑
∑ ∑ ∑
−−
−
=
2222
iiii
iiii
yyNxxN
yxyxN
r  (2-68) 
 
where r is linear-correlation coefficient, y is the dependent variable, x affecting 
variable and N is the number of samples. 
2.9.2 Error of Measurement 
In the error analysis the standard propagation of error will mainly be used. It is 
defined as [8] 
 
( ) ∑
=




∂
∂∆=∆
n
i xxxi
in
n
x
f
xxxxf
1
2
,..,
21
00
2
0
1
,...,  (2-69) 
 
where the superscript 0 denotes the value of the variable at the point in which the 
uncertainty of f is evaluated. 
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3 DESCRIPTION OF MEASUREMENTS 
In this chapter the required measurements for solving radiometer properties are 
described. 
3.1 Overview of Test Procedure  
In the tests the following measurements are needed: 
 
• Measurement of two known loads in controllable ambient temperature: 
With this measurement the system noise temperature can be determined 
using the Y-factor method. Theoretical sensitivity can be calculated with 
the system noise temperature and sensitivity based on measurements is 
solved from measured standard deviation. Stability is determined in 
constant ambient temperature and in varying ambient temperature. 
• Measurement of a changing load: 
The linearity of NIR can be found by measuring known alternating input 
power. 
• Measurement of absorber targets and sky: 
With measurements of the absorber targets the measurements of the 
system noise temperature, sensitivity and stability may be further 
evaluated. Sky measurements are also important for NIR calibration 
accuracy evaluation. 
• Measurement of controllable polarimetric loads:   
By measuring controllable polarimetric loads the polarimetric operation of 
NIR can be determined.  
• Measurement of controllable polarimetric antenna load: 
With polarimetric antenna loads final conclusions about the ability of NIR 
to measure the Stokes parameters can be drawn. Validation of the 
calibration procedure is also an important application of this measurement. 
 
The following text describes the hardware and methods required for the 
measurements. These configurations will be referred to as Configuration A, 
Configuration B and so on up to Configuration G. Table 3-1 below is used as a 
reference throughout the text indicating which radiometer properties and which 
measurement configurations are concerned. The left-hand side shows the 
radiometer properties that are to be solved i.e. the goals of the tests. 
 
Table 3-1. Description of which measurement configuration is needed 
 for determining certain radiometer property. 
CONFIGURATION A B C D E F G 
System Noise Temperature  X      
Sensitivity  X   X   
Linearity   X     
Polarimetric Properties X X  X  X  
Stability  X   X   
Calibration Accuracy X X X X X X X 
Absolute Accuracy X X X X X X X 
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3.2 Data Formats and Recording 
Control and recording equipment of the measurement configurations can consist 
of variable components and devices but all the measured data, for instance 
temperatures and radiometer data, have to be accurately synchronised. The data 
should also be made available for normal PCs (e.g. in standard ASCII format) for 
universal compatibility and ease of use. 
3.2.1 Test Setup in General 
The NIR test setup from the measurement signal point of view is presented in 
Figure 3-1 [12]. All the measurements are logged to one PC, which can also 
control the switches and attenuators in the measurement configurations. The 
“measurement control and recording” block of the measurement configurations 
(e.g. Figure 3-4) include all the blocks of Figure 3-1 except the NIR and CNS 
(Calibration Network Simulator). The equipment of Figure 3-1 consists of the 
NIR EGSE (Electronic Ground Support Equipment) system [12]. 
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Figure 3-1. Schematic diagram of NIR test setup [12]. The equipment on the right-hand 
side in the figure is the EGSE [12]. Note that the cables between NIR and EGSE have to 
be at least 10 meters long in order to make the measurement possible in different kind of 
environments with adequate disturbance shielding. 
  
3.2.2 NIR Data Format 
MDPP-2 NIR data includes the measured power from H- and V-channel (raw 
noise injection pulse length (NH and NV) and calibrated brightness temperature 
calculated in the NIR Control Unit if the calibration values are available), 
measured total power (PMS1) from H- and V-channel, temperatures from 6 
temperature sensors, measurement mode flag and correlation coefficients from 
DICOS-3 (µHiVi, µHqVi, µHiVq, µHqVq, µHiHq, µViVq, µHi0, µHq0, µVi0 and µVq0). The last 
four correlation coefficient values are the correlations with zero signal and they 
are used in calibration for quantizer offset voltage solving (Section 2.8.5). 
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The data logging system of the NIR will be such that all the data, except the 
DICOS-3 output, is saved in one file including date, time and a running sample 
number. The DICOS-3 data is then applied and the Stokes parameters can be 
calculated. 
3.2.3 Test Measurement Data Handling 
The test measurement equipment produces data consisting generally of 
temperatures, switch state and attenuator state information. All these will be 
logged into the same file for each measurement to simplify the analysis. 
 
The logging program has to be able to run simultaneously with the NIR logging 
program in order to synchronise all the data easily. Of course, two computers can 
be used but then extra care has to be taken to synchronise the measurements 
accurately.  
3.3 NIR Antenna Branch Measurements 
In these measurements the effects of connections between the antenna and the 
receiver are examined. The antenna branch of the NIR is under focus since its 
properties play a key role when the antenna temperature is determined [9]. In the 
measurements a VNA is used to determine the reflection and transport 
coefficients (see Section 2.5) of the branch as seen from the receiver and to the 
receiver (Figure 3-2). Both channels are measured. The measurement equipment 
includes the following: 
 
• NIR (antenna branch cabling detached from the receiver and noise-
injection circuit unit) 
• Absorber load for antenna termination 
• Matched termination 
• VNA. 
 
In the first and second measurements (Figure 3-2) the absorber is placed in front 
of the antenna as in standard antenna impedance measurements (e.g. [3]). In the 
second measurement the reflections of the connections of the antenna branch are 
determined. In the third measurement the transmission coefficients of the branch 
are determined. In the fourth measurement the coupling of the coupler from the 
noise-injection source to the antenna branch is measured in order to get a reliable 
value (i.e. not based on specifications) for this, since it is a crucial component 
when the antenna temperature is evaluated. 
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Figure 3-2. Configurations for antenna branch measurements. Measurement 1 
 serves as a reference for the measurement 2 where the antenna connection 
 reflection, seen by the receiver, is measured. In measurement 3 the line 
 between the antenna and receiver is investigated and in measurement 4  
coupling of the noise-injection coupler is determined. 
 
Measurements are performed at a temperature around 23-26°C since that is the 
operational temperature of the NIR [9]. The measurements produce knowledge 
about the antenna branch reflection coefficient of which may prove to be crucial 
when tracing possible problems in the NIR operation. 
3.4 Measurement A: Frequency Response  
In this configuration NIR receiver channels are measured end-to-end with a VNA 
in order to find out the phase and frequency response. Also in-phase error, 
quadrature error and fringe-washing function (see Section 2.8) of the receivers can 
be calculated from these measurements. Table 3-2 is summary of NIR properties 
that can be solved with this setup. 
 
Table 3-2. Radiometer properties solved using Measurement Configuration A  
 A B C D E F G 
System Noise Temperature  X      
Sensitivity  X   X   
Linearity   X     
Polarimetric Properties X X  X   X 
Stability  X   X   
Calibration Accuracy X X X X X X X 
Absolute Accuracy X X X X X X X 
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Figure 3-3. Schematic diagram of the measurements with a VNA.  
VNA has to be synchronised with the NIR LO signal. 
 
Configuration 
In this configuration NIR is connected to the VNA and measurement PC (Figure 
3-3). The VNA will be equipped with an internal mixer so that the response of the 
IF channels can be measured directly. The mixer is synchronised with the local 
oscillator of the NIR. NIR noise-injection operation is off and the measurement is 
made with I- and Q-signals of the two channels (see Section 2.8). The temperature 
information of the NIR and its ambient is recorded. The equipment needed to 
perform the measurement is listed below: 
 
• NIR in temperature controllable housing 
• VNA 
• CNS 
• Equipment to record the results.  
 
See Appendix D for details on the selection of components and devices. The 
configuration produces the following data: NIR ambient temperature and standard 
VNA data. Data handling and storing is considered in more detail in Section 3.2. 
1. S-parameter Measurement Routine without Noise from CNS 
The NIR is turned on and the output is connected to a VNA. Before the 
measurement the full S-parameter calibration of the VNA is performed. The CNS 
is off. Full TI- and TQ-output S-parameter measurements are performed for both 
channels of the NIR. The measurement is repeated at four different temperatures, 
because connection matching in general is very temperature dependent and it has 
strong effect on signal phase. The temperatures are 18°C, 23°C, 26°C and 31°C 
(23-26°C is the NIR operational range [9]). 
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2. S-parameter Measurement Routine with Noise from CNS 
This measurement is like the previous, but now the CNS is kept on to see its effect 
on the measured frequency and phase response.  
3.5 Measurement B: Basic Configuration 
First the radiometer shall be tested without antennas. This allows identification of 
additional disturbances caused by the antenna. 
 
Table 3-3. Radiometer properties solved using Measurement Configuration B. 
 A B C D E F G 
System Noise Temperature  X      
Sensitivity  X   X   
Linearity   X     
Polarimetric Properties X X  X   X 
Stability  X   X   
Calibration Accuracy X X X X X X X 
Absolute Accuracy X X X X X X X 
 
These measurements require two matched loads at different temperatures: at the 
room temperature and at the temperature of liquid nitrogen (Figure 3-4). 
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Figure 3-4. Measurement configuration using matched loads. The cold load is a matched 
termination sunk in liquid nitrogen (Appendix A) and the hot load is a matched 
termination in room temperature with temperature measurement sensor. The loads are 
connected to the NIR using a PC controlled switch. S-parameters of the chain are 
measured before the actual measurements. 
 
Configuration 
The temperature of the hot load has to be accurately known and recorded with a 
high temporal resolution (at least every 10 seconds). The cooling of the cold load 
is difficult to realise automatically. When the load is sunk in a container filled 
with liquid nitrogen, the problem is the filling of the container. That is easily done 
on regular basis aside other work but automatic operation, e.g. during nights, is 
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difficult. Considerations about realising a cold load are introduced in Appendix A. 
The measurement configuration consists of the following items (see Figure 3-4): 
 
• NIR in temperature controllable housing 
• Matched load in liquid nitrogen (Appendix A) 
• Matched load in room temperature 
• Electronically controlled switch 
• CNS 
• Power meter 
• Equipment to control the switch and record the results. 
 
The selection of the components and devices is considered in Appendix D. A 
rather complicated data set is gathered during the measurements including 
standard NIR data (Section 3.2.2), temperature of the hot load, NIR ambient 
temperature and switch status. Data handling and storing is considered in more 
detail in Section 3.2. 
 
In the following a closer look is taken at each measurement routine made with this 
configuration. Notice again that the motivation for these different routines is fully 
revealed in Chapter 4. All the measurements are performed for both channels. 
1. Total Power Mode Measurement at a Constant Ambient Temperature  
This measurement routine is performed in the total power mode in order to find 
out the total power behaviour and the noise temperature of the receiver. The 
switch connected to the receivers is turned to the hot and cold load every 20 
seconds during a 60-minute measurement period. The measurement is repeated 
three times. The CNS is off. The NIR ambient temperature NIR is kept stable 
(within 0.2°C) somewhere between 23°C and 26°C [9]. 
2. Varying Temperature Measurement in Total Power Mode 
This measurement routine uses the NIR total power mode. The CNS is turned off 
all the time. The switch connected to the receivers is turned to the hot and cold 
load every 20 seconds during each measurement period. Two kinds of 
measurements are performed: 
 
For the first measurement the ambient temperature is brought up to 50°C and 
lowered to 5°C 4 times so that the temperature is changed in 5°C steps and every 
step is measured 5 minutes.  
 
The second time the temperature is varied from 23°C to 26°C 8 times. This is the 
predicted temperature range for the final NIR [9]. Now the temperature is changed 
in 1°C steps and every step is measured for a period of 5 minutes. 
3. Long Duration Measurement in Total Power Mode  
This measurement is also made in the total power mode. The switch is removed 
from the measurement configuration and the hot load is measured for 24 hours. 
The CNS is off. The ambient temperature is kept stable (within 0.2°C) somewhere 
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between 23°C and 26°C [9]. Based on this measurement the Allan variance of the 
receivers can be determined (see Section 2.6.1). 
4. Total Power Mode Measurement of an Active Noise Source  
In this routine the correlated noise of the CNS is measured in total power mode. 
The cold and hot external sources are also measured from time to time to control 
the gain fluctuation of the receiver. The following procedure will be performed: 
 
Brief duration measurement of the hot load, brief duration measurement of the 
cold load followed by long time measurements of the CNS.  
 
This procedure is repeated continuously during a one-hour period, which will be 
repeated three times. The ambient temperature is kept stable (within 0.2°C) 
somewhere between 23°C and 26°C [9]. This measurement provides also data for 
solving the polarimetric properties (Section 4.4). 
5. Noise-injection Mode Measurement at a Constant Ambient Temperature 
Normal noise-injection operation of the radiometer is used in this routine. The 
switch connected to the receivers is turned to the hot and cold load every 20 
seconds during each measurement period. The length of the measurement period 
is 2 hours and the period is repeated four times. The CNS is turned on for two of 
the measurements and for the other two off. This is done to observe possible 
effects of the high power noise at the input of the Dicke switch (Figure 2-10). The 
absolute ambient temperature should be kept stable (within 0.2°C) somewhere 
between 23°C and 26°C [9]. 
6. Noise-injection Mode Measurement in Varying Ambient Temperature 
The normal noise-injection routine is being used. The CNS is off. The switch 
connected to the receivers is turned to the hot and cold load every 20 seconds 
during each measurement period. Two kinds of measurements are performed: 
 
For the first measurement the ambient temperature is brought up to 50°C and 
reduced to 5°C 4 times (sequence defined as before) so that the temperature is 
changed in 5°C steps and every step is measured for 5 minutes.  
 
The second time the temperature is varied from 23°C to 26°C [9] 8 times 
(sequence defined as before). Now the temperature is changed in 1°C steps and 
every step is measured for 5 minutes  
7. Long Duration Measurement in Noise-injection Mode 
Normal noise-injection operation is being used and the switch is removed from 
the configuration and the hot load measured 24 hours. The CNS is off all the time. 
The measurement is done once. The ambient temperature is kept stable i.e. within 
0.2°C somewhere between 23°C and 26°C [9]. This measurement provides data 
for the calculation of the Allan variance in noise-injection mode (Section 2.6.1). 
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8. Measurement of Noise Source in Noise-injection Mode 
In this routine the correlated noise of the CNS is measured in noise-injection 
mode. The cold and hot external sources are also measured to get a reference for 
the measurement. The following procedure will be performed:  
 
Brief duration measurement of the hot load, brief duration measurement of the 
cold load following long duration measurements of the CNS.  
 
This procedure is repeated continuously during a one-hour period, which will be 
repeated three times. The ambient temperature is kept stable (within 0.2°C) 
somewhere between 23°C and 26°C [9]. This routine provides also data for the 
polarimetric properties analysis in Section 4.4. 
3.6 Measurement C: Linearity 
In this configuration the main objective is to establish the degree of linearity of 
the received power detection in the both total power and noise injection mode.  
 
Table 3-4. Radiometer properties solved using Measurement Configuration C 
 A B C D E F G 
System Noise Temperature  X      
Sensitivity  X   X   
Linearity   X     
Polarimetric Properties X X  X   X 
Stability  X   X   
Calibration Accuracy X X X X X X X 
Absolute Accuracy X X X X X X X 
 
The radiometer is connected to a controllable noise source and to a stable matched 
load. As a result a curve describing the response of the radiometer as function of 
the incoming power can be defined. 
 
A major source of error is the attenuator. Therefore it is essential to determine the 
attenuation in every position. Also every route the signal goes in the connecting 
network (switch, attenuator, power divider) will be measured using a VNA, as 
explained in Routine 1. This produces a data set that is used for the linearity 
analysis. 
Configuration 
The controllable noise source is realised by connecting the receivers to a cold load 
and an active noise source through a switch and a controllable attenuator. When 
the switch is turned to the cold load and the attenuation is increased the noise 
temperature seen by the receiver increases and when the switch is turned to the 
active noise source and the attenuation is increased the noise temperature seen by 
the receivers decreases. 
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Figure 3-5. Measurement configuration for linearity measurements. The controllable 
noise source is realised using an active noise source, a matched termination in liquid 
nitrogen, a switch and a controllable attenuator. The S-parameters of the connecting 
chain are measured for every position of the controllable attenuator. 
 
From time to time the switch is turned to the cold load position and the 
attenuation is turned to minimum in order to get a reference for the measurements. 
For another reference the switch is turned to the noise source, which is off, and 
the attenuation is turned to the maximum. In the latter case the receivers see a 
noise temperature equal to the physical temperature of the chain.  
 
The amount of attenuation and the physical temperature of the attenuator have to 
be known accurately because the whole analysis is based on the attenuation and 
noise temperature figure given by the attenuator. See Appendix A for realising the 
cold load. The measurement configuration consists of the following parts (Figure 
3-5): 
 
• NIR and the measurement chain in a temperature controllable housing 
• Matched load in liquid nitrogen (Appendix A) 
• Noise source 
• Electronically controllable attenuator 
• Electronically controllable switch 
• Power divider 
• CNS 
• Equipment to control the switch and the attenuator and to record the 
results. 
 
See Appendix D for more details about selection of the components and devices. 
The configuration produces the following data: standard NIR data, status of the 
switch, amount of attenuation of the attenuator, temperature of the attenuator and 
ambient temperature of the NIR. Data handling and storing is considered in more 
detail in Section 3.2. 
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1. VNA Measurement of the Connecting Network 
First the connecting network has to be measured using the VNA in order to know 
the accurate attenuation for every attenuator position. The following measurement 
procedure is performed: 
 
The VNA is connected to the cold load input and to the active noise source input 
of the switch and to the H-channel and V-channel output of the power divider. In 
this way there are four different combinations for the connections. Full S-
parameter measurement is performed with every possible attenuator state in every 
connection combination. 
 
The standard VNA data files produced by the above measurements are stored for 
analysis. The temperature of the components is kept stable during the 
measurement (within 0.2°C) somewhere between 23°C and 26°C [9] e.g. using 
the NIR temperature controlled NIR housing (Appendix D). 
2. Total Power Mode 
This whole measurement procedure is performed twice. On the first time the CNS 
is turned off and for the second time it is turned on in order to identify any effect 
it may have on the measurements. 
 
The linearity in total power mode should also be known. Therefore, the 
controllable noise source is also measured in total power mode. The steps are as 
follows: 
 
1. A brief measurement of the controllable noise source with the coldest 
input (cold load with minimum attenuation) for calibration 
2. A brief measurement of the controllable noise source so that the noise 
source is off and the maximum attenuation is selected (the chain works 
like a matched load) for calibration 
3. Measurement of the controllable noise source (noise source turned on)  
 
The steps are repeated four times. The idea is to increase and lower the noise 
temperature of the controllable noise source during every two measurement cycles 
i.e. 1 minute calibration (step 1 and 2), 30 minutes controllable noise source going 
up (step 3: 1 minute measurement at each attenuation), 1 minute calibration (step 
1 and 2), 30 minutes controllable noise source going down (step 3: again 1 minute 
measurement at each step) etc. The ambient temperature is kept stable (within 
0.2°C) at all times. 
3. Noise Injection Mode 
If the CNS had an effect on the measurement in the previous routine, this 
measurement will be repeated twice (CNS off and CNS on). In case there is no 
effect, only the measurement without the CNS is needed. This measurement 
routine is exactly the same as Routine 2, but now NIR is operated in the noise 
injection mode. 
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In the following measurements the CNS is kept off if it didn’ t have an effect on 
these two measurements. If the CNS did have an effect in the measurements, it is 
kept on in every routine if not otherwise instructed. 
3.7 Measurement D: Correlation Coefficient 
In this configuration different amount of noise is injected to the H- and V-
channels with alternating phase difference (Figure 3-6). When both magnitude 
and phase of the received noise is known the correlation coefficient can be both 
measured and calculated. 
 
Table 3-5. Radiometer properties solve using Measurement Configuration D  
 A B C D E F G 
System Noise Temperature  X      
Sensitivity  X   X   
Linearity   X     
Polarimetric Properties X X  X   X 
Stability  X   X   
Calibration Accuracy X X X X X X X 
Absolute Accuracy X X X X X X X 
 
The idea is to have the same amount of noise coming to both attenuators. If the 
attenuation is e.g. equal in the channels then both channels receive the same 
amount of noise yielding a well-defined correlation coefficient, assuming of 
course that also the phase difference is known (Section 4.4.6). 
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Figure 3-6. Measurement Configuration D is used for solving the polarimetric properties 
of NIR. The polarimetric input is created using a noise source, controllable attenuator 
and a phase shifter. Arbitrary polarimetric input for the receivers can then be selected. 
 
The routes of the signal from the noise source to the NIR, with all the possible 
attenuations, will be measured using a VNA so that the accurate attenuation of the 
noise signal is known (see the first measurement routine). The data set produced is 
then used for analysis. 
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Configuration 
The measurement configuration consists of the following parts (see Figure 3-5): 
 
• NIR and the measurement chain in temperature controllable housing  
• Noise source 
• Two electronically controllable attenuators 
• Electronically controllable phase shifter 
• Power divider 
• CNS 
• Equipment to control the attenuators and to record the results i.e. NIR 
and test equipment data. 
 
See Appendix D for selection of the components and devices. The configuration 
produces data including standard NIR data, NIR ambient temperature, attenuation 
of both attenuators and attenuator temperatures. Data handling and storing is 
considered in more detail in Section 3.2. 
1. VNA Measurement of the Connecting Network 
The connecting network has to be measured using a VNA in order to know the 
accurate attenuation for every attenuator state. The following measurement 
procedure is performed: 
 
The VNA is connected to the input of the power divider and to the H- and V-
channel output, in turn, of the connecting network. Full S-parameter measurement 
is performed with every possible attenuator state. 
 
The temperature of the components is kept stable during the measurement (within 
0.2°C) somewhere between 23°C and 26°C [9] e.g. using the NIR temperature 
controlled housing.  
2. Measurement of Correlation Coefficient in Both Modes 
First the correlation coefficient is examined in the total power mode. The 
measurement procedure consists of the following steps: 
 
1. Measurement through minimum attenuation in both channels and zero 
phase shift  
2. Minimum attenuation in H-channel and changing attenuation in V-channel 
3. Measurement through minimum attenuation in both channels and zero 
phase shift  
4. Minimum attenuation in V-channel and changing attenuation in H-channel 
5. Measurement through minimum attenuation in both channels and zero 
phase shift  
6. Minimum attenuation in both channels and changing phase in H-channel 
7. Measurement through minimum attenuation in both channels and zero 
phase shift 
 
  39 
At steps 2 and 4 the attenuation in the other channel is raised and lowered twice so 
that with each amount of attenuation the measurement time is 30 seconds with 
both modes i.e. 30 seconds total power mode, 30 seconds noise injection mode, 
change of attenuation, 30 seconds total power mode, 30 seconds noise injection 
mode, change of attenuation and so on. This means about four hours of 
measurement time.  
 
At step 6 the phase in channel H is changed from 0 to 90 degrees and back twice 
in 5-degree steps, so that every step is measured 30 seconds time in both modes. 
This means a total measurement time of about one and half an hour. 
 
For steps 1, 3, 5 and 7 the correlation is measured using three delays, namely τ = 
0, τ = +T and τ = -T, for the fringe-washing function measurement. See Section 
2.8.4 for details. 
 
The ambient temperature of the measurement configuration is all the time kept 
stable (within 0.2°C) somewhere between 23°C and 26°C [9]. 
 
In the analysis phase the correlation coefficients measured in noise injection mode 
and in total power mode are compared (among other things) and the performance 
of the so-called blind correlation (Section 2.8.2) can be evaluated. 
3.8 Measurement E: Antenna Loads 
In this measurement configuration the radiometer is tested with the antenna 
attached. Two targets are needed for these measurements. They will be 
constructed from absorber material for 1.4 GHz and will have different physical 
temperatures (Appendix B). 
 
Table 3-6. Radiometer properties solved using Measurement Configuration E  
 A B C D E F G 
System Noise Temperature  X      
Sensitivity  X   X   
Linearity   X     
Polarimetric Properties X X  X   X 
Stability  X   X   
Calibration Accuracy X X X X X X X 
Absolute Accuracy X X X X X X X 
 
It is difficult to perform the measurements of different targets at the same time 
like in the measurements with matched terminations. The targets have to be 
manually changed and, therefore, the continuous time of measurement is limited. 
The temperature-controlled housing should have a window for the NIR antenna, 
constructed e.g. from polyethylene-foam (Appendix D), so that the physical 
temperature of the NIR and its antenna can be controlled separately from the load. 
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Figure 3-7. Measurement configuration for measurements with antenna loads  
(see Appendix B). NIR has to be inside a temperature controllable housing 
 that has a window for the antenna, since also the physical temperature of the 
 antenna has to be changed. 
Configuration 
The biggest problem with these measurements is the construction and analysis of 
the targets. This is very dependable on the type of targets used. The measurement 
analysis presented in Chapter 4 is based on the targets introduced in the Appendix 
B. The measurement configuration consists of the following items (Figure 3-7): 
 
• NIR in temperature controllable housing 
• Cold measurement target (absorber with liquid nitrogen), see 
Appendix B 
• Hot measurement target (absorber in ambient temperature, temperature 
measured), see Appendix B 
• CNS 
• Equipment to record the results.  
 
See Appendix D for selection of the components and devices. The configuration 
produces the following data: standard NIR data, NIR ambient temperature and 
temperature of the load (in the case of the hot load). Data handling and storing is 
considered in more detail in Section 3.2. 
1. Basic Measurement Routines With Hot Load 
The normal noise injection operation is used and the hot load is measured three 
times for three-hour periods. The ambient temperature of the NIR is kept stable 
i.e. within 0.2°C somewhere between 23°C and 26°C [9]. 
2. Basic Measurement Routine With Cold Load 
The normal noise injection operation is used. The minimum temperature of the 
cold load is measured 10 times because of the uncertainties of the cold load. See 
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Appendix B for details about measurements of the cold load. The NIR ambient 
temperature is kept stable i.e. within 0.2°C somewhere between 23°C and 26°C. 
3. Measurement in Varying Ambient Temperature 
The normal noise injection operation is used and two kinds of measurements are 
performed: 
 
First the ambient temperature is varied from 23°C to 26°C (this is the range of the 
predicted temperature for the final NIR [9]) in one-degree steps so that at every 
temperature the measurement time is about 10 minutes. The temperature is raised 
and lowered 2 times (i.e. 23-26-23-26-23). The point is that also the temperature 
of the antenna changes.  
 
Second the ambient temperature is also changed between 5°C and 50°C in five-
degree steps so that every step is measured 5 minutes. The temperature is raised 
and lowered 2 times (sequence defined as above). 
3.9 Measurement F: Sky 
Sky measurements are made to test the low brightness temperature response of the 
NIR in case a sky calibration method is needed. Table 3-7 below shows the 
properties of the NIR that concern this configuration.  
 
Table 3-7. Radiometer properties solved using Measurement Configuration F 
 A B C D E F G 
System Noise Temperature  X      
Sensitivity  X   X   
Linearity   X     
Polarimetric Properties X X  X   X 
Stability  X   X   
Calibration Accuracy X X X X X X X 
Absolute Accuracy X X X X X X X 
 
1,5
 	

	

 





ﬀ

 ﬁﬂ




ﬃ "! # $&% (' # )+*,*-&' ./)&% 0
1
# 243&! ' )+%	5 ﬃ7689
:
	
(
; 






<
&=

>
 
ﬁ

?

 



@
 
Figure 3-8. Sky measurements are carried out by pointing the NIR  
 straight to the sky and protecting it from the disturbances with a  
shielding structure. The total brightness temperature seen by  
NIR is about 6.5K [20]. 
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Clear sky conditions are required even though the operating frequency is only 1.4 
GHz in order to have a well defined brightness temperature. The received 
radiation consists of 2.7K of the cosmic background and some radiation from 
astronomical sources, from the sun and from the atmosphere summing up as a 
brightness temperature of about 6.5K [20]. 
Configuration 
The measurement will be done outdoors. The NIR is sealed inside a temperature-
controlled housing. Same kind of housing as in the Measurement Configuration E 
can be used. Equipment needed for the sky measurements are the following: 
 
• NIR in temperature controllable housing 
• Calibration Network Simulator 
• Power meter 
• Equipment to record the results. 
 
See Appendix D for selection of the components and devices. The configuration 
produces the following pieces of data: standard NIR data, ambient temperature of 
the NIR and noise power from the CNS. Data handling and storing is considered 
in more detail in section 3.2. 
Plain Sky Measurement 
Normal noise injection operation is used here and the measurement is carried out 
in the following steps:  
 
Calibration with the hot and cold absorber load, measurement of the sky followed 
by another calibration. 
 
The measurement is done four times. The absorber loads are used to verify the 
NIR operation. The NIR ambient temperature is kept stable (within 0.2°C) 
somewhere between 23°C and 26°C [9]. 
3.10 Measurement G: Polarimetric 
In this configuration an active polarimetric load is measured through the antenna. 
The active load is a transmitter antenna, whose Stokes parameters are known and 
controllable (Figure 3-9). The measurements are to be carried out in an anechoic 
chamber. 
 
Table 3-8. Radiometer properties solved using Measurement Configuration G  
 A B C D E F G 
System Noise Temperature  X      
Sensitivity  X   X   
Linearity   X     
Polarimetric Properties X X  X   X 
Stability  X   X   
Calibration Accuracy X X X X X X X 
Absolute Accuracy X X X X X X X 
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Figure 3-9. Schematic diagram of the active load method for polarimetric measurements 
with the antenna. NIR is sealed inside a temperature controllable housing as in the 
antenna loads measurement. The polarisation state of the transmitter antenna can be 
arbitrarily selected. 
Configuration 
The connection to the antenna is the same as the connection to the receivers in 
Measurement Configuration D (see Figure 3-6). If the same components and 
cables are used, the same VNA measurements as in Routine 1 in Measurement 
Configuration D can be used. The Stokes parameters and their uncertainties of the 
target, as seen by NIR, are analysed in Appendix C. The following equipment are 
needed for the measurements: 
 
• NIR in temperature controllable housing 
• CNS 
• Equipment to record the results  
• Fully polarised antenna 
• Two electronically controllable attenuators 
• Electronically controllable phase shifter 
• Power divider 
• Noise source. 
 
See Appendix D for selection of the components and devices. Data produced by 
the configuration includes standard NIR data, NIR ambient temperature, 
attenuation of both attenuators and the attenuator temperatures. Data handling and 
storing is considered in more detail in Section 3.2. 
1. Third Stokes Parameter Measurement 
The idea of this routine is based on the fact that the measured third Stokes 
parameter depends only on the power of the horizontal and vertical polarisations, 
while phase difference is zero and thus fourth Stokes parameter is zero all the 
time. The normal noise-injection operation is used and the CNS is on all the time. 
The subsequent steps are followed: 
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1. The phase difference is set to 0 degrees and the attenuation in both 
channels are set as the same (1 minute) 
2. The attenuation in the H-channel is increased to a certain level (15 
minutes) 
3. The attenuation in the V-channel is increased to the same level as in the H-
channel (15 minutes) 
4. Measurement of the same attenuation (1 minutes) 
 
The measurement is repeated three times and the ambient temperature of the NIR 
is kept stable (within 0.2°C) somewhere between 23°C and 26°C. 
2. Fourth Stokes Parameter Measurement 
The idea of this routine is that the measured fourth Stokes parameter depends only 
on the power of the horizontal and vertical polarisations, while phase difference is 
90 degrees and thus third Stokes parameter is zero all the time. The normal noise-
injection operation is used and the CNS is on all the time. The subsequent steps 
are followed: 
 
1. The attenuation in both channels are set as the same and the phase 
difference is set 90 degrees (1 minute) 
2. The attenuation in the H-channel is increased to a certain level (15 minute) 
3. The attenuation in the V-channel is increased to the same level as in the H-
channel (15 minute) 
4. Measurement of the same attenuation (1 minute) 
 
The measurement is repeated three times and the ambient temperature of the NIR 
is kept stable (within 0.2°C) somewhere between 23°C and 26°C. 
3. Both Stokes Parameters Measurement 
The idea of this routine is to change all the energy from the third Stokes parameter 
to the fourth and back without changing the power levels of the horizontal and 
vertical polarisations. The normal noise-injection operation is used and the CNS is 
on all the time. The subsequent steps are followed: 
 
1. The phase difference is set to 0 degrees and the attenuation in both 
channels are set as the same (1 minute) 
2. The phase difference is increased to 90 degrees (15 minute) 
3. The phase difference is decreased to 0 degrees (15 minute) 
4. Measurement of the same attenuation and 0 degrees phase difference (1 
minute) 
 
The measurement is repeated three times and the ambient temperature of the NIR 
is kept stable (within 0.2°C) somewhere between 23°C and 26°C. 
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4 ANALYSIS 
This chapter introduces the analyses of the measurements so that proper 
conclusions about the measurement results can be made and the correct operation 
of the NIR can be evaluated. Throughout the chapter the same table as in the 
previous chapter will be followed indicating which measurements concern a 
particular NIR property. 
4.1 System Noise Temperature 
An essential part of the tests is the determination of the NIR system noise 
temperature is. It has to be solved for both channels separately. Principles are 
introduced in 2.3. Routine 1 of the Measurement Configuration B provides the 
required data. 
 
Table 4-1. Measurements required for the determination of system noise temperature 
 A B C D E F G 
System Noise Temperature  X      
Sensitivity  X   X   
Linearity   X     
Polarimetric Properties X X  X   X 
Stability  X   X   
Calibration Accuracy X X X X X X X 
Absolute Accuracy X X X X X X X 
 
4.1.1 Using Y-Factor Method 
As introduced in Section 2.3 the receiver noise temperature can be solved using 
the so-called Y-factor method: 
 
1
21
−
−
=
Y
YTT
Te , (4-1) 
 
where T1 is the noise temperature of the hot load and T2 is that of the cold load.  
However, in the connection of Measurement Configuration B the receiver is 
connected to the load through a switch and a power divider. The losses of the 
chain including the cables are to be measured with a vector network analyser for 
all the routes of the signal. The noise temperature of the chain reduced to its input 
can be determined as follows (e.g. [3]): 
 ( ) physchainVHchainVHchain TLT 12/1,/2/1,/ −= , (4-2) 
 
where 2/1,/VHchainT  is the noise temperature of the chain that goes through that 
channel of power divider that is connected to the horizontal or vertical channel of 
the NIR and through the switch in position 1 or 2; 2/1,/VHchainL  is the attenuation of 
the connecting chain (sub- and superscripts as before) and physchainT  is the physical 
temperature of the connecting chain.  
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The noise temperature for the whole system after the antenna connection ([3]) is 
defined as 
 
VH
rec
VH
chain
VH
chain
VH
e TLTT
/2/1,/2/1,/2/1,/ += , (4-3) 
 
where VHrecT
/
 is the receiver noise temperature of the H- or V-channel and 2/1,/VHchainL  
is the measured total attenuation of the connecting chain. The Equation (2-21) can 
be written as 
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and when Equation (4-2) is applied, the formula for the receiver noise temperature 
is finally achieved: 
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Uncertainty 
The uncertainty using the standard propagation of error (see Section 2.9) is 
determined for the system noise temperature as follows: 
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where 
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in which ∆P is the PMS uncertainty of the LICEF-receiver. Sample calculation of 
the receiver noise temperature uncertainty can be found in Appendix E. 
4.1.2 Calculation of Receiver Noise Temperature 
The calculation is performed using data produced by routine 1 of Measurement 
Configuration B (total power mode). That means that one pair of averaged power 
values will be produced for both channels every 40 seconds. The output of the 
PMS is used.  
 
Measured powers are marked as PH[n] and PV[n] where H stands for the 
horizontal and V for vertical channel measured from LICEF output. The noise 
temperature of the hot load is marked as T1[n], which is measured and noise 
temperature of the cold load is marked as T2[n], which is determined as introduced 
in Appendix A. In this case n is increased every 20 seconds. The quantities are 
averaged to the 20-second periods. The status of the switch will be used to 
determine whether the hot or cold load was measured. 
 
The receiver noise temperature can now be determined by averaging system noise 
temperatures calculated every 40 seconds: 
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n=1,3,5,...N    and    m=(n+1)/2, 
(4-9) 
 
where i increases by one for every n, N is the amount of measurements of both 
loads altogether, Tamb is the measured ambient temperature of the NIR and  
 
[ ] [ ][ ]1/2
/
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+
=
nP
nP
nY VH
VH
VH
. (4-10) 
 
Note that factor Y is calculated only once per two measurement values of P 
(namely P1 and P2) and thus in Equation (4-9) the index of Y cannot be increased 
as the index of T1 and T2.  
 
The final result for Trec is achieved by averaging the elements of Trec that are 
measured at the same temperature. The reliability of the determined receiver noise 
temperature, Equation (4-9), can be evaluated by calculating its standard deviation 
as introduced in Section 2.9, which can be interpreted as its confidence interval. 
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4.1.3 Measurement of System Noise Temperature Using 
Sensitivity 
In the next section the sensitivity will be determined. It can also be used to 
determine the system noise temperature when the antenna target is known to stay 
constant. NIR has to be calibrated with a standard one-point calibration procedure 
as presented in Section 2.7.2. Based on the Equations (4-15) and (4-18) in the next 
section the following can be written: 
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from which it can be seen that when the standard deviation of the radiometer 
output is known the receiver noise temperature can be solved as follows: 
 
[ ] refrec TBTT −∆= τσ2
1
. (4-12) 
 
This way the receiver noise temperature can be calculated without the effect of the 
detector offset, which is a problem in the Y-factor method. 
4.2 Sensitivity 
In this section the solving of radiometric resolution of the first two Stokes 
parameters (Tv and Th) of the NIR is introduced. The sensitivity for the third and 
fourth Stokes parameter is handled later, since they are more complicated to 
measure and involve e.g. uncertainty of the correlation coefficients.  
 
Two methods are here presented: a theoretical one, which is based on the system 
noise temperature determined in Section 4.1 and a practical one, which is based 
on the standard deviation of the NIR measurements. 
 
Table 4-2. Measurements required for the determination of sensitivity 
 A B C D E F G 
System Noise Temperature  X      
Sensitivity  X   X   
Linearity   X     
Polarimetric Properties X X  X   X 
Stability  X   X   
Calibration Accuracy X X X X X X X 
Absolute Accuracy X X X X X X X 
 
As the table above indicates the results from the Measurement Configurations A 
and D are needed. 
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4.2.1 Theoretical Sensitivity 
The system noise temperature is defined in Equation (2-18) where Tant,max=296K 
at the maximum [9] and the value of Trec is determined in Section 4.1. Thus, the 
system noise temperature: 
 
recmaxantsys TTT += , , (4-13) 
 
Now the sensitivity for the both channels of NIR can be determined in total power 
mode (Section 2.2.1): 
 
τB
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+
=∆ ,/ , (4-14) 
 
and in noise-injection mode by replacing the antenna temperature with reference 
noise temperature (Section 2.2.3):  
 ( )
τB
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T recrefVHNI
+
=∆
2/
. (4-15) 
 
Uncertainty 
Uncertainty for the theoretical sensitivity is obtained with the standard 
propagation of error (Section 2.9.2) from Equation (4-14):  
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where in the right-hand side ∆ denotes the error of the variable. The uncertainty 
for the Dicke, or noise-injection, mode is clearly given by: 
 
error
TP
error
NI TT ∆=∆ 2 , (4-17) 
 
when Tant,max is replaced by Tref. Appendix E contains a sample calculation of the 
theoretical sensitivity uncertainty as a function of the receiver noise temperature 
uncertainty demonstrating the connection of their uncertainties. 
4.2.2 Sensitivity Based on Measurements 
The practical sensitivity is determined for both channels in two cases: when the 
matched load is attached and when the loads are seen through the antenna, 
because the antenna can have an increasing effect to the sensitivity. Additionally 
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both total power and noise-injection operation are used to determine the 
sensitivity of the receiver itself. 
 
In practice, the sensitivity of a radiometer is the standard deviation of the 
measurement results of a stable target (see Section 2.4). When the target of a 
measurement is stable all the variations of the noise temperature in the output of a 
radiometer are due to the noise of the receiver itself (and, of course, to random 
variations of the noise-like signal of the target). This way the smallest observable 
change in a target can be determined. 
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where N is the amount of the samples, Tk is one sample of brightness temperature 
and T  is the average of the samples. 
Matched Load in Total Power Mode 
Data from Measurement Configuration B Routine 1 is used. The calibration 
coefficients are calculated from every hot-cold measurement pair by averaging 
and from standard deviations of the single calibrated measurements the sensitivity 
is determined.  
 
In total power mode NIR has to be calibrated as presented in Section 2.7. NIR 
sees the calibration loads T1 and T2 as  
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where 2/1,/VHchainL  is the attenuation of the chain connecting the load (1 or 2) to the 
receiver (H or V) and 2/1,/
,
VH
thermchainL  is the attenuation causing the additional thermal 
noise. 
 
Now the brightness temperature of a measurement Px can be written as (Section 
2.7): 
 
BAPT xx += , (4-20) 
 
where A and B are the calibration coefficients. This way the brightness 
temperatures are retrieved from the data produced by the total power mode of 
NIR. 
 
Routine 1 of Measurement Configuration B measures 20 seconds hot load then 20 
seconds cold load then again hot and so on. The data is handled in steps and on 
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every step calibration coefficient is calculated by averaging the hot and cold load 
measurements (every 40 seconds). Then every single measurement is transferred 
to the brightness temperatures, Equation (4-20). Notice that in this process the 
switch and power divider do not cause any extra work since they are calibrated 
out. 
 
When the data is converted to the brightness temperatures the standard deviation 
is calculated from the hot and cold measurements separately. The physical 
temperature deviations of the hot load from its average can be compensated by 
changing the measured brightness temperature the amount of the deviation in the 
temperature of the hot load. This can be done since the brightness temperature 
emitted by a matched load is the same as its physical temperature. 
Matched Load in Noise-injection Mode 
In the noise-injection mode NIR needs only one reference load and no cold load is 
needed (Section 2.7.2). Only the knowledge of the temperature of the measured 
load has to be known. Thus results from Measurement Configuration B Routine 5 
are used.  
 
As above the variations of the physical temperature of the matched load can be 
compensated by changing the measured brightness temperatures the same amount, 
if the changes are in order of some degrees. 
Antenna Load in Noise-injection Mode 
The sensitivity is also determined when the measurement is made through the 
antenna looking to the absorber load in room temperature. Of course the cold load 
could be used but that would be more complicated. The brightness temperature of 
the target has to be accurately known (see Appendix B) and also this time its 
variations can be compensated in the measured data. Data from Measurement 
Configuration E Routine 1 is used. 
Uncertainty of Practical Sensitivity 
From Equation (4-18) it can be seen that uncertainty of the practical sensitivity is 
the same as is the overall measurement uncertainty of the NIR determined in 
Section 4.7. 
4.3 Linearity 
The behaviour of NIR detection is supposed to be linear. However, the detector is 
not ideal and thus the uncertainty caused by its nonlinearity must be tested. Data 
from the Measurement Configuration C is utilised. Linearity is determined for 
both the total power mode and the noise-injection mode. 
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Table 4-3. Measurements required for the determination of linearity 
 A B C D E F G 
System Noise Temperature  X      
Sensitivity  X   X   
Linearity   X     
Polarimetric Properties X X  X   X 
Stability  X   X   
Calibration Accuracy X X X X X X X 
Absolute Accuracy X X X X X X X 
 
First the controllable noise source is investigated and then the measurement 
analysis is performed. 
4.3.1 Controllable Noise Source 
The controllable noise source is based on the stable noise source and a digitally 
controlled attenuator. The attenuation of the attenuator has to be measured in its 
every position. Also every route the signal goes in the connecting network 
(switch, attenuator, power divider) has to be measured. That yields a variable 
2/1,/)( VHchangeswxL , where H/V indicates which route of the power divider is used, 1/2 
indicates which switch position is used and xsw tells how much attenuation is 
selected. Additionally 2/1,/
,
)( VH thermchangeswxL  is determined, from which the division of 
the power divider is reduced in order to find out the attenuation causing thermal 
noise. Now the noise temperature seen by the NIR can be calculated from the 
following 
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−=  (4-21) 
 
where Tload is the noise temperature of the noise source (Tnoise) or the cold load 
(Tcold) and physchangeT  is the physical temperature of the controllable noise source 
connecting network, which is supposed to be the same as the ambient temperature 
of NIR. Thus the incoming power can be determined and the response of the 
radiometer can be analysed. The output of the controllable noise source is 
simulated in Appendix E. 
4.3.2 Analysis of Measurement of Controllable Noise Source 
In this Section is presented how the linearity is retrieved from the data of the 
Measurement Configuration C. 
Total Power Mode 
First the configuration is calibrated. A well-defined hot target is realised by 
turning the noise source off (seen as matched load) and by adjusting the maximum 
attenuation to the digital attenuator. Now the chain works like a matched load 
with the noise temperature equal to its physical temperature. For a well-defined 
cold load the attenuation is turned to minimum and the switch is turned to the cold 
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load. With these measurements the calibration line and calibration coefficients 
(see Section 2.7) are determined.  
 
The noise temperature for the hot load, when noise is off, is practically the same 
as the physical temperature of the chain when the maximum attenuation is 
selected: 
 
phys
change
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calcin TT ≈,  (4-22) 
 
and for the cold load the noise temperature seen by the receiver is: 
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where 2,/)1( VHchangeL  and 2,/ ,)1( VH thermchangeL  are the attenuations of the connecting chain 
when the switch is turned to the cold load and the attenuation is at minimum. For 
the measured power Pdetect (PMS measurement) the calibration line, of the noise 
temperature, can be written as  
 
BAPT detectmeasin +=,  (4-24) 
 
where the calibration coefficients A and B are 
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where the Phot and Pcold are responses of the NIR in total power mode (PMS 
signal) during hot and cold load measurements respectively. 
 
The final A and B are retrieved from the average of the begin and end calibrations, 
since the change in response of the receiver is assumed to be linear. They could 
also be calculated as a function of time but this is not needed when the 
measurement time is short. 
 
Now, when Tin is changed with the attenuator the detected power Pdetect changes. 
Because Tin can be both calculated (Equation (4-21)) and measured (Equation 
(4-24)) the linearity can be determined from the deviation of these two. 
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So, when the Pdetect is measured as a function of the attenuation of the digital 
attenuator (in practice, this means that the attenuator position is saved with the 
power measurement data), the following can be retrieved: 
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Uncertainty for Total Power Mode 
The uncertainties have been calculated using the standard propagation of errors 
(see Section 2.9). For the linearity calculation: 
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in which the uncertainty for the measured brightness temperature is as follows: 
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where ∆P is the estimated uncertainty of the detection. Notice that this produces a 
bit of a dilemma here since the error of detection is in fact the property we are 
trying to find out. However giving the ∆P the PMS measurement error here 
enables the possibility to investigate the linearity of the detection. 
 
The uncertainty for the calculated incoming brightness temperature using again 
the standard propagation of errors (see Section 2.9) is: 
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where ∆Tload is the uncertainty of the noise source (∆Tnoise) or that of the cold load 
(∆Tcold) and ∆Lchange is the uncertainty of the attenuation of the controllable noise 
source. The uncertainty of the controllable noise source output is simulated in 
Appendix E. The uncertainties of the calibration positions are: 
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The uncertainties for parameters A and B can be written as follows since 
∆Phot=∆Pcold=∆P: 
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Noise-injection Mode 
In the noise-injection mode the determination of the linearity is very similar to 
that in the case of the total power mode. Two-point calibration is used in order to 
retrieve the line for comparison. The Pdetect is now got from the NIR output, 
obviously, and not from PMS. 
4.4 Polarimetric Properties 
The polarimetric properties of the NIR are solved using VNA measurement  
(Measurement Configuration A), correlation measurements (Measurement 
Configuration D) and polarimetric measurements (Measurement Configuration 
G). 3-delay method measurements for the fringe-washing factor are done in 
Measurement Configuration B. 
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Table 4-4. Measurements required for the determination of polarimetric properties 
 A B C D E F G 
System Noise Temperature  X      
Sensitivity  X   X   
Linearity   X     
Polarimetric Properties X X  X   X 
Stability  X   X   
Calibration Accuracy X X X X X X X 
Absolute Accuracy X X X X X X X 
 
4.4.1 Noise Temperatures in Measurement Configuration D 
In Measurement Configuration D the receivers see the noise source through 
attenuators and power divider. Additionally in the connecting network of channel 
H there is a phase shifter. All the signal paths are measured with a VNA as 
introduced in Measurement Routine D/1 and the attenuations of the paths form 
variables ( )attVHchain xL /  and ( )attVH thermchain xL / ,  for attenuation, where xatt is the attenuator 
position of the channel in question (H/V) and ( )phxϕ  for phase difference of the 
inputs, where xph is the phase shifter position. Hence the noise temperatures seen 
by the receivers can be written as: 
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where Tnoise is the noise temperature of the noise source and physchainT  is the physical 
temperature of the connecting network. 
4.4.2 Frequency and Phase Responses and Bandwidths 
The frequency and phase responses and bandwidths of the receivers are measured 
in Measurement Configuration A, resulting the functions HH(f) and HV(f) for the 
frequency responses of the H and V receiver, respectively; φHi(f), φHq(f), φVi(f) and 
φVq(f) for the phase responses of the H and V receiver, respectively and BH and BV 
for the bandwidths of the H and V receivers, respectively. 
 
Using these functions the in-phase and quadrature errors can be straightforwardly 
calculated and the fringe-washing function can be determined as introduced in 
Section 2.8.3. In-phase errors are retrieved from: 
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and quadrature errors form: 
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For the fringe-washing function calculation the normalised frequency responses 
are needed. For H-channel it is determined as follows: 
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and analogously for V-channel. 
4.4.3 In-phase and Quadrature Error Measurement 
In-phase errors can be calculated from the phase responses of the receivers, as told 
in the previous paragraph, but they can also be measured with correlator along 
with quadrature errors. Quadrature errors of the H and V channels are (see Section 
2.8.5) 
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where µViVq and µHiHq is the correlation between I- and Q-output of V- and H-
channel, respectively. Correlator works so that it calculates these correlations all 
the time as default. Data from e.g. Measurement Configuration D can be used. 
  
The in-phase errors can be reduced from the phase of the complex correlation as 
follows (this is the method proposed in calibration procedure introduced in 
Section 2.8.5): 
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where 
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since 
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and 
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Now we can apply quadHθ  and quadVθ  from Equation (4-35) or Equation (4-37) to the 
Equation (4-39) and so compare the resulted correlation coefficients. 
4.4.4 Fringe-Washing Function 
The fringe-washing function can be calculated as described in Sections 2.8.3 and 
4.4.2 or it can be measured with the so-called 3-delay method introduced in 
Section 2.8.4. Measurements required for carrying out the 3-delay method are 
performed in Measurement Configuration D. 
 
First the three values for fringe-washing factor are calculated from the correlation 
measurements with three different delays, as described in Measurement 
Configuration D, using Equation (2-53). Then coefficients A, B and C of Equation 
(2-54) are solved numerically in order to get an approximation for the amplitude 
of the fringe-washing function. Then the linear system of the Equation (2-56) is 
solved to get an approximation for the phase of the fringe-washing function, 
introduced in Equation (2-55). 
4.4.5 Modulus Terms 
With the Measurement Configuration D the modulus terms g~  for TP-mode and 
2
~g , 3~g  and 4~g  for NI-mode can be calculated using the measured correlation 
coefficient and simulating the ideal correlation coefficient (e.g. Equation (2-35)), 
or using the radiometer properties and known loads, when the fringe-washing 
function gFW is known (e.g. Equation (2-36)). With a known load the correlation 
coefficient can be known and thus the modulus terms can be verified.  
Total Power Mode 
The modulus term for the TP-mode can be determined straight from its definition, 
introduced in Equation (2-36), or by measuring correlation coefficient from the 
loads, whose ideal correlation coefficient can be calculated (Measurement 
Configuration D). Derived from Equation (2-35): 
 
0
~
µ
µTP
measg = , (4-42) 
 
where µTP is the measured correlation coefficient in TP-mode and µ0 is the 
calculated correlation coefficient. The noise is created in one source and is then 
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divided into the both channels, thus when the noise temperatures coming to the 
detectors and their phase difference are known, the ideal correlation coefficient 
can be calculated e.g. by simulation. 
 
The difference of the modulus terms determined using (1) the measured 
correlations and (2) the measured receiver properties the following: 
 
( ) ( )FWrecantantmeasdiff gTTgTggg ,,
~~~~
0
−=−=
µ
µ
, (4-43) 
 
Obviously diffg~  should be zero within the uncertainties of measg~  and g~ . The 
determination of the uncertainty of the simulated correlation coefficient has to be 
done statistically by repeating the simulation several times and the uncertainty of 
the measured correlation coefficient is considered in Section 4.4.6. 
 
The uncertainty for the modulus term of TP-mode (Equation (2-36)) using the 
standard propagation of error (Section 2.9.2) is: 
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For the measured modulus term the uncertainty is: 
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See Section 4.4.6 for the uncertainty of correlation coefficient ∆µTP. 
Noise-injection Mode 
The evaluation of the three modulus terms of the blind correlation mode of the 
noise-injection mode is much more complicated issue than that of the TP-mode 
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since the relation between ideal and measured correlation coefficient is more 
complex. 
 
Solving the relation of the correlation coefficients from the approximation 
Equation (4-56) yields: 
 
NNgNgNg
appr
B
,0
443322
~~~
µ
µ
=++ , (4-46) 
 
where µB is in blind mode measured correlation coefficient and µ0,appr is the 
simulated ideal correlation coefficient (see Section 4.4.6). The number of samples 
N and number of samples used at each step of the noise-injection procedure N2, N3 
and N4 are known. The right side can now be calculated and its correspondence to 
the separately calculated modulus terms can be evaluated. 
 
The uncertainties for the calculated modulus terms of the noise-injection mode, 
introduced in Equations (2-41) - (2-43) when the noise injection is longer in the 
V-channel, using the standard propagation of error (Section 2.9.2) are: 
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and 
gg ~~4 ∆=∆ , (4-49) 
 
since the subscript 4 denotes the noise injection phase in which the noise is 
injected to neither of the channels. If the noise injection is longer in the H-channel 
the determination of the uncertainties is analogous. The uncertainties of the 
modulus terms are simulated in Appendix E.  
4.4.6 Correlation Coefficient 
Total Power Mode 
From Equation (2-35) the ideal correlation coefficient µ0 can be calculated from 
the correlation coefficient measured in the total power mode µTP as follows:  
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If the uncertainty of the modulus term is known, the uncertainty for the ideal 
correlation coefficient can be written as: 
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For the modulus term the accuracy of the antenna temperature depends on the 
uncertainties of the noise source and connecting network of the Measurement 
Configuration D, see Equation (4-44). 
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Noise-injection Mode: Blind Correlation 
Equation (2-44) can be formulated to the following from, which is easier to 
evaluate: 
 
( ) ( ) ( ) ( ) 0sin~sin~sin~sin 1404130312021 =−++ −−−− kN
N
g
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g
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N
g µµµµ  (4-52) 
 
Since the measured correlation coefficient µk is in practice small the following 
approximation may be used [9]: 
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from this it follows that: 
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where µB is in the blind mode measured correlation coefficient and the ideal 
correlation coefficient can now be analytically solved: 
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For the blind correlation can now be written 
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where µB is with the blind mode measured correlation coefficient and 
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 (4-58) 
 
The error for the ideal correlation coefficient approximation has the maximum 
value when the total power coming to the antenna is big and both horizontally and 
vertically polarised and the fringe-washing factor is one. The error in the case of 
Tv = 140 K, Th = 150 K and gFW = 1 is plotted in Figure 4-1 (noise injection longer 
in the V-channel as in the preceding analysis). 
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Figure 4-1. Error of the correlation coefficient approximation of Equation (4-57)  
when compared to the true value giving Equation (4-52). Vertical antenna brightness 
temperature is Tv,ant = 140K,  horizontal is Th,ant = 150K and fringe-washing factor is gFW 
= 1 yielding the maximum error. Error can be stated to be  (µ0,appr - µ0)/µ0⋅100% < 2%. 
 
The maximum error of the approximation can be stated to be smaller than 2%. 
When the total uncertainty of the ideal correlation coefficient is calculated, also 
the maximum error of approximation is included as follows: 
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The uncertainties of the modulus terms are calculated in the previous paragraph. 
Comparison Between Total Power Mode and Noise-injection Mode 
Since the correlation coefficients µTP and µB are measured effectively at the same 
time in the Measurement Configuration D, the antenna brightness temperatures 
and receiver noise temperatures are identical in Equations (4-50) and (4-57). Thus 
the following may be written: 
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and it reduces to: 
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with which the blind mode correlation can be evaluated. 
4.5 Stability 
The stability of the response of the NIR is determined, with and without antenna, 
in two main cases: (1) nominal case, when the ambient temperature does not 
change and (2) exceptional case when the temperature changes radically. As a 
definition of stability the deviation from the average, difference between 
minimum and maximum values and Allan variance (Section 2.6.1) are used. 
 
Table 4-5. Measurements required for the determination of stability 
 A B C D E F G 
System Noise Temperature  X      
Sensitivity  X   X   
Linearity   X     
Polarimetric Properties X X  X   X 
Stability  X   X   
Calibration Accuracy X X X X X X X 
Absolute Accuracy X X X X X X X 
 
4.5.1 Total Power Mode 
For the determination of the total power mode stability of the NIR the 
Measurement Configurations B and E are used. First the stability without the 
antenna is investigated and then the case where the antenna is attached. 
Constant Temperature  
The stability is calculated for both antenna and centralised noise source 
measurements using the measurement routines B/1 and B/4. The following 
methods can be applied for the data of the both measurements. 
 
It is very practical to determine the stability from the calibration coefficients A 
and B, introduced in Section 2.7, when two known loads are measured like in the 
measurement routines at hand. In principle the gain instabilities can be deduced 
from the variations of A and the offset instabilities from the variations of B. 
 
The calibration coefficients A and B are defined as follows when each hot and 
cold load measurement step is integrated as one value so that they form a vector P 
in which hot and cold load measurements alternate: 
 
  65 
 
[ ] [ ] [ ][ ] [ ]1
1
//
//
/
+−
+−
=
nTnT
nPnPiA VH
cold
VH
hot
VH
cold
VH
hotVH
,    n=1,3,5… (4-63) 
  
 
[ ] [ ] [ ] [ ] [ ][ ] [ ]1
11
//
//
/
+−
+−+
=
nTnT
nTnPnTnPiB VH
cold
VH
hot
cold
VH
hothot
VH
coldVH
,    n=1,3,5… (4-64) 
 
in which i increases by one for each n and the measurement targets are seen by the 
receivers as follows 
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where 2/1,/VHchainL  and 
2/1,/
,
VH
thermchainL  are the attenuations of the connecting network 
between the loads and the receivers, in which H/V indicates the receiver and 1/2 
indicates the switch position (1 being the hot load) and subscript term indicates 
the amount of attenuation that causes additional thermal noise; physhotT is the 
physical temperature of the hot load and physcoldT  is the noise temperature emitted by 
the cold load as introduced in Appendix A. physhotT  and 
phys
coldT  are determined for 
every P so that when they are applied to the Equations (4-63) and (4-64) they are 
temporally synchronised with P. 
 
As already presented the calibration coefficients define the so-called calibration 
line with which the measured brightness temperature can be defined from the 
measured voltage: 
 
[ ] [ ] [ ]iBPiAiT += ,    i=1,2,3…  (4-67) 
 
Now, when the previously calculated calibration coefficients are applied to a 
constant figure of voltage P the real variations in the NIR response can be 
determined from the resulting vector T. The value of P used here should be the 
observed maximum in order to find out the biggest possible error in the 
measurement. Thus the stability in total power mode without the antenna can be 
written as follows: 
 
( ) ( )TTTTP minmax −=∆  (4-68) 
 
Allan variance in Total Power Mode  
Measurement routine B/3 is used for calculating the Allan variance (Section 2.6) 
of the both receivers. There is an optimal integration time after which observing 
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efficiency is lost due to the drift and this integration time is determined using the 
Allan variance: 
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where kP  is one averaged period and m is the amount of averaged periods. 
Calculation of kP  from real measurement data can be done as follows: 
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where k is the number of averaged period, n is the amount of samples in one 
averaged period, i is the number of a sample and Pi is one measurement sample. 
 
When this is calculated from the measurement data of Measurement Routine B/3 
the optimum integration time can be determined. 
Varying Temperature 
For the determination of the effects of varying ambient temperature on NIR the 
calibration coefficients are calculated as before from the data produced by 
Measurement Routine B/2. Equation (4-67) is once more calculated and the total 
power mode response of the NIR in varying temperature can be determined with 
Equation (4-68). 
 
Since the temperature information is stored with the all the other measurements, 
the response as function of temperature is also easily determined. 
4.5.2 Noise-injection Mode 
For the determination of the noise-injection mode stability of the NIR the 
Measurement Configurations B and E are used. First the stability without the 
antenna is investigated and then the case where the antenna is attached. 
Constant Temperature without Antenna 
The stability of NIR in constant temperature is solved using the Measurement 
Routines B/5 and B/8. The method is the same used in the “Constant Temperature 
without Antenna” in Section 4.5.1.  
 
For Allan variance the Measurement Routines B/7 is used and it is analysed the 
same way as in the previous paragraph. 
Varying Temperature without Antenna 
In varying temperature the noise-injection mode stability is analysed using the 
data from Measurement Routine B/6. See the “Varying Temperature without 
Antenna” in Section 4.5.1 for the analysis. 
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Constant Temperature with Antenna 
The antenna measurements are done so that first the data is calibrated using the 
hot load (Measurement routine E/1) then the cold load is measured (Measurement 
routine E/2) using this value. The measurement is also calibrated using the cold 
load measurement and then the hot load is measured with this value.  
 
For both cases almost the same methodology as introduced in “ Constant 
Temperature without Antenna”  in Section 4.5.1 can be used with the exception 
that the Equation (4-67) is written now 
 
[ ] [ ] [ ]iTiTiT Nref η−= ,    i=1,2,3…  (4-71) 
 
where Tref is the reference noise temperature, TN is the calibrated noise 
temperature of the noise-injection and η is the measured power, which is in this 
case the pulse length of the noise injection (see Section 2.7.2). 
Varying Temperature with Antenna 
The stability with varying temperature is done as above using the Measurement 
Routine E/3 for measurement data and Measurement routine E/2 for calibration 
data. 
4.6 Calibration Accuracy 
The calibration of NIR is a very critical issue. The two purposes of the NIR 
should be brought back to mind: measurement of the calibration network of the 
MIRAS and polarimetric measurement of the brightness temperature. The latter 
involves the calibration of the third and fourth Stokes parameter introduced in 
Section 2.8. All the related analyses and error analyses are handled in this section. 
 
Table 4-6. Measurements required for the determination of calibration accuracy 
 A B C D E F G 
System Noise Temperature  X      
Sensitivity  X   X   
Linearity   X     
Polarimetric Properties X X  X   X 
Stability  X   X   
Calibration Accuracy X X X X X X X 
Absolute Accuracy X X X X X X X 
 
The proposed NIR calibration procedure is introduced in Section 2.8.5 and the 
analyses presented here are based on the assumption that the calibration is carried 
out according to it. 
4.6.1 Calibration of Horizontal and Vertical Polarisation  
In this paragraph the calibration methods of the power measurement of the 
horizontal and vertical polarisation are analysed. 
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Noise-injection Mode 
The NIR noise-injection mode is calibrated according to Section 2.8.5, where the 
noise injection temperatures are obtained as follows: 
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in which here Tref is the Dicke-reference temperature, ηV,H is the noise injection 
duty cycle in the channels V and H and calibHantVantT ,  is the antenna temperature in 
channels V and H when the calibration target is looked at. 
 
The uncertainty of the noise injection temperature, using the standard propagation 
of error, is 
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Notice that larger the noise injection duty cycle, ηV,H, smaller the uncertainty i.e. 
colder the calibration target more accurate calibration result. This obviously 
favours the use of the sky as the calibration target as is also demonstrated in 
Appendix E. Measured antenna temperature can be written 
 
HNVNHVrefHantVant TTT ,,, η−=  (4-74) 
 
And the uncertainty for this, which can be defined as the calibration uncertainty of 
the measurements of the horizontal and vertical polarisations in the noise-injection 
mode, with the standard propagation of error is  
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from which it can be seen that the smaller the noise injection duty cycle, ηV,H, 
better the antenna temperature measurement accuracy i.e. when the antenna 
temperature is close to the noise temperature of the reference load Tref the 
accuracy would be at the best. 
 
Now the noise injection temperatures are obtained using known loads as e.g. in 
Measurement Configuration E and then another known loads are measured and 
the differences in the results are examined. The first load can be e.g. the liquid 
nitrogen load and then the hot load and sky could be measured giving more targets 
for comparison. 
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Total Power Mode 
NIR total power mode is calibrated using two calibration targets as introduced in 
Section 2.7. The relation between the detected power, Px, and noise temperature of 
the antenna, Tx, can be written as 
 
BAPT xx += . (4-76) 
 
The uncertainty for this and for the so-called calibration coefficients, A and B, are 
presented in Section 4.3.2. Uncertainty of the calibration coefficients depends on 
the accuracy of the calibration targets and the linearity of the detection. Thus, the 
calibration uncertainty for the horizontal and vertical polarisation of the total 
power mode is here defined as: 
 
( ) ( ) ( )222 BPAAPT TPCalib ∆+∆+∆=∆ , (4-77) 
 
where ∆A is the same as presented in Equation (4-31), ∆B is the same as presented 
in Equation (4-32) and detecting error ∆P is evaluated in Section 4.3. 
4.6.2 Calibration of 3rd and 4th Stokes Parameter 
The third and fourth Stokes parameters are calibrated in NIR by carrying out the 
calibration steps A through F in Section 2.8.5 using Measurement Configurations 
D. Since the Stokes parameters of the load in Measurement Configurations D and 
G are known the calibration measurement results can be compared to the real 
values.  
 
The uncertainty of the Stokes parameter measurement depends on the horizontal 
and vertical channel calibration uncertainty (see Section 4.6.1), modulus term 
uncertainties (see Section 4.4.5) and correlation coefficient uncertainties (see 
Section 4.4.6). Uncertainties of each of these form the total calibration uncertainty 
of the third and fourth Stokes parameter.  
Noise-injection Mode 
In the noise-injection mode the calibration uncertainties can be further divided 
down to the following things: 
 
1. Horizontal and vertical channel measurement calibration (Section 4.6.1 
above) 
2. Quantizer offset voltage correction for correlation coefficient (Section 
2.8.5) 
3. In-phase and quadrature error correction for correlation coefficient 
(Section 4.4.3) 
4. Receiver noise temperatures for modulus terms (Y-factor method with 
antenna measurement and calibration network measurement, below) 
5. Noise injection temperatures for modulus terms (Section 4.6.1 above) 
6. Fringe-washing function with 3-delay method for modulus terms (Section 
4.4.4) 
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The Y-factor method of the fourth point is handled in detail already in Sections 
2.3 and 4.1. However during the operational calibration of NIR the references are 
found in the following manner: (1) first NIR is calibrated using a known antenna 
load e.g. sky, then measurement of (2) calibration network and (3) antenna are 
carried out normally.  
 
Now, when the calibration network is measured, the PMS output of NIR is 
balanced to the calibration network noise temperature, which is of course known 
from the noise-injection measurement. Similarly, when the antenna is measured, 
the PMS output is balanced to the reference noise temperature, which is known. 
The equations introduced in Section 4.1 can now be applied and the receiver noise 
temperature calculated and uncertainty determined, using uncertainty of the 
calibration network measurement uncertainty (Section 4.7.2) and reference load 
uncertainty. 
Total Power Mode 
Also in the total power mode the calibration uncertainties can be further divided 
down to the following things: 
 
1. Horizontal and vertical channel measurement calibration (Section 4.6.1 
above)  
2. Quantizer offset voltage correction for correlation coefficient (Section 
2.8.5) 
3. In-phase and quadrature error correction for correlation coefficient 
(Section 4.4.3) 
4. Receiver noise temperatures for modulus term (Y-factor method with 
antenna measurement and calibration network measurement, below) 
5. Fringe-washing function with 3-delay method for modulus terms (Section 
4.4.4) 
 
As the receivers are calibrated (see Section 4.6.1) also the receiver noise 
temperatures can be determined with the two loads as introduced in Section 4.1.2.  
4.7 Absolute Accuracy  
In this section the analysis of the absolute accuracy of the NIR is carried out. This 
is the property that in the end defines how well the NIR can perform its tasks 
given in the Chapter 1. 
 
Table 4-7. Measurements required for the determination of absolute accuracy 
 A B C D E F G 
System Noise Temperature  X      
Sensitivity  X   X   
Linearity   X     
Polarimetric Properties X X  X   X 
Stability  X   X   
Calibration Accuracy X X X X X X X 
Absolute Accuracy X X X X X X X 
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Results from all the measurements are analysed and final calculations are done in 
this section. Separate figures are given for the brightness temperature 
measurement of the antenna and for the centralised noise source measurement. 
These performance figures are essential when the functionality of the whole 
MIRAS Demonstrator is estimated. 
4.7.1 Antenna Measurement Accuracy 
This paragraph introduces determination of the accuracy with which NIR can 
measure the four Stokes parameters from a brightness temperature scene. 
Noise-injection Mode: Horizontal and Vertical Polarisation 
The absolute accuracy of the horizontal and vertical polarisation measurements in 
noise-injection mode depends on the following items: 
 
1. Sensitivity, the measured standard deviation, ∆Tσ 
2. Calibration accuracy of one point calibration (target accuracy), NICalibT∆  
3. Linearity meaning how well the calibration applies with larger and smaller 
input powers, NIlinT∆  
 
The accuracy can be calculated in a straightforward manner by taking the 
quadratic sum over the uncertainties above: 
 
222
,
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Calib
NI
VH TTTT ∆+∆+∆=∆ σ . (4-78) 
 
Noise-injection Mode: Third and Fourth Stokes Parameter 
The absolute accuracy of the third and fourth Stokes parameters measurement in 
noise-injection mode depends on the following items: 
 
1. Accuracy of the horizontal and vertical polarisation from above, NIVHT ,∆  
2. Modulus term uncertainties 2~g∆ , 3~g∆  and 4~g∆  
3. Correlation coefficient uncertainties ∆µii and ∆µqi 
 
The uncertainty for the third Stokes parameter can be written by applying the 
standard propagation of errors method to Equation (2-63): 
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Uncertainty for the fourth Stokes parameter, ∆T4, is retrieved by replacing µii by 
µqi. The noise-injection periods N2/N, N3/N and N4/N are determined from the 
output of NIR. Some simulations of the third and fourth Stokes parameters 
uncertainties as the function of modulus term uncertainties and correlation 
coefficient uncertainties are presented in Appendix E. 
Total Power Mode: Horizontal and Vertical Polarisation  
The absolute accuracy of the horizontal and vertical polarisation measurements in 
noise-injection mode depends on the following items: 
 
1. Sensitivity, the measured standard deviation, ∆Tσ 
2. Calibration accuracy of the two point calibration (target accuracy), TPCalibT∆  
3. Linearity meaning how well the calibration applies between the calibration 
input powers, TPlinT∆  
 
The accuracy can be straightforwardly calculated by taking the quadratic sum over 
the uncertainties mentioned above: 
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Calib
TP
VH TTTT ∆+∆+∆=∆ σ . (4-80) 
 
Total Power Mode: Third and Fourth Stokes Parameter 
The absolute accuracy of the third and fourth Stokes parameters measurement in 
total power mode depends on the following items: 
 
1. Accuracy of the horizontal and vertical polarisation from above, TPVHT ,∆  
2. Modulus term uncertainty ∆ g~  
3. Correlation coefficient uncertainties ∆µii and ∆µqi 
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Uncertainty for the fourth Stokes parameter, ∆T4, is retrieved by replacing µii with 
µqi. 
4.7.2 Calibration Network Noise Measurement Accuracy  
The other main purpose of NIR is to measure the noise temperature of the 
centralised noise source of the MIRAS. This paragraph introduces the accuracy of 
this measurement. The calibration network noise temperature is determined from 
the following: 
 
( )
refinjrefC TTT ηη −+= 1, , (4-82) 
 
where η is the noise injection duty-cycle, Tref,inj and Tref are the reference branch 
noise temperatures coming to the receiver when noise injection is on and off, 
respectively. Uncertainty for this can be written using the standard propagation of 
errors (see Section 2.9.2) as: 
 
( ) ( ) 22
,
222
,
2 1 ηηη ∆−+∆−+∆=∆ refinjrefrefinjrefC TTTTT  (4-83) 
 
In principle it can be assumed that noise injection duty-cycle is known without 
uncertainty since it is the output of NIR and length of the duty-cycle is very well 
defined i.e. duty-cycle is always “ right”  but knowledge of the reference noise 
temperatures going into the receiver might be “ wrong” , thus 
 
( ) 222
,
2 1 refinjrefC TTT ∆−+∆=∆ ηη . (4-84) 
 
Reference noise temperature, when additional noise is injected Tref,inj, is 
determined by measuring known load in antenna measurement mode, that is, with 
the normal noise-injection calibration introduced in Section 2.7.2. Now from the 
noise injection temperature going into the antenna branch the noise going to the 
reference branch is determined, see Figure 2-10. During the calibration the noise 
temperature coming into the receiver is defined as: 
 
NC
calib
antinjcalib
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calib
antant F
TT
TTTT
−
+=+=′ , (4-85) 
 
where calibantT  is the calibration target noise temperature coming to the directional 
coupler, Tinj is the noise-injection noise temperature coming to the directional 
coupler and FNC is the coupling of the directional coupler. Now it can be written: 
 
calib
antNCNinj TFTT += , (4-86) 
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and also 
phys
L
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11 , (4-87) 
 
where Tnoise is the noise temperature coming from the noise-injection switch, LNA 
is the attenuator between the switch and the directional coupler and physLNAT is the 
physical temperature of the attenuator. For the reference branch, when the noise is 
injected, the noise temperature is defined as 
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where LNref is the attenuation of the attenuator between the noise-injection switch 
and physLNrefT  is its physical temperature. Notice that it is assumed that the noise 
temperature leaving the switch is assumed to be the same for the both antenna and 
reference branch. Using the above equations the reference noise temperature 
during noise injection can now be written as: 
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Using the standard propagation for error (see Section 2.9.2) the uncertainty for 
this can be written as 
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(4-90) 
 
where ∆TN is determined during the antenna calibration handled in Section 4.6.1 
and the rest of the uncertainties are determined from specifications and 
measurements during manufacturing. Physical temperature measurement accuracy 
is at least 0.1°C as introduced in Appendix D. 
 
Reference branch noise temperature, when noise injection is off, is defined as: 
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in which Tleak is through the noise-injection switch leaked noise temperature, 
when the switch is turned to the matched termination. It is determined during the 
manufacturing phase of NIR. Uncertainty can be written as: 
 
2
2
2
2
2
22 11 Nref
Nref
phys
L
leak
phys
L
Nref
leakNrefref LL
T
TT
L
TLT Nref
Nref
∆



++∆



−+∆=∆ . (4-92) 
 
Also ∆Tleak is determined during manufacturing by measuring the isolation of the 
switch in different temperatures etc. Now it can be stated that the accuracy of the 
calibration network measurement depends on three main uncertainties, namely: 
 
1. Noise injection calibration uncertainty, ∆TN 
2. Reference branch noise temperature uncertainty when noise is injected, 
∆Tref,inj  
3. Reference branch noise temperature uncertainty when noise is not injected, 
∆Tref  
 
Using the equations presented and mentioned above the absolute accuracy of the 
calibration network noise measurement can be determined. 
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5 CONCLUSIONS 
Detailed description of the test plan of MDPP-2 NIR was given. First the 
measurement arrangements were described and then the analyses leading to the 
solving of the NIR properties were introduced.  
 
The goal is to test the ability of NIR to perform its main purposes, which are 
polarimetric measurement of brightness temperature scene and total power 
measurement of the noise temperature of the centralised noise source.   
 
With sample calculations it was verified that the goal is met and all the critical 
parameters for the proper operation of the NIR instrument can be tested using the 
configurations and procedures described in this work. 
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APPENDIX A: MATCHED COLD LOAD 
In this appendix a setup where a matched load is sunk in liquid nitrogen is 
investigated. A schematic diagram of the setup is shown in Figure A-1. The 
purpose is to define the noise temperature T’ at the output. 
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Figure A-1. Realisation of a cold load. Matched load is sunk in liquid nitrogen in a 
Dewar bottle having the temperature of about 77K. In region 1of the transmission line 
the temperature is assumed to be that of the liquid nitrogen, in region 2 the temperature 
has a distribution and in region 3 the temperature is assumed to be constant and that of 
the setup ambient. 
 
In Figure A-1 the transmission line is divided into three sections. The first is in the 
liquid nitrogen and has a constant temperature of about 77K. The second spans 
from the surface of the liquid nitrogen to a metal plate. The metal plate is assumed 
to be large enough to maintain its temperature as the same as the temperature of 
the setup ambient. Temperature is spread between these two points and 
characterisation of this distribution and its effect on the output noise temperature 
T’ is the main focus of this appendix. The third region is assumed to be once again 
constant and having the temperature of the setup ambient. 
 
In the following it is proposed to add insulation around region 2 of the cable, as 
presented in Figure A-1, in order to force the temperature distribution in this 
region linear. Analysis in the case of the linear temperature distribution with 
constant and non-constant attenuation is carried out. 
A.1 Temperature Distribution in the Cable 
Let’ s consider the configuration of Figure A-1 without the insulation. The 
differential equation for a travelling wave of power P toward positive x in a 
transmission line with attenuation coefficient α(x) and temperature T(x) is [15]: 
 
( ) ( ) ( )BxkTxPx
dx
dP
αα 22 +−=  (A-1) 
 
  80 
From Nyquist’ s theorem [3] it is known that P=kTxB and by dividing the resulted 
equation by kB, the differential equation in terms of equivalent noise temperature 
Tx is 
 
( ) ( ) ( )xTxTx
dx
dT
x
x αα 22 =+  (A-2) 
 
This linear first-order differential equation has the following solution [15]: 
 
( ) ( ) ( )
( )
lx
dxx
l
dxx
load
x
x
e
dxexTxT
T
=
∫
∫+
=
∫
0
0
2
0
2
2
’
α
α
α
 (A-3) 
 
For the configuration in Figure A-1 the length l can be divided in three sections 
yielding: 
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in which each section has the attenuation determined as follows: 
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where l(T(x)) is the attenuation of the transmission line per unit length as function 
of its physical temperature which, in turn, is function of the location. The total 
attenuation of the line is now:  
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The Equation (A-4) can now be written: 
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Since the temperature is assumed to be constant in regions 1 and 3, the above 
equation may be formulated as: 
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Because the attenuation and the attenuation coefficient have the relation of 
 
x
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the noise temperature at the output may be written 
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The total attenuation of the transmission line can also be simplified due to the 
constant temperatures of the regions 1 and 3: 
 
( ) ( )( ) ( )( )2321
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Now the attenuation of the transmission line per unit length as function of its 
physical temperature has to be determined and of course the temperature 
distribution in the region 2 of the transmission line has to be measured. For both 
variables a function may be fitted to the measured data and it is possible that 
analytical solutions can be found. Of course the equations may also be solved 
numerically. 
A.2 Effect of the Insulation 
When insulation is added to the region 2 the temperature distribution in this 
region should became linear according to basic thermodynamic principles (e.g. 
[16]). The upper end of the transmission line in region 2 is connected to a metal 
plate having the same temperature as that of the setup ambient. Thus the upper 
end has the temperature of Tamb and the lower end the temperature of Tload.  
 
The temperature distribution T2 of Equation (A-8) is now described with the 
following function (e.g. [17]): 
 
( ) baxxT +=2 , (A-12) 
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where  
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and 
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This yields a function for the temperature distribution in region 2: 
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which can be applied to Equation (A-10). 
Non-constant Attenuation with Linear Temperature Distribution 
The temperature distribution in region 2 is now linear as stated in Equation (A-15) 
and if the relation between the attenuation of the transmission line and the 
temperature of the transmission line is assumed linear, also the attenuation in 
region 2 can be assumed linear. This yields for the l(x) following equation 
(analogously to Equation (A-15)): 
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where l1=l(Tload) and l2=l(Tamb).  This can now be inserted, with (A-15), into the 
Equation (A-10) and the integral may be numerically solved. 
Constant Attenuation with Linear Temperature Distribution 
If the attenuation of the transmission line is assumed independent from its 
temperature i.e. constant, the middle term of Equation (A-8) can be written, with 
Equation (A-12), as follows 
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Now Equation (A-8) can be formulated to be 
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and when the Equation (A-9) is taken into account it becomes 
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where  
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in which  
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where lnom is the nominal attenuation per length unit of the transmission line. 
A.3 Conclusions 
Equations for determining the output noise temperature of the cold load assembly 
of Figure A-1 were presented. Linear temperature distribution with constant and 
non-constant attenuation was also analysed.  
 
Measurements of the system will demonstrate whether the linear temperature 
distribution could be applied. If this were possible within acceptable uncertainty 
limits (depending on the measurement), it would significantly simplify a 
construction of a well-defined cold load.  
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APPENDIX B: ANTENNA LOADS 
In this appendix some of the properties of the antenna loads, used in the tests, are 
described. 
B.1 Hot Load 
The hot load is realised with an absorber, whose temperature is measured. Multi-
point measurement is needed in order to assure accurate temperature distribution 
of the temperature in the antenna lobe. The minimum size of the absorber is 
determined using 5dB beamwidth, far-field condition and physical restrictions. 
 
For the antenna of NIR the 5dB beamwidth is about 40 degrees. 5dB beamwidth, 
instead of 3dB, is used in order to improve the accuracy of the target brightness 
temperature determination. 
 
The far-field condition is satisfied when [3] 
 
λ
22D
r ≥ , (B-1) 
 
where r is the distance from the antenna, D is the diameter of the antenna and λ is 
the wavelength. Now, for the antenna of the NIR r=0.1m. In the following 
r=0.25m is used in order to simplify the construction and to be on the safe side.  
 
Figure B-1 presents a possible configuration for the hot load. The minimum radius 
of the absorber is calculated to be 0.21m for the 5dB beamwidth.  
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Figure B-1. Hot load realised with an absorber. 
 
However, commercially available absorbers are for instance of size 0.61m x 
0.61m. It would be futile to cut this to the size of 0.42m x 0.42m but using the 
original size makes it possible to have 15dB beamwidth pointing at the absorber. 
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This would increase the accuracy significantly since then only a small amount of 
radiation of the walls adds to the measurement of the load. 
 
Temperature distribution of the absorber is determined from the multi-point 
measurements using interpolation. When the temperature map of the absorber is 
known the brightness temperature received by NIR can be calculated using the 
measured antenna pattern of NIR antenna. The antenna temperature is defined as 
[1] 
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pi
pi
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4
4
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,,
dF
dFT
T
n
nB
A , (B-2) 
  
where TB is the brightness temperature i.e. in this case the physical temperature of 
the target and Fn is the normalised antenna pattern of the NIR antenna. The above 
equation can be numerically solved when the temperature distribution of the 
absorber is determined and the antenna pattern is known (can be retrieved e.g. 
from [21]).  
 
When highly reflective material (e.g. aluminium) is used in the walls of the 
structure its brightness temperature causes minimal error. The emissivity of the 
walls should be known from specifications and the brightness temperature 
calculated using Equation (2-6). 
B.2 Cold Load 
The cold load can be constructed from an absorber (which can be sunk into liquid 
nitrogen), Styrofoam, highly reflective material (e.g. Aluminium) and a container 
(see Figure B-2). The same calculations as in the preceding section concerning the 
dimensions can be applied here. The temperature of the absorber is assumed to be 
that of the liquid nitrogen i.e. 77.4K, but the assumed antenna temperature have to 
be manipulated because of the effect of the Styrofoam. 
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Figure B-2. Possible setup for the cold load realised with absorber and liquid nitrogen 
 
The critical component in this configuration is the reflection coefficient between 
the Styrofoam and air: it should be as close to zero as possible in order to have 
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accurate results. This means that the relative permittivity of the Styrofoam has to 
be close to one since the reflection coefficient of power is defined as [1] 
 
2
21
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2
12
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ηη
ηη
+
−
=
+
−
=R , (B-3) 
 
where η1 and η2 are the wave impedances of the air and Styrofoam, respectively 
and ε1 and ε2 are the permittivities of the air and Styrofoam, respectively. 
 
Now the power of the radiation coming through the Styrofoam and reflecting from 
it at the upper side can be determined when the permittivity of it is known.  
 
  87 
APPENDIX C: POLARIMETRIC ANTENNA 
MEASUREMENTS 
C.1 Active Load Method 
A realisation of an active polarimetric load is presented for the testing of NIR. 
Schematic diagram of the measurement arrangement is introduced in Figure C-1.  
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Figure C-1. Schematic diagram about the active load method for polarimetric 
measurements with the antenna. 
The received Stokes parameters, and their uncertainties, are calculated in the case 
of ideal environment i.e. there are no reflections from the measurement equipment 
or its surroundings. Modified Stokes parameters are defined as [7] 
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where the brackets < > are defined as 
 
( ) ( )∫= T dttxTtx 0
1
. (C-2) 
 
The electromagnetic wave is defined as follows [11] 
 
( ) ( ) ( ) ( ) ( ) HxtiHVxtiVHV ueEueExtExtExtE βφωβω −−− +=+= 00,,, , (C-3) 
 
where EV0 and EH0 are the amplitudes of the vertical and horizontal polarisations, 
respectively; ω is the angular velocity of the wave; t is time; β is the propagation 
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coefficient; x is the place of the wave and φ is the phase difference of the 
polarisations. 
 
The first and second parameter of Equation (C-1) can be calculated as follows 
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The third parameter is solved as below 
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and thus the fourth can be solved analogously to be 
 
 
{ } φsin22 00* HVHV EEEE =ℑ . (C-6) 
 
From Equation (C-1) the following can be solved 
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Thus the third parameter can be written as 
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and analogously the fourth 
 
φsin24 HVTTT = . (C-10) 
 
Finally the modified Stokes parameters can be written as 
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The noise temperature at the input of the transmitter antenna for the both 
polarisations is defined as  
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where TN is the noise temperature of the noise module coming out of the power 
divider (assumed to be same for both channels); Tphys is the physical temperature 
of the connecting network and LV(xVatt) and LH(xHatt) are the attenuations in the 
channels going to the V- and H-input of the antenna, respectively, xVatt and xHatt 
being the positions of the controllable attenuators in the V- and H-channel, 
respectively. Phase difference in the transmitter antenna is defined as follows 
 ( ) VshiftH x ϕϕφ −=
 
(C-13) 
 
Free space attenuation is determined as [3] 
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where λ is the wavelength and r is distance between the antennas. Now the 
received power at both polarisations can be written as 
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where GVt and GHt are the transmitter antenna gains in V and H polarisation, 
respectively and GVr and GHr are the receiver antenna gains in V and H 
polarisation, respectively. 
 
The received third and fourth Stokes parameters are now written as 
 
φ
pi
λ
cos
4
2
2
3 HrHtVrVtHV GGGGTT
r
T 


=
 
(C-17) 
φ
pi
λ
sin
4
2
2
4 HrHtVrVtHV GGGGTT
r
T 


=
 
(C-18) 
 
and their uncertainties are calculated as follows using the standard propagation of 
error [8] 
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Fourth parameter is determined analogously. The uncertainties of the horizontal 
and vertical polarisations going to the transmitter antenna are determined as 
follows: 
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The uncertainty of the received vertical polarisation may be written as: 
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and the uncertainty of the horizontal polarisation can be determined analogously. 
C.2 Conclusions 
The analysis of an active polarimetric load in ideal surroundings was presented. In 
a more accurate analysis also the reflections of the environment and the 
equipment itself has to be taken into account. The idea here was just to address the 
measurement situation from the electromagnetic point of view so that it easy to 
deepen the analysis. 
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APPENDIX D: MEASUREMENT EQUIPMENT 
In this appendix the key pieces of measurement equipment are briefly introduced. 
The required items are listed below: 
 
• Temperature-controlled housing (see Section D.3) 
• CNS (see Section D.2) 
• Matched cold load (Appendix A)  
• Antenna loads (Appendix B) 
• Polarimetric antenna load (Appendix C) 
• Noise source 
• Two digitally controlled attenuators 
• Digitally controlled switch 
• Power divider 
• Directional coupler 
• Temperature sensors 
• High-quality cables. 
 
In the following the components, the CNS and the temperature-controlled housing 
are separately discussed. 
D.1 Measurement Components 
In this section an overview on the proposed components of the measurement 
equipment is made. The properties of the devices are introduced as stated in data 
sheets and for some test results are presented. Notice that these are only possible 
components that can be used in order to make the test successful but also 
equivalent devices may be used. Details and suggestions of the some of the 
required components are listed below. 
Noise source e.g. Noise Com Inc. NC503/12 
The noise module is the same as used in NIR noise-injection. In the tests it 
will be used as CNS and a measurement source. The manufacturer given 
specifications are listed below: 
 
Manufacturer: Noise Com Inc. 
Type: NC503 / 12 
Frequency range: 0,2-5000 MHz 
Output: White Gaussian noise 
Minimum output ENR @ 50 ohm: 31 dB 
Output flatness: ± 1,5 dB 
Temperature coefficient: 0,01 dB/C 
Supply sensitivity: 0,1dB / %∆V (0,001dB/1,2mV) 
Operating temperature: -55C to +85C 
Supply voltage +12 V 
Supply current: 0,2 to 5mA 
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Packaging: Drop-in (TO-8) 
Space qualified: On request (MIL-E-5400T) 
 
The performance of the noise module is also measured and below is a 
short summary of the results. In [19] the measurements are described in 
detail. 
 
Output ENR @ 50 ohm: 30,6 dB 
Output flatness: No ripple identified 
Output matching: power on return loss 8dB (TBC, not reliable due to the 
noise), power off return loss 2dB 
Temperature coefficient: 0,01 dB/°C 
Supply sensitivity: 0,00102dB/mV 
Supply current: 4mA @ 12V 
Long term stability: 0.010dB 
Digitally controlled attenuator e.g. Hittite HMC307QS16G 
 1dB steps  
Range 31dB 
 Insertion loss: 2dB 
 Return loss: min. 11dB 
Digitally controlled switch e.g. Hittite HMC241QS16 
Insertion loss ~1dB 
Isolation >40dB 
Switching time negligible in these tests 
Power divider e.g. Mini-circuits BP2G 
 Insertion losses: 3.60dB & 3.70dB 
 Isolation 23dB 
 VSWR: in 1.11, out1: 1.04, out2 1.08 
Directional coupler e.g. Mini-circuits D19G 
 Coupling: 18.2±1.2 
 Mainline loss: 0.3dB 
 Directivity: 15dB 
 VSWR: 1.2  
Temperature sensor e.g. PT100 
Accuracy 0.1K 
Relative accuracy 0.02K 
 
Additionally some high quality cables are needed. The most important property is 
the attenuation, which should be as low as possible in order to reduce the 
uncertainties. 
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D.2 Realising Calibration Network Simulator 
Throughout the measurements the so-called Calibration Network Simulator (CNS) 
is used. Its purpose is to make the measurement situation as realistic as possible 
by introducing the same amount of noise as in the case where the real calibration 
network is connected to the NIR. The CNS can then be used for testing the 
measurement of the centralised noise source and as an error-causing factor due to 
finite isolation of the Dicke switch [9] and possible reflections in the connecting 
network.  
 
In fact the CNS is simply a stable noise source. The same module used in NIR 
(NC503/12, see Section D.1) can be used here. It has to be temperature (within 
1K) and voltage/current stabilised to ensure stable power level and the power has 
to be attenuated to the level of the real calibration network (TC=3000K [9]).  
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Figure D-1. Schematic diagram of the Calibration Network Simulator 
 
Electromagnetic shielding is needed and power supply and power switch cables 
have to be at least 10 meters long as are the rest of the NIR cables (see Section 
3.2.1). 
D.3 Temperature-controlled Housing 
A temperature-controlled housing is being constructed in HUT LST, which can be 
used for the NIR tests. Figure D-2 presents the schematic diagram of the housing. 
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Figure D-2. Schematic diagram of the temperature-controlled housing. 
 
The temperature of the housing is controlled with a PC. Possibly the NIR Control 
Unit may also be used to control the housing. For the measurements involving 
antenna there is a polyethylene window in the cover of the housing and rest of the 
housing includes electromagnetic shielding. 
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APPENDIX E: UNCERTAINTY SIMULATIONS 
In this appendix some calculations of the equations presented in the text are 
carried out using estimated realistic values. 
E.1 Receiver Noise Temperature 
Section 4.1 contains an analysis on how the receiver noise temperature of NIR can 
be determined. In this section the calculations are carried out with some 
reasonable estimations for the variables. 
 
L1=L2=1dB Attenuation of the connecting chain for both loads 
∆Lchain=x dB Uncertainty of the attenuation measurement 
T1=295K Hot load temperature 
∆T1=0.1K Uncertainty of the hot load 
T2=80K Cold load temperature 
∆T2=0.3K Uncertainty of the cold load 
Tphys=295K Physical temperature of the connecting chain 
∆Tphys=0.1K Uncertainty of the connecting chain temperature 
V1=0.1V NIR PMS1 hot load response 
V2=0.059V NIR PMS1 cold load response 
∆V=10-4V Uncertainty of the PMS1 (estimated) 
 
These values yield: 
 
Y=1.49  Y-factor from V1 and V2: Equation (2-21) 
∆Y=7.6⋅10-4 Uncertainty of the above Y-factor: Equation (4-8) 
Trec=222.5K Receiver noise temperature: Equation (4-6) 
 
The uncertainty of the above procedure is presented in Figure E-1 as a function of 
the attenuation uncertainty of the connecting chain. It can be seen that accuracy of 
the attenuation measurement is very critical issue. As a result an accuracy better 
than ∆Lchain = 0.05 dB is stated as a requirement for the attenuation measurements. 
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Figure E-1. Uncertainty of the receiver noise temperature as function of 
 the attenuation measurement uncertainty. As can be seen the procedure is  
very sensitive to the uncertainty of the attenuation measurement. 
 
E.2 Sensitivity 
In this section is analysed the effect of the receiver noise temperature uncertainty 
on the theoretical sensitivity calculation presented in Section 4.2.1. 
 
Trec = 225 K Receiver noise temperature 
∆Trec = x K Uncertainty of the receiver noise temperature 
B = 19 MHz Bandwidth 
∆B = 1 MHz Uncertainty of the bandwidth 
τ = 1.2 s Integration time 
∆τ = 0 s Uncertainty of the integration time 
Tref = 296 K Reference noise temperature 
∆Tref = 0.2 K Uncertainty of the reference noise temperature 
 
The above values yield: 
 
∆TNI = 0.22 K Sensitivity in noise-injection mode: Equation (4-15) 
 
and Figure E-2 presents the uncertainty of the sensitivity above sensitivity as 
function of the receiver noise temperature uncertainty. It can be seen that the 
determined sensitivity is not strongly affected by the uncertainty of the receiver 
noise temperature and thus the calculation can be estimated to be fairly accurate. 
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Figure E-2. Theoretical sensitivity uncertainty as a function of receiver 
 noise temperature uncertainty. 
E.3 Linearity 
In this section the linearity measurement procedure is evaluated. The noise 
temperature emitted by of the controllable noise source is calculated and its 
uncertainties evaluated with different attenuation uncertainty values. 
 
Tcold = 85 K  Cold load output noise temperature 
∆Tcold = 1 K Cold load uncertainty 
Tnoise = 104 K Noise source output noise temperature  
∆Tnoise = 5 K Noise source uncertainty 
Tphys = 295 K Physical temperature of the connecting chain 
∆Tphys = 0.2 K  Uncertainty of the physical temperature 
L= 5-34 dB Attenuation of the connecting chain in all the attenuator states 
(same for both channels and both switch states) 
Ltherm = 2-31 dB Attenuation causing thermal noise 
∆L = 0.02dB Uncertainty of the attenuation 
 
Now the above values yield noise temperatures at radiometer input presented in 
Figure E-3 in both of the switch states i.e. when connected to the cold load and 
when connected to the noise source. 
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Figure E-3. Noise coming from the controllable noise source and going 
 into the receivers. 
 
Figure E-4 presents the uncertainty of the input noise temperature as a function of 
attenuation measurement uncertainty in the most sensitive cases (see Figure E-5). 
It can be see that the attenuation measurement accuracy has a very strong effect 
on the noise temperature uncertainty. 
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Figure E-4. Uncertainty of the input noise temperature as a function  
of attenuation uncertainty. 
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Figure E-5. Uncertainty of the input noise temperature as a function  
of input noise temperature magnitude. 
 
E.4 Calibration of Antenna Measurement 
In this section the calibration uncertainty of NIR is shortly evaluated. Antenna 
temperature uncertainty is evaluated in three cases in which the calibration target 
brightness temperature is assumed to be different. 
 
Tref  = 296 K Reference noise temperature 
∆Tref  = 0.2 K Uncertainty of the reference noise temperature 
TN = 400 K Noise-injection noise temperature 
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Figure E-6. Antenna measurement uncertainty as a function of antenna 
 temperature with different calibration targets. 
 
Figure E-6 presents the three cases where the radiometer is first calibrated with a 
target having a certain brightness temperature and then a target with varying 
brightness temperature is measured. Effect of the calibration on this measurement 
is plotted in Figure E-6. The uncertainty is calculated using Equation (4-78) 
(linearity error is ignored and sensitivity is assumed to be 0.3 K). It can be seen 
that lower the calibration target brightness temperature better the calibration result 
as Equation (4-73) already suggested.  
 
This result is a very strong motivation for calibrating NIR with a sky 
measurement, since it has low brightness temperature and it is very well defined 
(better than the 1 K used here). 
E.5 Modulus Terms 
In this section the uncertainties of the modulus terms of NIR noise-injection mode 
are evaluated as function of the receiver noise temperature. The following values 
were used for the calculation: 
 
calib
VantT  = 
calib
HantT  = 3 K Calibration target (sky) brightness temperature 
calib
VantT∆  = 
calib
HantT∆  = 0.3 K Calibration target uncertainty 
∆Tσ  = 0.3 K Sensitivity 
∆Tlin = 0.7 K Uncertainty caused by linearity error 
THant = 120 K Horizontal polarisation antenna temperature 
TVant = 80 K Vertical polarisation antenna temperature 
Tref = 296 K Reference noise temperature 
∆Tref = 0.2 K Uncertainty of the reference noise temperature 
TN = 400 K Noise-injection noise temperature 
gFW = 1 Fringe-washing factor 
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∆gFW = 0 Uncertainty of the fringe-washing factor 
TVrec= 225 K  Receiver noise temperature 
THrec = 225 K Receiver noise temperature 
∆TVrec=∆THrec=x K Uncertainties of the receiver noise temperatures 
 
These values yield the following: 
 
∆TN =1.00 K  Uncertainty of noise-injection noise: Equation  
(4-73) 
∆THcalib = 0.30 K Horizontal calibration uncertainty: Equation (4-75) 
∆TVcalib = 0.33 K Vertical calibration uncertainty: Equation (4-75) 
∆TH = 0.82 K  Horizontal polarisation uncertainty: Equation (4-78) 
∆TV = 0.83 K  Vertical polarisation uncertainty: Equation (4-78) 
 
Figure E-7 presents the relative uncertainty of all the modulus terms of the noise-
injection mode as function of the receiver noise temperature uncertainty. 
 
 
Figure E-7. Relative modulus term uncertainties as a function of receiver noise 
temperature uncertainty when antenna temperature is for the vertical channel 
 TV = 80 K and for the horizontal channel TH = 120 K. 
 
It can be seen from the plots of Figure E-7 that the relative errors increase 
significantly after receiver noise uncertainty is above three Kelvins. 
E.6 Third and Fourth Stokes Parameters Accuracy 
In this section the third and fourth Stokes parameter accuracy is evaluated in two 
cases: as function of receiver noise temperature and as function of correlation 
coefficient. The basic values used in these calculations are the same as in the 
previous section. 
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Figure E-8 presents the case where receiver noise temperature uncertainty changes 
and the correlation coefficient uncertainty is assumed zero. The modulus terms 
used for calculating the third and fourth Stokes parameters are the same as plotted 
in Figure E-7. 
 
 
Figure E-8. Uncertainty of the third and fourth Stokes parameter as function  
of receiver noise temperature. The correlation coefficient uncertainty is zero.  
This is the same situation as presented in Figure E-7. The plots indicate that  
the relative uncertainty is the same for the both third and fourth Stokes 
 parameter. 
 
As can be seen the receiver noise temperature uncertainty starts to affect the 
Stokes parameter uncertainty strongly after 3 K, as is the case with modulus terms 
i.e. the uncertainty of the modulus term is the affecting factor. 
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Figure E-9. Uncertainty of third and fourth Stokes parameters as  
a function of correlation coefficient uncertainty. 
 
Figure E-9 presents the case where the correlation coefficient changes and 
receiver noise temperature uncertainties ∆THrec = ∆TVrec = 3 K. From the curves in 
Figure E-9 it can be seen that the correlation coefficient uncertainty, ∆µ, must be 
at least less than 10-3. 
