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THE BOGOLIUBOV FREE ENERGY FUNCTIONAL II.
THE DILUTE LIMIT
MARCIN NAPIO´RKOWSKI, ROBIN REUVERS, AND JAN PHILIP SOLOVEJ
Abstract. We analyse the canonical Bogoliubov free energy functional
in three dimensions at low temperatures in the dilute limit. We prove
existence of a first-order phase transition and, in the limit
∫
V → 8pia,
we determine the critical temperature to be Tc = Tfc(1 + 1.49ρ
1/3a) to
leading order. Here, Tfc is the critical temperature of the free Bose gas,
ρ is the density of the gas and a is the scattering length of the pair-
interaction potential V . We also prove asymptotic expansions for the
free energy. In particular, we recover the Lee–Huang–Yang formula in
the limit
∫
V → 8pia.
Contents
1. Introduction 1
2. The Bogoliubov free energy functional 6
3. Existence of minimizers and phase transition 8
4. Main results and sketch of proof 9
4.1. The critical temperature 10
4.2. Free energy expansion 10
4.3. Set-up of the paper 12
5. Proof of the main results 12
5.1. Derivation of the simplified functional 13
5.2. Minimization of the simplified functional in γ and α 17
5.3. A priori estimates on the free Bose gas 20
5.4. A priori estimates 22
5.5. Estimate on critical densities 28
5.6. Preliminary approximations 33
5.7. Proof of Theorems 8 and 9 35
5.8. Proof of Theorems 10 and 11 45
Appendix A. Approximations to integrals 49
References 57
1. Introduction
For a non-interacting, or free, Bose gas with density ρ, the textbook
argument by Einstein shows that the phase transition to BEC happens at a
critical temperature (in units ~ = 2m = kB = 1)
Tfc = 4piζ(3/2)
−2/3ρ2/3. (1.1)
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How do interactions between the bosons affect this free critical temperature?
A system of particular interest is liquid helium, in which the nuclei interact
rather strongly, and one can ask how Einstein’s argument and the free critical
temperature (1.1) are altered by this interaction. Feynman studied this
problem with path integrals [11, 12]. Arguing that the potential resulted
in an increased effective mass, he predicted that the critical temperature
would decrease compared to the free case, which had indeed been observed
for liquid helium. He did not make any quantitative predictions.
To make such quantitative predictions, various simplifications were con-
sidered. The first one is to replace the interaction potential for liquid helium
by a hard-core potential with radius a > 0
V (x) =
{
∞ |x| ≤ a
0 |x| > a . (1.2)
To simplify things further, it is common to study a weakly-interacting or
dilute gas. For a hard-core potential, the natural length scale is given by
the radius a. We could compare this length scale to the one defined by
the density: ρ−1/3, the average distance between the particles. Diluteness
now means that the particles meet only rarely, that is, the average distance
between the particles is much bigger than the length scale of the potential,
or
ρ1/3a 1. (1.3)
This assumption is not valid for liquid helium, but it is for experiments
with trapped dilute cold gases such as [3, 8]. In any case, one can repeat
Feynman’s question: how is the free critical temperature (1.1) altered by
the hard-core interaction?
Lee and Yang were the first to study this [21] in the translation-invariant
case. They used pseudopotential methods developed in [19, 22] to conclude
that the shift in critical temperature should be proportional to ρ1/3a. In the
appendix of [21], they solve a simplified system, which gives
Tc = Tfc(1 + 1.79(ρ
1/3a) + o(ρ1/3a)). (1.4)
It is such an approximate expression that we will be looking for in this
paper, but for a general class of potentials. To properly define the dilute limit
(1.3) without reference to a hard-core potential, we consider a characteristic
length scale of the potential that is known as the scattering length a (see
[23] for a definition). It coincides with the core radius for the hard-core
potential.
For general potentials, there has been a lot of debate about whether the
linear dependence on ρ1/3a in (1.4) is correct ([16, 17, 18, 33] predict ex-
ponents of 1/2, 3/2, 1/2 and 1/2, respectively, where the latter is the only
one predicting a decrease in Tc compared to Tfc). Nonetheless, (1.4) is still
expected to hold true, at least up to the value of the constant 1.79, which
we discuss shortly.
It is good to remember that the search for (1.4) for general potentials
started from a desire to understand BEC in superfluid helium, but that
particular problem remains intractable to this day. In its stead, the dilute
setting has become a well-known and challenging object of study of its own.
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Indeed, the predicted critical temperature for a dilute gas (1.4) is higher
than Tfc, whereas the critical temperature of liquid helium is lower, which
shows that the systems are quite different. Nonetheless, we have little hope
of understanding the strongly-interacting case if we cannot even treat this
weakly-interacting set-up, justifying the attention this problem has received
(see [2] for an overview).
We start from a Hamiltonian for a gas of N bosons that interact via a (pe-
riodized) repulsive pair potential V l in a three-dimensional box [−l/2, l/2]3
with periodic boundary conditions:
HN =
∑
1≤i≤N
−∆li +
∑
1≤i<j≤N
V lij .
The particle density is ρ = N/l3. Assuming the interaction only depends
on the distance between the particles, HN is translation invariant, and we
therefore write its second-quantized form in momentum space
H =
∑
p
p2a†pap +
1
2l3
∑
p,q,k
V̂ l(k)a†p+ka
†
q−kaqap. (1.5)
Here, only particular p are included in the sum, as determined by the size
of the box l, but we will consider the thermodynamic limit l→∞.
To the best of our knowledge, the only rigorous fact known about the
critical temperature for the Hamiltonian (1.5) is the upper bound established
by Seiringer and Ueltschi using the Feynman–Kac formula [29]. It is not
surprising that such results are thin on the ground: it remains impossible to
prove BEC in the dilute limit at positive temperature, let alone determine
the critical point exactly.
As for approximate models, we already mentioned Lee and Yang’s ex-
pression (1.4) for the hard-core gas [21]. This expression can only be found
in the appendix of their paper, perhaps because Lee and Yang considered
their calculation to be physically inaccurate since it predicts a first—rather
than the expected second—order phase transition. The fact that (1.4) was
hidden in the appendix has presumably led to the widespread misconcep-
tion that Lee and Yang only predicted a shift linear in ρ1/3a, without saying
anything about the sign or size of the constant [2, 4, 29, 30]. Even if Lee
and Yang themselves did not really trust their result, it fits reasonably well
with numerics: Monte Carlo methods [1, 20, 27] suggest that the form (1.4)
is correct, but that the numerical value 1.79 should be closer to 1.3.
So how do Lee and Yang approach this problem? They replace the bound-
ary conditions imposed by the hard-core potential by a pseudopotential that
should give the right wave function in the physically relevant region where
all the particles are at least distance 2a from one another [19, 22]. They
then assume that only s-wave scattering is important (i.e. the momentum
of the particles is low), and show that replacing the potential by
8piaδ(r)∂rr,
should yield the correct wave function. For smooth functions, this is simply
a multiplication by a delta function, but the derivative does play a role
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for physical wave functions. All this leads to an excitation spectrum of
Bogoliubov form, which can now be used to calculate the shift in the critical
temperature (1.4).
Before we explain how this is done, let us point out that this claim in itself
has led to some confusion. In a number of articles in which the dilute Bose
gas is treated with field-theoretic methods—e.g. Bijlsma and Stoof [5] and
Baym et al. [4], who find (1.4) with constants of 4.7 and 2.9, respectively—
it is claimed that mean-field theories such as Bogoliubov’s will simply give
Tc = Tfc, or, in other words, no shift. One argument [2] goes as follows: a
particle with momentum p effectively has the energy
ε(p) ∼
√
p2(p2 + 2V̂ (p)ρ) ≈ p2
√
1 + 2V̂ (0)ρ/p2 ≈ p2 + V̂ (0)ρ, (1.6)
in which the reader can recognize an approximation to the Bogoliubov dis-
persion relation [6]. Inserting this ‘mean-field’ shift of the energy levels into
the particle density of the free Bose gas gives
1
e(p2+V̂ (0)ρ−µ)/T − 1
(1.7)
so that the ‘critical’ µ is V̂ (0)ρ. At this µ, the relation between T and ρ is
the same as for the free gas, and so the critical temperature does not change.
However, one should be more careful in the comparison with the free gas,
and the exact form of the dispersion relation one uses.
In Bogoliubov’s analysis, the number of particles N0 in the p = 0 state
enters via a c-number substitution and plays a crucial role. Dividing by
the volume, we obtain a condensate density ρ0 = N0/l
3 that can now be
regarded as a parameter. The dispersion relation Lee and Yang derive for
the hard-core potential with radius a is
ε(p) ∼
√
p2(p2 + 16piaρ0), (1.8)
so, unlike (1.6), this gives a ρ0-dependence. Furthermore, we should not
define µ using the free particle density (1.7), which just happened to be the
minimizer of the free energy in that case. Instead, for fixed ρ and ρ0, we
should treat the remaining particles with density ρ − ρ0 grand canonically,
resulting in a grand canonical partition function that depends on T , ρ, ρ0
and a chemical potential µ. Recalling that there are only two independent
parameters, one should now eliminate ρ by calculating the value it takes at
the minimum of the free energy for fixed T , ρ0 and µ, and then minimize
over all ρ0. The critical µc for fixed temperature is the one where the min-
imizing ρ0 changes from ρ0 = 0 (no BEC) to ρ0 > 0 (BEC). Note that this
definition is far more complicated than the naive conclusion µc = V̂ (0)ρ
above, but it is more correct. That was apparently clear to Lee and Yang,
but it seems to have gone out of fashion, resulting in the false belief that the
Bogoliubov spectrum does not give a change in the critical temperature.
In this work we consider a variational model introduced by Critchley and
Solomon [7]. They evaluate the expectation value of H − TS − µN in a
quasi-free state, where S is the von Neumann entropy and N is the particle
number operator, and minimize over all quasi-free states, resulting in an
upper bound to the free energy at temperature T and chemical potential µ.
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This upper bound is well-motivated. The first supporting argument is
that the usual treatment of the Hamiltonian (1.5) with the Bogoliubov ap-
proximation [6] reduces it to an operator that is quadratic in the creation
and annihilation operators, and that ground and Gibbs states of such opera-
tors are quasi-free states. A second is that quasi-free states have successfully
served as trial states to establish correct bounds on the ground state energy
of Bose gases [10, 15, 32], which is of course the T = 0 free energy.
Expressing the expectation value of H − TS − µN for a general quasi-
free state does lead to a complicated non-linear functional. Simplifying it
somewhat by throwing out certain terms, Critchley and Solomon conclude
that the model will reproduce Bogoliubov’s conclusions.
In this paper, we analyse their functional without the simplifications, and
determine whether the minimizers display BEC (ρ0 > 0) or not (ρ0 = 0).
This is a variational reformulation of Bogoliubov’s and Lee and Yang’s ap-
proach that is conceptually clear and more accurate, although it has in
common with Lee and Yang’s approach that the phase transition is of (pre-
sumably unphysical) first order because the density jumps at the critical
temperature.
The analysis of the functional without simplifications leads to an approx-
imation for the critical temperature given by
Tc = Tfc(1 + 1.49ρ
1/3a+ o(ρ1/3a)), (1.9)
in the limit
∫
V = V̂ (0) → 8pia (that is, for a sequence of potentials with
V̂ (0) → 8pia), and the constant 1.49 is indeed closer to the predicted 1.3
[1, 20, 27] than Lee and Yang’s 1.79. The same analysis can also be carried
out in 2 dimensions and we discuss this in [26].
By its construction, this model also gives an upper bound to the free
energy at positive temperature, which, for the full Hamiltonian (1.5), was
so far only considered by Seiringer [28] and Yin [35]. At T = 0, the free
energy is simply the ground state energy, which we can compare with the
prediction
4piaρ2 +
512
15
√
pi(ρa)5/2 + o((ρa)5/2)
by Lee, Huang and Yang [22]. Our model does reproduce the leading be-
haviour, but the second order only comes out correctly in the limit V̂ (0)→
8pia. A similar result was obtained earlier by Erdo¨s, Schlein and Yau [10],
but the exact upper bound has in fact been proved by Yau and Yin [34].
One could ask whether the predicted critical temperature shift (1.9) can
actually be measured. For harmonic traps, a linear shift has indeed been
measured [9, 14, 31], but it cannot be compared with (1.9) since there is no
translation invariance and the effect of the trap, expected to lower rather
than raise the critical temperature, is simply too big. Recently, a BEC was
also created in a uniform potential [13]. The measurements are not precise
enough, however, to measure the shift directly, but even if they were, in this
set-up the finite size effects due to the boundedness of the trap are expected
to be six times larger than the shift caused by the interaction. In the words
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of [30], ‘we are thus still lacking a direct measurement of the historically
most debated [Tc] shift’.
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2. The Bogoliubov free energy functional
This article is the continuation of the previous work [25], in which we
derive and analyse the Bogoliubov free energy functional that was first in-
troduced by Critchley and Solomon [7]. Let us briefly recall the set-up.
As motivated in the introduction, the functional is obtained from (1.5) by
substituting a c-number ρ0 through a0 → a0 +
√
l3ρ0 (justified in [24]) and
evaluating the expectation value of H − TS − µN of a quasi-free state. As-
suming translation invariance and 〈apa−p〉 = 〈a†−pa†p〉, the two (real-valued)
functions γ(p) := 〈a†pap〉 ≥ 0 and α(p) := 〈apa−p〉 fully determine this ex-
pectation value. Here, γ(p) is the density of particles with momentum p,
and α describes the pairing in the system. The c-number ρ0 ≥ 0 should be
thought of as the density of the condensate, so that there is a Bose–Einstein
condensate (BEC) if ρ0 > 0. The total particle density is
ρ = ρ0 + (2pi)
−3
∫
R3
γ(p)dp =: ρ0 + ργ .
In the thermodynamic limit, this gives the (grand canonical) Bogoliubov
free energy functional
F(γ, α, ρ0) = (2pi)−3
∫
R3
p2γ(p)dp− µρ− TS(γ, α) + V̂ (0)
2
ρ2
+ ρ0(2pi)
−3
∫
R3
V̂ (p) (γ(p) + α(p)) dp.
+
1
2
(2pi)−6
∫∫
R3×R3
V̂ (p− q) (α(p)α(q) + γ(p)γ(q)) dpdq,
(2.1)
with entropy
S(γ, α) = (2pi)−3
∫
R3
s(γ(p), α(p))dp = (2pi)−3
∫
R3
s(β(p))dp
= (2pi)−3
∫
R3
[(
β(p) +
1
2
)
ln
(
β(p) +
1
2
)
−
(
β(p)− 1
2
)
ln
(
β(p)− 1
2
)]
dp,
THE BOGOLIUBOV FREE ENERGY FUNCTIONAL II. 7
where
β(p) :=
√(
1
2
+ γ(p)
)2
− α(p)2. (2.2)
The functional is defined on the domain D given by
D = {(γ, α, ρ0) | γ ∈ L1((1 + p2)dp), γ ≥ 0, α(p)2 ≤ γ(1 + γ), ρ0 ≥ 0}.
To reiterate, this functional describes the grand canonical free energy of a
homogeneous Bose gas at temperature T ≥ 0 and chemical potential µ ∈ R
in the thermodynamic limit.
The goal of the first paper [25] is twofold: to establish the existence of
minimizers for the minimization problem
F (T, µ) = inf
(γ,α,ρ0)∈D
F(γ, α, ρ0), (2.3)
and to analyse their structure (in whether ρ0 > 0 or not) for different tem-
peratures and chemical potentials. Keeping in mind that the dilute limit
ρ1/3a  1 is defined in terms of the density, the canonical counterparts to
(2.1) and (2.3) are considered as well: the functional Fcan = F + µρ at
density ρ ≥ 0 and temperature T ≥ 0 is given by
Fcan(γ, α, ρ0) = (2pi)−3
∫
R3
p2γ(p)dp− TS(γ, α) + 1
2
V̂ (0)ρ2
+ (2pi)−3ρ0
∫
R3
V̂ (p) (γ(p) + α(p)) dp
+ (2pi)−6
1
2
∫∫
R3×R3
V̂ (p− q) (α(p)α(q) + γ(p)γ(q)) dpdq,
(2.4)
with ρ0 = ρ− ργ . The canonical minimization problem is
F can(T, ρ) = inf
(γ,α,ρ0=ρ−ργ)∈D
Fcan(γ, α, ρ0) = inf
0≤ρ0≤ρ
f(ρ− ρ0, ρ0), (2.5)
where
f(λ, ρ0) = inf
(γ,α)∈D′∫
γ=λ
Fcan(γ, α, ρ0)
and
D′ = {(γ, α) | γ ∈ L1((1 + p2)dp), γ(p) ≥ 0, α(p)2 ≤ γ(p)(γ(p) + 1)}.
Strictly speaking, this is not really a canonical formulation: it is only the
expectation value of the number of particles that we fix. We will nevertheless
describe this energy as ‘canonical’. The function F (T, µ) as a function of µ
is the Legendre transform of the function F can(T, ρ) as a function of ρ.
The main results of [25], which we recall in the next section, state that
there exist minimizers for both (2.3) and (2.5) and that both models exhibit
a BEC phase transition.
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3. Existence of minimizers and phase transition
The following results, proven in the accompanying paper [25], provide the
basis for any further analysis of the Bogoliubov free energy functional.
Throughout this article, we assume that the two-body interaction poten-
tial and its Fourier transform
V̂ (p) =
∫
R3
V (x)e−ipxdx, V (x) = (2pi)−3
∫
R3
V̂ (p)eipxdp
are radial functions that satisfy
V ≥ 0, V̂ ≥ 0, V 6≡ 0. (3.1)
Moreover, we assume that
V̂ ∈ C1(R3), V̂ ∈ L1(R3), ‖V̂ ‖∞ <∞, ‖∇V̂ ‖2 <∞, ‖∇V̂ ‖∞ <∞. (3.2)
Theorem 1 (Existence of grand canonical minimizers for T > 0). Let T > 0.
Assume the interaction potential is a radial function that satisfies (3.1) and
(3.2). Then there exists a minimizer for the Bogoliubov free energy functional
(2.1) defined on D.
It turns out that we need to assume some additional regularity on the
interaction potential to prove a similar statement for T = 0.
Theorem 2 (Existence of grand canonical minimizers for T = 0). Assume
the interaction potential fulfils the assumptions of Theorem 1. If we assume
in addition that V̂ ∈ C3(R3) and that all derivatives of V̂ up to third order
are bounded, then there exists a minimizer for the Bogoliubov free energy
functional (2.1) defined on D for T = 0.
We would like to stress that the minimizers need not be unique. In fact,
we will see (cf. Remark 38) that there exist combinations of µ and T for
which the problem (2.3) has two minimizers with two different densities.
We have analogous results in the canonical setting.
Theorem 3 (Existence of canonical minimizers for T > 0). Let T > 0.
Assume the interaction potential is a radial function that satisfies (3.1) and
(3.2). Then the variational problem (2.5) admits a minimizer.
Theorem 4 (Existence of canonical minimizers for T = 0). Assume the
interaction potential fulfils the assumptions of Theorem 3. If we assume in
addition that V̂ ∈ C3(R3) and that all derivatives of V̂ up to third order
are bounded, then there exists a minimizer for the canonical minimization
problem (2.5) at T = 0.
Let us now recall the results concerning the existence of phase transitions
in our model. Our first result shows that Bose–Einstein Condensation and
pairing are connected in these models.
Theorem 5. Let (γ, α, ρ0) be a minimizing triple for either (2.1) or (2.4).
Then
ρ0 = 0⇐⇒ α ≡ 0.
Thus, there can only be one kind of phase transition, and the next results
show that it indeed exists.
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Theorem 6 (Existence of grand canonical phase transition). Given µ > 0.
Then there exist temperatures 0 < T1 < T2 such that a minimizing triple
(γ, α, ρ0) of (2.3) satisfies
(1) ρ0 = 0 for T ≥ T2;
(2) ρ0 > 0 for 0 ≤ T ≤ T1.
Theorem 7 (Existence of canonical phase transition). For fixed ρ > 0 there
exist temperatures 0 < T3 < T4 such that a minimizing triple (γ, α, ρ0) of
(2.5) satisfies
(1) ρ0 = 0 for T ≥ T4;
(2) ρ0 > 0 for 0 ≤ T ≤ T3.
4. Main results and sketch of proof
We assume that
ρ1/3a 1, (4.1)
where a, the scattering length of the potential, is defined by
4pia :=
∫
∆w =
1
2
∫
V w,
and w satisfies
−∆w + 1
2
V w = 0 (4.2)
in the sense of distributions with w(x)→ 1 as |x| → ∞. The quantity 8pia is
often replaced by
∫
V = V̂ (0), which is its first-order Born approximation.
In fact, V̂ (0) > 8pia (see [23, Appendix C] for more details). We quantify
this discrepancy with the parameter ν = V̂ (0)/a, so that ν > 8pi. The limit
ν → 8pi, that is, a sequence of potentials such that V̂ (0) tends to 8pia, is of
special interest.
For the proofs, it will sometimes be useful to consider the region T ≤
Dρ2/3 with D > 1 fixed separately, in which case we can rewrite the second
condition in (4.1) as
√
Ta ≤
√
Dρ1/3a 1. (4.3)
In particular, since the thermal wavelength Λ ∼ √T−1, the condition (4.3)
implies that a/Λ 1. Furthermore, we define a constant C by∫
V̂ ≤ Ca−2 and ‖∂nV̂ ‖∞ ≤ Can+1 for 0 ≤ n ≤ 3, (4.4)
where ∂n is shorthand for all n-th order partial derivatives. With this defini-
tion, our estimates depend only on C and not on a. Throughout the paper,
we will also use C to denote any unspecified positive constant.
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4.1. The critical temperature. The following theorems contain informa-
tion about the critical temperature in the dilute limit.
We derive expressions in terms of both V̂ (0) ≥ 8pia and the scattering
length a, but these simplify if we consider a sequence of potentials with
V̂ (0)→ 8pia, or ν → 8pi, so that we can determine the value of the constants
in that limit numerically.
Note that Tfc = c0ρ
2/3 is the critical temperature of the free Bose gas,
and ρfc = (T/c0)
3/2 its corresponding critical density.
Theorem 8 (Canonical critical temperature). There is a monotone increas-
ing function h1 : (8pi,∞)→ R such that for any minimizing triple (γ, α, ρ0)
of (2.5) at temperature T and density ρ
(1) ρ0 6= 0 if T < Tfc
(
1 + h1(ν)ρ
1/3a+ o(ρ1/3a)
)
(2) ρ0 = 0 if T > Tfc
(
1 + h1(ν)ρ
1/3a+ o(ρ1/3a)
)
.
The numerical value of limν→8pi h1(ν) is 1.49.
Theorem 9 (Grand-canonical critical temperature). There is a function
h2 : (8pi,∞) → R such that for any minimizing triple (γ, α, ρ0) of (2.3) at
temperature T and chemical potential µ > 0
(1) ρ0 6= 0 if T <
( √
pi
2ζ(3/2)
8pi
ν
)2/3 (µ
a
)2/3
+ h2(ν)µ+ o(µ)
(2) ρ0 = 0 if T >
( √
pi
2ζ(3/2)
8pi
ν
)2/3 (µ
a
)2/3
+ h2(ν)µ+ o(µ).
The numerical value of limν→8pi h2(ν) is 0.44.
4.2. Free energy expansion. The second main result of this paper pro-
vides an expansion of the free energy (2.5) in the dilute limit. We first define
the integrals that play a central role in our analysis:
I1(d, σ, θ) = (2pi)
−3
∫ [√
(p2 + d)2 + 2(p2 + d)(1 + θ)σ
− (p2 + d+ (1 + θ)σ) + ((1 + θ)σ)
2
2p2
]
dp
I2(d, σ, θ, s) = (2pi)
−3
∫
ln
(
1− e−
√
(p2+ds2)2+2(p2+ds2)(1+θ)σs2
)
dp
I3(d, σ, θ) = (2pi)
−3
∫ (
p2 + d+ (1 + θ)σ√
(p2 + d)2 + 2(p2 + d)(1 + θ)σ
− 1
)
dp
I4(d, σ, θ, s) = (2pi)
−3
∫ (
e
√
(p2+ds2)2+2(p2+ds2)(1+θ)σs2 − 1
)−1
× p
2 + ds2 + (1 + θ)σs2√
(p2 + ds2)2 + 2(p2 + ds2)(1 + θ)σs2
dp.
(4.5)
We will consider d, σ, s ≥ 0, and −1 ≤ θ ≤ 0. For the following theorems, it
suffices to set θ = 0 and σ = 8pi. The general form will, however, be needed
to study the critical temperature.
Theorem 10 (Canonical free energy expansion). Assume that T and ρ sat-
isfy the conditions (4.1) and (4.3). We then have the following expressions
for the canonical free energy (2.5).
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(1) For T > Tfc
(
1 + h1(ν)ρ
1/3a+ o(ρ1/3a)
)
, the free energy is
F can(T, ρ) = F0(T, ρ) + V̂ (0)ρ
2 +O((ρa)5/2),
and we have ργ = ρ, ρ0 = 0 for the minimizer. Here F0(T, ρ) is the
free energy of the non-interacting gas (cf. (5.20)).
(2) For T < Tfc
(
1 + h1(ν)ρ
1/3a+ o(ρ1/3a)
)
, there exists a universal
constant d0 > 0 such that the free energy is
F can(T, ρ) = inf
0≤d≤d0
[
1
2
(ρa)5/2I1(d, 8pi, 0) + T
5/2I2(d, 8pi, 0,
√
ρ0(d)a/T )
− dρ0(d)a(ρ− ρ0(d))
+ V̂ (0)ρ2 − 8piaρ0(d)ρ+ ρ0(d)2(12pia− V̂ (0))]
+ o
(
T (ρa)3/2 + (ρa)5/2
)
,
where
ρ0(d) := ρ− 1
2
(ρa)3/2I3(d, 8pi, 0)− T 3/2I4(d, 8pi, 0,
√
(ρ− ρfc)a/T ).
In fact, we will obtain a more precise energy expansion in the region
around the critical temperature.
The expression for the free energy above involves integrals and a mini-
mization problem in the parameter d. If we also assume that ρa/T  1, we
can simplify the result, as the following theorem shows.
Theorem 11 (The canonical free energy for ρa/T  1). Let ∆ρ = ρ− ρfc.
For ρa/T  1 and T < Tfc
(
1 + h1(ν)ρ
1/3a+ o(ρ1/3a)
)
, the canonical free
energy is given by
F can(T, ρ) = T 5/2fmin + 4piaρ
2 + (ν − 4pi)aρfc(2ρ− ρfc)
+
(
∆ρa
T
)3/2(
− 1
3
√
2pi
)(
ν3/2 + (ν − 8pi)3/2
)
T 5/2
+ o(T (ρa)3/2).
In the case ρa/T  1, we can also simplify the expression in the second
point of Theorem 10: the contribution from the integrals I2 and I4 can be
neglected in the minimization problem.
Corollary 12 (The canonical energy for ρa/T  1 ). For ρa/T  1 and
T < Tfc
(
1 + h1(ν)ρ
1/3a+ o(ρ1/3a)
)
, the canonical free energy can be de-
scribed in terms of a function g : (8pi,∞)→ R as
F can(T, ρ) = 4piaρ2 + g(ν)(ρa)5/2 + o ((ρa)5/2),
with g(ν) → 51215
√
pi as ν → 8pi. The latter result is known as the Lee–
Huang–Yang formula.
Before we proceed to the proof of these theorems, let us sketch the main
ideas used in the paper.
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4.3. Set-up of the paper. Since the Euler–Lagrange equations of the free
energy functional involve the convolutions V̂ ∗ γ and V̂ ∗ α, it is very hard
to analyse them quantitatively. Even with a Fourier transform, they cannot
be solved. The main idea is to replace the non-local terms in the functional
by local ones, such that we end up with a simplified functional that can be
minimized explicitly, that is,
inf
(γ, α, ρ0)
ρ0 + ργ = ρ
Fcan ≈ inf
(γ, α, ρ0)
ρ0 + ργ = ρ
F sim = inf
0≤ρ0≤ρ
[
inf
(γ, α)
ργ = ρ− ρ0
F sim
]
where the final minimizations can be done explicitly.
The approximation involves several steps. First, we replace the convolu-
tion term involving γ with V̂ (0)ρ2γ . We expect that the particles interact
weakly in the dilute limit and it seems reasonable to assume that the system
will behave like a free Bose gas to leading order. We therefore expect that
the minimizing γ is concentrated on a ball of radius
√
T . By our assump-
tions (4.4), V̂ (p) is approximately V̂ (0) on a ball of radius a−1  √T (in
the region around the critical temperature), justifying the replacement.
Second, by introducing a trial function α0, we rewrite the convolution
terms involving α. This trial function will be expressed in terms of V̂ w,
where w is the solution to the scattering equation. Finally, we will also
substitute V̂ by V̂ w in the terms that are linear in γ at the cost of a small
error. All this will be done in Subsection 5.1, with Lemma 13 specifying the
error terms exactly.
We then minimize the simplified functional. We split the minimization
in two steps: first one over γ and α with the constraint that ρ0 + ργ =
ρ, followed by a minimization over 0 ≤ ρ0 ≤ ρ. The first step will be
carried out in Subsection 5.2, and it will lead to a useful class of minimizers
(γρ0,δ, αρ0,δ). To prepare for the final minimization over ρ0, we will establish
further properties of these functions in Subsection 5.6.
In order to prove that this provides a good approximation, we will need to
know that the error terms are small for both the minimizer of the full func-
tional and the minimizer of the simplified functional. For the full functional,
this is shown in Subsections 5.3 and 5.4 along with several other useful a
priori estimates.
In Subsection 5.7, we will analyse the energy in the region |ρ − ρfc| ≤
Cρ(ρ1/3a), since the a priori result of Subsection 5.5 shows that this is
where the phase transition occurs. This leads to the calculation of the
critical temperature and the proof of Theorems 8 and 9.
Subsection 5.8 contains the proof of Theorems 10 and 11.
5. Proof of the main results
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5.1. Derivation of the simplified functional. The following simplified
functional will serve as an approximation to the canonical free energy func-
tional (2.4):
F sim(γ, α, ρ0) = (2pi)−3
∫ (
p2 + (ρ0 + t0)V̂ w(p)
)
γ(p)dp
+ (2pi)−3
∫
(ρ0 + t0)V̂ w(p)α(p)dp− TS(γ, α)
+
1
4
(2pi)−3(ρ0 + t0)2
∫
V̂ w(p)2
p2
dp
+ V̂ (0)ρ2 + (12pia− V̂ (0))ρ20 − 8piaρρ0
− 4piat20 − 8piat0(ρ− ρ0).
(5.1)
Here, w satisfies the scattering equation (4.2), and t0 is a parameter that
could in principle be chosen to depend on ρ and ρ0. This will turn out to be
necessary for the proof of Theorems 8 and 9 in Subsection 5.7, and we will
state a specific choice for t0 at the start of this subsection. For the proof of
Theorems 10 and 11 in Subsection 5.8 it will, however, suffice to set t0 = 0.
Before we make a choice for t0, we will work with the general assumption
− ρ0 ≤ t0 ≤ 0. (5.2)
Note that F sim consist of terms that are both linear and local in γ and
α (aside from the entropy), and it will therefore be much easier to handle
than the full Fcan.
As shown in Lemma 13, the difference between F sim and Fcan can be
expressed in terms of
E1(γ, α, ρ0) := (2pi)
−6 1
2
∫∫
(α− α0)(p)V̂ (p− q)(α− α0)(q)dpdq
E2(γ, α, ρ0) :=
∣∣∣∣(2pi)−3ρ0 ∫ γ(p)V̂ (p)dp− V̂ (0)ρ0ργ∣∣∣∣
E3(γ, α, ρ0) :=
∣∣∣∣(2pi)−3ρ0 ∫ γ(p)V̂ w(p)dp− V̂ w(0)ρ0ργ∣∣∣∣
E4(γ, α, ρ0) :=
∣∣∣∣(2pi)−6 12
∫∫
γ(p)V̂ (p− q)γ(q)dpdq − 1
2
V̂ (0)ρ2γ
∣∣∣∣ .
(5.3)
Here, the function α0 is chosen to be
α0 := (ρ0 + t0)ŵ − (2pi)3ρ0δ0 = (2pi)3t0δ0 − ρ0 + t0
2
V̂ w(p)
p2
, (5.4)
where we have used the Fourier transform of the scattering equation (4.2),
taking into account the boundary condition:
ŵ = (2pi)3δ0 − 1
2
V̂ w(p)
p2
. (5.5)
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When a more precise error is required, we will consider
E5(γ, α, ρ0) :=
∣∣∣(2pi)−6 1
2
∫∫
γ(p)V̂ (p− q)γ(q)dpdq
− 1
2
V̂ (0)ρ2γ −
ζ(3/2)ζ(5/2)
256pi3
∆V̂ (0)T 4
∣∣∣. (5.6)
Note that the additional term in E5 compared to E4 is independent of
(γ, α, ρ0) and including it in the simplified functional will therefore not affect
the minimizer (see Corollary 14).
The function V̂ w appears in our definition of α0. It will turn out to be
convenient to gather some of its properties before we prove the main result
of this section. First of all, w ≥ 0, which implies that V w ≥ 0, and so
|V̂ w(p)| ≤ V̂ w(0) = 8pia.
From (5.5), we obtain∫
V w2 = 8pia− 1
2
(2pi)−3
∫
V̂ w(p)2|p|−2dp, (5.7)
and hence the integral on the left-hand side is bounded by Ca. This implies∫
|V̂ w|2 = (2pi)3
∫
|V w|2 ≤ C‖V ‖∞
∫
V w2 ≤ C
a
,
where we have used our assumptions (4.4). Using the above conclusions, we
now estimate∥∥∥∥∥ V̂ wp2
∥∥∥∥∥
1
≤
∫
|p|≤a−1
|V̂ w|
p2
dp+
∫
|p|>a−1
|V̂ w|
p2
dp
≤ C +
(∫
|p|>a−1
|V̂ w|2dp
)1/2(∫
|p|>a−1
1
p4
dp
)1/2
≤ C,
where it is important that the estimate is independent of a. Applying (5.5)
again, we have
V̂ w = V̂ − (2pi)−3 V̂ w
2p2
∗ V̂ .
By our assumptions (4.4) we have for 0 ≤ n ≤ 3:
‖∂nV̂ w‖∞ ≤ ‖∂nV̂ ‖∞
(
1 + C
∥∥∥∥∥ V̂ w2p2
∥∥∥∥∥
1
)
≤ Can+1. (5.8)
We can therefore estimate derivatives of V̂ w in the same way as those of V̂ ,
and we will use this in the subsections below.
The main result of this subsection is the following lemma, which compares
the simplified and canonical free energy functionals. Its message is that,
given that the error terms are small for the minimizers of both the simplified
and the full functional, it suffices to analyse the simplified functional.
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Lemma 13. For any triple (γ, α, ρ0) we have
−
(
E2 + E3 + E4
)
(γ, α, ρ0) ≤ Fcan(γ, α, ρ0)−F sim(γ, α, ρ0)
≤
(
E1 + E2 + E3 + E4
)
(γ, α, ρ0).
Proof. We have
Fcan(γ, α, ρ0)−F sim(γ, α, ρ0) = (2pi)−3ρ0
∫ (
V̂ (p)− V̂ w(p)
)
(γ(p) + α(p))dp
− (2pi)−3t0
∫
V̂ w(p)(γ(p) + α(p))dp+
1
2
V̂ (0)ρ2γ −
1
2
V̂ (0)ρ2
+
1
2
(2pi)−6
∫∫
γ(p)V̂ (p− q)γ(q)dpdq − 1
2
V̂ (0)ρ2γ
− 1
4
(2pi)−3(ρ0 + t0)2
∫
V̂ w(p)2
p2
dp− (12pia− V̂ (0))ρ20
+ 8piaρρ0 + 4piat
2
0 + 8piat0(ρ− ρ0) + E1(γ, α, ρ0)
+ (2pi)−6
∫
α(p)(V̂ ∗ α0)(p)dp− 1
2
(2pi)−6
∫
α0(p)(V̂ ∗ α0)(p)dp.
(5.9)
We start by dealing with the last two terms in (5.9). First we have
(2pi)−3V̂ ∗ α0(p) = (ρ0 + t0)V̂ w(p)− ρ0V̂ (p),
which follows immediately from the definition (5.4). This means that the
first term in the last line of (5.9) cancels the α-terms in the first two lines
of (5.9). We thus have
Fcan(γ, α, ρ0)−F sim(γ, α, ρ0) = (2pi)−3ρ0
∫ (
V̂ (p)− V̂ w(p)
)
γ(p)dp
− (2pi)−3t0
∫
V̂ w(p)γ(p)dp+
1
2
V̂ (0)ρ2γ −
1
2
V̂ (0)ρ2
+
1
2
(2pi)−6
∫∫
γ(p)V̂ (p− q)γ(q)dpdq − 1
2
V̂ (0)ρ2γ
− 1
4
(2pi)−3(ρ0 + t0)2
∫
V̂ w(p)2
p2
dp− (12pia− V̂ (0))ρ20
+ 8piaρρ0 + 4piat
2
0 + 8piat0(ρ− ρ0) + E1(γ, α, ρ0)
− 1
2
(2pi)−6
∫
α0(p)(V̂ ∗ α0)(p)dp.
(5.10)
We now deal with the last term in the above equation. Using (5.4), we have∫
α0(V̂ ∗ α0) =
∫∫
(ρ0 + t0)V̂ w(p)
2p2
V̂ (p− q)(ρ0 + t0)V̂ w(q)
2q2
dpdq
+ (2pi)6t20V̂ (0)− 2t0(2pi)3
∫
(ρ0 + t0)V̂ w(p)V̂ (p)
2p2
dp.
(5.11)
Note that
1
2
∫
V w2 =
∫
V w− 1
2
∫
V +
1
2
∫
V (1−w)2 = 8pia− 1
2
∫
V +
1
2
∫
V (1−w)2,
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so that
(2pi)−6
1
2
∫∫
̂(1− w)(p)V̂ (p− q) ̂(1− w)(q)dpdq
=
1
2
∫
V − 4pia− 1
4
(2pi)−3
∫
V̂ w(p)2|p|−2dp.
(5.12)
These identities together with (5.7) allow us to compute the terms in (5.11).
By (5.5), we have
V̂ w(p)
2p2
= ̂(1− w)(p),
so that it follows from (5.12) that
1
2
(2pi)−6
∫∫
(ρ0 + t0)V̂ w(p)
2p2
V̂ (p− q)(ρ0 + t0)V̂ w(q)
2q2
dpdq =
=
1
2
(ρ0 + t0)
2V̂ (0)− 4pia(ρ0 + t0)2 − 1
4
(2pi)−3(ρ0 + t0)2
∫
V̂ w(p)2|p|−2dp.
Furthermore,∫
V̂ w(p)V̂ (p)
2p2
=
∫
(1̂− w)V̂ = (2pi)3
∫
V (1− w) = (2pi)3(V̂ (0)− 8pia).
Collecting all terms we obtain
1
2
(2pi)−6
∫
α0(V̂ ∗ α0) = 1
2
(ρ0 + t0)
2V̂ (0)− (ρ0 + t0)
2
4(2pi)3
∫
V̂ w(p)2
p2
dp
− 4pia(ρ0 + t0)2 − t0(t0 + ρ0)(V̂ (0)− 8pia) + 1
2
t20V̂ (0)
=
1
2
(V̂ (0)− 8pia)ρ20 + 4piat20 −
(ρ0 + t0)
2
4(2pi)3
∫
V̂ w(p)2
p2
dp,
(5.13)
and inserting (5.13) into (5.10) gives
Fcan(γ, α, ρ0)−F sim(γ, α, ρ0) = (2pi)−3ρ0
∫
V̂ (p)γ(p)dp− V̂ (0)ρ0ργ
− (2pi)−3(ρ0 + t0)
∫
V̂ w(p)γ(p)dp+ (ρ0 + t0)8piaργ
+
1
2
(2pi)−6
∫∫
γ(p)V̂ (p− q)γ(q)dpdq − 1
2
V̂ (0)ρ2γ
+ E1(γ, α, ρ0).
(5.14)
Here, we added and subtracted V̂ (0)ρ0ργ and 8piaργ(ρ0 + t0) and used that
V̂ w(0) = 8pia. Using the definitions (5.3), our assumption (5.2), and the
fact that E1 ≥ 0 we arrive at the desired result. 
Corollary 14. For any triple (γ, α, ρ0) we have
−
(
E2 + E3 + E5
)
(γ, α, ρ0)
≤ (Fcan −F sim) (γ, α, ρ0)− ζ(3/2)ζ(5/2)
256pi3
∆V̂ (0)T 4
≤
(
E1 + E2 + E3 + E5
)
(γ, α, ρ0).
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5.2. Minimization of the simplified functional in γ and α. We will
now find the minimizers of the simplified functional (5.1). We note that the
minimization problem can be rewritten as
inf
(γ,α,ρ0), ργ+ρ0=ρ
F sim(γ, α, ρ0) = inf
0≤ρ0≤ρ
[
inf
(γ,α), ργ=ρ−ρ0
F s(γ, α, ρ0)
+ V̂ (0)ρ2 + (12pia− V̂ (0))ρ20 − 8piaρρ0 − 4piat20 − 8piat0(ρ− ρ0)
]
,
with
F s(γ, α, ρ0) = (2pi)−3
∫
(p2 + (ρ0 + t0)V̂ w(p))γ(p)dp
+ (2pi)−3(ρ0 + t0)
∫
V̂ w(p)α(p)dp− TS(γ, α)
+
1
4
(2pi)−3(ρ0 + t0)2
∫
V̂ w(p)2
p2
dp.
(5.15)
This suggests that we first focus on the minimization problem
inf
(γ,α), ργ=ρ−ρ0
F s(γ, α, ρ0).
Since F s is convex in γ and α, we can enforce the constraint ργ = ρ− ρ0
using a Lagrange multiplier δ. Recall that
β(p) =
√(
1
2
+ γ(p)
)2
− α(p)2,
and define
G(p) = T−1
√
(p2 + δ + (ρ0 + t0)V̂ w(p))2 − ((ρ0 + t0)V̂ w(p))2
= T−1
√
(p2 + δ)2 + 2(p2 + δ)(ρ0 + t0)V̂ w(p).
The following result states the minimizers of the minimization problem for
δ ≥ 0.
Lemma 15 (Simplified functional solution). Let δ ≥ 0, ρ0 ≥ 0 and −ρ0 ≤
t0 ≤ 0. The minimizer of
inf
(γ,α)
[
F s(γ, α, ρ0) + δ
∫
γ
]
is given by
γρ0,δ =
β
TG
(p2 + δ + (ρ0 + t0)V̂ w(p))− 1
2
αρ0,δ = − β
TG
(ρ0 + t0)V̂ w(p),
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with β and G as above, and the minimum is
F s(γρ0,δ, αρ0,δ, ρ0) + δ
∫
γρ0,δ
= (2pi)−3T
∫
ln(1− e−G(p))dp
+ (2pi)−3
1
2
∫ [√
(p2 + δ)2 + 2(p2 + δ)(ρ0 + t0)V̂ w(p)
− (p2 + δ + (ρ0 + t0)V̂ w(p)) + 1
2
(ρ0 + t0)
2 V̂ w(p)
2
p2
]
dp.
Proof. Since
s′(β) = ln
(
β + 12
β − 12
)
,
we find the the Euler–Lagrange equations to be
p2 + δ + (ρ0 + t0)V̂ w(p) = T ln
(
β + 12
β − 12
)
γ(p) + 12
β(p)
(ρ0 + t0)V̂ w(p) = −T ln
(
β + 12
β − 12
)
α(p)
β(p)
.
(5.16)
Squaring and subtracting both equations and using (2.2) we obtain
ln
(
β + 12
β − 12
)
= G(p), β(p) =
(
eG(p) − 1
)−1
+
1
2
. (5.17)
One may be concerned about the square root in the definition ofG. However,
using V̂ w(0) = 8pia, V̂ w
′
(0) = 0 and ‖V̂ w′′‖∞ ≤ Ca3, we note that
V̂ w(p) ≥ 8pia− Ca3p2.
We find that p2 + 2(ρ0 + t0)V̂ w(p) ≥ Cp2 for all p. Together with δ ≥ 0,
this implies
(p2 + δ)2 + 2(p2 + δ)(ρ0 + t0)V̂ w(p)
= (p2 + δ)
(
p2 + δ + 2(ρ0 + t0)V̂ w(p)
)
≥ Cp4.
In particular, this means there are no problems with the square root.
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Using (5.17) in (5.16) we find for the minimizers
γ(p) =
β
TG
(p2 + δ + (ρ0 + t0)V̂ w(p))− 1
2
= (eG(p) − 1)−1 p
2 + δ + (ρ0 + t0)V̂ w(p)√
(p2 + δ)2 + 2(p2 + δ)(ρ0 + t0)V̂ w(p)
+
1
2
 p2 + δ + (ρ0 + t0)V̂ w(p)√
(p2 + δ)2 + 2(p2 + δ)(ρ0 + t0)V̂ w(p)
− 1

α(p) = − β
TG
(ρ0 + t0)V̂ w(p)
= −
(
(eG(p) − 1)−1 + 1
2
)
(ρ0 + t0)V̂ w(p)√
(p2 + δ)2 + 2(p2 + δ)(ρ0 + t0)V̂ w(p)
.
These indeed satisfy α2 ≤ γ(γ + 1). Inserting them into the functional we
obtain
(p2 + δ + (ρ0 + t0)V̂ w(p))γ(p) + (ρ0 + t0)V̂ w(p)α(p)− Ts(β(p))
=
β(p)
TG(p)
(TG(p))2 − 1
2
(p2 + δ + (ρ0 + t0)V̂ w(p))
+ Tβ(p) ln
(
β(p)− 12
β(p) + 12
)
− 1
2
T ln
(
β(p)2 − 1
4
)
= −1
2
(p2 + δ + (ρ0 + t0)V̂ w(p)) +
1
2
TG(p) + T ln(1− e−G(p))
= T ln(1− e−G(p))
+
1
2
(√
(p2 + δ)2 + 2(p2 + δ)(ρ0 + t0)V̂ w(p)− (p2 + δ + (ρ0 + t0)V̂ w(p))
)
,
which gives the right expression. 
We summarize and rewrite the relevant quantities in the following corol-
lary. The expressions may seem a bit involved, but it will turn out to be
useful to write them in this way.
Corollary 16. Let −1 ≤ θ ≤ 0, d ≥ 0, σ ≥ 0, φ > 0 and 0 ≤ ρ0 ≤ ρ be
fixed. Assume ρ0a/φ
2 = σ/8pi and let δ = dφ2, and t0 = θρ0. We then have
F s(γρ0,δ, αρ0,δ, ρ0)
= (2pi)−3φ5
1
2
∫ [√
(p2 + d)2 + 2(p2 + d)(1 + θ)σ
V̂ w(φp)
8pia
− (p2 + d+ (1 + θ)σ V̂ w(φp)
8pia
) +
((1 + θ)σ V̂ w(φp)8pia )
2
2p2
]
dp
+ (2pi)−3Tφ3
∫
ln
(
1− e−φ
2
T
√
(p2+d)2+2(p2+d)(1+θ)σ
V̂ w(φp)
8pia
)
dp− dφ2ργρ0,δ
=: F (1) + F (2) − dφ2ργρ0,δ ,
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where
ργρ0,δ = (2pi)
−3φ3
1
2
∫  p2 + d+ (1 + θ)σ V̂ w(φp)8pia√
(p2 + d)2 + 2(p2 + d)(1 + θ)σ V̂ w(φp)8pia
− 1
 dp
+ (2pi)−3φ3
∫ (
e
φ2
T
√
(p2+d)2+2(p2+d)(1+θ)σ
V̂ w(φp)
8pia − 1
)−1
× p
2 + d+ (1 + θ)σ V̂ w(φp)8pia√
(p2 + d)2 + 2(p2 + d)(1 + θ)σ V̂ w(φp)8pia
dp
=: ρ(1)γ + ρ
(2)
γ .
(5.18)
In the above, φ may seem superfluous, but we will use it later to allow for
different scalings: we either choose φ = Ta or φ =
√
ρ0a. This allows us to
choose the parameters σ, d and θ to be of order 1 in the different regimes.
5.3. A priori estimates on the free Bose gas. To establish that the
error terms in Lemma 13 are small for the minimizer of the full functional,
we need a priori estimates, which we will prove in the next subsection. To
prepare for this, we prove some facts about the free Bose gas first.
Let γµ(ρ) denote the minimizer with density ρ for the free gas functional
F0(γ) = (2pi)−3
∫
p2γ(p)− Ts(γ(p), 0)dp.
More precisely, µ(ρ) ≤ 0 represents the chemical potential such that γµ(ρ)
actually minimizes F0(γ)− µ(ρ)(2pi)−3
∫
γ. If ρ > ρfc there is no minimizer
with (2pi)−3
∫
γ = ρ and µ(ρ) = 0, i.e. we have the global free minimizer
γ0 with (2pi)
−3 ∫ γ0 = ρfc. We denote the minimizing energy F0(T, ρ) =
F0(γµ(ρ)). The minimizer γµ is given by
γµ(p) =
1
e(p2−µ)/T − 1 , (5.19)
hence
ρ = (2pi)−3T 3/2
∫ [
e(p
2−T−1µ(ρ)) − 1
]−1
dp,
and the energy is
F0(T, ρ) = (2pi)
−3T
∫
ln
(
1− e−(p2−µ(ρ))/T
)
dp+ µ(ρ)ρ
= (2pi)−3T 5/2
∫
ln
(
1− e−(p2−T−1µ(ρ))
)
dp+ µ(ρ)ρ.
(5.20)
We see that we have the following scalings for F0 and µ:
F0(T, ρ) = T
5/2f0
(
ρ/T 3/2
)
, µ(ρ) = Tm
(
ρ/T 3/2
)
,
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where f0 and m are the functions independent of T given by
f0(n) = (2pi)
−3
∫
ln
(
1− e−(p2−m(n))
)
dp+m(n)n,
n = (2pi)−3
∫ [
ep
2−m(n) − 1
]−1
dp.
The critical density is ρfc = T
3/2nfc, where
nfc = (2pi)
−3
∫ [
ep
2 − 1
]−1
dp =
(
8pi3/2
)−1
ζ(3/2). (5.21)
The minimal free energy is minρ F0(T, ρ) = T
5/2fmin, where
fmin = (2pi)
−3
∫
ln
(
1− e−p2
)
dp
= −2
3
(2pi)−3
∫
p2
[
ep
2 − 1
]−1
dp = −
(
8pi3/2
)−1
ζ(5/2).
The second identity can for example be seen by putting back in the T de-
pendence, differentiating
∫
ln(1−e−p2/T )dp with respect to T directly under
the integral sign, and also noticing that it is 32T
−1 times the integral.
We now prove two estimates that we will use in the next section.
Lemma 17. There exist constants c1, C1 > 0 such that for all n we have
f0(n) ≤ fmin + C1[nfc − n]3+, (5.22)
and for all n1 ≤ n2 ≤ nfc
f0(n1) ≥ f0(n2) + c1(n2 − n1)3. (5.23)
Also, given n0 < nfc, there exists c0 > 0 such that for all n0 ≤ n ≤ nfc
f0(n) ≤ f0(n0)− c0(n− n0)(nfc − n0)2. (5.24)
Proof. Let us analyse how the energy f0(n) goes up if n = nfc − δn for
δn > 0. For simplicity we set λ = −m(n) ≥ 0. We then have
δn = (2pi)−3
(∫
[ep
2 − 1]−1 − [ep2+λ − 1]−1dp
)
= (2pi)−3λ3/2
(∫
[eλp
2 − 1]−1 − [eλ(p2+1) − 1]−1dp
)
= (2pi)−3λ1/2
(∫
(|p|−2 − (|p|2 + 1)−1)dp+ o(1)
)
= (4pi)−1λ1/2 + o(λ1/2)
(5.25)
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as λ→ 0. We then find for the energy
(2pi)−3
∫
ln(1− e−(p2+λ))dp− λ(2pi)−3
∫
[ep
2+λ − 1]−1dp
= (2pi)−3
∫
ln(1− e−p2)dp
+(2pi)−3λ3/2
∫
ln(1− e−λ(p2+1))− ln(1− e−λp2)− λ[eλ(p2+1) − 1]−1dp
= fmin + (2pi)
−3λ3/2
(∫
ln(1 + |p|−2)− (p2 + 1)−1dp+ o(1)
)
= fmin + (12pi)
−1λ3/2 + o(λ3/2)
as λ→ 0. We thus conclude that
f0(n) = fmin +
16pi2
3
[nfc − n]3+ + o([nfc − n]3+) (5.26)
as [nfc − n]+ → 0. This proves the statement. We also see that the free
Bose gas has a third-order phase transition between the condensed and non-
condensed phase.
The final statement is found by combining (5.26) with the fact that f0(n)
is convex and strictly decreasing in 0 ≤ n ≤ nfc. 
5.4. A priori estimates. In this section, we always assume that T ≤ Dρ2/3
for some fixed constant D. The estimates below will depend on D.
Our goal will be to acquire some tools to approximate the free energy
functional (2.1) in the dilute limit ρ1/3a  1. Propositions 19, 21 and 23
provide a priori bounds for the terms involving γ and V̂ . The first estimate
holds in general for T ≤ Dρ2/3. The two other estimates are sharper and
provide bounds at densities very close to the free critical density where,
according to Subsection 5.5, the phase transition has to occur. This means
that we can zoom in on this region and analyse the nature of the minimizers
there. This will be done in Subsection 5.7.
Let (γ, α, ρ0 = ρ− ργ) be a minimizing triple for (2.5) at a temperature
T .
Using the bound V̂ (p) ≤ V̂ (0) we find the following upper bound in terms
of the free gas energy F0
Fcan(γ, α, ρ0) ≤ Fcan(γµ(ρ), 0, [ρ− ρfc]+)
≤ F0(γµ(ρ)) + ρ2V̂ (0)−
1
2
[ρ− ρfc]2+V̂ (0). (5.27)
We also have
Fcan(γ, α, ρ0) ≥ F0(γ) + 1
2
V̂ (0)ρ2 + ρ0(2pi)
−3
∫
V̂ (p)γ(p)dp
+
1
2
(2pi)−6
∫∫
γ(p)V̂ (p− q)γ(q)dpdq − 1
2
ρ20V̂ (0),
(5.28)
where we have first used that the entropy decreases if we replace α by 0 and
then minimized over α, finding the minimizer α = −(2pi)3ρ0δ0. We conclude
F0(γµ(ργ)) ≤ F0(γ) ≤ F0(γµ(ρ)) + ρ2V̂ (0). (5.29)
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We will use this to give an estimate on the integral of γ in a region |p| > b,
where b is to be chosen below. We shall use the following result.
Lemma 18 (A priori kinetic energy bound). If for some Y > 0 the function
γ satisfies F0(γ) ≤ F0(γµ(ργ)) + Y , then for all b with b2 > 8T we have
1
2
(2pi)−3
∫
|p|>b
p2γ(p)dp ≤ Y + CT 5/2e−b2/4T .
Proof. Using the fact that µ(ργ) ≤ 0 and µ(ργ)(2pi)−3
∫
γµ(ργ) = µ(ργ)ργ ,
the result follows from
F0(γ)− µ(ργ)ργ ≥ (2pi)−3
∫
|p|<b
(
p2γ(p)− Ts(γ(p), 0)− µ(ργ)γ(p)
)
dp
+
1
2
(2pi)−3
∫
|p|>b
p2γ(p)dp+
1
2
(2pi)−3
∫
|p|>b
(
p2γ(p)− 2Ts(γ(p), 0)) dp
≥ (2pi)−3
∫ (
p2γµ(ργ)(p)− Ts(γµ(ργ)(p), 0)− µ(ργ)γµ(ργ)(p)
)
dp
+
1
2
(2pi)−3
∫
|p|>b
p2γ(p)dp+ (2pi)−3T
∫
|p|>b
ln(1− e−p2/2T )dp
≥ F0(γµ(ργ))− µ(ργ)ργ +
1
2
(2pi)−3
∫
|p|>b
p2γ(p)− CT 5/2e−b2/4T ,
which holds for b2 > 8T , since then∫
|p|>b
ln(1− e−p2/2T )dp ≥ −C
∫
|p|>b
e−p
2/2Tdp ≥ −Ce−b2/4T
∫
e−p
2/4Tdp
= −CT 3/2e−b2/4T .

Since F0(γµ(ργ)) ≥ F0(γµ(ρ)), we can use this lemma with Y = ρ2V̂ (0) to
conclude from (5.29) that∫∫
|p−q|>2b
γ(p)V̂ (p− q)γ(q)dpdq ≤ CV̂ (0)ρ
∫
|p|>b
γ(p)dp
≤ CV̂ (0)ρ(ρ2V̂ (0) + T 5/2e−b2/4T )b−2.
(5.30)
We choose b = a−1(ρ1/3a)3/4. Then b2/T ≥ D−1(ρ1/3a)−1/2  1 and we
find∫∫
|p−q|>2b
γ(p)V̂ (p− q)γ(q)dpdq ≤ Cρ3V̂ (0)2b−2 ≤ Cρ2a(ρ1/3a)3/2. (5.31)
Of course, the same bound holds if V̂ (p − q) is replaced by V̂ (0). On the
other hand we also have∫∫
|p−q|<2b
γ(p)|V̂ (p−q)−V̂ (0)|γ(q)dpdq ≤ Cb2‖∂2V̂ ‖∞ρ2 ≤ Cρ2a(ρ1/3a)3/2.
(5.32)
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For the same choice of b:∣∣∣∣∫ γ(p)V̂ (p)dp −V̂ (0)∫ γ(p)dp∣∣∣∣ ≤
∣∣∣∣∣∣∣
 ∫
|p|≤b
+
∫
|p|>b
 γ(p)(V̂ (p)− V̂ (0)) dp
∣∣∣∣∣∣∣
≤ Cb2‖∂2V̂ ‖∞
∫
|p|≤b
γ(p)dp+ CV̂ (0)b−2
∫
|p|>b
p2γ(p)dp
≤ Cρa3b2 + Cab−2(ρ2a+ T 5/2e−b2/4T ) ≤ Cρa(ρ1/3a)3/2,
(5.33)
The same bounds hold for V̂ w by (5.8). We have thus shown the following
result.
Proposition 19 (A priori estimates on E2 and E4). Any minimizing triple
(γ, α, ρ0) with density ρ = ργ + ρ0 and temperature T satisfying T < Dρ
2/3
obeys the estimates∣∣∣∣(2pi)−6 ∫∫ γ(p)V̂ (p− q)γ(q)dpdq − V̂ (0)ρ2γ∣∣∣∣ ≤ Cρ2a(ρ1/3a)3/2,∣∣∣∣(2pi)−3 ∫ γ(p)V̂ (p)dp− V̂ (0)ργ∣∣∣∣ ≤ Cρa(ρ1/3a)3/2,
where the constant C depends on D and the potential V . This also holds
with V̂ replaced by V̂ w.
From (5.27), (5.28), and Proposition 19 we find that
F0(γµ(ρ)) ≥ F0(γ) +
1
2
[ρ− ρfc]2+V̂ (0)− ρ20V̂ (0)− Cρ2a(ρ1/3a)3/2, (5.34)
which implies
ρ20V̂ (0) ≥
1
2
[ρ− ρfc]2+V̂ (0)− Cρ2a(ρ1/3a)3/2. (5.35)
We thus get the following result.
Lemma 20. If (γ, α, ρ0) is a minimizing triple with ρ = ργ + ρ0 satisfying
ρ > ρfc + Cρ(ρ
1/3a)3/4,
then ρ0 6= 0.
It follows that phase transition can only take place for
ρ ≤ ρfc + Cρ(ρ1/3a)3/4 ≤ ρfc + C ′ρfc(ρ1/3fc a)3/4.
Hence from now on we consider only
ρ ≤ ρfc + C ′ρfc(ρ1/3fc a)3/4. (5.36)
Under this condition we shall give an upper bound on ρ0.
If ρ0 > 2C
′ρfc(ρ
1/3
fc a)
3/4, then ργ = ρ− ρ0 ≤ ρfc − 12ρ0 and thus
F0(γµ(ρ)) ≥ F0(γ)− V̂ (0)ρ20 − Cρ2fca(ρ1/3fc a)3/2
≥ F0(γµ(ρ)) + cT−2ρ30 − V̂ (0)ρ20 − Cρ2fca(ρ1/3fc a)3/2,
(5.37)
where we have used the lower bound in (5.23) with n1 = T
−3/2ργ and
n2 = T
−3/2 min{ρ, ρfc}. We conclude that ρ0 < Cρfc(ρ1/3fc a)5/6, which, in the
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dilute limit, contradicts the assumption ρ0 > 2C
′ρfc(ρ
1/3
fc a)
3/4. We conclude
that (5.36) implies
ρ0 ≤ 2C ′ρfc(ρ1/3fc a)3/4.
If we insert this bound into (5.34), we obtain
F0(γµ(ρ)) ≥ F0(γ)− Cρ2fca(ρ1/3fc a)3/2. (5.38)
Since F0(γµ(ρ)) ≤ F0(γµ(ργ)), we use Lemma 18 with Y = Caρ2fc(ρ1/3fc a)3/2,
and, as in (5.30), arrive at∫∫
|p−q|>2b
γ(p)V̂ (p− q)γ(q)dpdq
≤ CV̂ (0)ρ(aρ2fc(ρ1/3fc a)3/2 + T 5/2e−b
2/4T )b−2.
(5.39)
We choose b = a−1(ρ1/3fc a)
3/4, such that b2/T ≥ c(ρ1/3fc a)−1/2  1. The error
above is then Cρ2fca(ρ
1/3
fc a)
3. This time we can expand V̂ to second order∫∫
|p−q|<2b
γ(p)|V̂ (p− q)− V̂ (0)−1
6
∆V̂ (0)(p− q)2|γ(q)dpdq ≤ Cb3 sup |∂3V̂ |ρ2
= Cb3a4ρ2 ≤ Cρ2fca(ρ1/3fc a)2+1/4.
Note that the integrals of the terms involving V̂ (0) and ∆V̂ (0) over {|p−q| >
2b} can be estimated with Lemma 18 like (5.39), that all these bounds can
also be derived for
∫
V̂ (p)γ(p)dp, and that we can derive similar bounds for
V̂ w using (5.8), so that we arrive at the following improvement of Proposi-
tion 19.
Proposition 21. Any minimizing triple (γ, α, ρ0) with density ρ = ργ + ρ0
and temperature T satisfying D−3/2T 3/2 < ρ < ρfc + C ′ρfc(ρ
1/3
fc a)
3/4 obeys
the estimates∣∣∣∣(2pi)−6 ∫∫ γ(p)V̂ (p− q)γ(q)dpdq − V̂ (0)ρ2γ− 13(2pi)3 ∆V̂ (0)ργ
∫
p2γ(p)dp
∣∣∣∣
≤ Cρ2fca(ρ1/3fc a)2+1/4
(5.40)
and∣∣∣∣(2pi)−3 ∫ V̂ (p)γ(p)dp− V̂ (0)ργ − 16(2pi)3 ∆V̂ (0)
∫
p2γ(p)dp
∣∣∣∣
≤ Cρfca(ρ1/3fc a)2+1/4,
where the constants C depend on D and the potential V This also holds with
V̂ replaced by V̂ w.
We are now ready to prove two more results. First, we provide an upper
bound on ρ0 and one on densities where a phase transition can occur (‘critical
densities’), which will be matched with a lower bound in the next section
to show that there is no phase transition outside the region |ρ − ρfc| <
Cρ(ρ1/3a). The second is an a priori estimate on the error E5.
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Lemma 22 (Upper bound on critical densities and ρ0). Assume that the
density ρ = ρ0 + ργ and temperature T satisfy D
−3/2T 3/2 < ρ < ρfc +
C ′ρfc(ρ
1/3
fc a)
3/4. Then,
• ρ0 < Cρ(ρ1/3a).
• there exists a constant C such that any minimizing triple with ρ >
ρfc + Cρ(ρ
1/3a) has ρ0 6= 0.
Proof. For |δ| < 1 (both positive and negative) we find using the scaling of
the free gas energy that
F0(γ) ≥ (2pi)−3δ
∫
p2γ(p)dp+ (1− δ)−3/2F0(γ0). (5.41)
Since F0(γ) ≤ Cρ2fca(ρ1/3fc a)3/2 by (5.38) and F(γ0) ≤ 0, it follows that∫
p2γ(p)dp ≤ Cρ5/3. (5.42)
Together with Proposition 21, this implies that
(2pi)−6
∫∫
γ(p)V̂ (p− q)γ(q)dpdq = V̂ (0)ρ2γ +O(ρ2a(ρ1/3a)2)
and
(2pi)−3
∫
V̂ (p)γ(p)dp = V̂ (0)ργ +O(ρa(ρ
1/3a)2).
These two bounds together with (5.27) and (5.28) yield
F0(γµ(ρ))+ρ2
V̂ (0)
2
− 1
2
[ρ− ρfc]2+V̂ (0) ≥
F0(γ) + ρ0ργ V̂ (0) + V̂ (0)
2
ρ2γ −
V̂ (0)
2
ρ20 +O(ρ
2(ρ1/3a)2),
(5.43)
and so
ρ20 ≥
1
2
[ρ− ρfc]2+ − Cρ2(ρ1/3a)2,
which implies the second statement. We also notice that (5.43) and (5.23)
(used as in (5.37)) imply
CT−2ρ30 − V̂ (0)ρ20 − Caρ2(ρ1/3a)2 ≤ 0,
which proves the first statement. 
Proposition 23 (A priori estimate on E5). Let (γ, α, ρ0) be a minimizing
triple with density ρ = ργ + ρ0 such that |ρ− ρfc| < Cρ(ρ1/3a). Also assume
T < Dρ2/3. Then
(2pi)−6
∫∫
γ(p)V̂ (p−q)γ(q)dpdq = V̂ (0)ρ2γ+
ζ (3/2) ζ (5/2)
128pi3
∆V̂ (0)T 4+o(T 4a3).
Proof. First notice that
ζ (3/2) ζ (5/2)
128pi3
∆V̂ (0)T 4 =
∆V̂ (0)
3(2pi)6
∫
p2(ep
2/T − 1)−1dp
∫
(ep
2/T − 1)−1dp,
(5.44)
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so that according to (5.40) it is enough to show that
1
3
∆V̂ (0)ργ
∫
p2γ(p)dp =
1
3(2pi)3
∆V̂ (0)
∫
γ0(p)dp
∫
p2γ0(p)dp+ o(T
4a3).
(5.45)
We have∣∣∣∣ργ ∫ p2γ(p)dp− ρfc ∫ p2γ0(p)dp∣∣∣∣ ≤
|ργ − ρfc|
∫
p2γ(p)dp+ ρfc
∣∣∣∣∫ p2(γ(p)− γ0(p))dp∣∣∣∣ .
The first statement in Lemma 22, combined with the assumptions, implies
|ργ − ρfc| ≤ ρ0 + |ρ− ρfc| ≤ Cρfc(ρ1/3fc a).
This and (5.42) allow us to bound the first contribution to the difference in
(5.45):
∆V̂ (0)|ργ − ρfc|
∫
p2γ(p)dp ≤ Cρ3fca4 = o(T 4a3).
To bound the other contribution, we use (5.41). We do the same for γ0, but
with −δ. Putting these two bounds together yields
(2pi)−3δ
∫
p2(γ(p)−γ0(p))dp ≤ F0(γ)+F0(γ0)−((1−δ)−3/2+(1+δ)−3/2)F0(γ0).
Writing (5.22) and (5.38) in succession gives
F0(γ0) + CT−2[ρfc − ρ]3+ ≥ F0(γµ(ρ)) ≥ F0(γ)− Cρ2fca(ρ1/3fc a)3/2,
which implies
CT 5/2ρfca
3 + Cρ2fca(ρ
1/3
fc a)
3/2 ≥ 0.
Thus
δ
(2pi)3
∫
p2(γ(p)− γ0(p))dp ≤ −((1− δ)− 32 + (1 + δ)− 32 − 2)F0(γ0)
+ CT 5/2ρfca
3 + Cρ2fca(ρ
1/3
fc a)
3/2
≤ Cδ2T 5/2 + CT 5/2ρfca3 + CT 5/2(ρ1/3fc a)5/2.
By choosing |δ| = (ρ1/3fc a)5/4, we finally obtain∫
p2(γ(p)− γ0(p))dp ≤ CT 5/2(ρ1/3fc a)5/4,
which implies
∆V̂ (0)ρfc
∣∣∣∣∫ p2(γ(p)− γ0(p))dp∣∣∣∣ ≤ Ca3T 4(ρ1/3fc a)5/4 = o(T 4a3).
This completes the proof. 
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5.5. Estimate on critical densities. In this section, we provide a lower
bound on densities where a phase transition can occur. Together with the
upper bound from Lemmas 20 and 22, we obtain the following a priori
estimate.
Proposition 24 (Estimate on critical densities). There exists a constant
C0 such that for any minimizing triple:
(1) ρ0 6= 0 if ρ > ρfc + C0ρfc(ρ1/3fc a);
(2) ρ0 = 0 if ρ < ρfc − C0ρfc(ρ1/3fc a).
Proof of the second statement. (The first follows from Lemmas 20 and 22.)
Step 1. We will first consider temperatures T ≤ Dρ2/3, so that we can use
the a priori estimates proved in the previous section, and comment on higher
temperatures in the final step.
We are interested in the canonical minimization problem (2.5), but our
strategy will be to use the grand canonical formulation of the problem. This
is not straightforward since the canonical energy is not necessarily convex
in ρ (it will indeed turn out not to be as we prove in Subsection 5.7).
As a first step, we simply assume the correspondence between canonical
and grand canonical is obvious. That is, given ρ, there is a µ such that the
canonical minimizing triple (γ, α, ρ0) with ρ0 + ργ = ρ is a minimizer of the
grand canonical functional (2.1) with that µ (which will not be the case in
general.) In [25], it was shown that γ satisfies the Euler–Lagrange equation
p2 − µ+ ρV̂ (0) + ρ0V̂ (p) + (2pi)−3V̂ ∗ γ(p)− T
γ + 12
β
ln
β + 12
β − 12
= 0.
Since β =
√
(γ + 12)
2 − α2, it follows that
p2 − µ+ ρV̂ (0) + ρ0V̂ (p) + (2pi)−3V̂ ∗ γ(p)− T ln γ + 1
γ
≥ 0,
which implies
γ(p) ≥
[
exp
(
p2 − µ+ ρV̂ (0) + ρ0V̂ (p) + (2pi)−3V̂ ∗ γ(p)
T
)
− 1
]−1
.
(5.46)
The same argument as in (5.28) implies that
F(γ, α, ρ0) ≥ F(γ, 0, 0) + ρ0
(
(2pi)−3
∫
V̂ (p)γ(p)dp+ ργ V̂ (0)− µ
)
.
Thus, if the minimizer has ρ0 > 0, then we need to have
(2pi)−3
∫
V̂ (p)γ(p)dp+ ργ V̂ (0)− µ ≤ 0.
Using this in (5.46), we obtain
γ(p) ≥
[
exp
(
p2 + Caρ(ρ1/3a)
T
)
− 1
]−1
, (5.47)
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where we also used the first statement in Lemma 22 and Proposition 19.
Given the claim we are trying to prove, we can assume ρ ≤ ρfc, so that,
using a change of variables and the fact that ρ0 > 0, we have
ργ ≥ T 3/2
∫ [
exp
(
p2 + C(ρ1/3a)2
)
− 1
]−1
dp ≥ ρfc(1− C(ρ1/3a)),
where we used (5.25). We conclude that there exists a constant C1 such
that ρ0 = 0 for any minimizing triple with ρ < ρfc − C1ρfc(ρ1/3fc a) satisfying
the extra assumption that there is a µ that will give the same minimizer of
the grand canonical problem. This will, however, not be the case in general
because the canonical energy may not be convex in ρ.
Step 2. Given a ρ, there are ρ± such that ρ− ≤ ρ ≤ ρ+ and such that the
convex hull of F can is linear on the interval [ρ−, ρ+]. To see this, we first use
that ρ0 = 0 for small ρ, as established in [25]. Together with the fact that
the canonical functional with ρ0 = 0 is strictly convex, this implies that the
canonical energy is convex for small ρ. The simple lower bound
F can(T, ρ) ≥ −CT 5/2 − 1
2
ρ0
∫
V̂ +
1
2
V̂ (0)ρ2
then confirms the existence of ρ− and ρ+.
The assumption made in the previous step will hold for ρ±, i.e. ρ+ and
ρ− correspond to a minimum for the grand canonical functional for some
(shared) µ that is the slope of F can on [ρ−, ρ+], and the conclusion from
step 1 above holds for these densities. Since ρ− ≤ ρ, this implies that if we
choose C0 ≥ C1 then ρ0− = 0 for the total density ρ−.
If the density ρ+ also satisfies a corresponding upper bound, then ρ0+ = 0
as well. In that case, as the canonical functional with ρ0 = 0 is strictly
convex, we conclude that in the interval [ρ−, ρ+] we must have ρ0 = 0 and
hence ρ− = ρ+ = ρ.
Let µ be the slope of the convex hull of F can on [ρ−, ρ+] (where it is linear).
By the ρ0-Euler–Lagrange equation for the grand canonical functional (2.1),
it follows that
µ ≤ ρ−V̂ (0) + (2pi)−3
∫
V̂ γ− ≤ 2ρ−V̂ (0) ≤ 2ρfc(1− C0ρ1/3fc a)V̂ (0).
The aim is to prove that ρ+ < ρfc−C1ρfc(ρ1/3fc a) by proving an upper bound
on any density minimizing the grand canonical functional with µ satisfying
the bound above. As the minimizing density increases with µ, we can assume
that
µ = 2ρfc(1− C0ρ1/3fc a)V̂ (0). (5.48)
Recall that C0 is a constant that we will choose large enough to get the
proof to work. Our choice for C0 will be universal, so that we can make the
a priori assumption that C0ρ
1/3
fc a ≤ 1.
Step 3. Let µ be as in (5.48). We will now first show the a-priori bound
ρ ≤ Cρfc. From (5.14), the definition of F sim (5.1) and the definition of FS
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(5.15), we find that
F(γ, α, ρ0) = FS(γ, α, ρ0)− µρ
+
1
2
V̂ (0)ρ2γ + V̂ (0)ρ0ργ − (ρ0 + t0)(2pi)−3
∫
V̂ w(p)γ(p)dp
+(2pi)−3ρ0
∫
V̂ (p)γ(p)dp− 4pia(ρ0 + t0)2 + 8pia(ρ0 + t0)ρ0
+
1
2
(2pi)−6
∫∫
γ(p)V̂ (p− q)γ(q)dpdq (5.49)
+
1
2
(2pi)−6
∫∫
(α(p)− α0(p))V̂ (p− q)(α(p)− α0(p))dpdq.
We now choose 0 ≥ t0 ≥ −ρ0. If 8piaρ0 ≤ 4ρfcV̂ (0) we choose t0 = 0.
Note that in this case we already have an upper bound ρ0 ≤ Cρfc, and the
argument below will give the desired result for ργ . Otherwise we choose
8pia(t0 + ρ0) = 4ρfcV̂ (0) > 2µ
by the assumption (5.48) on µ. We now give a lower bound by ignoring the
last two integrals, the second term in the second line, and the first term in
the third line in (5.49). Finally we minimize F s using Lemma 22 with δ = 0.
We first consider the last integral in the expression for the minimum of
F s. We know from the assumptions made at the start of Sections 3 and 4
that
|V̂ w(p)| ≤ V̂ w(0) = 8pia, V̂ w(p) ≥ 8pia− Ca3p2, (5.50)
where the first inequality follows since V w is positive. The only negative
contribution to the last integral therefore comes from the region |p| > C/a.
For such p we have that
(ρ0 + t0)|V̂ w(p)|/p2 ≤ Cρfca3  1.
Hence the last integral can be estimated below by
−C(ρ0 + t0)3
∫
|p|>1/a
|V̂ w(p)|3
p4
≥ −Cρ3fca4 = −Cρ2fca(ρfca3).
This argument will again be used in the next step to bound this integral.
The first integral with G can be bounded below by replacing G with a
lower bound. We use (5.50) again:
G = T−1
√
p4 + 2(ρ0 + t0)p2V̂ w(p) ≥ T−1p2
√
1− Cρfca3.
Altogether, we arrive at a lower bound
F(γ, α, ρ0) ≥ F0(γ0)(1 + Cρfca3)− µργ − µρ0
+
1
2
V̂ (0)ρ2γ − Caρfcργ − Caρ2fc + 4ρfcV̂ (0)ρ0 − Cρ3fca4
≥ F0(γ0)− Cρ8/3fc a3 − 2ρfcV̂ (0)ργ +
1
2
V̂ (0)ρ2γ
−Caρfcργ + 2ρfcV̂ (0)ρ0 − Caρ2fc − Cρ3fca4,
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where γ0 is the minimizer of the free gas functional. By inserting γ0 and
α = ρ0 = 0 into F we also get the upper bound
inf F ≤ F0(γ0)− µρfc + V̂ (0)ρ2fc ≤ F0(γ0)− V̂ (0)ρ2fc + 2Dρ2fcV̂ (0)(ρ1/3fc a).
Together these upper and lower bounds imply that minimizers ρ0, ργ ≤ Cρfc,
which gives the desired a priori upper bound on ρ.
Step 4. To finish the argument, we need to make more refined choices for
both the upper and the lower bound. As an upper bound, we will use the
minimum of the expression
F0(γ)− µργ + V̂ (0)ρ2γ .
The minimizer will be the free gas minimizer γδ0 corresponding to a positive
chemical potential δ0 > 0, determined such that ργδ0 = (2pi)
−3 ∫ γδ0 also
minimizes
−µργ − δ0ργ + V̂ (0)ρ2γ ,
i.e.
µ+ δ0 = 2V̂ (0)ργδ0 .
Let us write
δ0 = κ
2ρ
4/3
fc a
2
for some κ that we will now determine. We know from (5.25) that the free
gas minimizer γδ0 will have
ργδ0 = ρfc(1− C2κ(ρ
1/3
fc a+ o(ρ
1/3
fc a)))
for an appropriate constant C2 > 0. Hence, the equation for κ is
−2C0V̂ (0)ρfc(ρ1/3fc a) + κ2ρ4/3fc a2 = −2C2V̂ (0)ρfcκ(ρ1/3fc a+ o(ρ1/3fc a)),
that is,
κ2 + 2C2κ− 2C0 = o(1), (5.51)
where C0, C2 > 0.
We can use the a priori bounds in Proposition 19, and since we know that
ρ ≤ Cρfc, we can express the error terms with ρ replaced by ρfc. We then
go back to the expression (5.49) to get an improved lower bound. We set
t0 = 0 and only ignore the last double integral. We arrive at
F(γ, α, ρ0) ≥ FS(γ, α, ρ0) + (2V̂ (0)− 8pia)ρ0ργ − µρ
+4piaρ20 + ρ
2
γ V̂ (0)− Cρ2fca(ρ1/3fc a)3/2,
and apply Lemma 15 with
δ = δ0 + (2V̂ (0)− 8pia)ρ0.
The expression for G will then satisfy
G = T−1
√
(p2 + δ0 + (2V̂ (0)− 8pia+ V̂ w(p))ρ0)2 − ρ20V̂ w(p)2
≥ T−1
√
((1− Cρfca3)p2 + δ0) + 2ρ0V̂ (0))2 − (8piaρ0)2
≥ T−1
√
((1− Cρfca3)p2 + δ0)2 + 4((1− Cρfca3)p2 + δ0)ρ0V̂ (0).
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If we insert into the lower bound of Lemma 15 and bound the G-integral
using Lemma 25 below, we obtain
F(γ, α, ρ0) ≥ F0(γδ0) + δ0ργδ0 + 2ργδ0 V̂ (0)ρ0 − Cρ
2/3
fc (ρ0a)
3/2
−δ0ργ − µρ+ 4piaρ20 + ρ2γ V̂ (0)− Cρ2fca(ρ1/3fc a)3/2
≥ F0(γδ0)− µργδ0 + V̂ (0)ρ2γδ0 + (2ργδ0 V̂ (0)− µ)ρ0 + 4piaρ
2
0
+V̂ (0)(ργ − ργδ0 )2 − Cρ
2/3
fc (ρ0a)
3/2 − Cρ2fca(ρ1/3fc a)3/2
= F0(γδ0)− µργδ0 + V̂ (0)ρ2γδ0
+2(C0 − C2κ)ρfc(ρ1/3fc a)ρ0V̂ (0) + 4piaρ20 − Cρ2/3fc (ρ0a)3/2
+V̂ (0)(ργ − ργδ0 )2 − Cρ2fca(ρ
1/3
fc a)
3/2
≥ F0(γδ0)− µργδ0 + V̂ (0)ρ2γδ0
+2(C0 − C2κ)ρfc(ρ1/3fc a)ρ0V̂ (0) + 2piaρ20 − Cρ2fc(ρ1/3fc a)2
+V̂ (0)(ργ − ργδ0 )2 − Cρ2fca(ρ
1/3
fc a)
3/2.
Thus we conclude, by choosing C0 large enough (such that C0−C2κ will be
positive), that
ργ ≤ ργδ0 + Cρfc(ρ
1/3
fc a)
3/4, ρ0 ≤ Cρfc(ρ1/3fc a)3/4.
We can now apply Proposition 21 and also the bound (5.42) to improve
the last error term in the lines above. We consider the terms with the
Laplacian in (5.40) and the second displayed estimate in Proposition 21 as
error terms, which lead to an error of order ρ2fca(ρ
1/3
fc a)
2. We conclude that
for C0 large enough:
ργ ≤ ργδ0 + Cρfc(ρ
1/3
fc a), ρ0 ≤ Cρfc(ρ1/3fc a).
We therefore find that
ρ ≤ ρfc(1− C0κ(ρ1/3fc a+ o(ρ1/3fc a))) + Cρfc(ρ1/3fc a).
By the expression for κ it is therefore clear that by choosing C0 large enough
we obtain that
ρ ≤ ρfc(1− C1(ρ1/3fc a))
as desired. The result obtained in step 1 and the reasoning in step 2 then
finish the proof for temperatures T ≤ Dρ2/3.
Step 5. For T > Dρ2/3, or equivalently, ρ < D−3/2T 3/2, first note that the
reasoning in step 1 without reference to Lemma 22 and Proposition 19 leads
to an equivalent of (5.47) and the conclusion that there exists a constant
C1 such that ρ0 = 0 for any minimizing triple with ρ ≤ ρfc−C1ρfc(ρ1/3fc a)1/2
satisfying the extra assumption that there is a µ that will give the same
minimizer of the grand canonical problem. This is certainly sufficient for
ρ < D−3/2T 3/2, and we again try to employ the reasoning of step 2 to
avoid the extra assumption. Luckily, it is immediately clear that ρ0+ = 0:
either ρ+ ≤ ρfc − C1ρfc(ρ1/3fc a)1/2, so that ρ0+ = 0, or the interval [ρ−, ρ+]
contains a density ρ˜ > D−3/2T 3/2, in which case the steps above imply that
ρ˜0+ = ρ0+ = 0.
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
We have used the following lemma, which is proved in Appendix A.
Lemma 25. For 0 ≤ δ0, b ≤ 1 there exists a constant C > 0 such that∣∣∣∣∫ ln(1− e−√(p2+δ0)2+2(p2+δ0)b) dp
−
∫
ln(1− e−(p2+δ0)dp− b
∫
(ep
2+δ0 − 1)−1dp
∣∣∣∣ ≤ Cb3/2.
5.6. Preliminary approximations. The previous sections have provided
all the a priori knowledge we will need. In this section, we would like to
approximate the integrals in Corollary 16 in different ways. The proof of all
lemmas can be found in Appendix A.
We will be working with the general assumption (5.2) on t0. We will also
write δ = dφ2, where φ will be chosen to be
√
ρ0a or Ta in later sections.
Note that the dilute limit corresponds to φ → 0, so this is what we will
assume throughout the section. To keep track of the different limits, we
describe φ2/T  1 as ‘moderate temperatures’, and φ2/T ≥ O(1) as ‘low
temperatures’. Also, a statement like ‘φa  1’ means φa ≤ C for some
constant small enough.
We start by analysing the first contribution to the density in (5.18).
Lemma 26 (ρ
(1)
γ approximation). Let σ0 ≥ 0 and d0 ≥ 0 be fixed constants,
and let −1 ≤ θ ≤ 0, 0 ≤ d ≤ d0, 0 ≤ σ ≤ σ0, φ > 0 and 0 ≤ ρ0 ≤ ρ. Assume
ρ0a/φ
2 = σ/8pi and let δ = dφ2 and t0 = θρ0. For φa 1, we have
ρ(1)γ = φ
3 1
2
I3(d, σ, θ) + o
(
φ3
)
.
The error is depends only on σ0 and d0.
For the other contribution to ργ , we need the following two results.
Lemma 27 (ρ
(2)
γ expansion for moderate temperatures). Let σ0 ≥ 0 and
d0 ≥ 0 be fixed constants, and let −1 ≤ θ ≤ 0, 0 ≤ d ≤ d0, 0 ≤ σ ≤ σ0, φ > 0
and 0 ≤ ρ0 ≤ ρ. Assume ρ0a/φ2 = σ/8pi and let δ = dφ2 and t0 = θρ0. For
φ2/T  1, we have
ρ(2)γ = T
3/2I4(d, σ, θ, φ/
√
T ) +O
(
T 5/2a2(ρ1/3a)−3/8
)
= ρfc − 1
8pi
(
φ2
T
)1/2
T 3/2
(√
d+ 2(1 + θ)σ +
√
d
)
+ o (Tφ) +O
(
T 5/2a2(ρ1/3a)−3/8
)
,
The error in the first line only depends on σ0, the one in the second line on
σ0 and d0.
Lemma 28 (ρ
(2)
γ expansion for low temperatures). Let 0 ≤ ρ0 ≤ ρ, d ≥ 0,
σ = 8pi and t0 = θ = 0. Let δ = dρ0a = dφ
2. Then, for φa =
√
ρ0a3  1
while φ2/T = ρ0a/T ≥ O(1), we have
ρ(2)γ = T
3/2I4(d, 8pi, 0,
√
ρ0a/T ) + o((ρ0a)
3/2).
The error is uniform in d ≥ 0 and ρ0.
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A similar preliminary analysis can be done for the energy terms in Corol-
lary 16.
Lemma 29 (F (1) approximation). Let σ0 ≥ 0 and d0 ≥ 0 be fixed constants,
and let −1 ≤ θ ≤ 0, 0 ≤ d ≤ d0, 0 ≤ σ ≤ σ0, φ > 0 and 0 ≤ ρ0 ≤ ρ. Assume
ρ0a/φ
2 = σ/8pi and let δ = dφ2 and t0 = θρ0. For φa 1, we have
F (1) = φ5
1
2
I1(d, σ, θ) + o
(
φ5
)
.
The error is depends only on σ0 and d0.
For the second term we will need the following two lemmas.
Lemma 30 (F (2) expansion for moderate temperatures). Let σ0 ≥ 0 and
d0 ≥ 0 be fixed constants, and let −1 ≤ θ ≤ 0, 0 ≤ d ≤ d0, 0 ≤ σ ≤ σ0, φ > 0
and 0 ≤ ρ0 ≤ ρ. Assume ρ0a/φ2 = σ/8pi and let δ = dφ2 and t0 = θρ0. For
φ2/T  1, we have
F (2) = T 5/2I2(d, σ, θ, φ/
√
T ) +O
(
T 5/2φ2a2(ρ1/3a)−1/4
)
= T 5/2fmin +
(
φ2
T
)
Tρfc (d+ (1 + θ)σ)
− 1
12pi
(
φ2
T
)3/2
T 5/2
(
(d+ 2(1 + θ)σ)3/2 + d3/2
)
+ o
(
Tφ3
)
+O
(
T 5/2φ2a2(ρ1/3a)−1/4
)
.
The error in the first line only depends on σ0, the one in the second line on
σ0 and d0.
Lemma 31 (F (2) expansion for low temperatures). Let 0 ≤ ρ0 ≤ ρ, d ≥ 0,
σ = 8pi and t0 = θ = 0. Let δ = dρ0a = dφ
2. Then, for φa =
√
ρ0a3  1
while φ2/T = ρ0a/T ≥ O(1), we have
F (2) = T 5/2I2(d, 8pi, 0,
√
ρ0a/T ) + o((ρ0a)
5/2).
The error is uniform in d ≥ 0 and ρ0.
We also prove two lemmas for the error terms (5.3) and (5.6) for mini-
mizers of the form stated in Lemma 15.
Lemma 32 (Error estimates for moderate temperatures). Let σ0 ≥ 0 and
d0 ≥ 0 be fixed constants, and let −1 ≤ θ ≤ 0, 0 ≤ d ≤ d0, 0 ≤ σ ≤ σ0, φ > 0
and 0 ≤ ρ0 ≤ ρ. Assume ρ0a/φ2 = σ/8pi and let δ = dφ2 and t0 = θρ0. For
φa 1, we have
(E2 + E3) (γ
ρ0,δ, αρ0,δ, ρ0) = O
(
Ta3ρρ0 + aρ0φ
3
)
,
and
E4(γ
ρ0,δ, αρ0,δ, ρ0) = O(Ta
3ρ2 + aρφ3).
The error depends only on σ0 and d0.
Lemma 33 (Error estimates for low temperatures). Let d0 be a fixed con-
stants, and let 0 ≤ ρ0 ≤ ρ, 0 ≤ d ≤ d0, σ = 8pi and t0 = θ = 0. Let
δ = dρ0a = dφ
2. Then, for φa =
√
ρ0a3  1 while ρa/T ≥ O(1), we have
(E2 + E3 + E4) (γ
ρ0,δ, αρ0,δ, ρ0) = o((ρa)
5/2).
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The error is uniform in d ≥ 0.
We also prove a final lemma which will later be used to treat the error
term E1. Note that the reason we consider the function f below is that
αρ0,δ − α0 = −(2pi)3t0δ0 − f .
Lemma 34 (Preparation for estimates on E1). Let σ0 ≥ 0 and d0 ≥ 0 be
fixed constants, and let −1 ≤ θ ≤ 0, 0 ≤ d ≤ d0, 0 ≤ σ ≤ σ0, φ > 0 and
0 ≤ ρ0 ≤ ρ. Assume ρ0a/φ2 = σ/8pi, φa  1, and let δ = dφ2, t0 = θρ0.
We define
f(p) := (ρ0 + t0)
(
β(p)
TG(p)
− 1
2p2
)
V̂ w(p).
=
1
2
(ρ0 + t0)V̂ w(p)
[
1
TG
− 1
p2
]
+
(ρ0 + t0)V̂ w(p)
TG(eG − 1) .
(5.52)
For φ2/T  1, we have∫
f(p)dp = Tφ(1 + θ)σ
2pi2√
d+ 2(1 + θ)σ +
√
d
+ o(Tφ),
as well as∫
|f(p)|dp ≤ CTφ and
∫
|p|>√T
|f(p)|dp ≤ Cφ3.
For φ2/T ≥ O(1), we have ∫
|f(p)|dp ≤ Cφ3.
The errors above depend only on d0.
Note that some lemmas above assume that d is bounded. In Subsections
5.7 and 5.8, we will argue that this can be assumed. For Subsection 5.8, we
will need the following lemma to do this.
Lemma 35. Let 0 ≤ ρ0 ≤ ρ, d ≥ 0, σ = 8pi and t0 = θ = 0. Let
δ = dρ0a = dφ
2. For d 1, we have
F (1) − d(ρ0a)ρ(1)γ ≥ C min{d1/2(ρ0a)5/2, a−1(ρ0a)2}.
Also, ρ
(1)
γ ≤ C(ρ0a)3/2 and ρ(1)γ → 0 as d→∞.
The proof of all lemmas stated above can be found in Appendix A.
5.7. Proof of Theorems 8 and 9. According to the a priori estimate in
Proposition 24, it suffices to zoom in on
|ρ− ρfc| < Cρ(ρ1/3a) (5.53)
within the region (4.1) to study the critical temperature: for larger ρ there
is a condensate, and for smaller ρ there is none. Note that ρa/T  1 in
this region, which was described as ‘moderate temperatures’ in the previous
section. We actually have more a priori information: Lemma 22 states that
ρ0 is of order ρ(ρ
1/3a), i.e. of order T 2a.
For the non-interacting gas, the critical density is of order T 3/2. Since
we are considering a weakly-interacting gas (through the dilute limit), one
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expects to again obtain an approximate critical density of order T 3/2. We
therefore write
ρ = ρfc +
k
8pi
T 2a (5.54)
for a dimensionless parameter k (which is bounded in the region (5.53)).
Note that T 2a = T 3/2(
√
Ta)  T 3/2, and so T 2a is indeed a lower order
correction to ρfc. We also consider
ρ0 =
σ
8pi
T 2a φ = Ta δ = dT 2a2 (5.55)
for some dimensionless parameters d ≥ 0 and 0 ≤ σ ≤ C. It suffices to
consider bounded σ by Lemma 22. We will also show that the a priori
estimates allow us to assume that d is bounded. This gives access to the
lemmas in the previous section since φa = φ2/T = Ta2  1 in the dilute
limit. Finally, we write
t0 =
τ
8pi
T 2a =
( τ
σ
)
ρ0 = θρ0, (5.56)
where τ = θσ ∈ R is dimensionless.
We are free to choose −ρ0 ≤ t0 ≤ 0 depending on ρ0 and δ, as this was
simply a parameter entering in Lemma 13 and the definition of α0 (see (5.4)).
To be able to prove that the error term E1 is indeed small for the α
ρ0,δ from
Lemma 15, we will choose t0 such that the self-consistent equation∫
(αρ0,δ − α0) = 0 (5.57)
is satisfied. The following lemma confirms that this choice implies that the
error E1 is small. It also shows that the equation above leads to a concrete
equation for τ in terms of σ ≥ 0 and d ≥ 0, which implies that −σ ≤ τ ≤ 0,
i.e. −1 ≤ θ ≤ 0.
Lemma 36 (Self-consistent equation for t0 and estimate on E1). Under
the assumptions introduced at the start of this subsection, in particular the
self-consistent equation (5.57) and
√
Ta 1, we have
τ = − 2(σ + τ)√
d+ 2(σ + τ) +
√
d
+ o(1). (5.58)
This equation has a unique solution for every d ≥ 0 and σ ≥ 0, and it
satisfies −σ ≤ τ ≤ 0. We also have∫∫
(αρ0,δ − α0)(p)V̂ (p− q)(αρ0,δ − α0)(q)dpdq = o(T 4a3).
The errors above holds uniformly in σ and d as long as they are bounded.
Proof. Step 1. The self-consistent equation (5.57) says (2pi)3t0 = −
∫
f , with
f as in Lemma 34, so by using that lemma and the assumptions introduced
at the start of this subsection, we conclude that (5.58) holds. To see that it
always has a solution in [−σ, 0], we rewrite the equation as
τ
(√
d+ 2(σ + τ) +
√
d
)
+ 2(σ + τ) = 0,
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and note that the left-hand side is a continuous function which goes from
−2σ√d ≤ 0 to 2σ ≥ 0 as τ goes from −σ to 0.
Step 2. We use Lemma 34 again to conclude that∫
|f(p)|dp ≤ CTφ = CT 2a,
∫
|p|>√T
|f(p)|dp ≤ Cφ3 = CT 3a3.
Since αρ0,δ − α0 = −(2pi)3t0δ0 − f and
∫
αρ0,δ − α0 = 0 by assumption, we
have∣∣∣∣∫ (αρ0,δ − α0)(p)V̂ (p− q)(αρ0,δ − α0)(q)dpdq∣∣∣∣
=
∣∣∣∣∣
∫
(αρ0,δ − α0)(p)V̂ (p− q)(αρ0,δ − α0)(q)dpdq − V̂ (0)
(∫
αρ0,δ − α0
)2∣∣∣∣∣
≤ 2(2pi)3|t0|
∫
|V̂ (p)− V̂ (0)||f(p)|dp+
∫
|f(p)||V̂ (p− q)− V̂ (0)||f(q)|dpdq
≤ C|t0|T 3a4 + CT 5a5 = o(T 4a3),
where we have used the fact that |V̂ (p) − V̂ (0)| ≤ Ca3T for |p| ≤ √T and
|V̂ (p)| ≤ Ca for all p. 
Before we prove the main theorem, we state a final error estimate. Its
proof can be found in Appendix A.
Lemma 37 (Estimate on E5). Under the assumptions introduced at the
start of this subsection, in particular
√
Ta 1, we have
E5(γ
ρ0,δ, αρ0,δ, ρ0) = o(T
4a3).
This holds uniformly in d and σ as long as they are bounded.
We are now ready to prove the first main theorem of the paper, which
gives an expression for the critical temperature.
Proof of Theorem 8. We will work with the notation introduced at the start
of this section. We again refer to Proposition 24, which contains the desired
conclusion outside this region, so that we can restrict to the region (5.53).
We also recall Lemma 22, which implies ρ0 ≤ CT 2a, so that we can consider
σ to be bounded.
The proof will proceed as follows. In step 1, we will calculate the sim-
plified minimal energy as a function of ρ and ρ0. In step 2, we discuss
the precise relation between the minimization problem of the simplified and
canonical functionals. In step 3, we prove the theorem by minimizing the
simplified energy in 0 ≤ ρ0 ≤ ρ.
Step 1a. We would like to calculate the simplified energy for (γρ0,δ, αρ0,δ, ρ0).
We assume that t0(δ, ρ0) is defined as in Lemma 36. Note that this means
that −1 ≤ θ ≤ 0 in (5.56), so that we can apply the lemmas from the
previous subsection (although we have yet to establish boundedness of d to
obtain uniform errors in all cases, which we will do in step 1c.). Corollary
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16 and Lemmas 29 and 30 together with (5.55) and (5.56) imply that for
δ, ρ0 ≥ 0:
F sim(γρ0,δ, αρ0,δ, ρ0) =
(
F s(γρ0,δ, αρ0,δ, ρ0) + δργρ0,δ
)
− δργρ0,δ
+ V̂ (0)ρ2 + (12pia− V̂ (0))ρ20 − 8piaρρ0 − 4piat20 − 8piat0(ρ− ρ0)
= T 5/2fmin − T 2a2(ρ− ρfc)(σ + τ) + V̂ (0)ρ2
+ T 4a3
[ d
8pi
(√
d+ 2(σ + τ) +
√
d
)
− (d+ 2(σ + τ))
3/2 + d3/2
12pi
+
τσ
8pi
− τ
2
16pi
+ (12pi − ν) σ
2
64pi2
]
+ o
(
T 4a3
)
,
(5.59)
where we also used that according to Lemmas 26 and 27:
ργρ0,δ = ρfc −
T 2a
8pi
(√
d+ 2(σ + τ) +
√
d
)
+ o(T 2a). (5.60)
The expressions above really only depend d and σ, since τ satisfies (5.58).
However, we are interested in rewriting the expression fully in terms of σ
and k. After all, we would like to investigate the nature of σ (which defines
ρ0) for given k (which defines ρ). First note that from the equation
ρ = ρ0 + ργρ0,δ =
σ
8pi
T 2a+ ρfc − T
2a
8pi
(√
d+ 2(σ + τ) +
√
d
)
+ o(T 2a),
we obtain √
d+ 2(σ + τ) +
√
d = σ + 8pi
ρfc − ρ
T 2a
= σ − k, (5.61)
where k is defined in (5.54). This yields
d =
(
(σ − k)2 − 2(σ + τ)
2(σ − k)
)2
.
We can also rewrite τ in terms of σ and k by using (5.58) and (5.61):
τ =
2σ
k − σ − 2 + o(1) and σ + τ =
σ(k − σ)
k − σ − 2 + o(1). (5.62)
We plug these expressions into (5.59) to obtain
F sim(γρ,ρ0 , αρ,ρ0 , ρ0) = T 5/2fmin + V̂ (0)ρ2 + T 4a3
[
1
8pi
(
(σ − k)3
12
−σ2
(1
2
+
1
2 + σ − k
))
− (ν − 8pi) σ
2
(8pi)2
]
+ o(T 4a3),
(5.63)
where we now write γρ0,ρ for the γρ0,δ that satisfies ργρ0,δ + ρ0 = ρ. This
can only be done for certain σ and k: it was only for δ ≥ 0 that we were
able to obtain minimizers of this form.
Step 1b. We now determine for which σ and k (5.63) holds. Using (5.61)
and the equation for τ (5.58), we know that, given a ρ0 = σ
T 2a
8pi , minimizing
the functional for some d ≥ 0 leads to a minimizer with
ρ = ρfc +
T 2a
8pi
(
1 + σ −
√
d−
√
1 + 2σ + d+ 2
√
d
)
+ o(T 2a),
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The above expression is maximal for d = 0. Its value at this point is signif-
icant: fixing some ρ0, we know that this is the maximal ρ for which we will
be able to find a minimizer to the simplified functional. This maximal ρ is
ρmax(σ) = ρfc +
T 2a
8pi
kmax(σ) + o(T
2a),
where we defined
kmax(σ) = 1 + σ −
√
1 + 2σ.
Fixing some k, and considering all σ ≥ 0, we can find out that (5.63) holds
whenever
σ ∈ I(k) :=
{
[0,∞) if k ≤ 0[
k +
√
2k,∞
)
if k > 0
. (5.64)
Summarizing, it is for these σ and k that there exists a (γρ0,ρ, αρ0,ρ).
Step 1c. We will be interested in using (5.63) as a lower bound for the
energy, where the error is uniform in σ and k. We would now like to show
that d is bounded, so that we obtain uniform errors in (5.59), (5.60) and
consequently (5.63).
As noted at the start of the proof, it suffices to consider ρ0 ≤ CT 2a.
Combined with (5.53), this tells us that ργ ≥ ρ− C0T 2a for some constant
C0. We claim that it suffices to restrict to d ≤ d0, which is chosen such that
2
√
d0
8pi
≥ 2C0.
To see this, consider d > d0. Because ργρ0,δ is decreasing in δ by the structure
of the minimization problem in Lemma 15, we know that
ργρ0,d ≤ ργρ0,d0 = ρfc −
T 2a
8pi
(√
d0 + 2(σ + τ) +
√
d0
)
+ o(T 2a)
≤ ρfc − 2C0T 2a+ o(T 2a),
where the error only depends on d0 since we have a priori restricted to
bounded σ. This violates the a priori restriction, confirming that we can
restrict to d ≤ d0. We have obtained the important conclusion that we can
think of the error in (5.63) as uniform.
Step 2. Our strategy will be to connect (5.63) to Fcan using Corollary 14.
For convenience, we will first assume k ≤ 0, so that all 0 ≤ σ ∈ I(k).
On the one hand, any potential minimizer (γ, α, ρ0) with ργ + ρ0 = ρ will
have to satisfy the a priori estimates in Propositions 21 and 23. This means
that
Fcan(γ, α, ρ0)
≥ F sim(γ, α, ρ0) + ζ(3/2)ζ(5/2)
256pi3
∆V̂ (0)T 4 − (E2 + E3 + E5)(γ, α, ρ0)
≥ F sim(γρ0,ρ, αρ0,ρ, ρ0) + ζ(3/2)ζ(5/2)
256pi3
∆V̂ (0)T 4 − o(T 4a3).
(5.65)
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On the other hand, we have for any ρ0:
inf
(γ,α), ρ0=ρ−ργ
Fcan(γ, α, ρ0) ≤ Fcan(γρ,ρ0 , αρ,ρ0 , ρ0)
≤ F sim(γρ0,ρ, αρ0,ρ, ρ0) + ζ(3/2)ζ(5/2)
256pi3
∆V̂ (0)T 4
+ (E1 + E2 + E3 + E5)(γ
ρ0,ρ, αρ0,ρ, ρ0)
≤ F sim(γρ0,ρ, αρ0,ρ, ρ0) + ζ(3/2)ζ(5/2)
256pi3
∆V̂ (0)T 4 + o(T 4a3),
(5.66)
where we have used Lemmas 32 and 36. The errors are uniform since we
assume d and σ to be bounded.
We conclude that the energy of any potential minimizer matches (5.63)
(up to the constant term and a small error). However, for any ρ0 the ex-
pression (5.63) also provides an upper bound. Therefore, if we find that the
minimizing σ of (5.63) is non-zero, then the same should hold for the real
minimizer. If the approximate minimizer is zero, we can only conclude that
the real minimizer is approximately zero because of the small error. We will
therefore need an extra step in this case
Step 3a. We now analyse (5.63) for given k ≤ 0 and ν and find out
whether its minimum σmin is zero or not.
An analysis of (5.63) shows that there always is a single k ≤ 0 where
the character of the minimizer of changes (for given ν)1, which implies that
a function h1(ν) exists. We can also see that the critical k decreases with
ν. For the limit ν → 8pi, we numerically verify that the minimizing σmin
approximately satisfies
σmin =
{
0 if k < −1.28
> 0 if k > −1.28 . (5.67)
This is illustrated by Figure 1 below, which shows (5.63) for three values of
k.
Using the definition of k (5.54), we conclude that the point where the
nature of the minimizer changes is
ρc =ρfc
(
1− 1.28
8pi
(
ζ(3/2)
8pi3/2
)−4/3
ρ
1/3
fc a+ o(ρ
1/3
fc a)
)
= ρfc
(
1− 2.24ρ1/3fc a+ o(ρ1/3fc a)
)
.
We can also turn this into a criterion for the critical temperature. Given ρ
we know that the critical temperature Tc satisfies the equation above where
ρfc = nfcT
3/2
c , where we calculated the constant nfc in (5.21) (although it
plays no role here). The free critical temperature would satisfy ρc = nfcT
3/2
fc .
1Because (5.63) depends on ν in an easy way, and is independent from ν for σ = 0, we
can see that for every k ≤ 0 there is a ν0(k) ∈ [8pi,∞) such that σmin > 0 for ν > ν0(k).
Moreover, ν0(k) is continuous, monotone decreasing, and equal to 8pi for k = 0. To reach
the desired conclusion, we have to combine this with the following: for every ν ≥ 8pi,
there exists a k negative enough such that σmin = 0. This can be seen by noting that the
derivative in σ it is positive for all σ when k is negative enough.
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k=-1.35
k=-1.28
k=-1.20
0.5 1.0 1.5 2.0 2.5
σ
0.005
0.010
0.015
0.020
0.025
f(k,σ)
Figure 1. Plots of the part of the free energy that depends
on k and σ (i.e. between the square brackets in (5.63), de-
noted by f(k, σ) in the plot) for three values of k. For
k = −1.35, σ = ρ0 = 0 gives the lowest energy: no BEC.
For k = −1.20, the minimum occurs at some ρ0 > 0: BEC.
The critical value is kc = −1.28, where both σ = 0 and
σ = 1.83 are minimizers.
Hence, we have
nfcT
3/2
fc = nfcT
3/2
c
(
1− 2.24(ρ1/3a) + o(ρ1/3a)
)
,
since we can write ρ instead of ρc to leading order. In conclusion,
Tc = Tfc
(
1− 2.24(ρ1/3a) + o(ρ1/3a)
)−2/3
= Tfc
(
1 + 1.49(ρ1/3a) + o(ρ1/3a)
)
.
Step 3b. For those values of ρ where the minimizer of the approximate
functional has ρ0 = 0, we can only conclude that the exact minimizing ρ0
is approximately zero. Because our energy approximation is accurate up
to orders T 4a3, we can only conclude ρ0 = o(T
2a). We will need an extra
argument to show that the energy increases for smaller ρ0, which would then
imply that the exact minimizer really is ρ0 = 0.
Fixing ρ, first define
Fρ(ρ0) = inf∫
γ=ρ−ρ0
Fcan(γ, α, ρ0).
Note that it suffices to show there exists a c0 > 0 such that
Fρ(ρ0) ≥ Fρ(0) + 1
2
c0ρ0T
2a2(1− o(1))− 2ρ20V̂ (0). (5.68)
To prove this lower bound, we first minimize the terms in α, and use
Proposition 19:
Fcan(γ, α, ρ0) ≥ Fcan(γ, 0, 0) + 2V̂ (0)ρ0ρ
− 2V̂ (0)ρ20 − cρ0T 2a2(
√
Ta)1/2.
(5.69)
To prove (5.68) from (5.69), we need to study
fρ(ρ0) = inf∫
γ=ρ−ρ0
Fcan(γ, 0, 0) + 2ρ0ρV̂ (0),
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which is convex in ρ0.
We now use (5.65) and (5.66) to approximate the functional by F sim and
go back again, denoting the constant term as CsimT 4a3 and keeping in mind
that the minimizer approximately has ρ0 = 0 so that (5.65) does hold. We
also apply (5.24), noting that ρfc − ρ ≥ 1.28T 2a. For ε > 0, we find
fρ(−εT 2a) ≤ inf∫
γ=ρ+εT 2a
F sim(γ, 0, 0)− 2εT 2aρV̂ (0) + CsimT 4a3 + o(T 4a3)
≤ inf∫
γ=ρ+εT 2a
F0(γ) + V̂ (0)ρ2 + cε2T 4a3 + CsimT 4a3 + o(T 4a3)
≤ inf∫
γ=ρ
F0(γ)− (c0ε− cε2)T 4a3 + V̂ (0)ρ2 + CsimT 4a3 + o(T 4a3)
≤ fρ(0)− (c0ε− cε2)T 4a3 + o(T 4a3).
We therefore conclude that there exists an ε0 small enough such that
fρ(−ε0T 2a) ≤ fρ(0) + 1
2
c0(−ε0T 2a)T 2a2.
Convexity of fρ now implies that for ρ0 ≥ 0
fρ(ρ0) ≥ fρ(0) + 1
2
c0ρ0T
2a2.
This, as well as taking the infimum over γ with
∫
γ = ρ− ρ0 in (5.69), now
gives the desired lower bound (5.68).
Step 3c. The theorem is still not quite proved, as we still have to show
that the minimizing σ is strictly positive for k > 0, which corresponds to
ρ > ρfc. For σ = 0, we cannot use the simplified energy (5.63) because of
the problem discussed in step 1b, but we can still use the first step in the
lower bound (5.65): if the minimum occurs at ρ0 = 0, we know that
inf
(γ,α), ργ=ρ
Fcan(γ, α, 0)− ζ(3/2)ζ(5/2)
256pi3
∆V̂ (0)T 4
≥ inf
(γ,α), ργ=ρ
F sim(γ, α, 0) + o(T 4a3) = T 5/2fmin + V̂ (0)ρ2 − o(T 4a3),
where t0 = 0 for ρ0 = 0 (which is consistent with (5.62)). Since (5.63) holds
at σ = k +
√
2k ∈ I(k), we can see that it has a simplified energy of
T 5/2fmin + V̂ (0)ρ
2 + T 4a3
−k
(
3
√
2k3/2 + 20k + 23
√
2
√
k + 18
)
24pi
(√
2
√
k + 2
)
 ,
which is lower than the value at σ = 0. Using the upper bound (5.66), we
conclude that the minimizer cannot have ρ0 = 0 when ρ > ρfc. 
Proof of Theorem 9. Step 1. We now turn to the grand-canonical problem.
That means that we should analyse the structure of minimizers of
inf
ρ≥0
[
inf
(γ,α,ρ0), ργ+ρ0=ρ
Fcan(γ, α, ρ0)− µρ
]
(5.70)
for given µ ∈ R. This requires that we calculate the canonical free energy
for any given ρ, but we note that it again suffices to only calculate it for
(5.53), i.e. |ρ − ρfc| < Cρ(ρ1/3a). By the a priori result from Proposition
24, we know that if minimizer has a smaller ρ, it has ρ0 = 0, and if it has
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a bigger ρ, it has ρ0 > 0. Since the minimizing ρ increases with µ, this fits
with the statement of the theorem.
In the region around the critical temperature, it seems natural to use
the bounds (5.65) and (5.66) and simply minimize (5.63), but we only have
these bounds for σ ∈ I(k) (see (5.62) and (5.64)). In fact, the simplified
functional has so far only been defined in this region as we have only made
a choice for t0 for δ, ρ0 ≥ 0. To solve this problem, we now define
τ(k, σ) = 1−√1 + 2σ
for σ ∈ [0,∞)\I(k), which is chosen because it is the value obtained for
δ = 0. In the spirit of (5.65), we know that any potential minimizer should
satisfy
Fcan(γ, α, ρ0)− ζ(3/2)ζ(5/2)
256pi3
∆V̂ (0)T 4
≥ F sim(γ, α, ρ0)− (E2 + E3 + E5)(γ, α, ρ0)
≥ inf
(γ,α)
F s(γ, α, ρ0) + V̂ (0)ρ2 − o(T 4a3)
+ (12pia− V̂ (0))ρ20 − 8piaρρ0 − 4piat20 − 8piat0(ρ− ρ0)
= T 5/2fmin + V̂ (0)ρ
2 + T 4a3
[
− (σ + τ) k
8pi
− 1
12pi
(2σ + 2τ)3/2
+ (12pi − ν)
( σ
8pi
)2 − 4pi ( τ
8pi
)2
+
τσ
8pi
]
− o(T 4a3),
where we have used that the infimum of F s is attained at (γρ0,δ=0, αρ0,δ=0),
with an energy given by (5.59). Minimizing this lower bound over [0,∞)\I(k),
we find that the infimum is attained at the boundary, i.e. at σ = k +
√
2k.
Since the lower bound matches (5.63) at this point, we conclude that the
minimizer of the canonical free energy has σ ∈ I(k), so that it suffices to
minimize (5.70) over I(k) by the upper and lower bounds (5.65) and (5.66).
Step 2. Making the result of the previous step explicit, we now know that
for |ρ− ρfc| < Cρ(ρ1/3a):
inf
(γ,α,ρ0), ργ+ρ0=ρ
Fcan(γ, α, ρ0)− µρ
= T 5/2fmin + V̂ (0)ρ
2
fc − µρfc + T 2a2
(
2
( ν
8pi
)
ρfc − µ
8pia
)
k
+ T 4a3 inf
σ∈I(k)
[ 1
8pi
(
(σ − k)3
12
− σ2
(1
2
+
1
2 + σ − k
))
− (ν − 8pi) σ
2
(8pi)2
+ ν
k2
(8pi)2
]
+
ζ(3/2)ζ(5/2)
256pi3
∆V̂ (0)T 4 + o
(
T 4a3
)
.
To consider the case ν → 8pi, we show a plot of the function
g(k) = inf
σ∈I(k)
[ 1
8pi
(
(σ − k)3
12
− σ2
(1
2
+
1
2 + σ − k
))
+
k2
8pi
]
+ 0.226k.
(5.71)
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Figure 2. The curve shows the energy function g(k) in
(5.71). The two minima are k− = −2.23 and k+ = 3.04, and
the critical value (shown in orange) is kc = −1.28, which
corresponds to the value of k where σ jumps to a positive
value (see (5.67)). The derivative has a discontinuity at this
point. The energy curve is not convex; the red line indicates
the convex hull of the curve.
in Figure 2. Here, the value 0.226 was chosen such that the convex hull is
obtained by replacing the curve between two minima by a constant function.
The two minima are
k− = −2.23, k+ = 3.04
and the value here is g(k±) = −0.27. Hence we have a first-order phase
transition where the density jumps between the critical values corresponding
to k±. This conclusion is unaltered by the fact that we can only determine
the energy curve up to a small error.
Note that the minimizer changes from ρ0 = 0 to ρ0 > 0 at the jump since
k− ≤ −1.28 ≤ k+. We conclude that the critical chemical potential in the
limit ν → 8pi is given by
µc
8pi
= 2ρfca− 0.226T 2a2 + o(T 2a2)
=
1
8pi
2ζ(3/2)√
pi
T 3/2a
(
1− 0.226 · 8pi
√
pi
2ζ(3/2)
√
Ta+ o(
√
Ta)
)
.
This can also be inverted to yield the critical temperature for µ > 0:
Tc =
( √
pi
2ζ(3/2)
)2/3 (µ
a
)2/3
+
2
3
· 0.226 · 8pi
( √
pi
2ζ(3/2)
)2
µ+ o (µ)
=
( √
pi
2ζ(3/2)
)2/3 (µ
a
)2/3
+ 0.44µ+ o(µ),
where the expansion is correct for µ ≥ 0 corresponding to ρ1/3a  1. An
analysis for general ν (in which case the leading term of µc has an extra
factor ν/8pi), combined with the existence of the function h1(ν) from the
previous theorem, allows the reader to deduce the existence of h2(ν). 
Remark 38. Note that the existence of two minima shows that the grand
canonical functional in general will not have a unique minimizer. As for the
canonical case: we have coexistence of the two minimizers (one with ρ0 = 0
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and one with ρ0 > 0) for ρ between the two values defined by k±. This
means that at least part of the gas has a condensate for any k ∈ [k−, k+].
Hence one could say that (part of) the system is in a condensed phase from
k− onwards.
5.8. Proof of Theorems 10 and 11. In this section, we simply set t0 = 0.
We will write δ = dρ0a = dφ
2, with d ≥ 0. Note that this implies that σ = 8pi
in the lemmas of Subsection 5.6.
Remark 39 (Properties of the integrals). We will use the following properties
of the integrals (4.5) with d, s ≥ 0:
• I1(d, 8pi, 0)− dI3(d, 8pi, 0) monotonically increases to infinity in d.
• I2(d, 8pi, 0, s)−ds2I4(d, 8pi, 0, s) monotonically increases to 0 in both
d and s and it is bounded.
• I2(d, 8pi, 0, s) monotonically increases to 0 in both d and s and it is
bounded.
• I4(d, 8pi, 0, s) monotonically decreases to zero in both d and s and it
is bounded.
Proof of Theorems 10 and 11. Throughout the proof, we will distinguish be-
tween the regions ρa/T  1 (‘moderate temperatures’) and ρa/T ≥ O(1)
(‘low temperatures’). For simplicity, we aim to write statements with a
uniform error o(T (ρa)3/2 + (ρa)5/2), i.e. o(T (ρa)3/2) in the first region, and
o((ρa)5/2) in the second. Note that an error of O((ρa)5/2) satisfies this for
ρa/T  1.
Step 1a. As in Subsection 5.7, we consider upper and lower bounds. First
assume that δ ≥ 0 and ρ0 ≥ 0 are such that
ρ = ρ0 + ργρ0,δ . (5.72)
Similar to before, this may not always have a solution for given ρ and ρ0.
By Lemma 13 and the a priori estimates in Proposition 19, we then know
that any potential minimizer has to satisfy
Fcan(γ, α, ρ0) ≥ F sim(γ, α, ρ0)− (E2 + E3 + E4)(γ, α, ρ0)
≥ F sim(γρ0,δ, αρ0,δ, ρ0)−O((ρa)5/2).
(5.73)
Using Lemma 32 for ρa/T  1, Lemma 33 for ρa/T ≥ O(1), and Lemma
34 for both, we find that2
inf
(γ,α), ρ0=ρ−ργ
Fcan(γ, α, ρ0) ≤ Fcan(γρ0,δ, αρ0,δ, ρ0)
≤ F sim(γρ0,δ, αρ0,δ, ρ0) + (E1 + E2 + E3 + E4)(γρ0,δ, αρ0,δ, ρ0)
≤ F sim(γρ0,δ, αρ0,δ, ρ0) + o(T (ρa)3/2 + (ρa)5/2).
(5.74)
It is important to realize that we have yet to establish uniformity of the
error in the upper bound, whereas the error in the lower bound is uniform.
2To obtain the estimate on E1, we use |
∫
(α− α0)V̂ (α− α0)| ≤ V̂ (0)(
∫ |α− α0|)2 and
the fact that |αρ0,δ − α0| is equal to the |f | in the statement of Lemma 34 since t0 = 0.
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Step 1b. The first line of the lower bound (5.73) allows us to prove the
desired conclusion for T > Tfc
(
1 + h1(ν)ρ
1/3a+ o(ρ1/3a)
)
. After all, Theo-
rem 8 tells us that the minimizer has ρ0 = 0 in this region, so that we find
that
F can(T, ρ) ≥ inf
(γ,α), ρ=ργ
F sim(γ, α, 0) = F0(T, ρ) + V̂ (0)ρ2 −O((ρa)5/2),
where F0(T, ρ) is the free energy (5.20) of the non-interacting gas. We now
note that
inf
(γ,α)
Fcan(γ, α, 0) = inf
γ
Fcan(γ, 0, 0) ≤ inf
γ
F sim(γ, 0, 0),
which proves the result in this region.
Step 2. Using Lemma 31 and the first line of Lemma 30, we have
F sim(γρ0,δ, αρ0,δ, ρ0) = F (1) + T 5/2I2(d, 8pi, 0,
√
ρ0a/T )
− dρ0a(ρ− ρ0)
+ V̂ (0)ρ2 − 8piaρ0ρ+ ρ20(12pia− V̂ (0))
+ o
(
T (ρa)3/2 + (ρa)5/2
)
,
(5.75)
together with
ργρ0,δ = ρ
(1)
γ + T
3/2I4(d, 8pi, 0,
√
ρ0a/T ) + o
(
T (ρa)1/2 + (ρa)3/2
)
.
(5.76)
In the last line, we have used Lemma 28 and the first line of Lemma 27.
To use these lemmas, we have distinguished two cases: ρa/T  1, which
implies ρ0a/T = φ
2/T  1; and ρa/T ≥ O(1), which implies ρ0a/T ≥ O(1)
by the a priori estimate (5.35). Note that the errors in the two equations
above are uniform in d.
We know that ργρ0,δ is decreasing in δ = dρ0a by the structure of the
minimization problem in Lemma 15. In fact, Lemma 35 and the fourth
property in Remark 39 show that ργρ0,δ decreases to 0 as d → ∞. We
therefore have that the equation (5.72) has a solution for every ρ0 and ρ
such that
ρ− ργρ0,δ=0 ≤ ρ0 ≤ ρ, (5.77)
or, denoting the solution to (5.76) for given ρ and d ≥ 0 by ρ0(d), for every
ρ0(d = 0) ≤ ρ0 ≤ ρ. Our assumption (5.72) amounts to plugging ρ0(d) into
the simplified energy (5.75). In the next step, we do this for the different
regions.
Step 3: ρa/T  1. In this step, we prove Theorem 11.
Step 3a. In order to be able to use more of the lemmas from Subsection
5.6, we need to show that we can assume that d is bounded. We use (5.73),
(5.75) and Lemma 35 to see that for d 1 and s = √ρ0a/T :
F sim(γρ0,δ, αρ0,δ, ρ0) ≥ 4piaρ2 + T 5/2(I2(d, 8pi, 0, s)− ds2I4(d, 8pi, 0, s))
+ 2(ν − 8pi)ρaT 3/2I4(d, 8pi, 0, s)
+ (12pi − ν)a(T 3/2I4(d, 8pi, 0, s))2 − o(T (ρa)3/2)
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with errors uniform in d. As d increases, s increases, and this expression gets
exponentially close to 4piaρ2 as d→∞, and thus it is higher than the value
provided by the upper bound 5.74 for d = 0 (see (5.79) for a calculation).
We can therefore restrict to bounded d.
Step 3b. We conclude that the upper bound (5.74) has an error uniform
in d. We can also apply Lemmas 26, 27, 29 and 30 to (5.75) to obtain
F sim(γρ0,δ, αρ0,δ, ρ0) = T 5/2fmin +
(
ρ0(d)a
T
)
Tρfc(d+ 8pi)
− 1
12pi
(
ρ0(d)a
T
)3/2
T 5/2
(
(d+ 16pi)3/2 + d3/2
)
− dρ0(d)a(ρ− ρ0(d)) + V̂ (0)ρ2 − 8piaρ0(d)ρ+ ρ0(d)2(12pia− V̂ (0))
+ o(T (ρa)3/2),
where
ρ0(d) = ρ− ρfc + 1
8pi
(
ρ0(d)a
T
)1/2
T 3/2
(√
d+ 16pi +
√
d
)
+ o(T (ρa)1/2),
(5.78)
and the errors are uniform in d. We conclude that ρ0 = ρ − ρfc =: ∆ρ to
leading order. Rewriting the expansion in the small parameter ∆ρa/T , we
obtain
F sim(γρ0(d),δ, αρ0(d),δ, ρ0(d))
= T 5/2fmin + 4piaρ
2 + (V̂ (0)− 4pia)ρfc(2ρ− ρfc)
+ T (∆ρa)3/2
(
1
24pi
)[
(
√
d+ 16pi +
√
d)(d+ 6(8pi − ν))− 32pi√d+ 16pi
]
+ o
(
T (ρa)3/2
)
.
(5.79)
This can explicitly be minimized in d ≥ 0. The minimum is obtained for
d = 2(ν − 8pi), which leads to the expression stated in Theorem 11.
Step 3c. The proof is unfinished since the upper and lower bounds (5.73)
and (5.74) only hold for ρ0 satisfying (5.77), i.e. ρ0(d = 0) ≤ ρ0 ≤ ρ. We
need to deal with all other ρ0 as we did in step 1 of the proof of Theorem 9:
by revising the lower bound (5.73). We know that any potential minimizer
should satisfy
Fcan(γ, α, ρ0)
≥ F sim(γ, α, ρ0)− (E2 + E3 + E4)(γ, α, ρ0)
≥ inf
(γ,α)
F s(γ, α, ρ0) + V̂ (0)ρ2 − 8piaρρ0 + (12pia− V̂ (0))ρ20 −O((ρa)5/2)
= T 5/2fmin + 8piaρ0ρfc −
(ρ0a
T
)3/2
T 5/2
4
3
√
16pi
+ V̂ (0)ρ2 − 8piaρ0ρ+ ρ20(12pia− V̂ (0))− o(T (ρa)3/2),
(5.80)
where we have used the energy expansion (5.75) and Lemma 30 for the
unrestricted minimizer (γρ0,δ=0, αρ0,δ=0). Using ν ≥ 8pi, we see that lower
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bound has a negative derivative for
0 ≤ ρ0 ≤ ∆ρ+
(
∆ρa
T
)1/2
T 3/2
1√
pi
+ o(T (ρa)1/2),
which is indeed bigger than
ρ0(d = 0) = ∆ρ+
(
∆ρa
T
)1/2
T 3/2
1
2
√
pi
+ o(T (ρa)1/2).
Since this lower bound matches our earlier lower bound (5.79) at this point
and the upper bound (5.74) also holds at this point, we can conclude that
it suffices to consider the infimum over ρ0(d = 0) ≤ ρ0 ≤ ρ, which yielded
the desired result in step 3b, and proves Theorem 11.
Step 4: ρa/T ≥ O(1). In this step, we make further preparations for the
proof of Theorem 10.
Step 4a. To prove that we can assume that d is bounded, we use (5.73),
(5.75), boundedness of I2 and I4, and Lemma 35 to see that for d 1:
F sim(γρ0,δ, αρ0,δ, ρ0) ≥ 4piaρ2 + F (1) − d(ρ0a)ρ(1)γ −O((ρa)5/2)
≥ 4piaρ2 + C min{(ρ0a)5/2d1/2, a−1(ρ0a)2} −O((ρa)5/2).
with errors uniform in d. For d  1, this is of higher order than 4piaρ2 +
O((ρa)5/2), which is the value provided by the upper bound (5.74) at d = 0.
We can therefore restrict to bounded d.
Step 4b. We again need to establish that it suffices to minimize (5.75)
over d ≥ 0, i.e. to exclude 0 ≤ ρ0 ≤ ρ0(d = 0) as potential minimizers. To
do this, we repeat the lower bound (5.80). For ρa/T ≥ O(1), the infimum of
F s is O((ρa)5/2) by Lemmas 26 and 29 and boundedness of I2 and I4. We
obtain
Fcan(γ, α, ρ0) ≥ V̂ (0)ρ2 + (12pia− V̂ (0))ρ20 − 8piaρρ0 −O((ρa)5/2).
Using ν ≥ 8pi, we see that this has a negative derivative throughout the
region, and as such the minimum can be found at the boundary (up to a
lower order error), where it matches the lower bound (5.73) and the upper
bound (5.74), and so we conclude that it suffices to consider the infimum
over ρ0(d = 0) ≤ ρ0 ≤ ρ.
Step 4c. We would now like to show that the errors in the lower bound
(5.73) are o((ρa)5/2), rather than O((ρa)5/2). The above conclusion, Lemma
26 and the lower and upper bounds (5.73) and (5.74) imply that any poten-
tial minimizer has to satisfy
ργ ≤ ρ− ρ0(d = 0) = O((ρa)3/2).
We can now use this to improve the a priori bounds in Proposition 19, and
hence lower the error in the lower bound (5.73) to o((ρa)5/2): we simply
repeat the estimates (5.31), (5.32) and (5.33), and notice that we are able
to pick a better b because we know that ργ is small.
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Step 5. Combining the steps above, we conclude
F can(T, ρ) = inf
0≤d≤d0
[
1
2
(ρ0(d)a)
5/2I1(d, 8pi, 0) + T
5/2I2(d, 8pi, 0,
√
ρ0(d)a/T )
− dρ0(d)a(ρ− ρ0(d))
+ V̂ (0)ρ2 − 8piaρ0(d)ρ+ ρ0(d)2(12pia− V̂ (0))]
+ o
(
(ρa)5/2 + T (ρa)3/2
)
,
where
ρ0(d) := ρ− 1
2
(ρ0(d)a)
3/2I3(d, 8pi, 0)− T 3/2I4(d, 8pi, 0,
√
ρ0(d)a/T ).
Here, the errors in ρ0(d) have been dropped compared to (5.76) since they
can be absorbed in the errors in the energy expression.
To finish the proof of Theorem 10, we just have to make a few replace-
ments in the minimization problem above. These are
• replacing (ρ0a)5/2I1(d, 8pi, 0) by (ρa)5/2I1(d, 8pi, 0). The error made
is O((ρa)5/2) for ρa/T  1, which is acceptable. For ρa/T ≥ O(1),
we have ρ0(d) = ρ to leading order, so we make an error of o((ρa)
5/2).
• replacing the similar term in ρ0(d). This is done in a similar way.
We absorb the error in the energy expansion.
• replacing T 3/2I4(d, 8pi, 0,
√
ρ0(d)a/T ) by T
3/2I4(d, 8pi, 0,
√
∆ρa/T ).
For ρa/T  1, we use (5.78) to see that this leads to an error that
can be absorbed in the energy expansion. For ρa/T ≥ O(1), this
term is O((ρa)3/2) and ρ0(d) = ρ to leading order, so that the error
is of lower order and the replacement is justified.

Comment about Corollary 12. To obtain the expansions for ν → 8pi, we use
the first two properties in Remark 39 and the fact that we can think of
the errors as uniform in d to conclude that all relevant contributions to the
energy are increasing in d. Hence, the minimum is attained at d = 0 in the
limit ν → 8pi. We also note that only I1 and I3 contribute, and a calculation
of the integrals then yields the Lee–Huang–Yang constant. 
Appendix A. Approximations to integrals
Proof of Lemma 25. We make a change of variables to obtain
b3/2
∫
ln
(
1− e−b
√
(p2+δ0/b)2+2(p2+δ0/b)
)
dp
−
∫
ln(1− e−b(p2+δ0/b))dp− b
∫
(eb(p
2+δ0/b) − 1)−1dp.
(A.1)
Regard δ0/b as a fixed parameter and note that the integral has a limit as
b→ 0 by the Monotone Convergence Theorem, which is
b3/2
∫ [
1
2
ln
(
1 +
2
p2 + δ0/b
)
− 1
p2 + δ0/b
]
dp ≤ Cb3/2.
Of course δ0/b is not fixed, but the error term in this convergence is uniform
in δ0/b as long as that quantity is bounded (smaller than 1, say). For
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δ0/b ≥ 1, we expand the logarithm in the first line of (A.1) as a Taylor series
around b = 0. Using the Mean Value Theorem and noting that the absolute
value of the second derivative attains its maximum at 0, we conclude that
the quantity of interest is bounded by
b2
∫
(p2 + δ0 + 1)e
p2+δ0 − 1
(p2 + δ0)(ep
2+δ0 − 1)2 dp ≤ Cδ
−1/2
0 b
2 ≤ Cb3/2.

Proof of Lemma 26. Recall |V̂ w(p)| ≤ V̂ w(0) = 8pia, so that the integral
converges pointwise to the desired expression as φ → 0. We would like to
apply the Dominated Convergence Theorem, which leads us to analyse
f(t) :=
x+ tA√
(x+ tA)2 − t2A2 − 1,
where x = p2+d, A = (1+θ)σ and t ∈ [−1, 1]. This function has the property
that |f(t)| ≤ f(1) for t ∈ [0, 1], and |f(t)| ≤ f(−1) for t ∈ [−1, 1] as long as
x > 2A. We therefore dominate the function by replacing V̂ w(φp)/8pia by 1
for |p| ≤√3(1 + θ)σ, and by −1 elsewhere. This function is integrable, and
so the Dominated Convergence Theorem gives the desired result. To obtain
uniformity, we use continuity in the different parameters. 
Proof of Lemma 27. Step 1: first line in statement.
We will write s = φ/
√
T  1. After a change of variables, we need to show
that
T 3/2
∫ (
e
√
(p2+ds2)2+2(p2+ds2)(1+θ)σs2
V̂ w(
√
Tp)
8pia − 1
)−1
× p
2 + ds2 + (1 + θ)σs2 V̂ w(
√
Tp)
8pia√
(p2 + ds2)2 + 2(p2 + ds2)(1 + θ)σs2 V̂ w(
√
Tp)
8pia
dp
= T 3/2
∫ (
e
√
(p2+ds2)2+2(p2+ds2)(1+θ)σs2 − 1
)−1
× p
2 + ds2 + (1 + θ)σs2√
(p2 + ds2)2 + 2(p2 + ds2)(1 + θ)σs2
dp+ o(T 5/2a2(ρ1/3a)−3/8).
We define
f(p, t) =
(
e
√
(p2+ds2)2+2(p2+ds2)(1+θ)σs2t − 1
)−1
× p
2 + ds2 + (1 + θ)σs2t√
(p2 + ds2)2 + 2(p2 + ds2)(1 + θ)σs2t
,
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and calculate its derivative in t:
∂tf(p, t) =
= −1
4
sinh−2
(
1
2
√
(p2 + ds2)2 + 2(p2 + ds2)(1 + θ)σs2t
)
× (1 + θ)σs
2
(
p2 + ds2 + (1 + θ)σs2t
)
p2 + ds2 + 2(1 + θ)σs2t
+
(
e
√
(p2+ds2)2+2(p2+ds2)(1+θ)σs2t − 1
)−1
× (p
2 + ds2)(1 + θ)2σ2s4t
((p2 + ds2)2 + 2(p2 + ds2)(1 + θ)σs2t)3/2
=: F1(p, t) + F2(p, t).
We use the Mean Value Theorem to estimate
|f(p, V̂ w(
√
Tp)/8pia)− f(p, 1)|
≤
(
sup
t∈[V̂ w(√Tp)/8pia),1]
|∂tf(p, t)|
)∣∣∣V̂ w(√Tp)/8pia− 1∣∣∣ .
(A.2)
Before we estimate this, we make the following two observations:
(1) For |p| ≤ (ρ1/3a)−1/8 we have
|V̂ w(
√
Tp)/8pia− 1| ≤ Ca−1‖V̂ w′′‖∞Tp2 ≤ CTa2(ρ1/3a)−1/4.
This also means that t(p) = V̂ w(
√
Tp)/8pia ≥ 1/2 in this region.
(2) For |p| ≥ (ρ1/3a)−1/8, we first note that in general
|V̂ w(
√
Tp)/8pia)− 1| ≤ 2.
We also have |p| ≥ (ρ1/3a)−1/8  1 2√σs, so that
(p2 + ds2)2 + 2(p2 + ds2)(1 + θ)σs2t ≥ 1
2
(p2 + ds2)2 + p2
(
1
2
p2 − 2(1 + θ)σs2
)
+ ds2
(
p2 − 2(1 + θ)σs2)
≥ 1
2
(p2 + ds2)2 ≥ 1
2
p4.
Using these estimates, and the fact that sinh(x)−1 ≤ 2(ex−1)−1 for x > 0,
we estimate the contribution of F1 to (A.2) by{
CTa2(ρ1/3a)−1/4( 1
e|p|
√
(1+θ)σs2/2−1
)2(1 + θ)σs2 if |p| ≤ (ρ1/3a)−1/8
C 1
ep
2/(2
√
2)−1 if |p| ≥ (ρ
1/3a)−1/8
,
and the contribution from F2 by
CTa2(ρ1/3a)−1/4 1
e|p|
√
(1+θ)σs2−1
1
|p|
√
(1 + θ)σs2
if |p| ≤ (ρ1/3a)−1/8
C 1
ep
2/
√
2−1
if |p| ≥ (ρ1/3a)−1/8
.
Integrating (A.2) amounts to integrating the above contributions, which
gives the desired result (this can be seen after a change of variables by
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noting that the outer integrals decay exponentially fast), and the error is
independent of d.
Step 2: second line in statement. We again write s = φ/
√
T to obtain
T 3/2I4(d, σ, θ, s)− ρfc = (2pi)−3T 3/2s3
[ ∫ (
es
2
√
(p2+d)2+2(p2+d)(1+θ)σ − 1
)−1
× p
2 + d+ (1 + θ)σ√
(p2 + d)2 + 2(p2 + d)(1 + θ)σ
−
(
es
2p2 − 1
)−1 ]
dp.
(A.3)
If we can show that this equals
(2pi)−3T 3/2s
∫ [ p2 + d+ (1 + θ)σ
(p2 + d)2 + 2(p2 + d)(1 + θ)σ
− 1
p2
]
dp+ o
(
T 3/2s
)
, (A.4)
we would obtain the desired result by calculating the integral.
We therefore consider the difference of these two terms, and consider the
regions |p| ≤ B and |p| > B separately, where B  1 is chosen in such a
way that the integrals over |p| > B of (A.3) and (A.4) are o(T 3/2s). Since
the latter is a convergent integral, it is clear that this can be done. We will
show the same for (A.3) in a moment.
For |p| ≤ B, we first apply the Monotone Convergence Theorem to the
two terms in (A.3) separately. This shows convergence to the corresponding
part of the integral (A.4).
Employing another change of variables, and writing b = 2(d + (1 + θ)σ)
and c = d(d+ 2(1 + θ)σ), it remains to show that we can pick B such that∫
|p|>Bs
∣∣∣[(ep2√1+bs2/p2+cs4/p4 − 1)−1
× 1 + bs
2/2√
1 + bs2/p2 + cs4/p4
− (ep2 − 1)−1
]∣∣∣dp = o(s).
To show this, we apply Taylor’s theorem to bs2/p2 + cs4/p4  1, so that the
above expression is bounded by
bs2
2
∫
|p|>Bs
1
ep2 − 1dp
+ C
∫
|p|>Bs
e
√
2p2(
√
2p2 + 1)− 1
(ep2 − 1)2
(
b
s2
p2
+ c
s4
p4
)(
1 + b
s2
2
)
dp,
where the first term comes from the zeroth-order term, and the other from
the derivative. Seeing that the main contribution from these integrals comes
from p = 0, we conclude that this is bounded by C(b/B + c/B3)s, which
indicates that we can indeed pick B large enough to obtain o(s). 
Proof of Lemma 28. We would like to apply the Dominated Convergence
Theorem to the limit φ2 = ρ0a → 0. We have shown how to bound the
fraction in Lemma 26 above. The exponential can be bounded in a similar
way (i.e. by considering |p| ≤√3(1 + θ)σ and |p| >√3(1 + θ)σ separately)
since φ2/T = ρ0a/T ≥ O(1) by our assumptions. Uniformity follows by
THE BOGOLIUBOV FREE ENERGY FUNCTIONAL II. 53
continuity in the different parameters. Another change of variables gives
the result stated in the lemma. We obtain uniformity of the error in d ≥ 0
since both sides of the statement are exponentially decaying in d 1.

Proof of Lemma 29. As in the proof of Lemma 26, we regard t = V̂ w(φp)/8pia
as a parameter taking values in [−1, 1], and replace it by 1 for |p| ≤√3(1 + θ)σ.
For other p, the function is continuous in t ∈ [−1, 1], and we can maximize
it for every p. This way, we again obtain a dominating function which is still
integrable, so that we can apply the Dominated Convergence Theorem. 
Proof of Lemma 30. Step 1: first line in statement.
We will write s = φ/
√
T  1. After a change of variables, our goal is to
show that
T 5/2
∫
ln
(
1− e−
√
(p2+ds2)2+2(p2+ds2)(1+θ)σs2
V̂ w(
√
Tp)
8pia
)
dp
= T 5/2
∫
ln
(
1− e−
√
(p2+ds2)2+2(p2+ds2)(1+θ)σs2
)
dp
+O
(
T 5/2φ2a2(ρ1/3a)−1/4
)
.
To this end, we define
f(p, t) = ln
(
1− e−
√
(p2+ds2)2+2(p2+ds2)(1+θ)σs2t
)
.
This function is continuously differentiable in t:
∂tf(p, t) =
(
e
√
(p2+ds2)2+2(p2+ds2)(1+θ)σs2t − 1
)−1
× (p
2 + ds2)(1 + θ)σs2√
(p2 + ds2)2 + 2(p2 + ds2)(1 + θ)σs2t
.
We use the Mean Value Theorem to estimate this, followed by the two
estimates discussed below (A.2):
|f(p, V̂ w(
√
Tp)/8pia)− f(p, 1)|
≤
(
sup
t∈[V̂ w(√Tp)/8pia,1]
|∂tf(p, s, t)|
)∣∣∣V̂ w(√Tp)/8pia− 1∣∣∣
≤
{
CTa2(ρ1/3a)−1/4 1
ep2−1(1 + θ)σs
2 if |p| ≤ (ρ1/3a)−1/8
C 1
ep
2/
√
2−1 if |p| ≥ (ρ
1/3a)−1/8
.
Integrating over p gives the desired result (note that the outer integral de-
cays exponentially fast), and the error is independent of d.
Step 2: second line in statement.
We again write s = φ/
√
T to obtain
T 5/2I2(d, σ, θ, s)− T 5/2fmin − s2Tρfc(d+ (1 + θ)σ)
= (2pi)−3T 5/2s3
∫ [
ln
(
1− e−s2
√
(p2+d)2+2(p2+d)(1+θ)σ
)
− ln
(
1− e−s2p2
)
− (es2p2 − 1)−1(d+ (1 + θ)σ)s2
]
dp.
(A.5)
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Since this expression divided by T 5/2s3 is monotone in s, we obtain by the
Monotone Convergence Theorem that
(2pi)−3T 5/2s3
∫ [
ln
(√
(p2 + d)2 + 2(p2 + d)(1 + θ)σ
p2
)
− d+ (1 + θ)σ
p2
]
dp
+ o(T 5/2s3),
(A.6)
which gives the desired result.

Proof of Lemma 31. We want apply the Dominated Convergence Theorem
to the limit φ2a = ρ0a
2 → 0. As in Lemma 26, we regard t = V̂ w(φp)/8pia ∈
[−1, 1] as a parameter, which we replace by 0 for |p| ≤ √3(1 + θ)σ. For
|p| > √3(1 + θ)σ, we replace it by −1 to obtain a dominating function
(also using s ≥ O(1)). Uniformity in the different parameters follows from
continuity in these parameters. Another change of variables gives the desired
result. We obtain uniformity of the error in d ≥ 0 since both sides of the
statement are exponentially decaying in d 1. 
Proof of Lemma 32. The basic estimates we will use are:∣∣∣∣∣∣∣ρ0
∫
|p|≤b
γ(p)V̂ (p)dp− V̂ (0)ρ0
∫
|p|≤b
γ(p)dp
∣∣∣∣∣∣∣ ≤ Ca3b2ρ0ργ∣∣∣∣∣∣∣ρ0
∫
|p|>b
γ(p)V̂ (p)dp− V̂ (0)ρ0
∫
|p|>b
γ(p)dp
∣∣∣∣∣∣∣ ≤ Caρ0
∫
p>b
γ(p)dp
∣∣∣∣∣∣∣
∫∫
|p|,|q|≤b
γ(p)V̂ (p− q)γ(q)dpdq − V̂ (0)
 ∫
|p|≤b
γ(p)dp

2∣∣∣∣∣∣∣ ≤ Ca3b2ρ2γ∣∣∣∣∣∣∣
∫∫
|p|or|q|>b
γ(p)V̂ (p− q)γ(q)dpdq −
∫∫
|p|or|q|>b
γ(p)V̂ (0)γ(q)dpdq
∣∣∣∣∣∣∣
≤ Caργ
∫
|p|>b
γ(p)dp,
(A.7)
which follow from the fact that ‖V̂ ‖∞ ≤ 8pia, V̂ ′(0) = 0 and ‖V̂ ′′‖∞ ≤ Ca3.
We also need identical versions of the first two estimates for V̂ w, which hold
for the same reasons.
We set b =
√
T . By Lemma 26, we have∫
|p|>√T
γρ0,δ(p)dp = O(φ3), (A.8)
since the density becomes (5.18) after a change of variables and both terms
are of this order (the exponent of the exponential in the second contribution
is at least of order 1). This suffices to prove the statement. 
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Proof of Lemma 33. Using the estimates in the previous proof, the reader
can check that b = ρ1/3 suffices, since∫
|p|>ρ1/3
γρ0,δ = o((ρ0a)
3/2).
This follows from an application of the Dominated Convergence Theorem
to
(ρ0a)
3/2
∫
|p|> ρ1/3√
ρ0a
 p2 + d+ V̂ w(√ρ0ap)a√
(p2 + d)2 + 2(p2 + d)
V̂ w(
√
ρ0ap)
a
− 1
 dp
as in Lemma 26, and the fact that the other contribution in (5.18) is expo-
nentially small in this region (since ρ1/3  √T ). 
Proof of Lemma 34. Step 1. We start by looking at the first term in (5.52),
which does not involve φ2/T . After adding absolute values within the inte-
gral sign, we employ similar reasoning to Lemma 26 to conclude that it is
O(φ3) as φ→ 0. Similar to (A.8), we then have∫
|p|>√T
|f(p)|dp ≤ Cφ3,
which was one of our goals.
Step 2. We now restrict to the case φ2/T  1 and consider the full
integral of f . Again using that the first term in (5.52) only contributes
O(φ3), we have that∫
f(p)dp = φ3
∫
(1 + θ)σ V̂ w(φp)8pia√
(p2 + d)2 + 2(p2 + d)(1 + θ)σ V̂ w(φp)8pia
× 1
e
φ2
T
√
(p2+d)2+2(p2+d)(1+θ)σ
V̂ w(φp)
8pia − 1
dp
+O(φ3)
= Tφ
∫
(1 + θ)σ
(p2 + d)2 + 2(p2 + d)(1 + θ)σ
dp+ o(Tφ)
= Tφ(1 + θ)σ
2pi2√
d+ 2(1 + θ)σ +
√
d
+ o(Tφ).
(A.9)
The step before the last requires reasoning similar to Lemma 29, where the
application of the Dominated Convergence Theorem is facilitated by the fact
that (ex − 1)−1 ≤ x−1.
An identical argument leads to the estimate that
∫ |f | ≤ CTφ.
Step 3. For the case φ2/T ≥ O(1), the second line in (A.9) combined with
the Dominated Convergence Theorem applied as in Lemma 28 leads to the
desired conclusion. 
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Proof of Lemma 35. We first analyse the asymptotic behaviour of F (1) as
d→∞. Writing A(p) = V̂ w(φp)/a, we expand for d A = O(1):
(p2 + d)
√
1 +
2A
p2 + d
= p2 + d+A− 1
2
A2
p2 + d
+ o(A/d).
This tells us that the asymptotic behaviour of F (1) is
(2pi)−3dφ5
1
4
∫
A2(p)
1
p2(p2 + d)
dp.
Similarly, we can see that the asymptotic behaviour of −dφ2ρ(1)γ is
− (2pi)−3dφ5 1
4
∫
A2(p)
1
(p2 + d)2
dp. (A.10)
By our assumptions on the derivative of the potential, there exists a c such
that |V̂ w(p)| ≥ 4pia for |p| ≤ c/a. Hence, for d1/2φa ≤ C, the two sum of
the two contributions above is bounded below by
Cd1/2φ5
∫
|p|≤c(d1/2φa)−1
V̂ w
2
(d1/2φp)a−2
p2(p2 + 1)2
dp ≥ Cd1/2φ5,
whereas for d1/2φa ≥ C, it is bounded below by
d2φ5(φa)3
∫
|p|≤c
V̂ w
2
(p/a)a−2
p2(p2 + dφ2a2)2
dp ≥ Ca−1φ4.
To prove the claims about ρ
(1)
γ we first consider d  1 and use (A.10)
(divided by dφ2). On the remaining compact 0 ≤ d ≤ C, we can apply
Lemma 26. 
Proof of Lemma 37. Let
√
T  b  √T (√Ta)−1/8. Using (A.8), we first
notice that∫∫
|p|or|q|>b
γρ0,δ(p)V̂ (p− q)γρ0,δ(q)dpdq ≤ Caρφ3 = o(T 4a3).
The same holds for the similar contribution to E5 involving V̂ (0). Using
(5.44) and (5.19), we see that the final contribution to the outer region is
also o(T 4a3) since∫
|p|>b
γ0 = o(T
3/2),
∫
|p|>b
p2γ0 = o(T
5/2).
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We again use (5.44) and estimate the contribution from the inner region by
C
∣∣∣ ∫∫
|p|,|q|≤b
γρ0,δ(p)
(
V̂ (p− q)− V̂ (0)− ∆V̂ (0)|p− q|
2
6
)
γρ0,δ(q)dpdq
∣∣∣
+ C∆V̂ (0)ργρ0,δ
∫
|p|≤b
p2|γρ0,δ − γ0|(p)dp
+ C∆V̂ (0)
 ∫
|p|≤b
|γρ0,δ − γ0|(p)dp

 ∫
|p|≤b
p2γ0(p)dp
 .
Lemmas 26 and 27 (where also the proof of Lemma 27 is important to deal
with the absolute value for the middle term) together with the properties of
γ0 and the properties of the potential pointed out below (A.7) imply that
this is indeed o(T 4a3). 
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