As a special case of statistical learning, ensemble methods are well suited for the analysis of opportunistically collected data that involve many weak and sometimes specialized predictors, especially when subject-matter knowledge favors inductive approaches. In this paper, we analyze data on the incidental mortality of dolphins in the purse-seine fishery for tunas in the eastern Pacific Ocean. The goal is to identify those rare purse-seine sets for which incidental mortality would be expected but none was reported. The ensemble method random forests is used to classify sets according to whether mortality was (response = 1) or was not (response = 0) reported. To identify questionable reporting practice, we construct "residuals" as the difference between the categorical response (0, 1) and the proportion of trees in the forest that correctly 1 Address for correspondence: Cleridy E. Lennert-Cody, Inter-American Tropical Tuna Commission, 8604 La Jolla Shores Drive, La Jolla, California, USA 92037-1508. E-mail: clennert@iattc.org 2 classify a given set. Two uses of these residuals to identify suspicious data are illustrated. This approach shows promise as a means to identify suspect data gathered for environmental monitoring.
Introduction
Reliable data are a prerequisite to effective management of fisheries. Fisheries management involves a number of difficult yet essential tasks including assessing the population status of target and non-target species, and monitoring fishermen's compliance with fishery regulations. The purpose of fishery regulations, such as limits and closures, is to maintain catch at ecologically sustainable levels, but also to minimize the waste of non-target species. Despite good intentions, such management actions can have the unintended consequence of creating an environment in which data provided by onboard fisheries observers may be misreported in order to achieve compliance. While critical to maintaining data integrity, identification of misreported data can be difficult in situations in which it is anticipated to only rarely occur.
In this manuscript, we examine the problem of identifying misreported fisheries data from the purse-seine fishery for tunas in the eastern Pacific Ocean (EPO). We apply the ensemble procedure random forests (Breiman, 2001) to identify instances in which incidental mortality of dolphins was likely as a byproduct of the manner in which tuna were caught. Data from sets for which no mortalities were reported when mortality would be expected are subjected to additional analyses through which suspicious reports and suspect fisheries observers are identified. Our goal is to illustrate an approach to compliance monitoring that may be more generally useful in situations in which violations are anticipated, yet expected to be rare events.
The tuna purse-seine fishery
The international purse-seine fishery for tunas in the EPO (Fig. 1) currently produces approximately 20-25% of the world's catch of yellowfin tuna (Thunnus albacares) (e.g., IATTC, 2002) . Fourteen countries presently participate in this fishery (IATTC, 2004a) .
The Inter-American Tropical Tuna Commission (IATTC) that was established by an international Convention in 1950 (Bayliff, 2001 ) is responsible for the conservation and management of this fishery for the member countries. The IATTC operates an international observer program on behalf of the related Agreement on the International Dolphin Conservation Program (AIDCP, 1999) . Fisheries observers go to sea aboard the largest size category of fishing vessels in order to collect data on the incidental mortality of dolphins and details of the fishing operations. Additionally, these observers collect data on the local environment, the amounts and species of tuna caught, and the incidental mortalities of non-mammal species, such as sea turtles and a number of fishes (IATTC, 2004b) . These data, and other resources, are used by IATTC staff to monitor the status of tuna populations in the EPO, the amounts of incidental mortality of bycatch species, and the compliance of fishermen with catch and bycatch reduction measures. ("Bycatch" refers to any non-target species that is killed incidental to fishing operations.) Enforcement of such measures is the responsibility of the member countries of the IATTC.
To date, dolphins are the only bycatch group involved in this fishery for which mandatory limits exist. Fishermen use the association of tunas with dolphins in the EPO as one means of locating and catching tunas (National Research Council, 1992) .
Yellowfin tuna (Thunnus albacares) is found in association with several species of dolphins, primarily the spotted dolphin (Stenella attenuata), the spinner dolphin (S. longirostris), and to a lesser extent the common dolphin (Delphinus delphis) (Allen, 1985; Hall et al., 1999) . In order to locate tuna, fishermen may search for signs of dolphins at the sea surface (e.g., splashes, animals swimming). To catch the tunas, the fishermen chase and attempt to encircle the dolphins with the purse-seine net. If the fishermen are successful, encircling some percentage of the dolphin herd will also result in capture of tunas. Fishermen then take advantage of the vertical stratification of the tunas and dolphins within the pursed net, with the dolphins being closer to the surface, to release the dolphins before loading the fish aboard the vessel. Incidental mortality of dolphins can occur if the dolphins become entangled in the net prior to release.
Yellowfin tuna is also caught with purse-seine nets in the EPO in two other ways: as unassociated schools of fish, and in association with floating objects (e.g., flotsam, fishaggregating devices placed in the water by fishermen) (National Research Council, 1992; Hall, 1998) . However, the yellowfin tuna found in association with dolphins tend to be larger on average, and hence more desirable from both economic and ecological perspectives, than those tunas caught as unassociated fish or in association with floating objects (Joseph, 1994; Hall, 1998) .
Since the late 1970's, management of marine mammal bycatch associated with this fishery has been the focus of national and international observer programs, legislation, and efforts by conservation organizations (Joseph, 1994; Hall, 1998; Gosliner, 1999) .
These efforts have resulted in a decrease in the incidental mortality of dolphins from an estimated hundreds of thousand of animals annually in the 1960's to early 1970's, when the first systematic observer sampling program began (Lo and Smith, 1986; Wade, 1995) to less than 5,000 animals per year since 1993 (IATTC, 2004b) . Mortality reduction has been approached from several angles. Modifications to fishing gear and adoption of release techniques since the late 1950's (National Research Council, 1992) are responsible for the greatest reduction in mortalities. National and international legislation to establish fleet-specific mortality limits has served to promote reductions in incidental mortalities since the early 1970's (Joseph, 1994; Hall, 1998; Gosliner, 1999) . In 1993, an international agreement (Joseph, 1994; Bayliff, 2001 ) established annual individual vessel limits on dolphin mortality for the first time in this fishery. Following the implementation of these annual vessel limits, the incidental mortality rate has continued to decrease to less than 10% of the 1992 level (IATTC, 2004b) .
While individual vessel limits have positive implications for the overall level of incidental mortality associated with this fishery, there is concern that they may also have negative implications for the quality of fisheries observer data. Individual vessel limits have increased each fishermen's personal responsibility for the reduction of dolphin bycatch. As a result, fishermen are likely to make a more concerted effort to release any entangled dolphins alive from the net. However, there is concern that per-vessel limits may have also had the unintended consequence of creating an environment in which fishermen attempt to reduce the reporting of dolphin mortalities by coercing observers to alter their data. The percentage of dolphin sets with misreported mortality data is anticipated to be small, a few percent or less, making these data difficult to identify. market requires that no dolphins were intentionally set upon or killed.
Fisheries observer data
Data collected by IATTC observers onboard large tuna vessels of the international purseseine fleet between 1993 and 2002 were used in this analysis. Sampling coverage by IATTC observers over this 10-year period was greater than 65% annually. Only purseseine sets targeting tunas associated with dolphins (hereafter referred to as "dolphin" sets) were considered. Dolphin sets for which data were not available on all the predictor variables of interest (Table 1) were excluded prior to analysis. In addition, sets for which the observer's estimate of the number of dolphins encircled was zero were excluded because either the observer was not able to obtain a good estimate of the number of animals encircled or dolphin mortality was not an issue because no animals were in the pursed net. (Mortalities that are hypothesized to occur outside the period of observation of the dolphins by the observer (Archer et al., 2001) were not considered.) On average, annually 89% of the mortality and 90% of the dolphin sets were retained for analysis.
After trimming, data on 52,402 dolphin sets made between 1993 and 2002 were retained. These data were collected by 209 different fisheries observers on 1,976 fishing trips of 201 different fishing captains.
The dolphin mortality data are characterized by many zero-valued observations and a long right tail ( Fig. 2; IATTC , 2004b) . Annually, fewer than 16% of sets available for analysis had any reported dolphin mortality. In addition, over the 10 year period covered in this analysis, there has been an overall decreasing trend in the average incidental dolphin mortality rate from about 0.52 animals per set in 1993 to about 0.12 animals per set in 2002 (IATTC, 2004b) . The large percentage of zero-mortality sets, combined with the fact that occasional sets had reported mortalities of 10s of animals, have made analysis of these data problematic, particularly with more conventional techniques that require specification of a stochastic model (Lennert-Cody et al., 2004) . Because it is not only the number of incidental mortalities, but also the occurrence of any incidental mortalities, that may be problematic for fishermen, we regard the problem as a two-group classification problem, in which the response variable takes on a value of 0 for sets with no reported mortality and a value of 1 for sets with reported mortality.
A total of 36 predictors describing environmental conditions, operational problems, fishing operations, use of rescue equipment, and biomass characteristics, were included in this analysis. These predictors are discussed briefly below; a more detailed description of each predictor is presented in Table 1 . Previous analyses (Lennert-Cody et al., 2004 and references therein) have demonstrated that dolphin mortality can be more likely to occur in the presence of some types of operational problems that make the net difficult to handle and can thus hamper dolphin release efforts. Certain types of fishing operations can make dolphin mortalities more likely to occur because they tend to put the animals into closer proximity with the net for extended periods of time. In addition, large numbers of both dolphins and tunas in the net can make net handling more complex and increase the chance of dolphin mortality. Environmental conditions, such as strong currents, may make dolphin mortalities more likely to occur because they can complicate handling of the net or they may make mortalities difficult to observe, such as rough seas.
On the other hand, dolphin rescue procedures can reduce the chance of mortality.
Previous analyses of these data (Lennert-Cody et al., 2004) have shown that some of the predictors in Table 1 are correlated, and a variety of statistical interactions are to be expected. The product variables required for the latter increase even more the linear dependence among predictors. Moreover, incidental mortality of dolphins has been found to be only weakly correlated with the majority of these predictors. In short, the existing data present substantial challenges.
Data analysis using random forests

A brief overview of random forests
Random forests (Breiman, 2001 ) is an ensemble method that extends the classical idea of classification and regression trees (CART; Breiman et al., 1984) by generating predictions based on a large collection of trees ("forest") instead of an individual tree.
For a data set with n observations, the general random forest two-group classification algorithm has the following form (Berk, 2005) .
1.Take a random sample of size n with replacement from the data.
2. Take a random sample without replacement of the predictors.
3. Using the random sample of predictors, construct as usual the first CART partition of the data.
4. Repeat steps 2 and 3 for each subsequent split until the tree is as large as desired.
Do not prune.
5. Drop data not selected to be in the sample (i.e., not selected in Step 1) down the tree. (These data are called "out-of-bag" data, or "OOB" data.)
6. Store the class assigned to each of these OOB observations. 7. Repeat Steps 1-6 a large number of times (e.g., 500).
8. Using only the class assigned to each OOB observation, count the number of times over trees that the observation is classified into one category and the number of times over trees it is classified into the other category.
9. Assign each case to a category by a majority vote over the set of trees.
The sampling of the data and the averaging over trees compensates substantially for overfitting. The sampling of predictors as trees are being grown facilitates the construction of very flexible fitting functions in which highly specialized predictors are given the opportunity to contribute (Berk, 2005) . Breiman (2001) has shown that random forests has excellent classification and forecasting skill in part because it does not overfit.
Experience to date (Breiman, 2001; Berk, 2005) suggests that in general, it performs at least as well as currently available alternatives such as boosted trees (Friedman, 2002) .
Note that because the classifications derived from random forests are based on data not used to build the trees, the classifications are true forecasts, and the classification errors are in actuality forecasting errors.
Analysis of the data
Anticipating a certain amount of "data snooping," we randomly divided the data into a training sample of 34,858 observations (two-thirds of the data) and a testing sample of 17,429 observations (one third of the data). The analyses discussed in this section are based on the training sample. The test data set was used to identify unusual observations (see Subsection 4.3 below).
The application of random forests to the dolphin mortality data is complicated by the highly skewed response variable and by the need to take into account the relative costs of false positives and false negatives. The costs for incorrectly classifying sets with dolphin mortality are different from the costs incorrectly classifying sets with no dolphin mortality. And, with different relative costs come different results. For these data, 89% of the sets were not associated with any dolphin mortality ("0" class; "negatives"), while 11% of the sets were ("1" class; "positives"). It follows that it is initially far easier to correctly classify sets for which there was no reported mortality than to correctly classify sets for which mortality was reported. Simply capitalizing on the unbalanced marginal distribution alone, if all sets were classified as having no dolphin mortality, that classification would be correct 89% of the time. But then, all sets with dolphin mortality would be misclassified. Such a result would imply that the cost ratio of false positives (no mortality classified as mortality) to false negatives (mortality classified as no mortality) was infinite.
With the highly unbalanced marginal distribution of the response variable, and an assumption of equal costs for false positives and false negatives, random forests (available in R as randomForests) produced unsatisfactory results. Most sets in which dolphin were reported killed were misclassified, and the balance of false positives to false negatives implied a cost ratio of 11 to 1 (Table 2A) . For our application, these implied costs were undesirable.
The relative cost of false positives to false negatives ultimately must be set by fisheries managers, not an easy task in this situation because outcomes are vague and therefore difficult to value. For example, stocks of spotted and spinner dolphins most affected by the fishery are depleted relative to pre-fishery levels (Wade, 1994) . However, the long-term health of these populations remains a matter of much debate (NMFS, 2002) . As a result, the question of how much effect any under-reporting of dolphin mortality could have is unresolved, and therefore, it is difficult to put an ecological cost on under-reported mortalities. This is particularly true because alternative purse-seine fishing modes are not without their own serious bycatch concerns, albeit with respect to other species (Hall, 1998) . For a variety of legal and procedural reasons, human costs (e.g., mistakenly accusing fisheries observers of misreporting data) are equally difficult to assess. Nonetheless, given that dolphin mortalities are possibly under-reported, it is clearly desirable to place added importance on properly classifying a dolphin set that had reported mortality. This suggests minimally setting the relative cost of false negatives as being twice that of false positives. It may be argued that the relative costs should be higher.
To illustrate our approach, we set the relative cost of false negatives as twice that of false positives. In order to implement these relative costs, we exploited an option in the software that allows one to alter the resampling probabilities used to construct the sample data (Step 1 of the random forest algorithm). In effect, two strata were constructed, one for the sets with reported dolphin mortality and one for sets with no reported dolphin mortality. The former were sampled with a probability of .37, and the latter were sampled with a probability of .63. The less common event of dolphin mortality was oversampled to achieve in the end the 2 to 1 cost ratio of false negatives to false positives. The resulting random forest classifier based on 5,000 trees incorrectly classified sets that had reported dolphin mortality 44% of the time and incorrectly classified sets that had no reported dolphin mortality 11% of the time (Table 2B) .
In random forests, a measure of the importance of each predictor is the decline in forecasting skill that occurs when values of that predictor are randomly shuffled, and hence its relationship with the outcome is scrambled (Berk, 2005) . As anticipated, the average decline in prediction accuracy showed that a few of the predictors were far more important than others (Fig. 3) . For example, randomly shuffling the "duration of backdown" or "net canopies" reduced forecasting accuracy by about 4% (e.g., from a misclassification rate of 44% to 48%). When "dolphin species" and "number of dolphins" were each shuffled, forecasting accuracy declined by about 3%. These relatively small effects are anticipated when there are many predictors that are at least moderately correlated. The forecasting skill lost when a given predictor is shuffled will be in part replaced by the forecasting skill of the other predictors with which it is correlated. From other output (not shown), it is clear that these effects are consistent with our understanding about what puts dolphin at risk within the net. Longer backdown times extend the period during which dolphins are in close proximity to the net where they risk entanglement, and may lead to the formation of net canopies which can trap dolphins below the water's surface. Species such as the spinner dolphin and common dolphin are more likely to exhibit rapid swimming behavior within the net, increasing chances of entanglement, whereas the spotted dolphin is more likely to wait passively to be released (Pryor and Shallenberger, 1991; Schramm, 1997) . The greater the number of dolphins encircled, the greater the chances of mortality because of the sheer magnitude of the biomass in the net, and because large groups require more time to be released from the net, increasing the duration of backdown and the chance that net canopies will form. The agreement of the direction of these effects with knowledge of fishing operations gives the random forest results subject-matter credibility.
Given our concern about misreporting, there are grounds for questioning these random forest results. Errors in the response variable might distort the findings. However, there was good reason a priori to believe that misreporting, while critical for the integrity of the monitoring, was relatively rare. First, IATTC staff review each observer's data with the observer immediately upon his return from sea. During this review, attempts are made to identify suspect data through discussions with the observer about the details of each purse-seine set. All data are subsequently checked with computer programs to identify numerical inconsistencies, and all inconsistencies are reviewed with the observer. A final data review is then conducted by a different group of IATTC staff (without the observer present). We believe it unlikely that there would be widespread misreporting that went unnoticed during all three stages of the data review process. Second, the most useful predictors, as well as the direction of predictor effects, are consistent with results of analyses conducted on data prior to initiation of the individual vessel limits in 1993 (see references in Lennert-Cody et al., 2004) . Finally, based on rough estimates of the number of sets that might be affected by misreporting, we would expect only a few percent or less of dolphin sets to have misreported mortality data. While a small amount of misreporting creates major data analysis challenges, the random forest results are not likely to be materially affected.
Identifying unusual observations
Because available information suggests that misreporting of incidental mortality of dolphins is most likely to occur as an under-reporting of mortality, we focus on identifying unusual negative "residuals" derived from the random forest classifier applied to the test data set. The observed value of the response is the class (i.e., 0 = no reported mortality; 1 = reported mortality). For the i th set, we can define a "residual," r i , to be the difference between the observed response (i.e., 0 or 1) and p i , which is the proportion of trees that correctly classify set i. The value of p i represents the stability of the classification over random samples of the data and random samples of predictors. A larger value of p i implies that the classification is robust.
The residuals have a bimodal distribution (Fig. 4) . Values of r i between -0.5 and 0.5 correspond to sets that would have been considered correctly classified according to a majority vote rule. Large positive values of r i are for those sets for which mortality was observed, but p i was considerably less than 1.0. For these residuals, there was in fact reported dolphin mortality but the set cannot be classified in a stable manner. Large negative values of r i are for those sets for which no mortality was reported, but p i was considerably greater than 0. Here, there is a strong tension between what was reported and the classification; the observer reported no mortality but random forests confidently claims otherwise.
How large do the negative residuals have to be before they should be considered unusual? Under the assumption that the distribution of positive residuals is not compromised by misreporting, the percentiles of the right-hand tail of the positive residuals can be used to define "unusual" for the left-hand tail of the negative residuals.
To remove any differences in scale between the positive and negative residuals, we first standardize by dividing the negative residuals by their mean and standard deviation, and do the same for the positive residuals (Fig. 5) . Using the ".05 level" as a threshold, for example, the 95 th percentile of the standardized positive residuals corresponds to a value of 1.78. Then, the value of -1.78 is applied to the negative residuals. If the positive and negative residuals have the same distribution, 5% of the negative residuals would have a value of -1.78 or less. In fact, the negative residuals are a bit more skewed because the region to the right of -1.78 contains 6.1% of the negative residuals. This is not a large difference, but under the assumption that systematic under-reporting of dolphin mortality is relatively rare, a large difference is not likely.
Use of the uncompromised tail of the distribution of residuals to define the percentiles for the compromised tail will be most appropriate when individual observations are the focus of the data screening. However, in our example, the oversight issue is less a matter of suspect data on individual sets and more about suspect observers who may have provided suspect data on several sets. Our observations are nested within 209 fisheries observers, and because some observers may be more inclined to misreport than others, this nesting needs to be taken into account. If observers all went to sea on the same number of vessel trips per year, and observed the same number of sets, the number of unusually negative residual per observer could be an indicator of the degree to which individual observers may be misreporting data. However, observers do not necessarily make the same number of trips per year, and the number of dolphin sets per trip is variable. Thus, it is necessary to consider the number of unusually large negative residuals within observers, taking the number of sets per observer into consideration.
To this end, we employ the binomial distribution within observers, for those observers with at least one unusually negative residual. For each such observer, we compute the probability, q, of obtaining r large negative residuals (i.e., "successes"), in n sets (i.e., "trials"), using an assumed binomial probability of .055 per trial. This binomial probability is the proportion of all residuals that were unusually negative, computed as the number of residuals less than or equal to -1.78 divided by the total number of residuals. If all observers were equally likely to have negative residuals falling within the region we have defined as suspect, the probability of having such residuals would be .055. Large values of r, relative to n, could suggest a systematic tendency to under-report dolphin mortality. We focus on those observers whose overall proportion of unusually negative residuals (i.e., r/n) exceeds the assumed binomial probability of 0.055.
Because q is related to n, and because we have a range of values of n, from several sets to several hundred sets per observer, we group the values of q by intervals of the values of n in order to compare q among observers. With the exception of the first interval, interval boundaries were selected to accommodate the sparseness of the values of n, while not allowing too large of a range of probabilities of the mean count within each interval. Intervals grossly represent the range of n divided into quintiles. With the exception of the first interval, the range of probabilities of obtaining the mean count within each interval varied by 0.10 or less. (Dividing the first interval into two subintervals (n ≤ 11 and n > 11) gave similar results.)
We note that the residuals we are using (like true residuals) build in a bit of dependence, and in any case, there is no convincing way to determine if, within observers, the reports are independent. However, the q need not be taken literally. The values of q can be used as a descriptive measure with which to identify a relatively small number of observers who fall some distance away from the rest.
Comparing the q among observers illustrates the point that the data of some observers are, relatively speaking, more suspect than those of other observers (Fig. 6 ). Those observers with the smallest values of q within each interval of n would be considered the most suspicious. Thus, further analysis might start by focusing on those individuals with values of q falling within the lower whiskers of each group. In this example, there are no true outliers of q in the classical sense. However, we note that this is not necessarily a problem. A lack of true outliers would be consistent with varying degrees of misreporting.
We do not know for certain that large values of r, relative to n, indicate misreporting;
however, the limited ancillary data available support its use for screening. Over the last decade, for a small group of observers ("problem" group), misreporting has been either identified through outright confession or strongly suggested by way of reports and evidence provided by other observers and by fishermen. A quantile-quantile plot of the proportion of unusually negative residuals, including zero-valued proportions, by observer for the general pool observers that went to sea between 1993 and 2002, and this problem group (Fig. 7) , shows that the distribution of the problem group is generally shifted toward larger values. This supports the interpretation that larger numbers of unusually negative residuals, relative to total residuals, may signal problem observers.
Concluding comments
In this manuscript we have presented an application of random forests to the problem of identifying suspect data in the two-group classification problem. Methods for identifying anomalous data were proposed, based on "residuals" computed from the observed class (0 or 1) and the proportion of trees in the random forest that correctly classified the observation. This method will be applicable to any data screening problem that can be cast in a presence/absence context (e.g., occurrence of values above or below a certain threshold).
Development of techniques of this type is particularly important for use in applications in which obtaining control data is logistically infeasible and/or prohibitively expensive.
Environmental monitoring, and fisheries applications in particular, are examples. In the case of fisheries, management often involves the use of fishery-dependent data that may be provided directly by the fishermen in the form of logbooks. Under-reporting of bycatch can occur because of misreporting, or because during peak fishing times, accurate documentation of bycatch has a low priority for fishermen (Walsh et al., 2002) .
Data quality becomes a concern when these data are used to assess population status, and compliance with regulations such as closures and limits. The costs of obtaining more reliable data using at-sea observers can be high and dependent on vessel size; smaller vessels may have no room to accommodate observers, particularly on multi-day fishing trips. Moreover, as our example suggests, fisheries observer data are not without their problems. Electronic monitoring is being used in limited cases, but while typically less expensive than at-sea observers, can still be costly, and has limited scope. General observer pool
