The multi-block ADMM has received much attention from optimization researchers due to its good scalability. In this paper, the multi-block ADMM is applied to solve two large-scale problems related to isotonic regression. Numerical experiments show that the multi-block ADMM is convergent when the chosen parameter is small enough and the multi-block ADMM scales well compared with baselines.
Introduction
In recent years, the Alternating Direction Method of Multipliers (ADMM) has received considerable attention from the community of machine learning researchers. This is because it is a natural fit for wide large-scale data applications, including asset allocation [37] , phase retrieval [38] , event forecasting [40, 41] , vaccine adverse event detection [35] and compressive sensing [6] . The main advantage of the ADMM is that it splits separable objective functions into two subproblems, each of which is easy to solve. Therefore, the ADMM can be implemented in a distributive and parallel manner.
One part of the ADMM community investigates the convergence property of the multi-block ADMM, the extension of the classic ADMM with no less than three variables. The multi-block ADMM is written mathematically as follows:
A i x i = 0 where f i : R mi → R(i = 1, · · · , n) are convex functions, x i ∈ R mi (i = 1, · · · , n) are vectors of length m i . A i ∈ R p×mi (i = 1, · · · , n) are matrices. The augmented Lagrangian function of the multi-block ADMM is L ρ (x 1 , · · · , x n , y) = n i=1 f i (x i ) + (ρ/2) n i=1 A i x i + y/ρ 2 2 where y ∈ R p is a dual variable and ρ > 0 is a penalty parameter. The multi-block ADMM is solved by the following steps:
The primal residual r and dual residuals s i (i = 1, · · · , n − 1) can monitor the convergence process of the multi-block ADMM, which are defined as
, respectively. There are a variety of related works on discussing the convergence of the multi-block ADMM, which are detailed in Section C in the supplementary materials.
Because the multi-block ADMM is a computational framework to solve problems with linear equality constraints, it cannot directly be applied to the problems with multiple inequality constraints such as the well-known isotonic regression problems [16] . In this paper, we propose new strategies based on the multi-block ADMM to address existing computational challenges in the isotonic regression problems. The isotonic regression, which was firstly introduced by 1950s, aims to return a sequence of responses given a predictor and pre-defined order constraints, which are represented by a Directed Acyclic Graph (DAG) [1] . The isotonic regression has a board range of applications such as learning in the past ten years [14, 15, 22, 24, 39] . There are a variety of works to solve isotonic regression problems. See [2, 3, 15, 16, 22, 29] for more information. Most of them solve the isotonic regression problem step-wise because one objective variable may be subject to another. However, The main drawback is that their computational cost is very expensive when solving large-scale problems.
To deal with the challenge of scalability, we leverge the advantage of parallel computing of the multi-block ADMM by integrating objective variables into several vectors. The following questions are addressed for the proposed multiblock ADMM frameworks on two isotonic regression problems: 1. Does the multi-block ADMM converge whatever ρ is chosen? 2. Is the multi-block ADMM scalable to two problems compared with other baselines?
The rest of the paper is organized as follows. In Section 2, we give formulations of two problems related to isotonic regression and present two multi-block ADMM algorithms to solve them, respectively. In Section 3, experiments on simulated datasets are conducted to validate the convergence properties and scalability of the multi-block ADMM. Section 4 concludes by summarizing the whole paper.
Isotonic Regression Problems
In this section, we introduce two isotonic regression problems in detail. Specifically, Section 2.1 focuses on how the multi-block ADMM solves the smoothed isotonic regression problem with linear order constraints; a multidimensional ordering problem is solved by the multi-block ADMM in Section 2.2.
The Multi-block ADMM for Smoothed Isotonic Regression
The classic isotonic regression is a problem to return a non-decreasing response given a predictor. However, the fitted response resembles a step function while a smooth and continuous response is expected. To achieve this, Sysoev and Burdakov proposed a smoothed isotonic regression problem given a predictor
where w i > 0(i = 1, · · · , n) are assigned weights and λ ≥ 0 is a penalty parameter. When λ = 0, the problem is reduced to the classic isotonic regression problem. The smoothed isotonic regression problem can be solved by the Smoothed Pool-Adjacent-Violators (SPAV) algorithm [31] . However, this algorithm meets with difficulty when solving large-scale datasets. This is because the time complexity of the SPAV algorithm is O(n 2 ). To deal with the scalability issue, the multi-block ADMM is applied to realize parallel computing: we introduce two vectors p and q of length n − 1 such that
, respectively. The problem can be reformulated as
and ρ > 0. Due to space limit, the multi-block ADMM to solve Problem 1 is detailed in Section A in the supplementary materials.
The Multi-block ADMM for Multi-dimensional Ordering
The previous smoothed isotonic regression only considers linear orders, while multi-dimensional orders are more common in isotonic regression applications [30] . A multi-dimensional order is defined in a m−dimensional space [30] . Obviously, many pairs (Z i , Z j ) are incomparable. Formally, the multi-dimensional ordering problem is formulated as follows:
where w i > 0 are weights. The multi-dimensional ordering problem has been investigated since 1970s [12] , but its computational difficulty has been mentioned in multiple papers [5, 9-11, 20, 23, 25, 27-30, 32] . Therefore, researchers develop approximate methods and restrict them in the small datasets [30] .
To handle large-scale multi-dimensional ordering problems, we leverage the advantage of parallel computing of the multi-block ADMM to solve it in an exact form. By introducing two vectors g and h, this problem is equivalent of
where
and is the Hadamard product. E 1 ∈ R |E|×n and E 2 ∈ R |E|×n are representations of the edge set E: the k − th
. where ρ > 0. Due to space limit, the multi-block ADMM to solve Problem 2 is detailed in Section B in the supplementary materials.
Experiment
In this section, we validate the multi-block ADMM using simulated datasets and compare it with existing state-of-the-art methods. All experiments were conducted on a 64-bit machine with Intel(R) core(TM)processor (i7-6820HQ CPU@ 2.70GHZ) and 16.0GB memory.
Data Generation and Parameter Settings
The experimental data and parameters for two applications are explained in this section. Commonly, the maximal number of iteration was set to 10, 000. We set the tolerance ε = 0.01 √ n according to the recommendation by Boyd et al. [4] . For the smoothed isotonic regression problem, we generated simulated observations x i (i = 1, · · · , n) from a uniform distribution in (0, 1000); we set w i = 1(i = 1, · · · , n) and λ = 1. For the multi-dimensional ordering problem, we generated simulated observations Y i (i = 1, · · · , n) from a uniform distribution in (0, 1000). w i (i = 1, · · · , n) were set to 1. E 1 and E 2 were generated from a 2-dimensional random grid graph to simulate the ordering of the 2-dimensional space.
Baselines
Two methods Smoothed Pool-Adjacent-Violators(SPAV) [31] and Interior Point Method(IPM) [16] are used for comparison. The details can be found in Section D in the supplementary materials.
Experimental Results
In this section, the experimental results on two problems are explained in detail.
1. Does the multi-block ADMM converge whatever ρ is chosen? Figure  1 illustrates the convergence properties of the multi-block ADMM when n = 1000 on the smoothed isotonic regression problem and the multi-dimensional ordering problem. Two choices of ρ = 0.1 and ρ = 10 are shown on Figure 1 . The primal residual r and the dual residual s reflect the convergence trend of the multi-block ADMM. Overall, Figure 1 (a)-(c) shows that the multi-block ADMM converges while Figure 1(d) shows the divergence: r and s drop drastically at the beginning and then decrease smoothly through the end in the Figures 1 (a)-(c) ; however, Figure 1 (d) displays a surge of r. Moreover, when ρ = 0.1, r is located above s while when ρ = 10 the situation is the opposite. Obviously, the multi-block ADMM can obtain a reasonable solution within tens of iterations as long as ρ is small and hence it is suitable for large-scale optimization. 2. Is the multi-block ADMM scalable to two problems compared with other baselines? Figure 2 shows the scalability of the multi-block ADMM compared with two baselines on two problems. The running time of the multiblock ADMM increases linearly with the number of observations on two problems. In Figure 2 (a), the SPAV is more efficient than the multi-block ADMM when the number of observations n is less than 20,000 but needs more time since then; as for Figure 2(b) , the multi-block ADMM is more efficient than the IPM no matter how many observations there are.
(a).Scalability on the smoothed isotonic regression problem.
(b).Scalability on the multi-dimensional ordering problem. 
Conclusion
The multi-block ADMM is an interesting topic in the optimization community in recent years. In this paper, we apply the multi-block ADMM to two problems related to isotonic regression: smoothed isotonic regression and multi-dimensional ordering. Most existing methods are not efficient enough to run on large-scale datasets. However, the main advantage of the multi-block ADMM is parallel computing and hence it is scalable to large datasets. We find that the multi-block ADMM converges when ρ is small and its running time increases linearly with the scalability of observations. [17] Tianyi Lin, Shiqian Ma, and Shuzhong Zhang. On the convergence rate of multi-block admm. arXiv preprint arXiv:1408.4265, 229, 2014.
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The multi-block ADMM to solve Problem 1 is shown in Algorithm 1. Specifically, Line 3-5 update three primal variables u, p and q alternately; Line 6-11 compute primal and dual residuals; Line 12-13 update two dual variables y 1 and y 2 . Since the objective function and constraints are both separable, each subproblem has a closed-form solution and can be implemented in parallel. The detailed solutions to the subproblems are as follows.
Update u.
The variable u is updated as follows:
This subproblem has a closed-from solution as follows:
The variable p is updated as follows:
The variable q is updated as follows: The multi-block ADMM to solve Problem 2 is shown in Algorithm 2. Specifically, Line 3-5 update three primal variables v, g and h alternately; Line 6-12 compute primal and dual residuals; Line 13-14 update two dual variables y 1 and y 2 . Since the objective function and constraints are both separable, each subproblem has a closed-form solution and can be implemented in parallel. The detailed solutions to the subproblems are as follows:
The variable v is updated as follows:
