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Abstract 
In recent years there has been a great deal of interest in ‘connectionism’. This name covers a variety 
of activities, some of them wholly non-mathematical, concerned with processes which resemble the 
cognitive functions of the human brain. In this paper I shall use standard graph-theoretic 
terminology to describe some mathematical aspects of this work. A fundamental problem is to 
formalize the notion of learning in such a way that significant mathematical results can be obtained. 
The notion of ‘probably approximately correct’ learning turns out to be appropriate and important 
results have been obtained by using the notion of dimension due to Vapnik and Chervonenkis. 
1. Introduction 
In recent years there has been a great deal of interest in ‘connectionism’. This name 
covers a variety of activities, some of them wholly nonmathematical, concerned with 
processes which resemble the cognitive functions of the human brain. The ideas stem 
mainly from two sources. The first source is detailed research in neurophysiology 
which seems to show that the brain is a massive aggregation of interconnected cells, 
each of which can activate or inhibit a number of others. The strengths of the 
interconnections can be altered, for example, a connection which is used frequently 
may be strengthened, while one which is not used may fade away. The second source is 
the growing realisation that the traditional ‘von Neumann architecture’ used in 
electronic computers is severely restrictive, and the consequent hope that some kind of 
parallel processing may hold the key to more effective computation. 
The conjunction of these two lines of thought has created a thriving field of research 
in which neurophysiologists and computer scientists have been joined by psycho- 
logists, theoretical physicists and mathematicians. No attempt to survey the history 
and development of this subject will be attempted here; the book by Minsky and 
Papert [l l] and the two volumes entitled ‘Parallel Distributed Processing’ [14] may 
be consulted for interest and background information. 
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Fig. 1. A connectionist model. 
Fig. 2. An active node. 
2. Connectionist models 
There are many kinds of connectionist models discussed in the literature. The aim 
here is to set up a model, using standard graph-theoretical terminology, which 
exhibits some of the more interesting characteristics and is amenable to mathematical 
description. 
The basic structure is a triple (N, A, w), where N is a finite set of nodes or ‘cells’, A is 
a subset of N x N whose members are called arcs or ‘links’ and w is a real-valued 
function defined on A. The value of W(I, s) indicates the strength of the connection 
between the nodes r and s. In familiar terms we have a weighted digraph: we shall 
think of the digraph (N, A) as a fixed ‘architecture’ and the weight function w as being 
variable. 
In order to interpret a weighted digraph as a machine for processing information, 
we require two further features. First, we specify two subsets J and K of the nodes, 
which we call input nodes and output nodes, respectively. The underlying idea is that all 
nodes receive and transmit a signal, represented by a real value; the input nodes 
receive their signals from the outside world and the output nodes transmit signals to 
the outside world, while all other nodes receive and transmit along the relevant arcs of 
the digraph (Fig. 1). The second, crucial, feature is that all nodes except the input 
nodes are ‘active’, in that they transmit a signal which is a predetermined function of 
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the signals they receive. To make this precise, we introduce an activity function fi for 
each node r in N\J. The activity of such a node is specified in two stages. First the 
signals arriving at r are aggregated by taking their weighted sum according to the 
weights on the arcs with terminal node r, and then the function fi of this value is 
computed (see Fig. 2). 
We shall assume from now on that the digraph (N, A) has no directed cycles: this is 
usually known as the feedforward condition. 
Under this assumption, the action of the entire assemblage may be described in 
terms of two functions p: N\J-+R and q : N+R, representing the received and 
transmitted signals, respectively. We assume that a vector of real-valued signals 
x =(xi)jsJ is applied externally to the input nodes, and q(j)=xj for each j in J. For 
each node 1 in N\J the received and transmitted signals are defined as follows: 
P(l)= C qG)w(i,O, 
{il(i. I)eA) 
q(l)=f,(p(l)). 
The output transmitted to the outside world is the vector (yk),_k, where y,=q(k). 
3. Computability 
The overall effect of the apparatus described in the previous section is to transform 
an input vector X =(Xj)jeJ into an output vector y=(yJkEK. The transformation 
depends on the architecture defined by the digraph (N, A), on the activation functions 
{fr} and the weight function w. For our present purposes we shall regard the digraph 
and the activation functions as comprising a fixed ‘machine’, while w represents 
a variable state of the machine. The function computed by the machine in state w will 
be denoted by h,, where y = h,(x). The set of all possible states of a given machine 
will be denoted by Sz and referred to as the state space of the machine, while the 
set {h,J WEQ} of functions computable by the machine will be denoted by H and 
referred to as the hypothesis space. Obviously, different states may define the same 
function. 
Our first task is to assess the computational capabilities of these models. In order to 
make assertions of some practical use, it is wise to begin with a careful analysis of 
some simple cases, and that will be attempted in the rest of this section. 
We shall find it convenient to make some simplifying assumptions. First, we assume 
that a node is totally inactive when its received signal is less than a certain value, and 
that it transmits a constant value when this value is exceeded. Thus, the activation 
function of any node is a threshold function 
f(u)= ; 
i 
if u 20, 
otherwise. 
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Fig. 3. A threshold function and a sigmoid function. 
Fig. 4. Example 3.1. 
All activation functions discussed in this paper will be of this simple form: we shall 
write 8, to denote the value of the threshold for the node Y. It should be noted that the 
discontinuous nature of the threshold functions causes some problems if we wish to 
apply classical analytical techniques to connectionist models. For example, the usual 
derivation of the ‘generalised delta rule’ [14, Ch. 81 requires the replacement of the 
simple threshold function by a differentiable ‘sigmoid’ function, as in Fig. 3. However, 
it is possible that effectively the same rule could be obtained by discrete methods. 
A further assumption is that there is a single output node k. Regarding the inputs, 
we shall distinguish the case when the input values are all 0 or 1 as the boolean case, 
and refer to general case (when the values are real numbers) as the real case. Together 
with the assumption that the activation function_& is a threshold function, this means 
that in the boolean case the transformation yr,=h,(x) effected by the machine is 
simply a boolean function of 1 J 1 boolean variables. 
We can now look at some very simple examples. 
Example 3.1. Take J = { a1,a2}, K={kj, N=JuK, A={(a,,k),(a,,k)}, and let 
WI= w(ar, k), w2 = w(az, k), e=eb 
This example is depicted in Fig. 4. Note that the value of 8 may be restricted to 1, 
0 or - 1, by multiplying w1 and w2 by a suitable constant. Under our simplifying 
assumptions there are only four possible inputs (xi, x2)c{0, l}” and 24 boolean 
functions from (0, l}’ to (0, l}. But not all of them can be computed by the machine, 
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Fig. 5. A machine which computes the exclusive-or function. 
for example, there is no choice of w1 and w2 which implements 
function 
OOHO, 01-1, 10-1, llH0. 
the exclusive-or 
This is because a state implementing this function would have to satisfy the conditions 
0~8, Wde, Wl28, w,+wz<e, 
which are clearly impossible. In fact, the exclusive-or function and its complement are 
the only ones not computable by this machine; the remaining 14 can be implemented 
by suitable choices of the weights and the threshold value. 
Example 3.2. The machine depicted in Fig. 5, with the configuration shown, will 
compute the exclusive-or function. Indeed, noting that this machine can be regarded 
as an extension of Example 3.1, we can conclude that it will compute any of the 16 
boolean functions of two variables, provided the weights and thresholds are chosen in 
the appropriate way. 
Example 3.3. The generalisation of Example 3.1 to n input nodes is a simple 
perceptron of order n. We take 
Jn={% . . ..%J. K = {k}, N,= J,,uK, A,={(aiy k)I 1 <<i<n). 
Writing Wi = w(ai, k) and 0 = t&, we have 
h,(x)=1 0 (w,x)>8, 
where (,) denotes the usual inner product of vectors. As in the case n=2, we can 
restrict our attention to the threshold values l,O, - 1. We denote by P,’ the machine 
with 8 = 1, noting that this choice automatically confines the computable functions to 
the set for which h,(OO . . . 0) =O. On the other hand, a simple transformation estab- 
lishes the fact that the complements of the functions computed by P,’ can be 
computed by the machine P; obtained by setting 0= - 1. 
We have remarked that in the case n=2, only 14 of the 16 possible functions are 
computable. In the general case it is known that about 2”’ of the 2’” functions are 
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computable. So, as one might expect, rather more complex architectures are needed in 
order to extend the ‘power of expression’ of the model. The old, but very useful, book 
on threshold logic by Muroga [ 123 contains an extensive discussion of results of this 
kind. 
4. Learning and training 
In this section and the next we shall outline a mathematical framework which 
explains how a process resembling ‘learning’ may by performed by a connectionist 
model. The basic idea is that the machine is ‘trained’, by giving it some examples and 
comparing its responses with the ‘correct’ ones. If the response is wrong some 
adjustment to the weights of the links is made, in the hope that the machine will 
eventually reach a state in which it produces only correct responses. 
First, we specify a set X of examples which can be regarded as external inputs to the 
machine, i.e. given a machine whose set of input nodes is J, X is just a subset of (0, l}” 
in the boolean case, RJ in the real case. It may be helpful to think also of an actual 
example space 9X, whose members 9x are preprocessed in some fixed way to 
produce the ‘digitised’ inputs x in (0, l} or RJ. This is precisely what happens in 
a perceptron in the original sense of Minsky and Papert [l 11; in their model, WX is 
a set of subsets of a ‘retina’, and the actual input is preprocessed by a boolean vector 
function @ from 9X to (0, l}“. 
Next, we define a function t : X+{O, l}, which partitions X into positive examples 
(those for which t(x) = 1) and negative examples (those for which t(x) = 0). The function 
t will be referred to as the target function which we wish the machine to learn; in other 
words, we hope to achieve a state w such that h,(x)= t (x) for all xgX. 
The kind of learning we are trying to model is known in the literature as supervised 
learning. It is assumed that a teacher or supervisor has a deterministic algorithm for 
computing t(x), and is training the machine by giving it some examples. For each such 
x the machine computes the value h,(x) which is then compared with the value t(x). 
On the basis of this comparison, this machine assumes a new state w’ and the process 
is repeated. Formally, there are two components of this process. A training scheme is 
simply a sequence s = (sr. s2,. . . ) of members of X. A learning algorithm (for a given 
machine) is a function 
where Sz is the state space of the machine. The value L(0) determines an initial state w0 
and, given a training scheme S, the machine assumes a sequence of states defined by 
Wi=L(Si,Wi_l) (i=1,2,...). 
Example 4.1. (The perceptron learning algorithm). Consider the simple boolean 
perceptron P: of order n described in Example 3.3, and suppose an example x = (xj) is 
presented when the machine is in state w=(wJ The machine produces the output 
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h,(x) which is 1 or 0 according as (w, x) is 2 1 or < 1. If the output agrees with t(x), 
no change to w is made. If t(x) = 1 and h,(x) = 0, the weight on each arc which is active 
(xi= 1) is increased by a small quantity v and the other weights are unaltered. If 
t(x)=0 and h,(x)= 1, the weight on each active arc is decreased by v and the other 
weights are unaltered. This defines a learning algorithm L, which may be expressed 
succinctly by the formula 
L, (x, w) = w + v (t(x) - h, (x))x 
We shall now show that, under certain very general conditions, the algorithm L, 
enables the simple perceptron P: to learn any function which it can compute. (Of 
course, there is a similar result for Pi.) Although this result is not deep mathemat- 
ically, it is certainly significant, and will repay careful study. The formulation and 
proof given here are somewhat novel, being designed to emphasise the link with more 
complex developments described in the following sections. 
We need a preparatory lemma. 
Lemma 4.2. Let H (Pi) denote the set offunctions computable by PT. Then if tE H (P,‘) 
there is a weight assignment w* and a constant c>O such that 
t(x)=1 * (w*,x)>l+c, 
t(x)=0 * (w*,x)<l-c 
Proof. By the hypothesis, there is a weight assignment w” such that (w’, x) 2 1 if and 
only if t(x) = 1. Since the example space X is a subset of (0, l}“, which is finite, the set of 
x for which t(x)=0 is also finite and we may define a constant c>O by 
max (wO,x)=l-2c. 
/xIt(x)=Oj 
Let wT = wp/(l -c). If t(x)= 1 we have 
1 
<w*,x>>- 
l-c 
>1+c, 
whereas if t(x) = 0 we have 
l-2c 
(w*,x) <-- 
1-C 
<l-c, 
as required. 0 
In order to state the theorem we need one more definition. A training scheme s 
is said to be totally repetitive if, for each XEX, there are infinitely many terms si 
equal to x. 
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Theorem 4.3. Suppose that t is in H(PJ) and the training scheme is totally repetitive. 
Then there is a constant v,, >O such that whenever v&v, the learning algorithm L, 
eventually produces a state w# satisfying hw#(x)= t(x) for all XEX. 
Proof. Let w* and c be as in the lemma. Each application of L, which alters the state 
results in a new state w’ = w + r~vx, where q = + 1. The positive sign is taken if t(x) = 1 
and h,,,(x) = 0, i.e. if (w*, x) > 1 + c and (w, x) < 1; the negative sign is taken in the 
opposite case. In both cases 2nv (w-w*, x) d - 2vc. Hence, the following calculation 
is valid: 
Since x is an n-vector with components 0 or 1, we have 11x112 d n, and choosing 
v. = c/n we see that if v d vo, 
and thus 
In other words, each application of L, which alters the state reduces l/w-w* 11’ by at 
least vc. It follows that this can happen only a finite number of times, and if the 
training scheme is totally repetitive there will eventually be no further changes. At this 
stage the machine must be in a state w# for which t and h,,,# agree for all XEX, as 
required. 0 
One obvious limitation of this rather pleasant result is that only a small proportion 
of functions are computable. There are also problems about the amount of computa- 
tion needed. Let us try to estimate the number of changes which must take place 
before the algorithm terminates. Suppose that in the state w*, we have ) wr 1 db for 
each i, and that initially all the weights are zero. Then the initial value of (1 w-w* // 2 is 
at most b2n, and the number of changes is at most b2n/vc. Taking v = v. = cJn, we 
obtain the bound b2n2/c2, where (unfortunately) b and c are dependent upon w*. In 
particular, we have no way of knowing in advance the value of c. Thus, although the 
number of changes is of order n2, there is a ‘constant’ which we cannot control. 
Moreover, we have obtained a bound for the number of changes, not for the number 
of examples required to effect those changes. In practice, we can only be sure that the 
algorithm has terminated by observing that no changes are made when a complete set 
of examples is presented. 
Variants of this kind of incremental learning algorithm have been studied by 
Littlestone [lo]. 
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5. Learning in a probabilistic sense 
The remarks at the end of the previous section provide motivation for the introduc- 
tion of probabilistic and approximate notions into models of learning. The basic ideas 
are due to Valiant [lS]. The first step is to recognise that a ‘real world’ WX of 
examples is equipped with a fixed but unknown probability measure, representing the 
likelihood that a particular example (or set of examples) occurs naturally. Since we 
always assume that an actual example is preprocessed to provide a digitised input 
x=(x~)~~~, we shall introduce the probability measure on the set X rather than 9X. 
That is, we assume that (X, C, p) is probability space where C is a a-algebra of subsets 
of X and p is a probability measure. In the boolean case C is the set of all subsets of X, 
but in the real case we make no specific assumptions. 
We can now presume that ‘nature’ provides a random sequence of examples drawn 
from X according to the field (but unknown) probability p. Formally, given a se- 
quence s of elements of the probability space (X, C, p), let N,( Y, s) denote the number 
of terms si (1~ i <WI) which are in the subset Y of X. We say that s is p-random if, for all 
YEC, 
lim Nm( y> 4 
-=p( Y). 
m+m m 
At this point we observe the relationship between p-randomness and the conditions 
of the perceptron learning theorem. If (X, C, p) is a finite probability space and p(x) > 0 
for each XEX, then the definition of p-randomness implies that N,(x, s) tends to 
infinity with m, which is just the condition for total repetitiveness. It follows that the 
perceptron learning theorem holds for any ,u-random training scheme provided that 
there are no examples with zero probability. 
Suppose that a machine with input nodes J is given, together with a set X of 
examples (a subset of (0, l}” or RJ as the case may be). As usual, let Sz and H denote 
the state space and hypothesis space of the machine. Given a training scheme s, 
a learning algorithm L: {O)u(X x Q)+Q generates a sequence of states Wi, and 
a corresponding sequence of functions hi= h,, each of which is in the set H. When 
X has the structure of a probability space (X, C, p), we shall define the error of any 
function hEH with respect to a given target function t : X+(0, l} to be 
er,(h)=p{xEXIt(x)#h(x)}. 
We say that L is a probably approximately correct algorithm (with respect to the target 
function t and the hypothesis space H of the given machine) if the following condition 
holds: for any probability measure p on X, the probability that the error of h, is small 
can be made as close to 1 as we please by taking m large enough. The words ‘probably 
approximately correct’ are usually replaced by the abbreviation PAC. 
To formalise this, note first that we have a product measure pm on X” induced by p. 
This allows us to refer to the probability that a finite sequence, or as we shall say an 
m-sample, XEX~ has a given property. Specifically, we require that given E>O and 
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6 > 0 there is a positive integer m. = m, (E, 6) such that 
pm {xEX” 1 er,(h,) < 8) > 1 - 6. 
Note that this must hold for all probability measures p on X. The fact that such 
a universal statement may be valid in a nontrivial sense is explained by the observa- 
tion that the unknown p occurs both in the condition er,(h,)<c and the conclusion 
pm{ . . . } > 1 - 6. The main interest of the definition is that it provides a realistic 
interpretation of actual learning processes, especially in the case when the example 
space X is infinite. In practice, we expect that concepts belong to a potentially infinite 
space of hypotheses, and that they can only be learned approximately (with error E) 
and probably (with confidence l-6). 
Before we address the question of formulating general conditions under which 
learning may occur, we can make a couple of useful observations. The first is that, in 
the case when X is finite, the definition ensures that learning is exactly (rather than 
approximately) correct. Ignoring examples with zero probability, we may define so > 0 
to be the minimum of p(x), so that the condition erp (h,) < co ensures that h, = t. Of 
course, the probabilistic nature of the conclusion remains, and it is this which 
establishes a link with the theory of randomised algorithms [23]. Details may be 
found in [9,13]. 
There is a rather more obvious way in which ideas from the theory of algorithms 
can be introduced. Clearly, it is important to know not only that there is some value of 
m. for which the conclusion holds, but also that the magnitude of m. is bounded in 
some way. It is natural to ask that m, should be a polynomial function of the size of 
the input (the number n of input nodes in the case of a connectionist model), and the 
confidence and error parameters 6- ’ and E- ‘. There are several papers which 
investigate such questions for special classes of hypothesis and target functions; 
among them are [3,9,19]. 
6. Learnability and VC dimension 
The last part of this paper is concerned with those properties of a hypothesis space 
which determine whether or not learning is feasible. We shall not study specific 
learning algorithms; rather we shall use only some very general features which such 
algorithms may be expected to exhibit. The main goal is to show how learning (in the 
PAC sense) may occur when the example space X and the hypothesis space H are 
infinite. For example, these spaces are usually infinite in the real case, when X is 
a subset of R". 
For any function h : X+(0,1} and any target function t, we define the observed error 
of h with respect to an m-sample XEX~ to be 
er,(h)=AIjijh(xJft(xJ, 1 di,<m}). 
Combinatorics and connectionism 29 
Given a hypothesis space H, an m-sample x and a constant y > 0, we denote by H,[x] 
the set of functions in H for which the observed error does not exceed y. Such 
functions will be said to be y-consistent with x. The term consistent will be used as an 
abbreviation for O-consistent. 
The motivation for the preceding definitions is that the functions h, produced by 
a learning algorithm after the input of an m-sample ought to agree with the target 
function on most of the inputs. Of course, in the case of an incremental algorithm like 
the perceptron rule, the presentation of an example x does not necessarily guarantee 
that subsequent states w will satisfy h,(x)= t(x). But after a certain time the algorithm 
should settle down to a regime where subsequent changes do not introduce errors on 
examples which have already been presented. If we define the haziness of any subset 
A of the hypothesis space to be 
haz,(A) = sup er,(h), 
hsA 
then the haziness of Hy[x] represents the extent to which a function which is 
y-consistent with x can be in error over the whole space of examples. 
In this spirit, we may capture the essence of learnability in the following way. We 
say that a target function t : X+(0,1} is PAC-learnable in the hypothesis space H if, 
given positive constants y, 6, E, the set H, [x] is not empty for all finite m-samples 
x and, there is an integer m,, such that whenever marno it follows that 
This must hold for any probability space (X,C,p), or at least for a specified class of 
such spaces. 
Although our main concern is with the case when the hypothesis space is infinite, it 
is instructive to begin by analysing what happens when H is finite. 
Theorem 6.1. If H is jinite and t is in H then t is PAC-learnable in H. 
Proof. We need to compute the probability of the event haz,(H,[x]) <E, i.e. the event 
H, [x] n B, = 8, where B, denotes the set of functions in H which have error at least E. 
(We call the members of B, bad functions.) In fact, it suffices to show that the 
probability of the complementary event 
Q~,~=(xEX~IH~C~I~B,Z~~ 
is small. 
It is helpful to look at the case y = 0 first. For any given bad function the measure of 
the set on which it agrees with t is at most 1 -E, and so the probability that it agrees 
with t on an m-sample is at most (1 -E)~. The probability that there is some bad 
function which agrees with t on x (i.e. the probability of the event QE=QE,J is 
therefore bounded as follows: 
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This can be made less than 6 by taking m > (l/a)log( IH I/S). 
When y >O the term (1 --E)~ must be replaced by the probability that a given bad 
function differs from t at most LymJ times on an m-sample. Writing E,, for er,(h), this is 
just 
Lml m 
c() i &i(l -&h)m-i, 
i=O 
where, since h is a bad function, we have Eh>E. The sum is the ‘tail’ of a binomial 
distribution, which can be estimated in various ways. For our purposes a simple 
‘Chernoff-type’ estimate, such as that given in [S, p. 121, suffices. Specifically, the sum 
is bounded above by 
Thus, we have 
and if we fix the ratio Y/E < 1, this expression can clearly be made less than 6 by taking 
m large enough. 
The difficulty of extending this proof to the case where H is infinite is immediately 
apparent, and it might be thought that the prospect of bounding the probability of 
Q E,Y is hopeless. The fact that something can be done is perhaps the most significant 
contribution that mathematics has yet made to this area of research. The ideas come 
from a variety of sources, the main ones being the statistical investigations of Vapnik 
and Chervonenkis [21,20] and the combinatorial result sometimes known as ‘Sauer’s 
lemma’. The following account is based on the work of Haussler and Welzl [S], with 
variations by the author and his colleagues Martin Anthony and John Shawe-Taylor 
[16]. For simplicity, we shall describe only the case y =O, when the arguments are 
already quite complicated. Also, we shall adopt a naive approach to questions of 
measurability, since these questions are not central to the main argument. 
Lemma 6.2. Let G be a group of permutations of { 1,2, . . . , n>, with the natural action 
on X”: 
xg = bgb 372, . . . > x,,) . 
If (X, C, p) is a probability space and S is measurable with respect to the product measure 
on X”. then 
where 
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Proof. Let xs be the characteristic function of S, so that xs(n) is 1 when x is in S, and 
0 otherwise. Since G is finite we can interchange summation and integration as follows 
(where the integral sign represents integration over the entire space with respect to the 
product measure derived from p): 
The integrand on the left-hand side is just I{geGlxsES}I, which is bounded by Q(S). 
Since the total weight of a probability measure is 1, the integral is bounded by the 
same quantity. The right-hand side is the sum over g of the measure of SB-‘, which is 
the same as the measure of S, since, in a product measure, coordinate permutations 
are measure-preserving. Hence, the right-hand side is equal to IGlp”(S) and the result 
follows. 0 
The next lemma provides the mechanism for transferring arguments from the 
infinite space of n-samples to the finite space (0, l}” of output values. For any family 
F of functions f: X+ Y define 
F(x)={y~Y”l3f~F such that yi =f(Xi), 1~ id FI}, 
n,(x)= IF(4l, n,(n) =zax” flF(4. 
n 
Note that when Y is finite we must have II,(n)<1 Y(” . 
Lemma 6.3. Suppose Y is$nite and, given PE Y” and a family F offunctions as above, 
let 
If G and na are as in Lemma 6.2, then 
Proof. For a fixed XEX” we have 
l{g~Glxg~F-‘(P)}I=I{g~G13f~F such that (f(xgl),...,f(xg&P}I 
d 1 WGl.vg~J’~l~ 
The number of summands on the right-hand side is n,(x), and each one is bounded 
above by Q(P). Hence, 
Taking the maximum over x we obtain the following result. 0 
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Corollary 6.4. 
p”(F’(p))~=“(;jC;G(P). 
We can now begin to apply this machinery. We take n = m + k and P to be the set of 
vectors y~(0, l}m+k such that 
y,= . . . = y,=o, Ynl+1 + “’ +y,+k>r. 
Lemma 6.5. If G is the fully symmetric group of degree m + k and P is as defined above, 
then 
q(P)=m!k! 
Proof. For a given YE (0, 1) mfk we have to calculate the number of rearrangements of 
its components which have O’s in the first m places and at least r l’s in the last k places. 
If y contains 1 l’s, and 1~ r, then there are no such rearrangements. If k > 12 r then we 
can choose 1 of the last k positions, put the l’s in those positions in l! ways, and 
arrange the remaining O’s in (m + k - l)! ways. Now, 
k 0 1 xl!x(m+k-l)!=k!xm!x 
In this form it is clear that the maximum occurs when l=r, giving the stated 
result. 0 
Lemma 6.6. Let F be a subset of a hypothesis space H and let T= T,(m, k, r) denote the 
set of (m+ k)-samples which have the following property: there is some member of 
F which agrees with a given target function t on x1,x2, . . . ,x, but disagrees at least 
r times on x,+~,x,+~ ,..,, x,+~. Then 
p”‘+k(T)<ITr(m+k)x & ’ 
( 1 
Proof. We shall replace a function f in F by its ‘mod2 sum’ f+ with the target 
function t : 
f+(x)=0 0 f(x)=t(x). 
We let F+ denote the corresponding modification of the function space, noting that 
nr+ (x) = n,(x), and so on. 
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Taking P as in the previous lemma, we see that T= F; l(P). Thus, the result follows 
from the corollary to Lemma 6.3, noting that 
k(k-l)...(k-r+l) 
=(m+k)(m+k-l)+m+k-r+l) 
The next step is to relate these calculations to the probability of the event denoted 
by QE in the finite case, i.e. the event HO[x]nB, #0. 
Lemma 6.7. Let Q = QE as above, and T= TB,(m, k, r). Then if r =L kc/2 J 2 4, we have 
p”(Q)a2pm+k(T). 
Proof. We shall split a vector XEX”‘+~ into two parts as follows: 
a=(x,,xz, ... ,&I), ~=(x,+1>x,+2, ... ,%,+k). 
Then T consists of those vectors for which there is some hEB, such that 
er, (h) = 0, er,(h) 2 r/k. 
Using characteristic functions as in Lemma 6.2, we have 
XT(X)=i!Q(+ba@), 
where 
$a@)= 
1 if 3h~H,[a]nB, with er,(h)>r/k, 
0 otherwise. 
Now we have 
The inner integral is the probability that, given a, some hEB, which is consistent with 
a has er,(h)>r/k. This is certainly not less than the probability that a particular hEB, 
which is consistent with u has er,(h)>r/k. Now the number of errors of h on 
a k-sample is a binomially distributed random variable with mean k.zh and variance 
kE,,( 1 - +,), where E,, = er,(h) 2 E, since h is in B, It follows from Chebyshev’s inequality 
that the probability of the complementary event er,(h)<r/k is at most 
kdl-4 
(kc,,-r)’ ’ 
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Noting that r= L kE/2 1 and E,, > E, we have kc,, -r > k&,/2, and so the expression is 
bounded above by 
Thus, the inner integral is at least l/2, and we obtain ,~“‘+~(7’) >(1/2)pm(Q), as 
claimed. 0 
At this point we can see what has been achieved and what has still to be done. As in 
the finite case, we have bounded the probability of an m-sample for which there is 
a consistent, but bad, hypothesis. Explicitly, from Lemmas 6.6 and 6.7 we obtain 
It remains only to make the bound approach zero, and at first sight this looks 
unlikely. Although it is easy to make the second factor tend to zero, it appears that IIH 
may grow exponentially. However, the surprising fact is that if there is a largest integer 
d for which all 2d possible values of @(x1), . . . , h(x,)) can occur, then H,(n) grows 
polynomially for n > d. Formally, we define the Vapnik-Chervonenkis dimension or VC 
dimension of a set H of functions with values in (0, l}, as follows: 
VCdim(H)=max{m1H&)=2”}, 
provided that the maximum exists; otherwise, the VC dimension is infinite. 
Example 6.8. Let X= R2 and take H to be the set of functions representing half- 
spaces, i.e. functions of the form 
h,,b,E(~1,~2)=0 - axl+bx2<c. 
It is easy to check that there is no set of four points in R2 for which all of the 16 
possible sequences of O’s and l’s occur as values of some ha,b,c. It follows that 
VCdim(H) < 4. It is easy to find a set of three points for which all 8 possible sequences 
can occur, and so VCdim(H)=3. More generally, it can be shown [22] that the VC 
dimension of the set of half-spaces in R” is n + 1. 
The following result is due to Sauer [15] and Perles and Shelah [17]; see also 
Bollobas [S] for further details. If VCdim(H)=d then for all nad we have 
IZ,(n)<(:)+(;)+ ... +@). 
The right-hand side can be estimated in various ways. It is certainly less than nd, 
provided n > d > 2, and this will suffice for our main purpose. If the parameter k in the 
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bound for pm(QE) obtained above is taken to be m, and if VCdim(H)=d, then 
$“(QE) < 2(2m)d2-““12 = Cmdllm, 
where A= 2-“/’ < 1. It follows that ,u(QJ can be made less than 6 by taking m large 
enough: in other words, the definition of PAC learnability is satisfied. We have finally 
established the desired result. (Variants and extensions may be found in [3].) 
Theorem 6.9. If the hypothesis space H has finite VC dimension, and t is finitely 
approximable in H (i.e. H,[x] is not empty for all finite sequences x), then t is 
PAC-learnable in H. 
By using a better estimate for the growth rate of IIu, and choosing the parameters 
r and k more carefully, it is possible to get a better idea of the value mO(e, 6). Details 
may be found in [16], where the value obtained is 
m&, 6) = 
1 
41-X.4 
[2d log(6/s) +log(2/6)]. 
This should be compared with the corresponding value in the finite case. 
7. Further developments 
The rapid progress made in this field during the last few years is continuing 
unabated, and for this reason it is futile to attempt a comprehensive account of what 
has been achieved. Nevertheless, it seems worthwhile to mention very briefly some 
developments related to the theory described above. The proceedings of the annual 
Workshop on Computational Learning Theory (COLT, 1988 onwards) should be 
consulted for the latest developments. 
The generalisation of the theory of learnability to the case y>O was first given by 
Vapnik [20], and an outline (without proofs) may be found in the appendix to [3]. An 
account based on the framework used in Section 6 will appear in the forthcoming 
thesis of Martin Anthony. 
The fact that the PAC condition is assumed to hold for all probability measures, or 
at least for some class of them, leads naturally to questions about uniformity. The 
same questions arise when we ask about the learnability of classes of target functions 
rather than a single function. Specifically, it is important to consider the dependence 
of the mO parameter on the measure p and the target function t. Variations on this 
theme are discussed in a 1989 COLT paper by Ben-David et al. [2]. This discussion is 
also pertinent to the question of learnability in hypothesis spaces with infinite VC 
dimension. 
Finally, we remark that the notions of Formal Concept Analysis, due to R. Wille, 
have been incorporated into learnability theory by M. Anthony and the writer [l]. 
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Note added in proof. A fuller treatment of the topics discussed here may be found 
in [24]. 
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