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Abstract
A new multivariate dispersion ordering based on the Hausdorff distance between nonempty convex com-
pact sets is proposed. This dispersion ordering depends on an index, whose purpose is to blur for each random
vector the ball centered at its expected value, and with a radius equal to the index. So, on the basis of such
an index, we consider a random set associated with each random vector and dispersion comparisons are
established by means of the Hausdorff distance associated with the random sets. Different properties of the
new dispersion ordering are stated as well as some characterization theorems. Possible relationships with
other dispersion orderings are also studied. Finally, several examples are developed.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In order to establish the context of the paper let us consider the following example. Suppose
that an industrial process is under control when in an expert opinion a nondeterministic value
associated with the procedure is distant from its expected value at the most a certain parameter,
and this could be modiﬁed in accordance with other quantities associated with the industrial
process. Suppose that this could be developed by two different procedures and the factory is
interested in knowing which one is less dispersive in its performance, considering the control
zone as a whole.
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Since the aforementioned parameter induces a control zone for the process, one possibility could
be based on the truncation of the random vectors involved, but these methods tend, in general, to
concentratemasses of probability in certain subspaces and themodiﬁcation of the above parameter
would imply the consideration of new truncated probability distributions. Another possibility
could be to consider the following framework, which will be the one analyzed in detail in this
paper.
On the one hand we wish to see the control zone as a whole, without distinguishing the behavior
of the random vectors inside it; on the other hand we want to consider the values which show
that the process is not under control, and those ‘between’ these values and the control zone as
a possible region of inﬂuence. In this way, we can associate a random set (set-valued mapping)
with each random vector and we can compare the dispersion of two random vectors by means of
the associated random sets.
Roughly speaking, given an index (parameter) and a random vector, we consider the ball
centered in its expected value with a radius equal to the index, and for any observation of the
random vector we take the convex hull of the union of it and the ball, constructing a random set.
This method can be applied to an independent copy of the random vector and we can compare
both random sets by means of the Hausdorff distance between nonempty compact convex sets.
Intuitively ‘small’ values of the considered Hausdorff distance show less dispersion that ‘larger’
ones.
We should observe that in this way, values of random vectors which are very close to the ball
have little inﬂuence on the dispersion analysis, although they could be in ‘opposite’ parts of the
ball; of course, by means of the Hausdorff distance, not only the distance of the random vectors
to the mentioned ball is considered, but also their relative position in the space.
The paper is structured as follows: in Section 2 the new multivariate dispersion ordering is
introduced, and some general results and properties of that ordering are stated; Section 3 is
devoted to obtaining characterization theorems for the new dispersion ordering by means of an
embedding from the class of nonempty compact convex subsets ofRd into the class of continuous
functions deﬁned on the unit sphere of Rd , and on this basis some statements are derived. To
conclude, in Section 4 the analysis of some possible relations with other dispersion orderings is
developed, and some examples are analyzed.
2. Deﬁnition and general properties
Let us denote by K the class of nonempty compact subsets of Rd and by Kc the subclass of
K composed by convex subsets. In both classes we will consider the Minkowski addition given
by B + C = {b + c : b ∈ B, c ∈ C} with B,C ∈ K, and the product by a scalar, that is
B = {b : b ∈ B} with  ∈ R and B ∈ K. The closed ball centered at b ∈ Rd with radius equal
to r ∈ [0,∞), will be denoted by Br(b) and ‖·‖ will stand for the Euclidean norm.
On K we will consider the Hausdorff distance given by
dH
(
B,C
) = max{sup
b∈B
inf
c∈C ‖b − c‖, supc∈C infb∈B ‖b − c‖
}
, (1)
or equivalently
dH
(
B,C
) = inf {ε0 : B ⊂ C + Bε(0), C ⊂ B + Bε(0)}, (2)
with B,C ∈ K.
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It is well known that (K, dH ) is a complete and separable metric space, (Kc, dH ) being a closed
subspace (see [2] or [7]).
Some basic properties of the Hausdorff distance that will be applied in the development of the
paper are the following:
(i) dH
(
co(B), co(C)
)
dH
(
B,C
)
for all B,C ∈ K, where co(·) denotes the convex hull, that
is, the mapping co(·) : K −→ Kc is continuous for the Hausdorff distance,
(ii) dH
(
co({b} + B), co({b} + C)) = dH (co(B), co(C)) for all B,C ∈ K and b ∈ Rd ,
(iii) dH
(
co(B), co(C)
) = ||dH (co(B), co(C)) for all B,C ∈ K and  ∈ R.
Given (,A) a measurable space, a mapping W :  −→ K is said to be a random set if it
is measurable with respect to A and the Borel -ﬁeld induced by the topology generated by the
Hausdorff distance on K (see for instance [2,7,8] or [13]).
It is well known that ifX is aRd -valued random vector, then the set valuedmappings {X}, {X}∪
Br(b), and co({X} ∪ Br(b)) are random sets for all b ∈ Rd and r ∈ [0,∞).
Hiai and Umegaki [5] prove that if W1 and W2 are random sets, then the mapping dH
(
W1,W2
)
is a random variable.
On the basis of the above concepts we introduce the new dispersion ordering, called the Haus-
dorff dispersion ordering.
Deﬁnition 2.1. Let X,Y be Rd -valued random vectors with ﬁnite ﬁrst moment and let r ∈
[0,∞), we will say that X is less dispersive than Y in the Hausdorff dispersion ordering for the
index r if
dH
(
co({X} ∪ Br(EX)), co({X′} ∪ Br(EX))
)
	st dH
(
co({Y} ∪ Br(EY)), co({Y′} ∪ Br(EY))
)
,
where X and X′ are independent and identically distributed random vectors, Y and Y′ satisfy the
same condition, E denotes the expectation operator, and 	st stands for the usual stochastic order.
It will be denoted by X 	rH Y.
We should observe that the above remark about the measurability of the Hausdorff distance
between random sets allows the consideration of a stochastic order between such distances.
It is worth pointing out that in Deﬁnition 2.1 we have considered the usual stochastic order 	st
between the random variables given by the Hausdorff distances, although other stochastic orders
could be considered in the above deﬁnition, in fact, for the theoretical results of the paper we only
need a stochastic order preserved by the product for positive scalars, closed with respect to weak
convergence and preserving uniform inequalities between random variables.
From now on X,X′,Y and Y′ will be Rd -valued independent random vectors with ﬁnite ﬁrst
moment and X′ and Y′ will be distributed as X and Y, respectively. The symbol ∼st between two
random vectors will indicate distribution equality.
We begin with some general results on the Hausdorff dispersion ordering.
Proposition 2.2. Given X,Y random vectors and r ∈ [0,+∞), then X 	rH Y if and only if
X+ a 	rH Y+ b for all a, b ∈ Rd .
Proof. Note that Br(E(a+X)) = {a}+Br(EX) for all a ∈ Rd and r ∈ [0,+∞), and {a+X}∪
({a} + Br(EX)) = {a} + ({X} ∪ Br(EX)), in accordance with the Hausdorff distance properties
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we obtain that
dH
(
co({a + X} ∪ Br(E(a + X))), co({a + X′} ∪ Br(E(a + X)))
)
= dH
(
co({X} ∪ Br(EX)), co({X′} ∪ Br(EX))
)
,
which trivially implies the result. 
Corollary 2.3. Let X,Y be random vectors and r ∈ [0,+∞), then X 	rH Y if and only if
X− EX 	rH Y− EY.
The following technical lemma will be used in the next proposition.
Lemma 2.4. Let b1, b2, b ∈ Rd , and r, r ′ ∈ [0,∞) with r < r ′, then
dH
(
co({b1} ∪ Br(b)), co({b2} ∪ Br(b))
)
dH
(
co({b1} ∪ Br ′(b)), co({b2} ∪ Br ′(b))
)
.
Proof. See the appendix. 
Proposition 2.5. Let X be a random vector, r ∈ [0,+∞) and a ∈ R, if |a|1 then X 	rH aX,
if |a|1 then aX 	rH X.
Proof. Firstly, let us prove the statement for a ∈ R with |a|1. Note that {aX} ∪ Br(E(aX)) =
a({X} ∪ B r|a| (EX)).
On the basis of the Hausdorff distance properties we have that
dH
(
co({aX} ∪ Br(E(aX))), co({aX′} ∪ Br(E(aX)))
)
= |a|dH
(
co({X} ∪ B r|a| (EX)), co({X′} ∪ B r|a| (EX))
)
dH
(
co({X} ∪ B r|a| (EX)), co({X′} ∪ B r|a| (EX))
)
.
Since r/|a|r , the above lemma proves that
dH
(
co({X} ∪ B r|a| (EX)), co({X′} ∪ B r|a| (EX))
)
dH
(
co({X} ∪ Br(EX)), co({X′} ∪ Br(EX))
)
and then trivially X 	rH aX. The same conclusion can be drawn for the case |a|1 in a similar
way, observe that the case a = 0 is trivial. 
As a consequence of the above statements we derive the following results.
Corollary 2.6. For all r ∈ [0,+∞) we have that the ordering 	rH is sign free.
Proposition 2.7. LetX,Y be random vectors such thatX 	rH Y for some r ∈ [0,+∞), let a ∈ R,
then aX 	r|a|H aY.
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Proof. If a = 0 the result is obvious, otherwise {aX} ∪ Br|a|(E(aX)) = a({X} ∪ Br(EX)) and
so
dH
(
co({aX} ∪ Br|a|(E(aX))), co({aX′} ∪ Br|a|(E(aX)))
)
= |a|dH
(
co({X} ∪ Br(EX)), co({X′} ∪ Br(EX))
)
,
since the usual stochastic order is preserved by the product for positive scalars we obtain the
result. 
Corollary 2.8. Let X,Y be random vectors with X 	0H Y, then aX 	0H aY for all a ∈ R.
Next we show that the Hausdorff dispersion ordering is invariant by orthogonal transformations
of random vectors. Let us denote by Md(R) the set of d × d-matrices with elements in R.
Proposition 2.9. Let X,Y be random vectors and r ∈ [0,+∞). Then X 	rH Y if and only if
AX 	rH A′Y for any orthogonal matrices A,A′ ∈ Md(R).
Proof. Let A,A′ ∈ Md(R) be orthogonal matrices. If B ∈ K we deﬁne AB = {Ab : b ∈ B},
trivially AB ∈ K (since the mapping from Rd in Rd given by b → Ab is obviously continuous),
and so
dH
(
AB,AC
) = max {sup
b∈B
inf
c∈C ‖Ab − Ac‖, supc∈C infb∈B ‖Ab − Ac‖
}
,
since A is orthogonal it preserves distances, that is, ‖Ab − Ac‖ = ‖b − c‖ for all b ∈ B and
c ∈ C, which implies that dH
(
AB,AC
) = dH (B,C).
As a consequence X 	rH Y if and only if
dH
(
A co({X} ∪ Br(EX)), A co({X′} ∪ Br(EX))
)
	st dH
(
A′ co({Y} ∪ Br(EY)), A′ co({Y′} ∪ Br(EY))
)
. (7)
On the other hand, we have that A co(B) = co(AB) for all B ∈ K, and since A is orthogonal,
A−1 satisﬁes the same property, then ABr(b) = Br(Ab), so the statement (7) holds if and only if
dH
(
co({AX} ∪ Br(E(AX))), co({AX′} ∪ Br(E(AX)))
)
	st dH
(
co({A′Y} ∪ Br(E(A′Y))), co({A′Y′} ∪ Br(E(A′Y)))
)
,
which concludes the proof. 
Let  = { : {1, 2, . . . , d} → {1, 2, . . . , d}/ is bijective}. Given  ∈  and X = (X1,
X2, . . . , Xd) a random vector, we denote by X the random vector (X(1), X(2), . . . , X(d)).
The following result shows that the Hausdorff dispersion ordering is invariant by any permu-
tation of the components of random vectors.
Corollary 2.10. Let X,Y be random vectors and r ∈ [0,+∞). Then X 	rH Y if and only if
X 	rH Y′ for any , ′ ∈ .
Proof. Since X = AX and Y′ = A′Y, with A, A′ ∈ Md(R) associated with the permuta-
tions  and ′, respectively, being A and A′ orthogonal, we easily derive the result on the basis
of the preceding one. 
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The Hausdorff dispersion ordering is not preserved in general by the components of the random
vectors, that is, given X = (X1, X2, . . . , Xd) and Y = (Y1, Y2, . . . , Yd) two random vectors
satisfying X 	rH Y for some r ∈ [0,∞), there could exist i ∈ {1, . . . , d} such that Xi 	rH Yi
does not hold even for the case of independent components as is shown in the following example.
From now on, for simplicity of notation, given X a random vector we let HrX stand for
dH
(
co({X} ∪Br(EX)), co({X′} ∪Br(EX))
)
. Observe that X 	rH Y is equivalent to HrX 	st HrY.
Example 2.11. Consider R2 and two random vectors X = (X1, X2), Y = (Y1, Y2) with P(X =
(−1, 0)) = 12 = P(X = (1, 0)) and P(Y = (0, 2)) = 12 = P(Y = (0,−2)). It is easy to see that
H
1
2
X takes the values 0 and
1
2 with probabilities equal to
1
2 , and H
1
2
Y takes the values 0 and
3
2 with
probabilities equal to 12 , so X 	
1
2
H Y, but trivially X1 	
1
2
H Y1 does not hold.
The special geometric aspects of theHausdorff dispersion orderingmean that a property usually
satisﬁed by most of the dispersion orderings is not held in general by this. Basically if X1, X2, Y1
and Y2 are independent random vectors satisfying X1 	rH Y1 and X2 	rH Y2 for certain r ∈[0,∞), it does not imply that (X1, X2) 	rH (Y1, Y2)
Example 2.12. Let X1, X2, Y1 and Y2 be independent random variables with X1 ∼st X2 ∼st Y1,
P(X1 = 1) = P(X1 = −1) = 12 , and P(Y2 = 0) = 1. It is obvious that X1 	1H Y1, X2 	1H Y2,
but (X1, X2) 	1H (Y1, Y2) trivially does not hold. Observe that the ‘hiding’ of the supports of
the involved variables by means of B1(0) ⊂ R makes this possible, notice that the support of
(X1, X2) is not included in the corresponding ball of R2.
The previous circumstance is foreseeable since the Hausdorff dispersion ordering contemplates
the behavior of random vectors in all directions of Rd , and not only those given by the canonical
vectors as we will see in the characterization theorems in Section 3.
To conclude this section we brieﬂy analyze the role of the index r in the Hausdorff dispersion
ordering. Note that if X 	rH Y for some r ∈ [0,∞), that does not imply that X 	r
′
H Y with r
′ > r
or r ′ < r (if r > 0) as the following examples show.
We should observe that Br(EX) “hides” the distribution of X inside this ball, and so the distri-
bution of {X} ∪Br(EX) depends strongly on the index r, hence the distributions of dH
(
co({X} ∪
Br(EX)), co({X′} ∪ Br(EX))
)
and dH
(
co({X} ∪ Br ′(EX)), co({X′} ∪ Br ′(EX))
)
could be sub-
stantially different, especially if X deposits a high probability in Br ′(EX) \ Br(EX) (r ′ > r).
Example 2.13. Consider the random variables X and Y with P(X = 1) = 14 = P(X = −1) =
P(X = 2) = P(X = −2), and P(Y = 0) = 12 , P (Y = 2) = P(Y = −2) = 14 . In this case
we have that the random variable H 0X takes the values 0, 1 and 2 with probabilities
4
16 ,
6
16 and
6
16 , respectively, while H
0
Y takes the values 0 and 2 with probabilities
6
16 and
10
16 , so the statement
X 	0H Y is false, on the other hand H 1X and H 1Y are identically distributed, which implies that
X 	1H Y holds.
Example 2.14. Now we take the bivariate random vectors X and Y with P(X = (0,−3)) =
P(X = (0,−2)) = P(X = (0, 2)) = P(X = (0, 3)) = 14 and P(Y = (0,−3)) = P(Y =
(−1′5, 0)) = P(Y = (1′5, 0)) = P(Y = (0, 3)) = 14 . It is not hard to see that H 0X takes the
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values 0, 1, 2 and 3 with probabilities 416 ,
4
16 ,
2
16 and
6
16 , respectively, and the support of H
0
Y is
0, 32 and 3 with probabilities
4
16 ,
2
16 and
10
16 , respectively, which implies that X 	0H Y, however
X 	
3
2
H Y does not hold since the support of H
3
2
X is 0,
1
2 , 1 and
3
2 with probabilities
4
16 ,
2
16 ,
4
16 and
6
16 , and H
3
2
Y takes the values 0 and
3
2 with probabilities
6
16 and
10
16 .
3. Characterization results
In this section, some characterization theorems for the Hausdorff dispersion ordering are stated.
These results show the importance of all ‘directions’ of Rd (determined by means of the unit
sphere) in the new dispersion ordering.
Let Sd−1 be the unit sphere in Rd , that is, Sd−1 = {u ∈ Rd : ‖u‖ = 1}, the inner product
in Rd will be denoted by 〈·,·〉, and given a ∈ R, (a)+ will stand for max {a, 0} and (a)− for
max {−a, 0}.
Wewill denote byC(Sd−1) the class of continuous functions onSd−1 and by ‖·‖∞ the associated
supremum norm, that is, ‖f ‖∞ = supu∈Sd−1 |f (u)|, with f ∈ C(Sd−1).
Given C ∈ Kc, sC will stand for the support function of the set C, that is, sC : Sd−1 → R with
sC(u) = supc∈C〈c, u〉. Obviously sC ∈ C(Sd−1) for all C ∈ Kc.
Theorem 3.1. Let X,Y be random vectors and r ∈ [0,∞), then X 	rH Y if and only if
sup
u∈Sd−1
|(〈X− EX, u〉 − r)+ − (〈X′ − EX, u〉 − r)+|
	st sup
u∈Sd−1
|(〈Y− EY, u〉 − r)+ − (〈Y′ − EY, u〉 − r)+|.
Proof. For simplicity we ﬁrst see that the statement holds true for random vectors with expected
values equal to zero, and then we eliminate that condition.
It is well known that the classKc can be embedded isometrically into the space C(Sd−1), when
we consider on Kc the Hausdorff distance and on C(Sd−1) the supremum norm (see for instance
[1] or [9]).
The embedding is given by means of the mapping j : Kc −→ C(Sd−1) with j (C) = sC , where
sC is the support function of the set C.
On the basis of that dH
(
B,C
) = ‖sB − sC‖∞ for all B,C ∈ Kc.
According to that
dH
(
co({X} ∪ Br(0)), co({X′} ∪ Br(0))
)
	st dH
(
co({Y} ∪ Br(0)), co({Y′} ∪ Br(0))
)
if and only if
‖sco({X}∪Br(0)) − sco({X′}∪Br(0))‖∞ 	st ‖sco({Y}∪Br(0)) − sco({Y′}∪Br(0))‖∞.
On the other hand, given u ∈ Sd−1 we obtain that
sco({X}∪Br(0))(u) = sup
b∈co({X}∪Br(0))
〈b, u〉 = sup
b∈Br(0)
{〈X, u〉, 〈b, u〉}
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and supb∈Br(0){〈b, u〉} = r , then
sco({X}∪Br(0))(u) = max{〈X, u〉, r} = r + (〈X, u〉 − r)+
So
‖sco({X}∪Br(0)) − sco({X′}∪Br(0))‖∞
= sup
u∈Sd−1
|(〈X, u〉 − r)+ − (〈X′, u〉 − r)+|,
which implies that X 	rH Y if and only if
sup
u∈Sd−1
|(〈X, u〉 − r)+ − (〈X′, u〉 − r)+|
	st sup
u∈Sd−1
|(〈Y, u〉 − r)+ − (〈Y′, u〉 − r)+|
and so we obtain the result for random vectors with ﬁrst moments equal to zero.
If random vectors are not centered, then it is sufﬁcient to consider that X 	rH Y if and only if
X − EX 	rH Y − EY (see Corollary 2.3) to obtain the desired result. 
The above theorem shows that all possible directions of Rd play a role in the Hausdorff disper-
sion ordering as was commented previously.
An equivalent formulation of the previous result can be stated by means of the continuity of
the support function of any element of Kc, therefore in the preceding theorem it is sufﬁcient to
consider any countable dense subset of Sd−1 instead of the whole sphere.
Theorem 3.2. Let X,Y be two random vectors, let U be any countable dense subset of Sd−1 and
r ∈ [0,∞), then X 	rH Y if and only if we have that
sup
u∈U
|(〈X− EX, u〉 − r)+ − (〈X′ − EX, u〉 − r)+|
	st sup
u∈U
|(〈Y− EY, u〉 − r)+ − (〈Y′ − EY, u〉 − r)+|.
Proof. Given C ∈ Kc, the mapping sC ∈ C(Sd−1), so the density of U implies that
‖sco(X∪Br(0)) − sco(X′∪Br(0))‖∞ = sup
u∈Sd−1
|sco(X∪Br(0))(u) − sco(X′∪Br(0))(u)|
= sup
u∈U
|sco(X∪Br(0))(u) − sco(X′∪Br(0))(u)|
= sup
u∈U
|(〈X, u〉 − r)+ − (〈X′, u〉 − r)+|,
which implies the result for centered random vectors, its extension being trivial for general
ones. 
Let us mention some consequences of the preceding theorems for the Hausdorff dispersion
ordering for random vectors and variables.
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Theorem 3.3. Let X,Y be two random vectors and r ∈ [0,∞), then X 	rH Y if and only if there
exists U = {ui}i∈N a countable dense subset of Sd−1 such that
sup
1 in
|(〈X− EX, ui〉 − r)+ − (〈X′ − EX, ui〉 − r)+|
	st sup
u∈U
|(〈Y− EY, u〉 − r)+ − (〈Y′ − EY, u〉 − r)+|. (8)
Proof. If X 	rH Y, by Theorem 3.2 the statement (8) trivially holds for any countable dense
subset of Sd−1.
Conversely, since
lim
n
sup
1 in
|(〈X − EX, ui〉 − r)+ − (〈X′ − EX, ui〉 − r)+|
= sup
u∈U
|(〈X − EX, u〉 − r)+ − (〈X′ − EX, u〉 − r)+|
and the usual stochastic order is closed under theweak convergence (in particular for the pointwise
one), we derive the result. 
Corollary 3.4. Let X,Y be random vectors and r ∈ [0,∞), if there exists U = {ui}i∈N a
countable dense subset of Sd−1 such that
sup
1 in
|(〈X− EX, ui〉 − r)+ − (〈X′ − EX, ui〉 − r)+|
	st sup
1 in
|(〈Y− EY, ui〉 − r)+ − (〈Y′ − EY, ui〉 − r)+|,
then X 	rH Y.
We should observe that given a random vector X and U = {ui}i∈N ⊂ Sd−1, the set of random
variables {〈X − EX, ui〉}i∈N are not independent in general.
Since the unit sphere in R is given by S0 = {−1, 1}, simpler statements than previous ones are
derived for the case of univariate random variables.
Corollary 3.5. Let X, Y be random variables and r ∈ [0,∞), then X 	rH Y if and only if
max{|(X − EX − r)+ − (X′ − EX − r)+|, |(EX − X − r)+ − (EX − X′ − r)+|}
	st max{|(Y − EY − r)+−(Y ′ − EY − r)+|, |(EY − Y − r)+−(EY − Y ′ − r)+|}.
To conclude we state the following result for the particular case of r = 0 and centered random
variables.
Corollary 3.6. Let X, Y be random variables with ﬁrst moments equal to zero, then X 	0H Y if
and only if
max{|X+ − X′+|, |X− − X′−|} 	st max{|Y+ − Y ′+|, |Y− − Y ′−|}.
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4. Relationships with other dispersion orderings
Possible relations of the Hausdorff dispersion ordering to some other well known dispersion
orderings are studied. On this basis some particular examples are analyzed. Mainly we focus our
attention on the following orderings:
• the D-ordering, denoted by 	D; so X 	D Y if and only if ‖X − X′‖ 	st ‖Y − Y′‖,
• the strong D-ordering, denoted by	SD; in that caseX 	SD YwhenX ∼st g(Y), g : Rd → Rd
being a contraction (‖g(x) − g(x′)‖‖x − x′‖ for all x, x′ ∈ Rd ),
• the dispersive order, usually denoted by 	Disp; the univariate version based on quantiles more
widely separated, that is X 	Disp Y , if F−1X (v) − F−1X (u)F−1Y (v) − F−1Y (u) for all 0 < u <
v < 1 (F−1X , F
−1
Y stand for the quantile functions of X and Y, respectively), and the extension
to the multivariate case, recently stated in Fernández-Ponce and Suárez-Lloréns [3].
The reader is referred for instance to Rojo and He [11], Shaked and Shanthikumar [12],
Giovagnoli and Wynn [4], Müller and Stoyan [10], and Fernández-Ponce and Suárez-Lloréns
[3] for results on those orderings.
The basic relations among them are the following (the symbol → stands for implication):
	Disp → 	SD → 	D .
We will show that the Hausdorff dispersion ordering does not imply the D-ordering even for
centered random variables and r = 0. Thus, we obtain that neither of the three preceding orderings
are implied by the new one.
Example 4.1. Consider the centered random variables X andY withP(X = a) = P(X = −a) =
1
2 and P(Y = b) = P(Y = −b) = P(Y = 0) = 13 , and 0 < a < b < 2a.
By means of the characterization results, in particular Corollary 3.6, we have that the random
variable max{|X+ −X′+|, |X− −X′−|} takes the values 0 and a with probabilities 12 and 12 , while
max{|Y+ − Y ′+|, |Y− − Y ′−|} takes values 0 and b with probabilities 13 and 23 , so we deduce
that X 	0H Y , however the relation X 	D Y does not hold since |X − X′| takes values 0
and 2a with probabilities 12 and
1
2 , and |Y − Y ′| takes values 0, b and 2b with probabilities
3
9 ,
4
9 and
2
9 . Moreover, for values of r ∈ (0,∞) close enough to zero, we obtain that X 	rH
Y holds, and by means of Proposition 2.7 we can immediately ﬁnd random vectors satisfying
the Hausdorff dispersion ordering for any r ∈ [0,∞) which do not satisfy the D-dispersion
ordering.
As a consequence, the Hausdorff dispersion ordering does not imply in general the D-ordering,
neither the strong D-ordering nor the dispersive one.
Now we shall consider the following example which shows that in general neither of the
preceding orderings imply the Hausdorff one.
Example 4.2. We consider the random vectors X and Y with P(X = (1, 0)) = P(X =
(−1, 0)) = P(X = (0, 1)) = 13 and P(Y = (0, 1)) = P(Y = (−1,−1)) = P(Y = (1, 0)) = 13 .
Obviously X ∼st g(Y) with g : R2 → R2 given by g(x, y) = (x, y) if y0 and g(x, y) =
(x, 0) if y < 0, observe that g is a contraction.
It is not hard to see that X 	Disp Y by checking the Deﬁnition 2.1 in the paper [3] (although
most of the results in that paper are considered for continuous distributions). On the other hand,
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the support of H 0X is 0 and
√
10/3 with probabilities 39 and
6
9 , while the support of H
0
Y is 0, 1 and√
2 with probabilities 39 ,
2
9 and
4
9 , so X 	0H Y does not hold, and even X 	rH Y does not hold for
values of r close enough to zero, applying again Proposition 2.7 we can obtain for any value of
r ∈ [0,∞) random vectors satisfying the dispersive ordering and not the Hausdorff one.
However, it is possible to establish some relations between the preceding dispersion orderings
and the new one as we prove in the following results.
Below are the technical lemmas which will be used in the results.
Lemma 4.3. LetA ∈ Md(R) such that ‖Ax−Ax′‖‖x−x′‖ for all x, x′ ∈ Rd , thenABr(b) ⊂
Br(Ab) for all r ∈ [0,∞) and b ∈ Rd .
Lemma 4.4. Let A ∈ Md(R) such that ‖Ax − Ax′‖‖x − x′‖ for all x, x′ ∈ Rd . Then for all
b1, b2, b3 ∈ Rd we have that
dH
(
co({b1} ∪ Br(b3)), co({b2} ∪ Br(b3))
)
dH
(
co({Ab1} ∪ Br(Ab3)), co({Ab2} ∪ Br(Ab3))
)
.
Proof. See the appendix. 
As a consequence we obtain the following useful result.
Theorem 4.5. Let X,Y be two random vectors such that X ∼st g(Y), with g : Rd → Rd , given
by g(x) = Ax + c, A ∈ Md(R) and c ∈ Rd . If g is a contraction, then for all r ∈ [0,∞) we
have that X 	rH Y.
Proof. Let W = g(Y), obviously HrW ∼st HrAY. We deﬁne for all x ∈ R the sets Bx = { ∈  :
HrAY()x} and Cx = { ∈  : HrY()x}, by Lemma 4.4 we conclude that Bx ⊂ Cx for all
x ∈ R and so the result. 
We should observe that the above proposition shows a particular case in which the strong
dispersion ordering implies the Hausdorff dispersion ordering for all r ∈ [0,∞).
Now we can obtain the following result on the dispersion ordering proposed in this paper.
Fromnowon, givenA1, A2 ∈ Md(R), A1 	L A2 will stand for the Loewner ordering between
matrices, that is A1 	L A2 if and only if A2 − A1 is nonnegative deﬁnite.
Proposition 4.6. Let X ∼st N(1,1) and Y ∼st N(2,2) be two independent Gaussian
random vectors. If any of the following conditions hold:
(i) there is an orthogonal matrix  such that 1 	L 2t ,
(ii) (1)(2), where  refers to the usual entrywise ordering, and  denotes the vector of
ordered eigenvalues,
Then for all r ∈ [0,∞)we have that X 	rH Y.
Proof. In accordance with Giovagnoli and Wynn [4], both conditions are equivalent to the exis-
tence of a mapping g, such that X ∼st g(Y) and g is a bijective linear contraction, so Theorem
4.5 proves the result. 
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Example 4.7. We consider now the probability distribution given by the following density with
parameter (0, 1, . . . , d−1), (i > 0, 0 id − 1),
f (x1, x2, . . . , xd) = d!
d−1∏
j=0
(
−1j exp{−(d − j)−1j (xj+1 − xj )}
)
with x0 = 0 < x1 · · · xd−1 (see for instance, [6]).
Let X and Y be two independent random vectors distributed in accordance with the previous
density function and with parameters (0, 1, . . . , d−1) and (′0, ′1, . . . , ′d−1), respectively.
In Fernández-Ponce and Suárez-Lloréns [3], it is proved that AX ∼st Y with
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
′0
0
0 0 0 . . . 0
′0
0
− ′11
′1
1
0 0 . . . 0
′0
0
− ′11
′1
1
− ′22
′2
2
0 . . . 0
′0
0
− ′11
′1
1
− ′22
′2
2
− ′33
′3
3
. . . 0
...
...
...
...
...
...
′0
0
− ′11
′1
1
− ′22
′2
2
− ′33
′3
3
− ′44 . . .
′d−1
d−1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
and if ′i/i > 1, 0 id − 1, the authors prove that X 	Disp Y.
Obviously the matrix A is not singular, X ∼st A−1Y, and the eigenvalues of A−1 are i/′i .
With the above condition on the parameters we have that i/′i < 1, and so trivially the
mapping g : Rd → Rd with g(x) = A−1x is a contraction, then on the basis of Theorem 4.5 we
can conclude that for all r ∈ [0,∞) we have that X 	rH Y.
Example 4.8. Now let us take the multivariate density given by
f (x1, x2, . . . , xd) = (k + d)
(k)
⎛
⎝1 + d∑
j=1
j xj
⎞
⎠
−(k+d)
d∏
j=1
j
with xj > 0, k > 0, j > 0, 1jd (see for instance, [6]).
Let X,Y be Rd -valued random vectors whose distribution is given by the above density with
parameters (1, . . . , d , k) and (′1, . . . , ′d , k), respectively.
Let us deﬁne the vectors ′ = (′1, . . . , ′d)T and  = (1, . . . , d)T (the symbol T stands for
transpose).
Let A ∈ M(Rd) be any nonsingular symmetric matrix such that ′ = A−1. We should
indicate that in general, there are inﬁnite matrices which verify this condition.
Let {i}di=1 be the eigenvalues of A−1, if |i |1 for all 1 id, then X 	rH Y for all r ∈[0,∞).
We should observe that under these conditions X ∼st A−1Y, and so the result follows easily.
As a consequence of this result we can relate the variance of the unidimesional distribution
given by the above density with the dispersion ordering in the paper as follows.
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Example 4.9. Let X and Y be random variables given by the above density (obviously d = 1)
with parameters (1, k) and (′1, k), respectively, where k > 2.
If Var(X)Var(Y ) (where Var stands for variance), then X 	rH Y for all r ∈ [0,∞). We
should note that in this case
Var(X) = −21
[
2(k − 2)
(k)
−
(
(k − 1)
(k)
)2]
and analogously for Y. In this case we can consider the 1 × 1 matrix A−1 = [′1/1]. Obviously
Var(X)Var(Y ) if and only if ′1/11, and so we can conclude the result.
Example 4.10. Let us consider the multivariate Pareto distribution whose density is given by
f (x1, x2, . . . , xd) = a(a + 1) . . . (a + d − 1)(∏d
j=1 j
)
(
∑d
j=1 
−1
j xj − d + 1)d+a
with xj > j > 0, a > 0, 1jd . We will denote this distribution by Pa(1, . . . , d , a).
LetX andY beRd -valued randomvectorswithX ∼st Pa(1, . . . , d , a) andY ∼st Pa(′1, . . . ,
′d , a).
Let A ∈ Md(R) be a diagonal matrix whose elements at the diagonal are ′1/1, ′2/2, . . . ,
′d/d . Then it is easy to see that AX ∼st Y.
Clearly A is not singular. As a consequence, if j /′j 1 for all 1jd, the mapping from
Rd in Rd , given by x → A−1x is a contraction, and so we easily deduce that X 	rH Y for all
r ∈ [0,∞).
A useful by-product can be derived for the univariate version of the Pareto distribution.
Example 4.11. Let us consider the univariate random variables X and Y with unidimensional
Pareto distributions Pa(1, a) and Pa(′1, a), respectively, where a > 2.
Then if Var(X)Var(Y ), we conclude that X 	rH Y for all r ∈ [0,∞). This follows directly
from the fact that Var(X) = a21
(a−1)2(a−2) , and so Var(X)Var(Y ) if and only if 1/
′
11.
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Appendix
This appendix contains the proofs of Lemmas 2.4 and 4.4.
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Proof of Lemma 2.4. In order to prove the lemmawewill use the expression (2) in theHausdorff
distance deﬁnition. Let ε0 be such that
co({b1} ∪ Br(b)) ⊂ co({b2} ∪ Br(b)) + Bε(0), (3)
co({b2} ∪ Br(b)) ⊂ co({b1} ∪ Br(b)) + Bε(0). (4)
In accordance with (3) we have that
co({b1} ∪ Br(b)) ∪ Br ′(b) ⊂
(
co({b2} ∪ Br(b)) + Bε(0)
) ∪ Br ′(b)
and since 0 ∈ Bε(0), the set at the right-hand side of the above expression is a subset of
(
co({b2}∪
Br(b)) ∪ Br ′(b)
)+ Bε(0), on the other hand(
co({b2} ∪ Br(b)) ∪ Br ′(b)
)+ Bε(0) ⊂ co({b2} ∪ Br ′(b)) + Bε(0).
Observe that the set on the right-hand side of the last expression is convex, and so by considering
the convex hulls at both extremes of the preceding chain, we can conclude that
co
(
co({b1} ∪ Br(b)) ∪ Br ′(b)
) = co({b1} ∪ Br ′(b))
⊂ co({b2} ∪ Br ′(b)) + Bε(0). (5)
In a similar way, on the basis of (4) we have that
co({b2} ∪ Br ′(b)) ⊂ co({b1} ∪ Br ′(b)) + Bε(0), (6)
so the values ε0 which satisfy (3) and (4), also satisfy (5) and (6), hence by the expression (2)
of the Hausdorff distance we immediately derive the result. 
Proof of Lemma 4.4. Let ε0 such that
co({b1} ∪ Br(b3)) ⊂ co({b2} ∪ Br(b3)) + Bε(0), (9)
let us see that
co({Ab1} ∪ Br(Ab3)) ⊂ co({Ab2} ∪ Br(Ab3)) + Bε(0).
In accordance with (9) we have that there exists  ∈ [0, 1] and  ∈ Br(b3) such that ‖b1 −
(b2 + (1 − ))‖ε.
In this way ‖Ab1 − (Ab2 + (1 − )A)‖‖b1 − (b2 + (1 − ))‖ε.
By applying Lemma 4.3, A ∈ Br(Ab3) and so Ab2 + (1 − )A ∈ co({Ab2} ∪ Br(Ab3)).
Thus we can conclude that Ab1 ∈ co({Ab2} ∪ Br(Ab3)) + Bε(0), which implies that
co({Ab1} ∪ Br(Ab3)) ⊂ co({Ab2} ∪ Br(Ab3)) + Bε(0).
Similarly, if
co({b2} ∪ Br(b3)) ⊂ co({b1} ∪ Br(b3)) + Bε(0),
then
co({Ab2} ∪ Br(Ab3)) ⊂ co({Ab1} ∪ Br(Ab3)) + Bε(0)
and so the expression (2) in the Hausdorff distance deﬁnition implies the statement of the
lemma. 
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