add an important perspective to the debate over amphibian population trends, asserting that if a null hypothesis of no trend is not rejected and the power of the statistical test to detect the trend was low, then the study's results can only be considered inconclusive. Too frequently researchers infer that failure to reject a null hypothesis indicates the null is true, without considering statistical power of these tests and the consequences of committing Type II errors (Peterman 1990) . Reed and Blaustein correctly assert that estimating the Type II error rate is essential when evaluating evidence suggesting no decline.
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Reed and Blaustein attempted to estimate the statistical power of tests using data from studies of eight amphibian populations, none of which demonstrated statistically significant trends with time. Although the authors focused on amphibian populations, they implicitly addressed the more general question of whether it is reasonable to conclude a null hypothesis to be true when it is not rejected ( P Ͼ ␣ ); in their analysis, the null hypotheses were that no significant correlations existed between amphibian population sizes and time. Reed and Blaustein suggest that it is only reasonable to conclude the null to be true when statistical power is high; we concur.
Although we applaud their efforts to add statistical rigor to the analysis of population trends, we contend that the approach used by Reed and Blaustein to assess statistical power of these studies was flawed. Our intent is to explain errors in their analysis and suggest alternative approaches for future efforts of this kind. Reed and Blaustein estimated power based on the effect size observed in the study, i.e., the observed correlation between population size and time. The problems inherent with this approach, which yields incorrect estimates of power, have not been clearly identified in leading texts on power analysis (e.g., Cohen 1988 ). When power is estimated using the observed effect size for null hypotheses that were not rejected, power will never exceed 0.5 at any ␣ -level, and statistical tests that yield high p -values will always seem to have low power regardless of their true power.
A posteriori estimates of power are meaningful only when based on specific alternative hypotheses, such as effect sizes hypothesized to be biologically significant. Only by calculating power with effect sizes other than the observed effect size can a posteriori power analysis provide information useful for determining if there is adequate evidence to suggest the null hypothesis to be true. For example, a posteriori power analyses can provide insight to questions such as "what was the power of the study to determine if population size and time were correlated at r Ն 0.5?"
We calculated statistical power for studies using 4 to 13 years of data -the range of years in studies examined by Reed and Blaustein -to detect correlations of r = 0.1 to 0.9, at ␣ = 0.05. We used Pearson's product moment coefficients for consistency with Reed and Blaustein. Statistical power to detect correlations with 4 to 13 years of data was indeed low (Fig. 1 ). The power of these studies exceeds 0.80 only when effect sizes are unrealistically large (r Ͼ 0.9) and studies are Ն 7 years in duration. To have reasonable power (0.80) to detect an actual effect size of r ϭ 0.7, a study must be conducted for at least 13 years. Thus, despite our concerns with their methods, we agree with Reed and Blaustein's basic conclusion that absence of statistical evidence for a population trend based on a few years of data does not indicate that population is stable. Because these studies were relatively short-term, there is only a small probabil-ity that a trend would be detected even if an actual trend existed. Because population levels of many amphibians show considerable annual variation in response to shortterm environmental conditions, the likelihood of detecting long-term population trends is further reduced (Pechmann et al. 1991) .
Researchers often incorrectly use the observed effect size to calculate power to avoid specifying what effect size they consider to be biologically significant (Thompson & Neill 1993 ). Admittedly, determining the level at which a decline should be considered biologically significant is challenging, and will never be determined with complete confidence or agreement (Pechmann & Wilbur 1994) . We argue, however, that postulating effect sizes thought to be biologically significant, or a range of potentially significant effect sizes, is an essential step in biological research. Too often the determination of biological significance is relegated to the results of statistical analysis, but biological and statistical significance are not always synonymous. By failing to postulate biologically significant effect sizes, we risk incorrectly interpreting results of statistical analyses, or worse, suggesting inappropriate management actions based on weak inferences. Lastly, biologically trivial differences may be statistically significant if sample sizes are large, and biologically important differences may not be statistically significant if sample sizes are small (Johnson 1995) .
Further, we believe that determining biologically meaningful effect sizes using correlation coefficients to assess population declines is difficult. The relevant question regarding population trends concerns the rate at which a population is changing with time. Because the relationship examined in these studies is the dependence of population size on year (where population size is clearly the response variable), rather than how population size and year covary (where there is no clear response variable), regression analyses are more appropriate than correlation analyses (Sokal & Rohlf 1981) . Linear regression and correlation analyses are computationally similar and yield identical p -values and statistical power. However, the similarities in computational methods for these two approaches should not cloud the conceptual foundations for choosing between methods. In regression analysis, the statistic of interest generally is slope (rate of change) and the relevant statistical test is whether or not the slope differs from zero.
In studies attempting to detect population trends, several statistical approaches are possible, and choosing an appropriate methodology can be a complex issue (Pechman & Wilbur 1994; Beier & Cummingham 1996; Hatfield et al. 1996) . One approach is to assume that a population's annual rate of change is proportionally constant. Because these data fit an exponential (proportional) model, the slope will be different at every point along the trend-line. By log-transforming estimates of population size, these data will be linearized and the slope of the regression will represent the population's annual rate of change. Using log-transformed population estimates, one can test whether the observed trend of a population differs from zero or from some other biologically meaningful rate. This step provides the benefit of allowing us to specify effect sizes that are biologically meaningful, and in our opinion, provides results that better address the question of interest regarding population trends. Methods to determine power for trend analyses such as these have been described elsewhere (Gerrodette 1987; Link & Hatfield 1990; Gerrodette 1991; Hatfield et al. 1996) .
As an example, we reanalyzed data for one population examined by Reed and Blaustein ( Pseudacris ornata ; Pechmann et al. 1991) . We used linear regression and log-transformed population estimates interpreted from the original figures. Let us assume, solely for illustration, that an annual decline in log-transformed population size of 0.05 (approximately 5% per year) is considered to be biologically significant. The regression equation resulting from these data is ln(N) ϭ Ϫ 0.08Y ϩ 10.9 ( t ϭ 0.7, P ϭ 0.5, n ϭ 12), where N is the estimated population size of P. ornata in year Y. We used TRENDS software (Gerrodette 1993) to estimate the power of this study to detect a slope of Ϫ 0.05; for our analysis we used a two-tailed t -distribution with ␣ ϭ 0.10, assumed the coefficient of variation (CV) is proportional to the inverse of the square root of population abundance, and assumed CV ϭ 0.939 (estimated from the original data). Using this scenario, power Ϸ 0.17 and 32 years of data would be necessary to yield power Ϸ 0.80. With an ef- fect size of Ϫ 0.10, power Ϸ 0.33, and 21 years of data would be necessary to yield power Ϸ 0.80.
Determining if the confidence interval around the estimated slope encompasses any biologically significant effect sizes can provide more meaningful information than a posteriori power analyses about hypothesis tests that were not rejected (The Wildlife Society 1995; Steidl et al. in press) . Using the example provided above for P . ornata , the 95% confidence interval for the slope of the regression line is Ϫ 0.33 to 0.17. The 95% confidence interval includes zero (which is why the relationship was not statistically significant), but also includes the value hypothesized to be indicative of a biologically significant decline ( Ϫ 0.05). Because the confidence interval includes both zero and the value postulated to be biologically significant, these results should be considered inconclusive.
We strongly encourage efforts to consider power of statistical tests when the null hypothesis is not rejected and suggest that confidence intervals be used to assist when making these inferences. Many studies still incorrectly infer, either explicitly or implicitly, that failure to reject a null hypothesis suggests the null hypothesis to be true. As Reed and Blaustein noted, such inference is only justified when statistical power is high or, as we suggest, when the confidence interval for the parameter of interest excludes values hypothesized to be biologically significant.
