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We consider the finite-temperature phase diagram of the S = 1/2 frustrated Heisenberg bilayer.
Although this two-dimensional system may show magnetic order only at zero temperature, we
demonstrate the presence of a line of finite-temperature critical points related to the line of first-
order transitions between the dimer-singlet and -triplet regimes. We show by high-precision quantum
Monte Carlo simulations, which are sign-free in the fully frustrated limit, that this critical point is
in the Ising universality class. At zero temperature, the continuous transition between the ordered
bilayer and the dimer-singlet state terminates on the first-order line, giving a quantum critical end
point, and we use tensor-network calculations to follow the first-order discontinuities in its vicinity.
The concept of the critical point is ubiquitous in sta-
tistical thermodynamics. One may need look no further
than the liquid-gas transition [1] in systems as familiar
as water to find examples where a line of first-order tran-
sitions terminates as a function of temperature and a
control parameter, such as the pressure. Because the
phase transitions are discontinuous, the line has no crit-
ical properties, but its termination point does. In con-
trast with this critical point, the term “critical end point”
(CEP) is reserved for the situation where a line of con-
tinuous transitions terminates on a line of discontinuous
ones [2–4]. In this case, critical behavior is present ev-
erywhere on the critical line, and it has been proposed
that this behavior is reflected in certain properties of the
discontinuous boundary on which the line terminates [4].
Quantum spin systems have proven to offer an excel-
lent forum for the experimental and theoretical investiga-
tion of phase transitions and critical phenomena. Quan-
tum phase transitions (QPTs) [5], predominantly in low-
dimensional systems, have been controlled by pressure
[6], applied magnetic field [7, 8], and sample disorder [9],
and the associated quantum critical regime [5] explored
at finite temperatures [10]. Frustrated quantum magnets
extend the nature of the available QPTs to include exact
ground states [11, 12], exotic bound states [13, 14], spin
liquids [15], and nontrivial topology [16]. Here we con-
sider the frustrated bilayer S = 1/2 antiferromagnet, a
two-dimensional (2D) model with Heisenberg exchange.
In this Letter we demonstrate that, although this sys-
tem has long-ranged magnetic order and spontaneous
breaking of SU(2) symmetry only at zero temperature,
a line of critical points appears at finite temperature, T .
As T is increased, each critical point can be understood as
the termination of a line of finite-T first-order transitions,
exactly like the critical point of the liquid-gas transition,
and all have Ising nature. The critical line is associated
with a line of first-order transitions at T = 0, where we
show that the phase diagram as a function of frustration
contains a quantum critical end point (QCEP), at which
a line of continuous transitions terminates on the line
formed by the first-order quantum phase transitions.
We are motivated by our study of the frustrated spin
ladder [17], and in particular of its perfectly frustrated
limit [13, 14]. Like its 1D analog, the frustrated bi-
layer has a first-order transition between dimer-singlet
and -triplet regimes, and in the fully frustrated case it
has completely flat excitation bands composed of many-
particle bound states. However, in 2D magnetic order is
possible at T = 0, on top of which thermal fluctuations
may cause qualitatively different physics to set in.
The model we investigate is represented schematically
in the insets of Fig. 1. In addition to the interaction,
J⊥, defining the dimer unit and the intralayer interac-
tion, J‖, defining the two planes of the system, we in-
clude a symmetrical, diagonal, and frustrating interlayer
coupling, J×. Only antiferromagnetic couplings are con-
sidered. The Hamiltonian for any quantum spin S is
H=
∑
i
J⊥~Si,1·~Si,2+
∑
i,m=1,2
j=i+xˆ,i+yˆ
[J‖~Si,m·~Sj,m+J×~Si,m·~Sj,m], (1)
where i is the dimer bond index, j denotes the nearest-
neighbor dimers in the bilayer, m = 1 and 2 denote the
two layers, and m is the layer opposite to m.
Our initial focus is the fully frustrated bilayer (FFB),
J× = J‖. In this situation, Eq. (1) can be reexpressed as
H = J‖
∑
i,j
~Ti · ~Tj + J⊥
∑
i
[
1
2
~T 2i − S (S + 1)
]
, (2)
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FIG. 1. Phase diagram of the frustrated Heisenberg bilayer at
zero temperature. DS: dimer-singlet regime; DTAF: dimer-
triplet antiferromagnet; BAF: bilayer antiferromagnet. Insets
provide schematic representations of the three phases, where
each site hosts an S = 1/2 quantum spin, ellipsoids repre-
sent singlet states of two spins, and the Heisenberg couplings
between spins are specified by the parameters J⊥, J‖, and
J×. The line of first-order transitions from DTAF to DS or
BAF phases is shown in black and the line of second-order
transitions from the DS phase to the BAF in red; red shading
indicates the error bars in our calculations. Blue symbols de-
note the QPTs in the unfrustrated (UFB, diamond) and fully
frustrated (FFB, triangle) bilayers. The red star denotes the
QCEP, where the red line terminates on the black one.
where ~Ti = ~Si,1 + ~Si,2 is the total spin of dimer i [18, 19].
Clearly Eq. (2) has one purely local conservation law, on
~T 2i , for every dimer in the system. Henceforth we restrict
our considerations to the case S = 1/2. Thus Ti takes the
values 0 [a dimer singlet (DS), indicated by the ellipsoids
in Fig. 1] or 1 [a dimer triplet (DT)]. For a given set {Ti},
the first term of Eq. (2) is the Hamiltonian of an open
n-site spin-1 cluster, which is nonzero only for groups of
n ≥ 2 neighboring DTs; the second term counts these
DTs relative to DSs.
As first noted [20] for the fully frustrated S = 1/2
ladder, the model of Eq. (2) possesses a first-order DS-
to-DT QPT as a function of the coupling ratio J⊥/J‖; the
two possible ground states are characterized by all Ti = 0,
when J⊥ is dominant, or all Ti = 1 when the combination
of J‖ and J× forces the creation of DTs. For the FFB,
the ground state in the DT phase exhibits long-range
antiferromagnetic order of the triplet states, which we
denote DTAF. Based on energy arguments comparing the
DS state with the spin-1 square-lattice Heisenberg model
equivalent to the DTAF state, this transition is known
to occur at J⊥,c = 2.3279(1)J‖ [21]. Several authors
have studied this system, notably by the construction of
exact states [22, 23] and in a magnetic field [24–26], and
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FIG. 2. Thermodynamic properties of the FFB determined
from QMC simulations. (a) Magnetic susceptibility, χ(T ),
shown for a wide range of coupling ratios. (b) Energy, E, as
a function of J⊥/J‖ for different temperatures. (c) Specific
heat, C(T ), computed at J⊥/J‖ = 2.31. Inset: Finite-size
scaling of peak height, Cmax. (d) Singlet density, ρs, as a
function of J⊥/J‖ for different temperatures.
its geometry is realized in the material Ba2CoSi2O6Cl2
[27, 28], albeit with predominantly XY interactions.
We use stochastic series expansion [29] quantum Monte
Carlo (QMC) simulations with directed loop updates
[30, 31] to examine the thermodynamic properties of the
FFB in the vicinity of the QPT. It has been shown re-
cently [13, 17, 32, 33] that QMC methods can be ap-
plied to such highly frustrated systems by expressing the
Hamiltonian in the dimer basis [Eq. (2)]. The sign prob-
lem is entirely absent in perfectly frustrated models, in-
cluding the FFB, and is only moderately serious over a
wide range of coupling ratios corresponding to imperfect
frustration, as we show in Sec. S1 of the Supplemental
Material [34]. Combined with a parallel tempering ap-
proach [13], required to enhance state mixing in the vicin-
ity of the first-order QPT, we access system sizes 2×L×L
up to L = 48 within the temperature regime relevant for
the critical point (T & 0.3J‖). At lower temperatures,
strong hysteresis effects appear for couplings close to the
QPT.
The thermodynamic properties obtained from QMC
simulations for the FFB are shown in Fig. 2. The mag-
netic susceptibility, χ(T ) [Fig. 2(a)], provides a clear
characterization of the gapped DS phase for J⊥ > J⊥,c,
namely an exponentially rapid rise to a broad peak, and
of the DTAF phase for J⊥ < J⊥,c, where χ approaches
a finite value at low T ; this constant is the same as for
the spin-1 Heisenberg model on the square lattice. The
first hint of critical-point behavior is provided by the
energy [Fig. 2(b)], which shows a clear discontinuity as
a function of the coupling ratio at lower temperatures,
3but a continuous evolution at higher ones. To examine
this in more detail we consider the dimer singlet density,
ρs = 〈Ns〉/Nd, where Nd is the number of dimer (J⊥)
bonds and Ns =
∑
i Ps,i the number operator for sin-
glets on these bonds, Ps,i being a local singlet projector
on bond i; the DT density is simply ρt = 1 − ρs. In the
ground state, ρs jumps directly from 0 to 1 at J⊥,c. We
observe [Fig. 2(d)] that this discontinuity persists up to
T ' 0.54J‖, whereas ρs varies smoothly across J⊥,c at
higher T . Thus although magnetic order is found only
in the DTAF at T = 0, the transition from predomi-
nantly DT to predominantly DS character persists as a
first-order line to finite temperatures, of the same order
as the interaction parameters, before terminating at an
apparent critical point.
To rationalize the appearance of critical-point physics,
we note that the singlet and triplet states on each dimer
unit form a binary degree of freedom. This effective Ising
variable corresponds to the two distinct irreducible rep-
resentations of the spin in the two-site unit cell (2⊗ 2 =
1⊕3). The line of first-order transitions from DS- to DT-
dominated states at finite temperatures may thus termi-
nate at a finite-T Ising critical point, which resembles
the liquid-gas transition. This result reflects a key addi-
tional property of the SU(2)-symmetric frustrated bilayer
model. Although the continuous symmetry precludes a
finite order parameter at T > 0, thermal fluctuations of
the binary variable, whose origin lies in the two-site na-
ture of the unit cell, nevertheless stabilize a critical point.
To identify this Ising critical point in the FFB, we em-
ploy finite-size scaling of several thermodynamic quan-
tities. In Fig. 2(c) we show that the specific heat,
C(T ), computed at J⊥ ≈ J⊥,c, develops a sharp peak at
T ' 0.55J‖. The logarithmic form [41] of the size-scaling
of the peak height (Cmax, shown in the inset) indicates
that the transition we observe is consistent with emerging
Ising universality.
Our most accurate means of locating the critical
point is to compute the singlet susceptibility, χs =
β/Nd(〈N2s 〉−〈Ns〉2). Figure 3(a) shows that χs(T ), com-
puted for a value of J⊥/J‖ very near our final estimate of
the critical point and for a number of system sizes, also
shows a sharp peak at the same temperature. The in-
set shows the dependence on L of the peak maximum,
χmaxs , scaled by L
7/4 [42], where the curve becoming
flat (around J⊥/J‖ = 2.315) is in accord with 2D Ising
universality. At smaller (larger) values of J⊥/J‖, the
rescaled χmaxs bends downwards (upwards) with increas-
ing L, indicative of subcritical (first-order) behavior.
We draw the coupling-temperature phase diagram of
the FFB in Fig. 3(b). Our estimate of the Ising critical
point is (J⊥,I , TI) = (2.315(1)J‖, 0.517(3)J‖), where TI
is based on finite-size scaling of the form Tmax(L)−TI ∝
1/Lν , with ν = 1 for 2D Ising criticality [43] [inset,
Fig. 3(b)]. Although this first-order line appears to be
very steep on the scale of Fig. 3(b) (J⊥,c = 2.3279(1)J‖ at
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FIG. 3. (a) Singlet susceptibility, χs(T ), computed for sys-
tems of different sizes, L. Inset: finite-size scaling of the
rescaled peak height for different values of J⊥/J‖. (b) Phase
diagram of the FFB. The dashed line marks the finite-
temperature first-order transition and the red dot the Ising
critical point, (J⊥,I , TI) = (2.315(1)J‖, 0.517(3)J‖). Blue
and green colors represent respectively the pure DTAF and
DS phases at T = 0, where the QPT occurs at J⊥,c =
2.3279(1)J‖. Inset: Finite-size scaling of the temperature,
Tmax, of the peak in χs(T ) for coupling ratio J⊥/J‖ = 2.315.
T = 0 [21]), its precise shape is a non-trivial consequence
of the interplay between quantum and thermal fluctua-
tions, which we analyze in Sec. S2 of the Supplemental
Material [34].
To address the generality of this critical-point phe-
nomenology, we consider the bilayer model away from
perfect frustration. We first draw the ground-state phase
diagram connecting the FFB to its unfrustrated counter-
part (Fig. 1). The UFB also has two phases at T = 0,
an ordered S = 1/2 bilayer AF (BAF) at small J⊥ and a
DS phase otherwise. This model has been studied exten-
sively, including in Refs. [44–48], and the QPT is known
to occur at J⊥/J‖ = 2.5220(2) [48]. This transition is
second-order, with 3D O(3) universality and continuous
growth of the BAF order parameter, which is quite dif-
ferent from that of the DTAF (insets, Fig. 1).
We compute the ground-state phase diagram by
the method of infinite projected entangled pair states
(iPEPS) [49–51], which is a variational tensor-network
ansatz for a 2D wave function in the thermodynamic
limit. As we discuss in Sec. S3 of the Supplemental Mate-
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FIG. 4. (a) Energies of the DTAF and DS phases as func-
tions of J⊥/J‖ at J×/J‖ = 0.6; the line-crossing marks the
first-order transition. Full lines show (simple-update) iPEPS
results with D = 10, dashed lines the D → ∞ extrapolated
results. (b) Corresponding singlet density, ρs, and local mag-
netic moment, m. (c)-(d) As for (a)-(b) with J×/J‖ = 0.4,
where the transition is between DTAF and BAF. (e) Discon-
tinuity in ρs, taken from data extrapolated in D, shown along
the entire first-order transition line of Fig. 1.
rial [34], the accuracy of this technique can be controlled
systematically by the bond dimension, D, of the tensors,
and tensor optimization was performed using both the
simple- [52, 53] and full-update approaches [51, 54]. Es-
timates of energies, singlet densities, and magnetic order
parameters in the limit of infinite D were obtained by
extrapolation in 1/D [55], as illustrated in the Supple-
mental Material [34]. We show our results in Figs. 4(a)
and 4(b) for a constant frustration ratio J×/J‖ = 0.6 and
in Figs. 4(c) and 4(d) for J×/J‖ = 0.4. A discontinuous
transition is evident in both cases.
Critical couplings for the first-order transition line were
determined from the intersection of the energies of the re-
spective phases [Figs. 4(a) and 4(c)]. The second-order
transition line was determined from the vanishing of the
BAF order parameter (obtained by full-update optimiza-
tion and extrapolation). We find that the phase di-
agram, shown in Fig. 1, possesses a first-order transi-
tion, out of the DTAF phase, for all values of J×/J‖.
The line of continuous BAF-to-DS transitions extends
from the UFB transition to the point J⊥ = 1.638(15)J‖,
J× = 0.520(5)J‖, where it terminates on the first-order
line. By the definition of Refs. [2, 4], this is a QCEP –
a CEP occurring at T = 0. The term QCEP has been
applied by some authors to field-induced magnetic tran-
sitions in heavy-fermion systems, apparently to describe
critical-point physics (termination of a first-order line)
[56], but not in all discussions of the same topic [57].
To our knowledge, there has been very little discussion
of the QCEP. In studies of the CEP [4], it is proposed
that the critical properties of the terminating line should
be reflected in the properties of the discontinuities on the
first-order line in the vicinity of the CEP. Unfortunately,
we are not presently able to perform finite-T calculations
in the vicinity of the QCEP [34]. However, from calcu-
lations of ρs, of the type shown in Figs. 4(b) and 4(d),
we are able to deduce the size of the discontinuity, ∆ρs,
along the first-order line at T = 0 [Fig. 4(e)]. Because ρs
is related to the energy density, no jump is expected in
∆ρs on passing through the QCEP, due to the continuous
nature of the BAF-DS transition. While ∆ρs is indeed
continuous within our error bars, our data do suggest a
discontinuity in its slope across the QCEP. Certainly the
critical properties around the QCEP pose a challenge to
presently available numerical methods.
The limit of weak J⊥ and J× is of special interest in the
frustrated ladder, where the DT-to-DS transition may
become continuous [58] and there have been proposals
[59] of an intermediate phase. In the frustrated bilayer,
our calculations show that the first-order nature of the
transition is robust, with finite jumps in the singlet den-
sity [Fig. 4(e)] all the way to J⊥ = J× = 0. The value of
∆ρs in this limit can be understood from the convergence
of ρs to 1/4 as J⊥ → 0 in the UFB, where the two layers
of the BAF become uncorrelated, but the immediate van-
ishing of ρs when any finite J× at J⊥ = 0 stabilizes the
triplet state. We conclude that the 2D system remains
more conventional in this regard than the 1D case.
Returning now to the finite-T Ising critical point, we
expect this to persist all the way across the phase diagram
of Fig. 1 because of its association with the first-order
transition. For confirmation, we perform QMC simula-
tions at J× = 0.7J‖, where the sign problem remains
moderate. As shown in Sec. S1 of the Supplemental Ma-
terial [34], our results establish that the critical point
is still present, occurring at T = 0.45(1)J‖. While we
are unable by QMC simulations to study the first-order
DTAF-to-BAF transition line, our iPEPS calculations of
ρs indicate that the binary character of the dimer spin
is preserved. We stress that the physics of this line of
critical points is a consequence not only of the first-order
line but also of the Ising degree of freedom arising due to
the dimer-based unit cell.
In summary, we have shown that the frustrated S =
1/2 bilayer with only Heisenberg interactions possesses a
line of finite-temperature critical points related to a line
of first-order transitions in its zero-temperature phase di-
agram. A second line, of continuous transitions from the
rung-singlet to the bilayer-ordered phase, terminates on
the first line, creating a QCEP. Understanding the criti-
5cal properties around the QCEP sets a challenge for the-
ory and numerics both in 2D and in higher dimensions.
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Supplemental Material for “Thermal Critical Points and Quantum Critical End Point
in the Frustrated Bilayer Heisenberg Antiferromagnet”
J. Stapmanns, P. Corboz, F. Mila, A. Honecker, B. Normand, and S. Wessel
S1. QMC sign problem
The accuracy of our thermodynamic calculations
(Figs. 2 and 3 of the main text) is attainable because
the FFB is amenable to sign-problem-free QMC simula-
tions. These are based upon the very simple form of the
Hamiltonian at J× = J‖ [Eq. (2) of the main text] when
expressed in the dimer spin basis,
~Ti = ~Si,1 + ~Si,2, (S1)
of the J⊥ bonds. On moving away from this fully frus-
trated limit, the Hamiltonian takes the form [S1, S2]
H = 12 (J‖ + J×)
∑
i,j
~Ti · ~Tj + 12 (J‖ − J×)
∑
i,j
~Di · ~Dj
+J⊥
∑
i
[ 12
~T 2i − S (S + 1)], (S2)
which for J× 6= J‖ contains the spin-difference operators
~Di = ~Si,1 − ~Si,2. (S3)
The DD terms cause the sign problem to reappear.
As discussed for the frustrated ladder in Ref. [S1], a 1D
system with only DD (and no DT ) terms has only a mild
sign problem over much of the J× 6= J‖ phase diagram.
This can be traced to the fact that QMC configurations
with a negative sign are rare with respect to the full con-
figuration space and are completely absent for a ladder
with open boundary conditions [S2]. For a finite lad-
der with periodic boundary conditions, negative-weight
configurations contain a string of bond operators, when
formulated within the stochastic series expansion, that
spans the full spatial extent of the system, and the prob-
ability for such configurations is suppressed strongly by
increasing the system size at low temperatures.
By contrast, negative-weight QMC configurations oc-
curring in the frustrated bilayer may contain bond op-
erators from only a small part of the lattice, i.e., in 2D
these configurations need not span the system and do ap-
pear with open boundary conditions. Hence we do suffer
from strong sign problems in our QMC simulations suf-
ficiently far from the fully frustrated limit. To examine
the onset of the sign problem in more detail, we have
performed a scan, over the full parameter space of the
Hamiltonian in Eq. (S2), to measure the average sign,
〈sign〉, of the QMC configurations sampled. The results
obtained for a moderate system size, L = 10, and at a
temperature of T = 0.05J‖, are represented by the color
scale in Fig. S1. The behavior of 〈sign〉 is correlated with
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FIG. S1. Calculation of 〈sign〉, with L = 10 and T = 0.05J‖,
within a dimer-basis formulation of the QMC algorithm. Solid
lines reproduce the phase boundaries shown in Fig. 1 of the
main text.
the location of the phase boundaries in the ground state
(reproduced from Fig. 1 of the main text). Although
neither the BAF phase nor the transitions into it are ac-
cessible in the dimer basis, the sign problem does remain
moderate in large parts of the other two phases.
For practical purposes, a value 〈sign〉 & 0.1 can still
be tolerated in our QMC simulations, i.e., compensated
by increasing the QMC sampling (the CPU time) by a
factor of 100. As an example of working at partial frus-
tration, we illustrate our estimation of the critical tem-
perature at frustration ratio J× = 0.7J‖ (reported in the
main text). As in Fig. 2(d) of the main text, we com-
puted the singlet density, ρs, at different temperatures
as a function of the coupling ratio J⊥/J‖, achieving a
maximum system size of L = 24. As Fig. S2 makes
clear, we observe a clear jump in ρs near J⊥/J‖ = 1.93
for temperatures T ≤ 0.44J‖, whereas this quantity ex-
hibits a continuous growth for T ≥ 0.46J‖. Thus we
estimate the location of the critical point at J× = 0.7J‖
to be (J⊥,I , TI) = (1.93(1)J‖, 0.45(1)J‖). We comment
that the corresponding first-order transition point in the
ground state, which we located by our iPEPS calcu-
lations, is J⊥,c = 1.9375(8)J‖, and hence the finite-T
first-order line at J× = 0.7J‖ shows the same weak T -
dependence as at full frustration.
With current computer power it becomes practically
impossible to perform reliable QMC simulations beyond
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FIG. S2. Singlet density, ρs, calculated on a system of size
L = 24 with frustration ratio J× = 0.7J‖, shown for different
temperatures as a function of coupling ratio J⊥/J‖.
the regime represented in red in Fig. S1. In the present
case, the sign problem prevents us from studying the re-
gion of the QCEP by QMC, and also from following the
line of finite-temperature Ising critical points below frus-
tration values J×/J‖ ≈ 0.7. For either purpose, accu-
rate thermodynamic studies would require system sizes
considerably larger than that used in Fig. S1. For fu-
ture analysis it may be necessary to investigate whether
the sign problem can be alleviated in the vicinity of the
QCEP by further optimizing the local computational ba-
sis using a more general unitary transformation. We com-
ment in closing that the UFB at J× = 0 is a bipartite
system, which can be studied in detail by QMC simu-
lations in the conventional site basis without encounter-
ing a sign problem, and indeed many previous studies of
the UFB have been performed in this way, including in
Refs. [S3, S4].
S2. Finite-temperature transition line
Here we discuss in detail the form, in the space of cou-
pling ratio and temperature, of the finite-T first-order
line in the FFB. As noted in the main text, in general
one expects the level crossing between the DT- and DS-
dominated phases to move to a different coupling ratio
as a function of temperature, which influences the two
phases quite differently. However, it is clear in Fig. 3(b)
of the main text that the effects of thermal fluctuations
are not very strong on the scale of the entire parameter
space.
For a full analysis of the problem, we consider the free
energies on the two sides of the transition line, F1(x, T )
and F2(x, T ), where x = J⊥/J‖ denotes the coupling
ratio in the FFB. Let 1 denote the DTAF phase, which is
gapless, and 2 the DS phase, which is gapped. At finite
temperature, Fi(x, T ) = Ei(x, T ) − TSi(T ) (i = 1, 2),
where E1(x, 0) and E2(x, 0) are the ground-state energies
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FIG. S3. Phase diagram of the FFB showing in detail the
region of the finite-T first-order transition line (dashed). As
in Fig. 3(b) of the main text, the red dot marks the Ising
critical point, (J⊥,I , TI) = (2.315(1)J‖, 0.517(3)J‖), com-
puted by QMC and the black dot the QPT at (J⊥,c, T ) =
(2.3279(1)J‖, 0), taken from Ref. [S5].
and we take Si(T ) to be x-independent in the vicinity of
the QPT. Because the model is in two spatial dimensions,
the specific heat of the DTAF should obey Cv(T ) = aT
2,
whence by integration
E1(x, T )− E1(x, 0) = 13aT 3 and S1(T ) = 12aT 2,
giving to a good approximation
F1(x, T ) = E1(x, 0)− 16aT 3.
In contrast to these power-law expressions, in the gapped
DS phase one expects only exponentially weak changes in
E2(x, T ) and S2(T ). By approximating the well-gapped
DS state using the response of a single dimer with the
same spin gap, ∆, we obtain
F2(x, T ) = −T lnZ2(x, T )
with
Z2(x, T ) = exp[−E2(x, 0)/T ]+3 exp[−(E2(x, 0)+∆)/T ],
leading to
F2(x, T ) = E2(x, 0)− T ln[1 + 3 exp(−∆/T )].
By equating the two approximate free energies we obtain
the location of the first-order transition line from the
equation
1
6aT
3 − T ln[1 + 3 exp(−∆/T )] = E1(x, 0)− E2(x, 0),
where a is the coefficient of the specific heat per spin-
1 entity in the DTAF, ∆ = J⊥ is the gap in the DS
phase, and E1(x, 0) and E2(x, 0) are respectively the
zero-temperature energies per dimer of the ordered and
gapped phases.
3We use the fact that E1(x, 0)−E2(x, 0) is precisely the
ground-state energy of the S = 1 square-lattice antifer-
romagnet (see Eq. (2) of the main text), and take both
this value and the coefficient a = 0.2441 from the QMC
simulations of Ref. [S6]. As Fig. S3 makes clear, these
considerations give an excellent account of the position
of the finite-T first-order line in the coupling-temperature
phase diagram of the FFB. The fundamental features of
the line are its vertical approach to J⊥,c as T → 0 and
the location of the critical point to the left of the zero-
temperature QPT. However, the latter is actually the
result of a competition between the power-law terms in
F1(x, T ) and the exponential behavior in F2(x, T ), which
causes the transition line to rise first to the right (ther-
mal fluctuations favor DTs) before bending back to the
left (temperatures higher than T/J‖ ≈ 0.3 favor the DS
phase). The crossover temperature appears to depend
smoothly on a but to vary linearly with ∆, with a coef-
ficient of approximately 0.15.
We stress once again the very narrow regime of cou-
pling ratios over which these effects take place in the
FFB. Nevertheless, the model provides an excellent ex-
ample of a system in which the interplay of quantum and
thermal fluctuations can be studied in the context of a
key physical consequence, namely the location of the line
of finite-T transitions.
S3. iPEPS
Infinite projected entangled pair states (iPEPS) are
a variational tensor-network ansatz which provides an
efficient representation of the ground states of 2D sys-
tems in the thermodynamic limit [S7–S9]. iPEPS may
be considered as a generalization of (infinite) matrix-
product states to two dimensions. The ansatz consists
of a unit cell of tensors repeated periodically on the lat-
tice. Here we use one tensor per dimer in the bilayer
model. Each tensor has one physical index representing
the local Hilbert space of the dimer and four auxiliary
indices with bond dimension D, which connect to the
four nearest-neighbor tensors. By using different unit-
cell sizes, iPEPS can represent states of differing broken
translational symmetry. We find that a unit cell with 2
tensors arranged in a checkerboard pattern is sufficient
to capture all the phases of the frustrated bilayer model.
For the optimization of the iPEPS wave function (i.e.,
finding the optimal variational parameters) we use both
the simple-update approach [S10], in which the trunca-
tion of a bond index is based on a local approximation of
the state, and by the more accurate, but computationally
more expensive, full-update method [S8, S11], where the
entire state is taken into account for the truncation. Con-
traction of the tensor network, required in the full-update
method and to compute expectation values, was per-
formed by a variant [S12] of the corner-transfer-matrix
renormalization-group method [S13, S14], in which we
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FIG. S4. (a)-(c) Energies of the DTAF and DS states calcu-
lated by the simple-update method with J×/J‖ = 0.6 for three
different values of J⊥/J‖ and shown as functions of the inverse
bond dimension. Solid symbols denote the extrapolated es-
timate in the infinite-D limit. (d) Squared local magnetic
moment calculated by the full-update method with J× = 0
for the indicated values of J⊥/J‖ and shown as a function
of 1/D. (e) Extrapolated value of m2 obtained from panel
(d). The blue diamond shows the critical coupling obtained
by QMC.
exploit the U(1) symmetry of the model [S15, S16].
Further details of iPEPS methods may be found in
Refs. [S11, S17].
To illustrate the procedure by which we obtain esti-
mates of physical expectation values from calculations
with finite bond dimension, Figs. S4(a)-S4(c) show ex-
ample data for the energies of the competing DTAF
and DS states close to first-order QPT for J×/J‖ = 0.6
[cf. Fig. 4(a) of the main text]. To estimate the energy
in the limit of infinite D, we take the average between
the value obtained by linear extrapolation in 1/D and
the value obtained from our largest D (= 10). The for-
mer typically provides a lower bound, because the energy
converges faster than linearly in 1/D, while the latter is
an upper bound. As the error bar we take half the dif-
ference between the extrapolation and the upper bound
(an approach similar to Ref. [S17]). From the intersec-
tion of the energy estimates for the two states, taking
the error bars into account, we deduce a critical value
J⊥/J‖ = 1.7803± 0.0014. For comparison, the value ob-
tained purely from our D = 10 data is J⊥/J‖ = 1.7805,
and thus the finite-D error is very small here.
In Fig. S4(d) we show full-update data for the square
of the magnetic order parameter in the UFB (J× = 0).
4To obtain an estimate in the infinite-D limit, here we use
a linear extrapolation in 1/D and an error bar given by
half the difference between the extrapolated and largest-
D values. Although this procedure provides only a rather
crude estimate of the order parameter, we stress that
it does allow us to determine the location of the con-
tinuous BAF-DS phase transition with reasonable accu-
racy, as shown in Fig. S4(e). In this example we find
that the order parameter vanishes at a critical value
J⊥/J‖ = 2.54(4), which is fully compatible with the
QMC result, J⊥/J‖ = 2.5220(2) [S4].
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