Abstract This paper concentrates on the use of Echo State Networks (ESNs), an effective form of reservoir computing, to improve microscopic cellular image segmentation. An ESN is a sparsely connected recurrent neural network in which most of the weights are fixed a priori to randomly chosen values. The only trainable weights are those of links connected to the outputs. The process of segmentation is conducted via two approaches: the basic form, which uses one reservoir, and our approach, which corresponds to using multiple reservoirs. Experimental results confirm the benefits of the second approach, which outperforms all state-of-the-art methods considered in this paper for the problem of microscopic image segmentation.
Introduction
Often regarded as the cornerstone of image analysis, image segmentation is a central problem in many studies. Microscopic cellular image segmentation is a very important and challenging task for the medical image processing community. In particular, image analysis in the field of cancer screening is a significant tool for cytopathology [1, 2] . Two principal reasons can be highlighted. First, the quantitative analysis of the shape and structure of nuclei in microscopic color images provides valuable diagnostic information to pathologists. Second, pathologists must consider a large quantity of information, particularly when the number of cancer screenings increases. Consequently, a segmentation scheme for microscopic cellular imaging must be efficient to enable further reliable analysis. Many cellular segmentation methods have been developed so far (see [1] for a review). They include active contours [3, 4] , neural networks [5] , spiking neuron networks [6] , and watershed [7] . However, efficient segmentation of cellular images remains an open issue.
In pathology, cells are usually stained with Papanicolaou international staining, which makes it possible to classify the pixels according to their color: background (white), cytoplasm (green), or nuclei (blue). However, this classification is not perfect. Indeed, a fraction of nuclei pixels can have the same color as cytoplasm pixels because of the variability of the nuclei, either according to the type of cell or to the chromatin distribution. In addition, for some cytology, the mucus present in the background can have the same color as some cells (either cytoplasm or nuclei). Another problem for the design of cellular segmentation schemes is how to evaluate the segmentation quality. Indeed, almost all segmentation schemes have some parameters. Human observation highlights that the values chosen for these parameters are very significant for the quality of the segmentation. However, for the automatic selection of optimal parameter values, the quality of segmentation must also be automatically evaluated [8] .
Reservoir computing (RC) refers to a recent paradigm in computational intelligence and deals with the separate training of recurrent neural networks (RNNs) and their output. Jaeger introduced Echo State Networks (ESNs), one possible realization of RC. ESNs have an important distinction from traditional RNNs: Only a linear output layer needs to be adjusted [9] . This simplifies the task of learning. An ESN is usually composed of hundreds or thousands of internal neurons. This promising model reflects some features of the biological brain. ESNs are sparsely connected RNNs, with most of their weights fixed a priori to randomly chosen values [10] . The only trainable weights are those on links connected to the outputs. ESNs have been successfully applied in data clustering [11] , image classification [12] , spectral image clustering [13] , image segmentation [14] , cell recognition [15] , information extraction [16] , and object classification [17] .
Thus, the main objective of this research is to classify different types of pixels in cellular images using an ESN. This is achieved via two approaches: the basic form with one reservoir and our approach, which corresponds to using multiple reservoirs. This is one-versus-the-rest approach, as used in many learning machine methods that rely on a decomposition scheme [18] . A similar structure to selforganizing maps has been observed [19] . As we shall demonstrate, our approach outperforms various state-ofthe-art methods. In artificial neural networks, choosing the right set of network parameters is important for a successful design, and this holds for ESNs. Therefore, the penultimate section of this paper discusses the choice of ESN parameters and provides guidance toward appropriate settings.
The structure of this paper is as follows. ''Echo State Networks'' section introduces the main aspects of ESNs. In ''Proposed ESN Architecture for Microscopic Pixel Classification'' section, we describe the basic ESN approach and the proposed architecture for cellular image segmentation. ''Experimental Results'' section is devoted to cellular segmentation results, an evaluation of the proposed method, and a comparison with other methods. ''Echo State Performance and Discussion'' section discusses the performance of ESNs. Finally, the main conclusions of this work are presented in ''Conclusion'' section.
Echo State Networks
Neurons are recurrently connected in the brain, and similar computational models integrating temporal information are needed to solve cognitive tasks. However, it is difficult to modify the synapses in such recurrent systems to improve their computational performance. One strategy is to view the recurrent system as a generic computational model and to concentrate learning efforts on the training of linear readouts. Such a strategy has been developed with ESNs [9] . These are discussed in the following sections.
Network Architecture
An ESN can be described as a graph with three sets of nodes, namely the input units, internal network units, and output units [9] . Figure 1 depicts the overall scheme of an ESN. We distinguish four sets of weights: w in , the weights from the input layer to the reservoir layer; w, the reservoir weights; w back , the recurrent connections from the output to the reservoir layer; and w out , the connections from the input and reservoir layer to the output layer.
The reservoir is the biggest layer. There can be direct connections between the input and output layers and feedback connections can run from the output to the reservoir and to itself. The reservoir contains a number of feedback connections, because the neurons are randomly connected to each other. These connections are typically sparse. The size N of the reservoir and the sparsity of the connections within the reservoir are meta-parameters that are not usually critical. The computational power of ESN comes from the short-term memory capability of the reservoir.
Given an ESN with K inputs and L outputs, we can write the state x(t) at time t of a reservoir of N neurons as:
where f(.) is the reservoir's nonlinear activation function, w is the N Â N reservoir weight matrix, w in is the N Â K input weight matrix, w back is the N Â L output feedback weight matrix, and u(t) is the input data. The L-dimensional network output is given by: yðtÞ ¼ gðw out ðuðtÞ; xðtÞ; yðt À 1ÞÞÞ ð2Þ
where g(.) is the output activation function (typically the identity or a sigmoid) and w out is a L Â ðK þ N þ LÞ output weight matrix. 
ESN Training
The concept of RC was proposed to overcome the training difficulties of RNNs. The core idea of RC consists of using a large RNN as a ''pool'' of excitable complex neural dynamics, from which readout neurons can learn to extract the current state of the network. This reduces the complexity of training to simple linear regression, while preserving the recurrence property of the network.
RC consists of learning the weights of the outgoing connections from the reservoir to the output (see Fig. 1 ). The internal topology and weights remain unchanged during the teaching process. All weights except w out are fixed prior to training, with random values chosen to ensure that Echo State Property (ESP) exists. The ESP implies that the reservoir states asymptotically depend on the input, rather than the initial state of the reservoir [20] . To account for the ESP, the eigenvalues of W should lie inside the unit circle. This may involve scaling the reservoir connection weights w as w aw=q max , where jq max j is the largest spectral radius among the absolute values of the eigenvalues of w and 0\a\1 is a scaling parameter. The spectral radius of the reservoir matrix should be less than 1 to ensure that the network possesses the ESP (see [9, 21] for more details).
During the training process, the input vectors are fed into the ESN, and the output is read after several iterations, i.e., when the reservoir output becomes stable for a given input vector. The desired output y teach ðtÞ and actual ESN output y(t) are compared, and the error is used to update the output weights; all other weights in the ESN remain fixed. Different methods can then be used to train the linear readout function and thus to determine the elements of the L Â ðK þ N þ LÞ output weight matrix w out . A complete overview and discussion of the techniques reported in the literature for training the readout function of the reservoir can be found in [9, 22] and [23] .
As demonstrated in [24] , the output weights w out should be computed so as to minimize the mean-squared training error MSE train . The error e train ðtÞ at the current time step is the difference between the target signal y teach ðtÞ and the network output y(t) : where the effect of nonlinear output is handled by g À1 . The output weights w out are determined such that e train is minimized in the mean-squared error (MSE) sense:
where n max is the number of training examples and n min is the initial washout time. The ESP means that the dynamic reservoir needs some time until the effects of initial transients are washed out, and these initial samples should not be considered when calculating the output weights. In a training algorithm, based on the pseudo-inverse, the following steps calculate the optimal output weights w out :
• Dismiss data from initial transients when n\n min , and collect the remaining input and network states ðu teach ðtÞ; xðtÞÞ for each time step in a row-wise manner to form an ðn max À n min Þ Â ðN þ KÞ matrix M [N : reservoir size, K : input units]; • Collect target signals g À 1ðy teach ðtÞÞ for each output neuron and time step to form an
• Compute the pseudo-inverse M þ and set
where ð:Þ þ denotes the pseudo-inverse and ð:Þ T is the transposition of a matrix.
• The ESN is now trained and can be used. Once trained, the system can be used for classification purposes by running unseen data through the ESN to generate a classification.
Proposed ESN Architecture for Microscopic Pixel Classification
In this section, we describe the basic ESN architecture and the proposed form developed for the classification of pixels in microscopic images. We start by presenting the problem.
Microscopic Pixel Classification
For the class of microscopic images, a microscopy expert has to choose representative images that effectively describe the whole segmentation problem (i.e., the ground truth). This ground truth database can be used for the learning step and also provides a reference segmentation with which to evaluate the relevance of an automatic segmentation. In the following sections, we consider a publicly available database of microscopic images from bronchial cytology [25] . 1 The pixels in these images must be classified into one of the following classes: background, cell cytoplasm, or cell nuclei. Pixels are assigned a label specifying their class (2: nucleus, 1: cytoplasm, 0: background). Figure 2a , b shows a microscopic color image and its ground truth. The image dataset has been split to produce training and test sets. All images have the same width and height (752 Â 574 pixels).
The problem to be solved with such a dataset is pixel classification. Using an ESN, we want to classify each pixel of an image as background, cytoplasm, or nuclei. Once this classification has been performed, each cell can be isolated and its features computed so that the cell can be classified as benign or malignant. This final task is beyond the scope of the paper, and we consider only the task of pixel classification. As detailed in [26] , although image processing automation is one of the oldest fields in cytopathology, the accurate classification of nuclei pixels still poses considerable difficulties for computational approaches.
The dataset [25] is the only publicly available dataset with associated labeling information. Previous studies using this dataset [6, 25, 27] have shown that such a realworld classification problem is very difficult [28] .
Basic ESN Approach
The basic architecture consists of three layers of neurons: an input layer, a recurrently connected reservoir layer, and an output layer (Fig. 3) . Each neuron in a layer is randomly connected to neurons in the next layer. The first layer is composed of three input units, which correspond to normalized values of the color pixels of each image in the training sequence. Images are normalized to the range [0, 1] as follows:
where x i corresponds to the RGB value of a color pixel and maxðx i Þ, minðx i Þ are the maximum and minimum values of x i , respectively. In the second layer, we distinguish the reservoir that recognizes the three outputs. After completing the supervised learning of the input pixels in correspondence with the ground truth image, each pixel will be assigned to one winning class (background, nuclei, or cytoplasm). The third layer corresponds to the three outputs units. The maximum response is used to determine the pixel class.
Proposed ESN Approach
Our proposed architecture consists of four layers of neurons (Fig. 4) . The first layer corresponds to three inputs units, corresponding to normalized values of the color pixels of each image in the training sequence. Images are normalized to the range [0, 1] using Eq. (7).
In the second layer, we distinguish two reservoirs that have the same properties. The computations in each reservoir are independent of those in the other. The first reservoir separates background from both cytoplasm and nuclei. The second separates nuclei from both background and cytoplasm. After completing the supervised learning of the input pixels in correspondence with the ground truth image for each reservoir, each pixel will be assigned to one winning class (background versus rest or nuclei versus rest) in the third layer. The final output is obtained by superposing the two previous outputs from the third layer based on the maximum value of the class number.
Note that neither architecture has any direct connections between the input and output layers. Similarly, there are no feedback connections from the output layer to previous layers. Only the reservoir layer contains recurrent connections. The input layer is fully connected to the reservoir. In this case, Eqs. (1) and (2) become:
yðtÞ ¼ gðw out xðtÞÞ ð9Þ
Our method of pixel classification using an ESN is described in Algorithm 1.
Algorithm 1 Implementation of pixel classification using ESN
Step 1: Build an untrained network that has the ESP and whose internal units exhibit different dynamics
Randomly generate an internal weight matrix w 0 with a particular degree of connectivity Normalize w 0 to a matrix w 1 by putting w 1 ¼ 1=ðjqðw 0 ÞjÞ where jqðw 0 Þj is the spectral radius of w 0 Scale w 1 to w ¼ aw 1 , where a\1, such that w has a spectral radius of a Randomly create the input and output weight matrices w in and w
out
Step 2: Train the ESN Feed the training images into the network and save the reservoir states for each input
Step 3: Compute output weights w out After presenting the complete training set to the network, find the output weights using a linear solver (pseudo-inverse approach), given the state of the reservoir and the desired target for each input image Step 4: Use the ESN With the trained output layer, the network can be used in test mode
In both the training and exploitation of the ESN, it is common to discard the first 100 values of a sequence to wash out the effect of the initial network state [24] .
Experimental Results

Classification Results
Our pixel classification approach is a supervised technique. In the learning step, we generate a training set from three images containing objects with wide variability. These images have been manually segmented by an expert in cytopathology (Fig. 2b) . A test set was also created from five other representative images.
However, in all of the experiments, the reservoir size was held constant at 100 units, whose weight matrix had a sparse connectivity of 10 % and which was scaled to a spectral radius of 0.8 (see next section for parameters selection). Hyperbolic tangent activation functions f(x) = tanh(x) were used for the reservoir units. The output units act only as summation units, i.e., gðxÞ ¼ x. The input, reservoir, and readout weights were randomly initialized at the beginning of the training process [29] . During the training, the weights were updated using the pseudo-inverse of different states. The network was stopped once all images had been presented for training.
The images in Fig. 5 compare the segmentation results given by our segmentation scheme to the expert segmentation and basic ESN approach. Note that the mucus present in all images was correctly identified as background.
Evaluation Methods
The resulting evaluation step is very important. The evaluation uses a reference manual segmentation provided by an expert and provides a recognition quality index. The common accuracy measures the average percentage of pixels correctly classified to both the foreground and background classes. Thus, several classification rates were used to assess our approach. These are expressed as follows [30] :
R 0 ¼ Number of pixels well classified Number of pixels of the image ð10Þ
Number of nuclei pixels well classified Number of nuclei pixels of the image ð11Þ R 2 ¼ Number of background pixels well classified Number of background pixels of the image ð12Þ
Tables 1 and 2 present the recognition accuracy of our approach for each cellular image of the training and test sets. The most important (and difficult) task is the efficient classification of nuclei pixels, as this allows the differentiation of benign and malignant cells (Fig. 5, fifth row) . The tables present the different accuracy rates for the four measures expressed above. From Table 1 , it is apparent that our ESN-based approach produced highly accurate nuclei recognition, with R 1 values of 88.27-92.45 %, (average 89.76 %). Table 2 indicates that our ESN also recognized the nuclei in the test set with high accuracy, achieving R 1 values between 75.05-91.87 %, with an average accuracy of 86.06 %. Table 3 compares the classification accuracies obtained by the methods of Meftah [6] , Meurie [25] , and Dumont [27] , and for different classifiers and ESN methods using the test set. Our approach clearly outperforms all of these state-of-the-art methods and achieves superior performance to the basic ESN approach.
The performance of our approach is also illustrated in Fig. 5 , where it can be seen that background and cytoplasm classification is almost perfect, even for some very difficult cases in which the pixel color is very close to that of the nuclei (because of the mucus in the background). For the nuclei classification, the results are good for all cells, except those with a very pale color close to that of the background or the cytoplasm. This inaccuracy can easily be corrected by the use of a local region refinement to obtain the final segmentation, as described in [30] .
Echo State Performance and Discussion
One difficulty in dealing with ESNs is that a large number of parameters are involved, and their values can have a significant influence on performance. Jaeger [31] identified some parameters that should be carefully selected to develop an effective ESN: reservoir size, spectral radius of the reservoir weight matrix, and the scaling of inputs. Alexandre et al. [32] , Yuanbiao et al. [33] , Venayagamoorthy et al. [34] , Koryakin et al. [35] , Best rate shown in bold and Rodan et al. [36] have also discussed the choice of ESN parameters. To achieve acceptable ESN performance, there is a need to develop a specific experimental design for each individual image in the microscopic cell database cited in ''Microscopic Pixel Classification'' section and to test different values of each parameter over a wide range. However, the following gives some guidance on individual parameter settings.
The metric used to evaluate the network performance is the root mean square error (RMSE), sometimes called root mean square deviation (RMSD). RMSE is commonly used to quantify the difference between a target signal y teach ðtÞ and the network output y(t), i.e., the current class output (background or cytoplasm or nuclei) (Fig. 4, final layer) . The RMSE is calculated as:
Reservoir Size
One crucial parameter in the model is the number of units in the reservoir. The topology of the reservoir has an important role in the performance of the segmentation process. In general, the size of the reservoir should be increased to obtain good results. Figure 6 shows the variation in system performance for reservoir sizes from 5 to 500 neurons. For each image in the dataset and each reservoir size, the experiments were repeated and the average test RMSE was calculated.
Generally, a greater number of neurons in the reservoir will produce better results, but increase the simulation time. Nevertheless, the number of neurons must be designed to correspond to the desired application. As training and running an ESN is computationally cheap compared to other RNN approaches, reservoir sizes of order 10 4 are not uncommon [37] .
Spectral Radius
Next, we sought to determine the optimal value of the spectral radius a. A diligent choice of a in the reservoir weight matrix is of crucial importance for the eventual success of ESN training. This is because a is intimately connected to the intrinsic timescale of the dynamics of the reservoir state. The spectral radius determines how quickly the influence of an input dies out in a reservoir and how stable are the reservoir activations. a it is typically small for fast learning dynamics and large for slower dynamics [9] . Experiments were conducted to verify whether the spectral radius could be extended using the ESN. A reservoir size of 100 neurons was used. For each image in the dataset and each spectral radius, the experiments were repeated and the average test RMSE was calculated. Figure 7 illustrates the variation in system performance with different values of the spectral radius. Note that the range of the spectral radius was set to [0.05, 0.9] and was increased in steps of 0.05. We can conclude that the system performed well with a ¼ 0:8, a value confirmed by [34] .
Input Scaling
Input scaling determines how far the hidden states are pushed away from the linear part of the activation function by the input; in other words, it measures the overall nonlinearity of the reservoir.
Experiments were carried out to verify whether input scaling could be used by the ESN. A reservoir size of 100 neurons was used. For each image in the dataset and each input scaling, the experiments were repeated and the average test RMSE was calculated. Figure 8 shows the variation in system performance with different settings of the input scaling. The input scaling was varied in the range [0, 10] . We can conclude that the system performs well for any positive input scaling far from zero. This parameter is not of critical importance to ESN training once it is above 4.
Complexity Evaluation
Complexity is an important element, as its estimation is often used to understand classifiers' behavior. The complexity is strongly related to the time and memory requirements of the algorithm. Table 4 presents the complexity of the learning steps for each of the classifiers considered in the performance comparison (Table 3 , ''Evaluation Methods'' section). In Table 4 , n denotes the number of training examples, d is the number of dimensions of each example, and k is the number of classes. It can be seen that the complexity of the proposed ESN approach is similar to that of the least complex approaches, such as KNN or Bayes, when the ESN reservoir size is reasonable. This is the case in our proposed method, as we have chosen a reservoir of 100 units in all of our experiments. This behavior is to be expected, because ESN basically perform linear regression, the complexity of which is largely the cost of matrix inversion (Step 3 of Algorithm 1).
Conclusion
In this paper, an ESN model has been used to classify different types of pixels in cellular images. We examined two approaches: the basic form with one reservoir and a novel approach that corresponds to the use of multiple reservoirs. Based on the results presented in the previous section and the remarks listed above, we can conclude that the proposed ESN can be used as an efficient tool for improving the output performance of cellular segmentation. Our ESN yielded highly satisfying results when compared to other methods. ESNs have been widely studied, although they have only recently been developed. An essential and difficult problem for this kind of model is whether specific reservoir architectures could improve performance. Usually, the reservoir is a random structure, optionally subjected to an adaptation mechanism. This study has also examined the importance of the choice of the ESN parameters. 
