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We argue that a complete description of quantum annealing (QA) implemented with continuous variables
must take into account the non-adiabatic Aharonov-Anandan geometric phase that arises when the system
Hamiltonian changes during the anneal. We show that this geometric effect leads to the appearance of non-
stoquastic terms in the effective quantum Ising Hamiltonians that are typically used to describe QA with flux-
qubits. We explicitly demonstrate the effect of these geometric interactions when QA is performed with a system
of one and two coupled flux-qubits. The realization of non-stoquastic Hamiltonians has important implications
from a computational complexity perspective, since it is believed that in many cases QA with stoquastic Hamil-
tonians can be efficiently simulated via classical algorithms such as Quantum Monte Carlo. It is well-known
that the direct implementation of non-stoquastic interactions with flux-qubits is particularly challenging. Our
results suggest an alternative path for the implementation of non-stoquastic interactions via geometric phases
that can be exploited for computational purposes.
Introduction.—It is well known that the solution of com-
putational problems can be encoded into the ground state of
a time-dependent quantum Hamiltonian. This approach is
known as adiabatic quantum computation (AQC) [1–3], and
is universal for quantum computing [4] (for a review of AQC
see Ref. [5]). Quantum annealing (QA) is a framework that in-
corporates algorithms [6–8] and hardware [9–13] designed to
solve computational problems via quantum evolution towards
the ground states of final Hamiltonians that encode classical
optimization problems, without necessarily insisting on uni-
versality or adiabaticity.
QA thus inhabits a regime that is intermediate between
the idealized assumptions of universal AQC and unavoid-
able experimental compromises. Perhaps the most signifi-
cant of these compromises has been the design of stoquas-
tic quantum annealers. A Hamiltonian H is stoquastic with
respect to a given basis if H has only real nonpositive off-
diagonal matrix elements in that basis, which means that its
ground state can be expressed as a classical probability dis-
tribution [14, 15]. Typically, one chooses the computational
basis, i.e., the basis in which the final Hamiltonian is diag-
onal. The computational power of stoquastic Hamiltonians
has been carefully scrutinized, and is suspected to be limited
in the ground-state AQC setting [5]. E.g., it is unlikely that
ground-state stoquastic AQC is universal [16]. Moreover, un-
der various assumptions ground-state stoquastic AQC can be
efficiently simulated by classical algorithms such as quantum
Monte Carlo [14, 15, 17, 18], though certain exceptions are
known [19, 20].
One is thus naturally motivated to consider a departure from
the stoquastic setting. Indeed, this is the setting of proofs of
the universality of AQC and of various specific results that use
non-stoquasticity to improve upon the performance of a sto-
quastic Hamiltonian [21–26]. For example, it is known that
non-stoquastic interactions that are turned on temporarily dur-
ing QA can modify the annealing path so that it encounters
a polynomially small gap rather than an exponentially small
one, by replacing a first order quantum phase transition by a
second order one [27].
Introducing non-stoquastic interactions is especially impor-
tant in the physical implementation of QA devices, in order to
allow them to escape the trap of efficient classical simulability.
As a case in point, and setting aside heavily debated concerns
about whether such devices are sufficiently quantum [28–33],
despite intense efforts [32, 34–40] there is currently no evi-
dence of an example where stoquastic QA hardware such as
the D-Wave devices [10–12] delivers a quantum speedup over
all possible classical algorithms. This is true even though
in this setting QA is not limited to ground state evolution.
However, the implementation of non-stoquastic interactions
is technologically challenging, at least with superconducting
flux-qubits. The D-Wave devices, for example, have a scal-
able design that can only implement the Hamiltonian of the
quantum transverse field Ising model, which is stoquastic. To
remedy this would require additional couplings between the
flux qubits, to realize, e.g., σx ⊗ σx interactions, in addition
to the existing σz ⊗ σz interactions. This greatly complicates
the design of the current generation of superconducting cir-
cuits.
Rather than attempt to introduce non-stoquasticity via new
components, here we revisit the assumptions that lead to the
derivation of the Hamiltonian generating the effective time
evolution of a continuous-variable system, such as induc-
tively coupled flux qubits. We show that non-stoquastic terms
arise naturally as a non-adiabatic geometric phase, due to
the Aharonov-Anandan effect [41, 42]. In other words, non-
stoquastic terms are in fact present all along when QA is per-
formed in systems of inductively coupled flux qubits. We study
these geometric terms in detail, and show that the geometric
effect is amplified in proportion to the inverse gap of the flux
Hamiltonian, appearing and then disappearing during the an-
neal. The geometric effect can thus be considered as a type
of non-stoquastic catalyst [5], with the potential to lead to
quantum speedups [21–27]. The presence of geometric terms
also has clear experimental consequences. Geometric effects
should be taken into account in the validation of current and
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2future QA devices. Conversely, the same devices could be
used to perform experimental measurements of non-trivial ge-
ometric phases.
General formalism and the geometric term.—For concrete-
ness, we assume that QA is performed by implementing a
time-dependent Hamiltonian that can be generically expressed
as follows:
H(φ, t) = −1
2
EC
n∑
i=1
∂2φi + P (φ, t) . (1)
Such Hamiltonians can be realized with superconducting flux-
qubits [43], in which case the continuous variables φ =
{φi}ni=1 are the magnetic fluxes trapped by the n flux-qubits,
and EC represents a charging energy. The term P (φ, t) is a
time-dependent potential that controls both the anneal and the
interactions between qubits. We assume that the lowest 2n
energy levels of the Hamiltonian (1) are separated from the
rest of the spectrum by an energy gap. At sufficiently low
temperatures and for a slowly variable potential P (φ, t), the
system of Eq. (1) is then effectively confined to an N = 2n
dimensional Hilbert spaceHN (t).
To proceed, we follow the approach introduced by Anan-
dan in the discussion of non-adiabatic non-Abelian geomet-
ric phases [42]. We first consider the time-evolved N -
dimensional subspaceHN (t), which is defined by the map
U(t) : HN (0) 7→ HN (t) = U(t)HN (0), (2)
where U(t) = T exp
(
−i ∫ t
0
H(t′)dt′
)
is the unitary time-
evolution operator (T denotes time ordering), and H(t) is the
Hamiltonian (1). Let {|ψa(0)〉}Na=1 denote an orthonormal
basis forHN (0). Thus,HN (t) has a basis whose orthonormal
elements obey the Schro¨dinger equation:
i∂t|ψa(t)〉 = H(t)|ψa(t)〉. (3)
We now define another (arbitrary) orthonormal basis |ψ′a(t)〉
forHN (t), such that |ψa(0)〉 = |ψ′a(0)〉. Then there exists an
N × N unitary transformation W (t) between the two bases
such that |ψb(t)〉 =
∑N
a=1Wab(t)|ψ′a(t)〉. An arbitrary state|ω(0)〉 = ∑a ωa(0)|ψa(0)〉 ∈ HN (0) thus evolves according
to: |ω(t)〉 = ∑a ωa(0)|ψa(t)〉 = ∑a ωa(t)|ψ′a(t)〉, where
ωa(t) ≡
∑
bWab(t)ωb(0). The unitaryW (t) can thus be con-
sidered as describing the effective evolution of the state |ω(t)〉
inside the subspaceHN (t) in the frame rotating with the basis
|ψ′a(t)〉 (we derive the evolution equation of this basis in the
SM, section A). By substituting the basis transformation into
Eq. (3) one easily finds:
i∂tW (t) = H
eff(t)W (t) , Heff(t) ≡ H˜(t)−G(t) , (4)
where H˜(t) and G(t) are the N ×N matrices defined by the
following matrix elements, respectively:
H˜ab(t) ≡ 〈ψ′a(t)|H(t)|ψ′b(t)〉 , (5a)
Gab(t) ≡ 〈ψ′a(t)|i∂t|ψ′b(t)〉 . (5b)
Let us now assume that H(t) depends on t only via the in-
vertible and differentiable “annealing schedule” s ≡ κ−1(τ),
where τ ≡ t/tf , and tf denotes the final time. Then it
follows directly from Eq. (5b) that G(t)dt = G(s)ds (see
the SM, section B), which shows that G(s) is a geomet-
ric term, i.e., it depends only on the schedule s (and not
on its parametrization) [44, 45]. Consequently, W (tf ) =
T exp
[
−i ∫ 1
0
Heff(s)ds
]
with the dimensionless effective
Hamiltonian
Heff(s) = tf κ˙(s)H˜(s)−G(s) , (6)
where from hereon a dot denotes d/ds, and we set s ≡ τ for
simplicity. Note that the geometric term is negligible only in
the adiabatic limit tf → ∞. As we shall see, is responsible
for the appearance of non-stoquastic terms when tf is finite.
Application to QA with superconducting flux qubits.—Let
{|a(s)〉} denote the N lowest energy instantaneous eigen-
states of the original Hamiltonian (1), i.e., H(s)|a(s)〉 =
Ea(s)|a(s)〉. We identify the earlier {|ψ′a(s)〉} with these
eigenstates, so thatW (s) describes the unitary evolution in the
subspace rotating with the instantaneous eigenbasis of H(s).
In this basis, the QA process is described by the dimensionless
effective Hamiltonian (6) with:
H˜ab(s) ≡ Ea(s)δab , Gab(s) ≡ 〈a(s)|i∂s|b(s)〉 . (7)
In QA applications, the Hamiltonian (1) is designed such that
its N = 2n lowest energy levels can be put into 1-to-1 cor-
respondence with the energy levels of a transverse field Ising
model with n qubits. Thus, there exists a unitary V (s) such
that, up to a term proportional to the identity matrix [32]:
V (s)H˜(s)V †(s) = A(s)H˜X +B(s)H˜Z , (8)
where the profile functionsA(s) andB(s) are particular to the
qubit Hamiltonian (see SM, section C), H˜X = −∑ni=1 σxi is
the usual transverse-field driver, and
H˜Z =
n∑
i=1
hiσ
z
i +
n∑
i>j
Jijσ
z
i σ
z
j (9)
is the problem Hamiltonian whose ground state encodes the
answer to the optimization problem of interest. The unitary
V (s) is the transformation between the energy eigenbasis and
the computational basis |ψCa (s)〉. Note that the geometric
term transforms as a geometric connection [42] (see SM, sec-
tion D):
GC(s) = V (s)G(s)V †(s) + iV (s)V˙ †(s) . (10)
Quantum annealing of a system of n flux-qubits controlled by
the Hamiltonian (1) is then described by the following effec-
tive Hamiltonian in the computational basis:
Heff,C(s) = tf
(
A(s)H˜X +B(s)H˜Z
)
−GC(s) . (11)
The first term, proportional to tf , is the usual Hamiltonian
discussed in literature in the context of QA. The second term
has a geometric origin and is non-vanishing for finite anneal-
ing times tf . The geometric term is non-stoquastic. To see
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FIG. 1. One qubit. (a) Annealing schedules A(s) (red) and B(s) (blue), gap ∆(s) (black) and the geometric term gy(s) (yellow) of Eq. (15).
The functions A(s) and B(s) are obtained according to the procedure described in the SM, section C. (b) Populations of the states that are
connected to the final ground state (solid) and final excited state (dashed), for tf = 5 (ns/2pi). Blue and red lines represents the populations
of the two states in the instantaneous energy eigenbasis [Eq. (14)] and the computational basis [Eq. (15)], respectively. Because the two
Hamiltonians are equivalent up to a time-dependent basis change, and the final basis is the computational basis in both cases, the populations
at the end of the evolution (s = 1) coincide. Yellow lines represent the populations during the anneal if the geometric term of Eq. (15)
is dropped. The black line is the fidelity |〈ψC1,G(s)|ψC1,no-G(s)〉|2 between the time-evolved states with (‘G’ subscript) and without (‘no-G’
subscript) geometric interactions. Results shown are for φxCJJ(s) = 2.9(1− s) + 2.2s and parameter values for the flux-qubit Hamiltonian that
match those of the highly coherent flux-qubits studied in Ref. [46]: ES/2pi~ = 3.03GHz, EJ/2pi~ = 86.2GHz [the control fluxes φxCJJ(s) and
φx(s) are shown in the SM, Fig. 5(a)].
this, note that the original Hamiltonian (1) is real, and thus
there is a basis choice in which the energy eigenbasis states
|a(s)〉 have only real amplitudes. Consequently, the geomet-
ric term G(s) in Eq. (7) is then a purely imaginary Hermitian
matrix. The transformed geometric term GC(s) [Eq. (10)] is
also purely imaginary in the computational basis, since the
basis change of Eq. (8) can be performed with a real unitary
(i.e., orthogonal) matrix V (s). Therefore, including only in-
teractions up to two-body terms, the geometric term can be
written in the most general form as follows:
GC(s) =
∑
i
gyi (s)σ
y
i +
∑
i6=j
gxyij (s)σ
x
i σ
y
j + g
zy
ij (s)σ
z
i σ
y
j .
(12)
Quantum annealing with geometric terms: one qubit.—
We now apply the results obtained so far to QA with one
qubit. For concreteness we focus on the C-shunt flux-qubit
with three Josephson junctions. This qubit can be described
by the following Hamiltonian [46–48] (see SM, section E):
H1(φ, s) = −1
8
ES∂
2
φ + P (φ, s) (13a)
P (φ, s) = −2EJ
(
cos[
1
2
φxCJJ(s)] cos[φ
x(s) + 2φ] + cosφ
)
,
(13b)
where φ is the flux (in units of Φ0/2pi) trapped in the super-
conducting ring, ES is the charging energy of the shunting
capacitor, and φxCJJ(s) and φ
x(s) are external fluxes used to
control the anneal.
We next construct the effective Hamiltonian of Eq. (11).
We start by numerically computing the ground state |0(s)〉 and
first excited state |1(s)〉 of the flux-qubit Hamiltonian Eq. (13)
[examples are given in the SM, Figs. 5(b)-5(d)], from which
we numerically obtain the effective Hamiltonian [Eq. (6)] in
the instantaneous energy eigenbasis:
Heff1 (s) = tf
∆(s)
2
σz − g(s)σy , (14)
(we have ignored a term proportional to the identity ma-
trix) where ∆(s) ≡ E1(s) − E0(s) is the gap [plotted
in Fig. 1(a)] and g(s) ≡ 〈1(s)|∂s|0(s)〉. We now trans-
form to the computational basis using the unitary V (s) =
exp
[
i
2 arctan
(
A(s)
B(s)
)
σy
]
, after which the Hamiltonian of
Eq. (14) becomes
Heff,C1 (s) = tf [A(s)σ
x +B(s)σz]− gy(s)σy . (15)
This has the form of the most general single-qubit Hamilto-
nian: Heff,C1 (s) =
∑
α∈x,y,z cα(s)σ
α. It can be checked eas-
ily that (see SM, section F):
∆(s) = 2
√
A2(s) +B2(s) , (16a)
gy(s) = g(s) +
2
∆2(s)
[
A˙(s)B(s)−A(s)B˙(s)
]
. (16b)
By defining the computational basis as the basis of states with
well-defined persistent current, the annealing schedule func-
tions A(s) and B(s) [shown in Fig. 1(a)] can be determined
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FIG. 2. Two interacting qubits. (a) Gaps ∆k,0(s) (black) and the geometric terms gyi (s), g
xy
ij (s), g
zy
ij (s) computed numerically using Eq. (17)
for h1 = 1, h2 = 0.4, J12 = −0.7. (b) Populations of the states of the instantaneous basis that are connected to the final eigenstates, for the
same value of the couplings as in (a) and tf = 5 (ns/2pi). The black dotted line shown in the top left panel is the fidelity as explained in Fig. 1.
Results shown are for EC/2pi~ = 3.44GHz, EJ/2pi~ = 684GHz, EL/2pi = 570GHz and EM/2pi~ = 3.98GHz, values that are typical for
the D-Wave devices [10–12] [the control fluxes are shown in the SM, Fig. 4(a)]. For consistency with the one C-shunt flux qubit case we set
φxCJJ(s) = 2.6(1− s) + 1.9s, while in the actual DW devices the schedule is chosen such that the field φx(s) is a linear function of s [we have
the same characteristic parametric relationship φx(φxCJJ)].
in terms of the external fluxes φxCJJ and φ
x of Eq. (13b) (see
the SM, section C). Thus, Eq. (16b) shows that these flux pa-
rameters in turn control the properties of the geometric term
gy . The profile function gy(s) for the geometric term, also
shown in Fig. 1(a), is non-vanishing towards the middle of the
adiabatic evolution, when the gap closes. The effects of the
geometric term are shown in Fig. 1(b), obtained by numeri-
cally solving for the corresponding unitary evolution. The ef-
fects become significant when the gap is small. There is also
a significant effect on the final ground state population.
Quantum annealing with geometric terms: two qubits.—
To study the interacting case, we consider two inductively-
coupled compound Josephson junction flux qubits [46] (see
SM, section E):
H2(φ1, φ2, s, h1, h2, J12) = H1(φ1, s, h1) +
+H1(φ2, s, h2) + Pint(φ1, φ2, s, J12) , (17)
where the flux-qubit Hamiltonian is given by
H1(φ, s, hi) = −1
4
EC∂
2
φ + P (φ, s, hi) (18a)
P (φ, s, hi) = 2EJ cos(φ) cos
[
φxCJJ(s)
2
]
+ EL
[φ− hiφx(s)]2
2
(18b)
and the interaction potential is explicitly written as:
Pint(φ1, φ2, s, J12) = −J12EM[φ1 − φx(s)][φ2 − φx(s)] .
Proceeding as in the single qubit case, we start from the
Hamiltonian (17) to numerically compute H˜ and G appear-
ing in Eq. (7), and construct the effective Hamiltonian in the
instantaneous energy eigenbasis [Eq. (6)]. Once again, the
effective Hamiltonian can be expressed in the computational
basis by (numerically) finding a unitary V such that the final
Hamiltonian reads:
Heff,C2 (s, h1, h2, J12) = tfA(s) (σ
x
1 + σ
x
2 ) + (19)
+ tfB(s) (h1σ
z
1 + h2σ
z
2 + J12σ
z
1σ
z
2)−GC(s, h1, h2, J12) .
This is the usual transverse field Ising model, plus an ad-
ditional geometric term, whose general form is given in
Eq. (12). Figure 2(a) shows the gaps ∆k,0 = Ek −E0, where
{Ek}3k=0 are the ordered eigenvalues of Heff,C2 , and the com-
ponents of the geometric term GC(s, h1, h2, J12) in the com-
putational basis as defined in Eq. (12). Fig. 2(a) shows that,
in general, the geometric functions gyi (s), g
xy
ij (s), g
zy
ij (s) are
all non-vanishing, and their magnitude grows as the ground
state gap shrinks. In particular, as in the single-qubit case,
geometric effects introduce a non-stoquastic contribution to
the driver term which is non-vanishing towards the middle of
the anneal. Fig. 2(b) shows the effect of the geometric inter-
actions in the annealing of the system of two coupled qubits
under consideration. As in the single qubit case, we see that
ignoring the geometric terms results in consistently different
final populations in the computational basis.
Dependence on the annealing time.—The contribution of
the geometric terms is inherently a non-adiabatic effect, aris-
ing when diabatic transitions populate the excited states. In
Fig. 3 we show the fidelity |〈ψC1,G(s)|ψC1,no-G(s)〉|2 between
the time-evolved states with and without geometric terms, as a
function of the total annealing time. As expected, the effect of
the geometric terms increases with decreasing annealing time
and it is reflected in the decreasing fidelity. Figure 3 shows
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FIG. 3. Fidelity at the end of the anneal as a function of the annealing
time for single qubit (blue) and two qubits (red).
that the total annealing time over which this contribution is
significant is on the order of a few nanoseconds, for parame-
ters relevant for current QA devices. While this is significantly
shorter than the typical microsecond timescale of current QA
experiments using the D-Wave devices, this is the case for the
one and two-qubit cases which we have analyzed here. Since,
as is clear from Eq. (16b) and from Fig. 2, the magnitude of
the geometric term grows in inverse proportion to the gap, we
expect it to become more significant for multi-qubit problems
whose gap dependence can be inverse polynomial or even ex-
ponential. This effect is already visible in Fig. 3, which shows
that the fidelity for the two-qubit system tends to be smaller
than the one-qubit system for larger annealing times.
Conclusions.—We have shown that even the simplest im-
plementation of QA with flux-qubits induces effective Hamil-
tonians with non-stoquastic interactions arising from a geo-
metric phase. The appearance of such interactions is ubiqui-
tous when the Hamiltonian of a continuous-variable system
is changed over time, and the evolution is non-adiabatic, due
to the appearance of the Aharanov-Anandan effect. Since
arbitrarily small gaps are inevitable in QA for hard opti-
mization problems, non-adiabatic evolutions are ultimately in-
escapable. We thus argue that, similarly, the geometric effects
studied here are unavoidable and relevant in practical appli-
cations of QA. Moreover, since these geometric effects give
rise to non-stoquastic terms in the effective Hamiltonian, they
provide a natural and desirable mechanism for avoiding clas-
sically efficient simulation of QA. This may point to the possi-
bility of “quantum supremacy” experiments with QA devices
featuring fewer than 100 physical qubits [49–52].
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Appendix A: Evolution equation of the {|ψ′a(t)〉} basis
Recall that the {|ψa(t)〉} basis was chosen to satisfy
the Schro¨dinger equation with the given Hamiltonian H(t)
[Eq. (3)]: |ψ˙a(t)〉 = −iH(t)|ψa(t)〉, where in this section
dot denotes ∂t. Here we derive the evolution equation satis-
fied by the {|ψ′a(t)〉} basis, which is related to the {|ψa(t)〉}
basis via the unitary W (t):
|ψ′b(t)〉 =
∑
a
[W †(t)]ab|ψa(t)〉 . (A1)
Differentiation yields:
|ψ˙′b(t)〉 =
∑
a
[W˙ †]ab|ψa(t)〉+ [W †(t)]ab|ψ˙a〉
=
∑
a
(
[W˙ †]ab − i[W †(t)]abH(t)
)
|ψa(t)〉
=
∑
ac
(
[W˙ †]ab − i[W †(t)]abH(t)
)
Wca(t)|ψ′c(t)〉
=
∑
c
[WW˙ †]cb|ψ′c(t)〉 − iH(t)|ψ′b(t)〉 . (A2)
Thus, the evolution equation satisfied by the basis element
|ψ′a(t)〉 is
|ψ˙′a(t)〉 =
∑
b
i[H˜eff(t)]ba|ψ′b(t)〉 − iH(t)|ψ′a(t)〉 , (A3)
where we used W˙ = −iHeff(t)W (t) and unitarity, and de-
fined H˜eff(t) ≡W †(t)Heff(t)W (t).
Appendix B: Proof that G is a geometric term
Let us show explicitly that G is a geometric term, i.e., that
G(t)dt = G(s)ds where s = κ−1(t/tf ). Note that since
we assumed that κ is invertible and differentiable, we can
write t = tfκ(s), so that dt = tf
dκ(s)
ds ds and ∂t =
ds
dt∂s =
1
tf
[
dκ(s)
ds
]−1
∂s. Thus
Gab(t)dt = 〈ψ′a(t)|i∂t|ψ′b(t)〉dt (B1a)
= 〈ψ′a(s)|i
[
1
tf
(
dκ(s)
ds
)−1
∂s
]
|ψ′b(s)〉tf
dκ(s)
ds
ds
= G(s)ds , (B1b)
where in the second line we used the assumption that H(t)
depends on t only via s, which means, by Eq. (5a), that the
same must be true of ψ′a(t).
6Appendix C: Perturbative Derivation of Profile Functions A(s)
and B(s)
a. CJJ Flux-Qubit
In this section we closely follow Ref. [32] to briefly de-
scribe how the annealing profile functions A(s) and B(s) can
be calculated. The main observation is that the control flux φx,
i.e., the bias between the two potential wells, is a small per-
turbation for the potential of H1 in Eq. (18). The eigenstates
|0(s)〉 and |1(s)〉 of the unperturbed Hamiltonian with φx = 0
are used to define the states of the computational basis:
|↑(s)〉 ≡ 1√
2
(|1(s)〉+ |0(s)〉) |φx=0
|↓(s)〉 ≡ 1√
2
(|1(s)〉 − |0(s)〉) |φx=0 . (C1)
These symmetric and antisymmetric combinations have oppo-
site and well-defined circulating persistent current along the
whole anneal, with the persistent current operator defined as
Ip = ELφ. This justifies the use of |↑(s)〉 and |↓(s)〉 as states
of the computational basis.
We can now expand the flux qubit Hamiltonian H1 in
Eq. (18) to first order in φx to get:
H1(s, φ
x) = H1(s, φ
x = 0) + φx(s)Ip +O[(φx)2] . (C2)
Evaluating the Hamiltonian above in the basis (|↑(s)〉, |↓(s)〉)
then gives (up to a term proportional to identity) the Hamilto-
nian:
H1 = A(s)σ
x +B(s)σz , (C3)
where
A(s) ≡ 〈↑(s)|H1(s, φx = 0)|↓(s)〉
B(s) ≡ 〈↑(s)|φx(s)Ip|↑(s)〉 ≡ φx(s)Ip(s) . (C4)
The profile functions above are completely controlled via the
external fluxes φCJJ(s) and φx(s).
The schedule of the flux φx(s) and thus of the profile func-
tion B(s) is further constrained in the case of multi-qubit
interactions. The interaction potential is given by Eq. (19),
whose expectation value in the computational basis is given
by:
〈↑1(s)↑2(s)|Pint|↑1(s)↑2(s)〉 ' −J12EME−2L Ip(s)2 , (C5)
from which it follows that the interaction term in the effective
Hamiltonian is given by Hint = −J12EME−2L Ip(s)2σz1σz2 . To
ensure the same annealing schedule for the local and interac-
tion terms, the control field φx is then chosen to be propor-
tional to the persistent current φx(s) = EME−2L Ip(s). This
implies that B(s) = EME−2L Ip(s)
2.
We have considered an annealing schedule linear in the con-
trol field φCJJ(s) [see Fig. 4(a)]. The corresponding values for
the control flux φx(s) and profile functions A(s) and B(s)
are shown in Fig. 4(b) and are computed using the prescrip-
tion described in this section, using the numerical methods of
the next section. Figure 6 shows the ratios between the exact
gaps computed by numerical diagonalization of Eqs. (13) and
(17), and the gaps computed by diagonalizing the Hamiltoni-
ans Eqs. (15) and (19) (without geometric terms), when the
profile functions A(s) and B(s) are computed as described in
this section. Due to the perturbative expansion, the method
described in this section only approximately recovers the ex-
act gaps. The relative error is largest (up to 2%) in the middle
of the anneal, when the gaps close.
b. C-shunt Flux-Qubit
As in the CJJ case, we will treat φx as a small perturbation.
Expanding the Hamiltonian (13) to first order in φx gives:
H1(φ
x) = H1(φ
x = 0)+2EJφ
x cos(φxCJJ/2) sin(2φ) . (C6)
The Hamiltonian above has the following representation:
H1 = A(s)σ
x +B(s)σz , (C7)
with
A(s) = (〈↑(s)|H(s, φx = 0)|↓(s)〉
B(s) = 2EJφ
x cos[φxCJJ(s)/2]〈↑(s)| sin(2φm)|↑(s)〉 ≡
≡ φxIp(s) . (C8)
For consistency with the CJJ example, we have taken φx(s) ≡
EME
−2
L Ip(s)
2/Ip(s) with E−1M E2L = 104GHz, such that
B(s) is proportional to the square of the persistent current.
Appendix D: Proof that G transforms as a geometric connection
Let us show that G transforms as in Eq. (10), i.e., that
GC(s) = V (s)G(s)V †(s) + iV (s)V˙ †(s).
Recall that we transform from the basis |a(s)〉 (e.g.,
the energy eigenbasis) to the new basis |ψCa (s)〉 (e.g.,
the computational basis) using the unitary V (s). Thus,
|a(s)〉 = ∑b Vba(s)|ψCb (s)〉. From now on we drop the ex-
plicit s-dependence for simplicity. By definition, GCab =
〈ψCa |GC|ψCb 〉 = i〈ψCa |ψ˙Cb 〉. Using these two expressions, we
have:
Gab = 〈a|G|b〉 = i〈a|b˙〉 = (D1a)
= i
∑
cd
〈ψCc (s)|V †ac
[
V˙bd|ψCb (s)〉+ Vbd|ψ˙Cb (s)〉
]
(D1b)
= i
∑
d
V †abV˙bd +
∑
cd
V †acG
C
cbVbd (D1c)
= i(V †V˙ )ab + (V †GCV )ab , (D1d)
i.e.,GC = V GV †−iV˙ V †, which gives the desired result after
using unitarity to write V˙ V † = −V V˙ †.
70 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
1
2
3
4
5
6
7
8
9
10 10
-3
1.8
1.9
2
2.1
2.2
2.3
2.4
2.5
2.6
(a)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
5
10
15
(b)
-1.5 -1 -0.5 0 0.5 1 1.5
0
10
20
30
40
50
60
70
80
90
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
(c)
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
0
20
40
60
80
100
120
140
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
(d)
FIG. 4. CJJ flux-qubit Eq. 18. (a) The s dependence of the flux φxCJJ(s) (right axis) controls the annealing schedule. The flux φ
x(s) is computed
accordingly. (b) Gap and profile functions A(s) and B(s). (d) The potential P (φ, s) (black solid lines), and the corresponding wavefunctions
of |0(s)〉 (dotted lines) and |1(s)〉 (dashed lines) for different values of the annealing parameter s: (c) s = 0.5, and (d) s = 1.
Appendix E: Flux-Qubit Hamiltonians
The Langrangian of a superconducting circuit with Joseph-
son junctions is generically written as follows [43]:
L = 1
2
∑
c
E−1C,cφ˙
2
c +
∑
j
EJ,j cosφj −
∑
l
1
2
EL,l(φl − φxl )2 ,
(E1)
where the first term is the kinetic term, the second is the junc-
tion energy, and the third is the induction energy. The φc
are the phase differences at each capacitance. The charging
energy is EC,c ≡ (2e)2/Cc, where Cc is the c-th capaci-
tance and e the electron charge. The junction energies are
given by EJ,j ≡ Ic,j(Φ0/2pi), where Ic,j is the critical cur-
rent of the j-th junction. The induction energies are given by
EL,l ≡ (Φ0/2pi)2/Ll, where Ll is the induction of the l-th
loop. The conjugate momenta are pc = ∂L/∂φ˙c = E−1C,cφ˙c.
The circuit is quantized by promoting the momenta to opera-
tors: pc 7→ −i∂φc . The corresponding Hamiltonian is:
H = −
∑
c
EC,c
2
∂2φc−
∑
j
EJ,j cosφj+
∑
l
EL,l
2
(φl − φxl )2 .
c. Compound Josephson Junction (CJJ) Flux-Qubit
The basic design of a CJJ flux-qubit [46] is shown in
Fig. 7(a). We assume the same charging and junction energies
for the two Josephson junctions and a negligible inductance
of the small loop. The Hamiltonian for this device can then be
written as:
HCJJ = −1
2
EC
(
∂2φL + ∂
2
φR
)− EJ (cosφL + cosφR) +
+
1
2
EL[(φL − φR)/2− φx]2 , (E2)
80 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0.015
0.02
0.025
0.03
0.035
0.04
0.045
0.05
2.2
2.3
2.4
2.5
2.6
2.7
2.8
2.9
(a)
-3 -2 -1 0 1 2 3
0
50
100
150
200
250
300
350
-1.5
-1
-0.5
0
0.5
1
1.5
(b)
-3 -2 -1 0 1 2 3
0
50
100
150
200
250
300
350
-1
-0.5
0
0.5
1
1.5
(c)
-3 -2 -1 0 1 2 3
0
50
100
150
200
250
300
350
400
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
(d)
FIG. 5. C-shunt flux-qubit Eq. 13. (a) The s dependence of the flux φxCJJ(s) (right axis) controls the annealing schedule. The flux φ
x(s)
is computed accordingly. (b)-(d) The potential P (φ, s) (black solid lines), and the corresponding wave functions of |0(s)〉 (dotted lines) and
|1(s)〉 (dashed lines) for different values of the annealing parameter s: (b) s = 0, (c) s = 0.5, and (d) s = 1.
i.e., the sum of the charging, junction and induction energies
of the circuit. By defining φ ≡ (φL − φR)/2 and φCJJ =
φR + φL we have ∂φL,R = ∂φCJJ ± 1/2∂φ , from which we
obtain:
HCJJ = −1
2
EC
2
∂2φ − 2EJ cos
(
φxCJJ
2
)
cosφ+ EL
(φ− φx)2
2
.
(E3)
where we have neglected the term − 12 (2EC)∂2φCJJ since the
small loop inductance gives φxCJJ = φCJJ, i.e., the flux φCJJ is
locked to the external flux φxCJJ. The equation above reduces
to Eq. (18) with the redefinition φxCJJ 7→ 2pi − φxCJJ.
d. Capacitively Shunted (C-shunt) Flux-Qubit
The basic design of a C-shunt flux-qubit [46, 47] involves
four Josephson junctions and a large shunting capacitance and
is shown in Fig. 7(b). We start by writing the kinetic term:
K =
1
2
E−1C
(
φ˙21 + φ˙
2
2 + φ˙
2
L + φ˙
2
R
)
+
1
2
E−1S
(
φ˙1 − φ˙2
)2
,
(E4)
where the first term comes from the junctions while the last
term is the shunting capacitor energy with ES = (2e)2/CS.
By defining φCJJ = φR + φL, φ = (φL − φR)/2 + φ2 − φ1
and φ± = (φ1 ± φ2)/2 we get φ˙1,2 = φ˙+ ± φ˙− and φ˙R =
−φ˙L = −2φ˙−, where we have set φ˙CJJ = φ˙ = 0, i.e., the
fluxes φCJJ and φ are constant and locked to the external fluxes
(φCJJ = φxCJJ, φ = φ
x) due to the small inductances. We can
then rewrite K in Eq. (E4) as
K =
1
2
E−1C
(
2φ˙2+ + 10φ˙
2
−
)
+
1
2
(
ES
4
)−1
φ˙2− '
' 1
2
(
ES
4
)−1
φ˙2− , (E5)
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FIG. 6. (a) One C-shunt flux-qubit with: ratio between the exact gap ∆(s) and the gap estimated via the perturbative approach described in
section C used to define the computational basis along the anneal and compute the profile functions A(s) and B(s). (b) Two coupled CJJ
flux-qubits with h1 = 1, h2 = 0.4, J12 = −0.7: similar ratios between the exact gaps and the gaps computed with the Hamiltonian written
in the computational basis. Note that the exact gaps are well approximated by the mapping to the computational basis described in section C.
The difference is largest towards the middle of the anneal, where the first order approximation in the control flux φx is is less accurate.
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FIG. 7. (a) Compound Josephson Junction flux-qubit. (b) Capacitively shunted flux-qubit.
where in the last step we neglected the light (high-frequency)
mode φ+ (ES  EC due to the large shunting capacitance).
The potential term due to the Josephson junctions is just the
sum of the four junction energies:
P = −EJ (cosφ1 + cosφ2 + cosφL + cosφR) (E6)
= −2EJ [cosφ− cosφ+ + cos(φxCJJ/2) cos(φx + 2φ−)] .
We then get the final Hamiltonian for the C-shunt qubit:
H = −1
2
(
ES
4
)
∂2φ− + (E7)
− 2EJ [cosφ− cosφ+ + cos(φxCJJ/2) cos(φx + 2φ−)] ,
which reduces to Eq. (13) after we set φ+ = 0 (i.e. the value
that minimize the potential), and rename φ− 7→ φ.
Appendix F: Derivation of Eq. (16)
The effective Hamiltonian Eq. (14) Heff1 (s) = tf
∆(s)
2 σ
z −
g(s)σy is written in the basis defined by the instantaneous en-
ergy eigenbasis. A more conventional choice is to rewrite the
Hamiltonian above in the computational basis, as in Eq. (15).
This can be done via a unitary transformation of the form
V (s) = exp [iθ(s)σy] , (F1)
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with θ(s) to be determined. Now,
V (s)σzV †(s) = − sin[2θ(s)]σx + cos[2θ(s)]σz , (F2)
from which we find, using Eq. (8):
A(s) =
∆(s)
2
sin[2θ(s)] , B(s) =
∆(s)
2
cos[2θ(s)] ,
(F3)
from which Eq. (16a) follows. For the geometric term we use
Eq. (10) to get
gy(s)σy ≡ V (s)g(s)σyV †(s) + iV (s)V˙ †(s)
=
[
g(s) + θ˙(s)
]
σy . (F4)
Since θ(s) = arctan[A(s)/B(s)]/2, we have:
θ˙(s) =
2
∆2(s)
[
A˙(s)B(s)−A(s)B˙(s)
]
. (F5)
Combining the last two equations yields Eq. (16b) reported in
the main text.
Appendix G: Numerical Methodology
All the “static” quantities, e.g., the quantities shown in
Figs. 1(a), 2(a), 4, 5 and 6, are determined at a given value of
the schedule parameter s by first numerically computing the
wave functions |0(s)〉 and |1(s)〉 [see, e.g., Fig. 4 and Fig. 5].
We first discretized the flux-qubit Hamiltonian Eq. (1). For
example, the one-qubit Hamiltonian Eq. (13a) is reduced to
the following L-dimensional system:
Hdiscr1 (φ, s, h) ≈ −EC8 (L−1)
2
(φL−φ−L)2

−2 1
1
. . . . . .
. . . . . . 1
1 −2
+
+

P (φ0, s, h)
P (φ1, s, h)
. . .
P (φL−1, s, h)
 ,
where the first term is the discretized Laplacian and the con-
tinuous flux φ is discretized as φi = φ−L+i(φL−φ−L)/(L−
1), i = 0, . . . , L− 1, with L being the size of the mesh. Sim-
ilarly we can discretize the two-qubit Hamiltonian Eq. (17)
to obtain an L2-dimensional system. We used L = 600,
which was sufficient for numerical convergence. We numeri-
cally computed all the static functions on a mesh of 100 points
for the annealing parameter s. The value of all functions at all
other intermediate points, when required, where computed via
a cubic interpolation.
Once all the static quantities where computed, the “dy-
namic” quantities of Figs. 1(b), 2(b) and 3 were computed by
solving the Schro¨dinger equations resulting from the effective
one- and two-qubit Hamiltonians Eqs. (14), (15) and (19). We
used a standard ode45 solver provided with Matlab.
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