Abstract. In the (k, λ)-subgraph problem, we are given an undirected graph G = (V, E) with edge costs and two positive integers k and λ and the goal is to find a minimum cost simple λ-edge-connected subgraph of G with at least k nodes. This generalizes several classical problems, such as the minimum cost k-Spanning Tree problem or k-MST (which is a (k, 1)-subgraph), and minimum cost λ-edge-connected spanning subgraph (which is a (|V (G)|, λ)-subgraph). The only previously known results on this problem [12, 4] show that the (k, 2)-subgraph problem has an O(log 2 n)-approximation (even for 2-node-connectivity) and that the (k, λ)-subgraph problem in general is almost as hard as the densest k-subgraph problem [12] . In this paper we show that if the edge costs are metric (i.e. satisfy triangle inequality), like in the k-MST problem, then there is an O(1)-approximation algorithm for (k, λ)-subgraph problem. This essentially generalizes the k-MST constant factor approximability to higher connectivity.
2 for (k, 2)-subgraph and showed that for arbitrary values of λ, (k, λ)-subgraph is almost as hard as the k-densest subgraph problem. In the k-densest subgraph problem, one has to find a subgraph with k nodes in a given graph G that has the largest number of edges. Despite considerable attempts, the best known approximation algorithm for this problem has ratio O(n 1 4 ) by Bhaskara et al. [8] . Chekuri and Korula [4] have recently (and independently of [12] ) shown that an algorithm similar to the one in [12] yields an O(log 2 n)-approximation for the (k, 2)-subgraph problem even if we seek a 2-node-connected subgraph.
In light of the result of [12] on the hardness of (k, λ)-subgraph for arbitrary values of λ and general costs, it is natural to try to obtain good approximation algorithms for the class of graphs where the edge cost function is metric. Remember that the constant factor approximation algorithms for k-MST and k-TSP are on graphs with metric cost function. The main result of this paper is the following theorem: THEOREM 1.1. Given a (complete) graph G with metric costs on the edges and two positive integers k, λ, there is an O(1)-approximation algorithm for finding a (k, λ)-subgraph in G.
Our algorithm is combinatorial and uses ideas from Cheriyan and Vetta [6] for metric-cost subset node-connectivity problem as well as the algorithm for k-Steiner tree [7, 10, 14] . The constant factor we obtain is relatively large (namely 450), however, most of our efforts have been made to show that the problem has a constant factor approximation rather than trying to obtain the best possible ratio.
The rest of the paper is organized as follows. We start by some definitions and preliminary bounds used throughout the paper. For ease of exposition, we first present an algorithm that finds a λ-edge-connected subgraph with at least k − λ/7 nodes whose cost is O(OPT). In Section 3 we show how to extend this solution to a feasible solution to the (k, λ)-subgraph problem while keeping the total cost still bounded by O(OPT). We finish the paper with some concluding remarks.
Preliminaries.
As mentioned earlier, we assume we are given a graph G = (V, E), with a cost function c : E → R + on the edges that satisfies triangle inequality, and two positive integers k and λ. We assume that G is a complete graph as this is a natural assumption when the cost function is metric. For every subgraph F ⊆ G, we use c(F ) to denote the total cost of the edges in F and |F | denotes the number of vertices in F . Throughout, G * ⊆ G denotes the optimum solution and OPT = c(G * ) denotes the optimum solution cost. We will use two lower bounds on OPT in the analysis of our algorithm. These lower bounds were used earlier in [6] for the problem of minimum cost subset k-node-connected subgraph. The first lower bound comes from the cost of a minimum spanning tree of G * , which we call T * . Considering the cut-constraint IP formulation of MST, it is easy to see that
e∈T * c e ≤ OPT. To see this observe that by the well-known results of Nash-Williams and Tutte (see [15] ) any λ-edge-connected graph has λ/2 edge-disjoint spanning trees. So λ/2 times the cost of MST of G * is no more than OPT. The second lower bound comes from the minimum cost subgraph that has minimum degree at least λ. Note that in a λ-edge-connected subgraph, every vertex has degree at least λ. For any λ-edge-connected subgraph F ⊆ G and any vertex u ∈ F let S u (F ) be the set of λ nearest neighbors of u in F and s u (F ) be v∈Su(F ) c uv . Clearly, for any λ-edge-connected subgraph F ⊆ G and any vertex u ∈ F we have s u (G) ≤ s u (F ). We often use S u and s u instead of S u (G) and s u (G), respectively, unless the graph is different from G. It is easy to see that
Thus, if T * is a minimum spanning tree of G * , then we obtain the following two lower bounds for OPT: (i) 1 2 u∈T * s u ≤ OPT, and (ii) λ 2 e∈T * c e ≤ OPT, and in particular:
In our algorithm we will use these two lower bounds frequently, often without referring to them. We present an algorithm for a modified version of the problem in which along with G, k, and λ, we are also given a vertex r ∈ G as the root which belongs to the optimum solution G * and among all the vertices in G * it has the smallest value s u . Clearly, if we can solve this rooted version, then we can try every vertex as the root and return the minimum solution among all as the final answer.
Ravi et al. [14] showed that any α-approximation for k-MST implies a 2α-approximation for k-Steiner tree. Therefore, together with Garg's algorithm [10] , we have a 4-approximation for k-Steiner tree. In fact, we can have a 4-approximation algorithm for the rooted version of the problem, in which a specific vertex r is given as the root and the goal is to find a minimum cost Steiner tree rooted at r containing at least k terminals. Our algorithm will use the best known approximation algorithm for finding a minimum cost rooted k-Steiner tree problem; let us denote the approximation ratio of this algorithm by ρ (by the argument above, we know that ρ ≤ 4). We denote this approximation algorithm by ST-Algorithm.
Although we use similar lower bounds for the optimum as by Cheriyan and Vetta [6] , we also use several new ideas. Roughly speaking, the algorithm of [6] for the subset k-node-connected subgraph builds a "cheap" cycle containing all the terminals, then makes k other cycles parallel to that (called tracks) by taking the k nearest neighbors of terminals. They make a "thick" cycle by making connection between different tracks to ensure high connectivity. One major difficulty in our case is that we do not have a given set of nodes that need to be in the final solution. To overcome this, we use an approximate algorithm for the k-MST problem. Informally, we start from such a tree and then make it "thick" by adding some of the nodes in S u for some vertices u of the tree to obtain the required connectivity.
However, it appears that we cannot obtain the required connectivity while bounding the cost. To overcome this difficulty our main algorithm works in two phases. In the first phase we obtain a λ-edge-connected subgraph with k − O(λ) nodes whose cost is within a constant factor of optimum (presented in Section 3). Then in the second phase using a different algorithm we show how to augment this graph to obtain a (k, λ)-graph while keeping the cost O(OPT) (presented in Section 4).
Obtaining a low cost
Observe that to have λ-edge-connectivity while being a simple graph, we must have k ≥ λ + 1. We start by presenting an algorithm that returns a λ-edge-connected subgraph (containing root r) that has at least k − λ/7 nodes and whose cost is within constant factor of OPT. Our algorithm is influenced by [6] for the minimum cost subset k-node-connected subgraph problem.
Overview of the Algorithm.
The main idea of the algorithm is as follows. We first find a path P 1 over a set V 1 ⊆ V of size k (containing root r) having the following properties:
Note that these two are essentially the same as the bound given in Equation (2.1). If we were to make a clique out of the nodes in S v ∪ {v} for each v ∈ V 1 and then for each edge uv ∈ P 1 add an arbitrary matching between the nodes in S u and S v we would obtain a λ-edge-connected subgraph. The trouble is, we cannot bound the cost of edges of these cliques. However, if we could prove a property stronger than (R2), such as v∈P1 s v = O(OPT/λ), then we could bound the total cost of the edges of such cliques by O(OPT). We cannot prove this stronger property but we can show one can select a subset of nodes of P 1 that satisfies a property close to this stronger one. By carefully selecting a subset V 2 ⊆ V 1 and another I ⊆ V 1 − V 2 , we shortcut over the nodes not in V 2 to obtain another path P 2 (from P 1 ) with the following stronger properties:
. For now suppose we have obtained path P 1 and then P 2 as well as set I which satisfy properties mentioned above. Our final graph will contain all the nodes V 2 ∪ I ∪ v∈V2 S v . By (R3) there are at least k − λ/7 nodes in this solution. For each v ∈ V 2 we form a (λ + 1)-clique on S v ∪ {v} to get λ-edge connectivity among the vertices in S v ∪ {v}. Each node u ∈ I will be assigned to a node v ∈ V 2 and becomes connected to all the nodes of the clique on S v ∪ {v}. Using property (R2-new), we will show that the total cost of all these edges is at most O(OPT). Next, we need to establish λ-edge connectivity among these cliques. For that, for every edge uv ∈ P 2 , we add (up to) λ edges between the two (λ + 1)-cliques corresponding to u and v; the number of edges added will be less than λ if S u and S v have nodes in common. Roughly speaking, the total cost of the (at most) λ edges between the cliques will be O(λ) times the cost of the edges in P 2 plus the sum of s v values of the nodes of P 2 ; since using triangle inequality c(P 2 ) ≤ c(P 1 ), using (R1) and (R2-new) it follows that the cost of matching edges will be no more than O(OPT). Therefore we will have a solution within constant factor of the optimum that has, according to property (R3), k − λ/7 vertices.
Many details are skipped over in this overview and are explained in the next subsection.
Details of the Algorithm.
We build a path P 1 in G and then another path P 2 in two phases:
3.2.1. Phase 1: Path P 1 with exactly k vertices satisfying properties (R1) and (R2).. Create a new graph
For every other edge in G ′ (that also exists in G) we multiply its weight by λ. Next we compute an approximate (rooted) k-Steiner tree with terminal set V ′ = {v ′ |v ∈ V (G)} and root r ′ (copy of r) using the ST-Algorithm. Let us call this tree T ′ .
4 CLAIM 3.1. The cost of T ′ is at most 4ρOPT. Proof. Consider the optimum solution G * of the (k, λ)-subgraph problem in G and let T * be a MST of G * (we assume that r ∈ T * ). Then T * ∪ {uu ′ ∈ G ′ |u ∈ T * } is clearly a Steiner tree in G ′ containing at least k terminals with total cost at most 4OPT (using bound (2.1) for T * ). Note that for each edge e ′ ∈ G ′ (corresponding to edge e ∈ G): c e ′ = λc e . The lemma follows by observing that the ST-Algorithm (for k-Steiner tree) has approximation ratio ρ.
Without loss of generality, we can assume that T ′ has exactly k terminals, as if it has more, then we can safely delete them. Let T 0 ⊆ G be the tree obtained from T ′ ⊆ G ′ by deleting the dummy nodes (i.e. the nodes in V ′ ) and V 0 be the vertex set of T 0 . Note that by Claim 3.1:
Thus, the cost of edges of T 0 is at most 4ρOPT/λ = O(OPT/λ). We should also point out that V 0 might have some vertices v ∈ V (and therefore v ∈ T ′ ) but v ′ ∈ T ′ . We obtain a path P 1 = (V 1 , E 1 ) ⊆ G from T 0 with the following properties:
This will ensure that P 1 has exactly k nodes and satisfies properties (R1) and (R2). To do this, we duplicate every edge of T 0 and do an Eulerian walk of T 0 ; now shortcut over every vertex v ∈ T 0 with v ′ ∈ T ′ ; also shortcut over repeated nodes. It is easy to see that we are left with a path P 1 whose cost is at most 2c(T 0 ) and every vertex v ∈ P 1 has its copy v ′ in T ′ ; so it has k vertices and by Equation (3.1) satisfies both (R1) and (R2). Thus: LEMMA 3.2. We can compute a path
, and c(P 1 ) ≤ 2c(T 0 ); i.e. P 1 satisfies both (R1) and (R2).
Phase 2:
Path P 2 satisfying properties (R2-new) and (R3). Next we compute two disjoint sets of vertices V 2 ⊆ V 1 and I ⊆ V 1 and a path P 2 over V 2 (by shortcutting over nodes not in V 2 ). Our idea in computing V 2 is to keep O(k/λ) vertices of P 1 whose S u neighborhoods are mostly disjoint and their s u values are small, in order to establish the stronger (R2-new).
Suppose that we have an ordering of the vertices of P 1 , say
Note that although r has the smallest s u value among all the vertices u ∈ G * , it is not necessarily the case in P 1 . For each 1 ≤ i ≤ k, let µ i = sv i λ . We call S vi the ball of v i . We also define the core of S vi , denoted by B vi , to be the set of nodes in S vi with distance at most 2µ i to v i . By a simple averaging argument, one can easily show that |B vi | ≥ λ/2. We partition the nodes of P 1 into two sets of active and inactive nodes using the following procedure to cluster the balls. Initially, all the nodes of P 1 are active and we have S = ∅ (S will contain the centers of active balls). For each 1 ≤ i ≤ k, if v i is active and there is no v j ∈ S (with j < i) such that c ij ≤ 4µ i + 2µ j then add v i to S and make all the nodes in S vi inactive except v i itself (the bound c ij ≤ 4µ i + 2µ j is chosen to ensure that the cores of the active nodes in S are disjoint and is also used in the proof of a technical lemma later). Note that S vi might include some vertices not in P 1 . So at the end, for every two active nodes v i , v j ∈ S (with j < i) we have c ij > 4µ i + 2µ j and B vi ∩ B vj = ∅. Also, for every active node v i ∈ S, ball S vi only contains inactive nodes. Now for every value of 1 ≤ i ≤ k such that v i is active but v i ∈ S, there exists a j < i such that v j ∈ S and c ij ≤ 4µ i + 2µ j . Let j * be the smallest such index and define p(i) = j * , meaning that v i is assigned to ball S v j * . So each active node v i is either the center of an active ball (and it belongs to S) or is assigned to a ball S p(i) with p(i) ∈ S, and all the remaining nodes (that are inside the balls with centers in S) are inactive. Thus: 
Let i * ≤ k − λ/7 be the smallest index such that |U i * | ≥ k − λ/7. It is easy to see from the definition of U i and the choice of i * that:
5
The solution of our algorithm will be a graph H on vertex set U i * . Let V 2 be the set of active nodes in S with index at most i * and I be the set of active nodes not in S with index at most i * . Note that OBSERVATION 3.5. From the definitions of S, U i * , V 2 , and I: (i) V 2 , I ⊆ V 1 and they are disjoint, and (ii) Every node v i ∈ P 1 with i ≤ i * is in U i * . We compute a path P 2 = (V 2 , E 2 ) from P 1 by simply shortcutting over vertices of P 1 that are not in V 2 . Using triangle inequality:
Also, using the definition of V 2 , I, and U i * , and Lemma 3.4, property (R3) is satisfied. Soon, we will show that P 2 and I also satisfy (R2-new). We need the following technical lemma to prove this: LEMMA 3.6. For every v i ∈ S, with i ≥ 2, (that is every node in S except the root r = v 1 ) and every node v j ∈ P 1 with c vivj ≤ 2µ i such that v j became inactive once we added v i to S:
Proof. If i < j (i.e. v i was considered before v j ) then clearly s vi ≤ s vj and therefore µ i ≤ µ j . Now suppose that i > j. It means that v j was an active node but not in S at the time v i was examined. This can happen only if there is ℓ < j with v ℓ ∈ S and
On the other hand, since v i was not inactivated by v ℓ :
Using triangle inequality:
Combining (3.4), (3.5), and (3.6), together with the assumption that c vivj ≤ 2µ i implies that: 4µ i + 2µ ℓ < c viv ℓ ≤ c vivj + c vj v ℓ ≤ 2µ i + 4µ j + 2µ ℓ ; therefore µ i ≤ 2µ j as wanted. Now we are ready to prove property (R2-new) for P 2 and I. More specifically we prove the following Lemma which implies (R2-new):
LEMMA 3.7. λ v∈V2 s v + 7 v∈I s v ≤ (2 + 28ρ)OPT. Remark: The constant 7 in this lemma may look arbitrary at the moment, however we use this bound in the analysis of the algorithm later.
Proof. First we show that λs r ≤ 2OPT and then we prove that 
In order to prove (3.7) we show::
Note that this, together with Observation 3.5(i), Lemma 3.2, and Equation (3.1) implies Equation (3.7). To prove (3.9), for every vertex v ∈ V 2 − {v 1 , v i * } we find at least λ 2 distinct inactive vertices u ∈ P 1 − I whose s u value is at least sv 2 . This implies that the sum of s v values of the nodes in V 2 − {v 1 , v i * } is less than that those of P 1 − I by a factor of Ω(λ). We explain the details below.
We define a one-to-one mapping π from some of the vertices in H (i.e. a subset of U i * ) to the vertices of P 1 . For the technical reason that |H| might be larger than k (recall that k − λ 7 ≤ |H| ≤ k + 6λ 7 ) we define our mapping from the vertices in U i * − S v i * instead and deal with the nodes in S v i * separately. More precisely, letH be the set of nodes U i * − S v i * and |H| = ℓ. By definition of i * and Lemma 3.4:
. We define our one-to-one mapping π from the vertices inH to vertices v 1 , . . . , v ℓ of P 1 in the following way in two rounds: Round 1: For all v ∈H ∩ P 1 map v to itself (regardless of whether v is active or not). Round 2: Every (inactive) v ∈H − P 1 (which must belong to some S vi with v i ∈ S) is mapped to the first vertex v j ∈ P 1 to which no other vertex ofH is mapped to previously. First we note that the above mapping is well defined (because the number of nodes ofH is at most ℓ) and is one-to-one. Also every vertex v i ∈ P 1 with 1 ≤ i ≤ i * belongs toH (by definition ofH and Observation 3.5(ii)) and is mapped to itself (in Round 1). Moreover, active vertices inH (regardless of whether they are in V 2 or I) map to themselves; so no inactive node is mapped to an active node. Next we prove that for every inactive vertex v ∈H, if it belongs to some core B vi for an active vertex v i ∈H ∩ S with 2 ≤ i ≤ i * − 1 (that is an active node in Therefore: 10) where the second last inequality follows from Claim 3.8 and the last inequality follows from the fact that the nodes in I are active and have index at most i
, we have:
Therefore, using (3.10) and (3.11):
1 Let H be an empty graph (H will eventually be a graph on vertex set U i * ). 
This, together with the bound proved in Lemma 3.2 for P 1 , implies Equation (3.9), and completes the proof of Lemma. COROLLARY 3.9. We can compute a path P 2 = (V 2 , E 2 ) and set I ⊆ V 1 with V 2 ⊆ V 1 and V 2 ∩ I = ∅, such that: c(P 2 ) ≤ 2c(T 0 ), and P 2 and I satisfy properties (R2-new) and (R3).
Phase 3:
Obtaining a (k − λ/7, λ)-subgraph from P 2 and I. The next steps of the algorithm would be to make a (λ + 1)-clique over S vi ∪ {v i } for each v i ∈ V 2 which are precisely those v i ∈ S with i ≤ i * . For each active node v i ∈ I, we connect v i to all the λ vertices in S p(i) . It is easy to observe that each ball S vi with v i ∈ V 2 together with all the active nodes assigned to it will form a λ-edge-connected subgraph. The final step is to make good connectivity between these balls. For that, we look at every edge v i v j ∈ P 2 ; note that both v i , v j ∈ S. Let a = |S vi ∩ S vj |. We add an arbitrary matching (of size λ − a) between the λ − a vertices in S vi − S vj and S vj − S vi .
The full description of the algorithm, is given in Figure 3 .1, while Figure 3 .2 illustrates the approximate Steiner tree computed, the balls around the active nodes, and some of the edges added to make the graph λ-edge-connected.
Analysis of Algorithm.
It is easy to see that H contains exactly those active nodes v i with i ≤ i * as well as all the nodes in vi∈S,i≤i * S vi ; which is exactly the set U i * . Thus, by Lemma 3.4: LEMMA 3.10. k − λ 7 ≤ |H| ≤ k + 6λ 7 . In the remaining of this subsection we show that H has the required connectivity while its cost is bounded by O(OPT).
LEMMA 3.11. Solution H returned by Algorithm 1 is λ-edge-connected. Proof. For every v ∈ H, let us define the hub for v, denoted by h(v), to be (i) v itself if v ∈ S, (ii) p(i) if v = v i is an active node but not in S, and (iii) v ℓ ∈ S if v ℓ is the first vertex added to S with v ∈ S v ℓ . Observe that the set of hub nodes are precisely the nodes in S with index at most i * , which is the same as the set of nodes of P 2 . First it is easy to see that each v has λ-edge connectivity to its hub (for case (iii) we have made a clique out of h(v) and all the vertices in its ball including v, and for case (ii) v is adjacent to λ vertices in the clique made from the ball of h(v)). So it is enough to show that we have λ-edge-connectivity between the hub vertices. For any two adjacent vertices v i , v j ∈ P 2 , the matching edges added between the balls of v i and v j (together with possible nodes in S vi ∩ S vj ) establish λ-edge-connectivity between v i and v j . By transitivity, we have λ-edge-connectivity between any pair of nodes v i , v j ∈ P 2 . LEMMA 3.12. The cost of edges of H added in line 11 is at most 8ρOPT. 
