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ABSTRACT
In this paper we explore the Linear-Quadratic Regulator
(LQR) to model movement of the mouse pointer. We pro-
pose a model in which users are assumed to behave optimally
with respect to a certain cost function. Users try to minimize
the distance of the mouse pointer to the target smoothly and
with minimal effort, by simultaneously minimizing the jerk
of the movement. We identify parameters of our model from
a dataset of reciprocal pointing with the mouse. We compare
our model to the classical minimum-jerk and second-order
lag models on data from 12 users with a total of 7702 move-
ments. Our results show that our approach explains the data
significantly better than either of these previous models.
Author Keywords
Pointing; Aimed Movements; Fitts’ Law; Control Theory;
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CCS Concepts
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models;
INTRODUCTION
Interaction with computers is almost always achieved through
movement of the user, measured via input devices. In the field
of human motor control, there has been tremendous progress
in the understanding of human movement since the 1950’s
and 60’s, when Fitts’ law [11, 12] was published. Arguably
the most important modern theory of human motor control is
optimal feedback control (OFC) [34, 8]. Its main strengths
are versatility (applicable to many movement tasks) and the
ability to predict the entire movement (including position, ve-
locity, and acceleration of the end-effector over time, not just
movement time) without relying on Machine Learning tech-
niques, thus retaining comprehensibility. Despite its advan-
tages, OFC models are not very well known in the field of
Human-Computer Interaction (HCI), yet. The objective of
this paper is to introduce optimal feedback control to HCI.
OFC is a family of computational models of (human) move-
ment. These models assume that people behave rationally,
i.e., optimally with respect to some cost function. In addi-
tion, people observe the state of the environment and adjust
their movement in order to accomplish a given task, in a feed-
back manner. The interplay of the three main constituents of
OFC, i.e., optimality, feedback, and control, is displayed in
Figure 1.
As the figure suggests, the OFC framework is very versatile:
Various movements such as hand or eye movements or bal-
ancing, can be explained by adjusting the System block (and
Task
(Human)
Controller
Computation:
min JN(x,u)
System
u x
Figure 1. In our model, the user is assumed to control the state x of the
interactive system (e.g., the mouse pointer position and velocity). We
assume that the user computes the control u through optimization, i.e.,
by minimizing a cost function JN . In this calculation the current state is
taken into account through feedback.
the Controller block, if necessary). Various instructions, such
as emphasizing speed vs. comfort, can be incorporated by
adapting the cost function. Due to their feedback structure
(also called closed-loop), OFC models provide intuitive in-
sight in how humans react to disturbances during the move-
ment, changing targets, etc.
Through OFC, we aim at connecting the field of HCI bet-
ter with recent advances in neighboring scientific disciplines,
such as the study of human movement in motor control [29,
13] and neuroscience [31].
From a scientific perspective, this would strengthen the field
of HCI through a deeper insight into the basic constituents of
interaction. We start from one of the simplest and most ubiq-
uitous ways we interact with Personal Computers: pointing
with a mouse. However, as stated above, OFC could provide
a unifying framework for understanding movement in many
different interactive tasks, including pointing, steering, track-
ing of moving targets, scrolling and zooming, with PCs, mo-
bile devices, in AR/VR, etc.
From an engineering perspective, OFC would enable a deeper
understanding of the impact of interface design parameters
on the process of interaction. In the long term, these models
could be used for automated optimization of the parameters
of interaction techniques. Models of the dynamics of inter-
action would help in the design of input devices, from mice
to VR controllers. Models that work in real-time could be
used in predictive interfaces, which anticipate what the user
wants to do and respond accordingly, such as pointing target
prediction [1].
To achieve our goals, we start from a well-knownmodel from
OFC theory, presented by Todorov [32]. We believe that the
best way to introduce modern motor control theory to HCI is
to provide a simple model that is adapted to the above men-
tioned HCI purposes. Thus, we make several model simpli-
fications, which we discuss below. These allow us to use
the so-called Linear-Quadratic Regulator (LQR) as the Con-
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troller in Figure 1, to calculate the optimal feedback control
law. We explore cost functions that combine the objectives
of minimizing jerk, which is the derivative of acceleration,
and minimizing the distance to the target. We identify pa-
rameters of these cost functions and the underlying pointer
dynamics from a dataset of reciprocal pointing [25]. We com-
pare the ability of our model to replicate pointer movement to
two other models based on the second-order lag [7, 21] and
jerk minimization [13]. Both are suitable comparison candi-
dates: the former model has been evaluated with the same
dataset [25]; the latter is an established model in motor con-
trol, which has been applied in HCI context [28]. We com-
pare the models on data from 12 users, with 7702 movements
overall.
Our results show that our model is able to fit the data signifi-
cantly better than the other two models. Compared to the for-
mer, our approach can generate more symmetric and plausi-
ble velocity and acceleration profiles. Compared to the latter,
our approach allows to simultaneously model the movement
well and reach the target. Our model can predict the entire
movement with only three, intuitively interpretable parame-
ters.
RELATED WORK
In HCI, movement, e.g., of the mouse pointer, is often re-
duced to summary statistics such as movement time. The
dependency of movement time MT from distance D and
width W of targets is usually described by Fitts’ law [11,
12] as MT = a+ b ID with Index of Difficulty (ID) defined
as ID= log2(D/W + 1) [23], although alternatives such as
Meyer’s law exist [24]. In HCI, Fitts’ law is usually inter-
preted from an information theoretic perspective. A very
good explanation of this interpretation of Fitts’ law has been
provided by Gori et al. [15].
The kinematics and dynamics of movement are studied more
rarely in HCI. However, in the studies of human motor con-
trol, various models describing kinematics and dynamics of
human movement have been developed.
Feedback control models (also called closed-loop models) of
movement assume that people monitor and adjust their mo-
tion on a moment-to-moment basis. These models are able to
explain how users repeatedly correct errors and handle distur-
bances. An early closed-loop model (without optimization)
has been provided by Crossman and Goodeve [7]. They as-
sume that users observe hand and target and adjust their ve-
locity as a linear function of the distance, as a first-order lag.
A simple, physically more plausible extension of the first-
order lag is the second-order lag [7, 21]. These dynamics can
be interpreted as a spring-mass-damper system similar to that
implied by the equilibrium-point theory of motor control [29].
A constant force is applied to the mass, such that the system
moves to and remains at the target equilibrium. This is one of
the comparisonmodels; hence, we call this approach 2OL-Eq.
Other models of human movement include VITE [4] and the
models of Plamondon [26].
A fundamentally different approach to using such fixed-
control models is to assume that humans try to behave opti-
mally, according to a certain internalized cost function. Flash
and Hogan [13] propose that humans aim to generate smooth
movements by minimizing the jerk of the end effector. We
call this model MinJerk in the following. Although the hy-
pothesis that people aim to minimize jerk has been ques-
tioned, see, e.g., Harris and Wolpert [17], it is an established
model and has been successfully used by Quinn and Zhai [28]
to model the shape of gestures on a word-gesture keyboard.
The minimum-jerk model predicts a scale-invariant trajectory
(as a 5th-degree polynomial), if the exact position and time of
beginning and end of the movement are known. It can be in-
terpreted as a trajectory planning step [34] and is thus particu-
larly appropriate for modeling movements that do not involve
so-called corrective submovements. These have first been pro-
posed by Woodsworth [36, 10] and typically occur after the
first large movement, also called the “surge”, towards the tar-
get [24]. Hence, while applicable for gestures, it remains to
be seen whether this model can replicate mouse pointer data
accurately. Moreover, it does not explain how people execute
that trajectory, or if and how they react to disturbances, such
as muscle fatigue, external perturbations, changes of the tar-
get, etc.
The theory of OFC allows to resolve the separation between
trajectory planning and execution. Excellent overviews of
recent progress in OFC theory are provided by Crevecoeur
et al. [6] and Diedrichsen [8]. An early approach that
models perturbed reach and grasp movements by using the
minimum-jerk trajectory on a moment-to-moment basis was
presented by Hoff and Arbib [19]. A more general, more re-
cent and better known OFC model is proposed by Todorov
and Jordan [34]. This non-deterministic model is based on
an extension of the Linear-Quadratic-Gaussian Regulator (E-
LQG) [32]. It assumes that users try to reach a target at a
certain time while minimizing jerk. The biomechanical ap-
paratus is modeled by second-order lag dynamics. In via-
point tasks, this model qualitatively replicates movement seg-
mentation, eye-hand coordination, visual perturbations, and
other characteristics of humanmovement. A discussion about
how this model, including state- and control-dependent noise,
can be extended to more general reaching movements can be
found in [33].
A fundamental limitation of the E-LQG model (and many
other optimal control models, e.g., [13, 35, 17]) is that the ex-
act movement time needs to be known in advance. One way
to circumvent this issue is to use infinite-horizon OFC [20,
27, 22], i.e., to formulate the optimal control problem on an
infinite time horizon. In these references, this approach, in
conjunction with a cost function that includes (quadratic) dis-
tance and effort costs, was used to model end-effector move-
ment towards a target. The movement time then emerges
from the optimal control problem.
Another strand of literature that specifically deals with the
duration of movement has produced the Cost of Time theory
[18, 30, 2]. This theory assumes that humans value time with
a certain (e.g., hyperbolic or sigmoidal) cost function. Thus,
movement time is explicitly included in the cost function.
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In summary, the fundamental question of human movement
coordination has produced a substantial literature and deep
understanding regarding the nature of human movement.
Given that almost all interaction of humans with computers
involves movement, it is surprising that this knowledge is lit-
tle known in HCI. It is important to bear in mind, however,
that the purposes of these models are very different from HCI.
They intend to model movement of the human body per se.
In contrast, in HCI we are less interested in how the body
moves, and more interested in how virtual objects in the com-
puter, such as mouse pointers, move. Movement in HCI is
mediated by input devices, operating systems, and programs,
requires high precision, and is often learnt very well. There-
fore, these models need to be adapted and validated regard-
ing their ability to model movement of virtual objects such as
mouse pointers in interaction.
In the field of HCI, there are few publications with control
models of mouse pointer movement. Müller et al. [25] com-
pare three feedback control models (without optimization)
regarding their ability to model mouse pointer movements.
Ziebart et al. [37] explore the use of optimal control models
for pointing target prediction. They do not make particular
a priori assumptions about the structure of the cost function.
Instead, they use a machine learning approach to fit a generic
function with a large number of parameters (36) to a dataset
of mouse pointer movements. While suitable for their pur-
poses, we are interested in gaining more insight into the struc-
ture of the cost function. Furthermore, we believe that reduc-
ing the number of parameters (to three in our main model)
reduces the risk of overfitting.
MODEL SIMPLIFICATIONS
Our approach to introducing OFC theory to HCI is by provid-
ing a model that is applicable to HCI, easy enough to under-
stand, while still showing the benefits and strengths of OFC
theory. To this end, we start with a simple model for mouse
pointer movements that we validate on an HCI dataset. Based
on this initial introduction of OFC to HCI, in the future we
plan to incorporate extensions proposed in the motor control
literature, such as sensorimotor noise and Cost of Time the-
ory.
Our model is inspired by Todorov’s E-LQG model [32]. To
apply it to our HCI purposes, the following three main dif-
ficulties need to be dealt with: First, Todorov’s model repli-
cates many phenomena observed in human movement only
qualitatively; there is no known method for adjusting the
model to replicate specific experimental data. Second, the
exact movement time needs to be known in advance, which
is rarely the case in HCI. Third, motor control models usu-
ally model movement of the human body per se, e.g., move-
ment of the hand as measured throughmotion capture or a sty-
lus tablet, while the mouse has been avoided. Mouse pointer
movements, however, are modified by sensor characteristics
such as mouse sensor rotation and calculations on the micro-
controller and in the operating system. It is unclear whether
models that have been developed for understanding natural
human (hand) movements are also good models for mouse
pointer movements.
In this paper we present an OFC model that addresses all
these points. Based on OFC theory (see Figure 1), our two
key assumptions are first that control of the system is cal-
culated via optimization, i.e., by minimizing a certain cost
function. Second, the control is obtained in a feedback man-
ner, i.e., it depends on the system state. To provide a simple
model to introduce OFC to HCI and the modeling of mouse
pointer movements, we make four key simplifications.
First, following existing literature, we require the cost func-
tion that users are assumed to minimize to be quadratic. In
pointing tasks, people aim at bringing the end-effector to the
target. For various settings, this has been modeled in OFC
literature through quadratic distance costs that penalize the
distance of the end-effector to the target center [32, 8, 27],
see also [14]. At the same time, people aim at minimizing
their effort and moving smoothly. The common model for
the latter is that users aim to minimize the jerk of the move-
ment [13]. Thus, similar to Todorov [32], we assume the cost
function to include terms for penalizing the distance between
pointer and target as well as terms to penalize the jerk.
Second, we assume linear dynamics of the mouse pointer (the
System block in Figure 1). More precisely, as in Todorov [32],
our system dynamics are described by a second-order lag.
With the third and fourth simplification, we deviate from
Todorov [32]: We assume that there are no internal delays
in the model. Moreover, we do not model noise and thus
have a deterministic model. As a result, our approach quan-
titatively predicts position and velocity of the mouse pointer
over time. In this deterministic setting, fitting the model pa-
rameters to the behavior of particular users in a specific task
becomes easier.
To summarize, we assume optimal closed-loop behavior with
respect to a quadratic cost function (that penalizes the jerk as
well as the distance to the target) and subject to linear sys-
tem dynamics (second-order lag) with no delay and no noise.
These simplifications allow us to solve the optimal control
problem using a simple optimal feedback controller, LQR, as
explained in the next section.
THE MODEL
Since mouse sensor data are available in discrete time, we
use discrete-time dynamics. The state of the system is given
by a vector xn that includes the position and velocity of the
virtual mouse pointer. The user controls the mouse pointer by
a force un, which influences the state xn. Both are given at
the discrete time steps n ∈ {1, . . . ,N} up to some final N ∈N.
The next state xn+1 depends on the current state xn and control
un, as described by
xn+1 = Axn +Bun, (1)
where the initial state x1 is given. In this, the matrix A de-
scribes how the system, e.g., the mouse pointer dynamics de-
scribed by a second-order lag, evolves when no control is ex-
erted. The matrix B describes how the control influences the
system. In this paper we look at 1D pointing tasks, in which
the mouse can only be moved horizontally. Thus, in our case,
the state xn encodes the horizontal position and velocity of the
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pointer, denoted by pn ∈ R and vn ∈ R, respectively, as well
as a target position T ∈ R for technical reasons (in order to
later be able to compute the distance to the target), i.e.,
xn := (pn,vn,T )
⊤ . (2)
This model can easily be extended to 2D or 3D pointing tasks
by augmenting xn and un with the respective components for
the additional dimensions.
As a model for the mouse pointer dynamics we use the
second-order lag, as depicted in Figure 2(a). The parameters
of the model are the stiffness of the spring k > 0 and the damp-
ing factor d > 0. The mass is a redundant parameter and does
not change the qualitative behavior of the model. We there-
fore set it to 1. In continuous time, we denote the position of
the mouse pointer as y(t), and its first and second derivatives
with respect to time (i.e., velocity and acceleration) as y˙(t)
and y¨(t), respectively. The behavior is then described by the
second-order lag equation
y¨(t) = u(t)− ky(t)− dy˙(t), (2OL)
cf. Figure 2(b). We derive a discrete-time version of (2OL)
via the forward Euler method, with a step size of h = 2ms,
where the two milliseconds correspond to the mouse sensor
sampling rate. From this, we obtain the matrices A and B
for (1) as
A :=
(
1 h 0
−hk 1− hd 0
0 0 1
)
, B :=
(
0
h
0
)
. (3)
This process is similar to the one used by Todorov [32].
Next, we design the cost function JN that we assume the user
to minimize, based on our modeling assumptions. We want
to penalize the jerk and the distance to the target. Ideally,
no distance costs should occur within the target, which is a
box with target width W . Unfortunately, this is infeasible in
our LQR setting, where we need cost terms to be quadratic.
To circumvent this limitation, we construct the distance costs
such that we have lower costs inside the target and higher
costs outside. At time step n, the remaining distance to the
target is given by Dn := |pn−T |, and we define the resulting
distance costs as the square of that:
D2n = (pn−T )
2. (4)
As in Todorov [32], the jerk in our case corresponds to the
derivative of the control u. We call jn the approximation of
the jerk at time step n obtained by backward differences, i.e.,
jn := (un− un−1)/h≈ u˙n. We square this term to get positive
values only. A weight factor r > 0 describes how important
the jerk is compared to the positional error (4). Thus, our jerk
costs are
r j2n = r
(
un− un−1
h
)2
. (5)
Formally, this approach requires a value u0 to be chosen,
which we will explain later.
Our overall cost function JN will depend on different sum-
mations of the distance costs (4) and the jerk costs (5) over
(a) Mouse pointer model with spring and damper
∫ ∫
d
k
u(t) + y¨(t) y˙(t) y(t)
−−
(b) Control-flow diagram
Figure 2. Illustrations of the second-order lag (2OL).
multiple time steps. In order to design a cost function JN that
explains user behavior best, we explore three different cost
functions of this type later in the paper.
In conclusion, we model the process of pointing through the
following optimal control problem:
min
x,u
JN(x,u) subject to xn+1 = Axn +Bun, (OCP)
for a given initial control u0 and initial state x1, and where the
matrices A and B are given by (3) and the function JN is some
summation of (4) and (5) over multiple time steps.
We assume that the user computes the optimal control un,
which we denote by u∗n, in a feedback manner. It has been
proven that for these kinds of problems the optimal control
u∗n depends linearly on the state [9]. In our case, the optimal
control u∗n can be calculated simply by multiplying a matrix
−Kn with the state xn, extended
1 by the previous control u∗n−1:
u∗n =−Kn
(
xn
u∗n−1
)
. (6)
The matrix Kn is called the feedback gain at time step n. It
can be computed directly, given the matrices A, describing
the mouse pointer dynamics, and B, describing how control
influences the mouse pointer, and the cost function JN . This
is done by solving the appropriate Discrete Riccati Equation,
see [32, Theorem 7].
The main question now is whether this optimal feedback cor-
responds to users’ behavior, i.e., if our approach is suitable to
describe pointing tasks. For this purpose, we note that there
are several free parameters that we can choose: the spring
stiffness k, the damping d, and the jerk weight r. The goal
is to choose these parameters such that users’ behavior is ap-
proximated best.
PARAMETER FITTING
In contrast to the non-deterministic E-LQG model of
Todorov [32], one main strength of our deterministic model
is that we can imitate user data without information about the
end time of the movement. In addition, the calculation of opti-
mal parameters is simplified by eliminating uncertainties. In
1This extension is required in order to penalize the jerk as in (5).
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LSQ
LQRΛ
JN
SSE
Λ0 Λ∗
Λ
pΛ
SSE(Λ)
Kn
Figure 3. Starting with an initial parameter set Λ = Λ0, the least squares
(LSQ) algorithm obtains the sum squared error value (SSE) for the cur-
rently considered parameter set Λ. To do this, it calls LQRΛ, which
sets up the respective optimal control problem (OCP) and obtains the
corresponding optimal feedback gain Kn. The resulting position time se-
ries pΛ is used to compute SSE(Λ), which is transmitted back to LSQ.
As an LSQ algorithm, we use MATLAB’s nonlinear least squares algo-
rithm lsqnonlin, which uses a gradient-based search method to obtain
the next set of parameters Λ until it convergences to an optimal param-
eter set Λ∗ with minimal SSE. Finally, Λ∗ is returned along with the
respective optimal feedback gain matrices Kn .
this way, our model can replicate the behavior of a particu-
lar user in a particular task. To this end, we need to fit the
free parameters k, d, and r, to the data. We denote the set
of these parameters by Λ = {k,d,r}. The goal is to find the
optimal set, Λ∗, in the sense that our model, with parameters
Λ∗, yields a pointer trajectory that is as similar as possible to
that of the user. To achieve this, we measure the difference be-
tween the model trajectory pΛ and the user trajectory pUSER
using the sum squared error (SSE):
SSE(Λ) =
N
∑
n=1
(
pΛn − p
USER
n
)2
. (7)
We then apply the least squares (LSQ) algorithm depicted in
Figure 3 to find the optimal parameter set Λ∗ minimizing (7).
Least-squares-based algorithms may converge to local min-
ima and not find a global minimum. Therefore, we execute
the whole fitting process several times for randomly chosen
starting parameter sets Λ0. According to our simulations, 100
of such sets sufficed to provide results that would not improve
further by iterating on more starting parameter sets.
POINTING TASK AND DATASET
To evaluate our model, we use the Pointing Dynamics Dataset.
Task, apparatus, and experiment are described in detail in
[25]. The dataset contains the mouse trajectory for a recip-
rocal pointing task in 1D for ID 2, 4, 6, and 8.
Pointing movements almost always start with a reaction time,
in which velocity and acceleration of the pointer are close to
zero. In real computer usage, the user usually takes some
time to decide whether to move the mouse and to locate the
target before initiating the movement. Therefore, one could
speak of the movement beginning once the acceleration of the
pointer reaches a certain threshold.
In the Pointing Dynamics Dataset we use, the trial started
immediately when the previous trial was finished, i.e., after
the mouse click, not when the user initiated the next move-
ment. This results in a considerable variation in reaction
times. Since some variants of our approach as well as the
methods from the literature we use for comparison cannot
properly handle reaction times, in each trial we ignore the
data before the user starts moving. To be exact, we drop
all frames before the acceleration reaches 0.5% of its maxi-
mum/minimumvalue (depending on the movement direction)
for the first time in each trial.
Moreover, we ignore user mistakes by dropping the failed and
the following trial. From all other trials of all participants and
all tasks – 7732 trajectories in total – we have removed an-
other 30 for which the optimally fitted damping parameter d
was an outlier (more than three standard deviations from the
mean). This was necessary due to numerical instabilities that
occurred for these parameters, leading to erroneous calcula-
tions of the optimal control. All remaining 7702 trajectories
are used in the later evaluation.
We use the raw, unfiltered position data in our parameter
fitting process to avoid artifacts. The dataset also contains
derivatives of user trajectories, which were computed by dif-
ferentiating the polynomials of a Savitzky-Golay filter of de-
gree 4 and frame size 101 [25]. We use this (filtered) data
only for the computation of the reference control u0 (see the
next chapter) and for illustration purposes.
For the following plots, unless stated otherwise, we display
one certain representative user trajectory, namely the 21st
movement to the right of participant 1 for the ID 8 task with
765px distance and 3px target width. For comparison and val-
idation, the plots of all 7702 trajectories are provided in the
supplementary material.
ITERATIVE DESIGN OF THE COST FUNCTION
In this section we describe the iterative design of our cost
function JN that is utilized in the algorithm depicted in
Figure 3. The three resulting approaches are denoted by
2OL-LQR with the corresponding numbering.
First Iteration: Distance Costs at Endpoint (2OL-LQR1)
In our first iteration we use a cost function similar to the one
used by Todorov [32] for the E-LQG model. In this function,
jerk costs occur at every step. Distance costs, however, only
occur in the time step in which the mouse is clicked (time
step N). In particular, no distance costs occur at other time
steps. Thus, the cost function is given by
JN(x,u) = D
2
N + r
N−1
∑
n=1
j2n , (8)
where DN = |pN −T | is the remaining distance to the target
center at the end of the movement, r is the weight of the jerk,
and jn = (un− un−1)/h is the jerk at time step n.
The initial pointer position and velocity are set from the data,
i.e., x1 = (p
USER
1 ,v
USER
1 ,T )
⊤. Although the choice of u0 does
not have a direct impact on the system dynamics, the trajec-
tory heavily depends on its value. This is due to j1 penalizing
the deviation of u1 from u0, which carries over to j2, and so
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Figure 4. First iteration (2OL-LQR1): Using a cost function similar to
the one proposed by Todorov results in the model (blue) not replicating
the data (green) well.
on.2 We define u0 such that if the first control u1 coincides
with u0, the model will replicate the initial acceleration from
the data aUSER1 , i.e., u0 = kp
USER
1 + dv
USER
1 + a
USER
1 .
The approach of using cost function (8) suffers from two ma-
jor problems. First, as illustrated in Figure 4, the generated
trajectories do not fit our data. In particular, the target is
reached only at exactly the time of the mouse click. In con-
trast, our data shows that for high IDs, the users reach the
vicinity of the target much earlier and then spend consider-
able time with small corrective submovements close to the
target. The reason for this different behavior is that the cost
function (8) sets the incentive to settle at the target only at
the final time step N, while the jerk is penalized in every time
step.
The second problem is that the cost function must include
the exact time of the mouse click a priori. This makes the
cost function very difficult to use for the simulation of human
behavior in pointing tasks, if we cannot or do not want to
prescribe a specific clicking time.
Hence, we propose a slightly modified cost structure in the
LQR algorithm to take these considerations into account.
Second Iteration: Summed Distance Costs (2OL-LQR2)
Both issues of the first iteration can be attributed to the fact
that the remaining distance to target is only penalized at the
time of the mouse click. Hence, we now penalize both the jerk
and the distance between pointer position and target during
the whole movement. Having summed costs over the entire
movement is a standard approach in optimal control for such
tracking tasks [5]. Our new cost function is
JN(x,u) = D
2
N +
N−1
∑
n=1
(
D2n + r j
2
n
)
, (9)
where Dn = |pn − T | is the remaining distance to the target
center after time step n. This changes the meaning of N: In-
stead of being the exact clicking time, it can now be inter-
preted as the maximum time allowed for the task. Thus, it is
now much less important to set N accurately.
Optimal solutions of this approach with respect to the new
cost function (9) approximate most of the considered user tra-
jectories well, and much better than 2OL-LQR1, cf. Figure 7.
2For example, setting u0 = 0 might result in an implausibly high
acceleration at the start of the movement, similar to 2OL-Eq.
Third Iteration: Reaction Time (2OL-LQR3)
As explained in the dataset section, we prefer to model only
the movement itself, excluding the reaction time. Thus, our
second iteration does not model reaction time. In some cases,
however, it is desirable to model it explicitly. In this section
we present an objective function that achieves this.
To this end, we add a parameter δ > 0 that should describe the
reaction time. Due to our discrete time setting, we introduce
nδ ∈{1, . . . ,N} as the discrete time step closest to δ . The idea
is to adjust the cost function such that it incentivizes standing
still until nδ , to take reaction time into account.
We achieve this by splitting the cost function in two parts, be-
fore and after nδ . In the first part, we assume that users are not
aware of the target position or have at least not processed all
required information for initiating the motion. In both cases,
users should have no interest in changing their control. There-
fore, we do not penalize the distance to the desired position
in that time frame and employ a much higher jerk penaliza-
tion compared to the main movement phase. More precisely,
r is replaced by f (n) · r, where f (n) is, for the most part, an
approximation of a very large constant c, e.g., c = 100000.3
In the second part, i.e., starting from time step nδ , we use the
cost function (9) from 2OL-LQR2.
In total, the cost function of 2OL-LQR3 is
JN(x,u) = D
2
N +
nδ−1
∑
n=1
f (n)r j2n +
N−1
∑
n=nδ
(
D2n + r j
2
n
)
. (10)
There are several ways to obtain the reaction time δ and
thus nδ . One way is to determine it directly from the data,
e.g., as the time when the acceleration passes a certain thresh-
old. Another approach is to include it as an additional param-
eter to be optimized by the LSQ algorithm. We have chosen
the latter approach and it works well according to our results.
RESULTS
In this section we evaluate our main model, 2OL-LQR2, by
comparing it to the minimum-jerkmodel from [13] (MinJerk)
and the second-order lag with equilibrium control from [25]
(2OL-Eq). We also investigate how the parameters of our
model change for different tasks (IDs) and different users.
Finally, we demonstrate the ability of 2OL-LQR3 to model
movements including a reaction time.
Minimum-Jerk Model by Flash and Hogan (MinJerk)
Flash and Hogan [13] show that the minimum-jerk trajectory
between two points is a fifth-degree polynomial. They as-
sume that velocity and acceleration are zero at the start and
at the end of the movement, and explain how the parame-
ters of this polynomial can be computed under these condi-
tions. However, in our dataset, velocity and acceleration are
not necessarily zero, neither at the beginning nor at the end
of the movement. Therefore, before we delve into the results,
we present the following technique to derive the parameters
3To aid the LSQ optimization process, we use a smoothed version
of the piecewise constant sequence of jerk weights c · r and r, i.e.,
f (n) := (c−1)exp( 1nδ−1 −
1
nδ−n
)+1 for n ∈ {1, . . . ,nδ −1}.
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of the minimum-jerk polynomial under these different condi-
tions.
Deriving the MinJerk Polynomial
In [13], the minimum-jerk polynomial is given by
pMinJerk(t) =
5
∑
i=0
ci
(
t
t f
)i
, (11)
with coefficients c0, . . . ,c5 and where t f is the final time of
the movement. In our discrete-time setting, we evaluate the
polynomial only at times tn = (n−1)h, n≥ 1. In this case, the
final time is given by t f = (N˜− 1)h, where N˜ is the last time
step4 and h is the same step size as before. Thus, the position
at time step n is given by
pMinJerkn =
5
∑
i=0
ci
(
n− 1
N˜− 1
)i
. (12)
The coefficients c0, . . . ,c5 are computed from the data: c0
is the initial position, i.e., c0 = p
USER
1 . The coefficients c1
and c2 are computed from initial velocity v
USER
1 and accel-
eration aUSER1 . Since we have to take into account factors
arising from differentiation, we arrive at c1 = v
USER
1 t f and
c2 = a
USER
1 t
2
f /2. The remaining coefficients c3,c4,c5 can be
computed by solving the system of linear equations
(
1 1 1
3 4 5
6 12 20
)(
c3
c4
c5
)
=


pUSERt f − c0− c1− c2
vUSERt f t f − c1− 2c2
aUSERt f t
2
f − 2c2

 , (13)
where pUSERt f , v
USER
t f
, and aUSERt f are, respectively, the pointer
position, velocity, and acceleration at the final time.
Results for MinJerk
The MinJerk model has been derived from data of an experi-
ment that did not involve any corrective submovements [13].
This leaves two possibilities to fit the model to our data, which
does show extensive corrective submovements. If MinJerk is
used for modeling the entire movement, i.e., until time step N,
the fit is very poor (see Figure 5; dotted line). Instead of
a quick movement towards the target with extensive correc-
tive submovements, as in our data, the model predicts a slow,
smooth movement, reaching the target only at the time of the
mouse click.
Therefore, we use MinJerk for only the first, rapid movement
towards the target (the “surge”). Similar to [25], we deter-
mine the end of the surge (t f in Figure 5) from the data as
the first zero-crossing in the acceleration time series after the
deceleration (for movements to the left: acceleration) phase.
After that, we assume that the pointer does not move. As il-
lustrated in Figure 5 (blue solid line), this results in a good
fit of the surge phase, at least for movements that exhibit a
clear surge phase. However, the target is not reached, causing
a poor overall fit.
4We specifically do not use N for reasons elaborated below.
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Figure 5. For the MinJerk model, we have to decide whether we want
to model the surge well, but not reach the target (blue solid line with
constant continuation after t f ), or reach the target, but not model the
entire movement well (blue dotted line). In this paper we have chosen
the former option. In this case t f is the final time of the surge.
In conclusion, MinJerk is a good model for the surge phase
but not suitable for describing motions that contain extensive
corrective submovements.
Second-order Lag Equilibrium Control (2OL-Eq)
The 2OL-Eq model is a discrete version of (2OL) with u ≡
kT . It is given by the system dynamics xn+1 = Axn + Bun
with matrices A and B from (3) and initial condition
x1 = (p
USER
1 ,v
USER
1 ,T )
⊤. With this particular choice of con-
trol, the pointer moves towards the target T and stays there.
The target position T , together with zero velocity and acceler-
ation, constitutes an equilibrium in this case; hence the name
“equilibrium control”. This constant control is the main dif-
ference to our approach, in which the control values un are
optimized with respect to some cost function JN .
For the 2OL-Eq model, we optimize the spring stiffness k
and the damping d with the same parameter fitting process
and the same SSE objective function (7) that we use for our
2OL-LQR approach.
The behavior of the 2OL-Eq is shown in Figure 6. Visually,
the model captures user behavior well in terms of pointer posi-
tion, cf. Figure 6(a). The velocity time series depicted in Fig-
ure 6(b), however, is asymmetric in the 2OL-Eq case, while
the user shows a more symmetric, bell-shaped velocity profile.
The biggest difference appears in the acceleration time series.
The user performs a symmetric and smooth N-shaped accel-
eration. In contrast, the acceleration of the 2OL-Eq jumps
instantaneously at the start of the movement, and then rapidly
declines. This can be explained with the physical interpreta-
tion of the 2OL-Eq as a spring-mass-damper system: Since u
is constant in this model, as the system is released, the spring
instantaneously accelerates the system with a force that is pro-
portional to the extension of the spring. Because human mus-
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Figure 6. Due to the constant control, 2OL-Eq yields a much less sym-
metric velocity and acceleration profile during the surge than the user
data.
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Figure 7. Our second iteration model 2OL-LQR2 models the entire
movement well. However, the acceleration in the surge phase is slightly
less symmetric than the one of the user.
cles cannot build up force instantaneously [29], this behavior
is not physically plausible.
Our Model 2OL-LQR2 vs. MinJerk and 2OL-Eq
Qualitative Comparison
For the qualitative comparison, we performed a visual analy-
sis of model behavior on the entire dataset. Although in the
figures we illustrate a particular movement of a specific par-
ticipant, we recall that the behavior is representative and the
plots of all 12 participants and all 4 IDs are provided as sup-
plementary material.
The behavior of our model 2OL-LQR2 is shown in Figure 7.
Overall, the model approximates the position rather well over
the entire movement, cf. Figure 7(a). Corrective submove-
ments, which start at around t = 0.4s, are not replicated well
by any of the three models (see Figures 5, 6, and 7). Our
model slightly underestimates the maximum velocity and the
velocity profile is less symmetric than the data. Similar ef-
fects can be observed in the acceleration, see Figure 7(c).
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Figure 8. ID 2 tasks without a correction phase are well approximated
by each of the three considered models (here: Participant 1, 1275px dis-
tance, 425px target width, 35th movement to the right).
Compared to MinJerk, our model 2OL-LQR2 explains the
surge phase similarly well, while not quite capturing the sym-
metry observed in many acceleration time series as the one
depicted in Figures 5, 6, and 7.5 However, as a major im-
provement compared to MinJerk, 2OL-LQR2 captures the en-
tire movement, not just the surge phase. We emphasize that
MinJerk is given the end point of the surge, as well as posi-
tion, velocity and acceleration at that point, while our model
is not given that information.
Compared to 2OL-Eq, our model captures position, veloc-
ity, and acceleration much better. The reason for this is that,
in contrast to 2OL-Eq, the control time series shown in Fig-
ure 7(d) is not constant but changes over time. This often
leads to a more N-shaped acceleration time series and a more
bell-shaped velocity time series, as predicted by Flash and
Hogan [13] and in many cases confirmed by our data.
ID 2 tasks play a special role, as they (usually) do not involve
corrective submovements, see Figure 8. In this case, all three
models match the position data. Visible differences in the fit
appear in the velocity and acceleration data.
Quantitative Comparison
In the following, we provide a quantitative comparison across
all 7702 trajectories. The resulting SSE values of all three
models are shown in Figure 9(a), on a logarithmic scale. In
addition, we measure the Maximum Error betweenmodel and
user trajectories, i.e.,
max
n=1,...,N
|pΛn − p
USER
n |, (14)
which is depicted in Figure 9(b). As can be seen from both
Figures, our model 2OL-LQR2 is able to capture human be-
havior substantially better in terms of SSE and in terms of
Maximum Error than both the 2OL-Eq and MinJerk models.
5There are some cases in which asymmetric acceleration time se-
ries do occur. Our model 2OL-LQR2 is able to approximate these
profiles reasonably well and is not limited to, e.g., an N-shaped ac-
celeration profile, as is the case with MinJerk.
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Figure 9. SSE and Maximum Error values of our model 2OL-LQR2
compared to 2OL-Eq and MinJerk for the user trajectories of all partic-
ipants and all tasks (logarithmic scale).
Model
SSE Maximum Error
Mean SE SD Mean SE SD
2OL-LQR2 0.03 0.001 0.10 0.014 0.0001 0.009
2OL-Eq 0.11 0.002 0.16 0.03 0.0001 0.013
MinJerk 0.21 0.006 0.56 0.035 0.0025 0.022
Table 1. Mean value, standard error (SE), and standard deviation (SD)
of the SSE andMaximum Error values of each model applied to the 7702
user trajectories.
Kolmogorov-Smirnov tests showed that the distributions of
SSE for the three models do not fit the assumption of nor-
mality (all values p < 0.0001). Thus, we carried out a Fried-
man Test (i.e., a non-parametric test equivalent to a repeated
measures one-way ANOVA). The main factor included in the
analysis was which model was used: 2OL-LQR2, 2OL-Eq, or
MinJerk. The significance level was set to 0.05. The test indi-
cated that the SSE between the three models was significantly
different (χ2(2) = 8492.78, p < 0.001, n = 7702).
Additional Wilcoxon Signed Rank tests with Bonferroni
corrections showed that the SSE was significantly lower
in the 2OL-LQR2 model when compared to the 2OL-Eq
model (Z = −74.87, p < 0.001), or to the MinJerk model
(Z = −68.49, p < 0.001). The findings are analogous for the
maximum deviations of the simulated trajectories from the
data (Friedman Test, χ2(2) = 9106.12, p < 0.001, n = 7702),
with Wilcoxon Signed Rank tests (p < 0.001) showing that
2OL-LQR2 approximates user trajectories significantly better
than both 2OL-Eq and MinJerk. Summary statistics of both
measures for all three models can be found in Table 1.
Parameter Distribution of 2OL-LQR2
Figures 10(a)-(c) (left) show the ranges of the three 2OL-
LQR2 parameters k, d, and r, optimized for the user trajecto-
ries of all tasks with ID> 2, grouped by participants.6 As can
be seen, different participants are characterized by differing
parameter sets. For example, participant 2 is characterized by
a high spring stiffness k, an above-average damping d, and a
very low jerk weight r. In contrast, participant 9 is character-
ized by a very low spring stiffness k, a very low damping d,
6 The parameters for ID 2 tasks differ from those of ID > 2 tasks.
Due to limited space, we focus on the latter in these plots. For the
sake of completeness, the figures including ID 2 tasks can be found
in the supplementary material.
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Figure 10. Parameters of our model 2OL-LQR2 , optimized for all con-
sidered trajectories of all participants and all tasks, grouped by partici-
pants (left, only ID 4, 6, 8 tasks) and by ID (right). For reasons of clarity,
both plots for parameter d do not include the five biggest outliers rang-
ing between 58 and 181.
and a very high jerk weight r. Since in our case higher jerk
penalization enforces less rapid changes in control, from the
jerk weight r it can be inferred how much effort the user is
willing to put into the task: a higher r can be interpreted as
less effort.
Figures 10(a)-(c) (right) illustrate the ranges of the parame-
ters k, d, and r, optimized for the user trajectories of all par-
ticipants, grouped by ID of the task. All three parameters
show characteristic variations by ID. The spring stiffness k in-
creases noticeably from ID 4 to ID 6. The damping parameter
d is considerably lower for ID 2 tasks. This confirms the ob-
servation that participants show oscillatory behavior in tasks
with low IDs, as reported before in [16, 3, 25]. These oscilla-
tions also play a role in the large variance of r for ID 2. For
the other IDs, r declines only slightly with ID, i.e., the effort
is almost independent of the task difficulty.
The impact of the parameters on model behavior is however
not straightforward, because a change in one of the parame-
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Figure 11. Our third iteration model 2OL-LQR3 allows to model indi-
vidual movements by including reaction time.
ters does not only influence the movement directly, but also
results in a different optimal control sequence, which likewise
affects the solution trajectory.
Modeling Individual Movements Including Reaction Time
Our model 2OL-LQR2 does not take reaction time into ac-
count. However, this is possible with our third iteration, 2OL-
LQR3. Only in this section, we thus explicitly do not drop
any frames at the beginning of the trials. Results for the same
representative trial as before are shown in Figure 11. Clearly,
there is no change in control and thus in acceleration before
time δ , which can loosely be interpreted as a reaction time.
Looking closely at the initiation of the acceleration, we ob-
serve that our model initiates the movement later than the user
but with a higher acceleration. The reason is that the opti-
mizer treats δ as a free parameter to minimize the SSE of the
entire position time series. Thus, while movements including
reaction time can be approximated by 2OL-LQR3 quite well,
the parameter δ itself does not necessarily resemble the true
reaction time.
DISCUSSION AND FUTURE WORK
In this paper we have explored a simple OFC model for
mouse pointer movements. We assumed optimal closed-loop
behavior with respect to a quadratic cost function (penalizing
jerk and distance) and subject to linear system dynamics with
no delay and no noise. These simplifications lead to a number
of limitations of our model.
First, all models that we compared do not model corrective
submovements well. Although our models can recreate cor-
rective submovements (e.g., in Figure 11), they are smaller in
amplitude than those of the users. Future research should put
more emphasis on replicating these submovements in more
detail by extending the model.
Second, due to its deterministic nature, our model cannot
replicate the variability of human movements. It produces
a typical movement of a specific user, but it produces the
same movement every time. In future work we plan to ex-
plore stochastic models to better capture human variability.
Third, we note that although our cost function (9) of our main
model, 2OL-LQR2, incentivizes a short(er) movement time
due to summed distance costs, it does not explicitly model
minimizing the total movement time. If the latter is desired
(e.g., as part of the experimental design), then in future work
the model can be extended by modifying the cost function
using the Cost of Time theory.
Despite these limitations, our 2OL-LQR2 model matches
our data well, and significantly better than 2OL-Eq or Min-
Jerk. We achieve this with only three parameters, which have
an easily understandable interpretation as spring stiffness k,
damping d, and effort, related to r. We only need these pa-
rameters, the target position, and initial conditions. In con-
trast to MinJerk, our model does not need to know the point
in time and space where the surge movement ends. Most im-
portantly, our model does not require knowledge about the
exact time when the target is reached. Compared to 2OL-Eq,
our model yields a more bell-shaped velocity time series and
a more N-shaped acceleration time series, without implausi-
bly high acceleration at the start of the movement. In addition,
our model explains how users differ from each other in prop-
erties (stiffness, damping) and effort.
The biggest strength is that the OFC perspective makes our
model very flexible and easily extensible. In particular, it can
readily be extended to other instructions, such as emphasizing
speed vs. comfort. It can also be extended to different tasks,
such as 2D or 3D pointing, 6 DoF docking tasks, etc.
It is important to highlight that our model is a pure end-
effector model of the movement of the mouse pointer. We
do not explicitly model biomechanics, sensor characteristics,
or transfer functions in the operating system. Incorporating
these is possible, albeit yielding nonlinear system dynam-
ics, and therefore making the model more complex. Our
simple model already works quite well for modeling mouse
pointer movements. This reinforces our argument that OFC
is a promising theory to better understand movement, such
as movement of the mouse pointer, during interaction and is
thus a valuable addition to the HCI community.
CONCLUSION
In this paper, we have modeled mouse pointer movements
from an optimal control perspective. More precisely, we
have investigated the Linear-Quadratic Regulator with vari-
ous objective functions. We found that our model 2OL-LQR2
fits our data significantly better than either 2OL-Eq [25] or
MinJerk [13]. We require a number of simplifying assump-
tions (linear dynamics, quadratic costs). Despite these, mouse
pointer movements of real users can be explained well. More-
over, this is achieved with only three, intuitively interpretable,
parameters, which allow to characterize users by properties
(stiffness, damping) and effort. In conclusion, we believe that
the optimal feedback control perspective is a strong, flexible,
and very promising direction for HCI, which should be fur-
ther explored in the future.
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APPENDIX
2OL-LQR EQUATIONS
The 2OL-LQR model can be described as the time-discrete
linear-quadratic optimal control problem with finite horizon
N ∈N
Minimize JN (x,u) =
N
∑
n=1
x⊤n Qnxn +
N−1
∑
n=1
(un−un−1)
⊤Rn(un−un−1)
with respect to u = (un)n∈{1,...,N−1} ⊂ R given x¯1 ∈ R
3, u¯0 ∈ R
(15a)
where x = (xn)n∈{1,...,N} ⊂R
3 with xn = (pn,vn,T )
⊤
satisfies
xn+1 = Axn +Bun, n ∈ {1, . . . ,N− 1},
x1 = x¯1,
(15b)
with sampling time h > 0 and system dynamics matrices
A =
(
1 h 0
−hk 1− hd 0
0 0 1
)
, B =
(
0
h
0
)
(15c)
based on the (approximated) second-order lag.
The state cost matrices are defined by
Qn =
(
1 0 −1
0 0 0
−1 0 1
)
∈ R3×3, n ∈ {1, . . . ,N}, (16)
which implies
x⊤n Qnxn = (T − pn)
2 = D2n, (17)
i.e., the distance Dn = |T − pn| between mouse and target
position is quadratically penalized at every time step n ∈
{1, . . . ,N}. In our case of one-dimensional pointing tasks,
the control cost matrices are scalar and given by
Rn =
r
h2
∈ R, r > 0, n ∈ {1, . . . ,N− 1}, (18)
which yields
(un− un−1)
⊤Rn(un− un−1) = rn
(
un− un−1
h
)2
, (19)
i.e., the squares of the “jerk” terms jn =
un−un−1
h
are penalized
with some jerk weight r at every time step n ∈ {1, . . . ,N−1}.
Because of the penalization of the differences in control, each
control value u∗n of the optimal control sequence u
∗ minimiz-
ing JN(x,u) given some initial state x¯1 and some initial con-
trol u¯0 explicitly depends on the preceding control value u
∗
n−1.
For this reason, we need to introduce information vectors
In =
(
xn
un−1
)
∈ R4, n ∈ {1, . . . ,N}. (20)
Furthermore, we expand the system matrices A and Qn by an
additional zero row and column and add an additional one to
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the control matrix B in order to propagate the previous control
un−1:
A=
(
A 0
0 0
)
=


1 h 0 0
−hk 1− hd 0 0
0 0 1 0
0 0 0 0

 ∈ R4×4,
B =
(
B
1
)
=


0
h
0
1

 ∈ R4×1,
Qn =
(
Qn 0
0 0
)
=


1 0 −1 0
0 0 0 0
−1 0 1 0
0 0 0 0

 ∈ R4×4,
n ∈ {1, . . . ,N}. (21)
Using this notion, (15) is equivalent to the following optimal
control problem:
Minimize JN(I,u) =
N
∑
n=1
I
⊤
n QnIn +
N−1
∑
n=1
(un−un−1)
⊤Rn(un−un−1)
with respect to u = (un)n∈{1,...,N−1} ⊂ R given x¯1 ∈ R
3, u¯0 ∈ R
(22a)
where I = (In)n∈{1,...,N} ⊂R
4 with In = (xn,un−1)
⊤
satisfies
In+1 =AIn +Bun, n ∈ {1, . . . ,N− 1},
I1 = I¯1 =
(
x¯1
u¯0
)
,
(22b)
with sampling time h > 0 and where u0 = u¯0 applies.
Moreover, we define
Ix =
(
1 0 0 0
0 1 0 0
0 0 1 0
)
∈ R3×4, Iu = (0 0 0 1) ∈ R
1×4,
(23)
which implies
IxIn = xn ∈ R
3, IuIn = un−1 ∈ R, n ∈ {1, . . . ,N}, (24)
i.e., Ix respective Iu are the matrices that extract the state xn
respective the control un−1 from the information vector In for
any n ∈ {1, . . . ,N}.
It can be shown that the unique solution u∗ = (u∗n)n∈{1,...,N} to
the optimization problem (22) (and thus to the original opti-
mization problem (15) as well) is given by
u∗n =−KnI
∗
n , n ∈ {1, . . . ,N− 1},
Kn = (Rn +B
⊤Sn+1B)
−1(B⊤Sn+1A−RnIu),
n ∈ {1, . . . ,N− 1}, (25)
where the symmetric matrices Sn ∈ R
4×4 can be determined
by solving theModified Discrete Riccati Equations
Sn =Qn + I
⊤
u RnIu +A
⊤Sn+1A−
−(A⊤Sn+1B− I
⊤
u Rn)(Rn +B
⊤Sn+1B)
−1(B⊤Sn+1A−RnIu)
(26a)
for n ∈ {1, . . . ,N− 1} backwards in time with initial value
SN =QN . (26b)
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