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Abstract
Our main result is a proof of the Florent Hivert conjecture [F. Hivert, Local action of the symmetric group
and generalizations of quasi-symmetric functions, in preparation] that the algebras of r-Quasi-Symmetric
polynomials in x1, x2, . . . , xn are free modules over the ring of Symmetric polynomials. The proof rests
on a theorem that reduces a wide variety of freeness results to the establishment of a single dimension
bound. We are thus able to derive the Etingof–Ginzburg [P. Etingof, V. Ginzburg, On m-quasi-invariants
of a Coxeter group, Mosc. Math. J. 2 (2002) 555–566] Theorem on m-Quasi-Invariants and our r-Quasi-
Symmetric result as special cases of a single general principle. Another byproduct of the present treatment
is a remarkably simple new proof of the freeness theorem for 1-Quasi-Symmetric polynomials given in
[A.M. Garsia, N. Wallach, Qsym over Sym is free, J. Combin. Theory Ser. A 104 (2) (2003) 217–263].
© 2006 Published by Elsevier Inc.
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0. Introduction
We begin by fixing notation and recall some basic facts. We will throughout set Xn =
{x1, x2, . . . , xn} and denote by F[Xn] the algebra of polynomials in x1, x2, . . . , xn with coeffi-
cients in a field F of characteristic zero. If V is a graded vector space we denote by Hm(V) the
subspace of homogeneous elements of degree m in V. We then have the direct sum decomposi-
tion
V =H0(V)⊕H1(V)⊕H2(V)⊕ · · · ⊕Hm(V)⊕ · · ·
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FV(q) =
∑
m0
dim
(Hm(V))qm.
If A is a finitely generated graded algebra and we set:
• n1 = the order of “1” as a pole of the Hilbert series FA(q);
• n2 = the maximum number of algebraically independent elements in A;
• n3 = the minimum number of elements θ1, θ2, . . . , θn such that1
dim A/(θ1, θ2, . . . , θn)A < ∞ (0.1)
then we have the equality n1 = n2 = n3 and the common value nA is called the “Krull dimension”
of A. If (0.1) holds with n = nA then θ1, θ2, . . . , θn are called a “System Of Parameters.” “S.O.P.”
in brief.
Let θ1, θ2, . . . , θn ∈ A be homogeneous of degrees d1, d2, . . . , dn and suppose they constitute
a S.O.P. for A and let B = {f1, f2, . . . , fN } be a set of representatives for a basis of the quotient
A/(θ1, θ2, . . . , θn)A.
Then every P ∈ A has an expansion of the form
P =
N∑
i=1
fiQi(θ1, θ2, . . . , θn)
with Q1,Q2, . . . ,QN ∈ F[y1, y2, . . . , yn]. In other words the collection{
fiθ
p1
1 , θ
p2
2 , . . . , θ
pn
n
}
1iN;pi0
spans A as a vector space. In particular, it follows that
FA(q) <<
∑N
i=1 qdegree(fi )
(1 − qd1)(1 − qd2) · · · (1 − qdn) ,
where “<<” expresses coefficientwise inequality of formal power series.
If the coefficients Qi(θ1, θ2, . . . , θn) in the expansion
P =
N∑
i=1
fiQi(θ1, θ2, . . . , θn)
are uniquely determined by P , then the collection{
fiθ
p1
1 , θ
p2
2 , . . . , θ
pp
n
}
1iN
is a vector space basis for A. This holds true if and only if we have the equality
FA(q) =
∑N
i=1 qdegree(fi )
(1 − qd1)(1 − qd2) · · · (1 − qdn) .
Then A is a free module over F[θ1, θ2, . . . , θn] of rank N and A is said to be a graded “Cohen–
Macaulay” algebra.
This given, we will establish the following basic criterion.
1 (θ1, θ2, . . . , θn)A denotes the ideal generated by θ1, θ2, . . . , θn in A.
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(i) A has elements θ1, θ2, . . . , θn of degrees d1, d2, . . . , dn forming a homogeneous S.O.P. for
F[Xn].
(ii) There is a homogeneous element Π(x) ∈ F[θ1, θ2, . . . , θn] such that Π(x)F[Xn] ⊆ A.
Then the single inequality
dim A/(θ1, θ2, . . . , θn)A  d1d2 · · ·dn (0.2)
implies that A is free module over F[θ1, θ2, . . . , θn] of rank d1d2 · · ·dn.
With the specialization F = Q this result will be applied to the algebras r-Quasi-Symmetric
and m-Quasi-Invariant polynomials. To see how this can be done we need to recall their defini-
tion.
Let G be a finite reflection group of n× n matrices, Σ(G) will denote its class of reflections
and for each s ∈ Σ(G) we choose once and for all a vector αs perpendicular to the reflecting
hyperplane of s. In this manner the linear form giving the equation of this reflecting hyperplane
is given by the scalar product (x,αs). This given, a polynomial P(x) = P(x1, x2, . . . , xn) is said
to be G-m-Quasi-Invariant if and only if for all s ∈ Σ(G) the polynomial (1− s)P (x) is divisible
by (x,αs)2m+1. It easily shown that G-m-Quasi-Invariants form a finitely generated G-invariant
graded subalgebra of the polynomial ring Q[Xn],
Denoting this algebra by QIm[G], we have the proper inclusions
Q[Xn] =QI0[G] ⊃QI1[G] ⊃QI2[G] ⊃ · · · ⊃QIm[G] ⊃ · · · ⊃ QI∞[G],
where QI∞[G] may be identified with the algebra ΛG of G-invariant polynomials in Q[Xn]. It
was conjectured by Feigin and Veselov in [6] and proved by Etingof and Ginzburg in [7] that all
these algebras are free modules over their corresponding ring of invariants.
Florent Hivert in [14] defines the “r-action” of Sn on Q[Xn] by requiring that each transposi-
tion si = (i, i + 1) acts only on the variables xi and xi+1 according to the rule
six
a
i x
b
i+1 =
{
xai x
b
i+1 if a, b r,
xbi x
a
i+1 otherwise
(0.3)
and establishes that this action satisfies the customary Coxeter relations
s2i = 1, sisi+1si = si+1sisi+1, sisj = sj si ∀|i − j | 2.
Hivert also proves that the vector space of polynomials in Q[Xn] which are invariant under the
resulting action of Sn form an algebra which we will call r-QSym[Xn]. It is easily see that these
algebras form a descending chain
Q[Xn] ⊃ 1-QSym[Xn] ⊃ 2-QSym[Xn] ⊃ · · · ⊃ r-QSym[Xn] ⊃ · · · ⊃ ∞- Sym[Xn],
where again ∞-QSym[Xn] can be identified with the algebra Λn of symmetric polynomials in
Q[Xn]. Hivert was led to these algebras as a natural extension of the algebra of Gessel’s “quasi-
symmetric funtions” [11] which may be viewed as 1-QSym[Xn]. This brought him to conjecture
that all of them (as was shown in [9] for 1-QSym[Xn]), are free modules over Λn.
We should mention that recently, we have given in [10] a new proof of the Etingof–Ginzburg
result using an “orbit” approach. The present work stems from the search of an extension of
the orbit approach that would be sufficiently general to yield the Hivert conjecture as well. This
resulted in Theorem 0.1.
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these classes of algebras their freeness result is thus reduced to proving the inequality in (0.2).
Now, forQIm[G] this inequality was already given by Feigin and Veselov in [6], and a beauti-
ful elementary proof of it (again due to Feigin and Veselov) is given in [10]. Given this inequality,
the reader should have no difficulty seeing that the Etingof–Ginzburg Theorem is an immediate
corollary of Theorem 0.1.
In the Quasi-Symmetric case the situation is quite different. In fact for 1-QSym[Xn] the cor-
responding inequality could only be obtained in [9] as the final byproduct of a rather intricate
indirect argument which occupies most of the paper. Our main contribution here is a proof this
inequality for r-QSym[Xn] for all r  1. We shall see that it will involve a substantial part of
the present paper. However, here the end product is a beautiful elementary argument which in a
sense does reveal a bit more the combinatorial underpinnings of the freeness result. To be more
specific we need to review some basic facts about r-QSym[Xn].
For a given integer r  0 and vector v = (v1, v2, . . . , vk) ∈ Nk we write v  r if and only
if we have vi  r for i = 1,2, . . . , k. The symbol v < r is analogously defined. It will also be
convenient to set
v + r = (v1 + r, v2 + r, . . . , vk + r). (0.4)
Recall that a vector of integers p = (p1,p2, . . . , pk) is said to be a “composition” of n and we
write “p |= n” if and only if
p > 0 and p1 + p2 + · · · + pk = n
and a “semi-composition” if p  0. Finally it will be convenient to set for any vector v =
(v1, v2, . . . , vk)
|v| = v1 + v2 + · · · + vk, l(v) = k.
If q = (q1, q2, . . . , qn) is a semi-composition then the partition obtained by rearranging the non-
zero parts of q in weakly decreasing order is denoted “λ(q).” This given, for a pair (p,λ)
consisting of a composition with k parts and a partition with l  n− k parts we set
Mp,λ[Xn] =
∑
T⊆{1,2,...,n}
|T |=k
x
p
T
∑
λ(q)=λ
x
q
cT , (0.5)
where “cT ” denotes the complement of T in {1,2, . . . , n} and if T = {i1 < i2 < · · · < ik}, p =
(p1,p2, . . . , pk) then
x
p
T = xp1i1 x
p2
i2
· · ·xpkik
the symbol “xqcT ” is similarly defined. We call the polynomials in (0.5) “quasi-monomials” since
they are the r-quasi-symmetric analogs to the monomial symmetric functions.
Now it was shown by Hivert in [14] that a basis for r-QSym[Xn] is given by the collection{
Mp,λ[Xn]
}
pr;λ<r, (0.6)
where the total number of parts in each pair (p,λ) does not exceed n.
Our freeness result for r-QSym[Xn] hinges on two remarkable breakthroughs of François and
Nantel Bergeron. To begin they showed in [1] that the λ-free quasi-monomials
Mp+r [Xn] =
∑
T⊆{1,2,...,n}
x
p+r
T (with p  0), (0.7)|T |=k
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r-QSym[Xn]/(e1, e2, . . . , en)r-QSym[Xn]. (0.8)
The second breakthrough is their discovery, by computer experimentation, of the existence of an
r-independent set Sn of n! semi-compositions such that the collection{
Mp+r [Xn]
}
p∈Sn (0.9)
yields a basis for this quotient.
Armed with the knowledge that even the existence of a spanning set of the form (0.9) would
(via Theorem 0.1) imply freeness for all r-QSym[Xn] in one full sweep, we endeavored to con-
struct such a set. To state our findings we need some notation.
For a given pair (k, n) with 0 k  n let us denote by Rk,n the quotient ring
Rk,n = Q[Xk]/
(
hn+1−k[Xk], hn+2−k[Xk], . . . , hn[Xk]
)
Q[Xk], (0.10)
where hm[Xk] denotes the complete homogeneous symmetric function of degree m in x1, x2,
. . . , xk .
Next denote by τk the group algebra element of Sk
τk = (1,2,3,4, . . . , k)+ (2,3,4, . . . , k)+ (3,4, . . . , k)+ · · · + (k) (0.11)
and let Dk denote the dimension of the kernel of τk on Q(Sk). Now it is well known and is not
difficult to show (see [2]) that Rk,n affords
(
n
k
)
copies of the left regular representation of the
symmetric group Sk . Thus the dimension of the kernel of τk on Rk,n is Nk =
(
n
k
)
Dk and we will
see that we also have the inequality
n∑
k=0
(
n
k
)
Dk  n!. (0.12)
This given, it follows that the freeness result for r-QSym[Xn] can be obtained by combining
Theorem 0.1 with the following somewhat surprising fact
Theorem 0.2. Let2
P (i,k)[Xk] =
∑
p
c(i,k)p x
p
[1,k] ( for 1 i Nk), (0.13)
yield a basis for the kernel of τk on Rk,n, and set
Q(i,k)[Xn] =
∑
p
c(i,k)p Mp+r [Xn] (0.14)
then the collection{
Q(i,k)
}
1iNk;1kn, (0.15)
together with the constant 1, spans the quotient
r-QSym[Xn]/(e1, e2, . . . , en)r-QSym[Xn].
2 Here for p = (p1,p2, . . . , pk) we set xp[1,k] = x
p1
1 x
p2
2 · · ·x
pk
k
.
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markably, as we shall see that this further consequence of Theorem 0.1 yields an entirely new
proof of a result of Phatarford in [15] and Diaconis et al. in [5] to the effect that the multiplicity
of the eigenvalue i in the action of τn on Q(Sn) is given by the number of permutations with i
fixed points. In fact, as we shall see, this proof yields also further explicit results concerning all
the eigenspaces of the operator τn.
This paper is divided into three sections. In the first section we prove Theorem 0.1. In the
second section we prove a number of auxiliary results and identities leading to the proof of
Theorem 0.2. The section terminates with the establishment of a crucial connection between
r-Qsym[Xn] and certain quotients of Q[Xk] for 1  k  n. This connection is obtained from
certain symmetric function identities that should be of independent interest. In the third and final
section, after reviewing a few well-known properties of the operator τn we prove Theorem 0.2,
complete our proof that r-Qsym[Xn] is free over Sym[Xn] and derive some of its consequences
concerning the operator τn.
1. Unramified points and their associated graded rings
This section is dedicated to the proof of Theorem 0.1.
We start with a few preliminary observations. Let J be an ideal of F[Xn] and set
RJ = F[Xn]/J .
For a polynomial P ∈ F[Xn] let “h(P )” denote the homogeneous component of highest degree
in P . Set
grJ = (h(P ): P ∈ J )
and let
gr RJ = F[Xn]/grJ
then
Proposition 1.1.
dim gr RJ = dim RJ .
Proof. This result is well known but we include a sketch of the argument for sake of complete-
ness. To this end, we choose a degree lexicographic term order “<dl” and for a given P ∈ F[Xn]
we denote by “λ(P )” the <dl largest monomial in P . For a given ideal J we set
λ(J ) = {λ(P ): P ∈ J }.
Clearly, λ(J ) is an upper ideal of monomials under the division partial order. Likewise the
complement BJ of λ(J ) in the collection of all monomials is a lower order ideal. Now it follows
from a theorem of Gordan [13], and it is easy to show, that BJ is a basis for the quotient RJ =
F[Xn]/J . This given, the result is a simple consequence of the identity
λ(grJ ) = λ(J )
which itself is an immediate consequence of the fact that our degree lexicographic order gives
λ(P ) = λ(h(P )) (for all P ∈ F[Xn]). 
This places us in a position to establish the following useful fact.
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given point a ∈ Fn set
[a]θ =
{
x ∈ Fn: θ1(x) = θ1(a), θ2(x) = θ2(a), . . . , θn(x) = θn(a)
}
. (1.1)
If θ1, θ2, . . . , θn form an S.O.P. for F[Xn] then the cardinality of [a]θ satisfies the inequality∣∣[a]θ ∣∣ d = d1d2 · · ·dn. (1.2)
Proof. Let
C = {b1, b2, . . . , bN } (1.3)
be any finite collection of points of [a]θ . Set
RC = F[Xn]/JC, (1.4)
where JC denotes the ideal of polynomials that vanish in C. In symbols
JC =
{
P(x) ∈ F[Xn]: P(x) = 0 for all x ∈ C
}
. (1.5)
Next, construct polynomials
φ1(x),φ2(x), . . . , φN(x), (1.6)
satisfying the conditions
φi(x) =
{1 if x = bi,
0 if x = bj with j = i. (1.7)
This given note that for any polynomial P(x) ∈ F[Xn] we have
P(x)−
N∑
i=1
P(bi)φi(x) = 0 (for all x ∈ C),
and this implies that the collection{
φ1(x),φ2(x), . . . , φN(x)
}
spans the quotient RC and since φ1(x),φ2(x), . . . , φN(x) are clearly independent it follows that
dim RC = N
and thus from Proposition 1.1 it follows that we also have
dim gr RC = N.
From the definition of [a]θ it follows that each polynomial θi(x)− θi(a) is in JC and since θi(x)
is homogeneous we also have θi(x) ∈ grJC . This implies the ideal containment
(θ1, θ2, . . . , θn) ⊆ grJC
which in turn forces the inequality
N = dim gr RC  dim F[Xn]/(θ1, θ2, . . . , θn). (1.8)
Since any homogeneous S.O.P. for F[Xn] is a regular sequence in F[Xn], it follows that the
Hilbert series of F[Xn] and F[Xn]/(θ1, θ2, . . . , θn) are related by the equality
FF[Xn](q) =
FF[Xn]/(θ1,θ2,...,θn)(q)
d1 d2 dn
.
(1 − q )(1 − q ) · · · (1 − q )
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FF[Xn]/(θ1,θ2,...,θn)(q) =
(1 − qd1)(1 − qd2) · · · (1 − qdn)
(1 − q)n
and passing to the limit as q →−1 we obtain that
dim F[Xn]/(θ1, θ2, . . . , θn) = d1d2 · · ·dn = d.
Combining this with (1.8) we derive that
N  d
as desired. 
We will prove Theorem 0.1 under the hypothesis that there exists a point a ∈ Fn such that
(1) Π(a) = 0,
(2)
∣∣[a]θ ∣∣= d1d2 · · ·dn. (1.9)
Now in our applications of Theorem 0.1 to the m-Quasi-Invariant and r-Quasi-Symmetric
algebras, we can work with the specialization F = Q since the polynomials θ1, θ2, . . . , θn we use
are a complete set of fundamental invariants of a finite Coxeter group G. The product d1d2 · · ·dn
then gives the order of G and condition (2) is satisfied as soon as the point a does not lie in any
of the reflecting hyperplanes of G. In fact, in that case the orbit [a]G of a under the action of G
will necessarily have |G| elements and the obvious containment
[a]G ⊆ [a]θ
combined with the inequality in (1.2) assures condition (2) in (1.9). Since the complement of the
reflecting hyperplanes of G is open and dense we can clearly find a point a ∈ Qn for which (1)
and (2) are simultaneously satisfied. 
In general if F is the algebraic closure of F and θ1, θ2, . . . , θn is a homogeneous S.O.P. for
F[Xn] then (cf. I.R. Shafarevich in [17]) there will always exist a point a ∈ Fn such that∣∣[a]θ ∣∣= d1d2 · · ·dn.
If we replace A by A by extension of scalars from F to F, then the conditions (1) and (2) of (1.9)
are satisfied. So our proof will have shown that A is free as an F[θ1, θ2, . . . , θn]-module. But then
A itself must be free as an F[θ1, θ2, . . . , θn]-module. Thus there is no loss of generality to prove
the result under the hypotheses (1) and (2) of (1.9).
Remark 1.1. We should note that, when we take C = [a]θ in the proof of Proposition 1.1, the
equality in (1.2) forces equality in (1.8) and this implies that we must have
gr R[a]θ = F[Xn]/(θ1, θ2, . . . , θn) (1.10)
as well as
J[a]θ = (θ1, θ2, . . . , θn). (1.11)
This given, we will see that Theorem 0.1 essentially asserts that, in the presence of the hypotheses
(i) and (ii), the inequality in (0.2) is all that is needed to assure that (1.10) holds true for F[Xn]
replaced by A.
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J[a]θ (A) =
{
P(x) ∈ A: P(x) = 0 for all x ∈ [a]θ
} (1.12)
and let
A[a]θ = A/J[a]θ (A). (1.13)
Moreover, as before we let
grJ[a]θ (A) =
{
h(P ): P ∈ J[a]θ (A)
} (1.14)
and set
gr A[a]θ = A/grJ[a]θ (A). (1.15)
To begin we have
Proposition 1.3. Under the hypotheses of Theorem 0.1
dim A[a]θ = d = d1d2 · · ·dn. (1.16)
Proof. Let
[a]θ = {b1, b2, . . . , bd} (1.17)
and as before construct polynomials
φ1(x),φ2(x), . . . , φd(x),
satisfying the conditions
φi(x) =
{1 if x = bi,
0 if x = bj with j = i. (1.18)
Note now that, since by assumption the polynomial Π(x) in condition (ii) may be expressed in
the form
Π(x) = R(θ1(x), θ2(x), . . . , θn(x))
with R(y) ∈ F[y1, y2, . . . , yn], the definition of [a]θ and (1.17) yields that
Π(bj ) = R
(
θ1(bj ), θ2(bj ), . . . , θn(bj )
)
= R(θ1(a), θ2(a), . . . , θn(a))= Π(a) (for all 1 j  d). (1.19)
It follows from this that if we set
ψi(x) = Π(x)
Π(a)
φi(x), (1.20)
then (1.18) and (1.19) give
ψi(x) =
{1 if x = bi,
0 if x = bj with j = i. (1.21)
In particular, for any polynomial P(x) ∈ A we have
P(x)−
d∑
P(bi)ψi(x) ∈ J[a]θ . (1.22)
i=1
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P(x) ≡
d∑
i=1
P(bi)ψi(x) (modulo J[a]θ ). (1.23)
Thus, since the hypothesis in (ii) assures that
ψ1(x),ψ2(x), . . . ,ψq(x) ∈ A
(1.22) yields that these polynomials are a basis for the quotient ring A[a]θ . This proves the equal-
ity in (1.16). 
The quotient ring A[a]θ is not graded but it has a filtration given by the subspaces
Hk(A[a]θ ) = L[a]θ [P ∈ A: degreeP  k], (1.24)
where “L[a]θ ” denotes linear span modulo J[a]θ (A). It will be convenient to set here an after
dA = max
{
degree
(
ψi(x)
)
: 1 i  d
} (1.25)
and note that from (1.23) it follows that
A[a]θ =HdA(A[a]θ ). (1.26)
On the other hand, since grJ[a]θ (A) is generated by homogeneous polynomials, the quotient
ring gr A[a]θ is necessarily graded. Moreover, since for any P(x) ∈ A that is homogeneous of
degree > dA (1.22) implies that
P(x) ∈ grJ[a]θ (A),
it follows that gr A[a]θ has the direct sum decomposition
gr A[a]θ =
dA⊕
k=0
Hk(gr A[a]θ ). (1.27)
This given, let us choose once and for all, for each 0 k  dA, a collection Bk ⊂Hk(A) yielding
a basis for the subspace Hk(gr A[a]θ ). The following basic fact plays a crucial role here as well
as it did in [9].
Proposition 1.4. The collection
Bk = B0 +B1 + · · · +Bk
gives a basis for the subspace Hk(A[aθ ]). In particular, BdA is a common basis for gr A[a]θ
and A[aθ ].
Proof. The argument given in [10] applies almost verbatim in the present less restrictive setting.
We reproduce it here for sake of completeness.
Clearly the result holds true for k = 0 since B0 reduces to the single constant 1. So we may
proceed by induction on k. Let us then assume that each P ∈Hk−1(A[aθ ]) has an expansion
in terms of Bk−1. This given, note that any polynomial P ∈ A of degree  k, viewed as a
representative of an element of gr A[a]θ , may be expanded in terms of the basis Bk . In other
words we will have constants cφ such that
P =
∑
φ∈B
cφφ +R (1.28)k
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ments fi ∈ J[a]θ and Ai ∈ A giving
R =
∑
i
Aih(fi). (1.29)
Since R is necessarily of degree  k we see that there is no loss in assuming that we have
degreeAi  k − degreeh(fi). (1.30)
Using (1.29) we may rewrite (1.28) in the form
P =
∑
φ∈Bk
cφφ +
∑
i
Aifi −
∑
i
Ai
(
fi − h(fi)
) (1.31)
and this implies that
P −
∑
φ∈Bk
cφφ ≡ −
∑
i
Ai
(
fi − h(fi)
)
(modulo J[a]θ ). (1.32)
But now (1.30) and the definition of h(fi) yield that
degree
∑
i
Ai
(
fi − h(fi)
)
 k − 1. (1.33)
Thus our inductive hypothesis assures that we have constants dφ giving∑
i
Ai
(
fi − h(fi)
)≡ ∑
φ∈Bk−1
dφφ (modulo J[a]θ )
and this combined with (1.32) completes the induction. This proves the first assertion. The second
assertion follows from the identities in (1.26) and (1.27). 
To proceed with our arguments we need the following further ingredient.
Proposition 1.5. Let A be a finitely generated graded algebra and let θ1, θ2, . . . , θn be homoge-
neous of degrees d1, d2, . . . , dn forming an S.O.P . for A. Then A is free over F[θ1, θ2, . . . , θn]
and therefore Cohen–Macaulay if and only if
lim
t→−1
(
1 − qd1)(1 − qd2) · · · (1 − qdn)FA(q) = dim A/(θ1, θ2, . . . , θn)A. (1.34)
This result is well known and an elementary proof of it can be found in [10].
We are now finally in a position to give our
Proof of Theorem 0.1. To begin we note that from Proposition 1.4 we immediately derive that
dim A[a]θ = dim gr A[a]θ = d1d2 · · ·dn. (1.35)
On the other hand, since the definition of [a]θ gives
θi(x)− θi(a) ∈ J[a]θ (A),
it follows that
θi(x) ∈ grJ[a]θ (A) (for all 1 i  n),
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(θ1, θ2, . . . , θn)A ⊆ grJ[a]θ (A) (1.36)
as well as the dimension inequality
dim gr A[a]θ  dim A/(θ1, θ2, . . . , θn)A. (1.37)
Now the hypotheses of Theorem 0.1 yield the Hilbert series inequalities
qdegreeΠ(x)FF[Xn](q) << FA(q) << FF[Xn](q),
from which it follows that for all 0 < q < 1 we have
qdegreeΠ(x)
(1 − q)n  FA(q)
1
(1 − q)n .
Multiplying by (1 − qd1)(1 − qd2) · · · (1 − qdk ) and passing to the limit as q → −1 gives
lim
q→−1
(
1 − qd1)(1 − qd2) · · · (1 − qdk )FA(q) = d1d2 · · ·dn. (1.38)
But (1.35) and (1.37) combined give
d1d2 · · ·dn  dim A/(θ1, θ2, . . . , θn)A.
Thus the inequality in (0.2) forces the equality
d1d2 · · ·dn = dim A/(θ1, θ2, . . . , θn)A (1.39)
and from (1.38) we derive that
lim
q→−1
(
1 − qd1)(1 − qd2) · · · (1 − qdk )FA(q) = dim A/(θ1, θ2, . . . , θn)A.
Thus we may use Proposition 1.4 and conclude that A is a free module over F[θ1, θ2, . . . , θn] of
rank d1d2 · · ·dn as desired. This completes our proof of Theorem 0.1. 
Remark 1.2. It is interesting to point out that the equality in (1.39) forces the two equalities
(1) grJ[a]θ (A) = (θ1, θ2, . . . , θn)A,
(2) gr A[a]θ = A/(θ1, θ2, . . . , θn)A, (1.40)
as well as the Hilbert series identity
FA(q) = FA/(θ1,θ2,...,θn)A(q)
(1 − qd1)(1 − qd2) · · · (1 − qdk ) . (1.41)
2. Furrowing into the combinatorics of Q[Xn] as a Λn-module
Our ultimate goal in this section will be the proof of Theorem 0.2. This will require a number
of auxiliary identities. Our point of departure is the following basic result.
Proposition 2.1. (F. & N. Bergeron [1]) The λ-free quasi-monomials Mp+r [Xn] together with
the constant 1 span r-Qsym[Xn] as a Λn-module.
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term we have
f ≡
∑
p
cpMp+r [Xn],
where “≡” denotes congruence modulo the ideal (e1, e2, . . . , en)r-Qsym[Xn]. To this end, let Bs
denote the linear operator on Q[Xn] defined by setting
Bsx
p1
1 x
p2
2 · · ·xpnn =
{
x
p1
1 x
p2
2 · · ·xpnn if #{i: pi < r} > s,
0 otherwise.
(2.1)
From the result of Hivert quoted in the introduction it follows that every f ∈ r-Qsym[Xn] has a
unique expansion of the form
f =
∑
p0;λ<r
cp,λMp+r,λ[Xn]. (2.2)
Now we clearly see from the definition in (0.5) that for λ < r
BsMp+r,λ[Xn] =
{
Mp+r,λ[Xn] if l(λ) > s,
0 otherwise.
Thus Bs acts on r-Qsym[Xn] as well. Moreover, (2.2) shows that
Bsf = 0 ⇐⇒ f =
∑
p0;λ<r
l(λ)s
cp,λMp+r,λ[Xn]. (2.3)
This given, we see that if B0f = 0 then
f =
∑
p0
cpMp+r [Xn]
and there is nothing to prove in this case. Proceeding by induction on s let us assume that
Bs−1f = 0 ⇒ f ≡
∑
p0
cpMp+r [Xn].
Now from (2.3) and the inductive hypothesis we derive that
Bsf = 0 ⇒ f ≡
∑
p0;λ<r
l(λ)=s
cp,λMp+r,λ[Xn]. (2.4)
Now note that the monomial symmetric function mλ[Xn], for l(λ) = s may be written in the form
mλ[Xn] =
∑
λ(q)=λ
xq =
∑
λ(q)=λ
∑
S⊆{1,2,...,n}
|S|=s
x
q
S
thus for l(p) = k we derive that
Mp+r [Xn]mλ[Xn]
=
( ∑
T⊆{1,2,...,n}
x
p+r
T
)( ∑
λ(q)=λ
∑
S⊆{1,2,...,n}
x
q
S
)
|T |=k |S|=s
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∑
T⊆{1,2,...,n}
|T |=k
x
p+r
T
∑
λ(q)=λ
∑
S⊆{1,2,...,n}
|S|=s,S∩T=∅
x
q
S +
∑
λ(q)=λ
∑
T ,S⊆{1,2,...,n}
|T |=k,|S|=s,S∩T =∅
x
p+r
T x
q
S
= Mp+r,λ[Xn] +
∑
λ(q)=λ
∑
T ,S⊆{1,2,...,n}
|T |=k,|S|=s,S∩T =∅
∏
i∈T∩S
x
pi+qi+r
i
∏
i∈T/S
x
pi+r
i
∏
i∈S/T
x
qi
i
yielding
Bs−1
(
Mp+r,λ[Xn] −Mp+r [Xn]mλ[Xn]
)= 0 (for all λ < r and l(λ) = s),
and the inductive hypothesis gives that for all such pairs (p,λ) we must have
Mp+r,λ[Xn] = Mp+r [Xn]mλ[Xn] +
∑
q
aq(p,λ)Mq+r [Xn] ≡
∑
q
aq(p,λ)Mq+r [Xn].
Using this in (2.4) completes the induction and the proof of the proposition. 
We will call a semi-composition p = (p1,p2, . . . , pk) “n-subtriangular” if and only if
0 p1  n− 1, 0 p2  n− 2, . . . , 0 pk  n− k.
The set of all n-subtriangular semi-compositions of length k will be denoted “Snk .” Proposi-
tion 2.1 can be considerably sharpened by showing that even the smaller collection
{1} ∪
n⋃
k=1
{
Mp+r [Xn]
}
p∈Snk , (2.5)
spans r-Qsym[Xn] as a Λn-module. Yet this would still leave us with quite bit more than the n!
elements needed to use Theorem 0.1. It develops that the optimal reduction is a consequence of
some truly surprising results concerning the polynomial ring Q[Xn] as a Λn-module. These will
be the contents of the following three propositions.
Proposition 2.2. For 1 k  n we have
hn+1−k[Xk] =
n+1−k∑
i=1
(−1)i−1ei[Xn]hn+1−k−i[Xk]. (2.6)
Proof. Note that for any m 1 we have
hm[Xk] = 1
det‖xj−1i ‖ki,j=1
∑
σ∈Sk
sign(σ )xm+k−1σ1 x
k−2
σ2 · · ·xk−kσk , (2.7)
in particular, setting m = n+ 1 − k gives
hn+1−k[Xk] = 1
det‖xj−1i ‖ki,j=1
∑
σ∈Sk
sign(σ )xnσ1x
k−2
σ2 · · ·xk−kσk . (2.8)
Since for all 1 s  n we have
0 =
n∏
(xs − xj ) = xns +
n∑
(−1)iei[Xn]xn−is
j=1 i=1
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hn+1−k[Xk] = −
n∑
i=1
(−1)iei[Xn] 1
det‖xj−1i ‖ki,j=1
∑
σ∈Sk
sign(σ )x
n−i
σ1 x
k−2
σ2 · · ·xk−kσk
and (2.6) immediately follows by repeated applications of (2.7). 
Proposition 2.3. For all n+ 1 − k m n we have (using plethystic notation)
hm[Xk] =
m∑
b=n+1−k
hb[Xn+1−b]hm−b[Xk −Xn−b]
=
k∑
a=n+1−m
hn+1−a[Xa]hm−(n+1−a)[Xk −Xa−1]. (2.9)
Proof. Note first that the second equality is obtained from the first by the substitution a = n +
1 − b. Thus we need only prove the first equality. Next note that for m + k = n + 1 both sides
are identical. So we can proceed by induction on m+ k. We shall thus assume (2.9) to be true for
k → k − 1 as well as for m → m− 1. Now note that the relation
hu[A+ x] = hu[A] + xhu−1[A+ x] (2.10)
with A = Xk−1, x = xk , u = m and the inductive hypotheses give
hm[Xk] = hm[Xk−1] + xkhm−1[Xk]
=
m∑
b=n+2−k
hb[Xn+1−b]hm−b[Xk−1 −Xn−b]
+ xk
m−1∑
b=n+1−k
hb[Xn+1−b]hm−1−b[Xk −Xn−b]
= hm[Xn+1−m] +
m−1∑
b=n+2−k
hb[Xn+1−b]hm−b[Xk −Xn−b]
+ xkhn+1−k[Xk]xm−1−(n+1−k)k ,
where the second inequality follows by several applications of (2.10). This completes the induc-
tion and the proof. 
As a corollary we obtain the following equality of ideals.
Proposition 2.4.
(
hn+1−k[Xk], hn+2−k[Xk], . . . , hn[Xk]
)
Q[Xk]
= (hn+1−k[Xk], hn+2−k[Xk−1], . . . , hn[X1])Q[Xk]. (2.11)
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hn+1−b[Xb] =
k−b∑
s=0
hn+1−b−s[Xk](−1)n+1−b−ses
[
(Xk −Xb)
]
(for 1 b k).
This proves the containment(
hn+1−k[Xk], hn+2−k[Xk−1], . . . , hn[X1]
)
Q[Xk]
⊆ (hn+1−k[Xk], hn+2−k[Xk], . . . , hn[Xk])Q[Xk].
Since (2.9) yields the reverse containment(
hn+1−k[Xk], hn+2−k[Xk], . . . , hn[Xk]
)
Q[Xk]
⊆ (hn+1−k[Xk], hn+2−k[Xk−1], . . . , hn[X1])Q[Xk],
the identity in (2.11) necessarily follows. 
It will be convenient to set here and after
In,k =
(
hn+1−k[Xk], hn+2−k[Xk], . . . , hn[Xk]
)
Q[Xk]. (2.12)
The following basic fact plays a crucial role in our further developments.
Theorem 2.1. The quotient
Rn,k = Q[Xk]/In,k
has a basis consisting of the collection of subtriangular monomials
An,k =
{
x
α1
1 x
α2
2 · · ·xαkk
}
α∈Snk (2.13)
and affords (n
k
)
copies of the regular representation of Sk . In fact, the graded Frobenius charac-
teristic Fch Rn,k of Rn,k is given by the product
Fch Rn,k =
[
n
k
]
q
∑
λk
Sλ(x)
∑
T ∈ST (λ)
qmaj(T ), (2.14)
where the inner sum is over all standard tableaux of shape λ.
Proof. This result already appeared in [2]. We include here a proof for sake of completeness.
Note that it follows from the identity in (2.11) that (under a suitable monomial order) the set of
leading monomials of the ideal In,k contains the monomials
xn1 , x
n−1
2 , . . . , x
n−k+1
k .
This implies that the monomials in (2.13) span Rn,k , and thus the dimension of Rn,k is at most
n(n− 1) · · · (n− k + 1) =
(
n
k
)
k!. (2.15)
Since Q[Xk] has Krull dimension k it follows that hn+1−k[Xk], hn+2−k[Xk], . . . , hn[Xk] form
an S.O.P. for Q[Xk] and therefore they are a regular sequence. Thus Q[Xk] is free over the ring
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follows that the action of Sk on Q[Xk] has graded Frobenius characteristic
Fch Q[Xk] = Fch Rn,k
(1 − qn−k+1)(1 − qn−k+2)· · · (1 − qn) . (2.16)
But it is well known that the Frobenius characteristic of Q[Xk] is given by the identity
Fch Q[Xk] = Hn(x;q)
(1 − q)(1 − q2) · · · (1 − qk) , (2.17)
where Hn(x;q) denotes the graded Frobenius characteristic of the action of Sk on its harmonics.
Equating (2.16) and (2.17) and solving for Fch Rn,k gives (2.14). In particular, we deduce that
Rn,k has dimension
(
n
k
)
k!. This shows that the collection An,k is a basis for Rn,k and completes
our proof. 
For each f (x1, x2, . . . , xk) ∈ Q[Xk] we set
Γ
(r)
n,k f =
∑
1i1<i2<···<ikn
xri1x
r
i2
· · ·xrikf (xi1, xi2, . . . , xik ) (2.18)
and note that if f =∑l(p)k cpxp[1,k]3 then (2.18) may also be rewritten in the form
Γ
(r)
n,k f =
∑
l(p)k
cp
∑
T⊆{1,2,...,n}
|T |=k
x
p+r
T =
∑
l(p)k
cpMp+r [Xn]. (2.19)
Thus the operator f → Γ (r)n,k f maps Q[Xk] into r-Qsym[Xn] and onto the linear span of the
quasi-monomials {Mp+r [Xn]}l(p)k . However, more significantly for our developments we also
have the following remarkable fact.
Proposition 2.5. For each 1 k  n we have the containment
Γ
(r)
n,kIn,k ⊆ (e1, e2, . . . , en)r-Qsym[Xn]. (2.20)
In particular, Γ (r)n,k is well defined as an operator of Rn,k into the quotient
r-Qsym[Xn]/(e1, e2, . . . , en)r-Qsym[Xn]. (2.21)
Likewise if Bn,k ⊆ Q[Xk] yields a basis for Rn,k , for 1 k  n, then the collection
{1} ∩
n⋃
k=1
Γ
(r)
n,kBn,k (2.22)
spans r-Qsym[Xn] as a Λn-module.
Proof. If follows from Proposition 2.4 that f ∈ In,k if and only if
f =
k∑
a=1
Qa[Xk]hn+1−a[Xa]. (2.23)
3 For T = {i1 < i2 < · · · < ik} we set xpT = x
p1
i
x
p2
i
· · ·xpk
i
.1 2 k
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hn+1−a[Xa] =
n+1−a∑
i=1
(−1)i−1ei[Xn]hn+1−a−i[Xa].
Using this in (2.23) gives an identity of the form
f (x1, x2, . . . , xk) =
n∑
i=1
ei[Xn]
∑
l(p)k
ci,px
p1
1 x
p2
2 · · ·xpkk .
But then acting on this identity by any permutation that sends {1,2, . . . , k} onto a k-subset T we
derive that we also have
f (xT ) =
n∑
i=1
ei[Xn]
∑
l(p)k
ci,px
p
T .
Thus, multiplying by xrT and summing over all such T we get
Γ
(r)
n,k f =
n∑
i=1
ei[Xn]
∑
l(p)k
ci,pMp+r [Xn].
This proves (2.20). The second assertion is an immediate consequence of (2.20). Finally, note
that (2.18) gives, for any composition p of length k
Γ
(r)
n,k x
p =
∑
1i1<i2<···<ikn
xri1x
r
i2
· · ·xrik xp1i1 x
p2
i2
· · ·xpkik = Mp+r [Xn]
thus, from Proposition 2.1 and (2.20) it follows that any f ∈ r-Qsym[Xn] can be expanded
(modulo the ideal (e1, e2, . . . , en)r-Qsym[Xn]) in terms of any of the collections we gave in (2.22).
This proves our last assertion and completes our argument. 
Remark 2.1. We should note that, from Theorem 2.1 we derive that, in particular, we may chose
Bn,k =An,k in (2.22) and since
Γ
(r)
n,kAn,k =
{
Mα+r [Xn]
}
α∈Sn,k
we see that as a byproduct of Proposition 2.5 we obtain that the collection
{1} ∪
n⋃
k=1
{
Mp+r [Xn]
}
p∈Snk ,
spans r-Qsym[Xn] as a λn-module.
3. The remarkable power of the operator τn
If α and β are two words in an alphabet A, we denote by “α ∪∪β” the formal sum of all the
words that can be obtained by shuffling α and β as it is done with two decks of cards. This given,
let us set for 1 a  n
Ba =
∑
α ∪∪βa,n, (3.1)
α∈Sa
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denotes the word (a + 1)(a + 2) · · · (n). It is easy to see that the right-hand side of (3.1) is none
other than the sum of all the permutations of Sn with a+1, a+2, . . . , n occurring in their natural
order. It is also seen that B1 reduces to the sum of cycles
B1 =
n∑
i=1
(1,2, . . . , i).
Thus
τn = (1,2,3,4, . . . , n)+ (2,3,4, . . . , n)+ (3,4, . . . , n)+ · · · + (n)
and B1 are conjugates. More precisely we have
τn = ↓σ (n)B1σ (n) (3.2)
with σ (n) the top element of Sn and “↓” denotes the linear operator on the group algebra Q[Sn]
defined by setting ↓σ = σ−1 for all σ ∈ Sn.
It was noted in [9, Proposition 6.1] and it is easy to see that in Q[Sn] we have
B1Ba =
a∑
i=1
(1,2, . . . , i)Ba +
n∑
i=a+1
(1,2, . . . , i)Ba = aBa + Ba+1, (3.3)
and by iteration it follows that
Ba = B1(B1 − I)(B1 − 2I) · · ·
(
B1 − (a − 1)I
)
(for all 1 a  n− 1), (3.4)
where I represents the identity permutation. Now note that since both Bn−1 and Bn reduce to the
sum of all the permutations of Sn, from (3.3) for a = n− 1 we derive that
B1Bn−1 = nBn−1
and from (3.4) with a = n− 1 we get that
B1(B1 − I)(B1 − 2I) · · ·
(
B1 − (n− 2)I
)
(B1 − nI) = 0.
This implies that B1, as a group algebra element, is diagonable with eigenvalues a subset of the
integers in 0,1, . . . , n− 2, n. The identity in (3.2) shows that the same holds true for τn.
This given, we are finally in a position to give our
Proof of Theorem 0.2. For each 1 k  n let En,k ⊆ Q[Xk] give a complete set of independent
homogeneous eigenvectors for the action of τk4 on Rn,k . Since τk is diagonable, En,k is a basis
of Rn,k and Proposition 2.5 assures that the collection
{1} ∪
n⋃
k=1
Γ
(r)
n,kEn,k
spans the quotient r-Qsym[Xn]/(e1, e2, . . . , en)r-Qsym[Xn]. Thus to prove Theorem 0.2 we need
only show that the eigenvectors with non-vanishing eigenvalue can be dispensed with. In fact,
4 There is no loss in assuming homogeneity since τk preserves degrees.
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have
Γ
(r)
n,k
(En,k − E0n,k)⊂ L∗
[
k−1⋃
s=1
Γ (r)n,s E0n,s
]
(for all k > 1), (3.5)
where here “L∗” denotes linear span modulo the ideal (e1, e2, . . . , en)r-Qsym[Xn].
Note first that for k = 1 there is nothing to prove since E0n,1 = ∅ and every element of Γ (r)n,1En,1
is none other than a power basis element
pj+r [Xn]
for 1 j  n− 1. Thus
Γ
(r)
n,1En,1 ⊂ (e1, e2, . . . , en)r-Qsym[Xn]. (3.6)
Next, let b[Xk] ∈ En,k − E0n,k be of eigenvalue λ and suppose that
b[Xk] =
∑
α∈Snk
cαx
α1
1 x
α2
2 · · ·xαkk .
Now setting
α′ = (α1, α2, . . . , αk−1)
we will have
b[Xk] = 1
λ
∑
α∈Snk
cατkx
α1
1 x
α2
2 · · ·xαkk =
1
λ
∑
α∈Snk
cα
∑
q∈αk∪∪α′
x
q
[1,k]
from which it follows that
Γ
(r)
n,k b[Xk] =
1
λ
∑
α∈Snk
cα
∑
q∈αk∪∪α′
Mq+r [Xn]. (3.7)
Keeping this in mind, note that for any semi-composition β of length k − 1 and any 1 j  n
we have
pj+r [Xn]Mβ+r [Xn] =
∑
q∈β∪∪j
Mq+r [Xn] +
k−1∑
s=1
Mβ+r+(r+j)es [Xn]
with es the coordinate k − 1-vector with 1 in position s. Using this in (3.7) with β = α′ and
j = αk gives
Γ
(r)
n,k b[Xk] ≡ −
1
λ
∑
α∈Snk
cα
k−1∑
s=1
Mα′+r+(r+αk)es [Xn]
(
modulo (e1, e2, . . . , en)r-Qsym[Xn]
)
(3.8)
Since all the semi-compositions α′ + es(r + αk) have length k − 1, (3.8) proves that
Γ
(r)
n,k
(En,k − E0n,k)⊂ L∗[Γ (r)n,k−1En,k−1] (for all k > 1). (3.9)
Now (3.6) and (3.9) (for k = 2) give
Γ
(r)(En,2 − E0n,2)⊂ (e1, e2, . . . , en)r-Qsym[Xn]n,2
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that for a k  2 we have
Γ
(r)
n,k−1
(En,k−1 − E0n,k−1)⊂ L∗
[
k−2⋃
s=1
Γ (r)n,s E0n,s
]
, (3.10)
then (3.9) immediately gives
Γ
(r)
n,k
(En,k − E0n,k)⊂ L∗
[{
Γ
(r)
n,k−1E0n,k−1
}∪ k−2⋃
s=1
Γ (r)n,s E0n,s
]
,
which completes our inductive proof of (3.5) and Theorem 0.2 is thus established. 
To apply Theorem 0.1 and complete our proof that r-Qsym[Xn] is a free module over Λn of
rank n! we are left to show that the hypotheses (i), (ii) and (0.2) are satisfied. Now for (i) we
simply take θi = ei . For (ii) we note that every polynomial
xr1x
r
2 . . . x
r
nP (x1, x2, . . . , xn)
is trivially invariant under the Hivert action and thus we can take Π(x) = ern(x). So it remains to
show (0.2). Since Theorem 0.2 gives that
dim r-Qsym[Xn]/(e1, e2, . . . , en)r-Qsym[Xn]  1 +
n∑
k=2
∣∣E0n,k∣∣
and in this case we have
d1d2 · · ·dn = n!
to complete our argument we need the inequality
Proposition 3.1.
1 +
n∑
k=2
∣∣E0n,k∣∣ n!. (3.11)
Proof. We have seen (Theorem 2.1) that Rn,k affords
(
n
k
)
copies of the regular representation
of Sk . Thus if Dk denotes the dimension of the kernel of τk in the group algebra of Sk , then we
will necessarily have∣∣E0n,k∣∣=
(
n
k
)
Dk (for all 1 k  n).
Since D1 = 0, we see that, setting D0 = 1, (3.11) is none other than
n∑
k=0
(
n
k
)
Dk  n!. (3.12)
Now the truth of the matter is that a well-known result would give equality here. Nevertheless it
is interesting to give a self contained proof of this inequality and derive equality as well as other
remarkable identities as ultimate consequences of our freeness result. To this end note first that
if we set
σk,n = (k, k + 1, . . . , n)
A.M. Garsia, N. Wallach / Journal of Combinatorial Theory, Series A 114 (2007) 704–732 725then we may write
τn = τkσk,n +
n∑
a=k+1
σa,n. (3.13)
Next let
γ1, γ2, . . . , γ(nk)
be representatives of the left cosets of the subgroup S[1,k] × S[k+1,n] in Sn and set
ξn,k =
∑
β∈S[k+1,n]
[
1 2 . . . k k + 1 k + 2 . . . n
1 2 . . . k β1 β2 . . . βn−k
]
.
Finally, let
α1, α2, . . . , αDk
be a basis for the elements of the group algebra of S[1,k] that are killed under right multiplication
by τk and note that, interpreting them as elements of the group algebra of S[1,k] × S[k+1,n], they
will necessarily commute with ξn,k . Interpreting the products ξn,kαj as elements of the group
algebra of S[1,k] × S[k+1,n] it follows that the collection
Dn,k = {γiξn,kαj } 1i(nk)
1jDk
(3.14)
consists of
(
n
k
)
Dk independent elements of the group algebra of Sn. Now note that from (3.13) it
follows that
γiξn,kαj τn = γiξn,kαj τkσk,n +
n∑
a=k+1
γiξn,kαjσa,n
= 0 +
n∑
a=k+1
γiαj ξn,kσa,n = (n− k)γiξn,kαj .
Moreover, we see that if we set
ξn,0 =
∑
σ∈Sn
σ (3.15)
then we also have
ξn,0τn = nξn,0.
Since eigenvectors corresponding to different eigenvalues are independent it follows that the
collection
{ξn,0} ∪
n⋃
k=1
Dn,k (3.16)
is an independent set in the group algebra of Sn. We must thus conclude that
1 +
n∑
|Dn,k| n!. (3.17)
k=1
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All our findings culminate in the following basic result.
Theorem 3.1. The collection
{1} ∪
n⋃
k=1
Γ
(r)
n,kE0n,k (3.18)
has cardinality n! and is a basis of the quotient
r-QSym[Xn]/(e1, e2, . . . , en)r-QSym[Xn] (3.19)
and thus it freely generates r-QSym[Xn] as a Λn-module. Equivalently, we have
Fr-QSym[Xn]/(e1,...,en)r-QSym[Xn](q) = 1 +
n∑
k=2
∑
b∈E0n,k
qdegree(b)qrk (for all r  1). (3.20)
Proof. Theorem 0.2 yields that the collection in (3.18) spans this quotient. The estimate in (3.11)
together with Theorem 0.1 assures that it is a basis of the quotient and that r-QSym[Xn] is free
over Λn. Clearly all this is equivalent to the identity in (3.20).
It will be good to see what else follows from our freeness result. To begin, since Theorem 0.1
forces equality in (3.12) and in (3.17), it follows that the collection in (3.16) yields a complete
set of eigenvectors for the right action of τn on the algebra of Sn. The equality in (3.12) may be
rewritten in the form
Dn = n! −
n−1∑
k=0
(
n
k
)
Dk
and this recursion identifies Dn as the number of derangements of Sn. Moreover, we derive from
(3.14) and (3.15) that τn has the eigenvalue k (for k = 0,1,2, . . . , n − 2, n) with multiplicity(
n
k
)
Dn−k . Since, the latter counts the number of permutations of Sn with exactly k fixed points, we
see that, as a first consequence of the freeness result for r-Qsym[Xn], we obtain a rather curious
new proof of the results of Phatarford in [15] and Diaconis et al. in [5] giving the distribution
of eigenvalues of τn. But we can go even further and derive, with the greatest of ease, also a
result of V. Reiner and M. Wachs [16] giving the distribution of these eigenvalues in each of
the irreducible representations of Sn. To this end we begin by noting that our proof yields the
following beautiful identity. 
Theorem 3.2. (See [16].) Denoting by φn,k the Frobenius characteristic of the kth eigenspace of
τn in the group algebra of Sn we have
φn,k =
n−k∑
i=0
(−1)ihkeien−k−i1 . (3.21)
Proof. It follows from the equality 1 +∑kk=1 |Dn,k| = n! that the collection in (3.16), that is
{ξn,0} ∪
n⋃
Dn,k,k=1
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on Q[Sn]) is an invariant subspace under the left action of Sn, we see that this basis yields a
decomposition of the left regular representation. Now, it is easy to see that the left action of Sn
on the subbasis
Dn,k = {γiξn,kαj } 1i(nk)
1jDk
is none other than the representation obtained by inducing, from S[1,k] ×S[k+1,n] to Sn, the tensor
product of the trivial of S[k+1,n] by the left action of S[1,k] on the kernel of τk . Since we have
seen, in the proof of Proposition 3.1, that Dn,k spans the (n− k)th space of eigenvectors of τn, it
follows from these observations that we must have
φn,n−k = hn−kφk, (3.22)
where φk denotes the Frobenius characteristic of the kernel of τk as an Sk-module. In particular,
summing the right-hand side of (3.22) over k = 0,2,3, . . . , n must yield the Frobenius charac-
teristic of the regular representation. That is we must have
en1 =
n∑
k=0
hn−kφk. (3.23)
Passing to generating functions yields
1
1 − te1 =
∑
n0
n∑
k=0
hn−kφktn =
∑
k0
φkt
k
∑
nk
hn−ktn−k =
(∑
k0
φkt
k
)(∑
n0
hmt
m
)
or equivalently∑
k0
φkt
k = 1
1 − te1
∑
i0
(−1)iei t i .
Equating coefficients of tn now gives
φn =
n∑
i=0
(−1)ieien−i1
and from (3.22) we derive that
φn,n−k = hn−k
k∑
i=0
(−1)ieiek−i1 .
This proves (3.21) and completes our argument. 
Given a standard tableau T let us set
exit(T ) = min{j > 1: j is in the first column of T and j + 1 is not}.
This given, Theorem 3.2 yields
Corollary 3.1. (Reiner–Wachs [16]) The multiplicity mλ(k) of Young’s irreducible representation
indexed by λ in the kth eigenspace of τn is equal to the number of standard tableaux T of shape
λ with 1,2, . . . , k in the first row, k+2 in the first column and such that the difference exit(T )−k
is even.
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mλ(k) =
n−k∑
i=0
(−1)i 〈Sλ,hkeien−k−i1 〉. (3.24)
Now from the Littlewood–Richardson rule it follows that the scalar product 〈Sλ,hkeien−k−i1 〉 is
equal to the number of tableaux of shape λ such that 1,2, . . . , k are in the first row and k + 2,
k + 3, . . . , k + i are in the first column. Thus (3.24) may be rewritten in the form
mλ(k) =
n−k∑
i=0
(−1)i
∑
T ∈STk(λ)
χ
(
exit(T ) k + i),
where STk(λ) denotes the set of standard tableaux of shape λ with 1,2, . . . , k in the first row and
k + 2 in the first column. An interchange of order of summation then gives
mλ(k) =
∑
T ∈STk(λ)
exit(T )−k∑
i=0
(−1)i ,
which clearly proves the assertion. 
In [16] Reiner–Wachs implicitly obtain an expression for the Frobenius characteristic φn,k(s)
which directly exhibits its Schur positivity. To state their result and show that it is equivalent
to (3.21) we need some notation. Given an alphabet A = {a1, a2, a3, . . .} we denote by A∗ the
collection of all words with letters in A. If w ∈ A∗ then |w| denotes its length. For w1,w2 ∈ A∗
we shall write w1 <w2 if and only if w1 is lexicographically smaller than w2. If w ∈ A∗ contains
mi occurrences of the letter ai then the monomial
π(w) =
∏
i1
x
mi
i
is called the “weight” of w. Recall that w ∈ A∗ is called a “Lyndon word” if and only if w
is lexicographically strictly smaller that all its circular rearrangements. It is well known (see
for instance [12]) that the sum of the weights of all Lyndon words is given by the symmetric
polynomial
Ln(x) = 1
k
∑
r|k
μ(r)pr(x)
k
r ,
where “μ” denotes the ordinary Möbius function. It is also well known that every word w ∈ A∗
has a unique factorization
w = w1w2 · · ·wk (3.25)
with each wi Lyndon and
w1 w2 w3  · · ·wk.
The partition λ which is the decreasing rearrangement of the lengths
|w1|, |w2|, |w3|, . . . , |wk|
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Enumeration Theorem that∑
w∈A∗
π(w)χ
(
λ(w) = λ)=∏
i1
hmi(λ)
[
Li(x)
]
, (3.26)
where “mi(λ)” gives the number of parts equal to i in λ. Denoting by Lλ(x) the product on the
right-hand side of (3.26) we have the following identity.
Corollary 3.2. (Reiner–Wachs [16])
φn,k =
∑
λn
Lλ(x)χ
(
m1(λ) = k
)
. (3.27)
Proof. It follows from the factorization in (3.25) and (3.26) that∑
λn
Lλ(x) =
∑
|w|=n
π(w) = (x1 + x2 + x3 + · · ·)n = en1(x). (3.28)
Thus setting
ψn(x) =
∑
λn;m1(λ)=0
Lλ(x)
and using (3.26), we derive that∑
λn
Lλ(x)χ
(
m1(λ) = k
)= hk(x)ψn−k(x)
and (3.28) can then be rewritten in the form
en1 =
n∑
k=0
hn−k(x)ψk(x). (3.29)
Thus the same argument we used to derive (3.21) from (3.23) yields that we must also have
ψn(x) =
n∑
i=0
(−1)ieien−i1
from which we derive that
∑
λn
Lλ(x)χ
(
m1(λ) = k
)= hk(x) n−k∑
i=0
(−1)ieien−k−i1 = φn,k(x).
This completes our argument. 
It is shown in [9] that the idempotent Πn,k ∈ Q[Sn] which projects Q[Sn] onto the kth
eigenspace of B1, that is
Πn,k =
n∏
j=0
B1 − j
k − jj =k,n−1
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Πn,k = 1
k!
n∑
a=k
(−1)a−i
(a − i)! Ba
it follows from (3.2) that the idempotent
Π∗n,k =
1
k!
n∑
a=k
(−1)a−i
(a − i)! ↓σ
(n)Baσ (n) (3.30)
projects Q[Sn] onto the kth eigenspace of τn. In particular, we have
τnΠ
∗
nk = kΠ∗nk = Π∗nkτn. (3.31)
Thus another consequence of (3.21) is the following identity.
Corollary 3.3. Denoting by “D(σ)” the descent set of a permutation σ we have
1
k!
n∑
a=k
(−1)a−i
(a − i)!
∑
σ∈Sn
D(σ)⊆[1,a]
pλ(σ) =
n−k∑
i=0
(−1)ihkeien−k−i1 . (3.32)
Proof. If Π is any idempotent of the group algebra Q[Sn], then the Frobenius characteristic of
the action of Sn on the left ideal Q[Sn]Π is given by the symmetric function
Ψ (Π) =
∑
σ∈Sn
Π(σ)pλ(σ)(x). (3.33)
Thus from (3.31) and Theorem 3.2 it follows that
Ψ
(
Π∗n,k
)= n−k∑
i=0
(−1)ihkeien−k−i1 . (3.34)
Note next that since cycle structures are invariant under conjugation we derive from (3.30) that
Ψ
(
Π∗n,k
)= 1
k!
n∑
a=k
(−1)a−i
(a − i)! Ψ (↓Ba), (3.35)
where
Ψ (↓Ba) =
∑
σ∈Sn
↓Ba|σpλ(σ). (3.36)
Now from (3.1) we easily see that
↓Ba =
∑
σ∈Sn
D(σ)⊆[1,a]
σ (3.37)
and (3.32) follows by combining (3.34), (3.35), (3.36) and (3.37). 
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It is well known that the polynomial
Dn(q) = [n]q !
n∑
i=0
(−1)iq(i2)
[i]q ! (3.38)
has positive coefficients. This is an immediate consequence of the easily verified fact that it
satisfies the recurrence
Dn(q) = [n− 1]q
(
Dn−1(q)+ qn−1Dn−2(q)
) (3.39)
and initial conditions
D0(q) = 1, D1(q) = 0. (3.40)
The coefficients of Dn(q) have several remarkable interpretations (see [3,4,8,11]). Our proof
of the freeness result yields another interpretation for these coefficients.
Corollary 3.4. The Hilbert series of the kth eigenspace of τn on the harmonics of Sn is given by
the polynomial
Fn,k(q) =
[
n
k
]
q
Dn−k(q). (3.41)
In particular, the polynomial Dn(q) gives Hilbert series of the kernel of τn on the harmonics
of Sn.
Proof. It follows from a variant of Moliens Theorem that if Π ∈ Q[Sn] is an idempotent then
the Hilbert series of the subspace ΠQ[Xn] ⊆ Q[Xn] is given by the rational function
FΠQ[Xn](q) =
∑
σ∈Sn
Π(σ)pλ(σ)
[
1
1 − q
]
. (3.42)
Thus from (3.31) and (3.34) it follows that
FΠ∗n,kQ[Xn](q) = hk
[
1
1 − q
] n−k∑
i=0
(−1)iei
[
1
1 − q
]
en−k−i1
[
1
1 − q
]
.
Evaluating these plethystic substitutions gives
FΠ∗n,kQ[Xn](q)
= 1
(1 − q)(1 − q2) · · · (1 − qk)
n−k∑
i=0
(−1)iq(i2)
(1 − q)(1 − q2) · · · (1 − qi)
1
(1 − q)n−k−i .
Since symmetric polynomials behave as scalars under the action of τn it follows that the Hilbert
series of the kth eigenspace of τn on the harmonics of Sn is simply obtained by multiplying this
rational function by (1 − q)(1 − q2) · · · (1 − qn). Thus
Fn,k(q) = (1 − q)(1 − q
2) · · · (1 − qn)
(1 − q)(1 − q2) · · · (1 − qk)
n−k∑
i=0
(−1)iq(i2)
(1 − q)(1 − q2) · · · (1 − qi)
1
(1 − q)n−k−i
which is easily seen to be another way of writing (3.41). This completes our proof. 
732 A.M. Garsia, N. Wallach / Journal of Combinatorial Theory, Series A 114 (2007) 704–732Acknowledgments
We express our indebtedness to François and Nantel Bergeron for sharing their findings with
us when their work was still in its preliminary stages. We should also mention that they also do
have very beautiful collection Sn of semi-compositions which they conjectured yields a basis of
the form (0.7). Unfortunately our methods could not be used to prove this additional conjecture.
References
[1] F. Bergeron, N. Bergeron, Some conjectures on the algebra of r-Quasi-Symmetric Polynomials, in press.
[2] F. Bergeron, A.M. Garsia, G. Tesler, Multiple left regular representations generated by alternants, J. Combin. Theory
Ser. A 91 (2000) 49–83.
[3] J. Desarménien, Une autre interprétation du nombre de dérangements, Sém. Lotharing. Combin. 9 (1984) 11–16.
[4] J. Desarménien, M.L. Wachs, Descentes des derangements et mot circulaires, Sém. Lotharing. Combin. 19 (1988)
13–21.
[5] P. Diaconis, J.A. Fill, J. Pitman, Analysis of top to random shuffles, Combin. Probab. Comput. 1 (1992) 135–155.
[6] M. Feigin, A.P. Veselov, Quasi-invariants of Coxeter groups and m-harmonic polynomials, Int. Math. Res. Not. 10
(2002) 521–545.
[7] P. Etingof, V. Ginzburg, On m-quasi-invariants of a Coxeter group, Mosc. Math. J. 2 (2002) 555–566.
[8] A.M. Garsia, J. Remmel, A combinatorial interpretation of Q-derangement and Q-Laguerre numbers, European J.
Combin. 1 (1980) 47–59.
[9] A.M. Garsia, N. Wallach, Qsym over Sym is free, J. Combin. Theory Ser. A 104 (2) (2003) 217–263.
[10] A.M. Garsia, N. Wallach, Some new applications of orbit harmonics, Sém. Lotharing. Combin. B50j (2005) 47.
[11] I. Gessel, Multipartite P-partitions and inner products of skew Schur functions, in: C. Greene (Ed.), Combinatorics
and Algebra, in: Contemp. Math., vol. 34, 1984, pp. 289–301.
[12] I.M. Gessel, C. Reutenaouer, Counting permutations with cycle and descent structure, J. Combin. Theory Ser. A 64
(1993) 189–215.
[13] Paul A. Gordan, J. Math. Pures Appl. (Liouville’s Journal) 6 (1900) 141–156;
see also J.H. Grace, A. Young, The Algebra of Invariants, Cambridge Univ. Press, Cambridge, 1903, #151, p. 178.
[14] F. Hivert, Local action of the symmetric group and generalizations of quasi-symmetric functions, in preparation.
[15] R.M. Phatarford, On the matrix occurring in a linear search problem, J. Appl. Prob. 28 (1991) 336–346.
[16] V. Reiner, M. Wachs, Random to top eigenvalues, in preparation.
[17] I.R. Shafarevich, Basic Algebraic Geometry, Springer-Verlag, Berlin, 1977 (Theorem 7, p. 117).
