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ABSTRACT
In recent years, CommunityQuestionAnswering (CQA) has emerged
as a popular platform for knowledge curation and archival. An inter-
esting aspect of question answering is that it combines aspects from
natural language processing, information retrieval, and machine
learning. In this paper, we have explored how the depth of the neural
network influences the accuracy of prediction of deleted questions
in question-answering forums. We have used different shallow and
deep models for prediction and analyzed the relationships between
number of hidden layers, accuracy, and computational time. The re-
sults suggest that while deep networks perform better than shallow
networks in modeling complex non-linear functions, increasing
the depth may not always produce desired results. We observe that
the performance of the deep neural network suffers significantly
due to vanishing gradients when large number of hidden layers are
present. Constantly increasing the depth of the model increases ac-
curacy initially, after which the accuracy plateaus, and finally drops.
Adding each layer is also expensive in terms of the time required to
train the model. This research is situated in the domain of neural
information retrieval and contributes towards building a theory on
how deep neural networks can be efficiently and accurately used
for predicting question deletion. We predict deleted questions with
more than 90% accuracy using two to ten hidden layers, with less
accurate results for shallower and deeper architectures.
CCS CONCEPTS
• Information systems→ Information retrieval; Specialized
information retrieval; Content ranking;
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1 INTRODUCTION
Question-answering forums, which may be open or closed domain,
allow the users to share and construct knowledge collectively. The
asker, aware of his anomalous state of knowledge [6, 7], searches
for his question in the forum. This initiates a human computer
interaction where the system fetches the most relevant question
which has already been asked and a ranked list of answers from the
knowledge base. The two steps involved in this process are question-
question similarity assessment and the answer relevance ranking.
The ranking of the answers are often performed using community
feedback and are therefore, more reliable than the search engine
result pages. If the answer is not present in the collection already,
the asker posts the question in the forum and awaits responses.
Through multiple rounds of interaction between the asker and the
responder, the information need solidifies; the asker accepts one
of the answers and is able to solve the problem. The use of natural
language to frame the question helps in better communicating
the problem, and leads to better answers. The motivation of the
asker is not merely cognitive needs but also the possibility of social
interactionswith other users. A large number of question answering
sites – such as WikiAnswers1, Quora2, Reddit3, Stack Overflow4,
and Brainly5 – catering to different target audiences have gained
massive popularity in the last decade. WikiAnswers have around
137 million users while Reddit reported 234 million unique users in
2017.
As the number of visitors have increased, the CQA forums have
often been overwhelmed by the number of questions posted. Low
quality and inappropriate questions need to be periodically deleted
by the moderators (for e.g., Stack Overflow deleted 1.5 million posts
in 2016) and this necessitates the development of algorithms to
predict the deleted questions automatically. This can be done either
before the user posts the question (allowing him to address the
shortcomings) [11], or after the posting occurs (by filtering out
questions for moderators).
In this paper, we have explored how deep neural networks can
be efficiently used for predicting deleted questions. Through our
work, we aim to explore the feasibility of deep neural models in
tackling information retrieval problems. We contribute towards the
theory of neural IR by investigating how the depth of the neural
network influences the accuracy of prediction of deleted questions.
Keeping all other factors as constant, we have varied the number
of hidden layers of the neural model to find the ideal fit for our
problem. We show the relationships between accuracy of the model,
the computational time, and the number of hidden layers.
The rest of the article is organized as follows: Section 2 discusses
background and related works, while Section 3 presents the experi-
mental methodology. The results have been explained in Section 4,
and Section 5 concludes with the findings and future work.
2 BACKGROUND
Adamic et al. [1] proposed that “everyone knows something” high-
lighting the wisdom of the crowd in collecting and organizing
content in CQA sites [28]. Question answering sites differ from
web search applications in accessibility, implementation, and us-
age. In CQA forums, the user usually needs to register and follow
1http://www.answers.com/Q/
2https://www.quora.com/
3https://www.reddit.com/
4https://stackoverflow.com/
5https://brainly.co/
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community guidelines but is rewarded with more relevant and per-
sonalized answers. The response time is longer while the number
of false positives are lower due to better relevance assessment.
Choi and Shah [10] classified question-answering sites into
four categories - community-based, collaborative, social and expert.
Such sites could be further categorized based on the domains -
open or closed. Researches have also focused on the quality of
content in CQA sites [2, 8, 14, 21, 28] and its correlation to user
count. To maintain the content quality, some sites allow only expert
users to answer the questions [15, 16, 31], for free or fee, in topics
of interest [28]. Others have used social networks to encourage
community participation, or gamification to encourage and increase
high quality content [3].
Questions and posts are deleted for a variety of reasons – vague
and unclear, too difficult [4], ambiguous, inappropriate, repetitive or
atypical [20]. Automatic deletion of questions increases visibility of
the popular questions, reduces maintenance cost, and increases user
satisfaction. While most prediction models have relied on machine
learning [3, 11, 20], the recent successes of deep neural models
in automatic speech recognition and computer vision calls for its
application in solving problems in information retrieval. However,
deep learning is still in a nascent stage where the engineering appli-
cations have preceded the development of theories. The solutions,
often developed using trial and error, are borne out of researches
in other domains, and ontologies are developed post factum.
The depth of the neural models is considered a critical factor in
achieving highly accurate solutions [13, 29]. While some research
works have argued that increasing the depth does not always pro-
duce the desired results [25], a majority of researchers believe that
by increasing the number of hidden layers, accuracy can always be
increased at the cost of computational time [12, 22–24, 26]. Telgar-
sky [27] explained that if the number of nodes per layer, and the
number of distinct parameters are kept constant, a deep model with
Θ(k3) layers can be approximated by a network with O(k) layers
only if it has Ω(2k ) nodes. Similarly, Bianchini and Scarselli [9]
and Montufar et al. [19] suggested that representation of more com-
plex functions needs very deep models. While it is hard to train
shallow models with fixed units [5], a recent study [30] shows how
a 16-layer wide deepmodel can outperform a 1000-layer deepmodel.
The major takeaway from all the researches is that deep learning is
still in an exploratory stage where there is no generalized solution:
problems need to be solved on a case-by-case basis.
We aim to contribute towards the development of theory in
neural IR by exploring the importance of depth while predicting
deleted questions. We use three factors for our analysis – the num-
ber of layers in the model, the computational time, and the accuracy
achieved in prediction.
3 EXPERIMENTAL METHODOLOGY
In our experiments, we have used a supervised approach to predict
the deleted questions.
3.1 Data representation
To answer our research question, we have collected 6,000 questions
from a popular educational question answering site Brainly. Half
of these questions were deleted by the forum moderators during
content moderation.
To predict the deleted questions, we obtain a dense representa-
tion of the question instances, each of which may contain one or
many sentences. Each question is input to an embedding function
E, such that: E : V → Rm (whereV denotes the vocabulary set
andm is the embedding dimension).
Next, we use Google’s pre-trained Word2Vec6 model which has
a vocabulary of 3 million words obtained from the Google News
dataset. An embedding dimension of 300 represents the output
vectors. Each word in the question instance is plotted as a vector on
a 300-dimensional space. The distance between any two points on
the vector space is a measure of their semantic similarity [17, 18].
The word embeddings help in capturing the rich linguistic context
of the words. For a question q, which contain a total of n words
(w), the feature extraction function ψ concatenates (| |) the word
embeddings of individual words (obtained using the embedding
function) using the merge function M. The weak annotation aq for
question q was appended at the end of the feature vector.
ψ (q) = [Mni=1(E(wi )| |aq ], (1)
The final representation was a vector of 72,001 dimensions. As
the questions differ in the number of words that they contain, we
use zero padding to convert each input vector to a fixed dimension.
3.2 Deep Neural Model Architecture
To predict the deleted questions, we explore Multilayer Perceptron
models with different number of hidden layers. Multilayer Percep-
trons use backpropagation for supervised training and non-linear
activation functions in the hidden layers. The model architecture
has been shown in Figure 1. In our experiments, we have varied the
number of hidden layers from 1 to 100. Each of the models have one
input and one output layer and all the layers are densely connected.
Hidden layers 1 to N have m1, m2, ..., mN neurons respectively
wherem1 ≥m2 ≥ ...mN − 1 ≥mN . We have used Rectified Linear
Units (popularly known as ReLU) in all the hidden layers. Sigmoid
activation function is used in the output layer. We also apply a
dropout of 5% in all the hidden layers. As we predict only two
categories, we use binary crossentropy as the loss function.
4 RESULTS
For predicting question deletion, we have split our dataset into
training and test sets. The training set contains 5,000 questions and
the test set contains 1,000 questions. Both the training and test sets
are balanced, containing equal number of deleted and non-deleted
questions.
All the models are trained for 150 epochs and the results are
reported in Table 1. The table shows the relationship between the
number of hidden layers and the accuracy achieved on the training,
the validation, and the test set. For validation, we have used 10% of
the training data in each iteration. The time required for training
the model has also been reported in the table. For all the metrics,
we have calculated the mean over multiple iterations.
In Figure 2, we have plotted the curve of different performance
metrics – training time, training accuracy, validation accuracy, and
6https://radimrehurek.com/gensim/models/word2vec.html
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Figure 1: Deep Neural Model
Table 1: Influence of depth on prediction.
Number
of Hidden
Layers
Training
Time (in
secs)
Training
Accuracy
(%)
Validation
Accuracy
(%)
Test accu-
racy (%)
1 6289 89.72 86.01 86.7
2 6450 94.58 91.01 90.4
3 6623 99.39 95.81 96.2
5 6644 99.80 98.00 97.5
10 7056 99.81 98.40 97.7
25 8399 99.29 97.21 96.6
50 10549 59.33 52.10 50.4
100 15644 59.63 47.21 49.2
test accuracy – against the number of hidden layers (depth) in the
neural network model. From Figure 2a, it is evident that the training
time of the model increases almost linearly with the number of
hidden layers. Figures 2b, 2c and 2d highlight that the accuracy
of training, validation, and test increases as the number of hidden
layers increase from one to two and from two to three. However,
there is no significant increase in accuracy thereafter. The accuracy
drops slightly from 10 to 25 hidden layers, but more significant
drops are observed as we keep increasing the number of layers
further. The results highlight that there is no single deep neural
architecture which solves all the problems. Depending on the re-
search question, the researchers must develop the best architecture
which is accurate and computationally feasible. As the backprop-
agation algorithm calculates derivatives using chain rule, higher
number of layers often lead to the vanishing gradient problem. For
predicting question deletion, the best results were obtained using
two to five hidden layers, with each layer causing marginal increase
in accuracy at the expense of training time.
5 CONCLUSION
In this paper, we explored how the depth of the neural network in-
fluences the accuracy of prediction of deleted questions in question-
answering forums. We used different shallow and deep models for
prediction and analyzed the relationships between the number of
hidden layers, the accuracy of prediction, and the computational
(a) Training Time vs Depth. (b) Training Accuracy vs Depth.
(c) Validation Accuracy vs Depth. (d) Test Accuracy vs Depth.
Figure 2: Variation of Performance Metrics with Depth
time. The results suggest that while deep networks perform better
than shallow networks in modeling complex non-linear functions,
increasing the depth may not always produce desired results. We
observe that the performance of the deep neural model suffers sig-
nificantly due to vanishing gradients when large number of hidden
layers are present. Constantly increasing the depth of the model
increases accuracy initially, after which the accuracy plateaus, and
finally drops. Adding each layer is also expensive in terms of the
time required to train the model.
This research contributes towards building a theory on how deep
neural networks can efficiently and accurately be used to predict
question deletion in community Q&A (CQA) forums. We predict
deleted questions with more than 90% accuracy using two to ten
hidden layers, with less accurate results for shallower and deeper
architectures. The results confirm that problems in neural IR need
much exploration and there is no single solution to all the problems.
While the number of hidden layers in critical in obtaining high
accuracy, the computational cost incurred must also be considered.
Once the accuracy reaches a saturation point, other parameters in
the neural model should be altered to check for higher accuracy. In
future, we would like to investigate similar problems in neural IR
to obtain accurate and scalable architectures.
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Appendices
A ADDITIONAL TABLES
Table 2: Examples of Questions Deleted and Not Deleted
Deleted Not Deleted
hello emo family.
:3 wassup?
The sum of the angle measures of any triangle
is 180Âř. Find each of the angle measures of
a triangle if the second angle measures 10Âř
more than twice the first, and the third angle
measures 10Âř more than the second.
Table 3: Stored Attributes in QA Forum Database
Attributes Description
question_id Unique identifier of the question
user_id Unique identifier for every user
subject_id Unique identifier pertaining to the sub-
ject/domain
client_type_id Identifier for the type of client recorded in
the forum
user_category_id Category of the user
date_created The date when the question was created
date_edited The date when the question was last edited
date_deleted The date when the question was deleted
content The question with all its text
deleted_type The moderator annotated reason for deletion
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