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ABSTRACT
Recent years have brought more precise temperature measurements of the low-density in-
tergalactic medium (IGM). These new measurements constrain the processes that heated the
IGM, such as the reionization of H I and of He II. We present a semi-analytical model for the
thermal history of the IGM that follows the photoheating history of primordial gas. Our model
adopts a multi-zone approach that, compared to previous models, more accurately captures the
inhomogeneous heating and cooling of the IGM during patchy reionization. We compare our
model with recent temperature measurements spanning z = 1.6−4.8, finding that these mea-
surements are consistent with scenarios in which the He II was reionized at z = 3 − 4 by
quasars. Significantly longer duration or higher redshift He II reionization scenarios are ruled
out by the measurements. For hydrogen reionization, we find that only low redshift and high
temperature scenarios are excluded. For example, a model in which the IGM was heated to
30, 000 K when an ionization front passed, and with hydrogen reionization occurring over
6 < z < 9, is ruled out. Finally, we place constraints on how much heating could owe to
TeV blazars, cosmic rays, and other nonstandard mechanisms. We find that by z = 2 a maxi-
mum of 1 eV of additional heat could be injected per baryon over standard photoheating-only
models, with this limit becoming . 0.5 eV at z > 3.
Key words: cosmology:theory- cosmology:large-scale structure- quasars:absorption lines-
intergalactic medium
1 INTRODUCTION
When the ultraviolet photons from the first galaxies reionized the
neutral hydrogen in the Universe, a process that is thought to have
occurred over z ∼ 6 − 12 (Fan et al. 2006; Komatsu et al. 2011;
Robertson et al. 2010; Planck Collaboration et al. 2015), the inter-
galactic medium (IGM) was significantly heated from likely hun-
dreds of degrees to∼ 104 K by the excess energy above 1 Rydberg
from each photoionization. After the reionization of hydrogen and
the first electron of helium, the next and last heating event of un-
shocked gas is thought to have been the reionization of the sec-
ond electron of helium, likely by quasars’ ionizing emissions at
z ≈ 3 − 4 (Reimers et al. 1997; Theuns et al. 2002; McQuinn
et al. 2009). After each reionization event, the evolution of the IGM
temperature is driven by photoionization heating of residual bound
electrons, the expansion of the Universe, and by well-characterized
cooling processes of primordial gas (Hui & Gnedin 1997; Hui &
Haiman 2003). However, it is possible that other processes con-
tributed to the thermal evolution of cosmic gas, such as heating
from cosmic rays (Samui et al. 2005; Lacki 2013), from the inter-
galactic absorption of blazar TeV photons (Chang et al. 2012; Puch-
? Email: phoebe2@u.washington.edu
wein et al. 2012), or from broadband intergalactic dust absorption
(Inoue & Kamaya 2008).
Hydrogen Lyα forest absorption in high-resolution, high
signal-to-noise quasar spectra is the primary dataset used for mea-
suring the temperature of the low-density IGM, having been used to
place constraints over a broad range in redshift, 1.5 < z < 4.8 (re-
cently by Lidz et al. 2010; Becker et al. 2011; Boera et al. 2014).
Temperature measurements from the Lyα forest are based on the
Lyα absorption features of a colder IGM having sharper features
than those of a warmer one; the spatial distribution of higher tem-
perature gas is more extended because of higher pressures, and the
absorption of hotter gas is additionally smoothed by enhanced ther-
mal broadening. Many methods to estimate the temperature that ex-
ploit these effects have been devised, including directly fitting for
the widths of Lyα forest absorption lines as a function of H I col-
umn (e.g., Schaye et al. 2000a; Ricotti et al. 2000; McDonald et al.
2001; Bolton et al. 2014), measuring the exponential suppression
that owes to temperature at high wavenumbers in the Lyα forest
power spectrum (Zaldarriaga et al. 2001), and convolving Lyα for-
est spectra with wavelet (and wavelet-like) filters that return larger
values for sharper features (Lidz et al. 2010; Becker et al. 2011;
Theuns & Zaroubi 2000; Theuns et al. 2002; Zaldarriaga 2002).
Regardless of the temperature estimation method, analyses must
c© 0000 RAS
ar
X
iv
:1
51
1.
05
99
2v
2 
 [a
str
o-
ph
.C
O]
  9
 Ju
n 2
01
6
2 Upton Sanderbeck, D’Aloisio, & McQuinn
mock observe Lyα forest spectra synthesized from cosmological
hydrodynamic simulations to calibrate their temperature estimates.
There was a significant focus on measuring the IGM tempera-
ture from the Lyα forest around the the turn of the century (Schaye
et al. 2000a; Ricotti et al. 2000; McDonald et al. 2001). The main
conclusion from these earlier measurements was that the tempera-
ture at z ∼ 3 was too high for hydrogen reionization (and a contem-
poraneous full reionization of helium) to be the most recent heating
event and likely implied either (1) He II reionization had occurred
around z ∼ 3 (Hui & Haiman 2003) or (2) some non-standard
heating process was operating (Samui et al. 2005). The measure-
ments of Schaye et al. (2000a) showed evidence for an increase and
then decrease in temperature straddling z ∼ 3, for which the sim-
plest explanation is that it owes to He II reionization (Theuns et al.
2002). However, this thermal bump was not obviously present in
other contemporaneous measurements (Ricotti et al. 2000; McDon-
ald et al. 2001; Zaldarriaga et al. 2001). In the last several years,
there has been a renewed focus on temperature estimates. Of par-
ticular note, Becker et al. (2011) measured the thermal history over
2 < z < 4.8 at a specific redshift-dependent density chosen to
minimize errors, allowing for a higher precision temperature esti-
mate. This measurement qualitatively agrees with the earlier result
of Schaye et al. (2000a) that showed evidence for He II reionization.
The Becker et al. (2011) measurement has been complimented by
a subsequent effort by Boera et al. (2014) extending temperature
measurements down to z = 1.5.1 The Becker et al. (2011) mea-
surement has also been confirmed over 2 < z < 3.2 using other
techniques (Garzilli et al. 2012; Bolton et al. 2014). Furthermore, in
addition to the measurements of temperature at a single density, the
scaling of temperature with density has recently been constrained
well at z = 2.4 (Rudie et al. 2012; Bolton et al. 2014), adding
to previous less-certain estimates over a range of redshifts (Ricotti
et al. 2000; McDonald et al. 2001; Schaye et al. 2000a). Motivated
by this recent spate of IGM temperature measurements, this study
presents the most realistic models to date of the thermal history of
the IGM in the standard scenario in which photoionization is the
dominant energy source. A byproduct of these studies is bounds on
other heating and cooling processes
This paper is organized as follows. Section 2 discusses the
temperature measurements that we use to compare our models.
Section 3 describes a model for the temperature evolution of the
low-density intergalactic medium after hydrogen reionization. Sec-
tion 4 compares this model with the highest redshift temperature
measurements at z ∼ 4.5 to constrain hydrogen reionization. Sec-
tion 5 then discusses the thermal evolution at lower redshifts when
the heating from He II reionization is likely to be important. We
place constraints on non-standard heating processes in Section 6.
All calculations assume a flat ΛCDM Universe with h = 0.7,
Ωm = 0.3, Ωb = 0.045, and YHe = 0.25.
2 TEMPERATURE MEASUREMENTS
We primarily compare our models with the temperature measure-
ments of Becker et al. (2011), spanning 2.1 6 zem 6 4.8 and of
1 In addition, Bolton et al. (2012) measured the temperature in the prox-
imity region of seven quasars at 5.8 < z < 6.4. The special location of
this measurement, likely a region where the hydrogen was reionized early
on in the reionization process (Lidz et al. 2007) and where the He II was
reionized by the quasar make this measurement more difficult to interpret,
but see Bolton et al. (2012).
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Figure 1. The IGM temperature at the critical densities, ∆?, of Becker
et al. (2011) and Boera et al. (2014). The solid curve corresponds to our
model with He II reionization spanning 2.8 < zrei < 4 (see § 5). The
points with error bars are the measurements of Becker et al. (2011) and
Boera et al. (2014). The corresponding densities of the Becker measure-
ments are ∆? = 5.69, 4.39, 3.35, 2.62, 2.02, 1.64, 1.40, 1.23 at z =
2.05, 2.40, 2.79, 3.16, 3.60, 3.98, 4.37, 4.81. The densities of the Boera
measurements are ∆? = 5.13, 4.55, 4.11, 3.74, 3.39, 3.08, 2.84 at z =
1.63, 1.82, 2.00, 2.18, 2.38, 2.60, 2.80.
Boera et al. (2014), spanning 1.6 6 zem 6 2.8. Like other Lyα for-
est temperature measurements, these studies used that the width of
Lyα absorption features is sensitive to thermal and pressure broad-
ening, with sharper absorption features arising from lower temper-
ature gas. Specifically, Becker et al. (2011) and Boera et al. (2014)
adopted the “curvature statistic,” defined as:
κ ≡ F
′′
[1 + (F ′)2]3/2
, (1)
where F ′ and F ′′ represent the first and second derivatives of the
flux with respect to the velocity along a sightline. Colder regions
have higher 〈|κ|〉 than hotter ones. Like with the closely-related
wavelet method (Theuns & Zaroubi 2000; Lidz et al. 2010) as well
as the power spectrum method (Zaldarriaga et al. 2001), the curva-
ture method does not require fitting for individual absorption lines.
The Becker et al. (2011) and Boera et al. (2014) temperature
measurements, featured in Figure 1, quote smaller errors than in
previous IGM temperature studies. The increased precision arises
from the realization in Becker et al. (2011) of a nearly one-to-one
relationship between the mean curvature, 〈|κ|〉, and the temperature
at a critical density of the Lyα forest, ∆∗ (see Fig. 6 of Becker et al.
2011). (Throughout, we denote densities in units of the mean bary-
onic density as ∆.) This one-to-one relationship allows for scaling
the measured curvature, 〈|κ|〉, into a measured T (∆?). The physi-
cal reason for this correspondence is that the Lyα forest lines with
optical depth τLyα ∼ 1 are most sensitive to the IGM tempera-
ture, and the critical density that produces τLyα ∼ 1 depends on
redshift. Previous studies used other methods to constrain the tem-
perature at ∆ = 1, T0, and its power-law index, γ − 1, using the
parameterization
T (∆) = T0 ∆
γ−1. (2)
This approach resulted in larger errors because the sensitivities of
these methods are often greatest at densities significantly different
from ∆ = 1. However, for this reason, the Becker et al. (2011)
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measurement does not directly constrain T0, so a model for γ − 1
is needed in order to extrapolate from T (∆?) to T0.
Lastly, we note that the Becker et al. (2011) measurements
agree with other attempts using different methodologies. At z ∼
2.5, the Becker et al. (2011) measurements are consistent with the
results of Garzilli et al. (2012), which used wavelet plus the flux
PDF methods, and Bolton et al. (2014), which used line-fitting
methods. The Becker et al. (2011) measurements fall at just slightly
lower temperatures than the earlier study of Schaye et al. (2000b),
but show similar trends. However, they appear to be discrepant with
the measurements reported in Lidz et al. (2010). Figure 2 shows a
compilation of T0 and γ − 1 measurements, alongside our fiducial
model with He II reionization (blue curve) and the same model but
where the > 4 Ry background is set to zero such that the He II is
never reionized (red curve). Both models are described in the en-
suing sections. To make the comparison fair, for the Becker et al.
(2011), Boera et al. (2014), and Lidz et al. (2010) data points in
the top panel we take the γ − 1 values from our fiducial model.
The actual measurements of T (∆∗) from which the former two
studies extrapolate, along with this theoretical model, are shown in
Figure 1.2
3 MODELING THE TEMPERATURE OF THE IGM
3.1 The processes that affect the temperature
The temperature evolution of a Lagrangian fluid element is de-
scribed by the following equation (Hui & Gnedin 1997)
dT
dt
= −2HT + 2T
3 ∆
d∆
dt
− T
ntot
dntot
dt
+
2
3kBntot
dQ
dt
, (3)
where H is the Hubble parameter and ntot is the total number den-
sity of free “baryonic” particles (electrons and ions). Equation (3)
does not include the shock heating from structure formation that
heats some low density gas. We will comment on this omission
later.
The first term on the right hand side of equation (3) accounts
for adiabatic cooling due to the expansion of the Universe. At den-
sities near the cosmic mean – densities where the temperature is
measured – this expansion term tends to be the dominant coolant at
z < 6, whereas at higher redshifts Compton cooling off of CMB
photons becomes important for ionized gas.
The second term on the right hand side of equation (3) de-
scribes the adiabatic evolution due to collapsing overdensities and
expanding voids. We model the density evolution of a gas element
as a Zeldovich pancake (Zel’dovich 1970) such that
∆(a) = [1− λG(a)]−1 , (4)
where G(a) is the growth factor (which over most redshifts con-
sidered scales as a) and λ is a parameter that is tuned to achieve
a particular density at a given redshift. While much of the mod-
erately overdense IGM that concerns us (i.e. 1 6 ∆ 6 ∆∗) is
well modeled by this restrictive form for ∆(a), we note that the
actual thermal evolution is weakly sensitive to the history of ∆(a),
as shown explicitly in McQuinn & Upton Sanderbeck (2015). We
find that our results do not change if we assume different functional
forms for ∆(a), such as that in spherical collapse (the approach in
Furlanetto & Oh 2009).
2 Lidz et al. (2010) also published estimates of T0 that marginalize over
γ − 1, resulting in larger error bars.
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Figure 2. Measurements of T0 (top panel) and γ − 1 (bottom panel) from
Schaye et al. (2000b), Lidz et al. (2010, fixing γ − 1 to that in our model),
Garzilli et al. (2012), and Bolton et al. (2014). Also shown in the top panel
is the Becker et al. (2011) and Boera et al. (2014) estimates using the
γ − 1 of the blue model curve to extrapolate from their T̂ (∆∗) to T0.
The blue model curve is our fiducial heating history described in § 5 with
αQSO = 1.7 and αbkgd = 1.0, whereas the red curve assumes the same
parameters but sets the > 4 Ry background to zero such that the He II is
never reionized.
The third term on the right hand side of equation (3) is rel-
atively unimportant, accounting for the change in the number of
particles in the thermal bath. This term only affects our calcula-
tions during He II reionization. We implement a 4% drop in the
temperature when the He II becomes ionized to account for this
term.
The fourth term on the right hand side of equation (3) is where
all the details of our model lie, encoding all other heating and cool-
ing processes. In standard models in which photoheating is the only
heating process, the fourth term can be written as
dQ
dt
=
heating︷ ︸︸ ︷∑
X
dQphoto,X
dt
+
cooling︷ ︸︸ ︷
dQCompton
dt
+
∑
i
∑
X
Ri,XnenX ,
(5)
where dQphoto,X/dt is the photoheating rate of ion X ,
dQCompton/dt is the Compton cooling rate, and Ri,X is the cool-
c© 0000 RAS, MNRAS 000, 000–000
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ing rate coefficient for ion X and cooling mechanism i, including
recombination cooling, free-free cooling, and collisional cooling.
For the cooling terms, our calculations adopt the rate coefficients
in the appendix of Hui & Gnedin (1997) as well as the free-free
cooling rate of Rybicki & Lightman (1979). McQuinn & Upton
Sanderbeck (2015) discusses the relative importance of these pro-
cesses. For the photoheating term, more modeling is required.
3.1.1 Modeling photoheating
There are two regimes for the photoheating rate, dQphoto/dt: (1)
The photoheating when an ion is being reionized, and (2) the opti-
cally thin photoheating that an ion experiences thereafter. The latter
post-reionization rate is given by
dQphoto,X
dt
= nX
∫ ∞
νX
dν
hν
4piJνσX(ν)× [hν − hνX ], (6)
≈ h νX
γX − 1 + ααA,XnX˜ne, (7)
where αA,X is the CASE A recombination coefficient associated
with the transition XI → X , X ∈ { H I , He I , He II} and X˜ ∈
{H, He}, νX is the frequency associated with the ionizing potential
of species X , σX(ν) is the photoionization cross section, and γX
is the approximate power-law index of σX(ν) for which we take
values of {2.8, 1.7, 2.8} for {H I, He I, He II}. Equation (7) re-
sults from the approximation of photoionization equilibrium with
an ionizing background that has a power-law specific intensity of
the form Jν ∝ ν−α, where Jν is the average specific intensity [erg
s−1 Hz−1 sr−1 cm−2].3
The heating during reionization depends on when reionization
processes occurred. It is thought that the reionization of H I and
He I (what we will refer to as “hydrogen reionization”) was driven
by POPII stars. Observations of the Lyα forest suggest that this
process ended by z ≈ 6 (Fan et al. 2006; McGreer et al. 2015),
with measurements of the cosmic microwave background suggest-
ing a mean redshift for this process of z = 8.8+1.7−1.4 (Planck Col-
laboration et al. 2015). He II is thought to have been reionized by
quasars, with observations of the He II Lyman-α forest suggest-
ing that this process completed around z ≈ 2.8 (McQuinn 2009;
Worseck et al. 2011; Shull et al. 2010).4 In the standard picture, the
duration of the He II reionization process depended on the emis-
sivity of quasars, which has been well measured z . 3 and the
constraints are improving at higher redshifts (Hopkins et al. 2007;
Willott et al. 2010; Fiore et al. 2012; McGreer et al. 2013). Mod-
els of He II reionization by quasars predict that He II reionization
should span a significant time interval, at least z = 3 − 4 (Furlan-
etto & Oh 2008; McQuinn et al. 2009; Compostella et al. 2013),
although recent measurements of quasar abundances suggest that
an earlier timeline may be possible (Giallongo et al. 2015; Madau
& Haardt 2015). We constrain the duration of He II reionization
here using its effect on the temperature.
3 Equation (7) also ignores photoionizations into ionization state X . This
approximation is very accurate. For example, take the case of X =He II.
Once the He I is reionized, xHeI ≈ 10−5xHeII assuming photoionization
rates relevant for He I. Thus, He II – which exists in much higher fractions
(xHeII ∼ 10−2) – is formed primarily by recombinations from HeIII and
not by photoionizations of He I, as equation (7) assumes.
4 POPII stars do not produce many photons that can doubly ionize the
He II. Even if there existed a non-nuclear galactic source that did produce
these photons, it is unlikely that they would escape the local interstellar
medium.
Hydrogen and helium reionization heat the IGM with a higher
rate than the optically thin photoheating rate (eqn. 7; e.g. Abel
& Haehnelt 1999; Trac et al. 2008; McQuinn et al. 2009). The
amount of heating from these processes has been quantified by pre-
vious numerical studies. McQuinn (2012) showed that the temper-
ature after an HI ionization front passes is unlikely to be larger
than 30, 000 K, because of collisional cooling inside the ioniza-
tion front, nor smaller than 20, 000 K, confirming the analytic ar-
guments in Miralda-Escude´ & Rees (1994) that it should fall around
20, 000 K. (The exact temperature depends on the spectrum of the
sources and speed of the ionization fronts.) We use these bounds
in our models of hydrogen reionization discussed in Section 4. In
contrast, during He II reionization the heating is not localized just
to the ionization front. Instead, much of the heating occurs from a
nearly uniform hard, & 200 eV, background that has a long mean
free path to be absorbed (McQuinn et al. 2009). Another difference
with H I reionization is that collisional cooling is not efficient in
the He II ionization fronts such that the ionizing spectrum alone
determines the amount of photoheating during He II reionization
(McQuinn et al. 2009). We describe a physically motivated model
for the photoheating during He II reionization in Section 5.
3.2 Comparing our models with the temperature
measurements
This section describes in detail how we compare our model pre-
dictions with the Becker et al. (2011) and Boera et al. (2014) mea-
surements. We warn the reader in advance that this section is the
most technical in the paper. Readers not interested in how we infer
the “observed” temperature from our models can skip to the next
section.
The problem this section addresses is that our models predict
a distribution of temperatures at every redshift and density rather
than a single temperature. Thus, we must understand how to map
our models to the effective temperature Becker et al. (2011) and
Boera et al. (2014) measured. In addition, even for histories with a
single temperature at a given ∆ (as in our models that assume an
instantaneous reionization), the measured temperature would dif-
fer from the actual temperature because the Becker et al. (2011)
and Boera et al. (2014) measurement technique is calibrated for a
specific thermal history.5 Handling these effects in full rigor would
require running simulations that mimic the inhomogeneous photo-
heating rates in our models, generating mock Ly α forest skew-
ers from the simulations, applying the curvature statistic to them,
and comparing directly to the Becker et al. (2011) and Boera et al.
(2014) curvature measurement. Fortunately, running a simulation
for every model that we consider is unnecessary; we show here that
the Becker et al. (2011) and Boera et al. (2014) T (∆?) estimates
essentially measure the average T (∆?) of our models.
Let us first focus on the effective temperature that the cur-
vature statistic would measure in our models, ignoring pressure
smoothing for the time being. Generally the spatial temperature
fluctuations in our models have δT/T < 1, with the size of
fluctuations being smaller with increasing ∆. Figure 3 shows the
temperature-density distribution in the fiducial model described in
5 The pressure smoothing of the gas affects the measured curvature, and
pressure smoothing is sensitive to the temperature over the previous dy-
namical time. Indeed the curvature statistic is more affected by pressure
broadening than other Lyα forest temperature diagnostics (Puchwein et al.
2015).
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Figure 3. Predicted temperature distribution in a fiducial quasar reioniza-
tion model described in § 5 that uses the Hopkins et al. (2007) emissiv-
ity history and that takes H I reionization to be instantaneous at z = 9.
The colorbar denotes the logarithmic number of zones that fall in the pixel
such that red areas have approximately two orders of magnitude times more
points than dark blue. Initially almost all points fall on a single T − ∆
relation. Gradually as He II reionization proceeds a distribution of tempera-
tures develops. This development is similar to that seen in radiative transfer
simulations of He II reionization (McQuinn et al. 2009). Section 3.2 moti-
vates why a simple average of T (∆) yields the effective temperature that
has been measured.
§ 5. The dispersion in temperature at fixed density owes to different
regions being reionized at different times. Even though the disper-
sion looks quite large, the fractional standard deviation at ∆∗ in
this model are only {0.14, 0.13, 0.14, 0.25} at z = {3, 4, 5, 6}.
The smallness of the standard deviation means that any weighted
average of the temperature would differ from the actual mean tem-
perature by a relatively small factor of ∼ T 〈(δT/T )2〉. Indeed, as
an example we find that if we take the mean T (∆) or the exponen-
tiated mean of log T (∆) in our fiducial model at z = 3, the two
values agree with astonishing accuracy, to 0.7%. Thus, the effective
temperature that Lyα forest temperature measurements infer likely
can be approximated by the average temperature.
To be more quantitative, we took the relation between 〈|κ|〉
and T (∆?) measured from a suite of simulations in Becker et al.
(2011). We then calculated
〈|κ|〉 =
∫
dT∆∗P (T∆∗) 〈|κ|〉(T∆∗), (8)
where P (T∆∗) is the probability distribution of T∆∗ ≡ T (∆?) and
〈|κ|〉(T∆∗) is the mean curvature in a region with temperature T∆∗ .
Thus, 〈|κ|〉 is the temperature-averaged curvature the Becker et al.
(2011) method would infer from our models.6 Then, we used the
Becker et al. (2011) relation between 〈|κ|〉 and T (∆?) to project
〈|κ|〉 back to T (∆?). Remarkably, we find that this agrees with the
average of T (∆?) to better than 1% at z ∼ 3 (when the temperature
fluctuations are largest) in our fiducial model. Thus, the curvature
measurements constrain the average of T (∆?) in our models.
6 This assumes that the temperature fluctuations we are modeling are co-
herent over much larger scales than the widths of lines in the forest.
Now let us focus on how to correct the temperature mea-
surements to account for the pressure smoothing (also known as
“Jeans smoothing”) in our models. The biases from not having the
correct pressure smoothing are most significant when the IGM is
heated over a time interval much less than the free-fall timescale
( H−1∆−1/2? ), the timescale for a sound wave to travel the
Jeans’ scale (the relaxation time), such as from a short He II reion-
ization. The effect of pressure smoothing on 〈|κ|〉 was investigated
in Becker et al. (2011). Becker et al. (2011) calibrated the rela-
tion between T (∆?) − 〈|κ|〉 using a suite of simulations that had
relatively constant T (∆?) with time, much different than the ther-
mal histories in our models. To investigate the potential bias from
these rather artificial temperature histories, Becker et al. (2011) ran
two simulations where global heating was injected in a manner
that emulates the heating from He II reionization (one where He II
reionization spanned ∆z ≈ 0.5 and another with ∆z ≈ 1). Then,
Becker et al. (2011) compared the estimated temperature from ap-
plying the 〈|κ|〉 estimate and then their T (∆?) − 〈|κ|〉 relation
to the actual temperature in the simulation. They found that this
resulted in a moderate bias, that when projected to ∆ = 0 was
∆T < 3000 K, peaking near the end of He II reionization, with a
smaller bias at other redshifts (see Appendix A).
Because our models have a similar duration to the He II reion-
ization simulatations in Becker et al. (2011, Appendix A compares
these histories), we correct the temperature values measured in
Becker et al. (2011), T̂ (∆?). We multiply T̂ (∆?) by the amount
of bias due to “Jeans smoothing” that they measure, ∆T , by the ra-
tio of the temperature in our fiducial model, Tfid, to their T15slow
simulation with He II reionization, TT15slow (because the Becker
et al. 2011 simulations are at a bit higher temperatures). Namely,
we correct the temperature measurements using
T̂ (∆?)corrected = T̂ (∆?) + ∆T (z)
Tfid(∆?)
TT15slow(∆?)
. (9)
We use the T15slow He II reionization simulation of Becker et al.
(2011) because it falls closest to our reionization histories (as
shown in Appendix A). If we had instead used T15fast (which is
shorter than in all of our models) the T̂ (∆?)corrected increase by
a maximum of ≈ 2500 K, with this bias peaking at z = 3.2.
In addition, because the Boera et al. (2014) measurement focuses
on z < 2.8, after He II reionization in our models, the pressure
smoothing correction is smaller: ≈ 1500 K at z = 2.8 and de-
creasing to < 100 K by z = 2.0.
Since we find that comparing the average temperature is ac-
curate at the percent level and our pressure smoothing corrections
are at most a few thousand Kelvin, our approximate way of cor-
recting for these effects should be accurate to much better than the
size of these corrections, more than sufficient for our purposes. The
smallness of these corrections also justifies ignoring the coupling of
these two effects. Furthermore, T0 – the temperature at mean den-
sity – is also a more intuitive quantity than T (∆?). To calculate T0,
we use the γ in our models to extrapolate both the measurements
and the model to ∆ = 0. We fit for γ using the mean temperature
and density at each redshift. This maintains the fractional difference
between the measurements and model, and we find that in all of our
plots it matters little which model we assume (and so we generally
take the fiducial set of parameters). The model would matter if we
considered models with and without a late He II reionization in the
same plot, but this is never the case.
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4 TEMPERATURE BEFORE He II REIONIZATION
Our model of the temperature of the IGM begins at the epoch
of hydrogen reionization when the IGM was likely heated to
20, 000 − 30, 000 K as an ionization front passed. Before He II
was reionized and in the simplistic limit of an instantaneous H I
(and He I) reionization, the uncertainties in the temperature can
be parametrized by three numbers: the spectral index of the post-
reionization ionizing background (αbk), the final temperature of the
IGM after hydrogen reionization (Trei), and the redshift of instanta-
neous hydrogen reionization (zrei). In this section, we first explore
these dependencies and then turn to a more realistic model for an
extended and patchy hydrogen reionization.
The top panel in Figure 4 shows the effect on the temper-
ature history of the spectral index of the post-reionization ion-
izing background, αbk, which affects the equilibrium photoheat-
ing rate after reionization. Ignoring ionizing recombination radia-
tion, this spectral index is set by the intrinsic spectral index of the
sources, αs, and the logarithmic slope of the column-density dis-
tribution of intergalactic hydrogen absorbers, β, via the formula
αbk ≈ αs + 3(β − 1) (valid at z & 3 when λMFP,HI  cH−1,
where λMFP,HI is the physical mean free path of 1 Ry photons).
The spectral index, αs, is measured to be approximately 1.5± 0.2
if quasars dominate the ionizing background (Telfer et al. 2002;
Shull et al. 2012; Lusso et al. 2015), and between 0 and 1.5 at
∼ 1 Ry if it is stars (Faucher-Gigue`re et al. 2009; Leitherer et al.
1999; Conroy & Gunn 2010; Bruzual & Charlot 2003). Haardt &
Madau (2012) shows a stellar population synthesis spectrum (Fig-
ure 15) where an effective slope of approximately αs = 0.5 ap-
pears most compatible with the population synthesis models over
1-4 Ry. In addition, αs = 1 was assumed in the UV background
model of Faucher-Gigue`re et al. (2009) based on population syn-
thesis models. However, this slope is likely hardened by things like
stellar binarity (Stanway et al. 2016) and the inevitably frequency-
dependent escape fraction of ionizing photons. The value of β is
measured to be approximately 1.3±0.2 (Songaila & Cowie 2010),
although it varies over the range of interest from steeper to flatter
values (Prochaska et al. 2010; Zheng & Miralda-Escude´ 2002). In
addition, direct recombination to the ground state can soften the ef-
fective spectral index that appears in the photoheating rate by ≈ 1
unit (Faucher-Gigue`re et al. 2009). Motivated by these values, we
consider the range of−0.5 6 αbk 6 1.5. The top panel in Figure 4
shows that T (z) varies only by as much as ∆T ≈ 2000 K when we
vary αbk over this large range. The insensitivity of T0 to αbk arises
because the energy per optically thin photoionization is approxi-
mately proportional to (2 + αbk)−1, so that −0.5 6 αbk 6 1.5
results in a factor of 2.3 variation in the photoheating rate, and at a
maximum the temperature depends on the photoheating rate to the
0.6 power (McQuinn & Upton Sanderbeck 2015).
The middle panel in Figure 4 investigates how the timing of
hydrogen reionization affects T0(z). The three thin curves assume,
simplistically, that hydrogen reionization occurred instantaneously
at zrei = 6, 8, and 9, heating the IGM to 2× 104 K. Due to Comp-
ton cooling, the temperature of these curves decreases quickly after
reionization, erasing all memory of when reionization occurred by
z ∼ 4 for the cases with zrei > 8. Only the zrei = 6 curve re-
sults in a significantly different prediction for T0 at z = 4.8 than
the highest-redshift Becker et al. 2011 measurement. (We note that
∆∗ ≈ 1.2 for the z = 4.8 Becker et al. (2011) estimate and so
there is little extrapolation necessary to T0.)
The bottom panel in Figure 4 shows temperature histories with
different initial temperatures after H I reionization, Trei. The IGM
temperatures reached during reionization depend on the spectra of
the sources as well as the speeds of the ionization fronts. These tem-
peratures are likely bracketed by 18, 000 and 25, 000 K (Miralda-
Escude´ & Rees 1994; McQuinn 2012). One-dimensional radiative
transfer calculations yield minimum temperatures of ≈ 18, 000 K
for models in which the sources are much softer than is expected
from stellar population synthesis models (McQuinn 2012). On the
other hand, radiative cooling within the ionization front becomes
very efficient at temperatures & 25, 000 K, making it difficult to
achieve temperatures much higher than this. However, for illustra-
tive purposes we explore a broader range of temperatures in Fig-
ure 4, Trei = 10, 000−30, 000 K. While unrealistic, the 10, 000 K
case is similar to the temperature achieved in simulations that use
optically thin photoheating rates. The curves show the case of an
instantaneous reionization at zrei = 9.
The curves in Figure 5 model the more realistic case of an
extended hydrogen reionization process. To create these extended
histories, we average a series of instantaneous reionization calcula-
tions at different times in different locations with reionization span-
ning 6 < z < 9, 8 < z < 11, and 6 < z < 13. Indeed, averaging
together T (∆) from a series of instantaneous reionization calcu-
lations largely approximates how reionization is thought to have
occurred; ionization fronts sweep over the Universe, ionizing and
heating up different regions at different times. Afterwards, an ion-
ized region cools via the well known physics described previously.
To generate the measured T (∆), we then average the temperature
of these different histories for a given global reionization history,
an approach justified in Section 3.2.
The top panel of Figure 5 shows models with post-reionization
temperatures of 20, 000 K and reionization durations of 6 < zrei <
8, 6 < zrei < 9, and 8 < zrei < 11, where the H II fraction evolves
as a linear function of redshift with xHII = 0 at z = zmaxrei and
xHII = 1 at z = zminrei . This is a multi-phase model. The instanta-
neous heating is associated with ionization, so the fraction that is
heated follows the ionized fraction. We also include a reionization
scenario from Robertson et al. (2015) that spans 6 < zrei < 12.
We find that a reionization scenario ending at z = 6, with even
a modest duration of ∆z = 3, is consistent with the measure-
ments. However, these late-ending reionization models become in-
consistent with the measurements when the duration is shorter than
∆z ≈ 2. The bottom panel shows models with different tempera-
tures after reionization. The dashed curves both span 6 < zrei < 9,
but have Trei = 10, 000 and 30, 000 K, respectively. The solid
curve shows a reionization scenario from D’Aloisio et al. (2015)
that spans 6 < zrei < 13, with Trei = 30, 000 K. This model was
found to generate the opacity fluctuations seen in the z ∼ 5.5 Lyα
forest (Becker et al. 2015). Though the resulting T0 is dependent on
the shape of the ionization history, in general, as long as reioniza-
tion is extended, with ∆z & 5, Trei = 30, 000 K is fully consistent
with the Becker et al. (2011) temperature measurements at z = 4.8
and Trei = 20, 000 K is consistent for any history with ∆z & 3.
5 TEMPERATURE EVOLUTION DURING He II
REIONIZATION
Quasars are likely responsible for the reionization of helium, with
the duration of this process shaped by their emissivity history. In-
deed, the known population of quasars produce roughly the correct
number of He II ionizing photons to reionize the Universe at z ∼ 3
(Furlanetto 2009), an epoch when observations of the He II Lyα
forest strongly suggest that He II reionization was ending (Mc-
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Figure 4. Average temperature of the IGM at the cosmic mean density in
models that omit the photoheating from He II reionization and use αbk =
1, Trei = 20, 000 K, and zrei = 9, unless stated otherwise. Top panel:
Models that vary the spectral index of the ionizing background over the
range of −0.5 < αbk < 1.5. Middle panel: Models that vary the redshift
of instantaneous H I reionization. Bottom panel: Models that vary the final
temperature after hydrogen reionization. The points with error bars are the
two highest redshift temperature estimates of Becker et al. (2011). The red
points have been corrected for pressure smoothing and the black points are
uncorrected.
Quinn 2009; Worseck et al. 2011; Shull et al. 2010). In addition,
investigations into other sources of He II ionizing photons have
found that they are unlikely to be sufficient (Furlanetto 2009, al-
though see Miniati et al. 2004). The combinations of quasars hav-
ing rather hard spectra and the potentially long mean free path of
He II ionizing photons (λMFP,HeII), with
λMFP,HeII ≈ 5 x¯−1HeII
(
Eγ
100eV
)3(
1 + z
4
)−2
comoving Mpc,
(10)
where Eγ is the photon energy, results in a different structure for
the photoheating that occurs during He II reionization compared to
hydrogen reionization (McQuinn et al. 2009).
We model the photoheating during He II reionization with a
multi-zone model that approximates the heating process found in
detailed simulations (McQuinn et al. 2009). First, the lower energy
photons with shorter λMFP,HeII are assumed to be consumed in
producing a He III bubble around quasars, instantaneous heating
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Figure 5. Average temperature of the IGM at the cosmic mean density in
our models that use αbk = 1 and omit the photoheating from He II reion-
ization. Top panel: Models that vary the redshifts and durations of H I reion-
ization with Trei = 20, 000 K. The durations correspond to 6 < zrei < 8,
6 < zrei < 9, 8 < zrei < 11, as well as the synthesis ionization history
of Robertson et al. (2015). Bottom panel: Models that vary the final tem-
perature after hydrogen reionization. We show two cases that have linear
histories with 6 < zrei < 9 and that vary the temperature after reionization
between Trei = 10, 000 K and Trei = 30, 000 K. We also show a model
with the ionization history from D’Aloisio et al. (2015, 6 < zrei < 13 and
Trei = 30, 000 K). The points with error bars are the two highest redshift
temperature estimates of Becker et al. (2011). The red points have been
corrected for pressure smoothing and the black points are uncorrected.
the ionized gas by, on average,
∆QinstX = nX
(∫ Emax
hνX
dE
JE
E
)−1 ∫ Emax
hνX
dE(E − hνX)JE
E
,
(11)
where X is the relevant species, JE ∝ E−α is the average specific
intensity that ionized the gas, hνX is the ionization potential of the
ion (54.4 eV for He II), and Emax is the maximum energy pho-
ton that is typically absorbed in the process of making the He III
bubble (i.e. λMFP less than the bubble size). Equation (11) makes
the approximation that all photons between hνX and Emax are
absorbed within the bubble, an approximation motivated by how
strongly λMFP depends on Eγ . The gas temperature then increases
by ∆Tinst where 3/2kbntot∆Tinst = ∆Qinst once the He III
ionization front passes. For our fiducial value of Emax, ∆Tinst is
approximately {8100, 8500, 8900} K at αQSO = {1.7, 1.5, 1.3}.
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Because these fronts take time to fill intergalactic space, different
gas parcels experience this temperature increase at different times
set by the duration of He II reionization.
The Eγ > Emax photons stream through the Universe with
mean free paths much greater than the bubble size. While they do
not contribute much to the ionization, the photoionizations from
these hard photons heat the IGM in an approximately uniform man-
ner with a rate of
dQhardHeII
dt
(z) = nHeII(z)
∫ ∞
Emax
dE
E
(E − EHeII)JE(z)σHeII(E).
(12)
Here the specific intensity of this hard background at redshift z0 is
JE(z0) =
c
4pi
∫ ∞
z0
dz
∣∣∣∣ dtdz
∣∣∣∣ (1 + z0)3(1 + z)3 E(z)e−τHeII(z0,z,E),
(13)
where we parameterize the specific emissivity as E = AE−α [erg
s−1cm−3eV−1]. The normalization factor A can be solved for by
requiring that the total ionizing emissivity of ionizing photons bal-
ances the number of ionizations plus recombinations:∫ ∞
E0
dEE = n¯He
(
dx¯HeIII
dt
+ CHeIIIαB x¯HeIIIn¯e
)
, (14)
where x¯HeIII is the instantaneous mean ionization fraction of
He III, and CHeIII is a clumping factor enhancement in the recom-
bination rate over a homogeneous Universe with T = 104K. Both
x¯HeIII(z) and CHeIII are specified in our model. The specific in-
tensity of this background depends on optical depth to redshift z of
photons emitted at zem:
τHeII(zem, z, E) =∫ zem
z0
c dz
H(z)(1 + z)
σHeII
(
E
1 + z
1 + z0
)
n¯HeII(z). (15)
Regions that become ionized by a local quasar will have the photo-
heating from the hard photon background terminated, as there are
no more He II ions to ionize.
Our implementation of He II reionization is based on applying
these two photoheating processes to an ensemble of gas parcels.
Different gas parcels in the ensemble experience He II reioniza-
tion at different times. When the first parcel becomes reionized, the
remaining parcels begin to experience heating from the hard pho-
ton background. This is subsequently shut off in a parcel as soon
as it becomes reionized and experiences instantaneous heating. Al-
lowing individual regions to heat and subsequently cool separately
provides a more realistic scenario than a one-zone model which
implements uniform heating from a UV background (as done in
Puchwein et al. 2015). In what follows, the two heating regimes
are delineated by an upper limit to short mean free path photons of
Einstmax = 150 eV. We find that our results are negligibly changed
by varying Einstmax over the plausible range of 100 to 200 eV with
a maximum temperature variation of ∼ 1500 K, corresponding to
λMFP = 5− 40 comoving Mpc at z = 3 (eqn. 10).
Figure 3 shows the values of T (∆) in a characteristic model at
redshifts before and during He II reionization. The values of T (∆)
follow a tight power-law until He II is reionized in the first regions.
These regions are then heated by ∼ 8000 K. As new regions be-
come ionized, the first He III bubbles cool, introducing spread in
the temperature-density relation. In addition, the hard background
progressively builds up and heats the regions in which the He II has
yet to be ionized. The maximum dispersion in the temperature at
fixed ∆ in our models is found at z ∼ 3 when He II reionization
terminates. Afterwards the IGM cools and unshocked gas is driven
to a single temperature-density relation (Hui & Gnedin 1997). The
distribution in temperatures in our models is similar to that found in
radiative transfer simulations of He II reionization (McQuinn et al.
2009) and Compostella et al. (2013).
In Figure 6 we calculate the temperature at mean density, T0,
in a simplistic model in which the global He III fraction is a lin-
ear function of redshift. This means that the He III fraction evolves
as a linear function of redshift with xHeIII = 0 at z = zmaxrei,HeII
and xHeIII = 1 at z = zminrei,HeII. Unless otherwise noted, we as-
sume fiducial parameters of αQSO = 1.7 for the spectral index
of quasars’ intrinsic emission, αbk = 1.0 for the spectral index
of the ionizing background, 2.8 < zrei,HeII < 4 for the dura-
tion of He II reionization, and CHeIII = 1.5 for the He II clump-
ing factor (which is proportional to the recombination rate). The
top panel of Figure 6 varies the spectral index of quasars between
αQSO = 1.3 and αQSO = 1.7, the middle panel varies the duration
of He II reionization such that reionization spans 2.8 < zrei < 4
and 2.8 < zrei < 5, and the bottom panel varies the clumping fac-
tor of He III gas over 1.5 6 CHeIII 6 4.5. The range of quasar
spectral indexes is motivated by the range of constraints from the
stacking analyses (Telfer et al. 2002; Shull et al. 2012; Lusso et al.
2015). The range of He II reionization redshifts is motivated by the
histories found in analytic calculations and simulations (Furlanetto
2009; McQuinn et al. 2009). The range of clumping factors CHeIII
is motivated by the simulations in McQuinn (2012), in which in-
tergalactic absorbers were exposed to a wide range of He II ion-
izing backgrounds. In each panel, the observational measurements
(points with error bars) have been extrapolated to T0 using this fidu-
cial model’s T −∆ relation. Most models are in striking (qualita-
tive) agreement with the measurements. Figure 6 shows that the
thermal history of the IGM is mildly affected by the spectral in-
dex of the quasars, and it is insensitive to changes in the clump-
ing factor for a physically motivated range of values. However, the
middle panels shows that the thermal history is very sensitive to
the duration of He II reionization. The measurements of Becker
et al. (2011) and Boera et al. (2014) clearly favor the case with
2.8 < zrei,HeII < 4 over the case with 2.8 < zrei,HeII < 5.7
In Figure 7 we adopt a reionization history that uses the fitting
formula for the quasar emissivity given in Haardt & Madau (2012).
This formula is based on constraints on the Hopkins et al. (2007)
luminosity function. Unlike the previous models that assumed a
linear-in-redshift He II reionization history, we now use this for-
mula to self-consistently solve for the He II fraction also assuming
a clumping factor to determine the recombination rate in He III re-
gions. The top panel of Figure 7 varies the spectral index of the
H I ionizing background between αbk = −0.5 and αbk = 1.5,
the middle panel varies the intrinsic spectral index of quasars be-
tween αQSO = 1.3 and αQSO = 1.7, and the bottom panel varies
the clumping factor from CHeIII = 1.5 to CHeIII = 4.5. (In-
creasing CHeIII over this range delays the end of He II reioniza-
tion by ∆z ≈ 0.3.) As before, we assume fiducial parameters of
7 It should be noted that our models’ predicted T0 are slightly lower than
in the HeII reionization simulations of McQuinn et al. (2009). The Mc-
Quinn et al. (2009) models predicted that the peak in T0 falls between
16,000 and 20,000K, with the exact value depending on the run specifica-
tions (whereas our fiducial model yields a peak of approximately 15,000K).
We attribute these differences to McQuinn et al.’s relatively hard choice of
αbk = 0, their initialization temperature at z=6 being higher than in our
models (where we more consistently model the high-redshift temperature
evolution), and their calculations ignoring free-free cooling (which results
in a 1K difference).
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Figure 6. Average temperature of the IGM at the cosmic mean density for
the case in which He II reionization has a He III fraction that is linear over
2.8 < z < 4.0. Top panel: Models that vary the spectral index of quasars
during He II reionization fixing zmax,HeII = 4.0 and CHeIII = 1.5. The
bottom thin, teal curve corresponds to a thermal history with the fiducial pa-
rameters and the hard background photons turned off. Middle panel: Mod-
els that vary the duration of He II reionization fixing CHeIII = 1.5 and
αQSO = 1.7. Bottom panel: The effect of varying the recombination rate,
CHeIII, on the temperature during He II reionization fixing αQSO = 1.7
and zmax,HeII = 4.0. The points with error bars are the measurements
of Becker et al. (2011) and Boera et al. (2014). In the top panel, the red
Becker points have a pressure smoothing corrections and the green Becker
points have no correction. The cyan Boera points have an optical depth ad-
justment and the magenta points do not (see Appendix A). All of the plot-
ted models assume that H I reionization instantaneously heats the IGM to
T = 20, 000 K at z = 9, but we show in § 4 that our results depend weakly
on this assumption.
αQSO = 1.7, αbk = 1.0, and CHeIII = 1.5, unless otherwise
noted, and the observational measurements have been extrapolated
to T0 using this fiducial model’s T−∆ relation. These models with
more empirically motivated He II reionization histories than the
previous linear histories also show qualitative agreement with the
measurements. In detail, we find the thermal history in this mod-
els is most sensitive to αbk: The Becker et al. (2011) and Boera
et al. (2014) measurements across 3 < z . 5 favor the models
with the softest spectrum of αbk ≈ 1.5. On the other hand, the
measurements at redshifts z . 3 are somewhat above our fidu-
cial thermal history (the green solid curve in all panels) and well
above the αbk = 1.5 dashed curve in the top panel. A hardening of
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Figure 7. Average temperature of the IGM at the cosmic mean density for
the case in which the He III fraction is determined by the quasar emis-
sivity as calculated from the quasar luminosity function of Hopkins et al.
(2007). Top panel: Models that vary the background spectral index fix-
ing αQSO = 1.7 and CHeIII = 1.5. The bottom thin, teal curve cor-
responds to a thermal history with the fiducial parameters and the hard
background photons turned off. Middle panel: Models that vary the spec-
tral index of quasars fixing αbk = 1.0 and CHeIII = 1.5. Bottom panel:
Models that vary the recombination rate through the clumping factor, fixing
αQSO = 1.7 and αbk = 1.0. The points with error bars are the measure-
ments of Becker et al. (2011) and Boera et al. (2014). The Becker points
have a pressure smoothing corrections and the Boera points have an optical
depth adjustment (See Appendix A). All of the plotted models assume that
H I reionization instantaneously heats the IGM to T = 20, 000 K at z = 9,
but we show in § 4 that our results depend weakly on this assumption.
the background spectrum as quasars become increasingly dominant
with decreasing redshift could explain some of this trend. In addi-
tion, in the next section we address the possibility that this excess
owes to heating mechanisms beyond the photoheating we have so
far considered.
6 NON-STANDARD HEATING PROCESSES
Beyond the standard processes already discussed, some have spec-
ulated additional heating mechanisms may contribute to the tem-
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perature evolution of the IGM, such as heating from cosmic rays8
(Samui et al. 2005; Lacki 2013), from the intergalactic absorption
of blazar TeV photons9 (Broderick et al. 2012; Chang et al. 2012;
Puchwein et al. 2012), from broadband intergalactic dust absorp-
tion (Inoue & Kamaya 2008), or from the byproducts of dark mat-
ter annihilations (Cirelli et al. 2009). Here we constrain how much
heating could owe to these processes.
We first consider the excess heating that the temperature
measurements allow over a model with the minimum possible
amount of photoheating. In particular, to generate this minimum-
photoheating model, we take our fiducial model (T0 = 20, 000 K
and zrei = 9) with quasar and background spectral indices on the
softer side of potential values, αQSO = 1.7 and αbk = 1.0 (see
discussion in § 4), and with the expected recombination rate also
on the low side with CHeIII = 1.5. We remind the reader that the
data is mostly insensitive to the details of hydrogen reionization10,
for which we assume an instantaneous reionization process with
Trei = 20, 000 K at z = 9. Figure 8 shows the excess energy per
baryon above this minimum-photoheating model at the ∆? of the
measurements, which are displayed on the top axis. We find that an
excess energy of 1 eV per baryon between z = 2 and z = 3 can be
accommodated by the Becker et al. (2011) and Boera et al. (2014)
measurements. The allowed excess heating is smaller at higher red-
shifts.
This constraint does not account for cooling and adiabatic
heating. Accounting for cooling would allow the amount of non-
standard heating to be somewhat higher, especially if the heat injec-
tion were extended in time. In what follows, we model the heating
as a function of time to account for cooling.
The proposed non-standard heating mechanisms would inject
heat with different temporal trends and in a manner that differs in
which gas densities are heated up more. With regard to density, the
intergalactic absorption of blazar TeV photons is the most straight-
forward, injecting energy in a volumetric manner (Chang et al.
2012; Puchwein et al. 2012), although with a small level of spa-
tial fluctuations (Lamberts et al. 2015). Cosmic ray heating (Samui
et al. 2005; Lacki 2013) and heating due to broadband intergalactic
dust absorption (Inoue & Kamaya 2008) are more likely to scale
with density to some power as they are sourced by star forming re-
gions within galaxies (and the cosmic rays may adjust to achieve
equipartition with the gas pressure). With regard to their tempo-
ral scaling, blazar heating likely traces the history of supermassive
black hole accretion, and cosmic rays and dust are more likely to
trace the evolution of the star formation rate density. Conveniently,
8 We note that cosmic rays may be more likely to pressurize rather than
heat the IGM depending on their energy spectrum (Lacki 2013). Whether
they heat the IGM depends on their energy which sets their loss timescale,
with losses occurring most efficiently around ∼ 1MeV (Samui et al. 2005)
In the case where they only pressurize the IGM, they would show up in the
pressure-smoothing dependence of Lyα lines but not in their thermal broad-
ening. Lyα forest temperature measurements are sensitive to both effects,
although more sensitive to the latter. Thus, constraints on the non-thermal
pressurization of the IGM from 〈|κ|〉 measurements would likely be much
weaker.
9 The blazar TeV photons interact with radiation backgrounds, producing
e± pairs. The IGM heating is driven by streaming instabilities between the
pair beam and IGM (Broderick et al. 2012). However, see Miniati & Elyiv
(2013) and Sironi & Giannios (2014) for arguments why these instabili-
ties may not occur, although we note that there is still an active debate (A.
Broderick, private communication).
10 The exception to this insensitivity is that the thermal history may impact
the pressure smoothing at z ∼ 4− 5, hence the inferred temperatures.
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Figure 8. The excess energy per particle at ∆? between the measurements
and our model with minimal photoheating. This excess provides an up-
per bound on the amount of energy that can be injected by different non-
standard heating models.
the quasar emissivity history and the evolution of the star forma-
tion rate density are largely similar, with the star formation rate
density falling off more slowly at higher redshifts (where the IGM
is less sensitive to additional heating anyway). Thus, a reasonable
parametrization for a generic excess heating process is that it traces
the quasar emissivity history and that it scales with density as ∆n
for n > 0. We consider n = 0 and n = 1 here.
Figure 9 adopts this parametrization, showing T (∆?) for dif-
ferent amounts of total heat injected into the IGM that are nor-
malized over the quasar emissivity history such that 1.0 and 3.0
additional electron volts are added per particle at ∆ = 0, with
{33%, 62%, 90%} of the heating occurring by z = {4, 3, 2}. The
top panel injects this heating in a mass-weighted manner (scaling
with ∆) and the bottom a volumetric manner (no ∆ dependence so
the energy per particle scales as ∆−1). We use the same functional
form for the quasar emissivity as in Figure 7, and again we use the
minimal-photoheating parameters αQSO = 1.7, αbk = 1.0, and
CHeIII = 1.5. In addition, Figure 10 shows instead T0 for differ-
ent amounts of total heat injected into the IGM at the cosmic mean
density rather than at ∆?. The heat input is normalized such that
0.5, 1.0, 2.0, and 3.0 additional electron volts are added per parti-
cle over the entire quasar emissivity history. To extrapolate to T0
from T (∆?), we use the T − ∆ relation from the model with no
additional heating input.
Previously published models for blazar heating (Chang et al.
2012; Puchwein et al. 2012), cosmic ray heating (Samui et al.
2005), dust heating (Inoue & Kamaya 2008), and dark matter anni-
hilation heating (Cirelli et al. 2009) have forecasted heat injections
at ∆? of more than 1 eV per particle by the lowest considered red-
shifts. (Blazar heating may be the least constrained by our analysis
because it is volumetric, which only in the most extreme models of
Puchwein et al. 2012 result in 1 eV per particle at ∆? by z = 2.)
Thus, our limits place constraints on the parameter space of these
models. However, there is not a lower bound on the heating pre-
dicted for any of these mechanisms and so our constraints do not
rule out these processes contributing at the sub-eV level.
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Figure 9. Temperature of the IGM at the densities corresponding to the
Becker et al. (2011) and Boera et al. (2014) measurements with minimal
photoheating and additional heat injection. This injection is normalized
such that a total of either 0.0, 1.0 or 3.0 additional electron volts are added
per particle at the mean density by z = 0 over the minimal photoheating
model in a manner that traces the quasar emissivity history, a parametriza-
tion motivated in the text. The top panel shows models in which the addi-
tional heat injection is mass weighted (the injected energy per particle is
the same at all ∆), and the bottom panel shows models where it is volume
weighted (the injected energy per particle scales as ∆−1).
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Figure 10. Average temperature of the IGM at the cosmic mean density
in our minimal photoheating model and in models with additional heat in-
jection. This injection is normalized such that 0.5, 1.0, 2.0, and 3.0 addi-
tional electron volts are added per particle by z = 0 over the minimal
photoheating model in a manner that traces the quasar emissivity history, a
parametrization motivated in the text.
7 CONCLUSIONS
The standard picture for the thermal history of the IGM is that it is
shaped by two major heating events – the reionization of H I and of
He II. We developed a model for the thermal history in this picture
and compared it against recent observations to constrain these and
other heating processes.
Regarding H I reionization, we found that, because the tem-
perature after reionization quickly cools to an asymptotic value,
even the highest redshift temperature measurements (at z = 4.8)
are consistent with most possible H I reionization scenarios. How-
ever, we showed that the temperature measurements do rule out
extreme reionization scenarios in which 1) the reionization process
has a short duration with ∆z . 3 and ends at z ∼ 6 and 2) a
passing ionization front heats the gas to temperatures on the hotter
side of the expected range, Trei ≈ 30, 000 K. On the other hand,
we found that an extended reionization spanning z = 6− 9+ with
Trei = 20, 000 K – the most likely value – is not ruled out by the
high-redshift temperature measurements.
In addition, we found that our models of He II reionization
that follow the cannonical quasar emissivity history (e.g. Hopkins
et al. 2007) are consistent with the temperature measurements.
These models result in the bulk of He II reionization occurring over
z = 3 − 4. The measurements are not consistent with He II reion-
ization scenarios where He II reionization started ∆z > 0.5 earlier
than z = 4. For example, we found a scenario with a linear ioniza-
tion history between z = 3−5 produced temperatures at z > 4 that
are well in excess of measurements. At a lower confidence level,
our models are most consistent with the z = 3.5− 4.8 temperature
constraints if the H I-ionizing background is on the softer side of
estimates (αbkgd > 1). By lower redshifts, temperature measure-
ments favor the ionizing background to harden or, instead, for there
to be additional heating processes.
Finally, we placed upper bounds on additional heating mecha-
nisms such as blazar heating, heating from cosmic rays, broadband
intergalactic dust absorption, and other mechanisms. At z > 3.5,
we found that the Becker et al. (2011) measurements allow little
room for additional mechanisms ( 1 eV per baryon). On the other
hand, towards lower redshifts we found an increasing excess energy
per baryon beyond our minimum photoheating model, reaching a
maximum excess of ≈ 1 eV per baryon at ∆∗ by z = 2.
Previous analytic studies of the IGM temperature have been
based on a one-zone approach in which reionization is modeled to
be a homogeneous process. These one-zone models have been used
to constrain the reionization process when compared with IGM
temperature measurements (Haehnelt & Steinmetz 1998). The one-
zone models of Theuns et al. (2002) and Hui & Haiman (2003)
were used to show that the temperature measurements prefer either
reionization to occur after z ∼ 10 or a z ∼ 3 − 4 reionization of
He II. More recently, Raskutti et al. (2012) used the redshift z ∼ 6
temperature measurements from Bolton et al. (2012) to constrain
reionization in the biased regions around quasars to have occurred
between z = 6 and z = 12. This redshift range is consistent with
what we determine for the general IGM. In addition, Puchwein
et al. (2015) modeled both hydrogen reionization and He II reion-
ization. Puchwein et al. (2015) used the photoheating rates from
the Haardt & Madau (2012) ionizing background model, supple-
mented with a non-equilibrium photoheating implementation for
during He II reionization. The Puchwein et al. (2015) approach has
the advantage that they could run cosmological simulations with
these heating rates and, hence, directly compare the curvature mea-
surements of Becker et al. (2011) and Boera et al. (2014) to those
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from mocks constructed using the simulations. However, their ap-
proach has the disadvantage that one-zone models do not capture
how intergalactic gas is heated and cooled during and after reion-
ization processes. We also expanded upon their work by using a
range of models (e.g. instead of assuming the rigid Haardt & Madau
2012 form) to explore how uncertain inputs (such as the timing of
reionization processes) affect the thermal history. Perhaps because
of the more physical implementation, our models perform better at
describing the Becker et al. (2011) than those in Puchwein et al.
(2015) as well as earlier one-zone models.
Future improvements in the understanding of the high-
redshift IGM could come from several fronts. Firstly, temperature
measurements at higher redshifts would better constrain hy-
drogen reionization processes (Lidz & Malloy 2014; D’Aloisio
et al. 2015). Additionally, the pressure smoothing of the IGM
may be measurable with close pairs of quasar sightlines (Ro-
rai et al. 2013). Finally, the He II Lyα forest may be able to
better constrain the duration of He II reionization (Worseck
et al. 2014). The agreement between some recent temperatures
measurements and the models presented here suggests that we
are zeroing in on a concordance model for the IGM thermal history.
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APPENDIX A: CORRECTIONS TO THE
MEASUREMENTS
This appendix addresses in more detail two correction factors dis-
cussed and used in the main text. The first is the way we account
for the pressure smoothing in our temperature histories. The sec-
ond is the adjustment to the densities of the Boera et al. (2014)
measurements.
A1 Accounting for pressure smoothing
Because pressure smoothing extends the spatial distribution of hot-
ter gas, with the smoothing depending on how far sound waves
can travel, the line widths of the Lyα forest spectra are sensitive
to the temperature history and not just the instantaneous temper-
ature that thermal broadening probes. This makes the measured
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Figure A1. Models A15-E15, T15slow, and T15fast from Becker et al.
(2011) with the two curves from the middle panel of Figure 6. Our two
curves have linear He II reionizations scenarios and CHeIII = 1.5, αbk =
1.0, αQSO, with zmax,HeII = 4.0 and zmax,HeII = 5.0 respectively.
“temperature” sensitive to the thermal history assumed. In Becker
et al. (2011) (Section 4.5), two models that mimic He II reioniza-
tion (T15fast and T15slow) were used to demonstrate the bias of
pressure smoothing on the inferred simulation. In particular, the
bias between the curvature-method recovered temperatures (which
was calibrated on artificial temperature histories) from the T15fast
and T15slow runs and the actual T15fast and T15slow simulation
temperatures demonstrate the degree to which pressure smoothing
skews the measurements for these particular histories. Because our
model with a linear reionization over 2.8 < z < 4.0 is similar in
shape to the T15slow model, we use the T15slow pressure smooth-
ing corrections to also correct our measurements as described in
§ 3.2.
Figure A1 shows the ionization histories Becker et al. (2011)
used to calibrate their curvature measurements, their Models A15-
E15, as well as their T15fast and T15slow runs. We also show
our models with a linear ionization history over 2.8 < z < 4.0
(characteristic of most of the He II reionizaiton calculations), and
with αQSO = 1.7, C = 1.5, and αbkgd = 1.0. The duration of
this model is most similar to T15slow, motivating our correction
method (see § 3.2). We also show our most extended He II reion-
ization history with the same parameters except 2.8 < z < 5.0,
which has a longer duration that T15slow. The corrections for this
case will be smaller than used in the text. In Section 3.2, we provide
quantitative assessments of these corrections.
A2 Optical depth adjustments to the Boera measurements
In the main body, in addition to the original Boera et al. (2014)
measurements, we show a set of measurements with corresponding
adjusted ∆∗ that have been recalibrated to use the same evolution
of mean optical depth as in Becker et al. (2011) (Boera, private
communication), rather than the internal mean optical depth esti-
mated in Boera et al. (2014). This adjustment affects the extrapo-
lation of the Boera et al. (2014) measurement to T0, and it makes
the Becker et al. (2011) and Boera et al. (2014) T0 more consistent
at overlapping redshifts. The mean optical depth in Becker et al.
(2011) is estimated using a larger data set and agreed well with
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previous measurements (Faucher-Gigue`re et al. 2008), motivating
this correction.
c© 0000 RAS, MNRAS 000, 000–000
