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Abstract—OSPF is the standard interior routing protocol
widely deployed in the ﬁxed Internet. Wireless OSPF is targeted
at extending OSPF in a mobile ad hoc environment in which
reducing protocol overhead is of paramount importance. So far
two proposals have received most attention and are currently
under active investigation within the IETF. In this paper, we
present the design and implementation of one of them, referred
to as WOSPF-OR in the context, that uses overlapping relays
for reliable and efﬁcient ﬂooding. We adopt a plugin module
concept in our implementation design and our implementation
is developed based on the Quagga routing software platform.
I. INTRODUCTION
Several routing protocols have been standardized by the
IETF Mobile Ad-hoc Network (MANET) [1] working group
during the past few years, where a typical category is de-
veloped based on traditional link state routing protocols.
Optimized Link State Routing (OLSR) [8], for example, is
the most representative routing protocol of this kind, where
protocol overhead minimization is achieved through unreliable
ﬂooding of network topology messages via Multipoint Relays
(MPRs). On the other hand, another link state routing protocol,
Open Shortest Path First (OSPF), which is the current Internet
standard for interior routing, has been extensively studied and
widely deployed in the wired Internet. A natural question that
has recently received much attention with the IETF is: Why
not adopt OSPF in MANETs?
The motivation for adopting OSPF in a MANET environ-
ment is twofold: Interoperability and familiarity. With both
wired and wireless support, a MANET-capable OSPF router
could operate properly when plugged into a wired OSPF
network. By extending and building an OSPF framework, the
transition and interoperability between wired and wireless net-
works would become seamless. Furthermore, OSPF is already
a mature routing protocol. Experience and lessons learned
from OSPF can be of great help when extending OSPF to
wireless networks.
However, adopting OSPF in MANETs is not an easy task
since OSPF was originally designed for more or less static,
wired networks. There are several reasons that the OSPF pro-
tocol cannot be deployed directly in a MANET environment.
First of all, OSPF does not have a suitable interface type for
a wireless broadcast environment which is characterized by
a multicast-capable transmission medium and where routers
do not necessarily form a full mesh. Moreover, to adapt to
the unpredictable behavior of mobile nodes, OSPF will have
to increase the amount of topology dissemination messages,
leading to a prohibitively high routing overhead when adopted
in MANETs. Consequently, OSPF does not scale well even
for a quite small MANET [17]. Furthermore, since links in a
wireless environment cannot be assumed to be bi-directional,
the Designated Router (DR) mechanism, a common OSPF
ﬂooding optimization mechanism, will not perform correctly
in MANETs as this mechanism assumes a true multi-access
network.
The ﬁrst proposal for wireless extension of OSPF [17]
employed an unacknowledged ﬂooding technique based on
the principles of OLSR. Later in 2004, the IETF OSPF
working group decided to focus on protocols using acknowl-
edged ﬂooding to keep consistency of OSPF which relies
on reliable ﬂooding. So far, two proposals, [2] and [4],
have received most attention. In this study we have designed
and implemented wireless extensions to the OSPF for IPv6
(usually referred to as OSPFv3) routing protocol, based on
the mechanisms described in [2], referred to as WOSPF-OR
in this context. This proposal is aimed at reducing the routing
overhead on the network by optimizing ﬂooding of Link
State Advertisements (LSAs) using Overlapping Relays (ORs),
incremental Hellos, and reducing the size of Hello messages.
These mechanisms may have signiﬁcant impact on OSPF
performance in MANETs. The optimized ﬂooding scheme
minimizes the number of retransmissions needed to diffuse
topology information throughout the network. A decrease in
size of a message type that is to be transmitted quite frequently
will over time beneﬁt the network performance.
The rest of the paper is organized as follows. Section 2
gives an overview of OSPF, WOSPF-OR, and discusses some
related works. The designed and implementation of WOSPF-
OR are presented in Section 3, followed by discussions on
other related issues in Section 4. The paper is concluded in
Section 5.
II. OSPF AND WOSPF-OR FUNCTIONALITY
This section outlines the functionality of OSPF and
WOSPF-OR. First we provide a high-level overview of OSPF,
whereas details are further discussed when comparing OSPF
with WOSPF-OR.A. Overview of OSPF
OSPF is one of the most studied and well-known link state
routing protocols to date. Being a link state protocol, every
router maintains a complete map of the network topology. As
a consequence, at any given moment a router can compute the
path to any destination in the network, based on its existing
knowledge about the network. To ensure that every router
maintains a consistent view of the network, the participating
routers send out routing messages announcing their link states.
This information is reliably ﬂooded throughout the network to
ensure its reception by every router in the network.
OSPF is classiﬁed as an Interior Gateway Protocol (IGP) in
that it routes information within an Autonomous System (AS),
often referred to as a routing domain. For scaling purposes
areas have been deﬁned, and a collection of areas makes up
an AS. Conceptually, an area is a generalization of an IP sub-
network, grouping networks together in the same manner as
one groups routers together to form a network. The topology
of an area is hidden from routers outside it, thus reducing
routing trafﬁc elsewhere in the AS.
B. WOSPF-OR Functionality
The wireless extension to OSPF described below is based
on Internet-draft [2]. This draft proposes a MANET extension
to OSPF, focusing on reduction of routing overhead by using
ORs. The proposed protocol extensions have the following
new features:
1) The OSPF-MANET interface: OSPF has deﬁned inter-
face types for networks in which one cannot assume that a
router has bi-directional connectivity to all the other routers
in the network (for example LANs). One such interface type
is the point-to-multipoint interface, in which every neighbor is
described as a point-to-point neighbor. The point-to-multipoint
interface has been chosen to represent the OSPF-MANET
interface, as MANET nodes typically will be able to reach
only a subset of its neighbors.
When a new node joins an area it must learn the link state
database of that area. By the use of Database Descriptor (DD)
messages, it updates its database by synchronizing it with
a neighbor’s database. When synchronization is performed,
the two neighbors are said to be adjacent. In OSPF’s point-
to-multipoint networks, and thus in OSPF-MANETs, every
neighbor forms an adjacency with its neighbors. The database
exchange process is unmodiﬁed compared to OSPF.
2) Link Local Signaling (LLS): Customizing OSPF for
MANETs calls for information exchange not supported in
existing OSPFv3 messages. To address this, a mechanism for
exchanging arbitrary data on a link is deﬁned. This mechanism
is called LLS [16], and is basically a piggyback mechanism for
Hello and DD messages: Hello and DD messages are appended
by an LLS data block containing information in the form of
Type/Length/Value (TLV) data blocks.
Figure 1 depicts the format of a TLV data block. The LLS
mechanism can be used to signal arbitrary information by
deﬁning new TLVs when needed. An LLS data block may
consist of any numbers of TLVs, in addition to an LLS header.
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Fig. 1. The format of TLVs.
3) Neighbor Maintenance with Incremental Hellos: At reg-
ular time intervals OSPF routers emit Hello messages, which
serve to maintain and acquire neighbor relationships. Due to
the (possible) rapid change in the topology of MANETs, Hello
messages must be emitted at a much higher frequency than in
wired OSPF. This leads to extra routing overhead of an already
resource constraint network.
To address this issue, a modiﬁcation to the OSPF Hello
protocol has been proposed: Instead of transmitting full state
in every Hello message, only changes in a state are declared.
If there is no changes in the state, the Hello message does
not list any neighbor and thus serves only as a “keepalive”-
message to its neighbors. This is contrary to OSPF where the
Hello message lists all neighbors known to the local router,
and where a router not listed in a Hello message is implicitly
not known.
Although the reduction in Hello message size is rather
small, over time this reduction will have signiﬁcant beneﬁts
on the total amount of routing overhead.
4) Optimized Flooding: Link state information is dissem-
inated in Link State Advertisements (LSAs) at regular time
intervals. To limit overhead caused by pure ﬂooding, OSPF
states that an LSA is to be retransmitted out on all interfaces
except the one through which it was received. MANETs need
special attention as LSAs usually are re-ﬂooded on the same
interface on which it was received.
In a typical MANET, pure ﬂooding causes every node
(except the originator) to retransmit the message, and most
nodes will receive the message more than once. To reduce
the number of retransmissions in a MANET environment,
and hence optimize ﬂooding, a router elects a subset of its
neighbors to relay LSAs. This set is known as the Active Over-
lapping Relay (AOR) set for the local router. It is important
to note that the nodes in an AOR set are merely the nodes
that are to relay LSAs ﬁrst - non-AOR nodes are required to
relay LSAs if the AORs nodes do not. This might be the case
in situations where the AOR set is not up to date due to for
example poor link quality.
To ensure that every router within an area has identical
state databases, LSAs are disseminated in a reliable fashion
by the use of Link State Acknowledgements (LS Acks). A
router continues to retransmit an LSA to its neighbors until
each neighbor conﬁrms reception with an LS Ack, transitions
to “down”, or implicitly signals reception of the LSA by
retransmitting it on the interface.
To reach all immediate neighbors, routing protocol mes-
sages are sent to a well-known multicast address. Because
AORs retransmit such messages, a node may receive more
than one copy of a message. Therefore, every node maintains
http://www.unik.no/personer/paalee/a set of messages which have been received, so that duplicate
messages can be detected and discarded.
C. Flooding in WOSPF-OR and OLSR
As MANETs typically consist of resource constraint nodes
communicating over low capacity wireless links, some sort of
ﬂooding optimization would clearly be beneﬁcial. The ﬂooding
scheme used in WOSPF-OR is essentially the same as the use
of MPRs in the OLSR protocol, except that WOSPF-OR’s
use of LS Acks and backup relays (i.e., non-AOR) to ensure
reliable transmissions.
D. Other Drafts on Wireless OSPF
Several solutions [3], [4] and [17] have been proposed
for MANET extensions to OSPF. In particular, [4] is the
other proposal currently under active discussion on the OSPF-
MANET mailing list. The extension speciﬁed in this Internet-
draft is called OSPF MANET Designated Router (OSPF-
MDR). OSPF-MDR has some resemblance to the extensions
discussed in this paper by the use of incremental Hellos and
overlapping relays, but differs on whether the Connected Dom-
inating Set (CDS) is dependent or independent of the source.
A MANET running the OSPF-MDR routing protocol consists
of several (Backup) DRs forming a source independent . As in
OSPF, the (B)DRs ﬂood LSAs, minimizing the set of ﬂooding
originators. Also, the LSAs to be ﬂooded are relayed by
overlapping relays. More recently, a ﬂooding mechanism based
on Smart Peering has also been proposed [18].
III. DESIGN AND IMPLEMENTATION OF WOSPF-OR
The extensions to OSPF are designed to be an OSPF
“module” for operating in a MANET environment, in that
mechanisms such as overlapping relays and differential Hellos
apply to MANET interfaces as well. When operating in a
MANET, a different ﬂooding and Hello scheme is utilized
to minimize routing overhead.
As the overlapping relay mechanism described in this paper
is essentially equal to the MPR mechanisms deﬁned for OLSR,
using already implemented OLSR code could be beneﬁcial for
implementing the overlapping relay mechanism.
Our WOSPF-OR design has therefore two considerations:
Reuse of UniK’s OLSR code [10], and limit the modiﬁcations
to Quagga’s OSPFv3 code. UniK’s OLSR implementation
has gained international recognition for its quality and exten-
siveness. The code has been thoroughly studied, documented
and tested, and should thus provide a solid foundation for
adaptation to some of the WOSPF-OR mechanisms. OSPFv3
is a rather extensive routing protocol, which is reﬂected in
the complexity of the source code. To minimize the level of
complexity of the extension, and to reﬂect the “module”-based
approach of the proposed extensions, the modiﬁcations to the
source code itself are kept at a minimum.
A. WOSPF-OR Neighbors
A WOSPF-OR router is designed to interact with both
OSPF and WOSPF-OR routers in a seamless fashion. Unless
explicitly signaled, a WOSPF-OR router assumes that it is
communicating with an OSPF router.
The WOSPF-OR neighbor data structures located in the
neighbor table include information such as whether the neigh-
bor is chosen to act as an AOR for the local router or not.
This limits the amount of different data structures needed to
make calculations, as the WOSPF-OR neighbor data structure
maintains information relevant to different calculations needed
to operate in a MANET.
A WOSPF-OR neighbor is merely an OSPF neighbor with
the ability to perform different MANET routing overhead
optimizations. These optimizations require additional infor-
mation to be registered on a per neighbor basis, and this is
implemented by the use of encapsulation: Instead of extending
the neighbor data structure already deﬁned in OSPF, the
existing OSPF neighbor data structures are in as many cases
as possible encapsulated in new WOSPF-OR neighbor data
structures in the following manner:
struct wospf_neighbor {
<WOSPF-OR specific information>
<pointer to corresponding
OSPF neighbor data structure>
}
As a consequence, no modiﬁcation of the existing OSPF
neighbor data structure is needed, as all WOSPF-OR speciﬁc
information is added to the WOSPF-OR neighbor data struc-
ture only. These data structures are organized in a WOSPF-
OR neighbor table, equivalent to the organization of neighbor
entries in [10]. This structure reﬂects the idea behind adding
extensions to OSPF - every WOSPF-OR neighbor is an OSPF
neighbor with some functionality needed in MANETs.
WOSPF-OR also maintains a table of two hop neighbors,
the same as in OLSR. A two hop neighbor entry does not have
a link to an OSPF neighbor data structure. The entry serves
the purpose of maintaining a view of the local neighborhood
in order to compute the active overlapping relay set.
B. Signaling Non-OSPF Information
Outgoing Hello and DD messages are intercepted by a
WOSPF-OR function responsible for appending an LLS data
block, if needed. The format of the LLS block is deﬁned in
[2].
TLVs related to signaling of AOR-elections are constructed
after looking up AORs by iterating with the neighbor table.
The entries constituting the neighbor table have information
on the neighboring router, so by iterating with the neighbor
table the router IDs of AORs and dropped AORs can be listed
in “AOR-TLVs” and “Dropped-TLVs”.
C. Relaying LSAs
Nodes in the non-AOR set is required to relay information
if nodes in the AOR set fail to do so. In effect, these neighbors
serve as backup overlapping relays. The AOR selection algo-
ritm is based on the algorithm used in OLSR for calculating
the MPR set.The AOR election is also registered with each WOSPF-OR
neighbor data structure, utilizing the encapsulation design as
described in the previous subsection.
Figure 2 illustrates part of the information ﬂow of outgo-
ing LS Update messages. Outgoing messages are deﬁned as
messages that have already been processed or originated by
the routing system, and are to be transmitted on the interface.
Received LS Update messages are either retransmitted imme-
diately or delayed according to the mechanism outlined in the
following paragraphs. As OSPF already implements numerous
forwarding decision, the “Flood ﬁlter” box represents the
additional conditions that are needed to utilize the overlapping
relays mechanism.
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Fig. 2. The ﬂow of outgoing link state messages. LS Update messages are
retransmitted based additional criterias such as whether the node is an AOR
for the transmitter.
1) The Active set: When a received LSA is to be re-ﬂooded
by the local node, a decision is made whether it should do so
immediately, or back off for some time. If the local node has
been elected by the transmitting node to serve as an AOR (i.e.,
the transmitting node is registered with the local node’s AOR
Selector set) the local node reﬂoods immediately.
2) The Non-Active set: A non-AOR reﬂoods an LSA if it
decides this will not result in an redundant retransmission.
Obviously, a transmission is redundant if all neighbors have
already received the LSA. However, the implementation of this
decision process is somewhat complicated, as the router must
store and update information about which LSAs has not been
received by which neighbors.
When a router decides it should not immediately re-ﬂood an
LSA (because it is not an AOR of the sender), it adds the LSA
to a dedicated pending LSA list unique for each WOSPF-OR
interface, and the LSA is scheduled to be retransmitted within
a short time interval. For each pending LSA, neighbors who
have not yet received this LSA (i.e., neighbor from which the
router has not received an ack or heard a reﬂood) are added
to this list. Hence, each interface has one two-dimensional list
consisting of pending LSAs and their neighbors for which the
LSAs are pending.
When the routers register that a neighbor has received the
LSA (either by receiving a multicast LS Ack or hearing a
re-ﬂood), the neighbor is removed from the pending LSA
list. When the LSA is scheduled for retransmission, if any
neighbors remain listed in the pending LSA list, the LSA is
re-ﬂooded. Note that under normal circumstances this should
not occur, as the router was not elected as an AOR for the
sender in the ﬁrst place.
A router may receive LS Ack messages for LSAs it has
not received yet. It is even possible that every neighbor acks
the LSA before the local router receives the LSA. To keep
track of which LS Ack has been received by which neighbors,
each WOSPF-OR neighbor data structure maintains a list of
LSAs that have been acked, but which the router itself has not
received. This list is referred to as the Acked LSA list. This
list makes use of the OSPF link state database data structure
already implemented, and operations on the database is made
through the interface implemented in the OSPFv3 source code.
D. Incremental Hellos
Routers supporting partial neighbor information (i.e., in-
cremental Hellos) signal this by setting a bit in the Hello
message’s option ﬁeld. Communication with this neighbor will
then utilize the incremental Hello scheme by not including
the neighbor’s router ID in the following Hello messages. If
the neighbor does not support this scheme the local router
will continue listing the neighbor in its Hello messages, as
speciﬁed in [7]. Thus, an incremental Hello capable router,
WOSPF-OR, will be able to communicate compatibly with
routers who are not capable of this.
If one or more state changes occur, the local State Check
Sequence (SCS) number is incremented and the next Hello
message will contain full state. This number indicates current
state, and must be signaled when using the incremental Hellos
scheme.
To utilize the incremental Hellos scheme some modiﬁ-
cations to the Hello protocol are required. As soon as a
router starts forming an adjacency with an incremental Hellos
capable neighbor, the router removes the neighbor router ID
from the neighbor list reported in the Hellos. The neighboring
router, on the other hand, failing to ﬁnd its router ID in
the Hello messages does not interpret this as a relationship
failure - such information is signaled explicitly using the LLS
mechanism.
Neighbors that are no longer known are listed in a dedicated
“Neighbor Drop” TLV. When a router ﬁnds that it is listed in
such a TLV it declares the neighbor as down and deletes all
data structures associated with that neighbor.
Figure 3 illustrates part of the information ﬂow of outgoing
Hello and DD messages. Outgoing messages are, as for Figure
2, deﬁned as messages already processed or originated by the
routing system, and are to be transmitted on the interface.
An LLS data block is appended to Hello and DD packets.
Which TLVs to be carried in the LLS block depends on
changes in state or willingness to serve as an AOR. The TLV
carrying the local router’s SCS number is always appended to
indicate current state. The Hello module seen in the ﬁgure is
a conceptual data structure maintaining all information relatedOutgoing
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Fig. 3. The ﬂow of outgoing Hello and DD messages. These messages are
appended an LLS data block containing one or more TLVs.
to the incremental Hellos scheme. In practice, this module
consists of lists of dropped relays, neighbors requesting full
state, and so forth.
E. Discussions on the Design
Designing a software system with this size and complexity
calls for manageable and smart solutions. Modifying an exist-
ing protocol implementation should be done with caution, as
adding to the complexity of a protocol can result in unexpected
results. Our design goal is therefore to modify the source code
as less as possible, without compromising functionality. On the
other hand, the extension modules themselves are designed for
protocol efﬁciency.
As incremental Hello messages may not be listing any
neighbors even though they are not dropped, these messages
cannot ﬂow through the OSPF system as usual. These mes-
sages are intercepted and processed by the Hello module, and
the OSPF neighbor data structures are modiﬁed accordingly.
An alternative would be to have the Hello module construct a
“fake” Hello message listing all known neighbors, and run it
through the OSPF system in the same manner as the traditional
OSPF Hello messages would. For the implementation the
former solution is used for efﬁciency reasons (the local router
does not need to spend time and processor power to construct
new “fake” Hello messages).
As adjacency forming and maintenance imposes relatively
high routing overhead on the network (consider for example
scenarios where nodes move in and out of transmission range),
reducing the set of neighbors with which a node forms
adjacency might be desirable. One such technique is proposed
in [18], and is to be included in our WOSPF-OR design.
F. Plugins
Extending the functionality of a protocol might increase the
complexity, in addition to adding functionality not really part
of the protocol itself. Under these circumstances plugins come
in handy, as they provide the ﬂexibility to modify or add to the
functionality without altering the source code. Our WOSPF-
OR implementation is to support plugins by deﬁning a plugin
interface based on the one deﬁned in [10].
G. Implementation Issues
1) Quagga: The platform upon which the implementation
was built is Quagga [5]. Quagga is a GPL licensed routing
software suite forked off from GNU Zebra [6], and is under
active development. Because of this active developer commu-
nity, Quagga was elected to be the basis for our WOSPF-
OR extensions. Both Quagga and [10] are implemented in C,
which allows for reuse of the source code of [10].
As of this writing Quagga is still beta software, meaning
that no ofﬁcial versions have been released. The latest stable
release is version 0.98.5.
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Fig. 4. The system architecture of Quagga. The Quagga Manager daemon
provides the WOSPF-OR implementation with a platform independent core.
Figure 4 shows a high-level overview of the Quagga ar-
chitecture with our WOSPF-OR implementation. The strict
layered architecture enables the routing protocol to be imple-
mented independent of the underlying operating system.
2) GNU/Linux: The Quagga routing software provides
routing protocol implementations for Unix platforms such as
FreeBSD and GNU/Linux. The testbed is made up of routers
running either Debian or Ubuntu. Currently, the routers with
our implementation make up a wired network connected by a
hub. To emulate a mobile environment where links are created
and destroyed in a more or less random fashion, a script
has been developed that emulates link breakage by blocking
messages from chosen neighbors. Blocking messages is done
by modifying the iptables on each machine. To emulate a link
breakage between two routers A and B, A’s iptables is added
a rule blocking all messages send by B, and vica versa.
IV. OTHER RELATED ISSUES
There are a number of issues needed to be addressed
before Wireless OSPF for a MANET can be successfully and
effectively deployed. This section discusses some of these
issues.
A. Addressing
WOSPF-OR is explicitly designed as an extension to
OSPFv3. In a stand-alone MANET the nodes must coordinate
address conﬁguration in a distributed manner.
An IPv6 based interface may conﬁgure its own IPv6 address
based on for example its MAC address and the network preﬁx.
Ideally all MAC-addresses should be unique, but since this can
not be assumed due to reasons such as the ability to manually
manipulate a network card’s MAC address, the nodes mustutilize a Duplicate Address Detection (DAD) scheme to ensure
address uniqueness. This is further examined in [15].
OSPF, and hence WOSPF-OR, identify routers on their
router ID. Consequently, the router ID must be unique, other-
wise a loop would originate as a result of an OSPF reﬂooding
what would seem to be a self-originating LSA with erroneous
sequence number.
[7] proposes router ID being set to the lowest IP address
associated with the router, and this mechanism is already
implemented in Quagga. This, however, assumes that the IP
address is unique, and the node should run a DAD scheme.
B. Global Connectivity
Gateways in IPv4-based MANETs often implement a NAT
or Mobile IP mechanism to cope with the scarcity of global
IPv4 addresses. This, in addition to that the use of default
routes is normally allowed in IPv4 MANETs, greatly compli-
cates global connectivity, see [11].
Using IPv6-based nodes simpliﬁes external connectivity, es-
pecially in multi-homed MANETs. As an IPv6-based MANET
node can conﬁgure a unique global address based on the preﬁx
of one of the gateways, there is no need for a NAT or Mobile
IP agent at the gateways, and no default route.
C. WOSPF-OR Areas
OSPF has very good scaling properties by the use of areas.
As the scaling goals of the intra-area extensions described in
this paper is merely 50-100 nodes [13], it is desirable to deploy
the area model in MANETs. This, however, is not destined
to work because of the problem of node mobility and area
formation in such mobile networks. [12] proposes a two-step
solution to area design in such networks, using both a classical
graph partitioning algorithm as well as an ad-hoc heuristic.
Area formation in MANETs may be solved by applying
the above mentioned algorithm. However, issues such as area
mobility must also be addressed as a wandering node may
ﬁnd itself in a different area cut off from its home area.
[14] discusses this issue, and proposes a solution, where a
wandering node automatically detects and joins new areas.
D. Simpliﬁed Multicast Forwarding (SMF)
[19] speciﬁes a generic function for basic multicast for-
warding in MANETs. This function, called SMF, aims at
efﬁciently disseminating messages by useing an (improved)
ﬂooding mechanism. The overlapping relay mechanism de-
scribed in this paper implements SMF in that nodes forward
LSAs only once based on neighbors’ AOR calculations and
signaling. The SMF designed in this paper is expected to lower
routing overhead as the number of unnecessary transmissions
is minimized.
WOSPF-OR assumes reliable dissemination of LSAs, en-
forcing reception of LSAs by all routers in the network. For
this purpose nodes acknowledge reception of LSAs either
explicitly or implicitly. As AORs implicitly ack the LSAs,
the number of explicit LSAs (carried in LS Ack messages)
is reduced. Although the reliable ﬂooding scheme imposes
additional routing overhead on the network, this mechanism
reduces the WOSPF-OR’s convergence time as routing updates
consequently are reached by all neighbors.
V. CONCLUDING REMARKS
This paper studies wireless extensions of OSPF to support
mobile ad hoc networking, with major focus on design and im-
plementation of one of the most promising proposals, WOSPF-
OR. The WOSPF-OR extension utilizes OSPF’s point-to-
multipoint interface as its wireless interface when used in
MANETs. The reliable and optimized ﬂooding is achieved
through the use of ORs and an optimized ﬂooding scheme
with reduced Hello message size.
Using the Quagga routing software suite as the platform,
we have implemented the WOSPF-OR extensions based on
GNU/Linux. No test performance results are reported in this
submission since this work is still undergoing as of this
writing.
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