A compressible high-subsonic coaxial jet has been simulated using large-eddy simulation (LES). The acoustic field was extended to the far field using Kirchhoff surface integration. The jet Mach number based on the local speed of sound is approximately 0.9 for both the primary and secondary stream. The static temperature in the primary stream is three times that of the secondary stream.
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TRICTER noise regulation for near-ground operations has made noise reduction in commercial aircraft a topic of growing interest in the aerospace industry. Despite progress in the development of CFD solvers, most of the noise prediction methods currently in use in industry are correlations based on empirical databases. The reason for this is the extreme demands for numerical accuracy in computational aeroacoustic (CAA) methods that place high demands on computational resources. However, to be able to account for changes in the flow by new noise reduction techniques or to predict differences in radiated sound in different engine concepts at an early design stage, more explicit approaches are required. With continuously increasing computer capacity and with the possibility to carry out parallel computations on PC clusters, computational aeroacoustics has now, to some extent, become feasible for industrial use.
Large-eddy simulation (LES) has recently been established as a numerical approach for the simulation of turbulent flows in situations in which detailed information on turbulence characteristics and flow physics is desirable and direct numerical simulation (DNS) is far too expensive. To be able to accurately predict flow-induced noise, flow simulation techniques of high accuracy have to be used. Using a compressible solver the acoustic pressure signal in far-field locations can be obtained directly from the flow simulation. This, however, leads to extremely expensive calculations since the mesh has to be fine enough through out the domain to ensure that acoustic waves are not damped by the numerical dissipation introduced by the numerical method. The calculation costs can be decreased by the use of a hybrid approach in which the hydrodynamic jet flowfield is obtained using DNS or LES and the far-field acoustics is obtained using an integral method, e.g. Kirchhoff 
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In a jet simulation the major part of the cells are often clustered in the hydrodynamic jet region so as to resolve turbulence structures in the jet. Thus using a hybrid approach like the ones mentioned above might, if the mesh is not as fine in the far field, give better results than a direct method since the cut-off frequency is higher in the integration surface region than in the far field.
Andersson et al. 6, 7, 8 used large-eddy simulation to study the flow and radiated sound of a subsonic (Mach 0.75) single-stream jet at different heating conditions. The acoustic field was extracted to the far field using Kirchhoff surface integration. The Reynolds number in that simulation was # $ 5.0 10 . Results were found to be in generally good agreement with measurements although the Reynolds number was significantly higher in the experiments. In the present work the LES/Kirchhoff approach has been applied to a coaxial jet configuration. The work has been done as part of the EU 6th framework programme CoJeN a , an European effort to gain understanding of the physics behind noise generation in coaxial jets.
The objective of CoJeN is to develop and validate prediction tools that can be used by the aerospace industry to assess and optimize jet noise prediction techniques. The aim is to provide design tools that can be used to develop low noise nozzles for high bypass ratio (HBR) engines. For prediction techniques to be useful to industry, the methods must cope with realistic jet flows such as coaxial jet configurations with high velocities, significant velocity and temperature gradients, and arbitrary nozzle geometries. LES is currently not feasible for industrial design use because of long turnover times and a restriction to fairly simple geometries. However, the results of a detailed LES can be useful in the development of a Computation of Coaxial Jet Noise, contract number: AST3-CT-2003-502790 tools for industrial use. For example, higher-order statistics, such as two-point space-time correlations, can be evaluated.
LES and DNS have been used for jet flow applications in a number of investigations. These primarily study jets at moderate Reynolds number due to the high computational costs of making simulations of a high Reynolds number jet. Many of these studies have been carried out to predict jet noise. However, as jet flows are free shear flows frequently occurring in both nature and industrial applications, it is interesting to study the jet in itself. Some studies are thus pure investigations of flow phenomena.
The feasibility of using LES for both the flowfield and the radiated sound from a high-subsonic 6.5 10 Reynolds number jet has been discussed by Bogey et al. 9, 10, 11 In Refs. (9, 10), the acoustic field was obtained directly from the flow simulation. Noise generation mechanisms were found to be relatively independent of the Reynolds number. In Ref. investigated the changes in jet mean field and far-field sound when simulating jets with different temperatures and Mach numbers. Results were found to be in agreement with published data. . In this work the part of the Lighthill source that may radiate to the far field was isolated using Fourier methods. It was found that the peak of the radiating source coincides neither with the peak of the total source nor the peak of turbulence kinetic energy. Shur et al. In this study, radiated sound was obtained both directly from the LES and by using Kirchhoff surface integration. The effect on the radiated sound of the subgrid-scale model was investigated. It was found that using a mixed subgrid-scale model resulted in both higher turbulence levels and sound levels. Uzun et al. 4, 5 made LES of a high-subsonic (Mach 0.9) single-stream jet at a Reynolds number of 4.0 10 . Sound pressure levels obtained using surface integral methods, e.g. Kirchhoff and Ffowcs William & Hawkings, were compared to results obtained using a volume integral method (Lighthill's acoustic analogy). The results obtained using the surface approaches were found to be comparable with the results obtained using Lighthill integration.
II. Overview of the Present Study
A high-subsonic coaxial jet with heated primary stream is studied. The static temperature in the primary stream (core flow) is roughly three times that of the secondary stream (bypass flow), leading to large temperature gradients in the shear layer between the two streams. The jet Mach number, 1 £ ¢
, is approximately 0.9 for both streams. The jet is expanded into stagnant surroundings and the temperature of the secondary stream is equal to the ambient temperature. Table 1 gives more detail on the flow properties for the simulated coaxial jet. In Figure ( 1), the nozzle geometry included in the computational domain is depicted: a
cowl nozzle with a center body. No experimental data for validation of the LES predictions are available at this stage in the project. At a later stage, single-point multi-component statistics and spatial correlations will be available for validation of the predicted flow data, and the predicted acoustic signature will be evaluated using far-field acoustic measurements. 
The subgrid heat flux appearing in the Favre-filtered energy equation is modeled using a temperature gradient approach
The filter-width in Eqs. (6) and (7) is a representative local grid cell width. In the present work both (6) and (7) are the Smagorinsky model constants, of which the latter is a compressibility correction constant. These are here given by
The system of governing equations, Eqs. (1-3), is closed by making assumptions on the thermodynamics of the gas considered. It is assumed that the gas is thermally perfect, i.e. it obeys the gas law. Furthermore, the gas is assumed to be calorically perfect, which implies that internal energy and enthalpy are linear functions of temperature.
IV. Sound Propagation
Sir James Lighthill's description of his acoustic analogy,
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i.e. the analogy between the full nonlinear flow and the linear theory of acoustics, is often referred to as the start of aeroacoustics. Combining the time derivative of the continuity equation and the divergence of the momentum equation, the flow equations may be rewritten in a wave operator form.
An analytical solution may be obtained by the use of a free-space Green's function and thus acoustic pressure signals in far-field observer locations can be estimated by integration over a volume containing all sound-generating sources. It is important to note that no interaction between the propagating sound wave and the flowfield in which it is propagating is explicitly considered when the integral form of the analogy is used, i.e. no refraction or convection effects are taken into account. The equation produced by this pioneer work has later been modified in several ways to include, for example, the effects of the mean-flow acoustic interactions, flow inhomogeneities and surfaces.
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A. Kirchhoff Surface Integral Formulation
Kirchhoff integration is a method for predicting the value of a property, , governed by the wave equation, at a point outside a surface enclosing all generating structures.
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The method was originally used in the theory of diffraction of light and in other problems of an electromagnetic nature 1 but has recently been extensively used for aeroacoustic applications. The integral relation is given by
where 5 is a observer location in the far field and 3 a location on the surface.
B C
denotes that the expression within brackets is to be evaluated at a retarded time, i.e. emission time.
is related to the observer evaluation time,
0
, by the distance from the surface to the observer, 5 Q 3 , and the speed of sound in the far-field region, , as
The variable that is to be evaluated in this case is the surface pressure. Greater detail on the Kirchhoff surface integration method is given in e.g. Freund et al. 3 and Lyrintzis.
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The strength of the sources in the hydrodynamic jet region decays slowly downstream, which means that the downstream end of a closed surface will be located in regions of considerable hydrodynamic fluctuations. It is thus common practice to use Kirchhoff surfaces that are not closed in the upstream and downstream ends. Freund et al. 3 showed that the errors introduced by using such surfaces are small if the main portion of the sound sources are within the axial extent of the surface and if lines connecting observer locations with locations in the hydrodynamic region, representing the main sources of sound, intersect the surface. Rahier et al. 23 found that the downstream closing surface makes only a minor contribution to the radiated sound. In the work reported in this paper a Kirchhoff surface open in both the upstream end and the downstream end is used, see Figure ( 2).
The Kirchhoff surface integral method is less computationally expensive and storage demanding than a method based on volume integrals, e.g. Lighthill's acoustic analogy, since it is only surface data that must be stored and evaluated. Moreover, the integrand includes only first-order derivatives, while the integrand in Lighthill's acoustic analogy contains second-order derivatives in time or space. One of the main strengths of the Kirchhoff surface integral approach, contrary to many other methods, is that as long as all sources of sound, flow inhomogeneities and objects that in some way affect the radiated sound are bounded by the surface, all these effects are taken into account. This means, for example, that no extra treatment is needed to be able to predict the effects of refraction and convection. This is one of the attractive features of this method. Moreover, both a strength and a weakness of the surface integral approach is the effect of numerical dissipation on the predicted sound. Acoustic waves approaching the integration surface will be low-pass filtered by the numerical method. A result of this artificial dissipation is that spurious high-frequency noise not supported by the mesh and scheme will be filtered out and thus not contribute to the predicted far-field sound. On the other hand, the numerical dissipation affects the ability to capture the high-frequency range of the acoustic pressure spectra, and thus the quality of the prediction depends strongly on the mesh resolution in the Kirchhoff surface region. The ideal situation would be to place the integration surface as far as possible from the sources to ensure that all non-linearities appear within the integration surface. However, the distance from the source to the surface is often limited by the numerical dissipation introduced by the method. Using Ffowcs William & Hawkings 2 surface integral method on a porous surface formulation allows the surface to enter regions with weak hydrodynamic fluctuations, which means that the surface can be placed somewhat closer to the sources of sound, see e.g. Shur et al., 18 Rahier et al. found the results obtained using the two surface integration methods to be similar for integration surfaces placed rather close to the jet.
V. Method
A. Numerical Scheme
The Favre-filtered Navier-Stokes equations were solved using a finite-volume method solver with a third-order low-dissipation upwind scheme for the convective fluxes and a centered difference approach for the diffusive fluxes. The temporal derivatives were estimated using a second-order three-stage Runge-Kutta technique. The solver used is based on the G3D family of codes developed by Eriksson.
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The convective scheme is a combination of centered and upwind biased components that have been used with good results for LES of free shear flows by Mårtenson et al. 25 and, more recently, for shock/shear-layer interaction by Wollblad et al. 26 The coefficients of low-dissipation upwind scheme for estimation of the convective flux over a cell face are derived using a third-order polynomial ¤ 4 to represent the variation of the flow state in the direction normal to the face as in order to introduce only a small amount of upwinding. The result is the low-dissipation third-order upwind scheme with the coefficients
For more detail on the numerical scheme, see Eriksson
or Andersson.
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B. Computational Set-up
The computational domain is divided into three parts: a high-resolution LES region near the nozzle walls, a medium dense LES region and a coarse LES region. Figure (4) shows the location of these three mesh regions. The maximum size of the computational cells in the medium-resolution region is chosen such that the mesh in this region will support acoustic waves of frequencies up to 15 kHz, using 8 cells per wavelength. In this region the cells are approximately equidistant. In the high-resolution LES region, the cells are twice as fine in each direction as in the medium dense region and the cells are stretched somewhat towards the nozzle walls. The cells in the coarse LES region are twice as wide in each direction as those in the medium-resolution LES region. The computational domain was discretized using a block-structured boundary-fitted mesh with 159 mesh blocks and approximately 2.0 10 1 nodes. Figure (5 ) depicts the mesh in the near wall fine LES region. The mesh is constructed using a combination of Cartesian and polar mesh blocks so as to ensure mesh homogeneity in the radial direction throughout the domain. A block with square cross section is used at the centerline to avoid a centerline singularity.
In order to minimize the effect of reflections at the domain outlet on the predicted flowfield, a damping zone was added at the domain outlet. The functionality of this damping zone, or buffer layer, is described in more detail in Andersson et al. 6 and Andersson. At the nozzle inlet total pressure and total enthalpy are specified. Entrainment velocities at the coarse LES domain boundary are obtained by using a 2D extension of the domain representing the flow outside the LES domain, see Figure (4) . This procedure will be discussed in more detail in Section D.
Although the flow is rather well resolved in the near wall regions, since the Reynolds number is very high, this must be considered as being a coarse LES. To be able to represent the near wall behavior of the flow wall functions are used where needed. 
C. Stepwise Increased Resolution
To keep the numerical accuracy high and thus minimize the low pass filtering of the acoustic waves as they travel through the calculation domain, the mesh has to be rather fine even in the far-field regions. Moreover, it is desirable to have a mesh as equidistant as possible in order to minimize the introduction of numerical errors. The high resolution in the far field regions together with the extreme demands for resolution near the nozzle walls and in the shear layers results in that a very large number of cells have to be used to discretize the computational domain. To keep the number of cells down and at the same time being able to ensure high resolution near the nozzle walls and in the initial shear layer regions, the mesh used in this work has been refined in two distinct steps. In each of these steps the number of cells is increased by a factor two in each direction. In order to minimize the introduction of numerical errors, special treatment is utilized for estimation of the convective and diffusive fluxes over the interfaces for which this kind of refinement occurs, see Figure ( In the cell reconstruction procedure it is assumed that the spatial variation of the state vector in one direction can be represented by a second-order polynomial, 
The new cells closest to the interface on the coarse side are now divided in the direction normal to the interface by cell reconstruction involving two layers of cells on each side of the interface. In this
D. Entrainment Boundary Conditions
The radial extent of the computational domain increases downstream such that the flow in the domain boundary region can be assumed to be irrotational and axisymmetric. Hence, the flow outside the three-dimensional computational domain can be represented by a less expensive two-dimensional axisymmetric calculation, see Figure ( 4). The domain for this 2D calculation extends 4.5 meters radially from the jet centerline. To minimize boundary reflections, the 2D/3D interface acts as an absorbing boundary condition on both sides. The flow properties of the boundary conditions for the 3D domain are specified using flow information from the 2D domain, and the boundary condition for the 2D domain is defined using azimuthally averaged flow information from the 3D domain, see figure (9). The 2D domain has an extent in the tangential direction corresponding to the width of the scheme used for the convective fluxes, i.e. four cells. Azimuthal averages are obtained for the four cell rows adjacent to the interface highlighted in figure (9). Rotational periodic interfaces are used for the block faces in the tangential direction for the 2D domain. This entrainment boundary approach enables the use of a rather narrow 3D domain. Furthermore, the outer boundaries of the 2D domain are located relatively far from the jet axis, which simplifies the definition of these boundary conditions.
3D LES domain 2D entrainment region
Rotational periodic interface Rotational periodic interface (B side) (A side) 2D/3D Interface Figure 9 . Interface between the 2D entrainment region and the 3D region. The interface acts as an absorbing boundary condition on both sides. The flow information specified at the interface boundary is obtained using azimuthally averaged flow information on both sides of the interface. The filled area denotes cells used to obtain these azimuthally averaged flow quantities.
VI. Results
In this section results for two simulations made for the coaxial nozzle configuration will be presented. These two simulations will hereafter be referred to as case 1 and case 2, respectively. Case 1 is the result of a first preliminary large-eddy simulation of the coaxial jet configuration. After evaluation of case 1, three changes were made to the simulation set-up for reasons that will be discussed in more detail later. The second case was simulated with these changes included and the effects on the predicted flowfield will be discussed in some detail in this section. The changes made were the following:
1. The SGS filter width was decreased from
2. When case 1 was run, it was found that selective artificial damping for density was needed to ensure stability in the simulation. In case 2 this artificial damping was replaced with a TVD limiter for density. This results in a less dissipative scheme and thus improves the numerical accuracy. As will be shown later this change had some positive effects on the shear layer flow.
3. In case 1, constant values of 3 5 4
w ere specified at the nozzle inlet boundaries for both the core flow and the bypass flow whereas for case 2 the inlet total pressures were given as profiles, 3 6 4 ¡ 3 5 4 £ 8 7 9
, which increased the boundary layer thickness in this simulation.
In the first simulation it was found that the mixing in the outer shear layer was very low close to the nozzle. Once the transition process was initiated, large ring shaped structures were generated, which eventually broke down into smaller structures. However, the low degree of mixing in the initial shear layer region results in that the ring shape of the vortex structures keeps their identity quite far downstream of the nozzle exit. This led to levels of turbulence kinetic energy significantly higher than what was obtained in RANS computations for the same nozzle configuration and flow conditions. Although the lower levels of turbulence kinetic energy found in the RANS computations are not considered as a proof of that the LES results are unphysical, it gives an indication of that something might be wrong. It was found that the shear layer between the core flow and the bypass flow was very thin and stable. This was, unlike the previously mentioned observation, seen in the RANS results as well, which gives an indication of that this flow behavior might be correct. Nevertheless, this was the reason for changing the nozzle inlet boundary conditions and improve the accuracy of the numerical scheme by replacing the artificial damping with a TVD limiter. A velocity profile ought to give thicker boundary layers and hence a thicker shear layer. The observations for the case 1 jet mentioned in this paragraph led to the changes of the simulation set-up listed above.
Although the initial jet region is well resolved, the aspect ratio of the cells in the nozzle regions is high. The cells are quite wide in the tangential direction as compared to the radial direction. Using 
A. Instantaneous Flowfield
This section gives some examples of snap shots of the flow for case 1 and case 2. Figures (10) and (11) show contours of density for case 1 and case 2, respectively. From these figures, the differences in the two simulations regarding the initial mixing are quite visible. The initial part of the outer shear layer in the case 1 simulation has no structures present at all whereas in case 2, small vortical structures are generated directly at the nozzle lip. As discussed previously, the lack of initial mixing in case 1 leads to that the shape of vortical structures generated in the initial shear layer remain quite far downstream of the nozzle exit, which means that these structures grow quite large in size before they are broken down into smaller structures. The degree of mixing in the shear layer between the core flow and the bypass flow is generally very low. This is especially noticeable in the first simulation where this shear layer becomes more or less a surface separating the two streams. The vortical structures in the outer shear layer affect this surface in that the pairing processes occurring in the outer shear layer generate a wave-like behavior of the surface, see Figure (10) . This finally leads to the collapse and break up of the shear layer/surface near the end of the inner potential core region. The inner shear layer seems to be rather stable in case 2 as well but in this case small structures are generated in the initial part of the shear layer. The reason for the low degree of mixing in the inner shear layer is believed to be physically correct and caused by a combination of stabilizing factors. First of all, the velocity and momentum ratios are reversed, i.e. the velocity in the primary stream is higher than the velocity in the secondary stream, but, owing to temperature differences, the momentum flux is lower in the primary stream than in the secondary stream. This might have a stabilizing effect on the shear layer between the two streams. Moreover, the flow in the initial part of the inner shear layer is not fully axial but has a negative velocity component in the radial direction, which makes the shear layer concave. This curvature of the shear layer might also have a stabilizing effect on the flow. Comparing Figure (10) with Figure (11) , the structures generated once the inner shear layer breaks up is significantly larger in case 1 than in case 2. This might be an effect of the large coherent structures that are present in the outer shear layer in the case 1 jet. . Again the differences in initial mixing for the two jets are quite visible. Comparing the figures, it seems that the potential core is longer in the latter case, which might be explained by the fact that the mixing in case 1, once initiated, is more violent and efficiently breaks the potential core region down. Figures (14(a) ) and (14(b)) again show contours of entropy in the initial shear layer region. The thicker shear layers seen in case 2 is probably an effect of that the inlet total pressures have been specified as profiles in this case.
In Figures (15-16) iso surfaces of density visualizing the flow structures in the inner and outer shear layers are shown. As can be seen in Figure (15) , although the shear layers seems to be stable in both cases, the structures that occurs in the iso surfaces obtained for case 1 are very different from those in the iso surfaces obtained for case 2. In case 1 only large structures can be seen as was indicated in Figure (10) . These large structures in the inner shear layer arise when vortical structures in the outer shear layer affect the inner shear layer. It is these large structures that eventually lead to the break-up of the inner shear layer in case 1. In case 2, Helmholtz instabilities in the form of ring shaped vortical structures can be seen in the initial part of the inner shear layer. As the shear layer develops, these vorticies are deformed and axial structures are generated. This leads to that the inner shear layer breaks up at an earlier stage in case 2 than in case 1. Figures (16(a) ) and (16(b)) again shows the differences in the initial part of the outer shear layer in the two cases. The initial mixing process is enhanced in case 2 , which leads to that smaller flow structures are generated close to the nozzle lip than in case 1. except the one extracted along the centerline have been obtained using data averaged in both time and in the azimuthal direction so as to improve the statistical convergence. It should be noted that the axial extent of the subset of the computational domain for which the databases of samples for the two simulations have been generated does not reach the as far downstream of the nozzle exit as to the end of the potential core. Therefore, no information on the predicted potential core lengths can be extracted from the time-averaged data.
Figure (17) shows axial and radial profiles of axial velocity. As can be seen from Figure (17(a) ), there are some non-negligible differences in the development of axial velocity in the shear layer regions and along centerline in the two simulations. For example, case 1 shows a longer low velocity region along the centerline downstream of the center body. For the radial profiles, however, only small deviations can be identified, see Figure (17(b) ). For the radial profiles obtained close to the nozzle, the effects of the two shear layers are clearly visible. For the profile furthest downstream these effects are almost gone and the profile looks more like a single-stream jet profile. Figure (18) shows profiles of 2 C £ . In these profiles there are significant differences between the two cases. The turbulence intensity is higher close to the nozzle in case 2 than in the case 1 simulation in which 2 C £ is almost zero at the nozzle lips, see Figure (18(a) ). At locations further downstream the intensities are higher in case 1 than in case 2. The same trend can be seen in Figures (19-20) , which show resolved turbulence intensity and 2 ¡ -correlation, respectively. These results are consistent with the trends seen in the instantaneous flowfield images presented in the previous section, i.e. the jet obtained in the case 2 simulation starts to mix immediately as the jet exits the nozzle whereas the shear layers in case 1 develops slower. However, once the mixing is initiated the mixing process is more violent in case 1 and thus the resolved fluctuations reach higher levels.
C. Two-point Space-time Correlations
Two-point space-time correlations were obtained for the axial velocity component in a few shear layer locations along the nozzle lip line of the outer nozzle. The two-point space-time correlation of axial velocity for a certain spatial separation, E , and separation in time, 
D. Far-field Sound Pressure Levels
This section gives a presentation of predicted far-field sound pressure levels (SPL) and spectra of far-field pressure signals for case 1 and case 2. The far-field pressure signals were obtained using Kirchhoff surface integration. Sound pressure levels are presented in 90 observer locations. These observers are situated on two arcs, one centered on the centerline at the exit plane of the outer nozzle and one centered Figure (22) shows pressure signal power spectra for case 1 and case 2. Spectra obtained for four observer locations on the arc centered at the nozzle exit (arc 1) are presented in Figure (22(a) ) and three observers located on the second arc (arc 2) are represented in Figure (22(b) ). Note that the pressure signal time series obtained for case 1 is significantly shorter than the one obtained for case 2, which results in more uneven spectra in this case. The SPL presented in Figure ( . The figures show that the SPL is for almost all observer locations significantly higher in case 1 than in case 2. This is probably an effect of the high levels of turbulence kinetic energy found in the initial mixing region in case 1. The fact that the sound pressure levels in case 1 are higher is most noticeable for the forward arc observers, which is natural since the forward arc is more affected by sound generated by small scale structures in the shear layers whereas the sound radiated to the rear arc observers is mainly generated by large structures in the region where the potential core ends. Consequently, the SPL peak is almost the same in the two cases but since the levels in the forward arc are higher in case 1 than in case 2, the sound directivity is not the same. There are at the moment no experimental data available for validation of the results, which means that there is no evidence of that the SPL obtained for case 2 are more correct than the ones obtained for case 1. Nevertheless, it is believed that the flow obtained in the second simulation is more physically correct and that the corresponding predicted SPL therefore are more representative for the current nozzle/jet configuration. In either case, these results show the importance of predicting the flow in the initial flow region accurately in order to capture the acoustic signature of the jet. 
VII. Concluding Remarks
A high-subsonic coaxial jet has been simulated using large-eddy simulation. Two simulations have been made referred to in the paper as case 1 and case 2, respectively. In the first simulation it was observed that the levels of mixing in the initial part of the outer shear layer were very low. This led to a rather violent mixing process once the shear layer broke up and hence the levels of turbulence kinetic energy were rather high in this region. Furthermore, it was found that the inner shear layer was very thin and stable. Because of these observations a few changes were made in the simulation set-up. The subgrid-scale filter width,
6
, was decreased from ¡ with the objective of decreasing the SGS dissipation in the regions close to the nozzle and hence improving the resolved mixing in the outer shear layer. Furthermore, the accuracy of the scheme was improved by replacing the artificial selective damping needed to obtain stability in the simulation of case 1 to a TVD limiter for density in case 2. Owing to a decrease in numerical dissipation this further improved the mixing in the outer shear layer. Moreover, the shear layer between the core flow and the bypass flow became more unstable with this set-up. In both simulations total enthalpies and total pressures were specified at the nozzle inlet boundaries. However, in case 1 constant values were used whereas in case 2 the total pressures were specified as inlet profiles, which gave thicker boundary layers in the latter case.
For both simulations approximately 2.0 10 1 nodes were used for discretization of the calculation domain. In order to keep the number of cells down, the computational domain was divided into three regions: a well resolved near wall LES region, a medium-resolution LES region optimized for propagation of acoustic waves, and a coarse LES region. Over the interfaces between these regions, the number of cells is increased by a factor two in each direction. Special treatment of the interfaces between the regions based on cell reconstruction is utilized in order to minimize undesirable numerical errors.
The radial extent of the computational domain increases downstream such that the flow in the outer boundary region is sufficiently far from the hydrodynamic jet region and thus can be assumed to be irrotational and axisymmetric. Hence, the flow outside the three-dimensional computational domain can be represented by a less expensive two-dimensional axisymmetric calculation. Using this kind of boundary treatment enables the use of a rather narrow LES domain. Since the outer boundary of the 2D region is rather far from the jet the flow is not as affected of the boundary velocities specified at the boundary as if they were to be specified at the boundaries of the 3D domain. The interface between the full 3D LES region and the 2D region is based on azimuthally averaged quantities and acts as an absorbing boundary condition on both sides of the interface.
It should be noted that the simulations were made without increasing the viscosity or scaling down the geometry, which means that, although 2.0 10 nodes were used, it is a rather coarse LES. Wall functions were thus used to represent the near nozzle flow where needed.
High levels of turbulence kinetic energy found in the outer shear layer in case 1 resulted in signifi-cantly higher predicted sound pressure levels in case 1 than in case 2. This result shows that changes in the initial mixing process have pronounced effects on the radiated sound and that it is thus important to capture the physics in the initial jet region to be able to predict the sound directivity. These effects are most noticeable for the forward arc observers. The peak sound pressure level was the same for both cases, which indicates that the initial mixing process is not as important for the rear arc observers as for the forward arc observers.
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