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ON THE p-PART OF THE BIRCH–SWINNERTON-DYER CONJECTURE
FOR ELLIPTIC CURVES WITH COMPLEX MULTIPLICATION BY THE
RING OF INTEGERS OF Q(
√−3)
YUKAKO KEZUKA
Abstract. We study infinite families of quadratic and cubic twists of the elliptic curve
E = X0(27). For the family of quadratic twists, we establish a lower bound for the
2-adic valuation of the algebraic part of the value of the complex L-series at s = 1, and,
for the family of cubic twists, we establish a lower bound for the 3-adic valuation of the
algebraic part of the same L-value. We show that our lower bounds are precisely those
predicted by the celebrated conjecture of Birch and Swinnerton-Dyer.
1. Introduction
Let E be an elliptic curve defined over Q, and let L(E, s) denote its complex L-series.
We assume that L(E, 1) 6= 0. Then, by a well-known theorem of Kolyvagin, both E(Q) and
the Tate–Shafarevich group X(E) of E over Q are finite. Define
L(alg) (E, 1) =
L (E, 1)
Ωc∞
,
where c∞ denotes the number of connected real components of E(R), and Ω is the least
positive real period of the Néron differential of any global Weierstrass minimal equation for
E. It is well-known that L(alg) (E, 1) is a rational number. For a prime q of bad reduction
for E, define
cq = [E(Qq) : E
0(Qq)],
where E0(Qq) denotes the subgroup of E(Qq) consisting of all points with non-singular
reduction modulo q. The Birch–Swinnerton-Dyer conjecture for E asserts that:
Conjecture 1.1.
(1.1) L(alg) (E, 1) =
#(X(E))
∏
q bad
cq
#(E(Q))2
.
Since both sides of (1.1) are rational numbers, Conjecture 1.1 clearly implies that:
Conjecture 1.2. For each prime number p, we have
(1.2) ordp
(
L(alg) (E, 1)
)
= ordp
(
#(X(E)(p))
# (E(Q)(p))
2
)
+ ordp
∏
q bad
cq
 .
When E has complex multiplication, Rubin establishes (1.2) in [4, Theorem 11.1] for
all primes p which do not divide the order w of the group of roots of unity in the field of
complex multiplication. However, these methods at present seem very difficult to apply for
primes p which divide w, except when E has potential ordinary reduction at such a prime p.
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In the present paper, we shall consider the quadratic and cubic twists of the curve
(1.3) E = X0(27) : Y 2 + Y = X3 − 7,
which has conductor 27 and admits complex multiplication by the full ring of integers
OK = Z[ω], where ω = −1+
√−3
2 , of the field K = Q(
√−3). The associated classical
Weierstrass equation is
E : y2 = 4x3 − 33,
which we obtain by the change of variables
x = X
y = 2Y + 1.
Note that c∞ = 1 for E, so that L(alg) (E, 1) =
L(E,1)
Ω . It is easily shown that L
(alg) (E, 1) = 13 .
On the other hand, classical descent theory proves that E(Q) = {O, (3,±32)} ∼= Z/3Z and
X(E)(2) = X(E)(3) = 0. Combining this with [4, Theorem 11.1], we conclude that Con-
jecture 1.1 is valid for E.
Given an integer λ > 1, let E(λ) denote the elliptic curve
E(λ) : y2 = 4x3 − 33λ.
First, we consider the case when λ = D3, for a square-free positive integer D, so that E(D3)
is the twist of E by the quadratic extension Q(
√
D)/Q. We define a rational prime number
p to be a special split prime for E if it splits completely in the field K(x(E[4])), the field
obtained by adjoining to K the x-coordinates of all non-zero points in E[4], the group of
4-division points on E. In fact, we have that K(x(E[4])) = K(µ4,
3
√
2). Moreover, the
theory of complex multiplication provides the following alternative description of the set of
special split primes. Let ψ denote the Grössencharacter of E over K. Then a prime p is
special split if and only if it splits in K, and ψ(p) ≡ ±1 mod 4 for both of the primes p of
K above p (see Lemma A.1 of Appendix A). Our aim in this first section of the paper is to
prove:
Theorem. Let D > 1 be an integer which is a square-free product of special split primes.
Then
ord2
(
L(alg)
(
E(D3), 1
))
> 2k(D),
where k(D) is the number of prime factors of D.
This bound is sharp, as we will see in Remark 3.15. Some numerical examples are listed
in Appendix B. We show later, using Tate’s algorithm, that
ord2

∏
q bad
cq
#(E(D3)(Q))2
 = 2k(D).
Hence the 2-part of the Birch–Swinnerton-Dyer conjecture predicts that if L(E(D3), 1) 6= 0,
then
ord2
(
L(alg)(E(D3), 1)
)
= 2k(D) + ord2
(
#X(E(D3))
)
.
In particular, it predicts that equality occurs in the lower bound of this theorem if and only
if ord2
(
#X
(
E(D3)
))
= 0.
Next consider the case when λ = D2 for a cube-free positive integer D, so that E(D2) is
a cubic twist of E. We say a prime number p is cubic-special if it splits completely in the
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field K(E[27]), but does not split completely in the strictly larger field K(E[27])((1−ω)1/9),
where ω denotes a non-trivial cube root of unity. We then prove:-
Theorem. Let D > 1 be an integer which is a cube-free product of cubic-special primes.
Then
ord3
(
L(alg)
(
E(D2), 1
))
> k(D) + 1,
where k(D) is the number of distinct prime factors of D.
Numerical examples show that this lower bound is sometimes sharp. In fact, the Birch-
Swinnerton-Dyer conjecture predicts that the lower bound of this theorem should hold for
all odd cube free positive integers D with D ≡ 1 mod 9. Indeed, using Tate’s algorithm, it
can be shown (see Section 2) that, for all such D, we have
ord3

∏
q bad
cq
#(E(D2)(Q))2
 = k(D) + 1.
Hence the 3-part of the Birch–Swinnerton-Dyer conjecture predicts that if L(E(D2), 1) 6= 0,
we have
ord3
(
L(alg)(E(D2), 1)
)
= k(D) + 1 + ord3
(
#X(E(D2))
)
.
In particular, it predicts that equality is attained in the theorem above if and only if
ord3
(
#X
(
E(D2)
))
= 0. We will prove these theorems by first expressing the value of
the complex L-series as a sum of Eisenstein series, and then combining an averaging ar-
gument over quadratic or cubic twists with an induction on the number of distinct primes
divisors. In the case of quadratic twists, this method is essentially due to Zhao [8, 9] who
established similar results for the congruent number curves with respect to the prime p = 2.
In Section 4, we will generalise his ideas in order to apply to the cubic twists of E with
respect to the prime p = 3. All numerical examples in this paper are computed using the
computer package Magma.
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2. The p-part of the Birch–Swinnerton-Dyer Conjecture.
Let λ > 1 be an integer and define E(λ) : y2 = 4x3−33λ. Let us assume that L (E(λ), 1) 6=
0, so that E(λ)(Q) and X (E(λ)) are finite. Let ω = −1+
√−3
2 , a cube root of unity. In this
short section, we will compute the Tamagawa factors cq for the primes q of bad reduction
for E(λ), and ordp(E(λ)(Q)) for p = 2 or 3 according as E(λ) is a quadratic or cubic twist
of E = X0(27).
First, we consider the case when λ = D3, for D > 1 a square-free integer, so that E(D3)
is a quadratic twist of E. The primes of bad reduction for E(D3) are 3 and the primes
dividing D, since the discriminant of E(D3) is −27D6.
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Lemma 2.1. Let D > 1 be a square-free product of primes coprime to 6 which split in
Q(ω, 3
√
2). Then
ord2

∏
q bad
cq
#(E(D3)(Q))2
 = 2k(D),
where k(D) denotes the number of prime factors of D.
Proof. We will work with the form y2 = x3 − 2433D3 which is isomorphic to E(D3). With
the usual notation for Tate’s algorithm, we have a1 = a3 = a2 = a4 = 0, a6 = −2433D3,
b4 = b8 = 0 and b6 = −2633D3. For a bad prime q, we have q | a1, a2, q2 | a3, a4 and q3 | a6.
Let Pq be the polynomial
Pq(T ) = T
3 +
a6
q3
.
Then for q = 3, we have P ′3(T ) = 3T
2 ≡ 0 mod 3 so P3(T ) has a triple root in Z/3Z.
Therefore, c3 = 3 and ord2(c3) = 0. If q is a prime factor of D, then (Pq(T ), P ′q(T )) =
(T 3 + a6q3 , 3T
2) = 1 in Z/qZ[T ], since 3 ∤ D. So Pq(T ) has 3 distinct roots in Z/qZ. Hence,
cq = 4 and ord2(cq) = 2.
Also, E(D3)[2∞](Q) = {O} since the equation 4x3 − 33D3 = 0 clearly has no rational
solution. 
Thus (1.2) indeed predicts
ord2
(
L(alg)
(
E(D3), 1
))
= ord2
(
(X
(
E(D3)
)
[2∞]
)
+ 2k(D)
> 2k(D).
Next, we consider the case when λ = D2, for D > 1 a cube-free integer, so that E(D2) is
a cubic twist of E. We remark that E(D2) is isomorphic to the curve x3 + y3 = D which is
a cubic twist of the Fermat curve x3 + y3 = 1. The primes of bad reduction for E(D2) are
again 3 and the primes dividing D, since the discriminant of E(D2) is −27D4.
Lemma 2.2. Let D > 1 be an odd, cube-free integer such that D ≡ 1 mod 9 and D is a
product of primes congruent to 1 modulo 3. Then
ord3

∏
q bad
cq
#(E(D2)(Q))2
 = k(D) + 1,
where k(D) is the number of distinct prime factors of D.
Proof. We will work with the form y2 = x3 − 2433D2 which is isomorphic to E(D2). With
the usual notation for Tate’s algorithm, we have a1 = a3 = a2 = a4 = 0, a6 = −2433D2,
b4 = b8 = 0 and b6 = −2633D2. Let q be a prime of bad reduction for E. If q is a prime
factor of D, then we have q | a1, a2, q2 | a3, a4 and q3 ∤ a6 hence the type is IV (see [7,
p. 49]) and cq = 3 or 1. However, the polynomial T 2 + 2
433D2
q2 has roots in Z/qZ since(
−3
q
)
= (−1)q−1 ( q3) = 1 and so − 2433D2q2 is a square mod q. It follows that cq = 3 and
ord3(cq) = 1. Otherwise, q = 3 and we have 3 | a1, a2, 32 | a3, a4 and 33 ∤ a6. Let P3 be the
polynomial
P3(T ) = T
3 +
a6
33
.
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Then P ′3(T ) = 3T
2 ≡ 0 mod 3 so P3(T ) has a triple root in Z/3Z. After the change of
variables x = X + 3D the triple root is 0, and we have a1 = a3 = 0, a2 = 32D, a4 = 33D2,
a6 = 3
3D2(D−24) ≡ 3 mod 9. So Y 2− a634 = Y 2− D
2(D−24)
3 ≡ Y 2−1 ≡ 0 mod 3 has distinct
roots in Z/3Z. Hence the type is IV* (see [7, p. 51]) and c3 = 3, so that ord3(c3) = 1.
Furthermore, by [5, Exercise 10.19], we have E(D2)(Q)tors = {O} for D > 1. 
Thus (1.2) predicts
ord3
(
L(alg)
(
E(D2), 1
))
> ord3
(
(X
(
E(D2)
)
[3∞]
)
+ k(D) + 1
> k(D) + 1.
3. Quadratic Twists.
Let K = Q(
√−3), and write µK for the group of roots of unity in K. We fix once and
for all an embedding of K into C. In general, if λ is a non-zero element of OK which is
prime to #(µK) = 6, we let ψλ := ψE(λ)/K be the Grössencharacter of E(λ) over K with
conductor f, and let g denote some integral multiple of f. Let S be the set of primes of K
dividing g. We consider the (usually) imprimitive Hecke L-series
LS(ψλ, s) =
∑
(a,g)=1
ψλ(a)
(Na)s
of ψλ (the complex conjugate of ψλ). It can be defined by the Euler product
LS(ψλ, s) =
∏
(v,g)=1
(
1− ψλ(v)
(Nv)s
)−1
,
and if we replace g by f in the definition, we obtain the primitive Hecke L-function L(ψλ, s).
In particular, we have
L(E(λ), 1) = L(ψλ, 1).
Recall that for any complex lattice L and z, s ∈ C, we can define the Kronecker–Eisenstein
series
H1(z, s, L) :=
∑
w∈L
z + w
|z + w|2s ,
where the sum in taken over all w ∈ L, except −z if z ∈ L. This series converges for
Re(s) > 32 , and it has an analytic continuation to the whole complex s-plane [3, Theorem
1.1]. The non-holomorphic Eisenstein series E∗1 (z, L) is defined by
E∗1 (z, L) := H1(z, 1, L).
Let Ωλ = Ω6√λ ∈ C×, where
6
√
λ denotes the real root and Ω is the least positive real
period of the Néron differential of any global Weierstrass minimal equation for E. We write
Lλ for the period lattice of the curve E(λ) over C, and write L for that of E.
Since g is a multiple of f, it follows from [2, Lemma 3] that K(E(λ)g), the extension of K
obtained by adjoining the coordinates of all g-division points of E(λ) to K, is isomorphic to
K(g), the ray class field of K modulo g. We fix, once and for all, a set B of integral ideals
of K prime to g such that
Gal(K(g)/K) = {σb : b ∈ B},
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where the Artin symbol σb = (b,K(g)/K) of b runs over Gal (K(g)/K) precisely once as b
runs over B. Fix a generator g of g, so that g = gOK . The next result is due to Goldstein
and Schappacher [3, Proposition 5.5].
Lemma 3.1. For all non-zero λ ∈ OK , we have
LS(ψλ, s) =
|Ωλ/g|2s
Ωλ/g
∑
b∈B
H1
(
ψλ(b)
Ωλ
g
, s,Lλ
)
.
Proof. The Artin map gives an isomorphism
(OK/g)× /µ˜K ∼−→ Gal (K (E(λ)g) /K)
where µ˜K denotes the image of the group µK under reduction modulo g. Moreover, it is
clear from the choice of λ that the map from µK to µ˜K is an isomorphism. Hence, the
principal ideal (ψλ(b) + a) runs over all integral ideals of K prime to g precisely once as b
runs over B and a runs over g. It follows that
LS(ψλ, s) =
∑
b∈B
∑
a∈g
ψλ((ψλ(b) + a))
|ψλ(b) + a|2s .
Note that since a ∈ g, we can write
ψλ(b) + a = (ψλ(b))(1 + a/ψλ(b)) = b(1 + a/ψλ(b))
where ordv(a/ψλ(b)) > ordv(f) for each prime v | f, so that
ψλ(ψλ(b) + a) = ψλ(b)(1 + a/ψλ(b)) = ψλ(b) + a.
Hence
LS(ψλ, s) =
∑
b∈B
∑
a∈g
ψλ(b) + a
|ψλ(b) + a|2s =
∑
b∈B
H (ψλ(b), s, g) .
We can renormalise the right hand side to obtain the result. 
The following is a well-known fact from, for example, [3, Theorem 2.1].
Fact 3.2. For all b ∈ B, we have
E∗1
(
Ωλ
g
,Lλ
)
∈ K(g)
and
(3.1) E∗1
(
Ωλ
g
,Lλ
)σb
= E∗1
(
ψ(b)Ωλ
g
,Lλ
)
.
Now, we concentrate on the case where E(λ) is a quadratic twist of E.
Definition 3.3. We say a rational prime p is a special split prime if p splits completely
in L = K(x(E[4])), the field obtained by adjoining to K the x-coordinates of all non-zero
points in E[4].
In addition, it can be shown that a rational prime p is a special split prime if and only if
it splits in K, and ψ(p) ≡ ±1 mod 4 for both of the primes p of K above p. Moreover,
L = K(µ4,
3
√
2) (see Lemma A.1 of Appendix A).
For the remainder of this section, we assume that D ∈ OK is such that D ≡ 1 mod 3
and (D) = p1 · · · pn is a square-free product of prime ideals pj of K above special split
primes. In addition, we pick the sign πj of the generator of pj so that πj ≡ 1 mod 4,
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and set D = π1 · · ·πn and S = {π1, . . . , πn}. The sign will not matter since we are most
interested in the case when D is an integer. Given α = (α1, . . . αn) with αj ∈ {0, 1} for all
j = 1, . . . , n, let Dα ∈ K be of the form Dα = πα11 · · ·παnn . Note that for any integers kj > 0
and Dα′ = πα1+2k11 · · ·παn+2knn , we have
E(D3α)
∼= E(D3α′)
over K, hence we may consider α = (α1, . . . , αn) ∈ {0, 1}n as an element of (Z/2Z)n. Given
α ∈ (Z/2Z)n, let nα be the number of primes dividing Dα and define Sα = {πj : πj | Dα}.
Let C(A/Q) be the conductor of an elliptic curve A overQ. Recall that if End
Q
(A)⊗ZQ =
K, an imaginary quadratic field, we have
(3.2) C(A/Q) = NK/QfA · dK ,
where fA is the conductor of ψA/K and dK is the absolute value of the discriminant of K/Q.
In particular, C(E/Q) = 27, and so the conductor of ψ is 3OK . It can be verified using
this result and Tate’s algorithm that the conductor of ψD3 is f = 3DOK . It follows that
K
(
E(D3)f
)
is isomorphic to K(f), the ray class field of K modulo f. Hence the Artin map
gives an isomorphism
(OK/3DOK)× /µ˜6 ∼−→ Gal
(
K
(
E(D3)f
)
/K
)
where µ˜6 denotes the image of µK = µ6 under reduction modulo f. Note that since 3 and
D are coprime and 3 ramifies in K, we have an exact sequence
0→ (OK/DOK)× → (OK/3DOK)× /µ˜6 → (OK/3OK)× /µ6 → 0,
so that (OK/3DOK)× /µ˜6 ∼= (OK/DOK)× .
Setting s = 1 and g = 3D in Lemma 3.1 and applying (3.1) immediately yields:
Corollary 3.4. For any α ∈ (Z/2Z)n, we have
3D
ΩD3α
LS(ψD3α , 1) = TrK(f)/K
(
E∗1
(
ΩD3α
3D
,LD3α
))
.
We wish to find ord2
(
L(alg)(ψD3 , 1)
)
. In order to do this, we consider the following sum
of imprimitive Hecke L-series.
Definition 3.5. Let
ΦD3 =
∑
α∈(Z/2Z)n
LS(ψD3α , 1)
Ω.
Using Corollary 3.4, we can write this sum in the following way.
Theorem 3.6. We have
ΦD3 = 2
nTrK(f)/J
(
1
3D
E∗1
(
Ω
3D
,L
))
,
where J = Q (√−3,√π1, . . . ,√πn).
Proof. We have for any α ∈ (Z/2Z)n,
LS(ψD3α , 1)
ΩD3α
=
1
3D
∑
b∈B
E∗1
(
ΩD3α
3D
,LD3α
)σb
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and ΩD3α =
1
D
1/2
α
Ω, so
(3.3)
LS(ψD3α , 1)
Ω
=
1
3D
∑
b∈B
(D3α)
σb−1
6 E∗1
(
Ω
3D
,L
)σb
and
(D3α)
σb−1
6 =
(
Dα
b
)
2
∈ {±1},
where
( )
2
denotes the quadratic residue symbol. Let ǫ2(·, b) : (Z/2Z)n → {±1} be the
1-dimensional character defined by ǫ2(α, b) =
(
Dα
b
)
2
. Since any 1-dimensional character is
irreducible, considering its inner product with the trivial character gives∑
α∈(Z/2Z)n
ǫ2(α, b) =
{
2n if
(
Dα
b
)
2
= 1 for all α ∈ (Z/2Z)n
0 otherwise.
Note that
(
Dα
b
)
2
= 1 for all α ∈ (Z/2Z)n if and only if (πj
b
)
2
= 1 for all j = 1, . . . , n.
The result now follows by noting that
(πj
b
)
2
= 1 for all j = 1, . . . , n if and only if σb ∈
Gal(K(f)/J ) where J = Q (√−3,√π1, . . . ,√πn). 
We now make an explicit choice of B.
Definition 3.7. Let C be a set of elements of OK such that c ∈ C implies −c ∈ C and
c mod D runs over (OK/DOK)× precisely once. Note that this is possible since (2, D) = 1
by hypothesis. Furthermore, since Gal(K(f)/K) is isomorphic to (OK/DOK)×, the Artin
symbol (c,K(f)/K) runs over Gal(K(f)/K) precisely once as c varies in C. In addition, we
define
B = {(3c+D) : c ∈ C}
so that 3c+D ≡ 1 mod 3OK for all c ∈ C since D ≡ 1 mod 3 by assumption. In particular,
if b = (3c+D) then we have ψ(b) = 3c+D since the conductor of ψ is 3OK . Finally, let
V = {c ∈ C :
(πj
b
)
2
= 1 for all j = 1, . . . , n, where b = (3c+D)},
where
( )
2
denotes the quadratic residue symbol.
Note that if c ∈ V implies −c ∈ V since(πj
b
)
2
=
(
3c+D
πj
)
2
(since πj ≡ 1 mod 4)
=
(
3c
πj
)
2
=
(−3c
πj
)
2
(since
(
−1
πj
)
2
= 1).
It is clear that we can also write Theorem 3.6 in the following way.
Corollary 3.8. We have
ΦD3 = 2
n
∑
c∈V
1
3D
E∗1
(
c
D
+
Ω
3
,L
)
.
Using the relation between the Eisenstein series and the Weierstrass ℘-function, we can
show:
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Theorem 3.9. We have∑
c∈V
E∗1
(
c
D
+
Ω
3
,L
)
=
1
2
(∑
c∈V
9
3− ℘ ( cD ,L)
)
−#(V ).
Proof. Let
s2(L) = lim
s→0
s>0
∑
w∈L\{0}
w−2|w|−2s.
Then by [3, Proposition 1.5], we have
E∗1 (z,L) = ζ(z,L)− zs2(L) − zA(L)−1.
Here, ζ(z,L) is the Weierstrass zeta function of L and A(L) := uv−uv2πi where (u, v) is a base
of L over Z satisfying Im(v/u) > 0. Thus we have A(L) = Ω2(ω−ω)2πi =
√
3Ω2
2π , and we can see
that s2(L) = 0 on noting that ω ∈ L which gives ω−2s2(L) = s2(L). Hence
E∗1 (z,L) = ζ(z,L)−
2πz√
3Ω2
.
Recall also that for z1, z2 ∈ C, we have an addition formula:
ζ(z1 + z2,L) = ζ(z1,L) + ζ(z2,L) + 1
2
℘′(z1,L)− ℘′(z2,L)
℘(z1,L)− ℘(z2,L) .
Applying this with z1 = Ω3 , z2 =
c
D , we get∑
c∈V
E∗1
(
c
D
+
Ω
3
,L
)
=
∑
c∈V
(
ζ
(
c
D
+
Ω
3
,L
)
−
(
cΩ
D
+
Ω
3
)
2π√
3Ω2
)
=
∑
c∈V
(
ζ
(
Ω
3
,L
)
+ ζ
( c
D
,L
)
+
1
2
℘′(Ω3 ,L)− ℘′( cD ,L)
℘(Ω3 ,L)− ℘( cD ,L)
−
(
cΩ
D
+
Ω
3
)
2π√
3Ω2
)
.
Next, we use the key property that, if c ∈ V , then also −c ∈ V . Since ζ(z,L) and ℘′(z,L)
are odd functions, and ℘(z,L) is an even function, it follows that∑
c∈V
E∗1
(
c
D
+
Ω
3
,L
)
=
(∑
c∈V
1
2
℘′
(
Ω
3 ,L
)
℘
(
Ω
3 ,L
)− ℘ ( cD ,L)
)
+#(V )
(
ζ
(
Ω
3
,L
)
− 2π
3
√
3Ω
)
.
By applying formulae (3.2) and (3.3) of [6, p. 126], we obtain
(3.4) ζ(z + 1,OK) = ζ(z,OK) + 2π√
3
, ζ(z + ω,OK) = ζ(z,OK) + 2π√
3
ω.
Letting z = − 13 in (3.4) gives
ζ
(
2
3
,OK
)
+ ζ
(
1
3
,OK
)
=
2π√
3
.
But we have ζ (Ωz,L) = 1Ωζ (z,OK), so
(3.5) ζ
(
2
3
,L
)
+ ζ
(
Ω
3
,L
)
=
2π√
3Ω
.
On the other hand, we have
ζ(2z,L) = 2ζ(z,L) + ℘
′′(z,L)
2℘′(z,L) ,
9
and by differentiating the equation ℘′(z,L)2 = 4℘(z,L)3 − 33, we get ℘′′(z,L) = 6℘(z,L)2.
Also, by computation we get
℘
(
Ω
3
,L
)
= 3, ℘′
(
Ω
3
,L
)
= 9,
thus
(3.6) ζ
(
2
3
,L
)
− 2ζ
(
Ω
3
,L
)
=
℘′′
(
Ω
3 ,L
)
2℘′
(
Ω
3 ,L
) = 6℘2 (Ω3 ,L)
2℘′
(
Ω
3 ,L
) = 3.
Now, solving (3.5) and (3.6) gives
ζ
(
Ω
3
,L
)
=
2π
3
√
3Ω
− 1.
Hence ∑
c∈V
E∗1
(
c
D
+
Ω
3
,L
)
=
(∑
c∈V
1
2
℘′
(
Ω
3 ,L
)
℘
(
Ω
3 ,L
)− ℘ ( cD ,L)
)
−#(V ).
Substituting the values ℘
(
Ω
3 ,L
)
= 3 and ℘′
(
Ω
3 ,L
)
= 9 again gives the result. 
Now we prove the following integrality result of the Eisenstein series.
Corollary 3.10. For n > 1, we have
ord2
(∑
c∈V
E∗1
(
c
D
+
Ω
3
,L
))
> 0.
Proof. Given c ∈ V , let P be the point on E : y2 = 4x3 − 33 given by
x(P ) = ℘
( c
D
,L
)
, y(P ) = ℘′
( c
D
,L
)
and define
M (c,D) =
9
3− x(P ) .
Recall that E has minimal Weierstrass form
E : Y 2 + Y = X3 − 7
which has discriminant 39, so E has good reduction at 2 overK. This means that ord2(X(P )) >
0 since P is a torsion point on E of order prime to 2. Further, x = X in the change of
coordinates which gives the minimal Weierstrass form, and so we have
M (c,D) =
9
3−X(P ) .
We claim that ord2(3 −X(P )) = 0. Suppose for a contradiction that ord2(3 −X(P )) > 0.
Then let Q = (3, 4) be the point on E which we know is a 3-torsion, so that we have
ord2(X(Q)−X(P )) > 0. Hence, under reduction modulo 2, we would have X(Q˜) = X(P˜ )
where ˜ denotes reduction modulo 2. Then we have P˜ = ±Q˜, so either P −Q or P +Q is
in the kernel of the reduction map, so it must correspond to an element in the formal group
of E at 2, and therefore its order must be a power of 2. But this is not possible since P has
order D and Q has order 3, both of which are coprime to 2. Hence
ord2(M (c,D)) = ord2(9)− ord2(3−X(P ))
= 0.
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But M (c,D) = M (−c,D) since ℘(z) is an even function and #(V ) is even, so
ord2(
∑
c∈V
M (c,D)) > 1.
It follows that
ord2
(∑
c∈V
E∗1
(
c
D
+
Ω
3
,L
))
= min
(
ord2
(
1
2
∑
c∈V
M (c,D)
)
, ord2 (#(V ))
)
> 0
as required. 
Remark 3.11. For n = 0 (i.e. for E), a computation using Magma gives
L(alg)(ψ, 1) =
1
3
.
Thus we have proved:
Theorem 3.12. Let D ∈ OK be as above and let n be the number of primes in OK dividing
D. Then we have
ord2(ΦD3) > n.
Finally, we are ready to prove the first main result:
Theorem 3.13. Let D ∈ OK be as above and let n be the number of primes in OK dividing
D. Then
ord2
(
L(alg)(ψD3 , 1)
)
> n.
Proof. We prove this by induction on n. Write D = Dα, and given α, β ∈ (Z/2Z)n, we
write β < α if Dβ | Dα but Dβ 6= Dα. If nα = 1, Sα = {π1} say, then
Φπ31 =
LSα(ψ, 1)
Ω
+
L(ψπ31 , 1)
Ω
.
By Theorem 3.12, we know that ord2(Φπ31 ) > 1. Now,
LSα(ψ, 1)
Ω
=
(
1− ψ((π1))
π1π1
)
L(ψ, 1)
Ω
=
(
π1 ± 1
π1
)
1
3
since ψ((π1)) = ±π1 and by Remark 3.11 we have L(ψ,1)Ω = 13 . But ord2
(
π1±1
π1
)
> 1, hence
ord2
(
L(ψπ31 , 1)
Ω
)
> 1 = nα.
Now suppose nα > 1 and our result holds for 0 < β < α. Again,
ΦD3α =
LSα(ψ, 1)
Ω
+
∑
0<β<α
LSα(ψD3β , 1)
Ω
+
LSα(ψD3α , 1)
Ω
,
11
where the last term is primitive. We know by Theorem 3.12 that ord2(ΦD3α) > nα. Now
LSα(ψ, 1)
Ω
=
∏
π∈Sα
(
1− ψ((π))
ππ
)
L(ψ, 1)
Ω
=
∏
π∈Sα
(
π ± 1
π
)
1
3
where ord2
(
π±1
π
)
> 1 for each π ∈ Sα. Hence
ord2
(
LSα(ψ, 1)
Ω
)
> #(Sα)
> nα.
Also for 0 < β < α,
LSα(ψD3β , 1)
Ω
=
∏
π∈Sα\Sβ
(
1−
ψD3β ((π))
ππ
)
L(ψD3β , 1)
Ω
.
We have ψD3β ((π)) =
(
Dβ
π
)3
6
ψ((π)) = ±π. Hence
ord2
 ∏
π∈Sα\Sβ
(
1−
ψD3β ((π))
ππ
) = ord2
 ∏
π∈Sα\Sβ
(
π ± 1
π
)
> #(Sα\Sβ)
= nα − nβ .
Furthermore, by the induction hypothesis, ord2
(
L(ψ
D3
β
,1)
Ω
)
> nβ. Thus
ord2
(
LSα(ψD3
β
, 1)
Ω
)
> (nα − nβ) + nβ
= nα,
and so
ord2
 ∑
0<β<α
LSα(ψD3β , 1)
Ω
 > nα.
It follows that
ord2
(
L(ψD3α , 1)
Ω
)
> nα
as required. 
Recalling L(E(λ), 1) = L(ψλ, 1), the following is an immediate consequence.
Theorem 3.14. Let D > 1 be an integer which is a product of k(D) distinct special split
primes. Then
ord2
(
L(alg)(E(D3), 1)
)
> 2k(D).
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Remark 3.15. The bound obtained in Theorem 3.14 is sharp. For example, let π be the prime
13 + 12ω and let D = N(π) = 157, which is a rational prime. Then L(alg)(E(D3), 1) = 12
so ord2
(
L(alg)(E(D3), 1)
)
= 2, as required. More numerical examples can be found in
Appendix B.
4. Cubic Twists.
Now we look at the cubic twists of E, i.e. the curves of the form
E(D2) : y2 = 4x3 − 33D2
for a cube-free integer D. This is isomorphic to the curve
Y 2 +DY = X3 − 7D2
via the change of variables X = x and Y = 2y +D. Let ψD2 denote the Grössencharacter
of E(D2)/K.
Definition 4.1. We say a prime π of K is cubic-special if it splits completely in the field
K(E[27]), but does not split completely in the strictly larger field K(E[27])((1− ω)1/9).
The following characterisation of cubic-special primes will be useful, in particular in
proving Corollary A.5 of Appendix A.
Lemma 4.2. A prime π of K is cubic special if and only if π ≡ 1 mod 27 and 9 divides
the order of 1− ω in (OK/πOK)×. The set consisting of such primes has density 23 in the
set of primes of K congruent to 1 modulo 27. In particular, there are infinitely many such
primes.
Proof. First, we note that K(E[27]) is equal to the ray class field K(27) of K modulo
27 by [2, Lemma 3]. Since Q(µ27) ⊂ K(27), it follows that K(27)
(
(1 − ω) 19
)
/K(27)
is a Galois extension. Also K(27)
(
(1 − ω) 19
)
/K is not an abelian extension, since its
subextension K
(
(1− ω) 19
)
/K is not Galois. In addition, K(27)
(
(1 − ω) 19
)
/K(27) is a
degree 3 extension since we showed that
(
1−ω
π
)
3
= 1, i.e. (1 − ω) 13 ∈ K(27). Let H
denote the Galois group of this degree 3 extension. Furthermore, let G denote the Galois
group Gal
(
K(27)
(
(1− ω) 19
)
/K
)
, and let Frobπ ∈ G denote the Frobenius at π. Then
Frobπ|K(27) = id in H if and only if ψE(π2)/K ((π)) ≡ 1 mod 27. If we take a prime π such
that Frobπ ∈ H\{id}, then (1 − ω) is not a ninth power modulo π in K(27)
(
(1− ω) 19
)
,
and it follows that the order of 1 − ω must be divisible by 9 since 27 divides N(π) − 1 =
| (OK/πOK)× |. By the Čebotarev density theorem, the density of such primes is 23 . 
From now on, let us assume that each prime π of K dividing D is cubic-special. Note
that if p is a rational prime such that p ≡ 1 mod 3, then p always splits in K since we
can write p = a2 − ab + b2 = (a + bω)(a + bω) for some integers a and b. In addition, if
p ≡ 1 mod 27, it can easily be shown that we can assume b ≡ 0 mod 27 and a ≡ 1 mod 27
using symmetry in a and b and change of sign of a. Hence we can write p = ππ with π ∈ OK
and π ≡ 1 mod 27.
Before we begin, it will be useful to find a model for our curve E : Y 2 + Y = X3 − 7
where E has good reduction at 3. Let u =
√
α
β2 where α =
27+3
√−3
2 , β =
3
√
1−3√−3
2 , and
13
let r = − 32 3
√
−13−3√−3
2 . Then the change of variables x = u
2X + r, y = 2u3Y , gives an
equation for E with good reduction at 3 (see Proposition A.2 of Appendix A).
Given α = (α1, . . . αn) with αj ∈ {0, 1, 2} for all j = 1, . . . , n, let Dα be an element of
K of the form Dα = πα11 · · ·παnn where πj are distinct cubic-special primes. Similarly to
the quadratic twist case, we may consider α = (α1, . . . , αn) ∈ {0, 1, 2}n as an element of
(Z/3Z)n. Given α ∈ (Z/3Z)n, let nα be the number of distinct primes of K dividing Dα
and define Sα = {πj : πj | Dα}. Pick α ∈ (Z/3Z)n such that nα = n, and set D = Dα and
S = {π1, . . . πn}. We will study the following sum of imprimitive Hecke L-functions (see
Definition 3.5).
Definition 4.3. Given D as above, let
ΦD2 =
∑
α∈(Z/3Z)n
LS(ψD2α , 1)
Ω
.
Let f be the conductor of the Grössencharacter ψD2 . Then again, a computation using
Tate’s algorithm shows that f = 3DOK . Also, the Artin map gives an isomorphism between
Gal(K(f)/K) and (OK/3DOK)× /µ˜6, which is isomorphic to (OK/DOK)× since (3, D) = 1
and 3 ramifies in K. Now let C be a set of elements of OK such that c ∈ C implies ωc,
ω2c ∈ C and c mod D runs over (OK/DOK)× precisely once. This is possible since 3 and
D are coprime by assumption. Then let
B = {(3c+D) : c ∈ C}
so that 3c + D ≡ 1 mod 3OK , where 3OK is the conductor of ψ. In particular, if b =
(3c+D) ∈ B then we have ψ(b) = 3c+D.
Let m be such that µm ⊂ K. For a ∈ K∗ and b an ideal of K coprime to m and a, we
write
(
a
b
)
m
for the m-th power residue symbol defined by the equation
( m
√
a)σb =
(a
b
)
m
m
√
a,
where σb = (b,K( m
√
a)/K) ∈ Gal (K( m√a)/K) denotes the Artin symbol of b. Also, for any
a, b ∈ K∗, we define (a
b
)
m
=
∏
v
(a
v
)v(b)
m
,
where v runs through all primes of K coprime to a. Recall also that for a prime π of K and
c ∈ (OK/πOK)×, we have Euler’s criterion( c
π
)
m
≡ cN(pi)−1m mod π.
Definition 4.4. Let
V = {c ∈ C :
(πj
b
)
3
= 1 for all j = 1, . . . , n, where b = (3c+D)}.
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Recall that we have
(
1−ω
πj
)
3
=
(
1−ω2
πj
)
3
= ωm and
(
ω
πj
)
3
= ω−m−n where m,n ∈ Z are
such that πj = 1 + 3(m+ nω) (see [1, p. 354]). Hence for c ∈ V we have(πj
b
)
3
=
(
3c+D
πj
)
3
(since πj ≡ b ≡ 1 mod 3, see [1, p. 354])
=
(
3c
πj
)
3
=
(
c
πj
)
3
(since πj ≡ 1 mod 9, we have
(
1− ω
πj
)
3
=
(
1− ω2
πj
)
3
= 1).
Furthermore, by assumption on πj , we have m + n ≡ 0 mod 3 so
(
ω
πj
)
3
= 1. Hence(
c
πj
)
3
=
(
ωc
πj
)
3
=
(
ω2c
πj
)
3
. So c ∈ V implies ωc, ω2c ∈ V .
It is also easy to check that
LD2 =
Ω
3
√
D
OK .
Theorem 4.5. We have
ΦD2 = 3
n
∑
c∈V
1
3D
E∗1
(
c
D
+
Ω
3
,L
)
.
Proof. It is clear that Lemma 3.1, Fact 3.2 and Corollary 3.4 still apply. Thus, for any
α ∈ (Z/3Z)n,
LS(ψD2α , 1)
ΩD2α
=
1
3D
∑
b∈B
E∗1
(
ΩD2α
3D
,LD2α
)σb
and ΩD2α =
1
D
1/3
α
Ω, so
(4.1)
LS(ψD2α , 1)
Ω
=
1
3D
∑
b∈B
(D2α)
σb−1
6 E∗1
(
Ω
3D
,L
)σb
and
(D2α)
σb−1
6 =
(
Dα
b
)
3
∈ µ3.
We have a character ǫ3(·, b) : (Z/3Z)n → µ3 defined by ǫ3(α, b) =
(
Dα
b
)
3
. This is a
1-dimensional character, and since any 1-dimensional character is irreducible, considering
its inner product with the trivial character gives∑
α∈(Z/3Z)n
ǫ3(α, b) =
{
3n if
(
Dα
b
)
3
= 1 for all α ∈ (Z/3Z)n
0 otherwise.
Note that
(
Dα
b
)
3
= 1 for all α ∈ (Z/3Z)n if and only if (πj
b
)
3
= 1 for all j = 1, . . . , n. It
follows that
ΦD2α = 3
n
∑
c∈V
1
3D
E∗1
(
Ω
3D
,L
)σb
,
where b = 3c+D. Again, applying equation (3.1) gives the result. 
As in Theorem 3.9, we have
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Theorem 4.6. ∑
c∈V
E∗1
(
c
D
+
Ω
3
,L
)
=
1
2
(∑
c∈V
9− ℘′ ( cD ,L)
3− ℘ ( cD ,L)
)
−#(V ).
Proof. The proof is almost identical to the proof of Theorem 3.9, since the addition formula
for ζ(z,L) implies ζ ( cD ,L)+ ζ (ωcD ,L)+ ζ (ω2cD ,L) = 0, and we have c+ ωc+ ω2c = 0 for
any c ∈ V . 
This gives:
Corollary 4.7. For n > 1, we have
ord3
(∑
c∈V
E∗1
(
c
D
+
Ω
3
,L
))
> 1.
Before we prove this, let us prove:
Proposition 4.8. ord3(#(V )) > 2.
Proof. Given αi ∈ {0, 1, 2} for i = 1, . . . , n, let
V(α1,...αn) =
{
c ∈ C :
(
c
πi
)
= ωαi for all i ∈ {1, . . . n}
}
,
so that now we have V = V(0,...,0). Given any (α1, . . . , αn), if we can find b ∈ C such that(
b
πi
)
= ωαi , then clearly we can write
V(α1,...αn) = bV
= {bc : c ∈ V }
and if there is no such b, then V(α1,...αn) = ∅. Also, we have
C =
⋃
(α1,...,αn)∈{0,1,2}n
V(α1,...,αn),
so
#(C) = k#(V )
for some positive integer k 6 3n, so that ord3(k) 6 n. On the other hand, ord3 (#(C)) =
ord3 ((N(π1)− 1) · · · (N(πn)− 1)) > 3n. Hence, ord3(#(V )) > 3n − n = 2n > 2 for n > 1,
so 9 | #(V ) as required. 
Now we are ready to prove Corollary 4.7.
Proof. (of Corollary 4.7) Let P be the point on E : y2 = 4x3 − 33 given by
x(P ) = ℘
( c
D
,L
)
, y(P ) = ℘′
( c
D
,L
)
,
and define
M (c,D) =
9− y(P )
3− x(P ) .
Now, write V as a union H ∪ ωH ∪ ω2H for some set H . Then
∑
c∈V
M (c,D) =
∑
c∈H
9− ℘′ ( cD ,L)
3− ℘ ( cD ,L) + 9− ℘
′ (ωc
D ,L
)
3− ℘ (ωcD ,L) +
9− ℘′
(
ω2c
D ,L
)
3− ℘ (ω2cD ,L) .
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Recall that E has complex multiplication by ω via ω(x, y) = (ωx, y), so ℘′(ω
ic
D ,L) = ℘′( cD ,L)
for i = 0, 1, 2. Moreover, L = ωL so ℘
(
ωic
D ,L
)
= ℘
(
ωic
D , ω
iL
)
, and ℘ is homogeneous of
degree −2 so this simplifies to
∑
c∈V
M (c,D) =
∑
c∈H
35 − 33y(P )
33 − x(P )3 .
To determine ord3(x(P )) and ord3(y(P )), recall that the change of variables x = u2X+r,
y = 2u3Y where r = − 32 3
√
−13−3√−3
2 gives us a model of E having good reduction at 3 (see
Proposition A.2 of Appendix A). In terms of X and Y , we have∑
c∈V
M (c,D) =
∑
c∈H
35 − 2 · 33u3Y (P )
33 − r3 − u6X(P )3 − 3u4rX(P )2 − 3u2r2X(P ) .
Now, P is a torsion of point of E of order prime to 3 and E has good reduction at 3 so
ord3(X(P )), ord3(Y (P )) > 0. If ord3(Y (P )) > 0, P reduces to a 2-torsion after reduction
modulo 3, but P is a D-torsion and reduction modulo 3 is injective, hence we must have
ord3(Y (P )) = 0. Now, ord3(33 − r3) = ord3(33(1− s3)), where r = 3s. Also,
1− s3 = 1 +
1
2
3
√
−13− 3√−3
2
3
=
3− 3√−3
16
,
so ord3(1 − s3) = 1. In addition, we have ord3(u) = 34 and ord3(r) = 1. Therefore,
ord3
(
u6X(P )3 + 3u4rX(P )2 + 3u2r2X(P )
)
> 4 = ord3(3
3 − r3). It follows that
ord3
(∑
c∈V
M (c,D)
)
> ord3(3
5)− ord3(33 − r3)
= 1.
On the other hand, by Proposition 4.8, we have 9 | #(V ). Hence,
ord3
(∑
c∈V
E∗1
(
c
D
+
Ω
3
,L
))
= min
(
ord3
(
1
2
∑
c∈V
M (c,D)
)
, ord3(#(V ))
)
= 1
as required. 
Recall from Remark 3.11 that L(ψ,1)Ω =
1
3 . It follows from Theorem 4.5 and Corollary 4.7
that
Theorem 4.9. Let be a cube-free product of cubic special primes, and let n be the number
of distinct prime factors of D in K. Then
ord3(ΦD2) > n.
We can generalise Definition 4.3 as follows.
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Definition 4.10. Given a character χ : (Z/3Z)
n → C×, define
Φ
(χ)
D2 =
∑
α∈(Z/3Z)n
χ(α)
LSα(ψD2α , 1)
Ω
.
Using essentially the same arguments that are used to prove Theorem 4.9, we can show:
Lemma 4.11. For any character χ : (Z/3Z)
n → C×, we have
ord3(Φ
(χ)
D2 ) > n.
Proof. By equation (4.1), we have
χ(α)
LS(ψD2α , 1)
Ω
=
1
3D
∑
b∈B
χ(α)
(
Dα
b
)
3
E∗1
(
Ω
3D
,L
)σb
.
Also, by the law of cubic reciprocity, we have(
Dα
3c+Dα
)
3
=
(
3c+Dα
Dα
)
3
=
(
3c
Dα
)
3
=
(
c
Dα
)
3
.
Let n = nα. Then we have a 1-dimensional character ǫ
(χ)
3 (·, c) : (Z/3Z)n → µ3 defined by
ǫ
(χ)
3 (α, c) = χ(α)
(
c
Dα
)
3
. Now, considering its inner product with the trivial character gives∑
α∈(Z/3Z)n
ǫ
(χ)
3 (α, c) =
{
3n if c ∈ V (χ)
0 otherwise,
where V (χ) = {c ∈ C :
(
c
Dα
)
3
= χ(α)2 for all α ∈ (Z/3Z)n}. Thus
Φ
(χ)
D2 = 3
n
∑
c∈V (χ)
1
3D
E∗1
(
c
D
+
Ω
3
,L
)
.
Recall that for any prime πj dividing Dα, we have
(
ω
πj
)
3
= 1. Hence(
c
Dα
)
3
=
(
ωc
Dα
)
3
=
(
ω2c
Dα
)
3
,
so c ∈ V (χ) implies wc, ω2c ∈ V (χ). Also, the proof of Proposition 4.8 shows that V (χ) =
V(α1,...,αn) where αi ∈ {0, 1, 2} is such that χ(ei) = ωαi , where ei ∈ (Z/3Z)n has 1 in the
i-th entry and 0 elsewhere. Hence, #(V ) = #(V (χ)) or #(V (χ)) = 0, so in either case we
have 9 | #(V (χ)). So we can apply the proofs of Theorem 4.6 and Corollary 4.7, and obtain
ord3
 ∑
c∈V (χ)
E∗1
(
c
D
+
Ω
3
,L
) > 1,
so the result follows.

Remark 4.12. We note that the assumption ord3(π − 1) > 2 for any prime factors π of D
is essential. If we take π = 55 + 33ω and S = {π}, then ord3(π − 1) = 32 and N(π) ≡
1 mod 27. Then we have ord3
(
LS(ψ,1)
Ω
)
= 12 , but a computation shows
L(ψpi2 ,1)
3
√
π
Ω = 3
and L(ψpi4 ,1)
3√
π2
Ω = 289, so that ord3(Φπ2) = 0. Note also that we used π ≡ 1 mod 9 when
showing
(
3
π
)
3
= 1, which is not true when ord3(π − 1) = 32 .
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Since we required that ord3(π−1) > 3 and that 9 divides the order of 1−ω in (OK/πOK)×
for any prime π of K dividing D, we can improve the bound in Lemma 4.11 slightly by a
similar proof. This can be found in Corollary A.5, Appendix A, and we will only use this
in the case n = 1. We are ready to prove the second main result:
Theorem 4.13. We have
ord3
(
L(ψD2 , 1)
Ω
)
>
1
2
(n+ 1).
Proof. We prove this by induction on n. First, write α = (α1, . . . , αn) for the element in
(Z/3Z)n with D = Dα. Given β, γ ∈ (Z/3Z)n, we write β < γ if Dβ | Dγ but Dβ 6= Dγ .
Let nα = 1 and Sα = {π1}, say. Then we consider
Φπ21 =
LSα(ψ, 1)
Ω
+
LSα(ψπ21 , 1)
Ω
+
LSα(ψπ41 , 1)
Ω
,
where the last two terms are primitive. Also,
LSα(ψ, 1)
Ω
=
(
1− ψ((π1))
π1π1
)
L(ψ, 1)
Ω
=
(
π1 − 1
π1
)
1
3
and π1 ≡ 1 mod 9. Hence ord3
(
π1−1
π1
)
> 2, and
ord3
(
LSα(ψ, 1)
Ω
)
> 2− 1 = 1.
Now let χ1 : Z/3Z→ µ3 be the character defined by 1 7→ ω and let χ2 : Z/3Z→ µ3 be the
character defined by 1 7→ ω2. Then we have
Φ
(χi)
π21
=
LSα(ψ, 1)
Ω
+ ωi
LSα(ψπ21 , 1)
Ω
+ ω2i
LSα(ψπ41 , 1)
Ω
,
for i = 1, 2. Hence we obtain
Φπ21 − ωΦ
(χ1)
π21
= (1− ω)LSα(ψ, 1)
Ω
+ (1− ω2)LSα(ψπ21 , 1)
Ω
.
We know that ord3(Φπ21 − ωΦ
(χ1)
π21
) > 54 (see Corollary A.5 of Appendix A), and we also
checked that ord3
(
LSα(ψ,1)
Ω
)
> 1, so ord3
(
(1− ω)
(
LSα(ψ,1)
Ω
))
> 32 . It follows that
ord3
(
(1− ω2)
(
LSα(ψπ21 , 1)
Ω
))
>
5
4
,
that is,
ord3
(
LSα(ψπ21 , 1)
Ω
)
>
3
4
.
But
LSα(ψpi2
1
,1) 3
√
π21
Ω ∈ K so ord3
(
LSα(ψpi2
1
,1)
Ω
)
must be an integer multiple of 12 . Hence
ord3
(
LSα(ψπ21 , 1)
Ω
)
> 1 =
1
2
(nα + 1)
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as required.
Now suppose the result holds for all nβ < nα, where β < α. We have
ΦD2α =
LSα(ψ, 1)
Ω
+
∑
nβ<nα
LSα(ψD2β , 1)
Ω
+
∑
nγ=nα
LSα(ψD2γ , 1)
Ω
where the terms in the last summand are primitive.
We know that
LSα(ψ, 1)
Ω
=
∏
π∈Sα
(
1− ψ((π))
ππ
)
L(ψ, 1)
Ω
=
∏
π∈Sα
(
π − 1
π
)
1
3
and π ≡ 1 mod 27, so ord3
(
LSα(ψ,1)
Ω
)
> 3nα − 1. Next, for nβ < nα, we have
LSα(ψD2β , 1)
Ω
=
∏
π∈Sα\Sβ
(
1−
ψD2β ((π))
ππ
)
L(ψD2β , 1)
Ω
and ψD2β ((π)) =
(
Dβ
π
)
3
π = ωiπ, i ∈ {0, 1, 2}. Furthermore, by the induction hypothesis,
ord3
(
L(ψ
D2
β
,1)
Ω
)
> 12 (nβ + 1). It follows that
ord3
 ∑
nβ<nα
LSα(ψD2β , 1)
Ω
 > 1
2
(nα − nβ) + 1
2
(nβ + 1)
=
1
2
(nα + 1).
We also know by Lemma 4.11 that ord3(Φ
(χ)
D2α
) > nα for any character χ : (Z/3Z)n → µ3.
To find ord3
(
L(ψD2γ
,1)
Ω
)
for γ = (γ1, . . . , γn) ∈ (Z/3Z)n with nγ = nα, suppose first that
γ 6= (2, . . . , 2), so there exists j ∈ {1, . . . n} with γj = 1. Without loss of generality, we may
assume j = 1. Let χ1 : (Z/3Z)
n = 〈g1, . . . , gn〉 → µ3 be the character defined by χ1(g1) = ω
and χ1(gj) = 1 for j = 2, . . . , n, and let χ2 : (Z/3Z)
n
= 〈g1, . . . , gn〉 → µ3 be the character
defined by χ2(g1) = ω2 and χ2(gj) = 1 for j = 2, . . . , n. Then, by writing out ΦDα −ωΦ(χ1)Dα
explicitly, we see that ord3
 ∑
nγ<nα
γj=1
L(ψD2γ
,1)
Ω
 > 12 (nα+1) for any j = 1, . . . , n, and similarly
ord3
 ∑
nγ<nα
γj=2
L(ψD2γ
,1)
Ω
 > 12 (nα + 1) for any j = 1, . . . , n.
Now let χ2 be the character defined by g1 7→ ω, g2 7→ ω and gj 7→ 1 for j 6= 1, 2, and let
χ3 be the character defined by g1 7→ ω2, g2 7→ ω and gj 7→ 1 for j 6= 1, 2. Then an easy
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calculation gives
(Φ
(χ2)
Dα
− ωΦ(χ3)Dα )− (ΦDα − ωΦ
(χ1)
Dα
) = 3ω
∑
nβ<nα
β1=0,β2=1
LSα(ψD2β , 1)
Ω
− 3
∑
nβ<nα
β1=0,β2=2
LSα(ψD2β , 1)
Ω
− 3
∑
nβ<nα
β1=1,β2=0
LSα(ψD2β , 1)
Ω
+ 3ω2
∑
nβ<nα
β1=1,β2=1
LSα(ψD2β , 1)
Ω
+ 3ω2
∑
nγ=nα
γ1=1,γ2=1
L(ψD2γ , 1)
Ω
.
So we have
ord3
 ∑
nγ=nα
γ1=1,γ2=1
L(ψD2γ , 1)
Ω
 > 1
2
(nα + 1).
Similarly, we can show
ord3
 ∑
nγ=nα
γi=ei,γj=ej
L(ψD2γ , 1)
Ω
 > 1
2
(nα + 1)
for any ei, ej ∈ {1, 2} with i 6= j. Now we claim the following:
Lemma 4.14. Let γ ∈ (Z/3Z)n be such that nγ = nα. Then for any J ⊂ {1, . . . , n} and
any ej ∈ {1, 2} for j ∈ J , we have
ord3
 ∑
γj=ej
j∈J
L(ψD2γ , 1)
Ω
 >M,
where M ∈ Q is such that ord3
 ∑
γ∈(Z/3Z)n
nγ=nα
L(ψD2γ
,1)
Ω
 >M .
Proof. We prove this by induction on |J |. The cases |J | = 1, 2 were established above.
Given J ⊂ {1, . . . , n} and ej ∈ {1, 2} for j ∈ J , let XJ denote the sum
XJ :=
∑
γj=ej
j∈J
L(ψD2γ , 1)
Ω
.
Now suppose the lemma is true for any J ⊂ {1, . . . , n} with |J | = k > 1. Then let |J | = k+1,
and without loss of generality, we may assume J = {1, . . . , k+1}. Pick ej ∈ {1, 2} for j ∈ J .
Then by the induction hypothesis, ord3(X{1,...,k}) >M and ord3(X{2,...,k+1}) >M . Now,
X{1,...,k} −X{2,...k+1} =
∑
γj=ǫjj∈{2,...k}
γ1=e1,γk+1 6=ek+1
L(ψD2γ , 1)
Ω
−
∑
γj=ǫjj∈{2,...k}
γ1 6=e1,γk+1=ek+1
L(ψD2γ , 1)
Ω
= A−B,
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say. Now, A + B + XJ = X{2,...,k} so ord3(A + B + XJ) > M . On the other hand,
X{1,...k} +X{2,...k+1} = A+B + 2XJ so ord3(A+B+2XJ) >M . It follows that ord3(XJ) >
M as required. 
Hence applying the above lemma with J = {1, . . . , n}, we see that for any γ ∈ (Z/3Z)n
and nγ = nα, we have
ord3
(
L(ψD2γ , 1)
Ω
)
>
1
2
(nα + 1)
and the result follows. 
The following is an immediate consequence of Theorem 4.13.
Theorem 4.15. Let D > 1 be an integer which is a cube-free product of cubic-special primes.
Then
ord3
(
L(alg)
(
E(D2), 1
))
> k(D) + 1,
where k(D) is the number of distinct rational prime factors of D.
Proof. The number of distinct primes in K dividing D is twice the number of distinct
rational primes dividing D, so by Theorem 4.13,
ord3
(
L(alg)
(
ψD2 , 1
))
>
1
2
(2(k(D) + 1)) = k(D) +
1
2
.
But we know L(alg)
(
ψD2 , 1
) ∈ Q, so ord3 (L(alg) (ψD2 , 1)) > k(D) + 1 as required. 
Remark 4.16. The bound in Theorem 4.15 is sharp. For example, let π = 28 + 27ω and
let D = N(π) = 757, which is a rational prime. Then we have L(alg)(E(D2), 1) = 9 so
ord3
(
L(alg)(E(D2), 1)
)
= 2.
In fact, the numerical examples listed in Appendix B suggest that Theorem 4.15 is true
wheneverD > 1 is an odd integer congruent to 1modulo 9 whose prime factors are congruent
to 1 modulo 3. Finally, we note that the condition D ≡ 1 mod 9 is not sufficient. Indeed,
for D = 55 we have L(alg)(E(D2), 1) = 3.
Appendix A.
Lemma A.1. A rational prime p is a special split prime if and only if it splits in K,
and ψ(p) ≡ ±1 mod 4 for both of the primes p of K above p. Moreover, K(x(E[4])) =
K(µ4,
3
√
2).
Proof. Put F = K(E[4]), and let G denote the Galois group of F over K. Since E has good
reduction at 2, the action of G on E[4] defines an isomorphism
j : G
∼−→ AutOK (E[4]) = (OK/4OK)× .
In particular, it follows that [F : K] = 12, since 2 is inert in K. Let τ denote the unique
element of G such that j(τ) = −1 mod 4OK . Then the field L = K(x(E[4])) is the fixed field
of τ , so that [L : K] = 6. Clearly, K(E[2]) = K( 3
√
2). Also by Weil pairing, we have µ4 ⊂ F .
We claim that L = K(µ4,
3
√
2). We know that E[2] = {O, ( 3
√
2·3
2 , 0), (
3√2·3
2 ω, 0), (
3√2·3
2 ω
2, 0)}.
Using the doubling formula, we get that the x-coordinate of a point in E[4]\E[2] satisfies
x4 + 2 · 33x
4x3 − 33 =
3
√
2 · 3
2
.
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Let x =
3√2·3
2 z, then the equation becomes
z4 − 4z3 + 8z + 4 = (z2 − 2z − 2)2 = 0,
which has roots z = 1±√3 each with multiplicity 2. Hence the x-coordinate of a point in
E[4]\E[2] is x = 3
√
2·3(1±√3)
2 ∈ K(µ4, 3
√
2), as required. Now let p be any prime which splits
in K, and let p be one of the prime ideals of K above p. Then the Frobenius automorphism
of K acts on E[4] by multiplication by ψ(p), thanks to the main theorem of complex multi-
plication. It follows that p splits completely in F if and only if ψ(p) ≡ 1 mod 4, and p splits
completely in L if and only if ψ(p) ≡ ±1 mod 4. 
Proposition A.2. Over the field
F = K
 6√27 + 3√−3
2
 ,
there exists a change of variables x = u2X + r, y = 2u3Y with u, r ∈ F which gives the
following equation for E
Y 2 = X3 +
(9 +
√−3)
4
X2 +
13 + 3
√−3
8
X +
2+
√−3
8
which has good reduction at 3. Here, u =
√
α
β2 where α =
27+3
√−3
2 , β =
3
√
1−3√−3
2 and
r = − 32 3
√
−13−3√−3
2 .
Proof. Note that for our curve, the smallest split prime is 7. So one should try to find an
explicit equation for the curve E over the field F = K(E[2 +
√−3]) having good reduction
at 3 (see [2, Theorem 2]). The conductor of F over K is (3(2 +
√−3)), since the conductor
of the Grössencharacter of E/K is 3OK . Furthermore, F/K is an abelian extension of
degree 6 and the group µ6 ⊂ K. Thus, by Kummer theory, we must have F = K( 6
√
α), for
some α ∈ K∗. The only primes of K which can ramify in F are those dividing 7, 3 and
w, so the Kummer generator α must be of the form (2 +
√−3)a · (ω − 1)b · (−ω)c where
a, b, c ∈ {0, . . . , 5}. Recall from the theory of complex multiplication that for a prime ideal
p of K prime to 3, we have ψE/K(p) = π where π is the unique generator of p which is
1 mod 3OK . Now, suppose in addition that p is prime to 7. Then F/K is unramified at p
so
Frobp = ψE/K(p).
If we pick a prime p = (π) such that π ≡ 1 mod 3OK and π ≡ 1 mod (2 +
√−3)OK , then
we have
(P )Frobp = ψE/K(p)(P ) = π(P ) = P
for P ∈ E[2 + √−3], since π ≡ 1 mod (2 + √−3)OK . So ψE/K(p) is the identity in the
extension K(E[2 +
√−3])/K. On the other hand, K(E[2 +√−3]) = K( 6√α) and we know
that
( 6
√
α)Frobp ≡ ( 6√α)N(p) mod p,
so for Frobp to be the identity, it is necessary that
( 6
√
α)N(p) ≡ 6√α mod p.
We eliminate the possibilities for (a, b, c) by trying out some examples.
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Example A.3. Let π = 13 + 6
√−3 and p = (π). Then π ≡ 1 mod 3OK , π ≡ 1 mod (2 +√−3)OK and N(p) = 277. So ( 6
√
α)Frobp ≡ ( 6√α)277 ≡ ( 6√α)α46. Thus, for Frobp to be the
identity, we need
α46 ≡ (2 +√−3)46a(−3 +√−3
2
)46b(
1−√−3
2
)46c
≡ 1 mod p.
But 13 + 6
√−3 ≡ 0 mod p so we can replace √−3 with −136 and now that we have rational
numbers, we can replace mod p with mod N(p). Hence the equation becomes(
2− 13
6
)46a(−3− 136
2
)46b (
1 + 136
2
)46c
≡ 1 mod 277.
Also, 6−1 ≡ −46 mod 277 and 2−1 ≡ 139 mod 277, so
(2 + 46 · 13)46a (139(−3 + 46 · 13)46b (139(1− 46 · 13))46c ≡ 1 mod 277,
that is,
(A.1) 117a · 276b · 160c ≡ 1 mod 277.
Example A.4. Let π = 1 + 1+
√−3
2 · 3(2 +
√−3) = 5+9
√−3
2 . Then π ≡ 1 mod 3OK ,
π ≡ 1 mod (2 +√−3)OK and N(p) = 67. So ( 6
√
α)Frobp ≡ ( 6√α)67 ≡ ( 6√α)α11. Hence for
Frobp to be the identity, we need
α11 ≡ (2 +√−3)11a(−3 +√−3
2
)11b(
1−√−3
2
)11c
≡ 1 mod p.
But we now have
√−3 ≡ 59 mod p, 9−1 ≡ 15 mod 67 and 2−1 ≡ 34 mod 67 so the equation
becomes
(2 + 15 · 5)11a(34(−3 + 15 · 5))11b(34(1− 15 · 5))11c ≡ 1 mod 67
that is,
(A.2) 29a · 37b · 38c ≡ 1 mod 67.
Comparing the solutions to (A.1) and (A.2) in Examples A.3 and A.4, we find that the
common solutions are (a, b, c) = (0, 0, 0), (1, 3, 2), (2, 0, 4), (3, 3, 0), (4, 0, 2) and (5, 3, 4). How-
ever, we know that F/K is a degree 6 extension, so the only possibilities are (a, b, c) = (1, 3, 2)
and (5, 3, 4). But (2+
√−3)(ω−1)(−ω)
6
√
(2+
√−3)5(ω−1)3(−ω)4
= 6
√
(2 +
√−3)(ω − 1)3(−ω)2, so the correspond-
ing fields are the same. Hence
K(E[2 +
√−3]) = K
(
6
√
(2 +
√−3)(ω − 1)3(−ω)2
)
= K
 6√27 + 3√−3
2
 .
Let E : y2 = 4x3 − 33 and x = u2X + r, y = u3Y . Then in terms of X,Y , we have
u6Y 2 = 4u6X3 + 12u4rX2 + 12u2r2X + 4r3 − 33
and ord3
(
6
√
27+3
√−3
2
)
= 14 , so ord3
(√
27+3
√−3
2
)
= 34 . We also have
3
√
α = 3
√
2 +
√−3 ·
−3+√−3
2 · 3
√(
1−√−3
2
)2
∈ F , so =
¯
3
√
(2 +
√−3) ·
(
1−√−3
2
)2
=
3
√
1−3√−3
2 ∈ F , so let u =
√
α
β2 .
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Then ord3(u) = 34 and ord7(u) = − 112 . If we divide the equation through by u6, one can
easily check that the discriminant of this curve is u−12disc(E), so it is a 3-adic unit and is
integral at 7. To make sure the coefficients of
Y 2 = 4X3 +
12r
u2
X2 +
12r2
u4
X +
4r3 − 33
u6
are integral at 3, it is sufficient that ord3(4r2 − 33) > ord3(u6) = 92 . So we need r = 3s for
some s ∈ F and ord(4r2 − 33) = ord3(33(4s3 − 1)) > 92 , so ord3(4s3 − 1) > 32 . Now, let
s = −β
2
2
= −1
2
3
√
(2 +
√−3)2
(
1−√−3
2
)4
= −1
2
3
√
−13− 3√−3
2
.
Then
4s3 − 1 = 13 + 3
√−3
4
− 1 = 9 + 3
√−3
4
so ord3(4s3 − 1) = 32 , as required. Now, r = 3s = − 3β
2
2 and u =
√
α
β2 , so
Y 2 = 4X3 − 18β
6
α
X2 +
27β12
α2
− 27β
12(β6 + 2)
2α3
.
So substituting the values for α and β, we obtain an equation with coefficients in K:
Y 2 = 4X3 + (9 +
√−3)X2 + 13 + 3
√−3
2
X +
2 +
√−3
2
.

Corollary A.5. For any character χ : (Z/3Z)
n → C×, we have
ord3(Φ
(χ)
D2 ) > n+
1
4
.
Proof. We will assume for simplicity that D is a prime power since we only use this Corollary
in the case n = 1. The proof for the case n > 1 is similar. Pick β ∈ OK be such that (1 −
ω)β ≡ 1 mod D. Let C be a set of elements ofOK such that c mod D runs over (OK/DOK)×
precisely once and C can be written as a union of sets C = ⋃
i∈{0,1,2}
ωiH ⋃
i∈{0,1,2}
ωi(1 −
ω)H ⋃
i∈{0,1,2}
ωiβH for some set H. This is possible since 3 and D are coprime and 9 divides
the order of 1− ω in (OK/DOK)× by assumption. We will follow the notation in the proof
of Lemma 4.11. Given c ∈ V (χ), let P be the point on E : y2 = 4x3 − 33 given by x(P ) =
℘
(
c
D ,L
)
, y(P ) = ℘′
(
c
D ,L
)
. Similarly let Q and R be the points given by (x(Q), y(Q)) =(
℘
(
(1−ω)c
D ,L
)
, ℘′
(
(1−ω)c
D ,L
))
and (x(R), y(R)) =
(
℘
(
βc
D ,L
)
, ℘′
(
βc
D ,L
))
respectively,
and define
M (c,D) =
9− y(P )
3− x(P ) .
We can write V (χ) as a union of sets
V (χ) =
⋃
i∈{0,1,2}
ωiH
⋃
i∈{0,1,2}
ωi(1 − ω)H
⋃
i∈{0,1,2}
ωiβH
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for some set H , since
(
1−ω
D
)
3
=
(
β
D
)
3
= 1. We wish to find ord3
( ∑
c∈V (χ)
M (c,D)
)
. Recall
that E has complex multiplication by ω via ω(x, y) = (ωx, y), so ℘′
(
ωic
D ,L
)
= ℘′
(
c
D ,L
)
.
Moreover, L = ωL so ℘
(
ωic
D ,L
)
= ℘
(
ωic
D , ω
i
)
for i = 0, 1, 2 and ℘ is homogeneous of
degree −2 so
∑
i∈{0,1,2}
9− ℘′
(
wic
D ,L
)
3− ℘
(
ωic
D ,L
) = 9− ℘′ ( cD ,L)
3− ℘ ( cD ,L) + 9− ℘
′ ( c
D ,L
)
3− ω℘ ( cD ,L) + 9− ℘
′ ( c
D ,L
)
3− ω2℘ ( cD ,L)
=
35 − 33y(P )
27− x(P )3 .
Furthermore, using the addition formula
℘(z1 + z2,L) = −℘(z1,L)− ℘(z2,L) + 1
4
(
℘′(z1,L)− ℘′(z2,L)
℘(z1,L)− ℘(z2,L)
)2
,
and noting ℘(z,L) is even and ℘′(z,L) is odd, we get
℘
(
(1− ω)c
D
,L
)
= −℘
( c
D
,L
)
− ℘
(−ωc
D
,L
)
+
1
4
(
℘′( cD ,L)− ℘′(−ωcD ,L)
℘
(
c
D ,L
)− ℘ (−ωcD ,L)
)2
= −(1 + ω)x(P ) +
(
y(P )
(1 − ω)x(P )
)2
.
Also, β − ωβ ≡ 1 mod Da so
℘
( c
D
,L
)
= −℘
(
βc
D
,L
)
− ℘
(−ωβc
D
,L
)
+
1
4
(
℘′(βcD ,L)− ℘′(−ωβcD ,L)
℘(βcD ,L)− ℘(−ωβcD ,L)
)2
= −(1 + ω)x(R) +
(
y(R)
(1− ω)x(R)
)2
.
Therefore,
∑
c∈V (χ)
M (c,D) =
∑
c∈H
∑
i∈{0,1,2}
9− ℘′
(
wic
D ,L
)
3− ℘
(
ωic
D ,L
) + 9− ℘′
(
ωi(1−ω)c
D ,L
)
3− ℘
(
ωi(1−ω)c
D ,L
) + 9− ℘′
(
wiβc
D ,L
)
3− ℘
(
ωiβc
D ,L
) ,
and this is equal to
(A.3)∑
c∈H
35 − 33y(P )
27− x(P )3 +
35 − 33y(Q)
27−
(
ω2x(P ) +
(
y(P )
(1−ω)x(P )
)2)3 + 35 − 33y(R)
27−
(
ωx(P )− ω
(
y(R)
(1−ω)x(R)
)2)3 .
To determine ord3
(
y(P )
(1−ω)x(P )
)
, recall from Proposition A.2 that the change of variables
x = u2X + r, y = 2u3Y where r = − 32 3
√
−13−3√−3
2 gives us a model of E having good
reduction at 3. In terms of X and Y , we have
y(P )
(1− ω)x(P ) =
u3Y (P )
(1− ω)(u2X(P ) + r) .
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Now, P is a torsion of point of E of order prime to 3 and E has good reduction at 3 so
ord3(X(P )), ord3(Y (P )) > 0. Also ord3(u) = 34 , and ord3(r) = 1 so
ord3
(
y(P )
(1− ω)x(P )
)
=
3
4
+ ord3(Y (P )).
If ord3(Y (P )) > 0, P reduces to a 2-torsion after reduction modulo 3, but P is a D-
torsion and reduction modulo 3 is injective, hence we must have ord3(Y (P )) = 0. Similarly
ord3
(
y(R)
(1−ω)x(R)
)
= 34 . We also showed in the proof of Corollary 4.7 that ord3(27−x(P )3) =
4, so when we add the three terms in equation (A.3), the product of the denominators has
3-adic valuation 12. The numerator is of the form(
27− x(P )3)2 (36 − 33(y(P ) + y(Q) + y(R)))+ (terms of 3-adic valuation > 27
2
)
,
and ord3(y(P )) = 94 , so
ord3
 ∑
c∈V (χ)
M (c,D)
 > (8 + 21
4
)
− 12 = 5
4
.
On the other hand, by the proof of Lemma 4.11, we have 9 | #(V (χ)). Thus,
ord3
 ∑
c∈V (χ)
E∗1
(
c
D
+
Ω
3
,L
) = min
ord3
1
2
∑
c∈V (χ)
M (c,D)
 , ord3(#(V (χ)))

>
5
4
as required. 
Appendix B. Numerical examples
The following examples are computed using Magma.
Quadratic Twists. Let E(D3) : y2 = 4x3 − 33D3, ω = e 2pii3 . In what follows, π denotes a
prime of K congruent to 1 modulo 12. In particular, D = Nπ is a special split prime defined
in Definition 3.3. We order π = a+ bω, a, b ∈ Z ,by |a| and then by |b|.
π = a+ bω D = Nπ L(alg)(E(D3), 1)
13 + 12ω 157 12 = 22 · 3
13 + 24ω 433 48 = 24 · 3
−23− 12ω 397 0
−23− 36ω 997 0
25 + 24ω 601 48 = 24 · 3
25 + 36ω 1021 12 = 22 · 3
37 + 60ω 2749 12 = 22 · 3
37 + 72ω 3889 0
37 + 12ω 1069 12 = 22 · 3
47 + 12ω 1789 12 = 22 · 3
47 + 24ω 1657 12 = 22 · 3
49 + 24ω 1801 12 = 22 · 3
49 + 36ω 1933 48 = 24 · 3
49 + 60ω 3061 12 = 22 · 3
27
π = a+ bω D = Nπ L(alg)(E(D3), 1)
49 + 72ω 4057 48 = 24 · 3
−59− 12ω 2917 0
−59− 48ω 2953 12 = 22 · 3
−59− 60ω 3541 12 = 22 · 3
−59− 84ω 5581 48 = 24 · 3
61 + 24ω 2833 108 = 22 · 33
61 + 72ω 4513 108 = 22 · 33
61 + 84ω 5653 12 = 22 · 3
−71− 132ω 13093 12 = 22 · 3
73 + 96ω 7537 108 = 22 · 33
73 + 108ω 9109 48 = 24 · 3
−83− 120ω 11329 59 = 24 · 3
85 + 156ω 18301 0
85 + 168ω 21169 192 = 26 · 3
−95− 156ω 18541 0
−71− 72ω 5113 0
−71− 84ω 6133 108 = 22 · 33
73 + 12ω 4597 0
73 + 24ω 4153 12 = 22 · 3
73 + 48ω 4129 12 = 22 · 3
73 + 60ω 4549 48 = 24 · 3
83 + 12ω 6037 12 = 22 · 3
−83− 36ω 5197 48 = 24 · 3
−83− 48ω 5209 12 = 22 · 3
85 + 48ω 5449 192 = 26 · 3
−95− 24ω 7321 0
−95− 72ω 7369 0
−95− 84ω 8101 0
−95− 108ω 10429 12 = 22 · 3
97 + 36ω 7213 12 = 22 · 3
97 + 48ω 7057 108 = 22 · 33
97 + 84ω 8317 12 = 22 · 3
97 + 108ω 10597 12 = 22 · 3
97 + 132ω 14029 12 = 22 · 3
−107− 60ω 8629 48 = 24 · 3
−107− 72ω 8929 48 = 24 · 3
107 + 120ω 13009 48 = 24 · 3
109 + 60ω 8941 12 = 22 · 3
109 + 84ω 9781 48 = 24 · 3
109 + 144ω 16921 0
109 + 156ω 19213 108 = 22 · 33
−119− 96ω 11953 0
−119− 108ω 12973 48 = 24 · 3
−119− 120ω 14281 48 = 24 · 3
−119− 132ω 15877 108 = 22 · 33
−119− 144ω 17761 108 = 22 · 33
28
π = a+ bω D = Nπ L(alg)(E(D3), 1)
121 + 72ω 11113 12 = 22 · 3
121 + 96ω 12241 0
121 + 156ω 20101 48 = 24 · 3
121 + 180ω 25261 108 = 22 · 33
−131− 132ω 17293 12 = 22 · 3
−131− 156ω 21061 12 = 22 · 3
−131− 180ω 25981 108 = 22 · 33
133 + 144ω 19273 48 = 24 · 3
133 + 156ω 21277 0
−143− 144ω 20593 48 = 24 · 3
−143− 180ω 27109 12 = 22 · 3
145 + 132ω 19309 108 = 22 · 33
145 + 156ω 22741 0
145 + 168ω 24889 48 = 24 · 3
−155− 144ω 22441 12 = 22 · 3
−155− 156ω 24181 108 = 22 · 33
−155− 168ω 26209 12 = 22 · 3
157 + 144ω 22777 300 = 22 · 3 · 5
157 + 168ω 26497 0
157 + 180ω 28789 12 = 22 · 3
−167− 168ω 28057 300 = 22 · 3 · 5
The following is a small sample of D divisible by two relatively small (due to computa-
tional complexity) distinct special split primes.
D L(alg)(E(D3), 1)
157 · 601 0
601 · 1021 0
157 · 1021 192 = 26 · 3
157 · 1789 0
1021 · 1789 1200 = 24 · 3 · 52
Cubic Twists. Let E(D2) : y2 = 4x3−33D3, ω = e 2pii2 . Let D be an odd, cube-free integer
such that D ≡ 1 mod 9 and D is a product of prime numbers congruent to 1 modulo 3. We
first list examples where D is a prime number, D = Nπ and π is a prime of K. We order π
by |a| and then by |b|.
π = a+ bω D = Nπ L(alg)(E(D2), 1)
1 + 9ω 73 9 = 32
1 + 18ω 307 9 = 32
1− 27ω 757 27 = 33
1 + 81ω 6481 27 = 33
4 + 15ω 181 9 = 32
7 + 12ω 109 9 = 32
7 + 30ω 739 36 = 22 · 32
7 + 39ω 1297 9 = 32
7 + 48ω 2017 9 = 32
29
π = a+ bω D = Nπ L(alg)(E(D2), 1)
13 + 6ω 127 0
13 + 15ω 199 9 = 32
13 + 24ω 433 0
16 + 39ω 1153 9 = 32
16 + 57ω 2593 36 = 22 · 32
19 + 27ω 577 9 = 32
19 + 54ω 2251 36 = 22 · 32
22 + 15ω 379 0
25 + 21ω 541 9 = 32
25 + 39ω 1171 0
28 + 9ω 613 9 = 32
28 + 45ω 1549 9 = 32
31 + 6ω 811 9 = 32
31 + 42ω 1423 9 = 32
34 + 3ω 1063 0
34 + 21ω 883 0
34 + 57ω 2467 36 = 22 · 32
37 + 9ω 1117 9 = 32
37 + 54ω 2287 9 = 32
40 + 51ω 2161 9 = 32
43 + 30ω 1459 0
43 + 39ω 1693 9 = 32
43 + 48ω 2089 0
43 + 57ω 2647 0
46 + 9ω 1783 9 = 32
49 + 6ω 2143 9 = 32
49 + 24ω 1801 0
49 + 33ω 1873 36 = 22 · 32
49 + 51ω 2503 9 = 32
49 + 60ω 3061 9 = 32
52 + 21ω 2053 9 = 32
−53 + 27ω 4969 27 = 33
−53− 135ω 13879 9 = 32
55 + 27ω 2269 0
55 + 36ω 2341 36 = 22 · 32
55 + 54ω 2971 36 = 22 · 32
58 + 15ω 2719 9 = 32
58 + 33ω 2539 0
−80− 27ω 4969 27 = 33
−80− 81ω 6481 27 = 33
82− 81ω 19927 243 = 35
82 + 135ω 13879 9 = 32
−107 + 54ω 20143 27 = 33
−107 + 135ω 44119 27 = 33
109− 81ω 27271 27 = 33
136− 81ω 36073 27 = 33
30
We list some examples whereD is divisible by at least two primes which are not necessarily
distinct. Again, D is an odd, cube-free integer such that D ≡ 1 mod 9 and D is a product
of prime numbers congruent to 1 modulo 3.
D L(alg)(E(D2), 1)
192 9 = 32
372 9 = 32
1632 9 = 32
6312 9 = 32
7 · 211 27 = 33
7 · 2551 108 = 22 · 33
7 · 1381 27 = 33
7 · 3037 27 = 33
19 · 37 27 = 33
37 · 163 27 = 33
7 · 13 · 19 0
7 · 13 · 19 · 37 0
7 · 13 · 31 · 61 0
109 · 307 27 = 33
192 · 163 27 = 33
19 · 1632 27 = 33
19 · 37 · 163 0
192 · 37 · 163 81 = 34
192 · 372 · 163 0
19 · 37 · 1632 81 = 34
19 · 372 · 1632 0
192 · 37 · 1632 729 = 36
192 · 372 · 1632 2916 = 22 · 34
7 · 139 0
79 · 139 0
72 · 372 27 = 33
192 · 372 27 = 33
372 · 1632 108 = 22 · 33
72 · 132 · 192 81 = 34
72 · 132 · 192 · 372 972 = 22 · 35
1272 9 = 32
1572 0
2292 0
3072 36 = 22 · 32
3972 144 = 24 · 32
6912 0
1272 · 3072 432 = 24 · 33
127 · 3072 54864 = 24 · 33 · 127
1272 · 307 8289 = 33 · 307
127 · 307 0
1272 · 3972 27 = 33
3072 · 3972 2187 = 37
31
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