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Abstract
Metabolism is the cellular subsystem responsible for generation of energy
from nutrients and production of building blocks for larger macromolecules.
Computational and statistical modeling of metabolism is vital to many dis-
ciplines including bioengineering, the study of diseases, drug target identi-
fication, and understanding the evolution of metabolism. In this thesis, we
propose efficient computational methods for metabolic modeling. The tech-
niques presented are targeted particularly at the analysis of large metabolic
models encompassing the whole metabolism of one or several organisms.
We concentrate on three major themes of metabolic modeling: metabolic
pathway analysis, metabolic reconstruction and the study of evolution of
metabolism.
In the first part of this thesis, we study metabolic pathway analysis. We
propose a novel modeling framework called gapless modeling to study bio-
chemically viable metabolic networks and pathways. In addition, we in-
vestigate the utilization of atom-level information on metabolism to im-
prove the quality of pathway analyses. We describe efficient algorithms for
discovering both gapless and atom-level metabolic pathways, and conduct
experiments with large-scale metabolic networks. The presented gapless
approach offers a compromise in terms of complexity and feasibility be-
tween the previous graph-theoretic and stoichiometric approaches to meta-
bolic modeling. Gapless pathway analysis shows that microbial metabolic
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networks are not as robust to random damage as suggested by previous
studies. Furthermore the amino acid biosynthesis pathways of the fungal
species Trichoderma reesei discovered from atom-level data are shown to
closely correspond to those of Saccharomyces cerevisiae.
In the second part, we propose computational methods for metabolic re-
construction in the gapless modeling framework. We study the task of
reconstructing a metabolic network that does not suffer from connectivity
problems. Such problems often limit the usability of reconstructed models,
and typically require a significant amount of manual postprocessing. We
formulate gapless metabolic reconstruction as an optimization problem and
propose an efficient divide-and-conquer strategy to solve it with real-world
instances. We also describe computational techniques for solving problems
stemming from ambiguities in metabolite naming. These techniques have
been implemented in a web-based sofware ReMatch intended for recon-
struction of models for 13C metabolic flux analysis.
In the third part, we extend our scope from single to multiple metabolic
networks and propose an algorithm for inferring gapless metabolic networks
of ancestral species from phylogenetic data. Experimenting with 16 fungal
species, we show that the method is able to generate results that are easily
interpretable and that provide hypotheses about the evolution of metabo-
lism.
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Chapter 1
Introduction
In this chapter, we align the contents of the thesis with the related scientific
disciplines, provide background on cellular metabolism, and summarize the
contributions of the thesis.
1.1 Background
The aim of this thesis is to propose computational solutions to various
problems arising from metabolic modeling. Metabolic modeling is a disci-
pline which takes advantage of computational, statistical and mathematical
tools to increase knowledge on metabolism, the cellular chemical processes
involving enzymes and metabolites.
This thesis consists of the present introductory part in five chapters and
five original publications reprinted at the end of the thesis. The aim of the
introductory part is to describe the computational techniques developed in
the original publications in a unified notation, and to provide motivation,
biological background and literature survey supporting the original con-
tributions. We discuss experimental results in the introductory part only
briefly — the reader is referred to the original publications for details.
Thematically this thesis involves three topics, metabolic pathway anal-
ysis, metabolic reconstruction and the evolution of metabolism, which are
discussed in Chapters 2, 3 and 4, respectively.
In Chapter 2, we concentrate on questions on the connectivity of a given
metabolic model: is there a metabolic pathway connecting two parts of the
model? Further, whether the pathways found are biologically realistic? We
will approach these questions by proposing efficient algorithms for finding
non-linear metabolic pathways and by utilizing data derived from chemical
structures of molecules.
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In Chapter 3, we discuss metabolic reconstruction, or the determination
of an accurate model of metabolism for the studied organism or organ-
isms. We are particularly interested in models that can be analyzed with
minimum effort with other methods for metabolic modeling, such as the
pathway techniques discussed in Chapter 2.
In Chapter 4, our goal is to uncover metabolisms of ancestral species
given metabolic models of observed, present-day species. Knowledge on
such ancestral metabolisms helps to understand the evolutionary mecha-
nisms acting on metabolism. To this end, we employ some of the techniques
developed in Chapters 2 and 3.
Chapter 5 ends the introductory part of the thesis in conclusions.
The single most important idea introduced in the thesis and utilized
throughout the text is the concept of gapless metabolic modeling. Gap-
less metabolic models represent viable metabolisms in a concise way that
allows for efficient algorithms to be developed. We will develop computa-
tional techniques in the gapless framework for tackling challenges in both
metabolic pathway analysis and metabolic reconstruction. For metabolic
pathway analysis, we propose algorithms that find non-linear gapless meta-
bolic pathways. By incorporating the requirement that gapless networks
have to be well-supported by experimental evidence into our methodology,
we are able to reconstruct gapless metabolic networks from sequence or
phylogenetic data.
To a computational discipline such as bioinformatics, the availabil-
ity of high-quality data is paramount. In this work, we take advantage
of data from three sources. Our primary data sources are some of the
publicly available databases containing information on enzymes and the
precise formulae of reactions catalyzed by them, or stoichiometry. In
particular, most of the work herein is based on data obtained from the
KEGG and BioCyc databases due to their good coverage of known meta-
bolism [119, 34], although other similar databases such as BiGG and Reac-
tome exist [192, 154]. Secondly, we utilize genomic sequence data obtained
from sequence databases and sequencing projects. Thirdly, we incorporate
the known evolutionary relationships of species in the form of phylogenetic
trees into computation.
Throughout the thesis we focus on computational approaches, which are
applicable to large-scale metabolic data. Specifically, we are interested in
genome-scale analyses, where in principle the whole metabolic network of
a single organism — or several organisms — can be considered as a whole.
This study falls within the discipline of systems biology. Systems biology
is a relatively recent and broad term for fields involved in the study of
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Figure 1.1: The three-dimensional structure of two enzymes with bound
substrates. Image source: the Protein Data Bank (PDB) [19]. Left: mi-
crosomal P450 1A2 (EC 1.14.14.1) in complex with alpha-naphthoflavone
(PDB 2HI4). Right: phosphorylase-heptulose (EC 2.4.1.1) in complex with
oligosaccharide and AMP (PDB 6GPB).
networks naturally emerging from biology and the utilization of models
bridging different temporal and spatial scales as well as integrating data
from various cellular subsystems [127]. The subject matter of this thesis
meets with both of these definitions: we propose methods to deal with
graphical models of metabolism while utilizing sequence, stoichiometry and
phylogenetic data.
1.2 Metabolism
Cellular life is driven by chemical reactions that transform a variety of sub-
stances from basic nutrients to building blocks for more complex molecules
and to energy usable in all cellular processes. Collectively, the reactions
and the cellular machinery supporting them are called metabolism [18].
Key participants in metabolism are enzymes, which are proteins catalyz-
ing the chemical reactions [47, 72, 18]. The rate of an enzyme-catalyzed
reaction is increased considerably compared to a non-catalyzed reaction
without the enzyme being depleted in the process. Proteins are large or-
ganic molecules composed of amino acids carrying out various functions
in cells, including signaling, nutrient transport, cellular structure forma-
tion, and protein synthesis itself. Figure 1.1 shows the three-dimensional
structure of two enzymes. In general, instructions to construct proteins are
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encoded within DNA molecules, which constitute the genome of an organ-
ism. A unit of genomic information contained in the genome is called a
gene. Proteins are expressed, or built from amino acids according to the
instructions encoded in genes, by cells on-demand in response to changing
intracellular and environmental conditions. Further, a number of proteins
is constantly expressed to maintain a living state.
In a reaction, substrate molecules are transformed into product molecules.
The molecules involved in enzymatic reactions, excluding the enzyme itself,
are called metabolites. An example of an enzyme-catalyzed reaction is given
by the reaction formula
glucose + ATP⇒ glucose-6-phosphate + ADP
catalyzed by hexokinase, where glucose and adenosine triphosphate (ATP)
are the substrates and glucose-6-phosphate and adenosine diphosphate (ADP)
are the products. Although most cellular reactions are catalyzed by en-
zymes, some proceed at comparable rates without one and are thus called
autocatalytic reactions. In general, enzymatic reactions encompass a large
variety of chemical transformations or reaction mechanisms including oxi-
dation/reduction, transference of a functional group, hydrolysis, intramolecule
rearrangement and joining of two molecules together. Hexokinase is an
example of transference of a functional group, as a phosphate group is
transferred from ATP to glucose-6-phosphate.
Enzymes are usually very specific in terms of the reactants accepted, or
substrate specificity. As a result, one enzyme typically catalyzes only one
or few reactions. High specificity allows the cell to have a high degree of
control over metabolism. However, enzymes with a broad (low) specificity,
such as transaminases, exist.
A large number of diseases have been identified where the normal opera-
tion of metabolism is disrupted. The study of metabolism is thus of critical
importance to medicine and pharmaceutics. For instance, a variation in the
structure of an enzyme may change its catalytic ability and lead into in-
sufficient or excessive amounts of a critical metabolite. Metabolic diseases
include diabetes, hypothyroidism and phenylketonuria, among others. In
cancer, metabolism of the cancer cell is drastically changed. Many types of
cancer cells produce lactic acid instead of catabolizing glucose in citric acid
cycle, even in presence of adequate oxygen [100]. This phenomenon, called
the Warburg effect, has been associated with the uptake and incorporation
of nutrients into biomass to produce new cells, linking changes in meta-
bolism to the rapid proliferation of cancer cells. In general, an important
goal of metabolic modeling is to discover metabolic mechanisms for disease
diagnosis and prevention [141].
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In pharmacology it is important to determine how a certain drug metabo-
lite is processed in metabolism and what is the toxicity of the drug [90, 170,
111]. Cytochrome P450 enzymes carry out multiple functions in drug me-
tabolism. For instance, cytochrome P4501A2 (CYP1A2) (Figure 1.1) is an
enzyme which metabolizes caffeine among other substances in liver. The
rate of caffeine metabolism depends on the variant of the enzyme, CYP-
1A2*1F or CYP1A2*1A, present in an individual. The “slow” CYP1A2*1F
variant has been associated with an increased risk of non-fatal myocardial
infarction [46].
1.2.1 Metabolic pathways and networks
Metabolism is often described in terms of metabolic pathways [18, 159]. In
loose terms, a metabolic pathway is a group of reactions or enzymes that
participate in performing a specific function in a cell. Alternatively, we
may define a metabolic pathway as a set of reactions interconnected via
shared metabolites, without a reference to the function of the pathway.
The former and latter definitions constitute a functional top-down and
structural bottom-up definition for a metabolic pathway, both being used
in computational pathway analyses.
It is often required that a metabolic pathway should satisfy further
constraints, such as length [219] or thermodynamic constraints [102]. A
short metabolic pathway might be preferred over a longer pathway due
to the smaller number of enzymes required. This is advantageous both
because the genome capacity is often limited and a short pathway is more
likely to be conserved in evolution.
Examples of metabolic pathways defined in terms of their function in-
clude glycolysis which produces pyruvate and a small amount of energy
from glucose, and the citric acid cycle (TCA cycle) which oxidizes acetyl-
CoA to produce energy primarily in the form of reduced electron carriers
NADH and FADH [18]. For instance, hexokinase is one of the enzymes
in glycolysis. Central to the functional definition of a metabolic pathway
is usually the specification of the end products of the pathway, or the net
conversion: how many units of a molecule is produced for each unit of sub-
strate consumed. However, for computational purposes, these definitions
are not always unique in terms of components of each pathway: variation
may be allowed in reaction and enzyme content, or even functionally in-
dependent subpathways, within an individual metabolic pathway. In this
thesis, we discuss the importance of giving a rigorous and meaningful defini-
tion to metabolic pathway. Two novel definitions based on graph-theoretic
concepts are utilized to this end in Sections 2.3 and 2.4.
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Metabolic pathway analysis is especially important in metabolic engi-
neering, which aims at modification of metabolism, usually to achieve a
higher production of a substance of importance in microbial cells [207].
Metabolic engineering techniques allow us to incorporate specific enzyme-
coding genes into genomes. Important applications of metabolic engineer-
ing are found for example in the production of biofuels [143]. To achieve
such goals, a detailed understanding of metabolism and rigorous methodol-
ogy to investigate the effects of planned modifications in silico is required.
Metabolic pathway analysis may be utilized to find pathways, which po-
tentially increase the target substance production.
Metabolites participating in reactions can often be grouped according
to their role in the reaction. Cofactors are metabolites that assist the
enzyme in performing the reaction on a primary metabolite, for example
by providing free energy or electrons. It should be noted that a metabolite
can be a cofactor in one reaction and a primary metabolite in another. For
instance, ATP contributes its phosphate group to the primary metabolite
releasing energy to drive the reaction in many reactions, but is the primary
end product of ATP synthesis pathways. Moreover, ATP is an example of
a currency metabolite. By currency metabolites we refer to metabolites
performing a particular global role in metabolism: for instance, cells utilize
ATP to store energy, and NAD and NADP to maintain the redox state
of the cell. Finally, some metabolites usually exist in abundance in cells,
and are thus called ubiquitous metabolites. Water and carbon dioxide are
examples of ubiquitous metabolites under normal conditions. Although the
above concepts also take other meanings in literature (see, e.g., [110]), we
adopt these definitions for the rest of the thesis.
The metabolism of a typical cell consists of hundreds or thousands of
enzymes and metabolites of different types. To tackle the inherent com-
plexity, various computational modeling frameworks have been proposed to
model metabolism. The major driving factor in development of metabolic
modeling has been the availability of sequenced genomes for a wide variety
of organisms [43, 218, 23, 1]. Comparative techniques have enabled rapid
identification and functional annotation of gene-coding regions.
Metabolites shared between different enzymes in metabolism form an
interconnected network structure, hence promoting the use of graph models.
At the simplest level, a metabolic model aims to capture the connectivity
structure of metabolism. Specifically, a metabolic network is a graph model
describing the presence of metabolites and reaction-catalyzing enzymes,
and the substrate-product relationships between metabolites and reactions.
Often, a metabolic model also contains the functional annotation of genes
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that have a role in metabolism (gene-reaction links). Metabolic models have
proven vital in a variety of domains including metabolic engineering [181],
study of metabolic diseases [203], predicting the pathogenic potential of
microbes [158], drug target identification [170, 111], 13C flux analysis [183]
and structural analysis of metabolic networks [136].
The key research challenge in metabolic modeling is developing auto-
mated techniques for metabolic reconstruction, or the determination of the
enzyme content and functionality of a given organism. This challenge is of-
ten tackled by inferring the function of each individual gene separately. We
discuss the state-of-the-art in detail in Chapter 3. In this thesis we adopt
a somewhat different strategy and propose a computational method which
infers enzymatic functions that should be present in metabolism instead of
determining enzymatic assignments for individual genes (Section 3.6).
Despite ongoing metabolic reconstruction efforts, a widening gap exists
between the number of metabolic reconstructions and sequenced genomes [208].
In fact, only about 1% of organisms with available genome sequence have
a metabolic model. Such observation clearly warrants the development of
computational tools to bridge this gap by accelerating the reconstruction
and improving the quality of reconstructed models.
1.2.2 Evolution of metabolism
Although the complement of enzymes and metabolites varies from species
to species, biochemical principles and many metabolites and enzymes are
common to most organisms. To give examples, ATP is the common energy
carrier and nutrients are transformed into a small set of common intermedi-
ates such as pyruvate before used to produce more complex macromolecules.
Further, central metabolism is remarkably well conserved, or retained in the
course of evolution (see, e.g., [211, 7]). For instance, glycolysis is found in
essentially all organisms. An early statement of the biochemical resem-
blance of different organisms is the famous anecdote “From the elephant
to butyric acid bacterium—it is all the same” by Albert Jan Kluyver in
1926 [83], and its later incarnation “What is true for Escherichia coli is
true for the elephant” by Jacques Monod in 1954. In metabolic modeling,
we can take advantage of the shared features, also called the biochemical
unity, and conservation of metabolism by studying model organisms, such
as Escherichia coli [184], yeast [81] or mouse [106], and by performing com-
parative analyses, where information from related species is utilized [151].
The determination of metabolic networks for ancestral species is central
in studying the evolution of metabolism. In Chapter 4, we both discuss
the relevant computational methods described in literature and propose
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a computational approach to infer the ancestral networks directly from
metabolic networks of observed species. Our approach can then be used
to complement other analyses. Importantly, the developed method can be
used to produce hypotheses which can be validated with other methods.
1.3 Main contributions
The main contributions of this thesis are given in the original publications
I–V. Below we summarize the main results in the order of original publica-
tions.
I The concept of gapless metabolic pathways is introduced. Finding gap-
less pathways in metabolic networks is shown to be a computationally
hard problem and an efficient heuristic algorithm is given to solve it
in practice. Gapless pathway analysis of metabolic networks of E. coli
and Saccharomyces cerevisiae suggests that these microbial organisms
are less robust to random damage than what has been suggested in
literature.
II The problem of finding biochemically realistic pathways from data on
atom transitions in reactions is studied. The proposed backtracking al-
gorithm is found to be effective with genome-scale instances. Analysis
of amino acid biosynthesis pathways from atom-transition and genome
data in the fungal species Trichoderma reesei confirm their suspected
similarity to S. cerevisiae pathways.
III A computational approach of reconstructing gapless metabolic net-
works from sequence and stoichiometry data is given. An integer
programming-based method is proposed to solve the problem. To
tackle with large-scale problem instances, a divide-and-conquer based
strategy is proposed. Proof-of-concept reconstruction of E. coli meta-
bolic network from genome and stoichiometry data is presented.
IV A web-based software tool, ReMatch, is introduced. ReMatch is suit-
able for construction of metabolic network models especially for 13C
flux estimation purposes. The tool allows easy specification of metabo-
lic models by assisting the otherwise labor-intensive task of matching
metabolite and reaction names against database nomenclature.
V Inference of gapless ancestral metabolic networks when given metabolic
networks for a number of species is studied. A dynamic programming
based modification of the well-known Fitch algorithm is proposed to
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solve this computationally hard problem. In particular, the algorithm
is guided by a heuristic which combines phylogenetic and stoichiomet-
ric data. Experiments with metabolic networks of 17 fungal species
demonstrate how the method can be used to generate plausible pre-
dictions of the contents of ancestral networks.
The contribution of the author of this thesis to each publication is sub-
stantial. The author came up with the idea of gapless modeling presented in
Paper I, analyzed the computational complexity, devised and implemented
the algorithms, and performed experiments. The author co-wrote the pa-
per.
For Paper II, the author conceived the computational approach, ana-
lyzed the computational complexity, designed, analyzed and implemented
the algorithm, performed the experiments, wrote a majority of the manuscript,
and contributed to analysis of experiments.
The author co-wrote a majority of Paper III with Ari Rantanen, con-
tributed to the integer linear programming formulation and experiment de-
sign, designed the divide-and-conquer algorithm, implemented the method
and performed the experiments.
The author co-designed the software presented in Paper IV and con-
tributed to its development and testing, in addition to co-writing the paper.
The author co-developed the research ideas leading to Paper V, ana-
lyzed the complexity of the computational problem, designed the algorithms
and performed experiments. The author also contributed significantly to
experiment design and analysis, and wrote a majority of the paper.
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Chapter 2
Metabolic pathway analysis
In this chapter, we discuss modeling frameworks and computational tech-
niques available for metabolic pathway analysis. We concentrate on two
prominent frameworks, graph-theoretic and stoichiometric modeling, and
related pathway analysis methods. We then propose a modeling approach,
gapless modeling, which combines aspects from the graph-theoretic and sto-
ichiometric frameworks. By introducing the central concepts of this thesis,
this discussion also lays the foundation for Chapter 3, where metabolic net-
works are inferred from data, and Chapter 4, where we study the evolution
of metabolic networks. In particular, we give a definition to a metabolic
pathway in the gapless modeling framework and give algorithms to find such
pathways. The chapter concludes with a method for inference of metabolic
pathways from atom-transition data.
2.1 Graph-theoretic modeling
In graph-theoretic metabolic modeling, one concentrates on the connectiv-
ity of metabolism. Typical questions raised in this framework concern the
number and quality of connections between two metabolites, or the global
properties of the metabolic network such as the node degree distribution
or the average length of shortest path distances.
In this thesis, we assume that there is a universal collection of reactions
R and metabolitesM. These collections can be identified with the contents
of metabolic databases [120, 34, 192, 154]. For our purposes, a reaction is
fully specified by the metabolites it consumes and produces. The amount
of metabolite mi ∈ M consumed or produced by each reaction rj ∈ R
in a time unit is specified by the stoichiometric constants δij ∈ R. When
δij > 0, we say that the reaction rj produces metabolite mi, and when
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δij < 0, rj consumes mi. The substrates S(rj) and products P (rj) of a
reaction rj are defined as S(rj) = {mi | δij < 0} and P (rj) = {mi | δij > 0},
respectively. We denote the consumers and producers of a metabolite m
by Con(m) and Pro(m), respectively.
It should be noted that the stoichiometric constants of typical reactions
are integers, δij ∈ Z. For instance, for the reaction
2H2O→ 2H2 + O2
where water is broken down into hydrogen and oxygen, the stoichiometric
constants would be −2, 2, 1 for H2O, H2 and O2, respectively. However,
for modeling purposes it is useful to assume that the constants are real
numbers. Situations where such non-integer constants arise are common
in metabolic engineering, where the growth function is often coded as a
reaction, for example. We will return to non-integer stoichiometries in
Section 2.2.
Graphs are a natural choice for modeling metabolism. Graph models of
metabolism are often collectively called metabolic networks. Three popular
graph representations of metabolism are reaction graphs, metabolite graphs
and bipartite reaction-metabolite graphs (see, e.g., [137]). In a reaction
graph, there is a node for each reaction and an edge ri → rj connecting
two nodes whenever rj consumes a metabolite produced by ri. Reaction
graphs are often called enzyme graphs, in particular when one associates
enzymes with reactions. Metabolite graphs are the dual representation of
reaction graphs in the sense that the nodes correspond to metabolites and
an edge mi → mj indicates that there is at least one reaction where mi is
a substrate and mj is a product. Finally, in bipartite reaction-metabolite
graphs both reactions and metabolites are represented by nodes and edges
signify metabolite participation in reactions. A common variation of the
latter representation often encountered in illustrations is the hypergraph,
where only metabolites correspond to nodes and there is a hyperedge for
every reaction that connects the substrates to products [189]. A small
example metabolic model is illustrated in Figure 2.1 using the bipartite
graph representation. Metabolite and reaction graph representations of
the same model are shown in Figure 2.2.
It is important to note that the transformation of a reaction-metabolite
graph to either a metabolite or reaction graphs results in information loss
as it may be impossible to deduce the original stoichiometry from these
representations. However, as they allow the straightforward use of standard
graph analysis packages [42], they are quite common in literature [115, 220].
We say that a reaction set R ⊆ R induces a reaction-metabolite graph
G(R) = (V,E) with nodes V = (VR, VM ) and edges E containing
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Figure 2.1: A small example model of metabolism. Metabolites, reactions
and enzymes are represented with circles, rectangles and triangles, respec-
tively. The model contains two compartments (cellular regions connected
via transports), cellular and extracellular space. Two transport reactions
t1 and t2 transfer two metabolites mext2 and m11 across the compartment
boundary. Note that m2 (m11) and mext2 (m
ext
11 ) represent the same molec-
ular species in different compartments.
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Figure 2.2: Metabolite (left) and reaction (right) graph representations of
the model shown in Figure 2.1.
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• a node vr ∈ VR for each reaction r ∈ R,
• a node vm ∈ VM for each substrate or product m ∈ S(r) ∪ P (r) of
each reaction r ∈ R,
• an edge (vr, vm) ∈ E for each reaction r producing metabolite m, and
• an edge (vm, vr) ∈ E for each reaction r consuming metabolite m.
For the rest of the thesis, we refer to reaction-metabolite graphs simply as
metabolic networks and adopt the bipartite representation with graphical
notations as used in Figure 2.1.
2.1.1 Pathfinding in metabolic networks
Exploratory analysis, where a metabolic network is queried to discover con-
nections between metabolites, is called metabolic pathfinding [53, 8, 50, 26,
68, 99]. Various metabolic pathfinding approaches exist due to alternative
ways to define a connection, or a metabolic pathway. We next discuss some
of the approaches proposed in literature in the graph-theoretic context, and
later turn to alternative definitions based on the analysis of time-invariant
properties of metabolism (Section 2.2).
To introduce some notation from basic graph theory, let G = (V,E) be
a weighted graph, where V is the node (vertex) set, E ⊆ V ×V is the edge
set, and w : E → R is the edge weight function. For a node u ∈ V , the
number of edges (u, v) ∈ E is called the degree of the node. A path Q is a
sequence of edges Q = (e1, . . . , ek), where ei ∈ E, such that each successive
edge pair ei = (u, u′), ei+1 = (v, v′), shares a node, u′ = v. A simple path
is a path where no node is visited more than once. The weight of a path
Q is the sum of edge weights,
∑
e∈Qw(e). The minimal total weight of
a simple path connecting two nodes u, v ∈ V is called the shortest path
distance ds(u, v) in G. Often in literature path is used to refer to a simple
path, while walk refers to paths where repeated nodes are allowed.
In the reaction or metabolite graph context, we can relate nodes in V to
reactions or metabolites, respectively. In a (directed) reaction graph GR,
an edge (ri, rj) ∈ E exists whenever P (ri) ∩ S(rj) 6= ∅. Analogously in a
(directed) metabolite graph GM we have an edge (mi,mj) ∈ E whenever
mi ∈ S(r),mj ∈ P (r) for some reaction r. In bipartite reaction-metabolite
graphs, a path consists of alternating (metabolite, reaction) and (reaction,
metabolite) edges.
We could now define a metabolic pathway s → t, s, t ∈ M, to be a
(simple) path in either a metabolite, reaction or reaction-metabolite graph
2.1 Graph-theoretic modeling 15
or as the set of reactions Q ⊆ R involved in the path s → t. Thus, the
shortest metabolic pathways can be computed efficiently with standard
algorithms [59, 76, 94, 229, 66]. We say that pathway Q is linear if and
only if it can be represented by a simple path. Otherwise the pathway is
non-linear or branching.
Discovery of paths in metabolite graphs has received attention in the
analysis of large-scale metabolic networks due to its efficiency and the ap-
parent simplicity of result interpretation [115, 149, 51, 179, 180]. Graph-
theoretic metabolic pathfinding finds important use in an exploratory set-
ting, where previously uncharacterized or novel pathways have to be found
to support metabolic engineering or reconstruction [214, 207]. Further,
analysis of the shortest metabolic paths in conjuction with computation
of genomic and functional distances have been used to study metabolic
pathway evolution [204].
A limitation of metabolic pathfinding in the graph-theoretical setting is
that all metabolites are by default considered equal in importance. Many
currency and cofactor metabolites appear in a large number of reactions,
constituting a large fraction of high-degree metabolites of a typical meta-
bolic network. Due to their high degree of connectivity, a random shortest
path traverses through such a metabolite with a high probability. How-
ever, in many cases, the biological relevance of such a path is very low. For
instance, almost all functionally dissimilar parts of metabolism can be con-
nected with very short paths with ATP as an intermediate. To cope with
this problem, high degree metabolites can be removed from the network
or edges of a metabolite graph can be weighted according to the degree of
metabolite nodes such that low degree nodes are preferred [51]. However,
non-cofactor metabolites with a high degree such as pyruvate then become
a challenge to metabolic pathfinding. Indeed, deciding a suitable set of
cofactor metabolites is a non-trivial problem, dependent on the modeling
task [110].
2.1.2 Small worlds and metabolic networks
During the last decade a popular vein of research involving metabolic
pathfinding has been the small world studies of metabolic networks. The
concept of a small world has its roots in a famous social science study lead-
ing to the expression “six degrees of separation” [160], where the shortest
distances in the social network comprising the population of USA were es-
timated. Surprisingly, the average social distance was found to be only
about six. Many biological networks, including protein-protein interac-
tion networks, gene transcriptional networks and metabolic networks, have
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been claimed to be small worlds, with relatively short average pairwise
distances [223, 115].
We next describe a formalization of small world graphs by Watts and
Strogatz [223]. An undirected graph G = (V,E) is said to be a small world,
if it satisfies the following two conditions:
1. (SW1) the average shortest path distance, or the characteristic path
length, L(G) is “small”, i.e., it increases logarithmically with |V |, and
2. (SW2) the average clustering coefficient C(G) is “large”,
where the characteristic path length is defined as
L(G) =
1
|V |(|V | − 1)
∑
u,v∈V
ds(u, v)
and the clustering coefficient as
C(G) =
∑
i ti∑
i
(
ki
2
) ,
where ki is the degree of node i and ti is the total number of edges between
the neighbors of node i. In other words, the clustering coefficient measures
the local “cliqueness” of the neighborhood of each node, averaged over all
nodes, with C(G) = 1 denoting a clique.1 Random graphs, where two nodes
are connected with a fixed probability p, satisfy condition (SW1) but not
(SW2). Conversely, for regular ring lattice graphs (SW2) holds but (SW1)
does not. Interestingly, metabolic networks of organisms from the three
domains of life exhibit different characteristic path lengths and clustering
coefficients, depending on the domain [150, 234]. Further, regulation of
metabolism has been studied with respect to graph features such as L(G)
and C(G) [93].
An important class of small world graphs is formed by the scale-free
networks, where the node degree distribution P (k) follows a power law,
P (k) ≈ k−γ , where k is the node degree and γ is a constant [15, 222].
In particular, power law gives rise to a small number of highly connected
nodes, or hubs, which mediate a large fraction of shortest paths in the graph.
Scale-free networks are robust in terms of path connectivity retained after
a random deletion of nodes [60]. This is because a randomly chosen node
is unlikely to be a hub.
In [115], it was reported that the metabolite graphs of organisms derived
from public databases were scale-free networks and thus small worlds. Fur-
ther, to study the robustness of metabolic systems, the authors performed a
1It should be noted that other definitions for clustering coefficient exist [205].
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computational experiment where metabolites were randomly deleted from
graphs. Metabolite graphs were found to retain their small world character-
istics even after a significant number of random deletions. On the basis of
this observation, the authors concluded that metabolic networks, like other
small world networks, were robust against random, non-targeted damage.
However, the experimental setup of [115] suffered from unrealistic as-
sumptions. First, to delete a metabolite from a metabolic network, one
effectively has to disable all metabolic pathways capable of producing the
metabolite, while reaction deletion can be a direct result of a gene knock-
out [220]. Second, cofactors were not removed prior to analysis, leading
to unrealistically short pathways [150]. Motivated by these findings, we
will later propose definitions for metabolic pathways that arguably cap-
ture properties of a functional metabolic pathway and are thus suitable for
studying metabolic robustness.
2.1.3 Atom maps and atom transition graphs
We next extend our description of reactions to indicate how individual
atoms of substrates are transferred to products. In metabolic modeling,
such information on atom maps is vital to 13C flux analysis, which is briefly
discussed in Section 2.2.3. Furthermore, in Section 2.4, we utilize atom
maps to improve prediction of biologically relevant metabolic pathways.
To give a formal treatment on the subject, let A be a set of atoms
that appear in metabolites of M, and A(m) ⊂ A be the set of atoms of
metabolite m ∈ M. We denote by M(a) ∈ M the metabolite containing
the atom a. The atom map Γ : R×A → A is a function that describes the
correspondence of a substrate atom a ∈ A to a product atom Γ(r, a) over a
reaction event r. Somewhat inaccurately we, for convenience, say that the
reaction r transfers atom a to atom Γ(r, a).
An atom map Γ is valid if and only if for each reaction r there is exactly
one a ∈ A(s), s ∈ S(r), and one b ∈ A(p), p ∈ P (r), such that Γ(r, a) = b.
Further, an atom map is called complete if and only if for each reaction
r there are no unmapped substrate or product atoms. Analogously to
substrates and products of a reaction, we denote the atoms “consumed”
and “produced” by a reaction r by I(r) = {a ∈ A | (r, a) ∈ dom Γ} and
O(r) = {b ∈ A | Γ(r, a) = b for some a ∈ A}, respectively.2
To describe reactions where more than one instance of any single metabo-
lite (molecular species) appears, we need to generalize the above definition
2The description given here is insufficient to take into account symmetric molecules,
where a substrate atom might be mapped onto more than one product atom. In this
thesis, we assume that all molecules are non-symmetric, however.
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Figure 2.3: Example metabolic network with reactions r1, r2 and metabo-
lites m1, . . . ,m6, which are associated with atoms (solid circles). Ellipses
indicate atom sets A(mi) for each metabolite mi. Stoichiometry is indicated
by solid edges and atom map Γ by dashed edges. For instance, Γ(r1, a) = a′
and Γ(r2, a′) = a′′. Atom map Γ is both valid and complete.
by enumerating the metabolite instances. For example, in the pyruvate
acetaldehydetransferase reaction
2−acetolactate + CO2 ⇔ 2 pyruvate
atoms from the two substrate metabolites are transferred to two separate
pyruvate molecules; this event should be described by the atom map. To
this end, we could extend the previous definition of an atom map by letting
Γ : R×N×A → N×A be a function which includes a metabolite instance
argument. However, we assume for the simplicity of presentation in what
follows simple stoichiometries, that is, δij ∈ {−1, 0, 1} for all stoichiometric
constants δij . Thus we are able to describe atom maps with the first, simpler
function. Moreover, we assume that the atom maps are both valid and
complete. Figure 2.3 shows a small metabolic network with an associated
atom map.
Analogously to the transfer of metabolites over reactions in metabolite
graphs, we can describe atom transitions over reactions with atom transi-
tion graphs. Let GA(R) = (V,E) be a directed, unweighted graph induced
by reactions R ⊆ R, where nodes V correspond to atoms in A and there
is an edge (u, v) ∈ E if and only if there is a reaction r ∈ R where atom u
is mapped to v, or Γ(r, u) = v. We say that a graph GA(R) transfers an
atom s ∈ A to atom t ∈ A if and only if there is a path s→ t in GA(R).
Various authors have proposed computational methods for finding me-
tabolic pathways by taking advantage of atom maps. Arita introduced the
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use of atom maps into metabolic pathfinding [8, 9]. In his approach, two
metabolites m,m′ are connected whenever there is a path m → m′ in the
atom transition graph. For each pathway query, k shortest atom paths are
computed with Eppstein’s algorithm [66]. Importantly, atom paths do not
suffer from the problem with cofactors occuring in paths. For instance, in
an example reaction glucose + ATP ⇒ glucose-6-phosphate + ADP, there
is no atom path connecting glucose to ADP. Further, although a phosphate
group is transferred from ATP to glucose-6-phosphate, no carbon atoms are
transferred from ATP to glucose-6-phosphate. We may utilize this prop-
erty in the analysis of biosynthesis pathways to avoid detection of pathways
with no carbon flow, which thus cannot contribute to biosynthesis.
Since Arita’s work, several authors have proposed metabolic pathfinding
methods that utilize atom map information. In MetaRoute, metabolic
paths where at least one atom is transferred between adjacent metabolites,
are computed [26]. Additionally, the edges are weighted according to the
degree of metabolite nodes, reducing the number of paths that traverse via
high-connectivity metabolites such as cofactors ATP and NAD. Similarly
in Metabolic PathFinding [68], pathways that visit metabolites with high
connectivity are preferred. The method relies on reaction annotations in
KEGG [119] to determine reactants which share atoms in each reaction.
To facilitate atom-level analysis of metabolic networks, availability of
high-quality atom maps is of utmost importance. For instance, the quality
of the atom graph from KEGG data described above suffered from con-
nectivity problems in the underlying atom map data. Determination of
atom maps can be formulated as a computational problem in terms either
of maximum common subgraphs [8, 97, 2] or graph isomorphism [49], both
problems being computationally hard. Hence, approximative methods have
to be used to compute atom maps in practice. Currently databases such as
ARM [9, 10] and KEGG [119] contain atom maps for a number of reactions.
Reaction coverage is far from perfect, however. To alleviate problems with
both the quality and coverage of atom maps, a recent advance utilized the
A* algorithm in conjunction with a heuristic giving the number of mini-
mum atom bond cuts required to quickly compute atom maps essentially
for all KEGG reactions [101].
So far, most metabolic pathfinding methods that take advantage of atom
maps have focused on linear pathways, for a few exceptions. Boyer and
Viari proposed an elegant formulation of a non-linear atom-level metabolic
pathfinding problem in terms of atom maps [29]. They defined a metabolic
pathway to be a composition of atom maps, and showed that maximizing
the number of atoms transferred from source to target metabolite was a
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computationally hard problem. A best-first algorithm was given to solve
the problem by adding reaction atom maps to an initially empty pathway
starting from the sources. In Section 2.4, we describe our method for finding
non-linear pathways in atom graphs, where a solution pathway consists
of a set of linear paths and is inferred in reverse direction starting from
the target atoms. Recently, an independently developed method based on
combinations of linear paths was proposed [99].
Arita argued that because paths in metabolite graphs do not preserve
structural moieties, analyses do not necessarily correspond to biochemical
pathways [10]. Analysis of paths in an atom transition graph revealed that
Escherichia coli metabolism is significantly “larger” in terms of shortest
path distances than claimed by previous authors. Specifically, the aver-
age shortest path distance was found to be ≈ 8, exceeding the previous
estimates obtained from analyses of metabolite graphs. These results raise
suspicion that biochemically realistic paths might be longer than simple
shortest paths.
In Paper II, we conducted a computational experiment, where we inves-
tigated the graph-theoretical properties of an atom graph constructed for
the 7781 reactions in the KEGG LIGAND database.3 We computed the
sizes of graph components and pairwise shortest path lengths in GA(R).
Our results on pairwise distances in the atom graph support Arita’s claim
that metabolic networks are not particularly small [10]. We obtained aver-
age shortest atom path distances with standard deviations of 21.2 ± 10.4,
13.1 ± 5.6 and 6.0 ± 2.3 for carbon, nitrogen and phosphorus, respectively.
These figures (see Figures 9 and 10 of Paper II) are significantly higher than
the shortest path lengths reported in [115]. We will complement these stud-
ies in Section 2.3, where the non-linear connectivity of metabolic networks
is investigated.
2.2 Stoichiometric modeling
In this section, in addition to modeling the connectivity of a metabolic
network, we incorporate the rates of reactions into our model. We con-
centrate in particular on stoichiometric modeling, where the time-invariant
properties of metabolism are studied within a given metabolic network
topology [40, 177, 166, 146]. For a comparison of graph-theoretical and sto-
chiometric pathfinding approaches, we refer to the recent review by Planes
and Beasley [175].
3KEGG LIGAND March 2009 version.
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In general, due to conservation of mass, the rate of change in concentra-
tion xj of a metabolite mj can be described using a mass balance equation,
dxj
dt
=
∑
i
δijvi, (2.1)
where δij is the stoichiometric constant for the metabolite j in reaction
i, and vi is the rate of reaction ri. To describe the dynamic behavior of
reaction rates, one has to derive rate equations from enzyme kinetics for
each enzyme-catalyzed reaction in the model [21]. For many enzymes the
number of parameters in the non-linear rate equation can be very high.
Moreover, enzyme parameters should be preferably measured in vivo, or
within living cells, opposed to in vitro experiments in a controlled environ-
ment. As a result, accurate determination of enzyme parameters can be
either costly or impossible.
A popular simplification of Equation (2.1) is to eliminate dynamic
change altogether and assume that metabolite concentrations are constant
over time. We thus arrive at the following equation expressed for a metabo-
lite mj
dxj
dt
=
∑
i
δijvi = 0. (2.2)
Equation (2.2) is called the steady-state equation, and it can be conveniently
expressed in vector form for all metabolites in the system as
Nv = 0, (2.3)
where N = (δij) is the stoichiometric matrix collecting the stoichiometric
constants.
By stoichiometric or constraint-based modeling of metabolism, one usu-
ally refers to the study of metabolic network structure under the steady-
state assumption. Despite its simplicity, the steady-state equation is useful
in metabolic modeling. For instance, in metabolic engineering, a culture of
micro-organisms is often cultivated in a bioreactor, where the steady-state
assumption holds rather well during the growth phase [202].
The variables of interest in stoichiometric modeling are the steady-state
reaction rates or fluxes vi. In metabolic flux analysis (MFA) [216], fluxes
are determined given a set of external metabolites, which are not placed
under the steady-state constraint, and a set of linear rate constraints for
fluxes limiting some reactions unidirectional, for example. Non-external
metabolites are called internal metabolites. The steady-state system Nv =
0 is typically underdetermined, resulting in an infinite number of solution
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vectors v. Hence, MFA is able to give only a subspace of feasible fluxes,
unless additional constraints are introduced.
If the lack of point solutions in typical MFA scenarios is undesireable,
several options are available to us. We will next describe three such ap-
proaches relevant to the two overarching themes of this thesis, metabolic
pathfinding and reconstruction.
2.2.1 Flux balance analysis
In metabolic engineering, determination of the theoretical maximum pro-
duction of a target metabolite in a steady state given a metabolic network
is often of interest. Flux balance analysis (FBA) provides a framework to
solve such problems in linear programming.
In a linear programming or linear optimization problem, we are given
a linear objective function and asked to either minimize or maximize the
function under linear equality and inequality constraints [215]. Any linear
program can be written in canonical form as
maximize cTx
such that Ax ≤ b,
where x is the vector of unknown variables, b, c are constant vectors and A
is the coefficient matrix. While linear programming can be solved efficiently
in the worst case, introducing integer variables turns the problem NP-
hard [122].
In FBA, we define a linear program
max cTv
such that Nv = 0,
where vector c defines the objective function [64]. For instance, to maximize
the production of a metabolite m, the objective could consist of ci = 1
whenever the reaction ri produces m, and ci = 0 otherwise. It should be
noted that as in MFA, some metabolites are considered external and are
not subjected to the steady-state condition, enabling flow into and out of
the system.
As linear programs can be efficiently solved in polynomial worst-case
time [215], FBA analyses are usually computationally feasible for genome-
scale metabolic networks and can, for instance, be run iteratively as a
part of a larger analysis framework [134]. FBA or related approaches have
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proved useful in many metabolic modeling tasks, including metabolic en-
gineering and reconstruction [142, 140, 22, 31]. The properties of a recon-
structed model, such as maximum theoretical growth rate, can be deter-
mined with FBA and compared against experimental data. If the predicted
growth is less than the observed growth, the model needs to be augmented
with additional reactions. Conversely if the predicted growth exceeds the
observed growth, the underlying reason might be that the model contains
reactions not present in reality or that the cell downregulates the activity
of the pathways involved in predicted optimal growth. In both cases, the
disagreement between model predictions and observed behaviour may lead
into changes in the model. In Section 3.6, drawing inspiration from flux
balance analysis, we take advantage of a linear formulation similar to FBA
to directly reconstruct gapless metabolic networks.
2.2.2 Elementary flux modes
We will next describe an approach originating from convex analysis to
elucidate minimal metabolic pathways under the steady-state condition.
Convex analysis studies the properties of convex functions and sets [105, 20].
A minimal set of reactions that is able to function in a steady state
when reactions are constrained according to their (ir)reversibility is called
an elementary flux mode (EFM) [194, 193]. Elementary flux modes have
been used to analyse metabolic networks with respect to robustness [206]
and cellular signaling [17], among others. To give a formal description,
a flux mode is a vector v = (v1, . . . , vn) ∈ Rn, n = |R|, satisfying the
following properties [194, 206]:
(E1) Steady-state: v satisfies the steady-state equation (2.2),
∑
i δijvi = 0,
for each internal metabolite mj .
(E2) Directionality: v respects linear reaction direction constraints αi, e.g.,
vi ≥ αi or vi ≤ αi for some vi, α.
Constraints αi can be derived from thermodynamic considerations, for
instance. An elementary flux mode e is a flux mode that additionally
satisfies the property
(E3) Minimality: There must be no flux mode v such that whenever ei = 0,
then vi = 0, and further vi = 0 for some i such that ei 6= 0.
Given a metabolic network, the set of elementary flux modes is unique,
up to a scaling factor, and defines the feasible region of Equation (2.2).
Thus, the collection of elementary flux modes of a metabolic network can
be interpreted as a minimal representation of all steady-state metabolic
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capabilities [193]. The set of reactions E(e) = {ri | ei 6= 0} corresponding
to an elementary flux mode e induce a metabolic pathway connecting two
or more external metabolites. Moreover, the induced pathway G(E(e)) can
be non-linear, in contrast to most graph-theoretical pathfinding methods
discussed before.
In general, constraint-based pathfinding approaches yield more relevant
pathways than graph-theoretical methods, but with a significantly higher
computational cost. This has restricted the applicability of constraint-
based methods to models of moderate size. Although all elementary flux
modes of a metabolic network can be computed with algorithms developed
in computational geometry for enumerating extreme rays of a polyhedral
cone [212, 84, 194, 196], the number of EFMs grows exponentially with
the size of the network [128]. Recently, a method was proposed to find k
shortest elementary flux modes, bridging graph-theoretic and stoichiometric
pathfinding approaches and broadening the applicability of the framework
to larger networks [54].
In addition to elementary flux modes, other related pathfinding ap-
proaches in the stoichiometric framework include extreme pathways [165]
and elementary flux patterns [118]. Recently, Planes and Beasley intro-
duced a method which combines aspects of the constraint-based and graph-
theoretic frameworks [176].
Similarly to EFMs, the pathfinding methods proposed in Sections 2.3
and 2.4 produce non-linear, or branching, metabolic pathways. However,
neither of the proposed methods require that the solution pathways have
to be able to operate in a steady state.
2.2.3 13C metabolic flux analysis
We will finish the treatment on stoichiometric modeling by discussing a
modeling approach called 13C metabolic flux analysis (13C-MFA), where
information about cellular fluxes under a specific condition is derived from
labeling experiments [231, 153, 182]. In direct 13C metabolic flux analysis,
experimental data is used to derive further constraints in addition to the
steady-state equation (2.2) and thus constrain the solution space [183]. On
the other hand, in optimization-based 13C MFA the fluxes are iteratively
changed until a decent fit to experimental data is achieved [225, 226].
In a 13C labeling experiment, the cell is fed with nutrients labeled with
carbon-13 isotope (13C). The label, introduced either uniformly to all or
specifically to one or multiple carbons of the nutrient, is propagated by me-
tabolism to other, initially unlabeled metabolites. By measuring the 13C-
labeling in initially non-labeled metabolites by mass spectrometry (MS)
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or nuclear magnetic resonance (NMR) techniques, one can infer the rel-
ative activity of alternative metabolic pathways leading to the measured
metabolite from the nutrient.
In general, accurate 13C analysis depends on
1. the choice of labeling strategy,
2. the availability of high-quality atom maps and metabolic network
topology,
3. measurement technologies, and
4. computational methods for processing the data on labelings, atom
maps and network topology and for augmenting the stoichiometric
matrix.
It should be noted that in principle 13C-MFA can be used in conjunc-
tion with flux balance and elementary flux mode analyses as a first step
in the modeling workflow, as it constrains the feasible solution space of
Equation (2.2) utilized by the other two analyses. In FBA, this may result
in decreased maximum objective value, and in EFM analysis, in a reduced
number of elementary flux modes.
In Section 3.7, we will provide a description of a software tool designed
for computer-assisted reconstruction of metabolic models. This software
is particularly aimed at construction of 13C-MFA models, as it is able to
accompany the model stoichiometry with high-quality atom maps.
2.3 Gapless metabolic modeling
In this section we introduce the concept of gapless modeling, which serves
as a foundation for the rest of the thesis. We then propose a definition for
metabolic pathways, which attempts to capture properties of biochemically
feasible pathways discussed in Chapter 1. The concepts discussed in this
section were first introduced in [173] and subsequently elaborated in Paper
I.
A significant problem with simple paths in metabolic networks is that
other reactions that do not belong to the pathway may be required for the
pathway to function in a cell. In stoichiometric modeling we may opt to
find elementary flux modes which are self-sufficient in terms of the reactions
they contain. However, this incurs a rapidly increasing computational cost
when the network size increases. Consider the network in Figure 2.4, which
contains two paths m1 → m9: neither path (r1, r3, r5) nor (r2, r4, r5) is able
to function in isolation from the other due to reaction r5, which requires two
substrates. We next give a definition of a metabolic pathway, that addresses
the need for self-sufficiency while being reasonably efficiently computable.
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Figure 2.4: An example network where two paths exist from m1 to m9.
However, both paths are required to produce m9 from m1. The paths utilize
metabolite m3 which must be available for reactions r3 and r4 to proceed.
We assume that there is a set of metabolites that are always available
in the model and they may be freely used to produce other metabolites.
This set of source metabolites is denoted by S ⊆ M. The requirement for
self-sufficiency can now be formalized by the concept of reachability from
source metabolites:
Definition 2.1. Let R ⊆ R be a set of reactions inducing a metabolic
network G(R) and S ⊆M be a set of source metabolites.
• A reaction r ∈ R is reachable from S in G(R) if all its substrates S(r)
are reachable from S in G(R).
• A metabolite m ∈M is reachable from S in G(R) if either m ∈ S or
m ∈ P (r) for some reaction r ∈ R that is reachable from S in G(R).
We can now give a precise definition of a metabolic network which has
the desired property discussed above in terms of reachable reactions.
Definition 2.2. Given a set of source metabolites S ⊆ M, a metabolic
network G(R) is gapless under S, if and only if all reactions r ∈ R are
reachable from S in G(R). If a reaction r ∈ R is not reachable from S in
G(R), we say that r is a reaction gap (under S).
We often omit an explicit mention of the source set S if it is clear in
the context, saying only that a metabolic network is gapless.
Similarly, we are interested in gapless metabolic networks where target
metabolites T are reachable from a given set of source metabolites S: these
networks are called gapless metabolic pathways.
2.3 Gapless metabolic modeling 27
r4
r5
r1
r2
r3
m10
m5
m4
m7
m6
m1 m3
m2
m9
m8
Figure 2.5: Example metabolic network with reactions R = {r1, . . . , r5} and
metabolites {m1, . . . ,m10}. When S = {m1,m2} (double circles), reactions r4
and r5 (dotted rectangles) are reaction gaps in R. However, the network G(R)
under S′ = {m1,m2,m6} would be gapless. On the other hand, R′ = {r1, r2, r3}
induces a gapless network under S = {m1,m2}.
Definition 2.3. A metabolic network G(R) is called a gapless metabolic
pathway from S to T if and only if
• G(R) is gapless under S and
• each metabolite m ∈ T is reachable from S in G(R).
Figure 2.5 illustrates these concepts. Note that in Paper I gapless me-
tabolic pathways were called feasible metabolisms. However, we adopt the
term gapless here to present a unified notation.
2.3.1 Minimal gapless metabolic networks and pathways
We are particularly interested in gapless metabolic pathways that are small
in terms of the number of reactions involved on the pathway. Intuitively, a
small gapless pathway is able to perform a metabolic conversion of metabo-
lites S to metabolites T without utilizing many reactions and consequently
many enzymes. Arguably, being able to perform a conversion with a lower
number of enzymes confers an advantage in evolution to an organism. This
is due to the amount of energy needed to express the necessary enzymes,
among other things [129]. Hence, one may expect that metabolisms are
minimal or close to minimal with respect to the functions they carry out.
We next consider the problem of finding a gapless metabolic pathway
that is able to perform a conversion S → T with at most k reactions. For
simplicity, we constrain ourselves to the case |T | = 1.
Definition 2.4. We denote by dm(S, T ) the number of reactions |R| such
that G(R) is a gapless metabolic pathway from S to T and there is no
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gapless metabolic pathway G(R′) from S to T such that |R′| < |R|, and call
the quantity dm the gapless distance from S to T .
Problem 1. Minimal-Gapless-Pathway. Given a set of reactions R, a set
of source metabolites S ⊆M, a target metabolite t ∈ M and an integer k,
is dm(S, {t}) ≤ k?
Problem 1 is computationally hard even when |S| = 1. The hardness of
the problem is easily proven with a reduction from an analogous problem
in propositional STRIPS planning [73]. In general, planning deals with
finding a sequence of operators which transform a given initial state to a
goal state. Such sequences of operators are called plans. An operator can be
applied to a state only if the state satisfies the preconditions of the operator.
Application of an operator changes the state according to the postconditions
of the operator. A finite plan is called a solution, if application of the plan
yields a goal state.
A classical example of STRIPS planning is the blocks world [91]. The
blocks world consists of a table and a set of boxes, which can be arranged
on top of each other or on the table. The planner is able to move any box
x either to on top of another box y or on the table given no other box is
already placed on box x. Given an arrangement of boxes on the table, the
task is then to find a plan which results in a specific arrangement of boxes,
for example all boxes in a single stack.
Most planning problems are intractable, and only become polynomial
when severe restrictions are made. Indeed, determining whether a solution
plan exists in an unconstrained STRIPS planning domain is a PSPACE-
complete problem [33]. In blocks world, finding the optimal plan is NP-
hard [91].
PLANMIN is the problem of determining the existence of a plan of k
operators or less for propositional STRIPS planning [33]. More formally,
an instance of PLANMIN is given by a tuple (P,O, I,G), where P is a
finite set of conditions; O is a finite set of operators, each operator O ∈ O
having a set of preconditions Pre(O) and a set of postconditions Post(O);
I ⊆ P is the initial state; and G is a satisfiable conjunction of conditions,
called the goals. We restrict the problem by requiring that operators have
at most one precondition and one postcondition. Furthermore, both pre-
and postconditions must be positive. This restricted problem is denoted
by PLANMIN1+1+. Bylander showed that PLANMIN
1+
1+ is NP-complete by
a reduction from the 3SAT problem [33].
Theorem 2.1. (Paper I) Minimal-Gapless-Pathway with |S| = 1 is NP-
complete.
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Proof. The following proof was omitted from Paper I due to lack of space.
We present it here to illustrate the close connection of gapless pathway
finding with propositional planning.
Because a solution candidate to the problem can be verified in polyno-
mial time by a breadth-first search by applying the rules in Definition 2.1,
it is clear that the problem is in NP.
To show that the problem is NP-hard, we reduce the PLANMIN1+1+ prob-
lem to the Minimal-Gapless-Pathway problem. In our straightforward re-
duction, the positive conditions will be represented with metabolites and
operators with reactions.
A Minimal-Gapless-Pathway instance (R,S, T, k) with S = {s} and
T = {t} is constructed as follows. Conditions Pi ∈ P constitute the set
of metabolites mi ∈ M with mi corresponding to Pi. For each operator
O ∈ O we specify a reaction ri ∈ R defined by S(ri) = {mj | Pj ∈ Pre(O)}
and P (ri) = {mj | Pj ∈ Post(O)}. To encode positive initial conditions
I+ ⊆ I, we add a reaction ri with S(ri) = {s} and P (ri) = {mj | Pj ∈ I+}.
If a goal state consists of at least one positive goal condition, we use an
additional reaction ri with S(ri) = {mj | Pj is a positive goal state} and
P (Ri) = {t}. If a negative goal condition Pi is positive in the initial state,
the planning instance does not have a solution and we remove the reaction
corresponding to the goal state from the network. Finally, for an instance
with only negative goal conditions and the initial state satisfying the goal
conditions, we add a reaction ri with S(ri) = {s} and P (ri) = {t}.
The reduction can be computed in polynomial time. Because the prob-
lem is both in NP and NP-hard, the claim follows. Figure 2.6 shows an
example reduction.
Now it is easy to see that also the unrestricted problem is hard.
Corollary 2.1. (Paper I) Minimal-Gapless-Pathway is NP-complete.
Even the restricted PLANMIN problem limited to positive precondi-
tions and a single postcondition, either a positive or negative, has been
shown to be inapproximable, i.e., there does not exist a constant α such
that polynomial plans can be found that are within a factor α of optimal,
unless P 6= NP [197]. Similarly to [197], we show that Minimal-Gapless-
Pathway is inapproximable as well. The proof is adapted from Paper V,
where it is shown that it is hard to solve approximatively the problem of
finding phylogenetic trees explaining the observed metabolic networks with
a minimal number of mutations and having gapless ancestral metabolic
networks (Section 4.3.1). The hardness stems specifically from the require-
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Figure 2.6: An example network formed in a reduction from the
PLANMIN1+1+ problem to Minimal-Gapless-Pathway. Reactions in groups
R1 and R2 correspond to initial positive preconditions and operators, re-
spectively. Reaction in R3 encodes for the positive goal state. To illustrate
connection with the PLANMIN1+1+ instance, reaction and metabolite labels
Ii, Pj , Ok, G1 correspond to the respective planning elements.
ment that the networks are gapless, thus allowing us to use only a part of
the proof presented in Paper V to give the following result.
Theorem 2.2. (Adapted from Paper V) Minimal-Gapless-Pathway cannot
be approximated within a factor α of optimal unless P 6= NP .
Proof. To demonstrate the connection with the well-known NP-complete
Minimum-Set-Cover problem [85], we give an approximation-ratio preserv-
ing reduction from Minimum-Set-Cover to Minimal-Gapless-Pathway.
A Minimum-Set-Cover instance is given by the basic set U , and a col-
lection of sets C = {C1, . . . , Ck}, Ci ⊆ U . The task is to find a minimal
subset C ⊆ C which covers the elements in U , or ∪Ci∈CCi = U . Minimum-
Set-Cover cannot be approximated within c log n for any c < 14 unless NP
is contained in DTIME(npoly logn) [147], where n = |U |. Similarly, inap-
proximability results under the weaker assumption P 6= NP have also been
derived [4].
We begin our reduction by defining metabolites s, t ∈M and assigning
them as the only source and target metabolites, S = {s}, T = {t}. For
each ui ∈ U , we have a metabolite ui ∈ M. Then, for each set Ci ∈ C,
we add a reaction Ci ∈ R with S(Ci) = {s} and P (Ci) = {uj | uj ∈ Ci}.
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Figure 2.7: An example reduction from the set cover problem to Minimal-
Gapless-Pathway showing the inapproximability of the latter problem
with set cover instance U = {u1, . . . , u5}, C = {C1, C2, C3}, C1 =
{u1, u2, u4, u5}, C2 = {u2, u3}, C3 = {u4, u5}. Reactions Ci and metabolites
uj labeled according to corresponding elements of the set cover instance.
Finally, we have a reaction x ∈ R such that S(x) = {ui | ui ∈ Ci} and
P (x) = {t}.
A solution to the Minimal-Gapless-Pathway problem contains a selec-
tion of reactions from Ci such that all the substrates of t can be reached
from s. If there is no feasible solution to the set cover instance, target t
cannot be reached and Minimal-Gapless-Pathway is infeasible as well.
Let |R| = |C| + 1 be the number of reactions in the Minimal-Gapless-
Pathway instance Φ obtained with the above reduction from a set cover
instance (U, C). We denote the optimal solution OPT (Φ) = k + 1, where
k is the number of reactions Ci chosen to the solution. Assume that we
can approximate Minimal-Gapless-Pathway within α > 1. We then have
k¯ + 1 ≤ α(k + 1), where k¯ is the number of reactions Ci chosen by the
approximation algorithm, and
k¯ ≤ αk + α− 1
≤ 2αk
However, because Minimum-Set-Cover cannot be approximated within a
constant factor unless P 6= NP , the claim holds.
Figure 2.7 shows an example reduction.
Due to the difficulty of computing gapless distance efficiently, we next
turn our attention towards heuristics. We give special emphasis to the case
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|S| = |T | = 1 to be better able to compare with previous results on shortest
path distances. First note that the shortest path distance ds bounds gapless
distance from below, ds(S, T ) ≤ dm(S, T ) when |S| = |T | = 1.
Definition 2.5. Let the diameter of a gapless metabolic pathway be the
length of the longest simple path in the pathway. We define the production
distance dp(S, T ) to be the smallest diameter over all gapless metabolic
pathways from S to T .
It is easy to see that also production distances bound gapless distances
from below.
Theorem 2.3. (Paper I) ds(S, T ) ≤ dp(S, T ) ≤ dm(S, T ), when |S| =
|T | = 1.
Proof. ds(S, T ) ≤ dp(S, T ): Assume that ds(S, T ) > dp(S, T ) and let P be
the gapless metabolic pathway with the diameter dp(S, T ). Now pathway
P contains a simple path from S to T of length dp(S, T ), contradicting the
assumption.
dp(S, T ) ≤ dm(S, T ): Assume that dp(S, T ) > dm(S, T ) and let P be the
gapless metabolic pathway of size dm(S, T ) and l be the diameter of P .
Necessarily dp(S, T ) ≤ l ≤ dm(S, T ), contradicting the assumption.
Distance dp resembles heuristics used by the planning community. For
instance, in the HSP planner, a general heuristic is computed for a STRIPS
instance, where the length of a plan needed to achieve a certain state while
ignoring negative conditions is estimated [27]. Computation is iterated
until the estimates do not change. A similar heuristic is used in GRAPH-
PLAN [25]. In our simpler setting, one pass of the graph is sufficient to
compute dp due to monotonicity as is shown next.
2.3.2 Algorithms
We next discuss algorithms presented in Paper I to compute distance dp
exactly and dm approximatively. The latter computation utilizes distances
dp as a heuristic.
First, let us describe an algorithm for computing production distances
dp in a metabolic network from a set of source metabolites S to all other
metabolites in the network with breadth-first search by implementing the
rules of Definition 2.3. Algorithm 1 is essentially a dynamic programming
algorithm: instead of computing the production distance separately for each
metabolite, it exploits the dp values computed previously for metabolites
preceding each metabolite.
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The algorithm starts by setting up three arrays. Distances dp from S to
each metabolite mi are maintained in array d. As each reaction is reached
when all its substrates are reached, the number of substrates not reached
yet is held in array B. Finally, w records the maximum production distance
from S to substrates of each reaction ri. In particular, w[i] = ∞, when ri
is not (yet) reached. Arrays d and w are the output of the algorithm. In
particular, w is utilized as a heuristic in Algorithm 2.
Algorithm 1 traverses the metabolic network G(R) induced by R by
visiting each metabolite exactly once in the order they are reached in lines
11–21. Each source metabolite is visited before other metabolites, as the
sources are added first into the queue Q, which is processed in first-in-first-
out order. If the metabolite mi taken from the queue is the last substrate
of a reaction rj to become reached (line 15), then rj is reached and all its
products are added to the queue if they have not been visited yet.
Theorem 2.4. Algorithm 1 takes O(n+m+ |E|) time, where n = |R|,m =
|M| and E is the set of edges in the metabolic network G(R).
Proof. Loops at lines 1 and 6 take O(m) and O(n) time, respectively. Be-
cause the consumers of each metabolite and products of each reaction are
visited at most once at lines 11–20, each edge of the metabolic network is
traversed at most once, resulting in the claimed runtime.
Assuming that each reaction has a small number of substrates and prod-
ucts and thus |E| = O(n), we can conclude that the running time of the
algorithm is O(n + m). Figure 2.8 gives an example of the operation of
Algorithm 1.
We then proceed to describe a greedy algorithm for efficiently finding a
gapless metabolic pathway from S to T (Algorithm 2). Note that the algo-
rithm described in Paper I was restricted to the case |T | = 1 — we remove
this unnecessary restriction here. The algorithm begins from each target
metabolite t ∈ T and backtracks towards source metabolites S, adding re-
actions to the pathway for each metabolite encountered that does not yet
have a producing reaction. In particular, the algorithm takes advantage of
the values w computed for each reaction by Algorithm 1 by always choosing
the reaction ri with smallest w[i] to ensure both that the search is oriented
towards source metabolites and that the resulting pathway is acyclic. At
lines 9–16, the algorithm removes a metabolite mi from the queue and
chooses a single reaction as its producer. The reaction rj is chosen such
that it minimizes the distance w[j]: the substrates of reaction rj are then
always closer to source metabolites than the metabolite mi, or d[k] < d[i],
34 2 Metabolic pathway analysis
Algorithm 1 Calculate distances dp
Input: reactions R, source metabolites S
Output: (d, w), where d[i] = dp(S,mi) and w[i] = max{dp(S,mj) | mj ∈
S(ri)}
Procedure CalculateProductionDistances(R, S):
1: for all mi ∈M do
2: if mi ∈ S then
3: d[i]← 0
4: else
5: d[i]←∞
6: for all ri ∈ R do
7: B[i]← |S(ri)|
8: w[i]←∞
9: Q : queue
10: Q← Q ∪ S
11: while Q 6= ∅ do
12: mi ← remove-first(Q)
13: for all rj ∈ Con(mi) do
14: // Iterate over reactions consuming mi
15: B[j]← B[j]− 1
16: if B[j] = 0 then
17: w[j]← d[i]
18: for all mk ∈ P (rj) do
19: if d[k] =∞ then
20: d[k]← w[j] + 1
21: append(Q, mk)
22: return (d, w)
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Figure 2.8: Example of distances dp and w computed by Algorithm 1 assum-
ing green metabolites as sources. A dash - indicates unreachable metabolite
or reaction.
where mk ∈ S(rj). Whenever a metabolite that has already been visited is
encountered, no producing reaction is considered due to check at line 14.
Theorem 2.5. Algorithm 2 takes O(n+m+ |E|) time, where n = |R|,m =
|M| and E is the set of edges of G(R).
Proof. As shown above, Procedure CalculateProductionDistances takes
O(n + m + |E|) time. Target metabolite setup T ⊆ M at lines 2–4
takes O(m) time. As each edge is considered at most once at line 11
during the execution of the algorithm, finding the reactions with mini-
mum distance w takes a total of O(|E|) time at most. Moreover, since
line 13 is executed for each edge once at most, lines 2–16 take O(m +
|E|) time and thus the total time complexity is dominated by Procedure
CalculateProductionDistance.
Again, with the above assumption, we arrive at O(n + m) time com-
plexity. It is important to note that the checks at lines 2–4 are enough to
discover infeasible solutions, as d[i] 6=∞ indicates that mi can be reached
from S and thus there is a pathway from S to mi. Figure 2.9 illustrates
the operation of Algorithm 2.
2.3.3 Experiments
In Paper I, we reported results from a computational experiment where
shortest path lengths in metabolic networks of Escherichia coli and Sac-
charomyces cerevisiae4 were compared against respective gapless distances.
4Both models were obtained from http://systemsbiology.ucsd.edu/organisms/.
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Algorithm 2 Find a gapless metabolic pathway from S to T
Input: reactions R, source metabolites S, target metabolites T
Output: gapless metabolic pathway P ⊆ R or infeasible
Procedure FindFeasibleMetabolism(R, S, T ):
1: (d,w)← CalculateProductionDistances(R, S)
2: for all mi ∈ T do
3: if d[i] =∞ then
4: return infeasible
5: V ← T // set of visited metabolites
6: Q : queue // unsatisfied metabolites
7: Q← Q ∪ T \ S
8: P ← ∅
9: while Q 6= ∅ do
10: mi ← remove-first(Q)
11: rj ← argminrj{w[j] | mi ∈ Pro(rj)}
12: P ← P ∪ {rj}
13: for all mk ∈ S(rj) do
14: if mk /∈ V then
15: append(Q, mk)
16: V ← V ∪ {mk}
17: return P
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Figure 2.9: Example of operation of Algorithm 2 with green metabolites as
sources and yellow metabolite as target. Top: Upper pathway is chosen by
the algorithm on the basis of smaller estimate w. Bottom: Search branches
at a reaction with two substrates and ends in the sources.
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Figure 2.10: Histograms of production distances, upper bounds for gapless
(metabolic) distances given by Algorithm 2 and shortest path lengths for
S. cerevisiae. Reproduced from Paper I.
The main interest was to investigate whether the claim that metabolic net-
works are small worlds as discussed in Section 2.1.2 would be backed by a
more realistic measure of metabolic connectivity such as the one defined by
gapless distances. In particular, distances ds(S, T ), dp(S, T ), dm(S, T ) with
S = {m} and T = {m′} were computed for all metabolite pairs (m,m′).
Shortest path distances were computed with Dijkstra’s algorithm [59] and
lower and upper bounds of gapless distances with Algorithms 1 and 2,
respectively. A total of 89 cofactor metabolites were deleted from the net-
works to facilitate the analysis as discussed previously. These metabolites
included energy and redox cofactors such as ATP and NAD as well as
metabolites designated as extracellular in the models.
Figure 2.10 shows the distribution of shortest path distances, produc-
tion distances and sizes of smallest metabolic pathways found by Algorithm
2 for S. cerevisiae. The gapless distances of both S. cerevisiae and E. coli
were found to be markedly longer than corresponding shortest path dis-
tances (see Paper I for E. coli data), suggesting that shortest path analyses
severely underestimate the complexity of self-sufficient metabolic pathways.
We also investigated the effect of randomly removing reactions from
metabolic networks to network connectivity. In scale-free networks, one ex-
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Figure 2.11: Robustness of yeast against reaction deletions. The red (up-
per) curve gives the relative amount of connections via simple paths that
are preserved after n = 0 . . . 1000 deletions. The green curve gives the
same quantity for connections via gapless metabolic pathways. Averages
over 100 repetitions. Reproduced from Paper I.
pects that random damage to the network does not cause significant loss of
connectivity, at least until the network has suffered a large amount of dam-
age [60]. In our experiments with the S. cerevisiae metabolic network, we
observed that the shortest path connectivity indeed decreases quite slowly
as more and more reactions are deleted. However, the reduction in connec-
tivity via gapless metabolic pathways was more dramatic as illustrated by
Figure 2.11.
2.3.4 Related work
We conclude by briefly comparing our approach to related techniques pro-
posed by other authors.
Ebenho¨h et al. proposed a methodology very similar to our gapless mod-
eling for structural analysis of metabolic networks that increase in size [63].
In their approach, a set of metabolites is termed seed metabolites act-
ing as the origin of network expansion, where new reactions are added to
the network. Starting from an initially empty metabolic network, reac-
tions are added whenever they satisfy an expansion condition. If at least
one substrate of a reaction is present, the weak expansion rule can be ap-
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Figure 2.12: Left: A problematic case for gapless pathfinding, where
metabolite A is used before it is produced by the pathway. To tackle
the problem, in Sections 2.3, 3.6 and 4.3, a set of cofactor metabolites
are removed from the network before the analysis, while in Section 2.4
pathfinding on atom graphs circumvents the problem. Right: Assuming
external metabolites s, t, no steady-state is possible due to mismatching
stoichiometric constants (shown on edges).
plied and the reaction can be added to the network. If all substrates are
present, the strong expansion rule allows the reaction to be added. The
set of metabolites that can be produced from a single metabolite using the
strong expansion rule is called the scope of the metabolite.
Our gapless modeling operates essentially under the strong expansion
rule, as we require that all substrates of a reaction need to be reached
(produced) before the reaction can be reached. Whereas in this thesis we
concentrate on metabolic reconstruction and pathway analysis, the concept
of scope has been mostly studied in the context of evolution of metabolite
availability.
The concept of scope has been compared to flux balance analysis in [132]
and the problem of inferring the minimum number of seeds given a metabo-
lic network has also been studied [48, 163]. In addition, Cottret discussed a
problem with pathfinding under the strong expansion rule, and thus in the
gapless setting as well, shown in Figure 2.12 (left), where one needs to be
able to pass the metabolite required on the pathway before it is produced
by the pathway [48]. We address this problem in Section 2.4 by utilizing
data on atom maps.
As discussed in Section 2.2, elementary flux modes represent metabolic
pathways that are able to operate in a steady state. In contrast to ele-
mentary flux modes, gapless pathways disregard the stoichiometry of the
pathway beyond 1-0 stoichiometry, and the pathway needs not be able to
operate in a steady state. In particular, gapless pathways do not corre-
spond to null cycles, or cyclic pathways isolated from external metabolites,
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which arise in EFM analysis. A further distinction is evident in Figure 2.12
(left), where there is an elementary flux mode but no gapless pathway from
m1 to m2. As an example of a metabolic network, where a gapless pathway
s → t can be found but no corresponding elementary flux mode exists is
shown on the right in Figure 2.12.
Finally, we note a connection to monotone Boolean circuits [3] by re-
lating reactions and metabolites with ∧ and ∨ gates, respectively.
2.4 Branching atom-level pathways
A particular shortcoming of most graph-theoretic and stoichiometric path-
way analyses, including gapless metabolic analysis, is that they might iden-
tify metabolic connections where in reality no atoms are transferred from
source to target metabolites. Figure 2.13 illustrates this possibility. De-
pending of the metabolic modeling task, such connections are often to be
disregarded. Particularly when attempting the discovery of biosynthesis
pathways, for example in metabolic engineering, we can establish atom
transfer as a search constraint.
In this section, we describe an algorithm for finding metabolic path-
ways that are able to transfer atoms of the target metabolites from source
metabolites. In a sense, the method extends both the algorithm for finding
gapless metabolic pathways described in the previous section and Arita’s
m1 m2
m3m4
r1
r2
m5
Figure 2.13: A metabolic pathway P = {r1, r2} where no atoms are trans-
ferred from m1 to m3, although path m1 → m3 exists in the metabolic
network. Atom colors indicate atom maps: for example, reaction r2 trans-
fers the white atom from m5 to m4.
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atom-tracking method discussed in Section 2.1 [8]. The algorithm, its im-
plementation and the experimental results discussed in this section were
introduced in Paper II.
2.4.1 Branching atom-level pathway problem
We define first a scoring criterion for metabolic pathways, which takes into
account the amount of atoms in the target metabolites transferred from
source metabolites. Again, we denote by P = {r1, . . . , rk} ⊆ R a metabolic
pathway. Recall from Section 2.1.3 that a pathway P transfers an atom
s ∈ A to atom t ∈ A if and only if there is a path s→ t in the atom graph
GA(P ). Further, we say that the pathway P transfers the atoms of S ⊆ A
to atoms fP (S) ⊆ A.
To this end, let us define a scoring criterion for a metabolic pathway
as the fraction of atoms in target metabolites transferred by the pathway
from source atoms S to target atoms T ,
ZO(P, S, T ) =
|fP (S) ∩ T |
|T | .
A pathway P with ZO(P, S, T ) = 1 is called a complete pathway.
Motivated by the discussion in Section 2.1 and above, we are interested
in finding small pathways that maximize the quantity ZO. To formalize
this goal, consider the following problem.
Problem 2. Find-Branching-Pathways. Given a set of reactions R, sets
S, T ⊆ A, l ∈ Z+ and w ∈ R, find all pathways P ⊆ R such that
ZO(P, S, T ) ≥ w and |P | < l.
This is a computationally challenging problem as we can see by studying
the problem where a minimal branching pathway is sought.
Problem 3. Find-Minimal-Branching-Pathway. Given an instance of a
Find-Branching-Pathways problem, find a pathway P satisfying the con-
straints of Find-Branching-Pathways such that |P | ≤ |P ′| for any other
pathway P ′ satisfying the constraints.
Theorem 2.6. (Paper II) Find-Minimal-Branching-Pathway is NP-hard.
Proof. We reduce the NP-complete minimum set cover [85] problem to
Find-Minimal-Branching-Pathway to show that our problem is NP-hard.
Recall from Section 2.3.1 that a Minimum-Set-Cover instance consists of
the basic set U and subsets C, and we are asked to find a minimal covering
subset C ⊆ C. Let us set up atoms, reactions and atom mappings as
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follows. First, for each u ∈ U , we have two atoms au, a′u ∈ A. For each set
Ci ∈ C, we add a reaction ri and atom mapping Γ(ri) = {(au, a′u) | u ∈ Ci}.
Because we want all elements to be covered, we set S = {au | u ∈ Ci},
T = {a′u | u ∈ Ci} and w = 1.
Now let P = {r1, . . . , rk} be a solution to Find-Minimal-Branching-
Pathway. For each reaction ri, we have the set Ci ∈ C in a solution to
Minimum-Set-Cover. As the reduction can be constructed in polynomial
time, the claim holds.
2.4.2 Algorithm
Next we propose an algorithm, ReTrace, for solving the Find-Branching-
Pathways problem in genome-scale metabolic networks. The algorithm
tackles the computational complexity of the underlying problem by consid-
ering combinations of linear paths connecting source atoms to target atoms.
Algorithm design is based on two observations. First, the algorithm should
utilize reactions that transfer as many atoms as possible along the pathway.
Intuitively, this means that subsequent reactions on the pathway transfer
as many as possible of the atoms transferred by the previous reaction. Sec-
ond, by combining linear paths, we are able to form pathways that transfer
more atoms than individual paths.
The algorithm consists of an initialization phase and a recursively called
procedure (Algorithm 3). The initialization phase constructs an atom graph
G = GA(R) from input reactions R and the associated atom map Γ. The
algorithm maintains a pathway P , initially empty, to which reaction paths
are added. A sequence of reactions p = (r1, . . . , rn), ri ∈ R, is called a
reaction path s → t, if there is a path s → t in the atom graph GA(P ),
where s ∈ I(r1), t ∈ O(rn) and P = {ri|ri ∈ p}. Two special nodes v∆ and
vU representing all source atoms S and unresolved atoms U , respectively,
are added to the atom graph G. An atom node u is unresolved, if the
pathway P contains a path u → t for some t ∈ T but no path v∆ → u.
After initialization, U = S. Initialization ends in a call to Algorithm 3.
Algorithm 3 attempts to maximize ZO by recursively adding reaction
paths v∆ → vU until a complete pathway is achieved. However, this process
may make other nodes unresolved — these nodes are resolved in subsequent
calls to Algorithm 3. In particular, Algorithm 3 finds k shortest paths from
v∆ to vU with a subroutine call (line 2). Each path Q ∈ Q discovered is
considered as a potential addition to the current pathway P . The algorithm
first checks whether the combined pathway is a solution, i.e., transfers a
high enough fraction of target atoms and is small enough in terms of number
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Figure 2.14: Path Q in GA(R) from vd = v∆ to vU involves reactions P ′ =
{r1, r2, r3}. Atom maps indicated by atom coloring. Pathway P ′ transfers
unresolved atom u and the grey atom of m7 from v∆, and additionally the
white atom of m7 from m6.
of reactions (line 7).
The algorithm relies crucially on the assumption that atom maps are
both valid and complete (see Section 2.1.3): under these assumptions, a
path Q from v∆ to vU through u ∈ U transfers all atoms of the metabolite
M(u) from non-target atoms (see Figure 2.14 for an example). The algo-
rithm calls procedure FindPathStart to find out where the atoms trans-
ferred to A(M(u)) originate from. These atoms, when not source atoms
themselves, are then added to the set of unresolved atoms. The algorithm
proceeds by searching paths from source atoms to the new set of unresolved
atoms. Figure 6 in Paper II illustrates the operation of the algorithm.
Theorem 2.7. (Paper II) ReTrace runs in O(k|T |(n(m + n log n) + |T |))
time, where k is the number of shortest paths computed at each step, |T |
is the size of target atom set, and n and m are the numbers of nodes and
edges in the atom graph, respectively. Here we assume that the k shortest
simple paths algorithm called by Algorithm 3 takes O(kn(m+n log n)) time.
Yen’s algorithm is a classical algorithm with this time complexity [229].
2.4.3 Experiments
In Paper II, we discussed three experiments where metabolic networks were
analysed with the ReTrace algorithm. Each experiment was performed on
an atom graph constructed as described in Section 2.1.3.
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Algorithm 3 FindPath
Input: atom graph G, current pathway P , source node v∆, unresolved
nodes U , 0 < w ≤ 1 and k, l ∈ Z+
Output: solution pathways P
1: Add edges (vu, vU ) for each u ∈ U to G
2: Q← FindKShortestSimpleAtomPaths(G, k, v∆, vU )
3: Remove edges (vu, vU ) for each u ∈ U from G
4: for all Q = (q1, . . . , qm) ∈ Q, qi ∈ A×A, do
5: P ′ ← Reactions involved with Q
6: P ′′ ← P ∪ P ′
7: if ZO(P ′′, S, T ) ≥ w and |P ′′| < l then
8: P ← P ∪ P ′′ // Solution pathway
9: U ′ ← ∅
10: for all u ∈ U do
11: v ← FindPathStart(Q, u)
12: if v 6= v∆ then
13: U ′ ← U ′ ∪ {v}
14: if U ′ 6= ∅ then
15: P ← P ∪ FindPath(G,P ′′, v∆, U ′, w, k, l)
16: Return P
Firstly, we reported the results of an experiment where the amino acid
synthesis pathways of a recently sequenced organism Trichoderma reesei
were reconstructed with ReTrace in [116]. In the experiment, we wanted
the pathways found by ReTrace to reflect the actual pathways present in
T. reesei.5 To this end, we weighted each edge of the atom graph according
to evidence that there is a reaction corresponding to the edge present in
T. reesei metabolism. Weights were derived by first performing an all-
versus-all comparison of 9129 T. reesei protein sequences against 101136
UniProt [45] (version 9.3) protein sequences using BLAST [6]. Then, a
reaction r was assigned a score
C(r) = max
s∈Q
max
t∈E(r)
B(s, t), (2.4)
where Q are the sequences in the target genome, E(r) is the set of sequences
in UniProt which have been annotated with reaction r and B(s, t) is the
BLAST bit-score for alignment of sequences s and t. Each atom graph edge
5This is an example of metabolic reconstruction, which is discussed in detail in Chapter
3.
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e then received the weight
w(e) =
1
β + C(rˆ)
, (2.5)
where rˆ is the reaction with highest score C(r) and β is a constant. Con-
sequently, in the weighted atom graph, paths associated with high-scoring
reactions were favored over paths with lesser sequence evidence. The T. ree-
sei amino acid biosynthesis pathways discovered by ReTrace in the weighted
graph were found by a domain expert to correspond closely to S. cerevisiae
pathways, as expected. Table 2.1 summarizes the results for each amino
acid. Of course, the weighting scheme can be adapted to data other than
BLAST bit-scores. For instance, weighting according to gene expression
data could be used to reveal pathways active in different conditions.
The second experiment was concerned with performance. We observed
that the number of shortest paths computed had to be constrained to rather
small values (e.g., ≤ 100) to achieve practical running times. Further,
the network topology was found to have significantly larger impact on the
number of pathways found and computation time than the complexity of
the target molecule.
Lastly, we searched for glucose → 5’-inosine monophosphate (IMP)
pathways. The objective was to investigate the utility of ReTrace in explo-
ration of alternative biosynthesis pathways to relatively complex molecules.
Resulting pathways displayed a large amount of variation in terms of dis-
tinct EC numbers involved (166) (see Section 3.2 for a description of EC
numbers). Three distinct pathway groups were identified depending on
the immediate precursor to IMP: inosine, AMP or FAICAR. Intrestingly, a
biosynthesis pathway described in [96] could not be found. Instead of the
larger pathway described, ReTrace identified a smaller variation, bypassing
the metabolite GAR. This may have been due to the restricted number of
shortest paths computed deeper in recursion.
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Tgt Src Paths Zo AvgSc BestSize AvgSize
Ala Pyr 227 1 652 1 16.8
Arg Oga 134 1 811 9 15.1
Asp Oaa 121 1 757 1 13.5
Glu Oga 36 1 426 1 12.6
Gly Ser 260 1 1128 1 16.1
Gly Thr 71 1 522 2 12.6
His R5P 21 1 774 22 25.8
Ile Oaa, Pyr 483 1 797 14 18.7
Leu AcCoA, Pyr 916 1 356 13 19.1
Lys AcCoA, Oga 347 0.67 834 11 14.6
Phe E4P, PEP 348 1 679 12 19.2
Pro Oga 119 1 673 3 14.4
Ser 3PG 69 1 670 3 15.3
Thr Oaa 97 1 768 7 2.5
Tyr E4P, PEP 156 1 654 19 19.6
Table 2.1: Summary of amino acid biosynthesis pathways found with Re-
Trace in T. reesei. Tgt: Target amino acid, Src: Source precursor(s), Paths:
number of distinct pathways, ZO: Highest ZO value, AvgSc: Average reac-
tion scores, BestSize: the size of the pathway with highest ZO. Metabolites:
acetyl coenzyme A (AcCoA), L-alanine (Ala), L-arginine (Arg), L-aspartic
acid (Asp), D-erythrose 4-phosphate (E4P), L-glutamic acid (Glu), glycine
(Gly), L-histidine (His), L-isoleucine (Ile), L-leucine (Leu), L-lysine (Lys),
oxaloacetate (Oaa), oxoglutarate (Oga), phosphoenolpyruvate (PEP), 3-
phosphoglyceric acid (3PG), L-phenylalanine (Phe), L-proline (Pro), pyru-
vate (Pyr), D-ribose 5-phosphate (R5P), L-serine (Ser), L-threonine (Thr),
L-tyrosine (Tyr).
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Chapter 3
Metabolic reconstruction
In this chapter, we discuss metabolic reconstruction. The definition of me-
tabolic reconstruction varies: usually it is taken to mean either the process
of annotating the genes relevant to metabolism in the genome, determining
the metabolic network structure, or both [80]. In this chapter, we particu-
larly focus on the latter definition. In our treatment, we will largely ignore
the effects of regulation of metabolism and concentrate on the structure of
the reconstructed metabolic network.
We first review related work in metabolic reconstruction, building on
material presented in our article [174]. Various aspects of metabolic re-
construction have been reviewed recently, including reconstruction of bio-
chemical networks in general [70], microbial regulatory and metabolic net-
works [36] and bacterial metabolic networks [80]. The genome annotation
problem in the context of biological networks and evolution [185] and in
silico function prediction [178] have also been discussed.
Section 3.2 gives an overview of reconstruction methods based on an-
notation transfer, or assignment of function to a biological entity on the
basis of similarity (homology) to an entity with a known function. In con-
trast, direct enzyme function prediction discussed in Section 3.3 attempts
to predict the metabolic function without relying on a database of anno-
tated entities. We proceed to discuss reconstruction methods that utilize
pathway or network structures (Sections 3.4 and 3.5).
We describe our contributions in the successive two sections. First,
in Section 3.6, we propose an algorithm presented initially in Paper III
for reconstructing metabolic networks from sequence similarity data in the
gapless setting detailed in Section 2.3. We conclude the chapter in Section
3.7 by describing a software tool aimed at semiautomated reconstruction
of metabolic models for 13C flux analysis. We detail the design motiva-
tion of the software and discuss the steps taken to tackle the metabolic
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nomenclature problem on the basis of Paper IV.
3.1 Metabolic reconstruction process
At the present stage, metabolic reconstruction is a process which involves
a multistep workflow and a high amount of manual labour [80, 185, 56, 70].
Reconstruction is typically based on a draft annotation of a genome. A
metabolic network model is assembled by taking the reactions correspond-
ing to enzyme annotations from a universal reaction database R [80]. The
network is then refined by manual and automatic means to remove incon-
sistencies. Finally, the model is validated by computational means. This
step often includes integration of measurement data to the model. Impor-
tantly, the workflow is iterative: disagreement between model prediction
and observations may for example result in changes in genome annotation.
In practice, many different actual workflows exist utilizing different com-
putational tools.
Current reconstructions are essentially incomplete due to lacking homol-
ogy or experimental information. A recent study [133] found that 10.4%
and 30% of metabolites in particular E. coli and S. cerevisiae models were
disconnected from the rest of the model and thus unable to carry flux in
a steady state. In [208], the initial M. genitalium metabolic model con-
structed with homology searches had 99% of the total reactions incapable
of carrying flux. Multicompartment models, such as S. cerevisiae models,
have in particular been reported to suffer from lacking connections between
compartments [133, ?].
Reconstructed models are typically validated by comparing the growth
predictions against the observed phenotype in knockout mutants with dif-
ferent growth media [117, 14]. In principle, the two types of discrepan-
cies between predictions and observations are prediction of growth when
no growth is observed and vice versa. In the first scenario, we can con-
clude that the model either contains enzymes not encoded by the genome
or the involved enzymes have been downregulated at kinetic or transcrip-
tional level. When falsely predicting no growth, we know that the model
is lacking reactions needed to produce biomass. Recently, computational
methods have been developed to find the modifications required to explain
experimental data [134].
Hundreds of metabolic networks have been automatically reconstructed
with various methods up to this date. For instance, the BioCyc database
contains over 500 metabolic networks for various organisms [34]. However,
the current automated reconstruction methods typically produce only a
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draft metabolic network, which needs to be manually curated by perform-
ing additional sequence homology and literature searches [61, 148, 198, 104,
140]. Moreover, the number of high-quality curated networks remains low.
To give recent examples, organisms with curated metabolic networks in-
clude human [61, 148], mouse [201], cattle [198], yeast [104], E. coli [69],
Staphylococcus aureus [140] and Pseudomonas putida [164].
3.2 Enzyme function prediction by annotation trans-
fer
Perhaps the most popular approach for reconstructing a metabolic network
of an organism is by annotation transfer [178].
Given a space of biological entities E , a space of biological functions F ,
and a set of entities E ⊆ E in the organism under study, function assignment
to a biological entity e ∈ E by annotation transfer relies on
1. a pre-existing functional assignment f ′ : E → F for entities E′ ⊆ E
and
2. a method to determine similarity d(e, e′) between two entities e, e′,
e′ ∈ E′.
Entity e is then assigned the function f ′(e′) where e′ minimizes the distance
d(e, e′) (Figure 3.1). Thus, annotation transfer is an indirect method of
function prediction; direct function prediction is discussed in Section 3.3.
In metabolic reconstruction, the entities E are often the protein se-
quences of the target organism to be compared against a database E′ of
protein sequences annotated with metabolic functions such as UniProt [45].
Standard choices for the distance measure d are sequence comparison meth-
ods such as BLAST [6] or profile-based methods [62, 41] on the premise that
homology and thus conserved function may be detected by sequence simi-
larity. In practice, several complementary sequence analysis techniques are
often utilized in conjunction [232, 171, 224].
As an approach complementary to sequence similarity detection, func-
tional data can be used to define a suitable measure d. For instance, as-
sociation evidence on similar expression or phylogenetic profiles, shared
protein-protein interactions, or small intergenomic distance may reveal se-
quences with a shared function [152, 217]. Sharan et al. review the use of
protein-protein interactions in function prediction [199].
A metabolic network can be assembled from the set of functions F ′ ⊆ F
obtained via annotation transfer by adding all reactions associated with
each function to the network. The function space F is often defined via
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Figure 3.1: Determining the function of enzyme e with annotation trans-
fer and direct enzyme function prediction. Subspaces E,E′ ⊆ E repre-
sent query sequences and annotated sequences, respectively. Subspaces
F, F ′ ⊆ F represent functions present in the target organism and anno-
tated in databases, respectively. Annotation transfer: Find annotated en-
zyme e′ with smallest d(e, e′). Assign function f ′(e′), where f ′ is defined
by predetermined function annotations. Enzyme function prediction: As-
sign function f(e). Subspaces E ⊆ E and F ⊆ F represent the biological
entities and correct functions of the organism. In this scenario, annotation
transfer would fail to correctly predict the function because function r does
not exist in the function database.
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Enzyme Commission (EC) [162] or Gene Ontology (GO) [44] classifica-
tions. An EC number is a four-digit identifier a.b.c.d, where the first digit
a specifies the general reaction mechanism and the other digits substrate
specificity. For instance, alcohol dehydrogenase is the enzyme catalyzing
the reaction alcohol + NAD+⇔ aldehyde or ketone + NADH + H+ and is
identified with EC 1.1.1.1 denoting an oxidoreductase (EC 1.) acting on the
CH-OH group of donors (EC 1.1.) with NAD+ or NADP+ as acceptor (EC
1.1.1.). In sequence databases, sequences are usually annotated with an EC
number, and each EC number is associated with one or several reactions
in a reaction database such as KEGG, thus allowing retrieval of reactions
for annotated sequences. In a recent work, a method was proposed for
predicting EC numbers of reactions from data on their atom maps [227].
Annotation transfer methods, although straightforward to use, have
several drawbacks. First, it is not possible to predict functions not already
annotated with some sequence in the database [82, 139] or functions missing
from the chosen functional space, such as the EC classification [98]. In
the best case, we may obtain evidence about certain characteristics of the
target enzyme even if other methods would have to be used to elucidate
the exact function. For instance, the substrate specificity of the enzyme
could be previously uncharacterized even if the overall reaction mechanism
was already known. In general, a particular functional characterization
(e.g., an incomplete EC number) may represent multiple reactions [89, 56].
Function transfer via such an EC number may then result in reactions being
incorporated into the model erroneously.
Second, an effort needs to be taken to differentiate between orthologs
and paralogs discovered by sequence similarity, as orthologs typically re-
tain their original function while paralogs take new functions [168, 178].
For instance, the KAAS method tackled the problem by comparing the
input protein sequences against a reference database and orthologs with
bi-directional (reciprocal) BLAST [161].
Third, even sequences with a large degree of sequence similarity may not
share a function. It has been observed that about 40% sequence identity is
enough to infer a general reaction mechanism but 60% identity is required
to accurately predict substrate specificity [213]. On the other hand, en-
zymes may be homologous even if sequence similarity is undetectable (see,
e.g., [82]). Fourth, annotation errors tend to be propagated via annotation
transfer unless assignments are carefully reviewed [58, 139].
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3.3 Direct enzyme function prediction
The quality of function assignment with annotation transfer depends crit-
ically on both the pre-existing assignments f ′ and distance measure d [82,
178]. As the rate at which new sequences are added to databases vastly
exceeds the rate at which functions are experimentally confirmed, it is cru-
cial to develop computational methods to directly and accurately predict
enzyme function without annotation transfer.
In (direct) enzyme function prediction, the objective is to specify a
function f not restricted to only previously characterized sequences. This
task is a subproblem of the general protein function prediction, which has
been studied extensively [152, 217, 138, 28, 221, 82].
Methods developed for enzyme function prediction employ machine
learning techniques [5] to learn the function f from data. Ideally, ma-
chine learning methods are able to generalize from the training data to be
able to predict the correct function of a sequence even if the exact sequence-
function association is not present in the training data. For instance, Jensen
et al. employed a neural network model from protein sequence data [113].
Importantly, kernel methods allow a straightforward utilization of multiple
data sources in machine learning, provided a kernel representation exists
for each source [200]. In particular, support vector machines have been
used in conjunction with various types of kernels to predict protein func-
tion [138, 28, 145].
Arguably, methods developed specifically for enzyme function predic-
tion have an advantage over more general methods. A combination of
a Naive Bayes, decision tree and instance-based learning classifiers was
adopted to predict the first two digits of EC numbers from protein se-
quence and structure data [57]. Other approaches have subsequently uti-
lized data on the three-dimensional structure of enzymes [103]. Kristensen
et al. determined enzyme function by geometric pattern matching of three-
dimensional enzyme structures [131]. Accurate data on protein structures is
unfortunately still rare compared to the availability of sequence data [230].
Zhoua et al. concentrated on the prediction of specific subclasses of
enzymes from protein sequence data with support vector machines [233].
Like protein function in general, also enzyme function has been predicted
on the basis of associations of sequence similarity and protein-protein in-
teractions [67]. Syed and Yona proposed a mixture model of stochastic
decision trees to predict EC numbers, and reported good results for highly
diverged protein families [209].
The inherent problem with the above methods is their inability to pre-
dict functions not represented in the chosen functional space, such as the
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EC classification: the exact function must be present in the training data,
even if the enzyme-function association is not. Enzyme function prediction
methods employing structured output learning have recently been proposed
to alleviate this problem [12, 13]. In structured output learning, the out-
put space typically contains a rich structure instead of a simple vector
space [188]. For instance, applications to predict enzyme function have
usually defined the output space as a functional taxonomy such as EC clas-
sification [12], Gene Ontology [16] or MIPS [39, 24]. The benefit of such an
approach is that it theoretically allows the prediction of an unseen function,
as long as it can be represented within the chosen functional space.
It should be noted that metabolic networks induced from the trans-
ferred or predicted functions usually require a large amount of curation by
computational and manual methods, because the function of each enzyme
is predicted independently of the properties of the resulting metabolic net-
work [134, 185]. We will discuss reconstruction methods which attempt to
reduce the amount of curation effort by considering the resulting pathway
and network structure in Sections 3.4 and 3.5.
Finally, we note that the methods discussed so far have been concerned
with the determination of metabolic functions such as the catalyzed reac-
tion. However, to specify a metabolic model for computational analysis,
one often has to determine reaction directionality, existence of transporters
between compartments and localization of enzymes within compartments.
While such attributes are sometimes represented as a part of the functional
space, they are usually determined in a phase separate from functional
assignment.
For instance, methods to detect reaction directionality have taken ad-
vantage of Gibbs energy estimates by the group contribution method [112]
and heuristic rule-based analysis of network topology [135]. Partly due to
the lack of standardized nomenclature, transport functionalities have been
inferred also from the textual descriptions of annotated proteins [144].
To predict intracellular protein localization, various machine learning
methods have been developed [109, 108]. For instance, WoLF PSORT ex-
tracts localization features from protein sequences and utilizes them in a
k-nearest neighbor classifier to infer localization [108]. Features are based
on sorting signals, amino acid composition and functional motifs. Interest-
ingly, accurate subcellular location prediction requires less sequence simi-
larity than enzymatic function prediction [187].
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3.4 Reconstructing metabolic pathways
In this section, we are concerned with reconstruction of metabolic path-
ways instead of predicting the existence of separate enzymes as discussed
in previous sections. We will reformulate the reconstruction problem as
the task of determining whether a metabolic pathway P ⊆ R exists in the
target metabolism, in contrast to determining the enzymatic function f(e)
of a sequence e. This problem of pathway reconstruction can be viewed as a
special case of metabolic pathfinding, where we require that the discovered
pathways to be present in the target organism.
It should be noted that approaches for pathway reconstruction can be
divided into two groups, depending on whether we want to identify the
presence of a reference pathway or its variation in metabolism, or pre-
dict existence of pathways ab initio. We refer to the two approaches as
comparative and explorative pathway reconstruction, respectively. In both
approaches, incorporation of experimental data may be used to guide the
search.
We observe that the techniques for metabolic pathfinding presented in
Chapter 2 can be adapted for explorative pathway reconstruction by pro-
viding a scoring or weighting scheme reflecting the evidence that a given
graph component such as a reaction is present in a metabolism. In par-
ticular, in Section 2.4, we demonstrated the viability of our atom-level
pathfinding method to reconstruct amino-acid synthesis pathways when
the atom graph was suitably weighted according to sequence evidence.
Perhaps the most widely used software for comparative pathway recon-
struction is Pathway Tools, where the underlying reconstruction method
is known as PathoLogic [121]. Specifically, PathoLogic infers the presence
of reactions from an existing functional annotation given as a set of EC
numbers. PathoLogic is essentially a rule-based inference method, which
applies a set of rules to the EC numbers and gene-product names given as
input. First, the EC numbers and gene-product names are matched against
reactions in the MetaCyc database [35]. PathoLogic then considers each
reference pathway in the database at a time, and if sufficient evidence on
the existence of the pathway is available, the pathway and its reactions are
added to the reconstruction. The main drawbacks of PathoLogic are the
reliance on a reference pathway database, its ability to report only boolean
predictions, and hard-coded rules of the inference engine. In [52], various
machine learning methods including decision trees and Naive Bayes clas-
sifiers were found to give a comparable prediction performance to Patho-
Logic, while enabling generalization from data and providing a probability
for each prediction.
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In Pathway Tools, a pathway hole is a reaction on a pathway recon-
structed by PathoLogic for which no EC number was given as input. Inves-
tigating each such gap, the Pathway Hole Filler tool computes the proba-
bility for each enzyme that the enzyme catalyses the reaction under a Naive
Bayes model [88]. The probability model incorporates sequence homology
information such as BLAST score and rank, and genomic and functional
context information.
Similar division of metabolism into metabolic pathways to be recon-
structed independently is utilized in RAST [56]. The central idea in RAST
is that the curation effort contributes towards both the reconstruction and
the growing set of reference pathways, called subsystems. As in Pathway
Tools, a number of organism-specific pathway variants are maintained. In
contrast to pathways in for example KEGG and Pathway Tools, a RAST
subsystem specifies a collection of functionally connected genes and gene
products.
3.5 Reconstruction in whole-network context
We next discuss reconstruction methods which consider the overall meta-
bolic network topology as an integral part of the computation, instead of
focusing on a single metabolic pathway or enzyme. The methods described
here can be broadly divided into machine learning methods, where a novel
metabolic network is inferred, and optimization methods, where usually an
existing network is refined to better match experimental data.
A machine learning approach proposed by Kharchenko et al. used meta-
bolic network structures to link association evidence from expression and
phylogenetic profiles, and genomic distance to predict enzyme function [125].
Their method is essentially an annotation transfer method that filters a
small set of genes with known metabolic functions to be tested for asso-
ciations against each gene with unknown function. In a previous work,
the authors utilized only expression data to predict enzyme functions in S.
cerevisiae [126].
Yamanishi et al. predicted the edges of a reaction graph with graph
kernels on stoichiometry and chemical compatibility data, and a Gaussian
kernel on expression data [228]. More specifically, chemical compatibility
data identified enzymes that in principle could catalyze successive reactions
in a metabolic network. Their prediction setting involved an input “gold
standard” diffusion kernel of the known metabolic network and an output
data kernel combining expression and compatibility data. First, a mapping
of both input and output data to a common space was computed so that the
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projections were maximally correlated with Kernel Canonical Correlation
Analysis (KCCA) [200]. Connections in the reaction graph for a novel
enzyme were then predicted by finding the nearest enzymes in the common
space. Kashima et al. extended this work by predicting the missing edges
of a reaction graph from sequence and phylogeny data by propagation of
association information [123]. In their work, metabolic networks for three
organisms were simultaneously reconstructed. In Section 4.3, we propose a
method for simultaneous reconstruction of multiple ancestral networks in
the gapless setting.
OptStrain is an optimization method that is intended for identifying
metabolic network topology changes, which potentially increase the pro-
duction of a target compound in a production host [169]. Specifically,
OptStrain computes the maximum yield attainable in a universal network
and then suggests non-native reaction insertions that would result in the
maximum yield. OptStrain also finds possible deletions of genes that would
ensure the target compound production.
Although OptStrain was originally applied to a metabolic engineering
scenario, the method also finds use in reconstruction tasks. For instance,
Reed et al. utilized OptStrain in a procedure for identifying refining func-
tional assignments given an existing metabolic model [185]. In their ap-
proach, model growth rate predictions were compared against observed
growth phenotypes, and an optimization-based approach was used to search
for reactions that would explain the differences. Specifically, different mini-
mal growth media were enumerated, and a minimum set of growth-enabling
reaction additions. This phase was followed by manual assignment of func-
tions to sequences assisted by literature and sequence-homology searches.
The underlying computational method was a hybrid of OptStrain [169]
and a method by Burgard et al., where a minimal set of metabolic reac-
tions capable of supporting growth on different substrates is identified [32].
However, the method relied on various computational tools and literature
search in conjunction with the gapfilling optimization.
In [133], an optimization-based method is proposed to find and repair
errors in an existing metabolic network. The method first identifies metabo-
lites of the metabolic network which are unable to carry flux in steady-state.
The model is then searched for a minimal number of reaction reversals and
additions that restore the steady-state connectivity. It should be noted
that no method is given to evaluate the generated hypotheses against se-
quence or experimental evidence. Thus, external means such as sequence,
structure or functional data analysis are needed.
In addition to growth measurements, mass spectrometry data has been
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utilized in metabolic network reconstruction [30]. The MetaNetter method
predicts a network of metabolite transformations from high-precision mass
spectrometry data. With sufficient resolution, pairwise mass differences
between observed peaks in data can be attributed to metabolic transfor-
mations. As the method only uses information about possible mass changes
instead of a reaction database, it can in principle detect novel reactions.
3.6 Gapless metabolic reconstruction
In this section, we describe a computational method proposed in Paper III
for reconstructing gapless genome-scale metabolic networks. The method
combines evidence on presence of reactions in metabolism obtained from
both sequence similarity detection and metabolic network structure. With
respect to the classification presented earlier, our method operates in a
whole-network context (Section 3.5).
As discussed before, many approaches for building a genome-scale meta-
bolic model of an organism have been proposed. To increase the reliability
of reconstruction, multiple sources of data, such as expression or phylo-
genetic profiles, or genomic context, have been utilized. Network context
has so far been considered mainly in conjunction with the propagation of
functional association evidence or refinement of a reconstructed model. In
contrast, our approach is motivated by the observation that most exist-
ing reconstruction methods produce networks, which contain connectivity
problems, such as isolated subnetworks. Subsequent refinement with other
techniques is thus required before most analyses (e.g., flux balance analy-
sis) can be applied. With our method, we aim to remove the need for such
postprocessing by directly reconstructing gapless networks, which do not
suffer from connectivity problems.
3.6.1 Gaplessness as linear constraints
We first give a formulation for gapless metabolic networks in an optimiza-
tion framework, and then define reconstruction of gapless metabolic net-
works as an optimization problem. Formulating a computational problem
as an optimization problem gives access to standard techniques for solving
such problems.
To formulate the gapless requirement in a linear optimization framework
(see Section 2.2.1), we use two types of linear constraints to require that
each reaction in the network is reachable from source metabolites S. The
formulation involves a rate variable vi for each reaction ri and a dilution
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rate variable tj for each metabolite mj /∈ S. The first constraint imposed
for each metabolite mj /∈ S,∑
i
δijvi − tj ≥ 0, (3.1)
where δij ∈ {−1, 0, 1} is the 1-0 stoichiometric constant of metabolite mj
in reaction ri, states that the production of metabolite mj must be equal
or exceed the consumption. We then require that whenever a metabolite
mj is produced by a reaction, the associated dilution rate must be greater
than zero,
tj ≥ α
∑
vi∈Pro(mj)
vi, (3.2)
where 0 < α < 1 is a constant governing the fraction of flux that is removed
from the system at each metabolite reached from sources. Note that con-
straints 3.1 and 3.2 ensure that no cycles of reactions with rates vi > 0
exist that are not reachable from sources.
3.6.2 Reconstruction as an optimization problem
We can now give a formulation of the gapless reconstruction task as an op-
timization problem. The formulation utilizes the technique of encoding the
reachability requirement by linear constraints (3.1) and (3.2). Moreover,
an objective function is introduced where we want to maximize the sum of
scores of reactions chosen to the solution. Deviating from the statement of
the problem given in Paper III, we define the objective function simply as
f : R → R and drop the reference to a threshold value b — we will return
to the role of score thresholding in Section 3.6.3.
Problem 4. Gapless-Metabolic-Reconstruction. Given a set of reactions
R, a set of source metabolites S and a score function f : R → R, find a
subset R ⊆ R such that
1. F (R) =
∑
r∈R f(r) is maximized and
2. metabolic network G(R) is gapless under S.
Note that under a score function f(r) = 1 the problem is easy as the
optimal solution is simply the largest set of reactions that can be reached
from sources S. As discussed in Section 2.3, this set can be found in
polynomial time by a traversal of graph G(R). However, in Section 3.6.3,
we will study a reaction scoring scheme which, although more relevant
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to metabolic reconstruction, will also make the problem computationally
harder.
The above problem can be given as a mixed-integer linear problem as
follows. A linear program is called a mixed-integer linear problem (MILP),
if some of the variables are restricted to integers. We introduce an integer
variable xi ∈ {0, 1} for each reaction ri which encodes the presence of
reaction ri in the solution: xi = 1 ⇔ ri ∈ R. In addition, we use the two
constraints for each reaction to tie each xi to the corresponding reaction
rate variable vi such that xi = 0 ⇔ vi = 0. Finally, by introducing the
reachability constraints discussed above and constraining reaction rates to
non-negative values, we obtain the following MILP formulation.
Problem 5. Gapless-Metabolic-Reconstruction-MILP.
max
x
∑
ri
f(ri)xi
such that
1
N
xi ≤ vi (3.3)
vi ≤ Mxi, (3.4)∑
i
δijvi − tj ≥ 0, (3.5)
tj ≥ α
∑
ri∈Pro(mj)
vi (3.6)
xi ∈ {0, 1} (3.7)
vi ≥ 0, (3.8)
where xi ∈ {0, 1} specifies whether reaction ri is included in the result,
N and M are appropriately large numbers, vi is the rate of reaction ri, tj
is the dilution reaction rate corresponding to metabolite mj and Pro(mj)
is the set of reactions producing metabolite mj . Variables x,v and t are
free variables to be solved, while f(ri), N,M, δij and α are constants. Con-
straints (3.3) and (3.4) constitute a standard way to encode the desired
connection between integer and non-integer variables.
3.6.3 Reaction scoring in reconstruction
We next devise a reconstruction score function f(r) to be used in con-
junction with sequence similarity data. In Section 2.4.3, we incorporated
evidence from sequence homology detection into pathfinding so that path-
ways with high sequence evidence were preferred. Ideally, sequence and
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Figure 3.2: Three metabolic pathways A,B,C with experimental evidence
shown for each reaction (green: high evidence, red: low evidence).
functional evidence alone would yield a complete metabolic network. How-
ever, due to circumstances discussed in the previous sections, there often
is erroneous data on whether a particular reaction exists in metabolism or
not.
Our objective is to exploit the metabolic network structure to pre-
dict missing or falsely predicted reactions in conjunction with experimental
data. In Figure 3.2, we have three simple linear metabolic pathways with
experimental evidence displayed for each reaction. Pathway A is predicted
by experimental evidence only. We argue that in both scenarios B and
C the existence of the reaction with low evidence, reactions 4 and 8 re-
spectively, is supported by the pathway structure due to the high-evidence
reactions that depend on the products of low-evidence reactions. Further,
since more reactions are dependent on reaction 4 than reaction 8, reaction
4 should be predicted with more confidence, all other things being equal.
In Paper III, we proposed a simple scoring scheme to determine the
degree of sequence evidence f(r) of a reaction r:
f(r) = max
s∈Q
max
t∈E(r)
B(s, t)− b, (3.9)
where Q are the (protein) sequences of the reconstructed organism, E(r) are
the sequences annotated with reaction r in a sequence database, B(s, t) ≥ 0
is the BLAST bit-score for sequences s and t, and b ∈ R+ is a constant.
Score function (3.9) is similar to (2.4) with the addition of the term b,
which differentiates between low and high scoring reactions. In general, a
reaction with f(r) < 0 does not appear in a solution to Problem 4 unless it
is essential to make a high scoring reaction or reactions P reachable such
that F (P ∪ {r}) > 0. Conversely, a high scoring reaction r may not be
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predicted, if its reachability requires addition of low-scoring reactions P
such that the total contribution F (P ∪ {r}) < 0. For instance, in Figure
3.2, the reactions 4, 5, 6 on pathway B would be predicted, if F (B) > 0,
assuming the leftmost metabolite as a source. However, if F (B) ≤ 0,
reactions 4, 5, 6 would not appear in the reconstruction.
3.6.4 Algorithm
When reconstructing the whole metabolic network of an organism, one gen-
erally has to deal with hundreds or thousands of reactions and metabolites.
To be able to tackle these large-scale reconstruction tasks in practice, we
next describe a divide-and-conquer method to divide the whole instance
into smaller subproblems, and to merge the solved subproblems into a so-
lution to the original problem.
The main procedure (Algorithm 4) iterates three steps and adds the
result of each iteration to a collection of reactions R, which is initially
empty. At line 4, a random acyclic path p = (r1, . . . , rn) is generated from
a random source metabolite s by first choosing a random reaction which
consumes s, and then sequentally adding random reactions such that the
next reaction in sequence consumes a product of the previous reaction.
Furthermore, the path generated is required to satisfy
∑n
i=1 f(ri) > 0. The
generated path p may contain gaps, or reactions not reachable from S using
only reactions of p. The algorithm next augments the path p to contain
all potential reactions which could be used to remove the gaps (line 5).
This is done by adding all paths p′ = (r′1, . . . , r′m) such that s ∈ S(r′1) for
some s ∈ S and r′m ∈ p. Further, to restrict the solution space we require
that w[r′i+1] > w[r
′
i]. Finally, Problem 5 is solved at line 6 by using the
initial path augmented in the second step as the reaction collection R. The
operation of Algorithm 4 is illustrated in Figure 3.3.
3.6.5 Experiments
We performed a proof-of-concept experiment by reconstructing the whole
metabolic network of Escherichia coli and comparing it against a previ-
ously published high-quality network. Table 3.1 summarizes the data re-
sources used in reconstruction. To obtain scores f(r), the E. coli protein
sequences were compared against UniProt sequences with BLAST, a setting
similar to the experiment reported in Section 2.4.3. Instead of removing
cofactor metabolites from the universal network before analysis (see Sec-
tion 2.3.3), we assumed a fixed set of 111 metabolites as sources including
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Algorithm 4 Divide-and-conquer gapless metabolic reconstruction
Input: reactions R, source metabolites S, score function f , number of
iterations l
Output: reactions R ⊆ R
1: R← ∅
2: (d,w)← CalculateProductionDistances(R, S) // Algorithm 1
3: for i← 1, . . . , l do
4: P ← RandomAcyclicPath(R, S, w, f)
5: P ← P ∪AugmentPath(P, S,w)
6: R← R ∪ SolveGaplessReconstructionMILP(P, S, f)
7: Return R
Figure 3.3: Operation of Algorithm 4 to reconstruct a metabolic network.
First, a random path is generated (four reactions in this example) from
a source (green metabolite). Then, each non-source metabolite encoun-
tered not produced by the path itself is augmented with backtracking (grey
triangles). Finally Problem 5 is solved on the augmented pathway.
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Data Resource Reference
E. coli protein sequences NCBI U00096 [65, 23]
Enzyme database UniProt 9.3 [45]
Reaction database MetaCyc 10.6 [35]
Reference network EcoCyc [124]
Table 3.1: Data resources used in gapless reconstruction of E. coli.
carbon sources such as glucose, cofactors such as ATP and NAD and ubiq-
uitous metabolites such as water and CO2.
We used a simple thresholding of reaction scores to provide us with
a computational baseline method for reconstructing metabolic networks:
given a threshold b, a reaction r was chosen into the solution if and only if
f(r) > b. Naturally, the network reconstructed this way may contain gaps.
Varying the threshold value b in increments of 25 from 0 to 400, we observed
that the number of gaps varied from about 19% to 41% of reactions in an
E. coli network reconstructed by thresholding (see Figure 1 in Paper III).
We then reconstructed the E. coli network with Algorithm 4. The re-
sults are shown in Table 3.2. A few observations can be made. First, the
networks produced by gapless reconstruction were significantly smaller than
baseline networks. This resulted mostly from inconsistencies in the under-
lying reaction database and our particular choice of source metabolites:
it was impossible to reach a high number of reactions from the selected
sources. Consequently, these reactions could not appear in a gapless so-
lution. Second, a large number of reactions having a negative score and
thus not appearing in the solution were used to fill gaps by the gapless
method (column #Fillers in Table 3.2). The average scores of gap-filling
reactions were small — most gap-filling reactions did not have any sequence
evidence backing their inclusion into the reconstructed networks. These re-
actions were predicted almost solely on evidence from the resulting network
structure.
In addition to comparing against a baseline reconstruction method, we
investigated whether there were reactions predicted by Algorithm 4 but
not by the baseline method that could be found in a high-quality E. coli
metabolic network. Indeed, choosing b = 200 arbitrarily, we could find 14
such reactions, demonstrating the potential usefulness of our method.
The choice of parameter b depends on the source of reaction scores.
With sequence data, the closer the relationship of the target organism to
species with annotated sequences, the higher the parameter value can be.
One approach to choosing the value is to estimate the total number of
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b GSize TSize #Gaps #Fillers GScore TScore FScore
0 1354 1964 372 338 292.7 336.7 0
50 938 1280 319 208 410.4 498.3 7.1
100 809 1067 348 174 469.1 583.4 13.8
150 755 960 318 175 487.3 634.5 18.0
200 649 865 299 132 548.0 685.1 28.0
250 597 796 281 126 580.7 724.4 34.4
300 551 742 259 117 597.7 757.5 41.9
350 500 700 283 101 637.1 783.5 57.4
400 469 642 265 97 659.1 820.6 97.8
Table 3.2: Reconstruction results of E. coli network for the gapless method
and baseline thresholding method when the threshold value b was varied
(only increments of 50 shown). GSize and TSize give the size of the re-
constructed network for gapless and thresholding methods. #Gaps is the
number of gaps in the thresholded network. #Fillers is the number of
gap-filling reactions with negative score in gapless network. GScore and
TScore give the average reaction score in gapless and thresholding net-
works. Raw BLAST scores, i.e., f(r) with b = 0, are reported in columns
GScore, TScore and FScore. Finally, FScore is the average reaction score
for gap-filling reactions. Table adapted from Paper III.
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reactions in metabolism by other means and set the parameter to yield a
network of this size. Alternatively, one may want to perform a parameter
sweep such as reported in Table 3.2 and for each reaction note the highest
value the reaction still appears in the result: the higher the value, the more
confident we should be that the reaction exists in metabolism. In this work
we have left exploring this technique as future work, however.
3.7 ReMatch: software tool for constructing 13C
models
In this section, we discuss techniques to facilitate computer-assisted con-
struction of metabolic models for 13C flux estimation and their implementa-
tion in a software tool called ReMatch (Reaction Matcher). To our knowl-
edge, this is the first tool for 13C model building purpose which integrates
atom maps automatically to reaction models. ReMatch was introduced in
Paper IV and is accessible at http://sysdb.cs.helsinki.fi/ReMatch/.1
3.7.1 Motivation
ReMatch was originally designed as a model building software specifically
for 13C metabolic flux analysis (see Section 2.2.3). In 13C-MFA, the size
of the metabolic network model is typically an order of magnitude smaller
than a complete genome-scale model. For instance, the “standard net-
work” accompanying the 13C-MFA analysis software 13CFLUX contains a
total of 69 reactions in glycolysis, pentose-phosphate pathway and TCA cy-
cle [225]. Hence, ReMatch was not particularly aimed at very large models.
Instead, as 13C-MFA requires atom maps, the ability to augment the model
with atom maps editable within the software, and export the augmented
model in formats understood by popular 13C-MFA software [225, 183] was
required.
3.7.2 Constructing 13C models with ReMatch
ReMatch was implemented as a web-based software. It supports concur-
rent users and contains persistent storage for metabolic models. The basic
workflow begins when the user inputs a metabolic model. The model is
specified as a list of reaction formulae in a free-text format. Each formula
is subjected to a matching process where matching reactions from the Re-
Match database are found. The matching process is detailed in the next
1Status on October 24, 2010.
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section. The user is then presented with a metabolic model consisting of
matched reactions from the database.
After initial import, the metabolic model can be edited by inserting or
removing reactions. Reactions are inserted by giving a free-text formula,
which is matched against the database. The metabolic network induced by
the reactions in the model can be visualized as a graph.
Importantly, the reactions in the ReMatch database are associated with
atom (carbon) maps. The user has the option of adding novel reactions and
associated atom maps. This allows the addition of biomass reactions, for
example. The completed model can then be exported in either SBML, a
stoichiometric matrix in text format, 13CFLUX or FluxML format. Atom
mapping data is included in SBML, 13CFLUX and FluxML exports.
3.7.3 Nomenclature problem
In addition to augmentation of models, ReMatch was designed to be able to
integrate models against a unified metabolic database containing data from
KEGG [120] and the ARM project [9] in particular. The main challenge was
to solve the nomenclature problem associated with metabolic reactions and
metabolites: given a reaction specified by its formula, where metabolites
appear as free text, find the equivalent reaction from the unified database,
if any. The nomenclature problem stems from the multitude of names
associated with any given molecular species, and not restricting the user
to any standard metabolic nomenclature. For instance, in KEGG adeno-
sine triphosphate is known as either “ATP” or “Adenosine 5’-triphosphate”
while MetaCyc [34] recognizes synonyms “ATP”, “adenylpyrophosphate”,
“adenosine-triphosphate” and “adenosine-5’-triphosphate”.
We addressed the nomenclature problem by building for each metabolite
m in the ReMatch database a list of synonymous names N(m) by match-
ing metabolite names and molecular structures in KEGG, MetaCyc and
ChEBI [55] according to the following process, where N(m) is the initially
empty list of synonyms for metabolite m:
1. Add all KEGG synonyms for the KEGG metabolite m to N(m).
2. Add all MetaCyc and ChEBI synonyms for metabolite m′ to N(m),
whenever at least one synonym for m′ matches a synonym already in
N(m).
3. Add all synonyms for a MetaCyc metabolite m′ to N(m), whenever
the molecular structure of the MetaCyc metabolite m′ is identical to
the structure of metabolite m.
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Testing whether two metabolites were identical in terms of their molec-
ular structures was done by computing graph isomorphism for their molec-
ular graphs. A molecular graph of a metabolite is an undirected graph
G = (V,E), where nodes V correspond to atoms of the metabolite and
an edge (u, v) ∈ E connects atom u and atom v with a covalent bond.
Node and edges were given labels according to the atom type (e.g., car-
bon or nitrogen) and bond type (e.g., single or double bond), respectively.
Such information is available in both KEGG and MetaCyc databases. The
isomorphism tests were conducted with the nauty software [157].
3.7.4 Identifiability of metabolites between KEGG and Meta-
Cyc
To determine whether the identifiability of metabolites between MetaCyc
and KEGG has improved after the publication of Paper IV, we matched
the metabolites in MetaCyc against KEGG metabolites according to steps 1
and 2 of the above process. Structural matching (step 3) was not used. Both
KEGG and MetaCyc provide CAS and PubChem identifiers for crosslink-
ing. Additionally, in MetaCyc many metabolites are associated with a
KEGG LIGAND entry, allowing for direct crosslinking. Consequently, two
metabolites were considered to match if they shared at least one of the
identifiers (CAS, PubChem, KEGG) or a synonym.
Two snapshots of both databases were used. In the first case, MetaCyc
version 12.0 was compared against the KEGG May 2008 version, and in the
second case, MetaCyc version 14.1 against the KEGG July 2010 version.
Table 3.3 summarizes the result of the comparison. Overall, a significant
amount of MetaCyc metabolites in either database snapshot (47.0% and
44.7%) could not be matched to a KEGG metabolite. For a large fraction
of metabolites, a match could be found by synonym lookup. Although
the number of direct KEGG links in MetaCyc had increased between the
snapshots, synonym matching clearly has utility. For instance, in MetaCyc
14.1, there were only 2708 metabolites that could be matched to KEGG
both with the direct KEGG link and a synonym match. A total of 406
metabolites could be mapped only by synonym lookup. An example of
such a metabolite is cerulenin (MetaCyc identifier 6901, KEGG identifier
C12058), for which both databases provide a link to a different PubChem
identifier.
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MetaCyc 12.0 MetaCyc 14.1
KEGG May 2008 KEGG July 2010
MetaCyc compounds 6601 8741
Not mapped 3106 (47.0%) 3904 (44.7%)
CAS 152 151
KEGG 1264 4237
PubChem 139 465
Synonym 3074 3498
CAS+Synonym 131 122
KEGG+CAS 136 145
KEGG+PubChem 21 269
KEGG+Synonym 778 2708
PubChem+Synonym 65 262
CAS+PubChem+Synonym 3 10
KEGG+CAS+PubChem+Synonym 2 9
KEGG+CAS+Synonym 117 119
KEGG+PubChem+Synonym 19 235
Table 3.3: Matching of compounds in MetaCyc database versions 12.0 and
14.1 against KEGG versions May 2008 and July 2010, respectively.
Chapter 4
Metabolic network evolution
In this chapter, we study the simultaneous inference of metabolic networks
for multiple ancestral species from metabolic networks of observed species.
The approach described here was introduced in Paper V. First we briefly
discuss models of metabolic evolution and computational methods that
can be used to infer evolutionary models for metabolism. We introduce
phylogeny inference problems related to our task, propose an algorithm for
reconstructing ancestral metabolic networks given a phylogenetic tree and
study its properties and performance.
4.1 Models of metabolic evolution
An early study of the evolution of metabolism by Horowitz in the 1940s pro-
posed a retrograde or stepwise model, where a metabolic pathway evolves in
reverse order: first, an enzyme catalyzing a reaction that produces the ul-
timate end-product of the pathway is introduced [107]. In successive steps,
an enzyme producing the substrate for the previously introduced enzyme is
added. At each step, the necessary substrates are assumed to be available
in the environment. The selective pressure is caused by depletion of sub-
strates from the environment, giving an advantage to strains which have
evolved the previous step in the pathway and are thus able to exploit other
more readily available substrates. Of course the availability of intermedi-
ates is dependent on their chemical stability and transportability in the
cell.
As an alternative to the retrograde model, Jensen introduced the en-
zyme recruitment model [114]. In this model, also called the patchwork
model, it is assumed that the specificity of primitive (ancestral) enzymes
was significantly broader than that of the present-day enzymes. Thus,
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while primitive species necessarily had a small gene content, a large variety
of metabolic functions (metabolites produced) was present, although with
low reaction rates. This variety provided the basis for pathway special-
ization via gene duplications. The patchwork model is well-supported by
sequence data, and is able to explain the appearance of analogous path-
ways [211, 186, 167]. Two pathways are analogous, if their reactions can
be aligned so that each aligned reaction pair is highly similar in terms
of reactants [114]. For instance, the TCA cycle and lysine biosynthesis
pathways contain analogous reaction sequences, starting from oxaloacetate
and α-ketoglutarate and ending with α-ketoglutarate and α-ketoadipate,
respectively:
oxaloacetate→ α−ketoglutarate︸ ︷︷ ︸
TCA cycle
→ α−ketoadipate
︸ ︷︷ ︸
lysine biosynthesis
Teichmann et al. studied 106 metabolic pathways of Escherichia coli
and the 581 genes whose protein products act as enzymes on E. coli path-
ways [211]. They found that domains, or units of protein structure, within
the same protein family are widely distributed across different pathways.
Domain homologues within the same pathway were, however, rare, occuring
only in 11 of the 106 pathways.
Moreover, it was also discovered that the conservation of catalytic or
cofactor-binding properties occured commonly while substrate recognition
conservation was rare [211]. This observation suggests that introduction
of a new catalytic mechanism is rarer than change in substrate binding
properties, and thus supports the patchwork model. Rison et al. compared
metabolic pathway distances, genomic distances and protein homology, and
found further evidence supporting the patchwork model in the E. coli me-
tabolic network [186]. Moreover, the enzymes residing close to each other
in the metabolic network tended to have genes located in the same region
of the genomic sequence.
Similarly to [211, 186], where genes coding for enzymes were studied
in a pathway context, Peregrin-Alvarez et al. investigated the degree to
which metabolism is conserved at the enzyme level [167]. Extending the
scope of previous studies, they detected homologs in other species for every
gene that codes for an enzyme in E. coli. Their results showed that the
metabolism of E. coli is widely conserved in other species, though only
a few of the pathways were conserved across all seven taxonomic groups
considered.
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4.2 Metabolic network phylogeny
A phylogenetic tree or phylogeny is a tree T = (V,E), where the leaf nodes
represent the taxa, or observable species [86, 92, 38]. The structure of
the tree corresponds to the course of evolution: an internal node speci-
fies a speciation event, where multiple species have diverged from a single
species. In particular, a non-root node with three edges represents a speci-
ation event where a species has diverged into two species. Such nodes are
called resolved, in contrast to unresolved nodes with more than three edges.
The root node is resolved when its degree is exactly two. Thus, a binary
phylogenetic tree contains only fully resolved internal nodes.
To take into account the direction of time, we assume that in a directed
phylogenetic tree the edges are oriented temporally. A phylogenetic tree is
then expected to have the root node indicate the start of evolution from
the standpoint of the particular tree.
In this section, we are specifically interested in building directed phy-
logenetic trees for metabolic networks. Although non-tree-like phylogenies
result from horizontal gene transfer [37], which is prevalent in microbes and
occurs even in higher organisms [195], we restrict ourselves to the vertical
inheritance, which is well-described by phylogenetic trees. We assume that
our taxa consists of a set of observed metabolic networks from a number
of species. We would like to infer the metabolic networks in the internal
nodes, the ancestral metabolic networks, given the structure of a phylo-
genetic tree. In Paper V, we proposed an algorithm for answering this
question. We detail the approach in Section 4.3. In order to understand
the context and motivation for the presented method, we next review some
of the approaches used to construct phylogenetic trees.
4.2.1 Distance-based phylogeny
A number of methods have been proposed for construction of phylogenetic
trees for a set of arbitrary objects E ⊆ E given a matrix D = (dij) defining
distances dij for all ei, ej ∈ E [71] Two examples of such methods include
neighbor-joining [190] and a clustering-based method UPGMA, which is
arguably among the simplest algorithms for constructing phylogenies.
A critical decision to make when building phylogenies with a distance-
based method is the choice of the distance metric. Given a metabolic
network G(R), R ⊆ R, a simple choice is to represent the reactions R
as a binary reaction vector v = (vi) of length |R|, where vi = 1 if and
only if ri ∈ R, and vi = 0 otherwise. One can then define the pairwise
distance of two networks G(R1), G(R2) with reaction vectors v,w, respec-
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tively, to be any vector distance d(v,w) such as the Euclidean distance
d(v,w) =
√∑
i (vi − wi)2. Similarly, metabolic network distances have
been computed with a representation where both reactions and metabolites
are explicitly considered [77]. In contrast to only comparing sets of reac-
tions, a representation involving metabolites allows one to infer similarity
when a metabolite is produced by different reactions in the two networks.
However, because only identical entities are compared, analogous pathways
would not be detected.
Various distance measures have been developed for graphs in general
and specifically for metabolic pathways and networks based on enzyme com-
position and pathway alignment. We next briefly review some of the most
prominent ways of defining distances for metabolic networks and pathways
before describing the original contributions presented in Paper V.
The first attempts to compare metabolic pathways across organisms
were mostly based on genomic information [87, 210]. An early effort to
compare pathways in a steady-state setting was by Dandekar et al., where
elementary flux modes were utilized to compare variations to glycolysis in
different organisms [53].
Forst and Schulten compared metabolic pathways by combining se-
quence alignments with topological information [79, 78]. In their approach
the enzymes in two pathways sharing identical functional roles are com-
pared. The distance between the two pathways is then simply the sum
of the contributions from individual enzyme comparisons using BLAST. If
some functional role is present in one of the pathways but not in the other, a
gap penalty is applied, analogously to what is customary in sequence align-
ment. The main drawback of the method is that it requires a matching
of functional roles in pathways. In essence, the method acts as a filter by
choosing the appropriate sequences to compare depending on the pathway
under study. A more refined pathway alignment approach was proposed by
Pinter et al., who studied the problem in terms of the approximate labeled
subtree homeomorphism problem [172].
Recently, the evolution of cellular organization was studied with ma-
chine learning methods adopting a higher-level representation of metabolic
networks [156]. In this approach, metabolism is modeled as a graph, where
pathways are nodes and two pathways are connected whenever they share
a metabolite. Although the method relies on a predetermined set of me-
tabolic pathways, the phylogenetic distances obtained correlate well with
reference distances derived from 16S rRNA sequences, which act as genomic
markers discriminating the organisms [155].
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4.2.2 Parsimony-based phylogeny
A common drawback of distance-based phylogenetic construction is that
only the phylogenetic tree is constructed — the ancestral objects have to
be determined by other means, for example with the parsimony principle.
Assuming the parsimony principle, one generally seeks to find ancestral
objects that minimize the number of required mutations or changes within
the tree, given the taxa [92]. For instance, Kreimer et al. inferred the
ancestral metabolic networks for a large number of species with Fitch’s
algorithm by representing metabolism with enzyme (reaction) vectors, as
described above [130].
More formally, in the Minimum Mutation problem, we are given a
rooted binary phylogenetic tree T = (V,E), a labeling L(u) ∈ Σn for each
leaf node u ∈ V . The task is to find labelings L(u) ∈ Σn for internal nodes
such that the total cost
c =
∑
(u,v)∈E
d(L(u), L(v))
is minimized, where d is the Hamming distance and Σ is the alphabet [92].
In Fitch’s algorithm, independently invented by Hartigan [95] and thus also
called the Fitch-Hartigan algorithm, the parsimony cost c is computed by
traversing the tree in bottom-up order. A reformulation of the algorithm
was given by Sankoff [191].
The algorithm considers each position i independently. At each internal
node vj , parsimony cost cj up to node vj is computed and an equality set
Fi(vj) is determined for each position i using the following rules, where vk
and vl are the children of vj :
Fi(vj)← Fi(vk) ∩ Fi(vl), cj ← ck + cl ⇔ Fi(vk) ∩ Fi(vl) 6= ∅
Fi(vj)← Fi(vk) ∪ Fi(vl), cj ← ck + cl + 1 ⇔ Fi(vk) ∩ Fi(vl = ∅
Then, in the top-down phase of the algorithm, the character Li(vj) is
chosen from the equality set at each node vj for all positions i with the
following rules:
Li(vj)← Li(vk) ⇔ Li(vk) ∈ Fi(vj)
Li(vj)← any character from Fi(vj) ⇔ Li(vk) /∈ Fi(vj)
Fitch’s algorithm solves the Minimum Mutation problem in polynomial
time [74, 92]. The algorithm is fast essentially because each character
position is solved independently of each other. However, to see why a
direct application of the parsimony principle may lead into an infeasible
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Figure 4.1: Example where an optimal Minimum Mutation solution re-
sults in gapped networks. Left: phylogenetic tree with leaf node labels
L(v) corresponding to the taxa {000, 101, 011}. Internal node labels show
an assignment giving an optimal phylogeny cost of 3 for the given taxa.
Right: a metabolic network with three reactions r1, r2, r3. Label Li(v) = 1
indicates presence of reaction ri at node v. This optimal phylogeny yields
a gapped network containing only r3 to an internal node, assuming sources
{m1,m2}.
ancestral metabolism, consider Figure 4.1, where an optimal ancestral node
assignment corresponds to a gapped network.
4.3 Inference of gapless ancestral metabolic net-
works
4.3.1 Gapless Minimum Mutation problem
We next introduce the computational problem of finding a gapless phy-
logeny when the tree topology and input taxa are given. This problem
was originally presented in Paper V. This is a plausible scenario because a
phylogenetic tree topology can often be derived from carefully selected ref-
erence sequences, while metabolic networks may have been reconstructed
from complementary data such as sequence and experimental data as well
as literature. For instance, the technique proposed in Section 3.6 may be
utilized to obtain the input metabolic networks.
Problem 6. Gapless-Minimum-Mutation (GMM). Given a reaction collec-
tion R, a rooted binary tree T = (V,E), labeling L(u) ∈ {0, 1}|R| specifying
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A
G
I
Figure 4.2: Solving Gapless-Minimum-Mutation on a modified tree with an
additional internal node (nodes in G) for each input network (nodes in I)
allows a gapless refinement to be determined (in G) for each gapped input
network (I) in addition to gapless ancestral networks (A).
a metabolic network G(L(u)) for each leaf node u and source metabolites
S, find a labeling L(u) ∈ {0, 1}|R| for each internal node of T such that
(1) c =
∑
(u,v)∈E d(L(u), L(v)) is minimized and
(2) G(L(u)) is a gapless metabolic network under S for each internal node
u ∈ V ,
where d is Hamming distance.
In constrast to the Minimum Mutation problem, the character posi-
tions are now not necessarily independent of each other: setting a certain
Li(u) ∈ {0, 1} may impose constraints on other positions j 6= i due to
the gapless constraint. Note that the taxa contained in the leaves may
or may not correspond to gapless metabolic networks. We may however
modify the phylogenetic tree as shown in Figure 4.2 to simultaneously find
the most parsimonious ancestral networks and a gapless metabolic network
refinement to each species network.
Theorem 4.1. (Paper V) Deciding whether there is a solution to a Gapless-
Minimum-Mutation instance such that c ≤ k for some k ∈ Z+ is NP-
complete.
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The full proof is given in Paper V. Essentially the same reduction is uti-
lized as in Proof 2.2, with the addition of a trivial three-node phylogenetic
tree.
4.3.2 A guiding heuristic
To cope with the complexity of the Gapless-Minimum-Mutation problem,
we next propose an algorithm which modifies Fitch’s algorithm by adding
a gapfilling step in the top-down phase. Before discussing the algorithm in
detail, we introduce a heuristic, which is used to determine the parsimony
cost increase over the optimal Minimum Mutation solution for each reaction
resulting from adding the reaction.
Let T = (V,E) be a phylogenetic tree, L be a labeling for leaf nodes
and Lˆ be the optimal Gapless-Minimum-Mutation labeling for T and L.
Consider an internal node v ∈ V and a reaction r ∈ R not assigned to node
v, r /∈ v. We define dc(v, r) to be the increase in parsimony cost adding the
reaction r to node v.
Given a metabolic network v and a set of source metabolites S, Algo-
rithm 5 is used to compute an estimate df ≈ dc for each reaction r ∈ R.
The algorithm is essentially a modification of Algorithm 1 to compute pro-
duction distances, where we replace the dynamic programming recurrence
with
df (v, ri) = max
m∈S(ri)
min
q∈Pr(m)
df (v, q) + dδ(v, ri), (4.1)
This recurrence combines network and phylogenetic information: the first
term gives the cost of gapfilling reactions for ri in the network v, while
the second term accounts for the assignment changes required in the phy-
logenetic tree. To handle source metabolites, for each m ∈ S, we have a
reaction r with P (r) = {m} and df (v, r) = 0. Parsimony cost increase
when reaction ri is added to node v considering current assignments of
reaction ri at parent pa(v) and children ch(v) of v is given by
dδ(v, ri) = δ(v, pa(v), ri) +
∑
c∈ch(v)
δ(v, c, ri).
The function δ(v, u, ri) = 1 if and only if reaction ri has not been assigned to
node u, and −1 otherwise: the first and second term penalize for deviating
from assignments in parent and children, respectively. Function dδ is non-
negative for each node and reaction. Subsequently, df is a monotonically
increasing function with respect to the evaluation order of recurrence (4.1).
Algorithm 5 adds  > 0 to distances df to avoid cycles.
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Algorithm 5 ComputeParsimonyCostIncrease: compute df (v, S)
1: Input: v, S
2: Output: (D,M) where D = df and M are reached metabolites
3: M ← S; Q← min-heap
4: for all r ∈ {r ∈ R |S(r) ⊆ S} do
5: insert(Q, r, 0)
6: for all r ∈ R do
7: D(r)← 0 if r ∈ Q; D(r)←∞ otherwise
8: while |Q| > 0 do
9: r ← extract-min(Q)
10: for all o ∈ P (r) do
11: if o /∈M then
12: M ←M ∪ {o}
13: for all q ∈ {q ∈ R |D(q) =∞∧ S(q) ⊆M} do
14: D(q)← D(r) + δf (v, q) + 
15: insert(Q, q, D(q))
16: return (D,M)
4.3.3 Algorithm
We now describe a modification of Fitch’s algorithm to solve the Gapless-
Minimum-Mutation problem (Algorithm 6). The algorithm is based on
three ideas. First, equality sets are computed with Fitch’s algorithm. This
leaves us with possibly gapped metabolic networks at internal nodes. Sec-
ond, distances df are computed with Algorithm 5 at each node for each
reaction. Third, a number of reactions are added to each gapped internal
network so that the network becomes gapless. The choice of gapfilling reac-
tions is guided by distances df to minimize the total parsimony cost. The
operation of the algorithm is illustrated in Figure 4.3.
The procedure ComputeParsimonyCostIncrease called at line 15 of Al-
gorithm 6 finds a set of reactions for each gapped reaction r such that r
is reached from sources. ComputeParsimonyCostIncrease is essentially
the same as Algorithm 2: instead of selecting the reaction with minimum
production distance, the reaction with minimum df is selected. The algo-
rithm thus attempts to choose reactions that increase the parsimony score
as little as possible. Consequently, the algorithm prefers reactions that
have already been used to fill gaps in the parent node due to the top-down
traversal order of the phylogenetic tree.
Theorem 4.2. (Paper V) Algorithm 6 returns gapless metabolic networks
L(u) for each internal node u or reports failure in O(nm logm) time, where
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Figure 4.3: Operation of Algorithm 6 to solve the Gapless-Minimum-
Mutation problem. Left: A part of a phylogenetic tree. Right:
Subnetworks of nodes u, v, x, y. State at node v after a call to
ComputeParsimonyCostIncrease: example values of df and reaction as-
signments shown at bottom right corner and on top of each reaction of v,
respectively. Metabolite m4 is assumed to be a source. Dashed edges
indicate parts of networks not shown. Distances for r3: dδ(r3, v) =
dδ(r3, u) + dδ(r3, x) + dδ(r3, y) = 1 − 1 + 1 = 1 and thus df (r3, v) =
max(min(df (r1, v), df (r2, v)), 0)+dδ(r3, v) = max(min(2, 4), 0)+1 = 2+1 =
3. Reproduced from Paper V.
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Algorithm 6 GaplessMinimumMutation: Local adjustment algorithm for
gapless minimum mutation
1: Input: tree T , taxa L
2: Output: labelings L for internal nodes
3: F ← Fitch(T, L)
4: for all internal nodes v in top-down order do
5: if v is root then
6: for all i ∈ {1, . . . ,m} do
7: Li(v)← 0 if 0 ∈ Fi(v); otherwise Li(v)← 1
8: else
9: for all i ∈ {1, . . . ,m} do
10: if Fi(v) = {0, 1} then
11: Li(v)← Li(pa(v))
12: else
13: Li(v)← 0 if 0 ∈ Fi(v); otherwise Li(v)← 1
14: (D,M)← ComputeParsimonyCostIncrease(v, S)
15: L(v)← L(v) ∪ MinFill(v, S,D,M)
n is the number of species and m = |R| is the number of reactions.
Proof. We assume that |S(r)|, |P (r)| = O(1). In Procedure Compute-
ParsimonyCostIncrease, each reaction is inserted at most once to the heap
and each edge of the metabolic network is examined at most once, a total
of O(m) operations. Since heap operations insert and extract-min take
O(logm) time, Procedure ComputeParsimonyCostIncrease takesO(m logm)
time. Similarly, procedure MinFill takes O(m) time. Fitch’s algorithm
takes O(nm) time [74]. The time complexity of Algorithm 6 is dominated
by the O(n) calls to Procedure ComputeParsimonyCostIncrease resulting
in the claimed runtime.
4.3.4 Experiments
Two experiments were performed to test the performance of Algorithm 6
and the usefulness of gapless ancestral reconstruction. In both experiments,
the reaction collection R consisted of all KEGG reactions [120].
In the first experiment, we generated a number of random phylogenies
of gapless metabolic networks. The generation process started with a single
gapless metabolic network of 300 random reactions. The course of evolu-
tion was then simulated by random reaction additions and deletions while
preserving gaplessness. A speciation event occured at a fixed probability,
82 4 Metabolic network evolution
pd FitchError GaplessError Gaps Fills
0.0 52.3 (4.12) 50.3 (3.80) 0.18 (0.11) 0.15 (0.09)
0.005 53.3 (3.49) 51.2 (3.47) 0.35 (0.22) 0.24 (0.14)
0.01 54.8 (3.93) 52.4 (4.09) 0.55 (0.21) 0.35 (0.13)
0.02 57.3 (4.84) 54.9 (4.60) 0.94 (0.35) 0.59 (0.20)
0.05 63.3 (4.06) 60.3 (4.04) 1.82 (0.60) 1.11 (0.27)
0.1 76.5 (4.14) 73.2 (4.00) 3.65 (1.00) 2.37 (0.53)
Table 4.1: Reconstructing random phylogenies when errors were intro-
duced to data by deleting reactions from taxa with a fixed probability pd.
Columns FitchError and GaplessError give the reconstruction error mea-
sured as the average Hamming distance between reconstructed network and
generating taxa at an internal node for Fitch’s algorithm and Algorithm
6. Columns Gaps and Fills show the average number of gapped reactions
and gapfill reactions added by our algorithm. Results are averages over 25
repeats. Standard deviations given in parentheses. Table from Paper V.
resulting in a branch in the phylogenetic tree. The process was terminated
when a given number of nodes were generated.
Each generated taxa was reconstructed with Fitch’s algorithm and Al-
gorithm 6. The input taxa was subjected to random reaction deletions
to simulate measurement errors and missing data from annotation transfer
and enzyme function prediction. We observed that on the average our algo-
rithm performed slightly better than Fitch’s algorithm. Table 4.1 shows the
results for the both algorithms in terms of amount of random perturbations.
Reconstruction error for Fitch’s algorithm and our algorithm is reported as
the total Hamming distance between the reconstructed and generating net-
works. For instance, with random deletion probability 0.1, reconstruction
errors measured, 76.5 and 73.2 for Fitch’s and our algorithm, respectively,
were statistically different from each other (paired t(48) = 2.87, p = 0.006).
Moreover, the simulated trees contained on the average 3.65 gaps in each
network. Algorithm 6 added 2.37 gap-filling reactions to each network on
the average.
We then reconstructed ancestral networks for a phylogeny of 16 fungal
species [75] with Algorithm 6 (Figure 4.4). In particular, we limited our-
selves to the reactions involved in 17 carbohydrate metabolism pathways
in KEGG.
We modified the phylogenetic tree according to Figure 4.2 to simul-
taneously reconstruct gapless metabolic networks for each gapped input
network. Similarly to the gapless analysis in Section 2.3.3, a number of co-
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Figure 4.4: A phylogenetic tree for the 16 fungal species rooted at node
N4 [75]. Species node labels reported in Table 4.2. Shaded nodes indicate
the two species and their immediate ancestor highlighted in Figure 4.5.
Reproduced from Paper V.
factor metabolites were removed from the network. Table 4.2 summarizes
the results, showing the number of gapped reactions in each input network
and the number of gapfilling reactions introduced by our method. We ob-
served that incomplete annotations and stoichiometry seemed to be a major
factor behind the observed large fraction of gaps in input networks. On the
average, 39.4 ± 3.9 reactions were used to fill 72.5 ± 7.0 gaps divided into
7.2 ± 0.9 graph components at each node. The optimal minimum mutation
cost was 1082; our algorithm achieved the gapless minimum mutation cost
of 1789.
Finally, we visually inspected some of the reconstructed ancestral net-
works. We observed that for many gapped reactions it was easy to check
whether the gapfilling set of reactions corresponded to a plausible expla-
nation for the particular gap. An example of such a scenario is given in
Figure 4.5, where the five reactions were added to the ancestral network
to fix the gapped reactions R02933 and R02957 at internal node N22 (see
Figure 4.4).
We conclude that the algorithm provides results that can be easily ver-
ified by visual inspection, for example. The predictions of the algorithm
provide hypotheses about metabolic evolution that can be validated with
other approaches, such as sequence-based methods. Moreover, augmenting
the algorithm with the ability to explore other high-quality solutions would
further increase usefulness in this respect.
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Abbr Species Reactions Gaps Fills
ago Ashbya gossypii 272 64 (23.5%) 37 (+13.6%)
afm Aspergillus fumigatus 468 80 (17.1%) 50 (+10.7%)
ani Aspergillus nidulans 382 74 (19.4%) 42 (+11.0%)
aor Aspergillus oryzae 396 70 (17.7%) 42 (+10.6%)
cgr Candida glabrata 270 70 (25.9%) 35 (+13.0%)
cne Cryptococcus neoformans 336 68 (20.2%) 35 (+10.4%)
dha Debaryomyces hansenii 326 66 (20.2%) 34 (+10.4%)
fgr Fusarium graminearum 474 86 (18.1%) 43 (+9.1%)
kla Kluyveromyces lactis 292 68 (23.3%) 36 (+12.3%)
mgr Magnaporthe grisea 390 74 (19.0%) 41 (+10.5%)
ncr Neurospora crassa 416 74 (17.8%) 38 (+9.1%)
dpch Phanerochaete chrysosporium 410 90 (22.0%) 44 (+10.7%)
sce Saccharomyces cerevisiae 332 80 (24.1%) 36 (+10.8%)
spo Schizosaccharomyces pombe 278 68 (24.5%) 35 (+12.6%)
uma Ustilago maydis 296 76 (25.7%) 47 (+15.9%)
yli Yarrowia lipolytica 362 92 (25.4%) 43 (+11.9%)
Table 4.2: Species in the fungal dataset. Columns Reactions, Gaps and
Fills give the number of all reactions and gapped reactions in the initial
networks, and reactions added by the algorithm to fill gaps, respectively.
Reproduced from Paper V.
C00137
myo-Inositol
R01184 (d=1)
EC 1.3.99.1
C00191
D-Glucuronate
R01481 (d=2)
EC 1.1.1.19
R01483 (d=2)
EC 3.1.1.19
C00800
L-Gulonate
R02933 (d=2)
EC 3.1.1.17
EC 3.1.1.25
C02670
Glucurone
R02957 (d=2)
EC 1.2.1.3
C01040
L-Gulono-1,4-lactone
C00818
D-Glucarate
Figure 4.5: A subnetwork of the metabolic network reconstructed at node
N22 of the phylogenetic tree shown in Figure 4.4. Rounded rectangles show
the three reactions added by the algorithm to fill the gapped reactions
R02933 and R02957. Distances df given in parentheses as d. In support of
the predicted presence of reactions R01184 and R01481, homologous genes
known to catalyze these reactions were found in M. grisea [11]. Further, for
reaction R01184 a homologous gene was found in N. crassa. No gene was
found to support the predicted existence of reaction R01483, warranting
further study. For the two gapped reactions, homologues were found in
both organisms, supporting KEGG data. Reproduced from Paper V.
Chapter 5
Conclusions
In this thesis, we have discussed computational metabolic modeling, in
particular metabolic pathway analysis and metabolic reconstruction. Our
approach has been oriented to take advantage of computer science method-
ology: we have formalized computational problems, analysed their com-
plexity, proposed algorithms and performed computational experiments.
Furthermore, we have aimed at ensuring the practical applicability of the
proposed methods to real-world problems — all computational methods
presented herein are useful in solving genome-scale instances of respective
problems.
We proposed a novel framework for gapless metabolic modeling. Gap-
less modeling combines properties of both graph-theoretical and stoichio-
metric metabolic modeling. Similarly to elementary flux modes, a gapless
pathway consists of a self-sufficient set of reactions able to produce all sub-
strates needed on the pathway. In contrast, a gapless pathway does not
need to be able to operate in steady state, allowing simpler algorithms.
We have demonstrated the flexibility of the gapless approach by adapt-
ing it to a number of metabolic modeling tasks, namely reconstruction of
metabolic networks and discovery of metabolic pathways. For metabolic
reconstruction, the method proposed is in principle able to utilize a wide
variety of experimental evidence on reaction presence. An additional ben-
efit is that the gapless reconstructed networks do not suffer from similar
connectivity problems as networks inferred with most other methods. Al-
though our method operates at a whole-network level, the reaction scoring
allows one to backtrack from each reaction in the network to the experi-
mental evidence. For instance, with sequence evidence, this yields implicit
sequence annotations.
We described a web-based software ReMatch for semiautomated recon-
struction of metabolic models for 13C metabolic flux analysis. We noted
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the importance of solving the nomenclature problem, which hinders model
building efforts, and presented our solution based on synonym lists and
isomorphism matching of metabolite structures.
To extend our approach into a phylogenetic context, we proposed an al-
gorithm to find most parsimonious ancestral gapless networks. A heuristic
was used to utilize phylogenetic evidence in conjunction with a metabolic
network structure to find solutions requiring as few mutations as possible
while producing gapless networks. The performance of the method was
demonstrated with a set of fungal species with predetermined metabolic
networks. A natural direction for further development is combining the two
reconstruction methods for simultaneous reconstruction of multiple species
while utilizing phylogenetic relationships. We observe that the gapless-
ness criterion can be introduced to the inference of non-tree phylogenetic
structures, to cope with horizontal gene transfer.
Both the proposed reconstruction methods yield a set of reactions as
the result. In reconstruction of a single organism from experimental evi-
dence, one can investigate how the score of each reaction was determined
to give insight into genes encoding the particular reaction. Moreover, the
ancestral network reconstruction with our phylogenetic reconstruction al-
gorithm gives a reaction-level representation of the evolution of metabolism
that can, for example, be compared against the predictions of patchwork
models. In this thesis, we have left this direction as future work.
We proposed an algorithm for finding small gapless metabolic pathways
to answer metabolic pathfinding queries. Most of the previous approaches
have focused on simple paths in metabolic networks and atom graphs. In
contrast, our method is able to find self-sufficient pathways. When self-
sufficiency was considered instead of simple paths as a measure of function-
ality preserved, our experiments revealed that metabolic networks of E. coli
and S. cerevisiae were significantly less robust against random damage as
previously suggested. Our findings speak for the importance of determining
a suitable pathway definition for the task at hand.
A drawback of the gapless analysis is the need to define a set of co-
factor metabolites to be removed from the network prior to analysis. For
metabolic pathfinding purposes, we tackled this shortcoming by proposing
an algorithm for finding non-linear pathways in atom graphs. Our method
was found to perform well in a computational experiment, where amino-
acid pathways of a fungal species were reconstructed. A future direction
would be to extend the use of atom graphs to the other problems that are
sensitive to the selection of cofactors.
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