In this paper, we prove that the number B(p, g) of isomorphism classes of abelian varieties over a prime field Fp of dimension g has a lower bound e 4 1 4 g 2 p 1 2 g 2 (1+o(1)) as g → ∞. This is the first nontrivial result on the lower bound of B(p, g). We also improve the upper bound 2 34g 2 p 69 4 g 2 (1+o(1)) of B(p, g) given by Lipnowski and Tsimerman (Duke Math. 167:3403-3453, 2018) to p 45 4 g 2 (1+o(1)) .
Introduction
Let p be a prime and q = p a be its power. Counting the number of isomorphism classes of abelian varieties over a finite field F q of dimension g can be divided into two parts: (1) classifying the isogeny classes of abelian varieties over F q of dimension g and (2) counting the size of each isogeny class. By Honda-Tate theorem [2, 11] , the isogeny classes of abelian varieties over F q of dimension g are in bijection with Weil q-polynomials of degree 2g, which gives a solution to the first part.
One can deduce that the number m q (g) of isogeny classes of abelian varieties over F q of dimension g is given by m q (g) = q 1 4 g 2 (1+o(1)) (1) (as g → ∞) by counting the number of Weil q-polynomials of degree 2g.
For the second part, there is a linear-algebraic description of the set of abelian varieties in each isogeny class due to Kottwitz [4] . (See Section 2.2 for details.) However, it is very hard to compute the size of each isogeny class in general. Explicit formulas for the size of the isogeny classes are only known for some simple cases, such as elliptic curves [9, Theorem 4.6] or simple abelian surfaces correspond to Weil q-number π = √ q [15, Theorem 4.4] .
Alternatively, one can try to estimate the number B(q, g) of isomorphism classes of abelian varieties over F q of dimension g without its explicit formula. For the case q = p, Lipnowski and Tsimerman [6] obtained an upper bound B(p, g) ≤ p 17 2 g 2 (1+o(1)) for a fixed p as g → ∞. Note that there are some minor errors in their proof, which will be corrected in Section 3.1 of this paper. A (corrected) main result of [6] is the following theorem: Theorem 1.1. ( [6] , Theorem 0.1) Let B(p, g) be the number of isomorphism classes of abelian varieties over F p of dimension g for a fixed p. Then B(p, g) ≤ 2 34g 2 p 69 4 g 2 (1+o(1)) .
(
It is natural to investigate the lower bound of B(q, g). Since there is a trivial bound B(q, g) ≥ m q (g) = q 1 4 g 2 (1+o(1)) , a lower bound of B(q, g) can be meaningful only if it is larger than q 1 4 g 2 . Up to our knowledge, there had not been known any nontrivial lower bound of B(q, g) in the literature.
The purpose of this paper is to provide a nontrivial lower bound of B(q, g) for the case q = p. Denote the number of isomorphism classes of simple (precisely, F p -simple) abelian varieties over F p of dimension g by B sim (p, g). The main result of this paper is the following theorem. , a lower bound above is ep 4
times larger than p 1 4 g 2 . Thus this is the first nontrivial result in this context. This paper is organized as follows. We introduce some definitions and notations and review the description of the set of abelian varieties in a single isogeny class in terms of lattices in Dieudonn modules and Tate modules in Section 2. Section 3 is devoted to the improvement of the upper bound of B(p, g) provided in Theorem 1.1. More precisely, in Section 3.1, we briefly summarize how Lipnowski and Tsimerman bounded the size of each isogeny class using the description given in Section 2. After that, we provide an improvement of their result in Section 3.2 and 3.3. The improvement can be done by modifying the proof of [6] . 
In Section 4, we provide a lower bound of B sim (p, g) (and consequently, B(p, g)) as explained above. The key ingredients of the proof of Theorem 1.2 are the followings:
(i) (Corollary 2.2) A formula for the size of an isogeny class of simple abelian varieties over F p associated to a Weil p-number π as a sum of class numbers of orders in Q(π);
(ii) ([10, 2 Abelian varieties in each isogeny class
Definitions and notations
In this section we provide a list of notation which will be used throughout the paper. Some of the notation are from [6] .
• Let p be a prime, q = p a be a power of p and F q be a finite field with q elements. Also let Z q := W (F q ) (Witt ring of F q ) and Q q be the fraction field of Z q . Note that Q q is the unique unramified extension of Q p of degree a.
• For an abelian variety A 0 over F q , denote the set of isomorphism classes of abelian varieties over F q isogenous to A 0 by Isog(A 0 ). Similarly, denote the set of isomorphism classes of (simple) abelian varieties over F q associated to a Weil q-number π by Isog(π).
• For two abelian varieties A and B over F q , denote Hom 0 (A, B) := Hom Fq (A, B)⊗ Z Q and End 0 (A) := End Fq (A)⊗ Z Q.
• An element f ∈ Hom 0 (A, B) is called a quasi-isogeny if nf ∈ Hom(A, B) is an isogeny for
• For an abelian variety A 0 over F q and a prime ℓ = p, let T ℓ (A 0 ) be the ℓ-adic Tate module
• Let W be a finite-dimensional vector space over a field K and g ∈ GL K (W ). Define
where λ, µ run over all pairs of distinct roots (counted with multiplicity) of the characteristic polynomial of g.
Linear-algebraic description of abelian varieties in an isogeny class
To estimate the size of the set Isog(A 0 ) for a fixed abelian variety A 0 over F q , a linear-algebraic description of Isog(A 0 ) is needed. We closely follow the exposition of [6, Section 3] . Denote
Then the map
is a bijection, and this induces a bijection
When A 0 is a simple abelian variety over F p , there is an alternative description of Isog(A 0 ). Suppose that A 0 is a simple abelian variety over F p associated to a Weil p-number π = √ p. Then E = End 0 (A 0 ) is a CM-field of degree 2 dim A and is equal to Q(π). Starting from the bijection
in Section 2.2, Lipnowski and Tsimerman [6] obtained an upper bound of |Isog(A 0 )|. In this section we summarize their strategy and result with some corrections. Let G be the algebraic group over Q defined by
and L 1 , · · · , L N be the orbit representatives for the action of G(A fin ) on X p × X p . Then
From now on, assume that q = p is a prime.
be the decomposition of the characteristic polynomial of γ into irreducible factors.
An upper bound of the size of Isog(A 0 ) comes from an upper bound of the number N and an
(2) There exists a same mistake as above in the proof of [6, Corollary 3.22 ]. Since the inequality (25) of [6] comes from
it should be corrected to (1)) .
The upper bound in the inequality (31) of [6] should be corrected to
Following the proof of [6, Proposition 3.23] with above inequalities, we obtain
Thus
which completes the proof of Theorem 1.1. We improve this bound in the rest of this section. Proof. See the answer in [3] .
Bound on |d
This gives the bound (1)) .
By the same reason,
in the equation (32) of [6] .
Bound on N
The following proposition is a refinement of [6, Corollary 3.17].
Proposition 3.2. For every C > 1, there exist A > 0 and ℓ 0 (each is independent of g) such that
Proof. By the proof of [6, Corollary 3.7] ,
for some δ ′ ≥ 0. So it is enough to show that there exist A > 0 and ℓ 0 , independent of g such that
for all i and ℓ > ℓ 0 . (Note that dimV = 2g so j ℓ ≤ 2g for all ℓ.) For an integer m ≥ 0, denote the set of partitions of m by P(m) and let Also let P (m, k) be the number of partitions of m into k parts. For λ ∈ P (m), denote the length of λ by ℓ(λ). Combining the inequality
in [6, p. 3421 ] and inequalities (14) and (15) of [6] , N ℓi is bounded by the value of (2) n = 1 :
By Hardy-Ramanujan formula, there exists N = N (C) > 0 such that Note that each of S, A and ℓ 0 depends only on C > 1. Then
Now consider the finite set
Proof. By proposition 3.2 and (11),
for every C > 1. Thus N ≤ p 2g 2 (1+o (1)) . Now we can prove the main result of this section. (1)) .
Proof. By the inequalities (6), (11) and (12) with Corollary 3.3, we obtain (1)) .
Lower bound of B(p, g)
Let A 0 be a simple abelian variety over F p of dimension g ≥ 3 (so it is associated to the Weil p-number π = √ p). Then
is a CM-field of degree 2g. Denote the maximal totally real subfield of E by E + . Let
and
Then R and R + are orders in E and E + , respectively. Corollary 2.2 says that |Isog(π)| = |Isog(A 0 )| ≥ h(R), so we need a lower bound of h(R) for sufficiently many Weil p-numbers π to give a lower bound of B sim (p, g) (and consequently, B(p, g)).
Discriminant of R
Roughly speaking, we prove that the absolute value of the discriminant of R is sufficiently large for sufficiently many π in this section. (See Corollary 4.6 for a precise statement.) First we recall some notations and results in [5, Section 2]. For integers a 1 , · · · , a g , let F (a 1 , · · · , a g ) be a polynomial in x defined by
Let Y 1 g := (a 1 , · · · , a g−1 ) ∈ Z g−1 :
a g 2p g/2 ≤ 1 g and gcd(a g , p) = 1
and gcd(a g , p) = 1 .
Then by [5, Lemma 2.1], F (a 1 , · · · , a g ) is a Weil p-polynomial for any (a 1 , · · · , a g ) ∈ Y g . This enables us to define Y sim g := {(a 1 , · · · , a g ) ∈ Y g : F (a 1 , · · · , a g ) corresponds to a simple variety} .
Then clearly
and by the proof of [5, Theorem 2.3],
When (a 1 , · · · , a g ) ∈ Y sim g and F (a 1 , · · · , a g ) is associated to π, then F (a 1 , · · · , a g ) is the minimal polynomial of π so
Proof. R has a Z-basis 1, π, · · · , π g−1 , π, · · · , π g . So 1, π, · · · , π g−1 , π, π 2 + a 1 π, · · · , π g + a 1 π g−1 + · · · + a g−1 π
is also a Z-basis of R. Now the following relations finish the proof. p g−1 π = π g−1 π g = π g−1 (−π g − a 1 (π g−1 + π g−1 ) − · · · − a g ) ∈ Z[π] p g−2 (π 2 + a 1 π) = π g−2 (−π g − a 1 π g−1 − a 2 (π g−2 + π g−2 ) − · · · − a g ) ∈ Z[π]
. . . π g + a 1 π g−1 + · · · + a g−1 π = −π g − a 1 π g−1 − · · · − a g ∈ Z[π].
Now we consider the lower bound of the absolute value of the discriminant of F (a 1 , · · · , a g ). For a fixed (a 1 , · · · , a g−1 ) ∈ Y 1 g , the discriminant of F (a 1 , · · · , a g ) can be understood as a polynomial in a g .
For a polynomial f (X) = a 0 X 2g + a 1 X 2g−1 + · · · + a 2g , the discriminant of f is given by
as a polynomial in a g .
Proof. disc(f ) = (−1)
There are exactly 2g columns of A having a g or ga g . Thus disc(f ), as a polynomial in a g , has degree at most 2g. Now we have to compute the coefficient of a 2g g . Suppose that we choose 4g − 1 entries of A from different rows and columns so that 2g of them are a g or ga g .
• A 4g−1,3g = ga g should be chosen, because it is the only entry of the 3g-th column of A which is a g or ga g .
• A 4g−1,4g−1 cannot be chosen, so A 2g−1,4g−1 = a 2g should be chosen.
• A 2g−1,3g−1 = a g cannot be chosen, so A 4g−2,3g−1 = ga g should be chosen.
• A 2g−1,4g−2 , A 4g−2,4g−2 and A 4g−1,4g−2 cannot be chosen, so A 2g−2,4g−2 = a 2g should be chosen.
Iterating this process, we choose
.
• One of A 1,1 = a 0 and A 2g,1 = 2ga 0 should be chosen. Also one of A 1,g+1 = a g and A 2g,g+1 = ga g should be chosen.
• Now A 1,2 and A 2g,2 cannot be chosen, so one of A 2,2 = a 0 and A 2g+1,2 = 2ga 0 should be chosen. Also one of A 2,g+2 = a g and A 2g+1,g+2 = ga g should be chosen.
Iterating this process, we choose exactly one of
= ((−1) g g 2g a g 0 a g−1 2g )a 2g g . This finishes the proof. disc(F (a 1 , · · · , a g )) = g 2g p g(g−1) a 2g g + (lower terms) (18) as a polynomial in a g .
Suppose that g is sufficiently large. By the equation (15), |disc(F (a 1 , · · · , a g ))| is large enough for sufficiently many (a 1 , · · · , a g ) ∈ Y sim g if it is large enough for sufficiently many (a 1 , · · · , a g ) ∈ Y g . This should be true if for any (a 1 , · · · , a g−1 ) ∈ Y 1 g , |disc(F (a 1 , · · · , a g ))| is large enough for sufficiently many a g ∈ Y 2 g . Since disc(F (a 1 , · · · , a g )) can be written as equation (18), the following proposition is natural. Proposition 4.4. For any ε > 0, there exists g 0 = g 0 (ε) > 0 such that for every g ≥ g 0 and a monic polynomial f of degree 2g, µ
x ∈ − 2p
where µ(E) denotes the Lebesgue measure of E.
Proof. Denote
and assume that µ(I 1 ) > 0. Since the degree of f is 2g, there are − 2p
such that f is strictly increasing or strictly decreasing on each interval (
] is a (possibly empty) interval, we have
Choose any c 1 ∈ (0, 1) and let
Then I 2 is measurable and µ(I 2 ) ≥ c 1 µ(I 1 ).
Repeating the same procedure for f ′ and I 2 , we have
and for any c 2 ∈ (0, 1), there exists I 3 ⊂ I 2 such that
for any x ∈ I 3 . Iterating this process, we get measurable subsets I 2g ⊂ · · · ⊂ I 2 ⊂ I 1 such that
for any c 1 , · · · , c 2g−1 ∈ (0, 1). This gives
If we choose c 1 , · · · , c 2g−1 by
for sufficiently large g. Now there exists g 0 > 0 (depends only on ε) such that
Then by Corollary 4.3, P b (X) = g 2g p g(g−1) Q b (X) for some monic polynomial Q b of degree 2g. Applying Proposition 4.4 to the polynomial Q b , we obtain that for any ε > 0, the set
for sufficiently large g. For any ε > 0, denote
Theorem 4.5. For any ε > 0, S sim g,ε = p 1 4 g 2 (1+o(1)) .
Proof. As in the proof of Proposition 4.4, there are − 2p
such that P b is strictly increasing or strictly decreasing on each (x i , x i+1 ). Thus A b,ε is a disjoint union of closed intervals
for sufficiently large g. Now
for sufficiently large g. Combining this with the equation (15), we have
for sufficiently large g. The equation (14) finishes the proof. 
We also have 
Proof.
For a polynomial f (x) = F (a 1 , · · · , a g ),
for some monic polynomial h of degree g. Since f is the minimal polynomial of π, h is the minimal polynomial of π + π so disc(R + ) = disc(h).
Any root α of h is of the form π 1 + pπ −1 1 for some root π 1 of f . Since the absolute value of π 1 is √ p, α = π 1 + π 1 ∈ R and α ∈ [−2 √ p, 2 √ p]. Now disc(g) is given by
Denote
Then y i ≥ 0 for each i, y 1 + · · · + y g−1 ≤ 1 and
By the Stirling's formula,
and the integration
e o(g 2 ) .
Thus we have (1)) . 
Proof. Let c(ε) > 0 be a constant as in Theorem 4.7. By Theorem 4.7 and the formulas above,
Since 1 g · g! c(ε) g · disc(R) disc(R + ) by Lemma 4.9, it is enough to show that (1)) .
(24)
We divide it to three parts and prove that each part is not too small.
(1) By [12, Theorem 4.12] , (2 By the same reason,
It is clear that (1), (2) and (3) imply the inequality (24). Now we are ready to prove the main theorem of the paper. 
Proof. For a ∈ Y sim g , denote a Weil p-number which corresponds to the Weil p-polynomial F (a)
