PRELIMINARIES. This Supplemental Appendix contains the statements and proofs of all Lemmas that support the paper's main Theorems, as well as the asymptotic properties for OLS estimation of the ARCH(1), GJR ARCH(1), and ARCH(p) with 1 < p 1 models. Concerning notation, C denotes a constant that can assume di¤erent values in di¤erent places.
For matrices A and B, A B means that every element in A every corresponding element in B. For a vector y, y denotes the Dirac measure at y. Finally, RV( 0 ) is shorthand for Regularly Varying with tail index 0 . LEMMA 1. For ARCH processes that can be cast in terms of the SRE
let Assumptions A1 and A2 hold. Then Assumption A4 is su¢ cient for E 3 t < 1.
Proof.
where the …rst inequality follows from the Triangle Inequality, and the third inequality uses 2
is strictly stationary (see; e.g., Mikosch, 1999, Corollary 1.4.38) with a wellde…ned second moment (see; e.g., Bollerslev, 1986 , Theorem 1),
As a consequence, lim 
h is RV ( 0 =2), and Y (1) h is RV ( 0 ).
Proof. That is RV( 0 ); i.e., P ( > x) c 0 x 0 ; n ! 1; 
h + R (2) h :
Since the tail of R (2) h is small relative to the tail of C (2) h , the tail of Y (2) h is determined only by the tail of C (2) h . By induction, then, the tail of Y (2) h is determined by the tail of 2 0 E (2) h . Given (3) and Mikosch (1999, Proposition 1.5.9), 2 0 E 2 h is RV( 0 =2) by Mikosch (1999, Proposition 1.3.9(b)). Given Y (2) h is RV( 0 =2), Y (1) h is RV( 0 ) by Mikosch (1999, Proposition 1.5.9).
REMARK R1: Lemma 2 summarizes a collection of results for (G)ARCH processes proved else-
where in the literature (see; e.g., Davis and Mikosch, 1998 , and Mikosch and St¼ aric¼ a, 2000).
Note that A3 is not in ‡uential in determining Y (i)
h to be regularly varying. Then for all y 1 h 2 R h+1 n f0g, Y 1 h is RV ( 0 ), and Y 3 h is RV ( 0 =3).
Proof. For the GJR ARCH(1) model, 
where 0 = 1;0 ; 2;0 0 . De…ne = min 1;0 ; 2;0 0;t 1 ; = max 1;0 ; 2;0 0;t 1 8 t:
Take a …rst-order Taylor 
h is light relative to the tail of C 1 h . As a consequence, the tail of
h . Since y 1 h is bounded away from zero for all h,
in which case,
Using the Triangle Inequality,
where the …nal inequality holds because y 1 h is bounded away from zero for all h, and
Suppose that
so that by induction,
Since E E
(1) h 0 +" < 1 for all h and some " > 0, 0 E
h is RV( 0 ) by Lemma 2 and Basrak, Davis, and Mikosch (2002, Corollary A.2) for d = 1, meaning that the tail behavior of 0 determines the tail behavior of the product 0 E
(1)
is established to determine the tail behavior of Y 1 h , given (6), 0 must also determine the tail behavior of nP (jYj > a n ) ! 1; n ! 1; jYj = max m=0;:::;h jY m j, a n = n 1= 0 L (n), and L ( ) is slowly-varying at 1,
where: (i)
is a Poisson process on (0; 1); (ii) For Q i;j = Q (0) ij ; : : : ; Q (h) ij 
jY t j > a n y j jY 0 j > a n y
where
, and r n ; m n ! 1 are two integer sequences such that n m n =r n ! 0, r n m n =n ! 0, and n is the mixing rate of fY t g 
Then for a 0 2 (3; 6),
Proof. For an " > 0, consider
(a n ") 3r P (jY j > a n ") ;
where the second equality follows from Mikosch (1999, Theorem 1.2.9), and the " " is the result of Karamata's Theorem. Lastly, " !" as n ! 1 follows from the properties of regular variation, while " !" as " ! 0 follows given the de…ned support for r. Next, for IIa,
around ! is (with some simpli…cation),
so
Next, let x t = x (0) t ; : : : ; x (h) t 2 R h+1 n f0g, and de…ne for j 1,
noting that the set x 2 R h+1 n f0g : x (m) > " for any m 0 is bounded away from the origin.
Then, for the …rst part of the decomposition in (14) ,
since (for su¢ ciently large n),
as in (11) and
by (7), Remark R3 and, given Vaynman and Beare (2014, Lemma A.2), and the continuous mapping theorem. 3 For the second part of the decomposition in (14),
where the second inequality follows from the Triangle Inequality. Since
by the same argument that supports (16),
As a consequence,
Also, given the same argument that supports the simpli…cation of III from Davis and Mikosch (1998, Section 4(B2), p. 2072),
Next, the same decomposition in (10) is also applicable to
where t+1 3 in Ib and IIb is centered around c 3 . By the same argument that supports (11), for a
Reliance on (13), (16), and (17) produces
noting that IIIa = IIIb. In addition, 
Next consider
Again by the same arguments that establish Eq. (11), for a > 0,
given the same arguments that support (16),
Finally, since
by Ibragimov and Linnik (1971, Theorem 18.5.3), given that fY t g is strongly mixing by Carrasco and Chen (2002, Corollary 6),
where, as is true elsewhere, " d !" is …rst as n ! 1 and then as " ! 0, given the same arguments that support (19). As a consequence,
Extending (21) to higher lags (i.e., m > 1) is a continuation of the arguments given above.
LEMMA 6. For the GJR ARCH (1) model, let Assumptions A1-A2 and A4 hold. For m = 0; : : : ; h, de…ne
and h > 1,
and
and both W I += (1) , and
Given the same arguments that support (11), for a > 0, lim
Consider next IIa + . Given (4),
by a …rst-order Taylor Expansion of 3 t+1 around !. Then
where the second inequality follows from the Triangle Inequality; the third inequality relies on (5), and " !" to zero follows from (15) and (16) . Also note that, again based on (5),
where the equality follows from (17) so that there exists a constant C for which
Based on x t de…ned in the proof of Lemma 5 and for the same j and m, de…ne
and de…ne T j;m;"
Next, from
As a consequence, 
The same arguments that establish (24) also establish
From (24) and (25) then follows that where, as is true elsewhere, "
d !" is …rst as n ! 1 and then as " ! 0, with each result following from the same, respective, arguments that support (19). As a consequence,
Moreover, since following parallel arguments, Next, de…ne
and consider
Again following the same arguments that support (11), lim
In addition,
where " d !" is …rst as n ! 1 and then as " ! 0 so that
Comparable arguments to those establishing (26) then also establish
Extending (27) to higher lags (i.e., m > 1) is a continuation of the arguments given above. I fjY t j a n "g
Following the same, general, steps provided in the proof to Lemma 6 (while recognizing that 4 t+1 has an exact expression and, so, does not require a …rst-order Taylor approximation), it follows where U 0 is a component of U 1 in Proposition 1 and
In addition, following from parallel arguments, 
LEMMA 8. For the ARCH (p) model, let Assumptions A1 and A2 hold. Then Assumption A7 is su¢ cient for E 3 t < 1.
Proof. The proof is by induction.
where the …rst inequality follows from the Triangle Inequality. Then, using Bollerslev (1986, Theorem 1),
From Lemma 1,
For the ARCH (p) model let Assumptions A1, A2 and A7 hold. Consider
as it is de…ned in Section 2.3 of the main text and the set of instruments
where, in this case, h = p. Given Assumption A3, Z t 1 identi…es 0 .
Proof. The proof is by induction. When p = 1, Z t 1 identi…es 0 (see Section 2.1 in the main paper). From (28),
and assume that E e Z t 1 e X 0 t 1 is nonsingular. Then
Further let
noting that M 0 is a scalar. Then given (29),
where E Y 3 t p M 0 6 = 0 given A3 and Guo and Phillips (2001, Lemma 1).
LEMMA 10. For the ARCH (p) model, let Assumptions A1, A2 and A7 hold. Then
Given Carrasco and Chen (2002, Proposition 12), f t g is strictly stationary. Then from Ia, given Lemma 8,
as n ! 1 by the CLT in Ibragimov and Linnik (1971, Theorem 18.5.3), so that
Then, for a > 0,
I f a n "g by Markov's Inequality. Next, for the same r de…ned in the proof to Lemma 5, there exists a constant C 2 (0; 1) such that
3r nP ( > a n ") ;
where the second inequality follows from the same arguments that support (12) . As a consequence,
given the convergence results in (11) . Next, since
where the …rst " 
Then,
For a > 0, using the same arguments that support the inequalities in (11),
where in the …nal inequality, as is true elsewhere, the constant C 2 (0; 1). Then,
given (12) and the convergence results in (11) . Next, building o¤ of the de…nitions introduced in the proof of Lemma 5, consider
where " d !" is as n ! 1 …rst, and then as ! 0. As for Lemma 10, the …rst " Proof. Begin by considering the following modi…cation to (10) given the arguments that support (11) . Next,
I fjY t+1 j>a n "g c 3 a
where the …rst equality follows from Basrak, Davis and Mikosch (2002, proof of Theorem 3.6), and T 3;0; (N n ) denotes that N n is de…ned in terms of t+m , while T 3;0; (N n ) retains its de…nition from the proof of Lemma 5 , where N n is a function of Y t+m . As a result, 
Consider next the decomposition in (20). From this decomposition,
1 r using similar arguments to those that support (30). As a consequence, as is true elsewhere,
given (12) and the convergence results in (11) . Next,
Finally,
where " d !" is with respect to n ! 1 …rst (following from the same arguments that support convergence as n ! 1 in (32) and Lemma 11) and ! 0 second (as established elsewhere in this appendix) so that
Extending (34) to higher lags (i.e., m > 1) is a continuation of the arguments given above.
OLS Estimation of the ARCH(1) Model
Recall that
implies the second-order (centered) AR(1) model of
A1* strengthens A1 from the main paper.
A4* strengthens A4 from the main paper. Given A4* with l = 2,
so that OLS estimators for 0 and ! 0 are
Versions of (37) were …rst studied by Weiss (1986) and more recently by Guo and Phillips (2001 
if 0 2 (4; 8), where U 1 is ( 0 =4) stable, and
Alternatively, if Assumption A4* with l = 4 holds so that E Y 8 t < 8 and 0 2 (8; 1), then
Proof. Recall that
Given (44) and (45), ! ! 0 given the same arguments that establish consistency in the proof of Theorem 1 (see the main paper's Appendix). Next, given (44),
given Lemmas 2 and 3, Davis and Mikosch (1998) , and von Bahr and Essen (1965, Theorem 2), where application of the latter permits j 2 (4; 8) in A1*. 4 Comparable to Theorem 1, this (weak) distributional convergence results relies on
by Ibragimov and Linnik (1971, Theorem 18.5.3). Also given (48),
Finally, if 0 2 (8; 1), then given (46),
by Ibragimov and Linnik and the Slutsky Theorem, and
where ! 0 is de…ned in Theorem 1 of the main paper.
The OLS estimator in (37) depends on the …rst (sample) second-order autocovariance from It is important to note that if 0 2 (4; 8) and A3 holds, then b IV in the main paper converges at a faster rate than does b OLS . Also, if 0 2 (4; 8), then for
where e S 0 is ( 0 =8) stable (see Davis and Mikosch, 1998 , Section 4B(1), for a closely-related result).
As a consequence, normalizing the left-hand-side of (39) by b n enables inference on b OLS to be conducted using the subsampling and bootstrapping methods discussed above in the context of Theorem 1 in the main paper. Lastly, the borderline case of 0 = 8 is not considered for the same reason that 0 = 6 is excluded from consideration in Theorem 1 in the main paper.
OLS Estimation of the GJR ARCH(1) Model
discussion that follows Proposition 1. Like Proposition 1, Proposition 2 does not require D in A1* to be symmetric. As a result, Proposition 2 can also apply to the same processes towards which Theorem 2 in the main paper is directed; provided (of course) that the requisite higher moments are well de…ned. In cases where 0 2 (4; 6), however, b IV in Theorem 2 converges at a faster rate (although, to a di¤erent and stable distribution) than does b OLS , and when 0 2 [6; 8), b IV is p n asymptotically normal. Moreover, and in contrast to the convergence rate di¤erentials discovered between b IV in Theorem 1 of the main paper and b OLS in Proposition 1, improvements in the rate of convergence enjoyed by b IV over b OLS do not, necessarily, rely on skewness in the model's rescaled errors. 
OLS Estimation of the ARCH(p) Model

