Abstract View-dependent surface color of virtual objects can be represented by outgoing radiance of the surface. In this paper we tackle the processing of outgoing radiance stored as a vertex attribute of triangle meshes. Data resulting from an acquisition process can be very large and computationally intensive to render. We show that when reducing the global memory footprint of such acquired objects, smartly reducing the spatial resolution is an effective strategy for overall appearance preservation. Whereas state-of-the-art simplification processes only consider scalar or vectorial attributes, we conversely consider radiance functions defined on the surface for which we derive a metric. For this purpose, several tools are introduced like coherent radiance function interpolation, gradient computation, and distance measurements. Both synthetic and acquired examples illustrate the benefit and the relevance of this radiance-aware simplification process.
Introduction
In the scope of digitization of cultural heritage, the demand for high-fidelity visualization is increasing. Compared to usual colored surfaces (using, e.g., textures, vertex colors), surface light fields (SLF) improve appearance modeling: the color depends not only on the position on the surface (spatial dimension) but also on the viewing direction. This allows capture of, e.g., specular highlights induced by glossy objects. Applications include virtual museums, archiving, and off-site study.
Acquiring SLF is regularly made easier and more reliable by the development of acquisition devices, treatments, and reconstruction algorithms [14, 24] . The memory load however still grows in proportion to the spatial resolution multiplied by the directional one. Memory limits for storage, transmission and rendering may be pushed in various ways, using data compression, streaming, data reduction, and levelof-detail approaches.
In this project, our acquisition process [24] generates dense surface meshes typically composed of hundreds of thousands to millions of vertices per object (spatial dimension). Compact representations of hemispherical radiance functions (RF) stored on these vertices still require dozens of coefficients per vertex (directional dimension). Our main contribution is a new method for the reduction of this dense data that exploits a radiance-aware metric for geometric mesh simplification, as illustrated in Fig. 1 . To our knowledge, no other metric exists for such functional data, thus we compare our results to state-of-the-art color-aware simplification. We show that reducing the spatial resolution (our strategy) may better preserve the visual quality compared to reducing the directional resolution.
Alternatively, one can store radiance in texture maps instead of on vertices [2, 25] . However texture mapping, filtering, and mip-mapping raise several issues. First, a parameterization has to be defined, which, for complex objects, implies to cut the texture into pieces (charts). To avoid visible seams at chart boundaries and permit mip-mapping, texel
Full resolution (921k vertices) 6 .2% (58k) 3.1% (29k) 1.6% (14k) + wireframe redundancy and complex data structures are often used [21] . Second, it is difficult to adapt the resolution of the texture according to spatial variations unless they have been taken into account when building the parameterization. Conversely, mesh simplification is designed to adapt the spatial resolution, assuming that radiance is stored on each vertex. Some previous techniques [2, 25] address the problem of compressing directional information independently of spatial information. Our approach is complementary since it addresses spatial simplification of the data: further directional compression remains compatible.
The key concept of our approach is to combine a wellknown mesh-driven simplification algorithm (i.e., iterative edge-collapse [11] ) with a new metric defined on radiance, that measures what will be actually rendered. Therefore, RF are attached to the vertices of an over-dense surface mesh after acquisition and pre-processing. Our contributions start by first determining a set of tools to do calculations with RF on the surface, including specular highlight-aware interpolation, gradient computation and distance measurement (Sect. 3). Second, we propose a method that simplifies dense data while ensuring visual similarity w.r.t. to the original. Therefore we define a new metric on RF that allows to evaluate the cost of an edge collapse operation (Sect. 4). Level-of-detail rendering is then made possible by the use of progressive meshes: the data is represented at multiple scales such that it can be adapted at runtime to the actual rendering constraints. Third, because simplified meshes can exhibit large triangles that may cover many pixels in screen-space, we propose an improved rendering method in order to preserve the light field highlights even in those cases (Sect. 5). Compared to directional reduction, the results show that radiance-aware spatial simplification well preserves acquired objects appearance. Compared to color-based metric, our method is also more accurate in the preservation of the directional features of the objects (Sect. 6).
Related work
This work is related with two areas: (i) view-dependent colors, namely light fields, and (ii) mesh-driven level-of-detail methods, in particular mesh simplification.
Surface light fields
Light fields [10, 17] define the color of a scene as a function of a 4D space covering position and the viewing direction. Surface light fields map these data on the surface as a way to discard background data and avoid projection and parallax errors, thus being more precise. It can be expressed by (i) a combination of eigen-vectors by using factorization methods [5, 20] , or (ii) independent localized 2D hemispherical RF [2, 25] . For keeping local control in our algorithm, we use the latter.
Numerous function bases can be used to represent 2D RF in a data-driven acquisition context. Non-linear ones (e.g., [16] ) are precise but may be difficult to obtain or process [26] . They are rather used for representing BRDF, i.e., 4D hemispherical functions. For 2D, linear combinations of basis functions are widely-used for their simplicity and flexibility. Commonplace are spherical harmonics or wavelets [18, 23] , polynomials [19] , or lumispheres [25] . Choosing the appropriate one is left to the user: our algorithms are independent of it. This choice however influences both implementation complexity and computation time.
Mesh simplification
Surface mesh simplification has been given a lot of attention. We are interested in methods considering geometry and aspect-describing attributes (e.g., color, texture) [3, 4, [7] [8] [9] 11, 12] . Methods exploiting the unitary edge collapse operation (Figs. 3, 5) , as opposed to vertex removal or triangle collapse, are standard both for ease of implementation and wide range of applications. Edges are iteratively collapsed in increasing order of damage they cause. Hereby, we define a new measure of this damage. Some metrics allow to define an optimal embedding (i.e., that minimizes the metric) for the vertex resulting from a collapse. Half-edge collapse instead defines the resulting vertex as one of its two predecessors. Our new metric can be used with both variants.
Metric on geometry
The quadric error metric (QEM) is the most widely-used geometric error metric [7] . It efficiently estimates the sum of squared distances w.r.t. the planes defined by the triangles of the initial (dense) mesh surrounding the vertices preceding the collapse. A "memoryless" variant [12] computes the QEM w.r.t. the mesh immediately preceding the current collapse instead of the initial mesh. Our new metric is defined as a combination of a memoryless QEM with a (also memoryless) radiance measure.
Metric on scalar or vectorial attributes
Classical attributes (e.g., normals, colors) are real-valued vectors of some dimension m. A first strategy directly extends the QEM to R 3+m by mixing up geometry and other attributes [8] . As considering such a mix is quite arbitrary, the more recent alternatives use the QEM as a geometry metric and add their specific error to it. In [12] , a separate QEM is computed in attribute space R m , and in [15] , a metric is specifically designed for vertex colors. Both combine this with the QEM for geometry. None of these techniques is directly extensible to functional attributes.
Metric on radiance attributes
To our knowledge, functional attributes have not been considered before. The RF we are dealing with encode a color depending on the viewing direction. A constant RF (diffuse color) is thus equivalent to color attributes. We compare our radiance metric on such data in Fig. 9. 
Progressive meshes
Hoppe [11] reverses edge collapses by vertex splits. They represent triangle meshes at different resolutions. In the present paper we show progressive meshes with radiance attribute.
Calculations on radiance functions
Surface light fields L(p, ω) define for every point p on the surface the outgoing radiance. This is a function that associates a color to any viewing direction ω. It represents the light emitted from p into direction ω. The domain for ω is the hemisphere of visible directions, i.e., centered on n, the normal to the surface at p.
In our setting, the surface is a triangle mesh defined by its connectivity and its positions p i and normals n i at vertices v i . The embedding is linear: a point with barycentric coordi-
The normal is also assumed to be linearly interpolated (up to normalization), which is a common approximation for rendering. A radiance function L(p i , ω) is defined at each vertex.
In this section, we define tools to calculate on radiance functions over the surface. They will be used to design a new metric for simplification (Sect. 4) and to define improved rendering formulas (Sect. 5). First, we define formulas for RF reflected around the local surface normal (Sect. 3.1), as they exhibit higher spatial coherence [25] . Second, we derive triangle interpolation (Sect. 3.2), which defines L at any p on the surface (spatial continuity). Third, we derive triangle extrapolation (Sect. 3.4), which defines RF off the initial surface, which is useful since edge collapses change the geometry. The latter exploits a gradient of the RF on the surface (spatial derivative) which we first present in Sect. 3.3. Finally we propose distance measurements between two RF (Sect. 3.5) so as to serve our metric.
Reflected representation
Let L(p, ω) be a RF defined on the hemisphere oriented with normal n. We apply the reflection R n with respect to n in order to get L(p, ω) = L(p, R n ω) which we call reflected radiance function (r-RF). This idea improves the spatial coherence for a large class of common materials. It has indeed been used efficiently for compact BRDF representation [22] , imagebased rendering by pre-filtered environment mapping [1] , and compression of SLF [25] . We apply it for coherent interpolation and improved rendering quality.
The motivation is that the reflected L tend to change less than L when p varies, i.e., over the surface. Figure 2 illustrates this on a simple example: suppose two functions L(p 1 , ·) and L(p 2 , ·) (middle) were reconstructed from a similar material (say, a Phong-like reflectance model) and a point light source. They then exhibit specular peaks around the ideal reflection direction. Since the surface normals n 1 and n 2 diverge, This holds for complex lighting environments (e.g., many lights) resulting in complex outgoing radiance functions, provided that the common lighting environment is at infinite distance. Inter-reflections and auto-occlusions violate this condition in general, but it is respected locally when comparing nearby points on the surface: reflection locally increases the coherence. This is very important in our context because edge collapse (Sect. 4) is a local process for simplifying preferably homogeneous regions, and rendering (Sect. 5) locally interpolates RF in triangles. As a result, a region with homogeneous material and similar local environment results in homogeneous r-RF over the region. 
Interpolation
Interpolation consists in deriving a RF at any position p in a triangle t from known RF at vertices p 1 , p 2 and p 3 . As presented in Fig. 2 , we define the r-RF at p = α 1 p 1 + α 2 p 2 + α 3 p 3 through linear interpolation:
which formally defines a RF interpolation by
This procedure tends to preserve specular peaks because it essentially interpolates functions of ω while naive interpolation (Fig. 2 , middle, dashed line) would interpolate colors at fixed ω.
Gradient
If one fixes the viewing direction ω then Eq. (1) amounts to simple linear interpolation of colors over the triangle t. Thus for fixed ω, the gradient w.r.t. p of L t is constant over t. Differentiation on the surface [6] leads to
where
defined over the hemisphere. It should be a Jacobian matrix but we consider the color channels separately (see Sect. 7), so we compute one vector per channel.
Extrapolation
By using the gradient, Eq. (1) can be rewritten as
Although the gradient lies in the triangle's plane and was designed to compute interpolation, this formula actually defines its extension to compute it for p that does not lie in the triangle, not even in the plane. Conversely to the straightforward equation (1), formulation (4) provides extrapolation by extending L t to 3D with constant gradient on the whole plane and a (spatially) constant (directional) color in the normal direction. We exploit this in Sect. 4.
Distance measurements
We define the distance between radiance functions by
is the L 2 -norm for square integrable functions on the hemisphere Ω. The choice of Ω will be discussed in Sect. 4.1. This measure, which integrates r-RF rather than RF, has several advantages:
-It is consistent with the above interpolation procedure:
the average of L(p 1 , ·) and L(p 2 , ·) minimizes the sum of squared distances to L(p 1 , ·) and L(p 2 , ·). -Distance between diffuse RF (i.e., constant functions) reduces to distance between simple colors.
since they are defined on the same hemisphere.
Mesh simplification
A mesh is defined by its connectivity and its embedding, which is generally a set of attributes attached to the vertices. Mesh simplification based on edge collapse [11] essentially consists in two stages:
1. build a priority queue of all collapsible edges; 2. until the mesh is simplified enough, collapse the first edge and update the queue.
This algorithm is grounded on a priority criterion (for the edges) and an embedding strategy (for the vertex resulting from a collapse), which must both take into account all the attributes. We first present our radiance error metric in the context of half-edge collapse and then extend it to general edge collapse.
Radiance error metric for half-edge collapse
Half-edge collapse is represented in Fig. 3 : the edge v 0 v 1 is collapsed onto v 1 . We define the radiance error caused by the collapse as a perceived difference power of light emitted by the surface. Indeed, since L is a luminous flux (lumen) per unit solid angle and per unit surface area, the error E defined as follows has squared lumen for theoretic dimension.
where the distance is defined by Eq. (5), extrapolation is defined by Eq. (4), and the sum runs over the post-collapse modified triangles (Fig. 3 right) . This equation can be understood as follows. Each final triangle t = (v 1 , v 2 , v 3 ) contributes to the error in proportion to its area multiplied by the change of RF caused by the collapse. The change of RF is measured by the squared distance between the RF at position p 0 before and after collapse. The RF at p 0 is L before collapse and is extrapolated from the triangle t by L t after collapse. Since the distance is measured at point p 0 , the hemisphere for integration is chosen to be Ω 0 . 
Coherence with diffuse color
To understand the relevance of E in terms of color, consider purely diffuse materials: Eq. (5) still applies and the distance reduces to an error between colors. As a consequence, E is the squared color error times the impacted area. Figure 4 illustrates typical situations: the triangle t in red contributes to the error if its extrapolated color L t (background) differs from the original color, i.e., before the collapse. This is the case of p 0 , as opposed to p 0 and p 0 which perfectly match L t . E is a good measure of visible color changes because the gradient links color and geometry: the contribution at p 0 is positive although its original color is the same as p 1 , while the contribution at p 0 vanishes although its original color differs from that of p 1 .
Our metric can then be compared to previous errors for color attributes [8, 12, 15] . It combines all the following advantages:
-Neither local parameterization nor projection is needed. -It can be extended to functional attributes like radiance. -The combination with common quadratic geometric errors is invariant under scaling (see Sect. 4.4).
In the results section (Fig. 9) , we show competitive results compared to a state-of-the-art metric on colors.
Embedding and metric for edge collapse
Compared to half-edge collapse the more general edge collapse case requires an embedding strategy for all attributes (p, n and L) of the vertex resulting from the collapse. We used the optimal position p as proposed in [7] . However, in order to define the normal n, we don't use the extended QEM [8] because mixing normals and geometry is somehow arbitrary. Instead we project p onto the edge p 0 p 1 and Finally, the RF error is computed by summing equation (7) applied once for p 0 over the triangles depicted in blue in Fig. 5 and once for p 1 over the triangles depicted in green.
Combination with geometric error
To be effective, simplification must consider all the attributes. We therefore linearly combine E with the memoryless variant of the standard QEM [12] because our radiance metric is also memoryless. Like the QEM, our metric has quadratic growth in the mesh size, so the balance between both does not depend on the geometric scaling. Still, the balance depends on the mesh density and on the color space encoding. In our examples, the radiance error is very low because color changes are gradual and specular effects impact only part of the hemisphere. So we empirically weighted 1 % geometry and 99 % radiance on all our examples.
Progressive meshes
Considering we have at our disposal an edge collapse metric and an embedding strategy, one can build progressive meshes with radiance attributes. A key application here is level-of-detail rendering. It consists in adapting the resolution to the rendering conditions (viewpoint, memory and time resources, screen-space resolution). The issue is to dynamically adapt the resolution in such a way that collapses and splits are not perceptible. Static pictures are therefore not suited for illustrating this, especially since radiance is visible when the viewpoint changes. The accompanying video (Online Resource 2) shows that this application is effective.
Rendering
Eventually, the object is rendered. In Sect. 4, we determined a metric that considers interpolation of r-RF within each (8)): the specular highlight is well interpolated triangle. In this section, we define how to render accordingly and visually show why this interpolation is important.
A straightforward technique for shading triangles with RF defined on their vertices consists in evaluating the RF on these vertices within the vertex shader and then interpolating resulting colors at fragment level, i.e., within the triangle. This approach works well when triangle meshes are extremely dense w.r.t. the viewpoint, i.e., a triangle covers only a few pixels in screen-space. Conversely, when considering simplified meshes, triangles can be large in screen-space. This technique then tends to sweep out specular highlights, as shown in Fig. 6 . One can notice that this is equivalent to per fragment naive interpolation of RF (Fig. 2, dashed line) . It generates artifacts analogous to those of Gouraud-shading with vanishing highlights inside the triangles.
Rendering quality can significantly benefit from the RF interpolation proposed in Sect. 3.2. In practice, the reflected functions L are stored and transferred to the GPU. The r-RF evaluation is now done in the fragment shader as follows:
which is actually Eq. (2) with r-RF on the right-hand side. The improvement of this r-RF interpolation over naive RF interpolation is analogous to the well-known improvement of Phong shading over Gouraud shading, but applied to stored RF. Figure 6 shows a quad (2 triangles) with divergent normals: Eq. (8) prevents the specular peak to fade out inside the quad. To evaluate Eq. (8) at fragment level, implementation needs to be adapted. The following data is required for each fragment:
-the interpolated position p and normal n; -barycentric coordinates α 1 , α 2 and α 3 ; -all three r-RF of its triangle ( L at p 1 , p 2 and p 3 ) .
To obtain the three r-RF per fragment, they are duplicated on the provoking vertex of the triangle in the geometry shader and exported as flat output attributes. We actually duplicate only references to the r-RF which are stored in arrays.
Note that switching from per-vertex to per-fragment evaluation impacts performance. It moves the complexity from O(visible vertices) to O(object-covered screen-space pixels). This implies that rendering speed increases when visualizing the object from a distance. Conversely, rendering speed decreases when visualizing a simplified mesh, i.e., when triangles cover many pixels. It is however in the latter case that visual quality is improved by per-fragment evaluation. So eventually, the user can see the choice of pervertex versus per-fragment evaluation as a trade-off between, respectively, rendering speed and quality.
Results

Basis functions
We experimented with two linear bases. First, a space of polynomials [19] that represent hemispherical functions by orthogonal projection on the tangent plane. These functions must be expressed in a local frame and the space is invariant under rotation around the normal. For all figures but Fig. 7 we used a polynomial basis (PB) of bi-degree d = 4 which require
= 15 coefficients per channel and a rotation (from global to local frame). We also experimented with spherical harmonics [18] which represent functions on the entire sphere. They can be expressed either in a local or a global frame and the space is invariant under any rotation. Although functions are encoded on the entire sphere, they contain relevant information only for the visible hemisphere, so it is compliant with the computations of previous subsections. We show spherical harmonics (SH) of degree d = 2, 3, 6 and 8 expressed in global frame (Fig. 7) , which require (d + 1) 2 = 9, 16, 49 and 81 coefficients per color channel, respectively.
We emphasize that our algorithms do not depend on the basis chosen, neither on the basis degree, nor on the frame. We argue that the choice should be left to the (1)- (8) apply whatever the basis and the frame. However, for hemispherical functions, Eqs. (1)- (4) can be computed for a fixed ω only because it requires rotations around arbitrary vectors. On the contrary, rotationinvariant spherical functions allow for an explicit expression of the results in the basis. In other words, equations on functions translate into equations on coefficients. A global frame is not mandatory: it makes most computations simpler, except reflection which is trivial in a local frame. Figure 7 shows that, to save memory, it may be beneficial to simplify the mesh (spatial resolution) rather than to reduce the degree of the basis (directional resolution). On such glossy objects, preserving specular highlights is essential for perceiving the material and the geometry, as becomes clear on animated objects in the accompanying video (Online Resource 2). The colored errors emphasize that simplification tends to remove fine details scattered on the surface, Fig. 8 Original data (top row) exhibits diffuse strips on specular material. Compared to radiance error (bottom), color error (middle) fails to preserve specular features. Simplification to 50 % is processed through half-edge collapse. The color error is extended QEM [8] applied to the RF's average color while degree reduction tends to produce large errors on the highlights.
Spatial versus directional data reduction
Comparison to color metrics
With existing techniques, the best one can do is to use color metrics applied on per-vertex diffuse (i.e., non-directional) color. Figure 8 illustrates the need for improvement over the latter on a synthetic example. Slight simplification is performed on a sphere alternating diffuse and specular materials (top). It shows that straightforward usage of a color metric is unable to detect and preserve specular features, while our radiance metric does (bottom).
To show a fair comparison of our metric w.r.t. state of the art methods we compare it with color metrics when applied on the diffuse color component of our objects. In this case, our metric reduces to a color distance (see Sect. 4.2). The lower pair of Fig. 9 illustrates this on the mask forehead. Simplification at 25 % still preserves fine wood veins; at 1.5 %, only pronounced features are preserved. Our metric applied on the full radiance (top row) does not deteriorate the results compared to color metrics. Both our radiance metric (top) and its application on diffuse color (middle) compete with the extended QEM (bottom) on this material having predominant non-directional color features. Note how the resulting triangles follow the color features at high simplification ratios (right column).
The mask face in contrast has a quite uniform color and few geometry but high specular effects, as shown by different viewpoints in Fig. 10 . In such case the radiance metric (middle) improves over the metric on diffuse colors (bottom):
+ wireframe 25%(48k)
1 .5%(3k) Fig. 9 The mask forehead exhibits few geometry or reflection but strong color features. Our metric on radiance (top) and its application to diffuse colors only (middle) amount to similar results, and they compete with QEM extended to colors (bottom) [8] , even for severe simplification. Note how well the triangles adapt to the features (right column). RF are encoded with P B(d = 4) and respectively consume 42, 10 MB and 0.7 MB of memory the triangles on the eyebrow and the eyelid are much better adapted to the features. Finally, we drove tests on another large and complex acquired dataset (double dragon, 921k vertices, Fig. 1 ) which combines geometry, color, and directional features. It resists to severe simplification and the different types of features have been preserved. A good balance between them is ensured by the geometry-radiance combination described in Sect. 4.4.
Edge vs. half-edge collapse
In Sect. 4, we discussed two embedding strategies: edge collapse and half-edge collapse. Figure 7 shows edge-collapse whereas Figs. 9 and 10 show half-edge collapse. There are no significant differences between results: half-edge collapse generates more elongated triangles while edge collapse may mix colors. This did not result in issues on our examples so one or the other can be used safely.
Technical details
Color channels
Besides RGB, we tested CIELUV and CIELAB color spaces because they are perceptually uniform. Since we observed only minor differences (see Online Resource 3), we worked in RGB endowed with the 2-norm. This norm has the advantage that the 3 color channels can be treated separately in Eq. (7). 
Numerical integration of errors
The computation of errors (Eq. (7)) requires to integrate a mix of functions over a hemisphere. Deriving a closed form would be tedious, if even possible. When using polynomials, this is due to local frame alignments and domain intersections. When using spherical harmonics, it is due to the arbitrary orientation of the integration domain. Therefore we perform numerical integration using Lebedev quadrature on the sphere.
Time complexity
Simplifications typically take a few hours for our acquired data. The complexity is (N (log N + B P)) where N is the number of vertices, B the number of basis functions, and P the number of integration points. The numerical integration (B P) actually dominates the priority queue update (log N ). Thus the algorithm is suitable and scalable for an offline process.
Data acquisition and reconstruction
The double dragon (Fig. 1) , the mask (Figs. 9, 10 ) and the elephant (Fig. 7) are acquisitions of real objects. Geometry is acquired with a 3D-scanner operating with structured light. It generates point clouds which are approximated by a triangle mesh using the Poisson surface reconstruction algorithm [13] . Radiance functions are fitted on photographs that are taken with a hand-held high-resolution camera and projected onto the mesh [24] . The radiance functions attached to the plane and the spheres (Figs. 6, 8 and accompanying video in Online Resource 2) are fitted on virtually acquired photographs of a synthetic scene characterized by point light sources and BRDF.
Exceeding hemispheres
RF may have to be evaluated outside of their hemisphere of definition. This happens (i) during simplification when comparing RF with different normals, or (ii) during visualization when a vertex is visible from under its tangent plane. To solve this problem, colors of the hemisphere's border are prolonged on the opposite hemisphere. This avoids popping artifacts during rendering (except at the opposite pole, which is never visible in practice).
Conclusion
In this paper, we treated the problem of the memory load of digitized surface light fields represented by radiance functions stored as attributes on mesh vertices. This load can be problematic for visualization and streaming. We first derived interpolation and gradient formulas as well as a distance measure for RF. Then, we defined a first RF-aware metric that we exploit in a mesh simplification algorithm. Our metric has proven to be a true added value w.r.t. existing techniques (i.e., adaptations from metrics on colors) in terms of quality when directional features are present. When the RF are diffuse, our algorithm reduces to a color metric and competes with the state of the art.
As a result, the user now has a new choice to reduce the memory load: besides reducing the directional resolution (lowering the degree of RF functions), we provided an algorithm for reducing the spatial resolution while preserving geometric and directional features. We have shown that this may be preferable for higher overall realism. We point out that compression strategies for the set of RF [2, 25] can be applied as a subsequent complementary stage in the processing pipeline.
As a complementary contribution, we defined how to improve rendering quality for local RF by determining smart interpolation of reflected RF. We have also shown that progressive meshes constitutes an effective application for level-of-detail rendering.
Based on our interpolation and distance measure, we think of dealing with RF stored in textures, including filtering and mip-mapping. One severe issue is the management of parameterization boundaries. Another problem for mip-mapping is the explicit averaging of several RF if hemispherical functions are chosen. A more accurate view-dependent fil-tering also requires accounting for geometry-related masking effects.
We would also like to push the comparison further. Indeed, under a rendering perspective, simplification can be compared to compression techniques. However, whereas the memory load can be measured objectively, the visual quality is more subjective. To this end we consider that a perceptual study would be helpful.
Finally, another prospect is advanced signal processing on the mesh. Indeed, interpolation and gradient computations essentially provide spatial continuity for SLF. Investigating further differentiation on the surface could lead to processing through differential equations.
