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GEOMETRIC STABILITY THEORY FOR
µ-STRUCTURES
JUNGUK LEE
WITH AN APPENDIX BY MICHAEL COHEN, AND PHILLIP WESOLEK
Abstract. We introduce a notion of µ-structures which are cer-
tain locally compact group actions and prove some counterparts of
results on Polish structures(introduced by Krupinski in [8]). Us-
ing the Haar measure of locally compact groups, we introduce an
independence, called µ-independence, in µ-structures having good
properties. With this independence notion, we develop geomet-
ric stability theory for µ-structures. Then we see some structural
theorems for compact groups which are µ-structure. We also give
examples of profinite structures where µ-independence is different
from nm-independence introduced by Krupinski for Polish struc-
tures.
1. Introduction
In [11, 10], Newelski introduced topological objects called profinite
structures. He introduced m-independence on profinite structures and
using this independence, developed geometric stability theory on profi-
nite structures. He also compared m-independence with another in-
dependence called µ-independence. The notion of m-independence is
defined topologically and the notion of µ-independence is defined mea-
sure theoretically. In [8], Krupinski generalized this topological inde-
pendence notion to more wide contexts, called Polish structures. A
Polish structure is a pair (X,G) where G is a Polish group acting faith-
fully on a set X such that the stabilizer of each x ∈ X is a closed
subgroup of G. For a finite tuple a of X and A ⊂ X , we denote
the orbit of a under the action of the pointwise stabilizer GA of A
by o(a/A), that is, o(a/A) := {ga| g ∈ GA}. There is a canonical
surjective map πA,a : GA → o(a/A) defined by g 7→ ga. If there
is no confusion, we write πA for πA,a. For a Polish structure (X,G),
he defined a well-behaved independence, called nm-independence. For
A,B ⊂ X finite, we say a finite tuple a of X is nm-independent from
B over A if π−1A [o(a/AB)] is non-meager in π
−1
A [o(a/A)], denoted by
a⌣|
nm
A B. This independence satisfies the following properties:
1
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• (Invariance) For all g ∈ G, a⌣|
nm
A B ⇔ ga⌣
| nm
g[A] g[B].
• (Symmetry) a⌣|
nm
C b⇔ b⌣
| nm
C a.
• (Transitivity) Assume A ⊂ B ⊂ C. Then a⌣|
nm
A B and a⌣
| nm
B C
if and only if a⌣|
nm
A C.
We call a G-set X is small if for every finite set A ⊆ X , the action of
the pointwise stabilizer GA on X has countably many orbits.
• (Extension) Suppose (X,G) is small. Then there is a′ ∈ o(a/A)
such that a′⌣|
nm
A B.
We call the above 4 properties the basic 4 axioms. He developed
model theory for Polish structures. He introduced a notion of imagi-
naries. For a given Polish structure (X,G), after extending X to Xeq
by adding imaginaries, the G-set (Xeq, G) is still a Polish structure and
nm-independence is well-extended to Xeq. Using nm-independence, he
defined the nm-rank on orbits of finite tuples of Xeq over finite parame-
ter sets from Xeq. A Polish structure having ordinal nm-ranks is called
nm-stable. Using model theoretic method with nm-independence and
the nm-rank, he gave a structure theorem for nm-stable Polish struc-
tures (X,G) where G acts on a compact group X as homeomorphisms.
Here we introduce µ-structures by considering locally compact group
actions instead of Polish group actions and we define an independence
relation on µ-structures induced from the Haar measure on locally
compact groups, which generalizes the notion of µ-independence in
profinite structures. We also call such independence for µ-structures
µ-independence.
Definition 1.1. A µ-structure is a faithful G-action on a set X where
G is a compact group or a locally compact Polish group, and
for each x ∈ X , the stabilizer of x, Gx := {g ∈ G| gx = x} is closed in
G.
Note that in Definition 1.1, if G is compact, it needs not be a Pol-
ish group. Roughly speaking, a is ‘independent’ from B over A if
π−1A [o(a/AB)] is a ‘large’ subset of π
−1
A [o(a/A)]. In Polish structures,
being large is measured by being non-meager. For µ-structures, locally
compact groups are equipped with the Haar measures and we can mea-
sure a size of a subset with the Haar measures. Using the Haar measure,
we will introduce a ternary relation, called µ-independence, and develop
counterparts of some results on Polish structures. We will show that µ-
independence also satisfies the basic 4 axioms. With µ-independence,
we will develop geometric stability theory for the µ-structure, and see
some structure theorems for µ-stable structure (X,G) where G acts on
a compact group X as homeomorphisms. Also we compare two notions
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of µ-independence and nm-independence in the case of compact struc-
tures. For its generality of Polish structure, there are many topological
spaces which can be concerned as Polish structure(See [8, Section 4]).
Any profinite structure is interpretable in a first order theory(See [7,
Theorem 1.4]), and any profinite group is concerned as a profinite struc-
ture(See [11, Example 1]). Note that µ-structures generalize profinite
structures because profinite groups are compact groups. It is interest-
ing to find profinite groups acting on profinite spaces, which are small
profinite structures. In Appendix, Cohen and Wesolek give a wide class
of profinite groups, called profinite branch groups, which act on rooted
trees. They showed that this group action induces a small profinite
structure on the boundary of a rooted tree.
In Section 1, we recall some basic facts on the Haar measure on
locally compact groups and some notions for basic model theory for
µ-structures. In Section 2, we will show that µ-independence satisfies
the basic 4 axioms. Invariance, symmetry, and extension comes eas-
ily from the basic properties of the Haar measure, for example, the
quasi-invariance and the σ-additivity. We will mainly focus on proving
transitivity of µ-independence. In Section 3, we introduce the µ-rank
and µ-stability for µ-structures. In Section 4, we classify the small
µ-stable µ-structures (X,G) where G acts on a compact group X as
homeomorphisms. In Section 5, we will give examples of non-small
profinite structures where nm-independence and µ-independence are
different. More precisely, µ-independence satisfies extension axiom but
nm-independence does not.
Throughout this paper, we write (X,G) for a G-set X . For a group
H and subgroups H1, H2 of H , we write H1H2 := {h1h2| h1 ∈ H1, h2 ∈
H2}, and H
−1
1 := {h
−1| h ∈ H1}. For A,B ⊂ X and a = (a1, . . . , an) ∈
Xn, we write AB for A ∪ B, and aA or Aa for A ∪ {a1, . . . , an}. Also
we write a ∈ X for a finite tuple a of elements in X . For a µ-structure
(X,G) and A ⊂ X , we denote GA for the pointwise sabilizer of A and
µA for the Haar measure on GA. Let φ : G×X → X be the action of
G on X . For g ∈ G and for a ∈ X and A ⊂ X , we write ga and g[A]
for φ(g, a) and φ(g, A) respectively. Through this paper, we consider
only a Hausdorff space.
We first recall some properties of the Haar measure on locally com-
pact groups. Let G be a locally compact group. Since G is locally
compact, it is equipped with a Borel measure µ(at least, there is the
Haar measure). We recall basic notions and facts on Borel measures
on locally compact spaces(c.f. [2, 4]).
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Definition 1.2. [2] Let X be a locally compact space.
(1) The Borel σ-algebra B(X) on X is the σ-algebra generated by
open subsets of X .
(2) A Borel measure is a countably additive non-negative measure
µ : B(X)→ [0,+∞].
Definition 1.3. [2] Let X be a locally compact space. Let µ be a
Borel measure on X .
(1) We say µ is locally finite if for any x ∈ X , there is an open
neighborhood U of x such that µ(U) <∞.
(2) We say µ is regular if for any Borel set E of X ,
µ(E) = inf{µ(U)| E ⊂ U, U open}
= sup{µ(K)| K ⊂ E, K compact}.
(3) We say µ is a Rodon measure if
(a) µ(K) <∞ for any compact set K ⊂ X ,
(b) µ(E) = inf{µ(U)| E ⊆ U, U open} for E ∈ B(X), and
(c) µ(U) = sup{µ(K)| K ⊆ U, K compact} for U ⊆ X open.
Next we define push-forward and push-out measures.
Definition 1.4. Let X and Y be locally compact spaces. We say
a continuous map f : X → Y is Borel* if f(A) ∈ B(Y ) for each
A ∈ B(X).
By the Lusin-Suslin Theorem, any injective continuous map between
Polish spaces is Borel*.
Theorem 1.5 (The Lusin-Suslin Theorem). [6] Let f : X → Y be a
continuous map between locally compact Polish spaces. For each A ∈
B(X), if f ↾ A is injective, then f(A) is in B(Y ).
Remark/Definition 1.6. Let f : X → Y be a continuous map be-
tween locally compact spaces. Let µX and µY be Borel measures on X
and Y respectively.
(1) The composition µX ◦ f−1 gives a Borel measure on Y . We
call this measure the push-forward measure by f and denote by
f∗(µX).
(2) Suppose f is Borel*. The composition µY ◦ f gives a Borel
measure on X. We call this measure the push-out measure by
f and denote by f ∗(µY ).
Remark 1.7. [1] Since a Polish space is strongly Radon, any locally
finite Borel measure on a locally compact Polish space X is a regular
Borel measure.
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Lemma 1.8. Let f : X → Y be a injective continuous map between
locally compact Polish spaces. Let µY be a locally finite Borel measure
on Y . Then f ∗(µY ) is a regular Borel measure on X.
Proof. By Remark/Definition 1.6, the push-out measure f ∗(µY ) is a
Borel measure. We show that the measure f ∗(µY ) is locally finite.
Take x ∈ X . Since µY is locally finite, there is an open neighborhood
U of f(x) with µY (U) < ∞. The open neighborgood f−1[U ] of x has
the finite measure f ∗(µY ). Therefore f
∗(µY ) is a locally finite Borel
measure on X and it is regular by Remark 1.7. 
Definition 1.9. [2] Let G be a group acting on a locally compact space
X , and let µ be a Borel measure on X . For S ⊂ X and g ∈ G, we
write gS := {gs|s ∈ X} and Sg := {sg| s ∈ X}. We say µ is (G-
)left-invariant[respectively, right-invariant] if for any Borel set E of X
and g ∈ G, µ(gS) = µ(S)[respectively, µ(Sg) = µ(S)]. We say µ is
(G-)invariant if it is left and right invariant.
Definition 1.10. [2] Let G be a group acting on a locally compact
space X . A quasi-invariant measure(with respect to G) µ on X is a
regular Borel measure such that for g ∈ G and a Borel set Y of X ,
there is a non-zero ∆(g) such that µ(gX) = ∆(g)µ(X).
Remark/Definition 1.11. [2, Theorem 1.3.5] Let G be a locally com-
pact group. Then there is a unique(up to scaling) non-zero left-invariant
regular Radon measure µ. We call this measure the (left-invariant) the
Haar measure on G. So there is a quasi-invariant measure on a locally
compact group.
Fact 1.12. [4, Corollary 1.23] Let G be a locally compact group and
let H be a closed subgroup of G. Let ν1 and ν2 be two quasi-invariant
measures on G/H. Then ν1 and ν2 are equivalent, that is, they have
the same null sets.
Theorem 1.13 (Weil’s integration formula). [4, Corollary 1.21] Let
H be a closed subgroup of a locally compact group G. Let µG, µH be
the Haar measures on G and H respectively. Then there are a quasi-
invariant regular Borel measure µ on G/H and a continuous strictly
positive function ρ on G such that for any integrable function f on G,∫
G
f(x)ρ(x)dµG(x) =
∫
G/H
∫
H
f(xh)dµH(h)dµ(xH).
Lemma 1.14. Let G be a locally compact group, which is σ-compact(e.g.
a compact group or a locally compact Polish group), that is, G is a
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countable union of compact sets. Let H be a closed subgroup of G. For
any non-negative measurable function f on G, we have∫
G
f(x)ρ(x)dµG(x) =
∫
G/H
∫
H
f(xh)dµH(h)dµ(xH).
Proof. Suppose a locally compact group G is σ-compact so that there
is an increasing sequence (Xi)i∈ω of compact subsets of G such that⋃
Xi = G. Let H be a closed subgroup of G and let f be a positive
measurable function on G. Let Yi = f
−1[[0, i]] for each i. Consider
fi = fχXi∩Yi for each i, where χXi∩Yi is the characteristic functions of
Xi ∩ Yi, so that limi fi = f . By the Monotone Convergence Theorem
and Theorem 1.13, we have that∫
G
f(x)ρ(x)dµG(x) = lim
i
∫
G
fi(x)ρ(x)dµG(x)
= lim
i
∫
G/H
∫
H
fi(xh)dµH(h)dµ(xH)
=
∫
G/H
lim
i
∫
H
fi(xh)dµH(h)dµ(xH)
=
∫
G/H
∫
H
lim
i
fi(xh)dµH(h)dµ(xH)
=
∫
G/H
∫
H
f(xh)dµH(h)dµ(xH).

Notation 1.15. Let G be a group acting on a locally compact space
X . Let A be a Borel set of X . For a Borel measure ν on X , we
write A ⊂ν X if ν(A) > 0. We write A ⊂µ X if A ⊂ν X for any
quasi-invariant measure ν on X .
Corollary 1.16. Let G be a locally compact group, which is σ-compact
and let H be a closed subgroup of G. Let π : G→ G/H be the canonical
projection. For a Borel set A of G/H, we have that
π−1[A] ⊂µ G⇔ A ⊂µ G/H.
Proof. Let µG be the Haar measure on G and let µ be a quasi-invariant
measure in Theorem 1.13. Let A be a Borel subset of G/H . Let
A′ = π−1[A]. By Corollary 1.14, we have that∫
G
χA′(x)ρ(x)dµG(x) =
∫
G/H
∫
H
χA′(xh)dµH(h)dµ(xH).
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Suppose µG(A
′) > 0 and µ(A) = 0. The condition µG(A
′) > 0 implies∫
G
χA′(x)ρ(x)dµG(x) > 0. Since µ(A) = 0, we have that∫
G/H
∫
H
χA′(xh)dµH(h)dµ(xH) =
∫
G/H\A
∫
H
χA′(xh)dµH(h)dµ(xH).
For x ∈ G \ A′ and h ∈ H , xh /∈ A′ and χA′(xh) = 0. Thus we have∫
G/H\A
∫
H
χA′(xh)dµH(h)dµ(xH) = 0,
which contradicts. So µG(A
′) > 0 implies µ(A) > 0. Conversely,
if µ(A) > 0, then
∫
G/H
∫
H
χA′(xh)dµH(h)dµ(xH) > 0 and µG(A
′) >
0. 
Next we introduce some notations for basic model theory for µ-
structures(c.f. [8, Section 3]). We recall notions of definable sets, imag-
inary sorts, names and so on in [8, Section 3]. Most of all, imaginary
sorts are crucial to handle quotient objects in Section 4. Let (X,G) be
a µ-structure. For Y ⊂ Xn, we define Stab(Y ) := {g ∈ G| g[y] = Y }.
We say that Y is invariant [over a finite set A] if Stab(Y ) = G[⊃ GA,
respectively]. We recall the definitions of imaginary sorts and definable
sets.
Definition 1.17. [8, Definition 3.1, 3.3]
(1) The imaginary extension, denoted by Xeq, is the union of all
sets of the form Xn/E with E ranging over all invariant equiv-
alence relations such that for all a ∈ Xn, Stab([a]E) is a closed
subgroup of G. The sets Xn/E is called the (imaginary) sorts
of Xeq.
(2) A subset D of a sort of Xeq is definable over a finite subset A of
Xeq(in short A-definable) if D is invariant over A and Stab(D)
is a closed subset of G. We say that D is definable if it is
definable over some A.
(3) We say d ∈ Xeq is a name for a definable set D if Stab(D) = Gd.
Fact 1.18. [8, Remark 3.2, Proposition 3.4]
(1) (Xeq)eq = Xeq.
(2) Each definable set in Xeq has a name in Xeq.
(3) Let Xn/E be a sort of Xeq. Then G induces a permutation
group of Xn/E, denoted by G ↾ Xn/E, which is a compact
group, and (Xn/E,G ↾ Xn/E) is a µ-structure.
We define a notion of µAcleq and dcleq in Xeq in the same way as in
X(see Definition 2.5 and Definition 2.6 for the notions of dcl and mcl
respectively).
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We recall a notion of (topological) G-space.
Definition 1.19. [8, Definition 3.5] Let G be a Polish group.
(1) A (topological) G-space is a Polish structure (X,G) such that
X is a topological space and the action of G is continuous.
(2) A Polish[compact] G-space is a G-space (X,G) where X is a
Polish [compact] space.
We define µ-spaces as a counterpart of Definition 1.19.
Definition 1.20. A (topological) µ-space is a µ-structure (X,G), where
X is a Hausdorff space and G acts continuously on X .
Next we recall a notion of ∗-closed sets in µ-spaces.
Definition 1.21. [8, Definition 3.6] Assume (X,G) is a µ-space. We
equip the quotient topology on each sort Xn/E of Xeq. We say D ⊂
Xn/E is A-closed for a finite A ⊂ Xeq if it is closed and invariant over
A. We say that D ⊂ Xn/E is ∗-closed if it is A-closed for some finite
A.
Fact 1.22. [8, Proposition 3.7] Let (X,G) be a compact µ-space and
E be a ∅-closed equivalence relation on Xn. Then Xn/E is com-
pact, and (Xn/E,G/GXn/E is a compact µ-space, where GXn/E =⋂
[a]E∈Xn/E
Stab([a]E).
Using Fact 1.22, we introduce topological sorts.
Definition 1.23. [8, Definition 3.8] Let (X,G) be a compact µ-space.
We define X teq, called topological imaginary extension as the disjoint
union of the space Xn/E with E ranging over all ∅-closed equivalence
relation on Xn. Each Xn/E is called a topological sort of X teq. We say
that D is A-closed in X teq if it is A-closed in a sort of X teq.
From Proposition 2.4(3), we have the following result.
Fact 1.24. [8, Remark 3.10]
(1) Let (X,G) be a µ-structure and D an A-definable[or only invari-
ant over A] subset of Xeq. Then (D,GA/GAD) is a µ-structure.
Moreover, if (X,G) is small, then (D,GA/GAD) is also small.
For tuples and subsets of D, the computation of µ-independence
in (X,GA) coincides with the computation of µ-independence in
(D,GA/GAD).
(2) Let (X,G) be a µ-space. If D is an A-closed of Xn[or X teq if
X is compact], then (D,GA/GAD) is a µ-space.
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2. mu-independence
In this section, we define µ-independence for µ-structures and show
that it satisfies the basic 4 axioms.
Definition 2.1. Let (X,G) be a µ-structure and let µ be the Haar
measure on G. For a ∈ X and finite sets A,B ⊂ X , we say a is
µ-independent from B over A, denoted by a⌣|
µ
AB, if
µA(π
−1
A [o(a/AB)]) > 0.
Note that π−1A [o(a/AB)] = GABGAa.
Note that our µ-independence generalizes µ-independence for profinite
structures concerned in [11](see Remark 5.4).
Remark 2.2. Let H be a closed subgroup of a compact group G. Let
µ be the Haar measure on G. Let π : G → G/H be the projection
map. Then the push-forward π∗(µ) is a quasi-invariant measure.
Proof. It is enough to show that π∗(µ) is a regular Borel measure.
Since G/H are equipped with the quotient topology, G and G/H are
compact, and π is continuous, π is closed and open map. From this,
π∗(µ) is a regular Borel measure. 
For a G-space X , we consider a G-space Xn for each n ≥ 1 as follows:
For n ≥ 1, x = (x1, . . . , xn) ∈ Xn, and g ∈ G, gx := (gx1, . . . , gxn).
Remark 2.3. [8, Lemma 2.6] Let G be a Polish group. For any closed
subgroups H1, H2 of G, H1H2 is a Borel subset of G.
Proposition 2.4. The followings are equivalent:
(1) a⌣|
µ
AB;
(2) GABGAa ⊂µ GA.
(3) GABGAa/GAa ⊂µ GA/GAa
Proof. The direction (1) ⇔ (2) comes from Definition 2.1. The direc-
tion (2)⇔ (3) comes from Corollary 1.16. 
We recall several closure operations defined in [8] and introduce a new
closure operation.
Definition 2.5. [8, Definition 2.4] For A ⊂ X ,
• Acl(A) := {x ∈ X| | o(x/A)| ≤ ω};
• acl(A) := {x ∈ X| | o(x/A)| < ω}; and
• dcl(A) := {x ∈ X| | o(x/A)| = 1}.
Definition 2.6. For A ⊂ X , let µAcl(A) := {x ∈ X| GAx ⊂µ GA}.
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Remark 2.7. Let (X,G) be a µ-structure. For A ⊂ X finite, acl(A) ⊂
Acl(A) ⊂ µAcl(A). If G is compact, then acl(A) = Acl(A) = µAcl(A)
Proof. Because of the σ-additivity, Acl(A) ⊂ µAcl(A). If G is compact,
then x ∈ µAcl(A) if and only if [GA : GAx] is finite. So µAcl(A) ⊂
acl(A). 
Next we show that µ-independence satisfies the basic 4 axioms.
Theorem 2.8. Let (X,G) be a µ-structure. Let a, b ∈ X and A,B,C ⊂
X.
(1) (Invariance) For all g ∈ G, a⌣|
µ
AB ⇔ ga⌣
| µ
g[A] g[B].
(2) (Symmetry) a⌣|
µ
C b⇔ b⌣
| µ
C a.
(3) (Transitivity) Suppose G is compact. Assume A ⊂ B ⊂ C.
Then a⌣|
µ
AB and a⌣
| µ
B C if and only if a⌣
| µ
A C.
(4) (Extension) Suppose (X,G) is small and A,B are finite. There
is a′ ∈ o(a/A) such that a′⌣|
µ
AB.
(5) a ∈ µAcl(A) if and only if for all finite D ⊂ X, a⌣|
µ
AD.
Proof. It is easy to prove (1), (2), (4) and (5). Specially, (2) comes from
the quasi-invariance and (4) comes from the σ-subadditivity. 
2.1. Proof of transitivity. We now prove transitivity. Fix a µ-structure
(X,G).
Lemma 2.9. Suppose H is a compact group or a locally compact Polish
group. Let H1, H2 be closed subgroups of H such that µH(H1H2) > 0.
Let H3 = H1∩H2. Let Ai ⊂ Hi be a closed subset for i = 1, 2. Suppose
A1 = A1H3 and A2 = H3A2. Then µH1(A1) > 0 and µH2(A2) > 0 if
and only if µH(A1A2) > 0.
Proof. Consider H3 as a closed subgroup of H1 ×H2 induced from the
injection ι : H3 → H1×H2, h 7→ (h, h). Define the following projection
δ : H1 ×H2 → H1H2, (h1, h2) 7→ h1h
−1
2 . Since the kernel of δ is H3, we
have the following diagram:
H1 ×H2 (H1 ×H2)/H3
H1H2
pi
δ
δ
Since µH(H1H2) > 0, the push-out measure δ
∗
(µH) is a quasi-invariant
Borel measure on (H1 ×H2)/H3. Take A1 = A1H3 and A2 = H3A2 so
that π(A1A2) = A1A2/H3.
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Claim 2.10. A1 × (A2)−1 = δ−1(A1A2)(= π−1 ◦ δ
−1
(A1A2)).
Proof. Let (h1, h2) ∈ H1 × H2 be such that h1h
−1
2 = a1a2 ∈ A1A2 for
some a1 ∈ A1 and a2 ∈ A2. We have h := a
−1
1 h1 = a2h2 ∈ H1 ∩H2 =
H3. Then h1 = a1h ∈ A1H3 and h2 = a
−1
2 h ∈ A
−1
2 H3 = (H3A2)
−1 =
A−12 . 
By Fact 1.12, Corollary 1.16, and Claim 2.10, we have that
µH1(A1) > 0, µH2(A2) > 0⇔ (µH1 × µH2)(A1 × (A2)
−1) > 0
⇔ A1 × (A2)
−1/H3 ⊂µ H1 ×H2/H3
⇔ δ
∗
(µH)(A1 × (A2)
−1/H3) > 0
⇔ µH(A1A2) > 0,
where µH1 × µH2 is the product measure of µH1 and µH2. 
Corollary 2.11. Let H be a locally compact Polish group or a compact
group, and let H1, H2 be closed subgroups of H with µH(H1H2) > 0.
For any A1 ⊂ H1 with µH1(A1) > 0, then µH(A1H2) > 0.
Theorem 2.12. Suppose G is a locally compact Polish group or a
compact group. Let a ∈ X and let A ⊂ B ⊂ C. Then a⌣|
µ
AB and
a⌣|
µ
B C if and only if a⌣
| µ
A C.
Proof. (⇒) Suppose a⌣|
µ
AB and a⌣
| µ
B C. By Proposition 2.4, we have
GBGAa ⊂µ GA and GCGBa ⊂µ GB.
Claim 2.13. GCGAa ⊂µ GA.
Proof. We have GCa = GCGAa. Use Corollary 2.11 for H = GA, H1 =
GB, H2 = GAa, A1 = GCGBa and we have A1H2 = GCGBaGAa =
GCGAa ⊂µ GA. 
(⇐) Suppose GCGAa ⊂µ GA. Since GCGAa ⊂ GBGAa ⊂ GA, we
have GBGAa ⊂µ GA. It remains to show that GCGBa ⊂µ GB.
Claim 2.14. GCGBa ⊂µ GB.
Proof. We have the followings
• GBGAa ⊂µ GA.
• GC ⊂ GB.
• GBa = GB ∩GAa.
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Consider the following map δ : GB × GAa → GBGAa, (x, y) 7→ xy−1
and it induces the following digram:
GB ×GAa (GB ×GAa)/GBa
GBGAa
pi
δ
δ
Claim 2.15. δ−1(GCGAa) = GCGBa ×GAa
Proof. It is enough to show that π−1(GCGAa) ⊂ GCGBa × GAa(∗).
Choose x ∈ GB and y ∈ GAa such that xy−1 ∈ GCGAa. Then x ∈
GCGAay = GCGAa and x ∈ GCGAa ∩ GB. We show that GCGAa ∩
GB = GCGBa. It is enough to show that GCGAa ∩GB ⊂ GCGBa. Let
z ∈ GCGAa ∩ GB and let u ∈ GC , v ∈ GAa be such that uv = z.
Then v = u−1z ∈ GCGB = GB and v ∈ GAa ∩ GB = GBa. Therefore
z ∈ uGBa ⊂ GCGBa. So x ∈ GCGBa and (∗) holds. 
Since GBGAa ⊂µ GA, the push-out measure δ
∗
(µGA) is a quasi-invariant
Borel measure on (GB ×GAa)/GBa. By Fact 1.12, Corollary 1.16, and
Claim 2.15, we have that
GCGAa ⊂µ GA ⇔ δ
∗
(µGA)((GCGBa ×GAa)/GBa) > 0
⇔ (GCGBa ×GAa)/GBa ⊂µ (GB ×GAa)/GBa
⇔ GCGBa ×GAa ⊂µ GB ×GAa.
Since GCGAa ⊂µ GA, we have that GCGBa × GAa ⊂µ GB × GAa, and
GCGBa ⊂µ GB. 

2.2. Some description of mu-independence. In this subsection,
we describe µ-independence intrinsically onX for a µ-structure (X,G)(see
Theorem 2.17). This is crucial to classify small compact µ-groups
in Section 4(see Proposition 3.6, Remark 3.9, and Proposition 4.5).
Krupinski in [8] described nm-independence in G-spaces as follows:
Fact 2.16. [8, Theorem 2.12] Let (X,G) be a G-space. Let a, A,B ⊂ X
be finite sets. Suppose o(a/A) is non-meager in its relative topology.
Then a⌣|
nm
A B if and only if o(a/AB) is non-meager in o(a/A).
Theorem 2.17. Let (X,G) be a µ-space. Let a, A,B ⊂ X be finite.
Suppose
(1) The canonical map πA,a : GA/GAa → o(a/A), g 7→ ga is Borel*.
(2) There is a locally finite quasi-invariant Borel measure ν on
(o(a/A), GA).
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Then,
a
µ
⌣|
A
B ⇔ o(a/AB) ⊂ν o(a/A).
Proof. For the simplicity, we assume that A = ∅. Suppose the canonical
map πa : G→ o(a), g 7→ ga is Borel* and there is a locally finite quasi-
invariant Borel measure ν on (o(a), G). Then π factors through in the
following way:
G G/Ga
o(a)
pi
pia pia
Then the push-out measure π∗a(ν) is a quasi-invariant regular Borel
measure on G/Ga. Then we have that
a
µ
⌣| B ⇐ GBGa/Ga ⊂µ G/Ga
⇔ π∗a(ν)(GBGa/Ga) > 0
⇔ ν(o(a/B)) > 0
⇔ o(a/B) ⊂ν o(a).

Remark 2.18. (1) If G is a locally compact Polish group and X
is a Polish space, then the condition (1) in Theorem 2.17 holds.
(2) If G is a compact group, then both conditions (1) and (2) in
Theorem 2.17 hold.
Proof. (1) It comes from the Lusin-Suslin Theorem.
(2) It comes from the fact that the map πa : G/GAa → o(a/A) is a
homeomorphism if G is a compact group. 
Remark 2.19. Let (X,G) be a µ-structure. Let a, A,B ⊂ X be finite.
Then there is the canonical map πA,a : G/GAa → o(a/A). Give a
topology on o(a/A) induced by πA,a, that is, U ⊂ o(a/A) is open if and
only if π−1A,a(U) is open. With this topology, there is a quasi-invariant
Borel measure ν on o(a/A) such that
a
µ
⌣|
A
B ⇔ o(a/AB) ⊂ν o(a/A).
In this setting, our µ-independence coincides exactly with µ-independence
of Newelski in the case of profinite structures(c.f. [10, 11]).
Definition 2.20. [7, 8] Let (X,G) be a Polish structure.
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(1) We say (X,G) is a profinite structure if X is a profinite metric
space and G is a profinite group continuously acting on X .
(2) We say (X,G) is a compact structure if X is a compact metric
space and G is a compact group continuously acting on X .
Definition 2.21. [8, Definition 2.12] Let (X,G) be a compact struc-
ture. For finite subsets a, A,B of X , we say a is m-independent from
B over A if o(a/AB) is open in o(a/A), denoted by a⌣|
m
A B.
Krupinski in [8] showed that two independence notions ⌣|
nm
and ⌣|
m
coincide in compact structures.
Question 2.22. For µ-spaces, we can define nm-independence. In this
case, is µ-independence coincident with nm-independence?
Clearly, nm-independence implies µ-independence. In Section 5, we
give an example of µ-space (X,G) such that µ-independence and nm-
independence are different, where (X,G) is a profinite sturcture. In
Remark 5.4, we show that ⌣|
nm
= ⌣|
µ
in small, nm-stable compact
structures.
3. mu-stability
In this section, we define a rank, called the µ-rank, coming from µ-
independence and using the µ-rank, we define µ-stability for µ-structures.
We omit the proof in this section because the proof are exactly same
with ones in [8, Section 3]. For a given well-behaved independence rela-
tion(enough to satisfying (1)−(4) in Theorem2.1, we define a notion of
rank having nice properties, for example, Lascar inequality. For exam-
ple, in stable theory(also in simple theory), we define the U -rank from
forking independence, and more generally, in rosy theory, we definite
the thorn U -rank form thorn forking independence.
Definition 3.1. Let (X,G) be a µ-structure. The µ-rank, denoted by
µR, is the unique ordinal-valued function from the collection of orbits
over finite sets satisfying µR(a/A) ≥ α+1 iff there is a finite set B ⊃ A
such that a 6⌣|
µ
AB and µR(a/B) ≥ α. We define µR(a/A) = ∞ if for
any ordinal α, µR(a/A) ≥ α.
LetD ⊂ Xeq be definable over A. Define µR(D) := sup{µR(d/A)| d ∈
D}.
Fact 3.2. [8, Remark 5.10, Remark 5.11] Let (X,G) be a compact
µ-structure. Let G0 be a closed subgroup of G having countable index.
(1) Let U be a clopen subset of X. Then Stab(U) is a clopen sub-
group of G, and so [G : Stab(U)] ≤ ω.
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(2) Suppose (X,G) is small. Then (X,G0) is small, and ⌣
| µ and
µ-rank computed in (X,G) are the same as in (X,G0).
Proof. (1) By the same reasoning in the proof of [8, Remark 5.10],
we have that Stab(U) is an open subgroup of G. For a σ-compact
group(e.g. a compact group or a Polish locally compact group), any
open subgroup has countable index. So we have that [G : Stab(U)] ≤ ω.
(2) By the same reasoning in the proof of [8, Remark 5.11], it is
enough to check that if a⌣|
µ
AB in (X,G0), then a⌣
| µ
AB in (X,G).
Let ν be the Haar measure on G. Since G0 is a closed subgroup of
countable index, we have ν(G0) > 0. From that a⌣
| µ
AB in (X,G0),
we have G0ABG0Aa ⊂µ G0A and ν(G0ABG0Aa) > 0. Since G0ABG0Aa ⊂
GABGAa, we have ν(GABGAa) > 0 and GABGAa ⊂µ G, that is, a⌣
| µ
AB
in (X,G). 
We list useful properties of the µ-rank coming from the standard
forking calculation and transfinite induction(see [5, 12]).
Proposition 3.3 (Lascar inequalities for the µ-rank). Let a, b, A ⊂ Xeq
be a finite subsets.
(1) a⌣|
µ
A b implies µR(a/Ab) = µR(a/A). The converse holds if
µR(a/A) <∞.
(2) µR(a/Ab) + µR(b/A) ≤ µR(ab/A) ≤ µR(a/Ab)⊕)µR(b/A).
(3) Suppose that µR(a/Ab) < ∞ and µR(a/A) ≥ µR(a/Ab) ⊕ α.
Then, µR(b/A) ≥ µR(b/Aa) + α.
(4) Suppose that µR(a/Ab) <∞ and µR(a/A) ≥ µR(a/Ab) + ωαn.
Then, µR(b/A) ≥ µR(b/Aa) + ωαn.
(5) If a⌣|
µ
A b, then µR(ab/A) = µR(a/Ab)⊕ µR(b/A).
Remark 3.4. [8, Remark 3.13] Let a, A ⊂ X be finite. Then the com-
putation of µR(a/A) in X is the same as the computation of µR(a/A)
in Xeq.
Next we introduce µ-stability analogous to nm-stability of Polish
structure.
Definition 3.5. (X,G) is µ-stable if every 1-orbit has ordinal µ-rank.
Proposition 3.6. [8, Remark 3.15, 3.16, Proposition 3.17] The follow-
ing are equivalent:
(1) (X,G) is µ-stable.
(2) Each n-orbit, n ≥ 1, has ordinal µ-rank.
(3) Each 1-orbit in Xeq has ordinal µ-rank.
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(4) There are no finite sets A0 ⊂ A1 ⊂ . . . ⊂ X and a ∈ X such
that a 6⌣|
µ
Ai
Ai+1 for every i ∈ ω.
(5) There are no finite sets A0 ⊂ A1 ⊂ . . . ⊂ Xeq and a ∈ Xeq such
that a 6⌣|
µ
Ai
Ai+1 for every i ∈ ω.
(6) There are no finite sets A0 ⊂ A1 ⊂ . . . ⊂ X and a ∈ X such
that GAi+1GAia 6⊂µ GAi for every i ∈ ω.
(7) For every finite sets A0 ⊂ A1 ⊂ . . . ⊂ X and a ∈ X, there is
n ∈ ω such that GAn+i+1GAna ⊂µ GAn+iGAna for every i ∈ ω.
If (X,G) is µ-stable, the µ-rank of an orbit is computed intrinsically
in the orbit itself.
Proposition 3.7. [10, Proposition 1.1, Corollary 1.2] Suppose (X,G)
is µ-stable. Let a ∈ Xeq and let A be a finite subset of X. For an
ordinal α, the following are equivalent:
(1) µR(a/A) ≥ α + 1.
(2) There is a finite set B ⊂ o(a/A) such that a 6⌣|
µ
AB and µR(a/AB) ≥
α.
Corollary 3.8. Suppose (X,G) is µ-stable. Let D be a definable over
A and a, B ⊂ D finite. Then the computation of µR(a/AB) in (X,G)
is equal to the computation of µR(a/AB) in (D,GA/GAD).
In the case of µ-space, using Theorem 2.17, we can describe µ-
stability in terms of X , and the µ-rank measures ‘measure theoretic
complexity’ of orbits, which is a counterpart of [8, Remark 3.20].
Remark 3.9. Let (X,G) be a µ-space. Suppose for any orbit o(a/A)
over a finite set A,
• the canonical map πA,a : GA/GAa → o(a/A) is Borel*.
• there is a locally finite quasi-invariant Borel measure on νAa on
(o(a/A), GA).
(1) µR(a/A) ≥ α + 1 iff there is a finite set B ⊃ A such that
o(a/B) 6⊂νAa o(a/A) and µR(a/B) ≥ α.
(2) (X,G) is µ-stable iff there are no finite sets A0 ⊂ A1 ⊂ . . . ⊂ X
and a ∈ X such that o(a/Ai+1)) 6⊂νAia o(a/Ai) for every i ∈ ω.
Now we define a pregeometry on an orbit of the µ-rank 1, which is
a counter part of [8, Proposition 3.23]. For a finite set A ⊂ Xeq, we
define µAcleqA (B) := µAcl
eq(AB). Then µAcleqA gives a pregeometry on
a obit over A of µ-rank 1.
Remark 3.10. (1) For any finite a, A ⊂ Xeq, µR(a/A) = 0 iff
a ∈ µAcleq(A).
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(2) Suppose µR(a/A) = 1 and B ⊂ Xeq is a finite subset. Then
a ∈ µAcleqA (B) iff a 6⌣
| µ
AB.
Proposition 3.11. Suppose µR(a/A) = 1. Then (o(a/A), µAcleqA ) is
a pregeometry. Let D be definable over A with µR(D) = 1. Then
(D, µAcleqA ) is a pregeometry.
4. Small compact µ-groups
In this section we get the same structure theorems for small compact
µ-groups in [8, 9]. The same proofs work for the case of µ-groups and
we omit the detailed proofs. We first define several notions analogous
to [8, Definition 5.1, 5.2].
Definition 4.1. Let G be a compact group or a locally compact Polish
group.
(1) A µ-group structure is a µ-structure (H,G) such that H is a
group and G acts as a group of automorphisms of H .
(2) A (topological) µ-group is a µ-group structure (H,G) such that
H is a topological group and the action of G onH is continuous.
(3) A (locally compact, or Polish) compact µ-group is a µ-group
(H,G) whereH is a (locally compact, or Polish) compact group.
Definition 4.2. (1) We say that a group H is definable in a µ-
structure (X,G)[or in Xeq] if H and the group operation on H
are definable in (X,G)[or in Xeq].
(2) We say that a group H is ∗-closed in a µ-space (X,G)[or in
X teq, if X is compact] if H and the group operation on H are
∗-closed.
Let H be a definable group over ∅ in a small µ-structure (X,G)[or in
Xeq]. Then (H,G/GH) is a small µ-group structure. For convenience,
we may assume that (X,G) = (H,G) is a small µ-group structure. Let
a ∈ H and A ⊂ Xeq be finite.
Definition 4.3. We say that the orbit o(a/A) is left µ-generic(or that
a is left µ-generic over A) if for all b ∈ H with a⌣|
µ
A b, one has that
ba⌣|
µ
A b. We say that it is right µ-generic if for b as above, we have
ab⌣|
µ
A b. An orbit is µ-generic if it is both right and left µ-generic.
Remark 4.4. (1) If a is left (right) µ-generic over A, then a⌣|
µ
A.
(2) Being left (right) µ-generic is preserved under taking restric-
tions and µ-independent extensions.
(3) Left µ-generic coincide with right µ-generic and so with µ-
generic.
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(4) In the µ-stable case, being µ-generic means being of maximal
µ-rank.
Next we show that (H,G) has an µ-generic.
Proposition 4.5. Let (H,G) be a small locally compact µ-group, or,
more generally, H is a group definable over C in a small µ-space
(X,G)[or in Xeq] such that (H,GC/GCH) is a locally compact µ-group.
Suppose each orbit over a finite set is a Borel set of H, and the canon-
ical map πA,a : GA/GAa → o(a/A) is Borel* for any orbit o(a/A) over
a finite set A. Then, there is at least one µ-generic orbit in H, and an
orbit o is µ-generic in H if and only if o ⊂µ H.
Proof. Consider the case when (H,G) is a small locally compact µ-
group. Let µH be the Haar measures on G and H respectively. Fix
a finite subset A ⊂ H . Each orbit of the GA-action is a Borel subset
of H , and there is an orbit o = o(h/A) with µH(o) > 0 because of
smallness. We show that o is µ-generic. Consider any h′⌣|
µ
A h.
Claim 4.6. µH(o(h/Ah
′)) > 0.
Proof. Consider δ := πA,h : GA → o, g 7→ gh, which is Borel*. The
map π factors through as follows:
GA GA/GAh
o
pi
δ
δ
Then the push-out measure δ
∗
(µH) is a quasi-invariant regular Borel
measure on GA/GAh. From h⌣
| µ
A h, we have that
GAh′GAh ⊂µ GA ⇒ GAh′GAh/GAh ⊂µ GA/GAh
⇔ δ
∗
(µH)(GAh′GAh) > 0
⇔ µH(o(h/Ah
′)) > 0.

Since µH(o(h/A, h
′)) > 0, we have that
o(h/A, h′)h′ ⊂µ H ⇒ o(hh
′/A, h′) ⊂µ H ⇒ o(hh
′/A, h′) ⊂µH o(hh
′).
By Theorem 2.17, we have that hh′⌣|
µ
A h
′. We have proved that any
orbit of positive µH-measure value is µ-generic and so there is an µ-
generic orbit exists. It remains to show the converse. It is exactly same
with the proof of [8, Proposition 5.5] 
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Remark 4.7. Let (H,G) be a locally compact µ-group and let ν be
the Haar measure on H , which is H-invariant. The Haar measure ν
is G-quasi-invariant, that is, for any g ∈ G, ν ◦ g = c(g)ν for some
constant c(g) > 0, where g : H → H, h 7→ gh is a homeomoerphism
of H . So, (H,G) satisfies the assumption of Proposition 4.5 if we take
G compact, or both G and H Polish.
Proof. Let ν be the Haar measure on H . Let g ∈ G. Define ν ′ = ν ◦ g.
Since g is a homeomorphism and ν is H-invariant, ν ′ is also the Haar
measure onH , that is, aH-invariant regular Radon measure. Therefore
by Remark/Definition 1.11, there is c(g) > 0 such that ν ′ = c(g)ν.
If G is compact, then each orbit over a finite set is a closed subset
of H . If both G and H are Polish, then by the Lusin-Suslin theorem,
each orbit over a finite set is a Borel subset of H . 
Using Proposition 4.5, we get a corollary analogous to [8, Corollary
5.6].
Corollary 4.8. Let (H,G) be a small locally compact µ-group, or, more
generally, H is a group definable over C in a small µ-space (X,G)[or
in Xeq] such that (H,GC/GCH) is a locally compact µ-group. Suppose
each orbit over a finite set is a Borel set of H, and the canonical map
πA,a : GA/GAa → o(a/A) is Borel* for any orbit o(a/A) over a finite
set A. Let H1 < H2 be closed subgroups of H definable in X
eq.
(1) Let µ2 be the Haar measure on H2. If µ2(H1) = 0 and µR(H2) <
∞, then µR(H1) < µR(H2).
(2) If H1 is a open subgroup of H2, then µR(H1) = µR(H2).
Proof. In the case of (1), we have that [H2 : H1] > ℵ0 by σ-additivity
of the measure. In the case of (2), if G is compact, then [H2 : H1] < ℵ0
and if G is a Polish group, then [H2 : H1] ≤ ℵ0. The remaining proof
is exactly same with the proof of [8, Corollary 5.6]. 
For small [compact] µ-groups, we have the same result with [8,
Proposition 5.7, Corollary 5.9].
Proposition 4.9. (1) Let (H,G) be a small µ-group. Then any
finitely generated subgroup of H is countable and does not have
limits points in H.
(2) Let (H,G) be a small compact µ-group. Then H is a profinite
torsion group.
From now on, we assume that (H,G) is a small compact µ-group. In
stead of theNM-rank, we use the µ-rank and we get the same structure
results([8, Theorem 5.19, 5.24]) of small compact µ-groups.
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Remark 4.10. Let K be a closed subgroup of a compact group H .
Then, K is a open subgroup of H if and only if K has the non-empty
interior if and only if [H : K] ≤ ω if and only if K ⊂µ H .
We have the following result for µ-groups analogous to [8, Theorem
5.19].
Theorem 4.11. Let (H,G) be a small, µ-stable, compact µ-group, then
H is solvable-by-finite.
Proof. With our assumption, it is reduced to the problem whether to
apply Corollary 4.8(1) to the Frattini subgroup Φ(H) of G, which is the
intersection of all maximal open subgroups of H . In our case, Φ(H) is a
closed subgroup which is not open, and so Φ(H) 6⊂µ H by Remark4.10.
The remaining proof is exactly same with the proof of [8, Theorem
5.19]. 
Next one is the analogy of [8, Theorem 5.24] for µ-groups.
Theorem 4.12. If (H,G) is a small compact µ-group of finite µ-rank,
and H is solvable-by-finte, then H is nilpotent-by-finite.
Combining Theorem 4.11, and 4.12, we have the following result.
Corollary 4.13. If (H,G) is a small compact µ-group of finite µ-rank,
then H is nilpotent-by-finite.
By the same proofs in [9] with Theorem 2.17, Fact 3.2, and Remark
4.10, we have finally the following structure theorem for small, µ-stable
compact µ-groups.
Theorem 4.14. Let (H,G) be a small compact µ-group.
(1) If (H,G) is µ-stable, then H is nilpotent-by-finite.
(2) If µR(H) < ω or µR(H) = ωα for some ordinal α, then H is
abelian-by-finite.
(3) If H is countable-by-abelian-by-countable, then H is abelian-by-
finite.
5. Counter example for Question 2.22
We give a µ-structure (X,G) where (X,G) is a profinite structure
where µ-independence and nm-independence are different.
Example 5.1. For a n ≥ 1, let [n] := {1, 2, . . . , n}. Consider the
symmetric groupG = Sn acting on the set [n] for n ≥ 2. LetHn1 (=: H1)
be the group of elements fixing n and Hn2 (=: H2) be the group of
elements fixing 1. Note that H1H2 6= G because there is no element in
H1H2 sending 1 to n. Since H2 contains the (n − 1)-cycle permuting
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{2, . . . , n}, |H1H2| ≥ (n − 1)!(n − 1) and so |H1H2| can be arbitrary
close to 1 for large enough n.
Fix a sequence of rational numbers 0 < xi < 1 such that the infinite
product x0x1x2 . . . > 1/2. For each i, take ni large enough so that
|Hni1 H
ni
2 | ≥ xi. Consider the infinite product group G =
∏
i Sni acting
on the set X =
∏
i[ni], which is a compact structure. Really X and
G are countably many products of finite discrete sets and so they are
compact Polish spaces. But (X,G) is not small. The group G has the
Haar measure which is just the product of the counting measures on
the groups Sni. Let H1 :=
∏
iH
ni
1 and H2 :=
∏
iH
ni
2 , which are the
stabilizer of (ni) and (1) respectively. Then the measure of H1H2 is
at least 1/2, but H1H2 has empty interior because G is equipped with
the product topology and Hni1 H
ni
2 6= G for each i ≥ 0. From this, we
conclude that a⌣|
µ
b but a 6⌣|
nm
b for a = (1), b = (ni) ∈ X . Actually,
⌣|
nm
does not satisfy the extension axiom in this case. Take finite
sets A,B,C ⊂ X . We write A = {(aji)|j < p}, B = {(bji, j < q)},
and C = {(cji, j < r)}. For each i, let A(i) := {aji, j < p}, B(i) :=
{bji, j < q}, C(i) := {cji, j < r}. We have that C⌣|
nm
A B if and only
if {i ≥ 0| GA(i)C(i)GA(i)B(i) = GA(i)} is cofinite if and only if either
{i ≥ 0| GA(i)C(i) = GA(i)} or {i ≥ 0| GA(i)B(i) = GA(i)} is cofinite if and
only if either C ⊂ acl(A) or B ⊂ acl(A). If we take C,B 6⊂ acl(A),
then σC⌣|
nm
A B for all σ ∈ G.
Next we show that (X,G) satisfies the extension axiom by choosing
the sequence (ni) properly. Note that (X,G) is not small. We fix an
increasing sequence (ni) of positive integers such that for any integers
p, q, r ≥ 0, there is i0 such that for each i ≥ i0 and integers 0 ≤ pi ≤ p,
0 ≤ qi ≤ q, 0 ≤ ri ≤ r, the infinite product
∏
i≥i0
di is non-zero, where
di =
∏
0≤k<qi
(ni − (pi + qi + k))
∏
0≤k<ri
(ni − (pi + k))
=
∏
0≤k<ri
(1−
qi
ni − (pi + k)
).
Note that
∑
ln(1 − ai) converges if and only if
∑
ai converges for a
sequence (ai) of non-negative real numbers. So, if we take ni = 2
i, then
it works.
Claim 5.2. The extension axiom holds for µ-independence of (X,G).
Proof. Take finite subsets A,B,C ⊂ X . Let p = |A|, q = |B|, and
r = |C|. For each i, let G(i) := Sni. We will find σ := (σi) ∈ G such
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that
∏
iDi is non-zero, where for each i,
Di :=
|G(i)A(i)B(i)G(i)A(i)σi[C(i)]|
|G(i)A(i)|
.
Take i0 such that p + q + r < ni0 . WLOG we may assume that for
all i, p + q + r < ni. Fix i. Let pi = |A(i)|, qi = |B(i) \ A(i)|, and
ri = |C(i) \A(i)|. If ri = 0, then Di = 1 and take σi = id ∈ G(i)A(i). If
ri > 0, we take σi ∈ G(i)A(i) such that ri = |σi[C(i)] \A(i)B(i)|. Then
we have that
• |G(i)A(i)| = (ni − pi)!,
• |G(i)A(i)B(i)| = (ni − (pi + qi))!,
• |G(i)A(i)σi[C(i)]| = (ni − (pi + ri))!, and
• |G(i)A(i)B(i) ∩ G(i)A(i)σi[C(i)]| = |G(i)A(i)B(i)σi[C(i)]| = (ni − (pi +
qi + ri))!.
Then,
|G(i)A(i)B(i)G(i)A(i)σi[C(i)]| = |G(i)A(i)B(i)||G(i)A(i)σi[C(i)]/G(i)A(i)B(i)σi[C(i)]|
=
|G(i)A(i)B(i)||G(i)A(i)σi[C(i)]|
|G(i)A(i)B(i)σi [C(i)]|
=
(ni − (pi + qi))!(ni − (pi + ri))!
(ni − (pi + qi + ri))!
.
Therefore, we have that
Di =
|G(i)A(i)B(i)G(i)A(i)σi[C(i)]|
|G(i)A(i)|
=
∏
0≤k<ri
(ni − (pi + qi + k))
∏
0≤k<ri
(ni − (pi + k))
= di.
By the choice of (ni),
∏
Di is non-zero, and σC ⌣
| µ
AB where σ :=
(σi) ∈ G. 
From the proof of Claim 5.2, µ-independence of (X,G) is described
as follows: For C = {(cij)| j < |C|}, A = {(aij | j < |A|)}, and B =
{(bij| j < |B|)}, C 6⌣|
µ
AB if and only if the set {i| |C(i) \ A(i)B(i)| <
|C(i) \ A(i)|} is infinite. Let p = |A|, q = |B|, and r = |C|. For
each i, let pi := |A(i)|, qi = |B(i) \ A(i)|, ri = |C(i) \ A(i)|, and r′i =
|C(i) \A(i)B(i)|. WLOG we may assume that for all i, ni > p+ q+ r.
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Then we have that
D′i :=
|G(i)A(i)B(i)G(i)A(i)C(i)|
|G(i)A(i)|
=
(ni − (pi + qi))!(ni − (pi + ri))!
(ni − pi)!(ni − (pi + qi + r′i))!
=
∏
0≤k<r′
i
(ni − (pi + qi + k))
∏
0≤k<ri
(ni − (pi + k))
.
Therefore, we have that C 6⌣|
µ
AB if and only if
∏
D′i is zero if and only
if {i| r′i < ri} is infinite.
For any countable infinite set I, there is a sequence (Ik) of infinite
subsets of I such that Ik is disjoint from
⋃
j<k Ij for each k. Fix a such
sequence (Ik). Then for any finite set C ⊂ X , there is a sequence (Ak) of
subset of X such that Ik = {i| |C(i)\
⋃
j≤k Aj(i)| < |C(i)\
⋃
j<kAj(i)|}
so that C 6⌣|
µ
A<j
Ak for A<k =
⋃
j<kAj . We conclude that µR(X,G) =
∞.
Question 5.3. For a small compact structure, ⌣|
µ
= ⌣|
nm
?
In [10, Proposition 3.7], Tanovic noticed that nm-independence and
µ-independence coincide in small nm-stable profinite structures. By
adapting his proof, we show the same holds for small nm-stable com-
pact structures.
Remark 5.4. Let (X,G) be a small nm-stable compact structure.
Then ⌣|
µ
= ⌣|
nm
.
Proof. Suppose ⌣|
µ
6= ⌣|
nm
. Take tuples a, b ∈ X and a finite subset
A ⊂ X such that a⌣|
µ
A b and a 6⌣
| nm
A b with NM(a/b) small as possible.
For the simplicity, we assume that A = ∅.
Claim 5.5. Let b′ ∈ o(b) and let a′ ∈ o(a) such that a′b′ ∈ o(ab).
Suppose b⌣|
nm
b′. Then for any a′′ ∈ o(a/b) ∩ o(a′/b′), a′′ 6⌣|
nm
b′ bb
′.
Proof. Take a′′ ∈ o(a/b) ∩ o(a′/b′) arbitrary. If a′′⌣|
nm
b′ bb
′, then by
transitivity, a′′⌣|
nm
b. Since a′′ ∈ o(a/b), a⌣|
nm
b, which is a contra-
diction. 
By Theorem 2.17, there is a finite quasi-invariant Borel measure ν on
(o(a), G) such that a⌣|
µ
B ⇔ o(a/B) ⊂ν o(a).
Claim 5.6. ν(o(a/b) ∩ o(a′/b′)) = 0.
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Proof. Suppose ν(o(a/b) ∩ o(a′/b′)) > 0. By σ-additivity, there is a′′ ∈
o(a/b) ∩ o(a′/b′) such that ν(o(a′′/bb′)) > 0, and a′′⌣|
µ
bb′. By Claim
5.5, we have a′′ 6⌣|
nm
b′ bb
′ and a′′ 6⌣|
nm
bb′. So we have that
NM(a′′/bb′) < NM(a′′/b) = NM(a/b),
which contradicts with the minimality of NM(a/b). 
Take n ≥ 1 such that nα > ν(o(a)). Take b0, b1, . . . , bn−1 ∈ o(b) such
that bi⌣
| nm b0 . . . bi−1 for i ≤ n−1, and choose a0, . . . , an−1 ∈ o(a) such
that aibi ∈ o(ab). By Claim 5.5 and 5.6, we have
ν(o(a)) ≥ ν(
⋃
i
o(ai/bi)) =
∑
i
ν(o(ai/bi)) = nα > ν(o(a)),
which is impossible.

Question 5.7. (1) For a small nm-stable µ-structure,⌣|
µ
=⌣|
nm
?
(2) For a small µ-stable µ-structure, ⌣|
µ
= ⌣|
nm
?
(3) Let (H,G) be a small, µ-stable compact µ-group such that G
is compact. Is G a Polish compact group?
Appendix A. Profinite branch groups give small actions
Michael Cohen and Phillip Wesolek
A.1. Preliminaries. A rooted tree T is a locally finite tree with a
distinguished vertex r called the root. Letting d be the usual graph
metric, the levels of T are the sets Vn := {v ∈ T | d(v, r) = n}. The
children of a vertex v ∈ Vn is collection of w ∈ Vn+1 such that there
is an edge from v to w.
When vertices k and w lie on the same path to the root and d(k, r) ≤
d(w, r), we write k ≤ w. Given a vertex s ∈ T , the tree below s,
denoted T s, is the collection of t such that s ≤ t equipped with the
induced graph structure.
We call a rooted tree spherically homogeneous if all v and w in
Vn the number of children of v is the same as the number of children
of w. A spherically homogeneous tree is completely determined by
specifying the number of children of the vertices at each level. These
data are given by an infinite sequence α ∈ NN such that α(i) ≥ 2 for all
i ∈ N; the condition α(i) ≥ 2 ensures that there are no “only children.”
We denote a spherically homogeneous tree by Tα for α ∈ NN≥2.
Profinite branch groups are certain closed subgroups of Aut(Tα); our
approach to branch groups follows closely Grigorchuk’s presentation in
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[3]. For G ≤ Aut(Tα) a closed subgroup and for a vertex v ∈ Tα, the
rigid stabilizer of v in G is defined to be
ristG(v) := {g ∈ G | g(w) = w for all w ∈ Tα \ T
v
α}.
The rigid stabilizer acts non-trivially only on the subtree T vα .
The n-th rigid level stabilizer in G is defined to be
ristG(n) := 〈ristG(v) | v ∈ Vn〉.
It is easy to see that ristG(n) ≃
∏
v∈Vn
ristG(v), and as a consequence,
ristG(n) is a closed subgroup of G.
Definition A.1. A profinite group G is said to be a profinite branch
group if there is a tree Tα for some α ∈ NN≥2 such that the following
hold:
(1) G is isomorphic to a closed subgroup of Aut(Tα).
(2) G acts transitively on each level of Tα.
(3) For each level n, the index |G : ristG(n)| is finite.
We always identify a profinite branch group G with the isomorphic
closed subgroup of Aut(Tα).
The rigid level stabilizers form a basis at 1 for the topology on a
profinite branch group G. The transitivity of the action on the levels
ensures that ristG(v) ≃ ristG(w) for all v an w in Vn. The transitivity
further insures that profinite branch groups are always infinite.
Rooted trees admit a boundary; we restrict our definitions to the
trees Tα, although this is unnecessary. The boundary of Tα, denoted
by ∂Tα, is the collection of infinite sequences (v1, v2, . . . ) such that
v1 = r and vi+1 is a child of vi. The boundary admits a canonical
topology. For a finite sequence s := (s1, . . . , sn) such that s1 = r and
si+1 is a child of si for 1 ≤ i < n, define
Σs := {(vi)i∈N ∈ ∂Tα | vi = si for 1 ≤ i ≤ n}.
The collection of the sets Σs where s ranges of all finite sequences of
the described form gives a basis for a topology on ∂Tα. This topology
makes ∂Tα into a Cantor space.
Given a profinite branch group G ≤ Aut(Tα), the action of G on
Tα clearly extends to a continuous action by homeomorphisms on ∂Tα.
We call the action of G on ∂Tα the boundary action.
A.2. The boundary action is small.
Lemma A.2. For G ≤ Aut(Tα) a profinite branch group and v ∈ Tα,
ristG(v) has finitely many orbits on ∂T
v
α .
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Proof. Since G acts spherically transitively on Tα, the point stabilizer
Gv acts spherically transitively on T
v
α . Let K be the kernel of the
action of Gv on T
v
α . Supposing that v is on level n, the rigid level
stabilizer ristG(n) is a finite index subgroup of Gv, as G is a branch
group. Furthermore, ristG(w) ≤ K for all w 6= v, so KristG(v) is of
finite index in Gv. Say that KristG(v) is of index s in Gv.
Since Gv acts transitively on each level of T
v
α and ristG(v) is normal
in G(v), it follows that ristG(v) has at most s many orbits on each
level of T vα . Let m ≥ n be the level such that ristG(v) has the largest
number of orbits on the m-th level of T vα . Say O1, . . . , Ol lists the orbits
of ristG(v). For any w and w
′ on a level k > m such that w and w′
are descendants of some o and o′ in Oj, we deduce that w and w
′ lie
in the same orbit of ristG(v) on level k, since else we contradict the
maximality of m. We conclude that ristG(v) has exactly l orbits on
every level k ≥ m.
For each Oi, let ∂Oi =
⋃
w∈Oi
∂Twα . We argue that ristG(v) acts
transitively on each ∂Oi. Take δ = (x1, x2, . . . ) and ξ = (y1, y2, . . . )
in Oi. Let k ≥ m be the first level such that xk 6= yk. Since xk and
yk are descendants of elements of Oi, there is some g1 ∈ ristG(v) such
that g1(xk) = yk. Setting δ1 := g1(δ), we see that δ1 and ξ share the
first k coordinates. Continuing in this fashion, we produce a sequence
gi ∈ ristG(v) such that gi(δ)→ ξ.
The subgroup ristG(v) is compact, so by passing to a subsequence,
we may assume that gi → g with g ∈ ristG(v). The element g must be
such that g(δ) = ξ. Hence, ristG(v) acts transitively on ∂Oi. 
Theorem A.3. For G ≤ Aut(Tα) a profinite branch group, the ac-
tion of G on ∂Tα is small, the µ-structure (∂Tα, G) has µ-rank 1, and
(∂Tα, µAcl) forms a trivial pregeometry.
Proof. Let F ⊆ ∂Tα be finite. Say that F = {ξ1, . . . , ξn} with ξj =
(xj1, x
j
2, . . . ) and set
Ω := {v ∈ Tα | ∃i, j d(v, x
j
i ) = 1 and ∀i, j v 6= x
j
i}.
For any δ ∈ ∂Tα \ F , there is some v ∈ Ω and i ≥ 1 such that the
i-th coordinate of δ equals v. It follows that⋃
v∈Ω
∂T vα = ∂Tα \ F.
Furthermore, ristG(v) ≤ GF for any v ∈ Ω, and in view of Lemma A.2,
ristG(v) has finitely many orbits on ∂T
v
α . The subgroup 〈ristG(v) | v ∈
Ω〉 of GF therefore has countably many orbits on ∂Tα \ F . We deduce
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that GF has countably many orbits on ∂Tα. Hence, the action of G on
∂Tα is small.
Let us now show that the µ-structure (∂Tα, G) has µ-rank 1 and
forms a pregeometry. We argue that for δ ∈ ∂Tα and F ⊂ ∂αT finite,
GδGF contains an open set if δ /∈ F . Let F = {ξ1, . . . , ξn}. Write
δ = (y1, y2, . . .) and ξi = (x
i
1, x
i
2, . . .) for i = 1, . . . , n. Since ξ1, . . . , ξn,
and δ are distinct, there is a level m such that ym and x
1
m, . . . , x
n
m
are distinct in Vm. Then ristG(ym) ⊂ GF and ristG(v) ⊂ Gδ for all
v 6= ym ∈ Vm. Hence, ristG(m) ⊂ GδGF , so GδGF contains an open set.
On the other hand, GF does not contain ristG(n) for any n. Indeed,
fix n and observe that ristG(n) is normal in G. The group G acts
transitively on each level, so if ristG(n) fixes a vertex on level k, then
it in fact fixes the entire level. We conclude that ristG(n) acts without
fixed points on all suitably deep levels. It now follows that ristG(n)
is not contained in GF for any n. Hence, µG(GF ) = 0, since positive
measure subgroups are open. For δ ∈ ∂Tα and F ⊂ ∂Tα finite, we
conclude that
• δ ∈ µAcl(F ) if and only if δ ∈ F ; and
• δ⌣|
µ
F if and only if δ /∈ F .
Thus, µR(∂Tα) = 1 and (∂Tα, µAcl
eq) forms a pregeometry. 
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