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Abstrakt
Tato práce se zabývá problematikou spolehlivosti systémů. Nejprve je zde diskutován sa-
motný pojem spolehlivosti a její ukazatele, kterými spolehlivost můžeme konkrétně vyja-
dřovat. V další kapitole jsou popsány možné spolehlivostní modely pro jednoduché a složi-
tější systémy. Dále jsou zde popsány základní postupy pro tvorbu spolehlivostních modelů.
Čtvrtá kapitola je věnována velmi důležitým markovským modelům. Markovské modely jsou
velmi silným a komplexním nástrojem pro výpočet spolehlivosti složitých systému. Je zde
vysvětlena vhodnost jejich použití pro obnovované systémy, které mohou obsahovat absor-
pční stavy. Další kapitola popisuje zálohu systému. Diskutuje výhody a nevýhody statické,
dynamické a hybridní zálohy. Také je zde popsán vliv různé úrovně zatížení na životnost
součástek. Šestá kapitola je věnována implementaci, popisu aplikace a vstupního souboru ve
formátu XML. Jsou zde také diskutovány naměřené výsledky získané při experimentálních
výpočtech.
Abstract
This thesis deals with the systems reliability. At First, there is discussed the concept of
reliability itself and its indicators, which can specifically express reliability. The second
chapter describes the different kinds of reliability models for simple and complex systems.
It further describes the basic methods for construction of reliability models. The fourth
chapter is devoted to a very important Markov models. Markov models are very powerful
and complex model for calculating the reliability of advanced systems. Their suitability
is explained here for recovered systems, which may contain absorption states. The next
chapter describes the standby redundancy. Discusses the advantages and disadvantages of
static, dynamic and hybrid standby. There is described the influence of different load levels
on the service life. The sixth chapter is devoted to the implementation, description of the
application and description of the input file in XML format. There are discussed the results
obtaining in experimental calculations.
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Kapitola 1
Úvod
Se spolehlivostí elektronických zařízení se setkáváme jako uživatelé v každodenním životě.
Jako běžní uživatelé se většinou spokojíme s tím, zda dané zařízení funguje správně, nebo
nikoli. Pokud se nám ráno při chystání snídaně porouchá například rychlovarná konvice,
většinou to pro nás představuje pouze nepatrné následky. Vodu si můžeme ohřát třeba na
sporáku a musíme se smířit pouze s tím, že si budeme muset koupit konvici novou. V tako-
vém případě se nejedná tedy o velmi závažné riziko. Jsou ale oblasti použití elektronických a
elektrotechnických zařízení, kde je třeba se spolehlivostí těchto zařízení zabývat zevrubněji,
neboť jejich porucha může mít někdy i fatální dopad.
Nejdůležitější oblastí, kde je třeba spolehlivostí se zabývat, jsou bezpochyby taková
zařízení, u kterých jejich porucha ohrožuje přímo život nebo zdraví člověka. Cena v pří-
padě poruchy takových zařízení je potom nezměrná. Nemusíme tedy zdůrazňovat, jak je
důležité mít možnost počítat spolehlivost a především předpokládanou dobu provozuschop-
nosti u těchto zařízení. Můžeme do této kategorie zařadit například všemožné zdravotnické
vybavení. Na některých zdravotnických přístrojích je někdy přímo závislý život pacienta.
Lidské životy jsou ale často závislé i na ostatních přístrojích. Typickým příkladem, kde jsou
lidské životy závislé na spolehlivosti mnoha různých zařízení, je avionika, tedy elektronika
a elektrotechnika používaná v letadlech, nebo kosmonautika. Porucha jakékoli potřebné
jednotky pro let vždy způsoby veliké komplikace, a to někdy i katastrofální.
V kosmonautice se mimo jiné můžeme setkat s nepilotovanými lety, u kterých je třeba,
abychom zaručili úspěch mise. Měli bychom být schopni předpovědět s jakou pravděpo-
dobností například doletí vyslaná sonda na požadované místo. Právě tyto sondy jsou velmi
často vybavovány mnoha záložními prvky, neboť u nich není možnost jakéhokoliv zásahu
člověka. Vesmír samotný je prostředí velmi nepříznivé pro elektroniku. S tímto faktem je
třeba také počítat. Pokud již vyšleme do vesmíru poměrně drahou sondu, chceme aby s co
možná největší pravděpodobností splnila svůj cíl mise.
Poslední oblast, která nás motivuje k vysoké spolehlivosti, je problematika finanční
ztráty. Obecně platí, že čím větší mohou být potencionální ztráty při poruše, tím větší
náklady na zajištění požadované spolehlivosti bychom měli investovat. Pojmem náklady zde
chápeme nejen finanční prostředky vynaložené na vývoj a návrh, ale také výdaje na běžný
provoz. Spolehlivost a bezporuchový provoz musíme tedy zajistit hlavně v těch oblastech,
kde za krátký čas poruchového stavu vzniknou veliké ztráty. Beze sporu se jedná o bankovní
systémy, pošty a pojišťovny. Zajímavým příkladem mohou být i systémy, které pracují
v reálném časem. Představme si například montážní linku vozů Hyundai v Nošovicích.
Jedná se o jednu z nejnovějších linek. Celá výroba začíná lisováním a následným svařováním
skeletů. Svařování je prováděno zhruba 250 roboty v jeden okamžik. Tato svářecí kabina
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je systémem komplikovaným a složitým. Na jejím provozu je ale závislá další výroba celé
zbývající továrny. Porucha takové kabiny, byť jen na několik minut, způsobí firmě obrovské
ztráty. Je tedy vhodné se zamyslet nad tím, jakou bude mít spolehlivost například řídící
jednotka jednoho svářecího robota. Jistě se vyplatí do zajištění vyšší spolehlivosti v takovém
případě investovat.
Nejreálnější a nejpřesnější hodnotu spolehlivosti samozřejmě dostaneme provedením do-
statečného množství pokusů. Představme si, že potřebujeme vyslat sondu na jinou planetu.
Spočteme si s ohledem na okolní podmínky, kterým bude sonda vystavena, pravděpodob-
nost úspěšného dosažení cíle. Co když se ale sonda dostane do takového prostředí, s kterým
jsme vůbec nepočítali a třeba ani nemohli počítat? Nejpřesnější hodnotu tedy dostaneme
až samotným provedením mise. Toto řešení ale má hned dva nedostatky. Jednak je poněkud
nákladné, neboť pokusů musíme provést několik, abychom získali důvěryhodný výsledek,
jednak dostaneme hodnotu pravděpodobnosti bezporuchového provozu až se značným časo-
vým zpožděním. Systematický teoretický výpočet spolehlivostních ukazatelů je tedy velmi
důležitý.
V první kapitole se tato práce zabývá definováním pojmu spolehlivost, který je třeba
chápat jako komplexní vlastnost objektu danou několika spolehlivostními ukazateli. Dále je
zde také nastíněna problematika systémů odolných proti poruchám. V dalších dvou kapito-
lách jsou popsány spolehlivostní modely, které máme k dispozici pro výpočet jednoduchých
i komplexnějších systémů. Zvláštní pozornost je pak věnována Markovským modelům, jež
jsou pro tuto práci stěžejní. Markovské modely jsou velmi mocným nástrojem vhodným pou-
žít právě pro složitější systémy s obnovou. V poslední kapitole je probrána záloha systémů.
Jsou zde popsány různé druhy zálohy z pohledu použití záložních prvků v čase. Záloha je
tedy rozdělena na statickou, dynamickou a hybridní. Dynamická záloha je pak dále rozčle-
něna na zálohu zatíženou, nezatíženou a odlehčenou. Je zde diskutován také vliv úrovně
zatížení na životnost výsledného systému. Šestá kapitola se zabývá samotnou implemen-
tací a diskusí získaných hodnot při provádění experimentálních výpočtů. Jsou zde popsány
různé způsoby, kterými lze řešit sestavený markovský řetězec. Můžeme zde nalézt také po-
pis formátu vstupního souboru. Pro přesné výsledky je použito numerické řešení založené
na maticovém násobení. Pro orientační, za to ale velmi rychlý, výpočet je vhodné použít
variantu výpočtu stochastickým simulačním algoritmem. V této kapitole je dále zmíněno
použití samotné aplikace.
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Kapitola 2
Základy spolehlivosti
Se spolehlivostí mnoha různých zařízení se setkáváme téměř každý den. Jako uživatelé často
rozlišujeme pouze to, zda jsme se spolehlivostí zařízení spokojení, či nikoliv. Spolehlivostí
je ale třeba se zabývat podrobněji a hlavně přesněji. Jako konstruktéři nebo například
výrobci musíme být schopní určit spolehlivost konkrétního výrobku. Návrh a výroba tako-
vého zařízení se totiž velmi podepíše právě na spolehlivosti výsledného produktu jako celku.
Konstruktér nového zařízení musí být tedy schopen co možná nejpřesněji určit spolehlivost
nového zařízení, vědět, jaké spolehlivosti chce dosáhnout u zařízení, jaká spolehlivost je
požadována. Dále musí vědět, jak jí dosáhnout, a v neposlední řadě i to, co za tuto spoleh-
livost bude muset zaplatit.
Pro bližší pochopení si zavedeme několik pojmů, které budeme používat v dalších kapi-
tolách této práce. Na spolehlivost se můžeme dívat, jakožto na teorii, která se může zabývat
třemi hlavními úlohami:
1. zjišťování (měření) spolehlivosti,
2. předvídání (predikce) spolehlivosti,
3. řízení (zlepšování) spolehlivosti.
V této práci se budeme zabývat především řízením spolehlivosti a její predikcí.
2.1 Definice spolehlivosti
Abychom mohli hodnotit a srovnávat spolehlivost různých systémů, musíme si nejdříve de-
finovat měřitelné veličiny, protože spolehlivost samotná není sama o sobě kvantifikovatelná.
Spolehlivost dle normy ČSN 010102 je definována jako
”
obecná vlastnost objektu spočíva-
jící ve schopnosti plnit požadované funkce při zachování hodnot stanovených technických
podmínek“. Tuto definici je třeba pro lepší pochopení doplnit několika vysvětlujícími po-
známkami [7]:
• Spolehlivost je komplexní vlastnost, která může zahrnout například bezporuchovost,
životnost, udržovatelnost a skladovatelnost, buď jednotlivě, nebo v kombinaci.
• Technickými podmínkami se rozumí souhrn specifikací technických vlastností, pře-
depsaných pro požadovanou funkci objektu, dále způsoby jeho provozu, skladování,
přepravy, údržby a opravy.
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• Provozní ukazatele jsou ukazatele produktivity, rychlosti, spotřeby elektrické energie,
paliva a podobně.
Pojem objekt je zde používán ve velmi obecném významu. Jeho konkrétnější význam
chápeme vždy lehce odlišně v závislosti na aktuálně zkoumaném problému. Za pojem objekt
si můžeme dosadit vždy libovolně veliký celek, který je předmětem bližšího zkoumání. Jedná
se o systém, jež jsme schopni popsat a zkoumat současně v jeden moment. Může se jednat
například o dílčí součástky, celý obvod, funkční blok, funkční jednotku nebo větší systém.
Jak vyplývá z výše uvedené definice, spolehlivost nejsme schopni vyjádřit jako jedno
konkrétní číslo. Jedná se o širší komplexní vlastnost systému. Norma ale zavádí několik
ukazatelů spolehlivosti, což jsou veličiny, které již lze konkrétně a jednotlivě vyčíslit. Tako-
vými veličinami mohou být například: pravděpodobnost bezporuchového provozu, pravdě-
podobnost výskytu poruch, střední dobu do první poruchy, střední dobu bezporuchového
provozu nebo střední dobu mezi poruchami.
Pro další zkoumání je třeba rozlišit pojmy porucha a chyba. Jejich význam je intuitivně
velmi podobný, je vhodné tyto pojmy rozlišovat. Jejich přesné chápání je klíčové pro další
kapitoly. Pojem porucha (anglicky
”
fault“) je jev spočívající v ukončení schopnosti objektu
plnit požadovanou funkci podle technických podmínek. Naproti tomu pojem chyba (anglicky
”
error“) je rozdíl mezi správnou a skutečnou hodnotou nějaké veličiny, zjištěný měřením
nebo pozorováním. Z uvedeného vysvětlení těchto dvou pojmů tedy vyplývá, že chyba je
obvykle důsledek nějaké poruchy. Každá porucha se však nemusí nutně projevit jako chyba
(poruchová součástka se nemusí k funkci aktuálně používat nebo je možná poruchovost
ošetřena v systému jinak).
Budeme uvažovat dva stavy zkoumaného objektu: poruchový a bezporuchový. V prvním
případě se jedná o stav, kdy porucha nastala, ve druhém případě nenastala. Porucha může
být označena za stálou. V takovém případě systém po výskytu poruchy setrvává v poru-
chovém stavu, až do doby, kdy je porucha opravena, nebo je systém vyřazen z provozu.
Můžeme se ale často setkat s tím, že porucha samovolně mizí a opět se objevuje. Takové
jevy jsou velmi nežádoucí a hůř odhalitelné. Takový typ poruch se nazývá jako porucha
nestálá nebo občasná.
Dále můžeme objekty z hlediska spolehlivosti dělit na obnovované a neobnovované, podle
toho, zda během provozu obnovujeme bezporuchový stav, nebo nikoliv. Provádění obnovy
můžeme chápat jako přechod z poruchového do bezporuchového stavu objektu. Často se
v praxi setkáme i s obdobnými pojmy: opravovaný a neopravovaný objekt [7].
Ukazatele spolehlivosti neobnovovaných objektů
Ukazatele spolehlivosti jsou vyjadřovány pomocí pravděpodobnosti. Pro určování těchto
hodnot jsou tedy často v této problematice používány matematické statistiky. Náhodná
veličina (τ > 0) je určena svou distribuční funkcí F (t), čili pravděpodobností, že bude
nabývat hodnoty menší než je určitá zadaná hodnota. Distribuční funkci F (t) lze vyjádřit
jako F (t) = P(τ < t), kde P(A) je pravděpodobnost jevu A a t je nezáporné reálné číslo.
Distribuční funkce je neklesající a pro ∀t platí 0 ≤ F (t) ≤ 1.
Základní ukazatel ve spolehlivosti je náhodná veličina, která určuje časový interval mezi
uvedením objektu do provozu a poruchy objektu. Mluvíme o pravděpodobnosti poruchy
objektu, kterou značíme Q(t), pokud je čas t měřen od uvedení objektu do provozu.
Pravděpodobnost bezporuchového provozu značíme R(t). Jedná se o doplňkovou ve-
ličinu k pravděpodobnosti poruchy v čase t. Mezi těmito dvěma hlavními ukazateli můžeme
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hodnoty přepočítávat ze vztahu
R(t) = 1−Q(t) (2.1)
V literatuře se někdy můžeme setkat s tím, že je spolehlivost vyjádřena přímo konkrétní
číselnou hodnotou. Vyplývá to ze skutečnosti, že je někdy pojem spolehlivost zaměňován
s právě zmíněným pojmem pravděpodobnosti bezporuchového stavu. Je vhodné si této
občasné záměny pojmů povšimnout a mít o ní povědomí.
Hustota pravděpodobnosti se udává u náhodné veličiny, která je spojitá. Hustota prav-
děpodobnosti náhodné veličiny značíme f(t) a je definována jako derivace distribuční funkce
podle času
f(t) =
dQ(t)
dt
, (2.2)
pokud samozřejmě taková derivace existuje. Veličina f(t) se v teorii spolehlivosti nazývá
hustota pravděpodobnosti poruch. Určuje nám tedy, s jakou pravděpodobností nastane
porucha v daném čase t pro náhodnou veličinu pravděpodobnosti poruchy, zadanou pomocí
spojité funkce [6] [5].
K nejdůležitějším spolehlivostním ukazatelům patří intenzita pravděpodobnosti ná-
hodné veličiny, která je definována vztahem
λ(t) =
f(t)
R(t)
=
f(t)
1−Q(t) (2.3)
V teorii spolehlivosti se někdy zkráceně označuje jako intenzita poruch. Udává podmíněnou
hustotu poruch v čase t za předpokladu, že k poruše do času t zatím nedošlo. Uvažujme
nyní objekt, který se zatím do času t neporouchal. Pravděpodobnost, že se tento objekt
porouchá v malém časovém intervalu dt následujícím hned po t, je potom roven λ(t)dt.
Postupným dosazením (2.1) do (2.2) a odtud do (2.3) dostaneme vztah
f(t) = −dR(t)
dt
λ(t) = −dR(t)
dt
1
R(t)
(2.4)
Odvozenou diferenciální rovnici upravíme na tvar
− λ(t)dt = dR(t)
R(t)
,
kterou můžeme řešit integrací
R(t) = exp(−
∫ t
0
λ(τ)dτ) (2.5)
Je často problematické určit průběh intenzity poruch λ(t) v závislosti na čase. Bez této
znalosti nemůžeme již výraz dále zjednodušit. Průběh τ(t) obvykle odpovídá tzv. vanové
křivce, jak bylo zjištěno empiricky. Ukázka vanové křivky je zobrazena na obrázku 2.1.
Vanová křivka je rozdělena do tří sektorů I, II a III. První sektor I odpovídá nasazení
nového systému do provozu, kde se vyskytují výrobní chyby, které jsou časem opravovány.
Jak se výrobních chyb postupně zbavujeme, dostaneme se do ustáleného stavu, tedy do dru-
hého sektoru II. V tomto sektoru se předpokládá konstantní pravděpodobnost pro výskyt
poruch. Tento prostřední sektor je ohraničen dvěma časovými údaji t1 a t2. Po okamžiku
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Obrázek 2.1: Empiricky zjištěný průběh intenzity poruch v závislosti na čase.
v čase t2 se již systém stane zastaralým a přechází do třetího sektoru III, kde již roste
výskyt chyb (zpravidla exponenciálně) vlivem opotřebení a stárnutí součástek. Často se
v souvislosti s posledním sektorem bavíme o úseku dožití či únavy. [2] [21].
Pro elektronické součástky můžeme orientačně určit hodnoty t1 a t2, které se uvádějí
pro t1 zhruba 6 až 10 týdnů, pro t2 zhruba 10 let. Určený interval 〈t1, t2〉 označujeme jako
období normálního provozu. V tomto intervalu platí, že λ má zhruba konstantní hodnotu.
Můžeme tedy vypočítat integrál ze vztahu (2.5) a dostaneme
R(t) = e−λt (2.6)
Q(t) = 1− e−λt (2.7)
f(t) = λe−λt (2.8)
Tyto tři výše uvedené výrazy popisují tzv. exponenciální zákon poruch. Grafické zná-
zornění tohoto zákona můžeme vidět na obrázku 2.2. V čase t = 0 vidíme, že se R(0) = 1,
což odpovídá skutečnosti, že objekt je při uvedení do provozu v bezporuchovém stavu. Jak
postupně t roste, klesá hodnota pravděpodobnosti R(t) postupně k nule. Na exponenciální
křivku se můžeme podívat ještě z jiného pohledu. Pokud bychom v čase t = 0 uvedli do
provozu n bezporuchových objektů s konstantní intenzitou poruch λ, počet těchto bezpo-
ruchových objektů se bude vlivem poruch v závislosti na čase zmenšovat po exponenciální
křivce nb(t) = ne−λt.
Pro další bližší zkoumání budeme vždy považovat λ za konstantní, a tedy i R(t) bude
mít exponenciální průběh. Ve skutečnosti je hodnota λ, na které se určitá součástka nebo
podsystém ustálí, závislá na mnoha faktorech. Tuto hodnotu ovlivňuje především výroba a
provozní podmínky sledovaného objektu. Pro číslicové integrované obvody se obvykle jedná
řádově o hodnoty od 10−8h−1 až do 10−5h−1. Pro paměťové obvody je obvykle hodnota λ
o něco nižší než pro obecné logické obvody [7].
Dalším ukazatelem spolehlivosti je střední doba bezporuchového provozu Ts, což je
střední hodnota sledované náhodné veličiny τ . Jak z názvu vyplývá, jedná se o střední
hodnotu doby, v které nenastala porucha objektu. Pro výpočet její hodnoty použijeme
odvození od vzorce pro výpočet střední hodnoty spojité náhodné veličiny
Ts =
∫ ∞
0
R(t)dt (2.9)
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RTs = 1/λ t
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Obrázek 2.2: Průběh R(t) pro interval s konstantní intenzitou poruch.
U neobnovovaných objektů se můžeme setkat i s obdobným názvem – střední doba do první
poruchy. Někdy se označuje zkratkou MTTF (anglicky
”
Mean Time To Failure“).
Je-li nám znám průběh R(t), můžeme odvodit vztah pro hodnotu Ts integrací podle
(2.9). Pro exponenciální rozdělení dostaneme výsledek
Ts =
∫ ∞
0
e−λtdt =
1
λ
(2.10)
Do vzorce (2.10) dosadíme například hodnotu λ = 10−6h−1, která odpovídá hodnotě
pro integrované obvody. Dostaneme výsledek hodnoty střední doby do poruchy jeden milion
hodin, což je přibližně 114 let. Tento výsledek je ale nepřesný. Po tak dlouhé době již
nemůžeme předpokládat konstantní hodnotu λ. Pokud se podíváme na obrázek 2.1, vidíme,
že průběh λ za hodnotou t2 již není konstantní. Dále jsme řekli, že hodnota t2 je řádově
deset let. Z toho nám plyne, že takový výpočet nemá reálný smysl provádět. Elektronické
součástky tedy selhávají mnohem dříve, než podle vypočtené doby Ts podle vzorce (2.10)
[7].
Ukazatele spolehlivosti obnovovaných objektů
Obnovovaný objekt během svého provozu prochází mezi poruchým a bezporuchovým sta-
vem. Při jeho uvedení do provozu předpokládáme, že je tento objekt v bezporuchovém stavu.
Pro tento objekt si označme čas τpi jako úsek i-tého bezporuchového provozu. Časový údaj
tpi si potom můžeme označit jako moment, kdy nastane i-tá porucha. Doba trvání i-té
opravy je potom označena jako τoi. Dále si označíme okamžiky t
p
i , kdy nastala i-tá porucha,
a toi , kdy byla provedena i-tá oprava.
Pro obnovované objekty tedy místo střední doby poruchy používáme střední dobu mezi
poruchami. Tento ukazatel můžeme stanovit jako aritmetický průměr všech naměřených
dob bezporuchového provozu od skončení opravy do výskytu následující chyby. Potom tedy
platí
Ts =
tp
n
=
1
n
n∑
i=1
τpi, (2.11)
kde hodnota tp je kumulativní doba provozu. Tato hodnota je dělena celkovým počtem n
výpadků způsobených poruchami.
V anglosaských textech se často setkáme se zkratkou MTBF (anglicky
”
Mean Time Be-
twen Failures“). Tato zkratka je ale používána v jiném významu. Do výpočtu této hodnoty
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je totiž zahrnuta i doba opravy samotné. Můžeme se tedy bavit o střední době cyklu Tc,
která je větší než hodnota Ts.
Okamžitý součinitel pohotovosti Kp(t) udává pravděpodobnost, že v čase t bude objekt
v provozuschopném stavu. Tato hodnota nám v podstatě udává pravděpodobnost, že ob-
jekt, který je v neustálém provozu, bude v provozuschopném stavu v libovolném okamžiku.
Vypočteme ho tedy podle
Kp =
tp
tp + to
, (2.12)
kde tp je kumulativní doba provozu a to je kumulativní doba opravy během zájmového
období. Můžeme si tedy uvést vztah pro výpočet střední doby opravy (2.13), který je
označován zkratkou MTTR (anglicky
”
Mean Time To Repair“).
To =
to
n
(2.13)
Pokud dobu trvání opravy to budeme považovat za náhodnou veličinu, která má expo-
nenciální rozdělení s konstantním parametrem µ, platí
To =
1
µ
(2.14)
Konstantní parametr µ se označuje jako intenzita oprav.
Dosadíme-li do (2.12) postupně (2.11), (2.13) a (2.14), dostaneme
Kp =
Ts
Ts + To
=
µ
µ+ λ
(2.15)
Pojmy pravděpodobnost bezporuchového provozu a součinitel pohotovosti nesmíme za-
měňovat. Jejich význam se může zdát podobný, je třeba si proto uvědomit jejich základní
rozdíl. Pravděpodobnost bezporuchového provozu udává, s jakou pravděpodobností nedošlo
k poruše po celý interval 〈0, t〉. Naproti tomu součinitel pohotovosti hodnotí buď stav v jed-
nom náhodném zvoleném okamžiku, nebo staticky srovnává počet případů, kdy je systém
provozuschopný a kdy není. První případ platí pro okamžitý součinitel pohotovosti, druhý
pro stacionární součinitel pohotovosti. Požadavky vyjádřené hodnotou pravděpodobnosti
bezporuchového provozu můžeme tedy považovat za podstatně přísnější než požadavky
vyjádřené součinitelem pohotovosti.
2.2 Metody řízení spolehlivosti
Požadavek ze strany uživatele na zvýšení spolehlivosti zpravidla znamená zvýšení všech
ukazatelů, jak byly zmíněny výše. Tento požadavek je možné splnit pouze velmi obtížně.
Snížením hodnoty λ se nám automaticky zlepší všechny hodnoty ukazatelů spolehlivosti.
V praxi je ale často problematické dosáhnout uspokojivého snížení této hodnoty, neboť
metody, které by nám to umožnily, jsou velmi složité, náročné a nákladné.
Metody, které se snaží snížit intenzitu poruch u objektu, označujeme jako předchá-
zení poruchám (anglicky
”
Fault Avoidance“). Tyto metody jsou omezeny dvěma hlavními
faktory. Jedná se o fyzikální hranice materiálů, které u výroby nejsme schopni překonat.
V neposlední řadě jde o stoupající náklady, které rostou neúměrně s dalším snižováním
intenzity poruch. Rostou tak rychle, že po jistém okamžiku již není výhodné dále se snažit
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intenzitu poruch snižovat. K hlavním metodám předcházení poruch patří například spoleh-
livostní testy, teplotní cykly, zvyšování integrace (snížení počtu pouzder), a v neposlední
řadě dodržování technických provozních podmínek.
Je proto třeba dalších řešení, která se s poruchami dokáží vyrovnat jinak a zvýší tak
celkovou spolehlivost objektu. Je třeba si připustit skutečnost, že se v systému může vy-
skytnout chyba jeho součásti. Takový výskyt chyby se pak pokusíme zamaskovat, aby se
neprojevila jako porucha celého systému. Tento přístup reakce na chyby v systému se na-
zývá odolnost proti poruchám nebo také tolerance poruch (anglicky
”
Fault Tolerance“).
Systém poté nazýváme systémem odolným proti poruchám (anglicky
”
Fault Tolerant Sys-
tem“). U těchto systémů pak musíme rozlišovat poruchu součástky nebo poruchu systému.
Porucha systému je logicky taková, která se již projeví vně celého systému. Nazveme ji tedy
chybou systému. Za chybu systému považujeme takovou poruchu jeho součástek, která se
projeví na změně jeho chování. Takový systém již tedy není schopen plnit svoji funkci.
Systémy odolné proti poruchám
Za systém odolný proti poruchám můžeme považovat takový systém, který je schopen
správně vykonávat svoji funkci i v tom případě, že se vyskytla porucha na některé jeho
součástce. Systém vykonává správně svoji schopnost pokud dodrží tyto tři podmínky:
• zpracování dat nebylo zastaveno ani změněno v důsledku poruchy,
• výsledek je správný,
• výsledek byl získán v předepsané době.
Při návrhu systému odolných proti poruchám často musíme vycházet z neodolného sys-
tému. Postup jeho modifikace na odolný systém je složen z pravidla ze čtyř základních
kroků: stanovení cílů, volba metod detekce poruch, návrh algoritmů zotavení po poruše a
vyhodnocení odolnosti proti poruchám. Klíčové kroky při návrhu jsou bezesporu druhá a
třetí fáze, na které se podíváme podrobněji.
Pro systém odolný proti poruchám je samozřejmě klíčová samotná detekce poruch.
Systém může být totiž schopen reagovat pouze na poruchu, o které se dozví. Různými
možnostmi detekce poruch se zabývá diagnostika, která může mít v číslicových systémech
jednu z následujících čtyř podob:
1. spouštěcí diagnostika,
2. periodická diagnostika,
3. průběžná diagnostika,
4. diagnostika redundantních částí.
Pod pojmem spouštěcí diagnostika si můžeme představit test spuštěný automaticky při
zapnutí objektu k napájení. Tento test musí zjistit funkčnost všech potřebných a důležitých
součástek pro funkci systému a případně signalizovat jejich poruchu. Často tyto detekční
testy ale nebývají úplné a dostačující.
Periodická diagnostika je prováděna v pravidelných přestávkách mezi výpočty. Po dobu
této diagnostiky je výpočet pozastaven. Můžeme tímto způsobem zjistit aktuální stav da-
ného systému. Je třeba vhodně zvolit periodu této diagnostiky, abychom minimalizovali
intenzitu poruchy, ale zároveň zbytečně systém nezatěžovali. Tento problém řeší průběžná
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diagnostika. Jedná se o diagnostiku, která nám své výsledky dává průběžně, hlavně při
provádění výpočtu. Často se jedná o kontrolu založenou na bezpečnostních kódech. Tato
diagnostika tedy nezpomaluje systém, což je její hlavní výhoda. Velmi oblíbená průběžná di-
agnostika je například hlídací časovač (anglicky
”
Watchdog Timer“). Jedná se o čítač, který
procesor musí průběžně nulovat. Pokud ho v čas nevynuluje, předpokládá se, že v systému
nastala nějaká chyba. Ošetření takové detekované poruchy je již závislé na konkrétním
řešení. Tato diagnostika má ale i svá omezení. Dokáže nám detekovat pouze chyby spojené
s výpočtem samotným. Je třeba si uvědomit, že nám stále hrozí nebezpečí latentních chyb,
které je třeba také detekovat. Latentní chyby jsou opakem k chybě aktivní. Aktivní chyba
se nám projeví okamžitě při jakémkoliv vstupu. Naproti tomu latentní chyba se projeví
pouze pro určitou kombinaci vstupů. Je tedy pochopitelně obtížnější ji odhalit [10].
Diagnostika redundantních částí je prováděna za účelem zjištění stavu těchto součástek.
Při převodu výpočtu na tyto součástky potřebujeme znát informaci, zda je tato součástka
v pořádku. Obvykle jsme schopni zajistit, aby záložní prvky nebyly plně zatížené, jsou
ale vystavovány stejným okolním podmínkám jako primární prvek. Hrozí u nich tedy také
poškození vlivem technických a okolních příčin.
Hlavním nástrojem systémů odolných proti poruchám je samotné zotavení po poruše.
Jedná se o sled činností, které systém vykoná v případě zjištění poruchy nějakého součásti.
Tento konkrétní průběh určuje, jak bude systém na poruchu reagovat a do jaké míry se po
výskytu poruchy zotaví. Podle výsledku zotavení můžeme určit tři úrovně zotavení:
1. zotavení do původní úrovně funkceschopnosti,
2. zotavení do degradovaného stavu,
3. bezpečné ukončení funkce.
Z charakteristiky zadání konkrétní úlohy potom určíme, které zotavení je pro konkrétní
úlohu nejvhodnější.
Důležitým závěrem u systémů odolných proti poruchám je určit, do jaké míry jsme
splnili požadavky. Požadavky na odolnost systému se mohou lišit od konkrétní úlohy. Je
třeba vyhodnotit stupeň odolnosti takového systému a tento výsledek porovnat s tím, jaký
stupeň byl u systému požadován.
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Kapitola 3
Spolehlivostní modely
Spolehlivostní model chápeme nejčastěji jako grafické nebo matematické znázornění vztahů
systému. Toto znázornění umožňuje převod do matematického modelu, který můžeme čí-
selně vypočíst a zjistit tak spolehlivostní ukazatel.
Nejčastěji se používají tři následující formy spolehlivostních modelů:
• blokové diagramy bezporuchovosti (RBD – Reliability Block Diagram),
• grafické modely ve formě stromů poruch,
• matematické modely Markovských procesů.
Výběr vhodného spolehlivostního modelu záleží vždy na daném sytému, pro který je
třeba počítat spolehlivostní ukazatele. Tato volba není tedy vždy jednoznačná. Navíc nové
metody stále vznikají [13].
3.1 Blokové spolehlivostní modely
V blokových spolehlivostních modelech můžeme snadno vyjádřit skutečnost, jak jeden pr-
vek přispívá ke spolehlivosti celého většího modelu. Je ideální jej použít v případech, kde
můžeme rozložit systém na jednotlivé na sobě nezávislé prvky. Díky této skutečnosti pak
můžeme lehce vypočítat spolehlivostní ukazatele celého modelu.
Sériový spolehlivostní model
Hlavní nevýhoda tohoto modelu je to, že porucha jednoho v sérii zapojeného prvku způsobí
poruchu celého systému. Schéma blokového spolehlivostního modelu pro systém s n prvky
je zobrazeno na obrázku 3.1.
a1 a2 an
Obrázek 3.1: Schéma zapojení sériového modelu.
Výslednou pravděpodobnost bezporuchového provozu systému Rs(t) můžeme pak vyjá-
dřit vztahem
Rs(t) =
n∏
i=1
Ri(t), (3.1)
kde Ri je pravděpodobnost bezporuchového provozu prvku ai.
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Paralelní spolehlivostní model
U tohoto modelu může způsobit poruchu celého systému pouze porucha všech prvků sys-
tému. Schéma paralelního spolehlivostního modelu je zobrazeno na obrázku 3.2.
a1
a2
an
Obrázek 3.2: Schéma zapojení paralelního modelu.
Ze skutečnosti, že pro poruchu celého systému se musí porouchat všechny prvky systému,
vyplývá vztah
Qp(t) =
n∏
i=1
Qi(t), (3.2)
kde Qi značí pravděpodobnost poruchy prvku ai. Tímto vzorcem tedy vypočteme pravdě-
podobnost poruchy Qp celého systému. Vzorec si můžeme upravit na vzorec pro výpočet
pravděpodobnosti bezporuchového provozu celého systému Rp
Rp(t) = 1−
n∏
i=1
(1−Ri(t)). (3.3)
Paralelně sériový model
Tento model vznikne při spojení několika sériových podsystémů paralelně. Každý podsystém
má n prvků v sérii. Tyto podsystémy jsou spojeny do m paralelních větví. Takový systém
můžeme vidět na obrázku 3.3.
a11 a12 a1n
a21 a22 a2n
am1 am2 amn
Obrázek 3.3: Schéma zapojení paralelně sériového modelu.
Celkovou pravděpodobnost bezporuchového provozu Rps můžeme vypočítat podle vzta-
hu
Rps = 1−
m∏
i=1
1− n∏
j=1
Rij
 , (3.4)
kde Rij značí pravděpodobnost bezporuchového provozu jednoho prvku aij .
13
Sériově paralelní model
Paralelní podsystémy o m prvcích jsou spojovány do série. Těchto podsystému máme v cel-
kovém systému n, jak můžeme vidět na obrázku 3.4.
a11 a12 a1n
a21 a22 a2n
am1 am2 amn
Obrázek 3.4: Schéma zapojení sériově paralelního modelu.
Pro výpočet celkové pravděpodobnosti bezporuchového provozu sériově paralelního sys-
tému se spočte pravděpodobnost j-tého paralelního podsystému a tyto výrazy se mezi sebou
vynásobí. Tedy vznikne následující vztah
Rsp =
n∏
j=1
(
1−
m∏
i=1
Rij
)
, (3.5)
kde Rij značí pravděpodobnost bezporuchového provozu jednoho prvku aij .
Pro stejné hodnoty Rij a pro stejné rozměry systémum a n je hodnota pravděpodobnosti
bezporuchového provozu vždy vyšší pro systém sériově paralelní než pro paralelně sériový.
V sériově paralelním systému totiž vede více možných cest ze vstupu na výstup. V tomto
modelu se vlastně jedná o zálohování každého prvku sériové linky samostatně, zatímco
v paralelně sériovém modelu je vždy zálohovaná celá linka [12].
Kombinované modely
Pro složitější systémy můžeme výslednou spolehlivost vypočítat postupným skládáním pod-
systémů, pro které umíme vyčíslit pravděpodobnost bezporuchového provozu. Nejčastěji tak
můžeme skládat systém složený z různých sériových a paralelních podsystémů. Speciálními
případy kombinovaných modelů jsou výše zmíněné systémy paralelně sériové a sériově pa-
ralelní [7].
3.2 Stromy poruch
Tento typ spolehlivostního modelu je v praxi často oblíbený a používaný. Hierarchický strom
se skládá z událostí, které jsou propojeny do výsledného stromu. Pro tyto události (zpra-
vidla poruchy) máme dány jejich pravděpodobnosti výskytu. Dále se ve stromech poruch
používají hradla (anglicky
”
Gates“), která jsou charakteristická svoji logickou i aritmetickou
funkcí. Logická hodnota úrovně i − 1 je vytvořena z i-té logické úrovně. Obdobně z prav-
děpodobností i-té úrovně se počítá pravděpodobnost úrovně i − 1. Jednotlivé úrovně jsou
potom vázány právě různými typy hradel. Nejčastěji se můžeme setkat s hradly typu OR
(odpovídá sériovému zapojení) nebo hradly typu AND (odpovídá paralelnímu zapojení).
Jednoduchou ukázku stromu poruch můžeme vidět na obrázku 3.5.
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poruchapočítače
OR
poruchaprocesoru poruchanapájení poruchapaměti
poruchazáložní baterie
AND
ztráta napětísíťového zdroje
Obrázek 3.5: Ukázka použití stromu poruch.
Můžeme si vyjmenovat několik hlavních výhod při použití modelu stromů poruch. Tyto
výhody vedou k častému použití právě tohoto modelu při spolehlivostní analýze.
Stromy poruch nám nabízejí přehledné grafické znázornění spolehlivostního chování sys-
tému. Grafické znázornění je především vhodné pro svou přehlednost a rychlost při prvotním
zorientování se v problematice. Model stromů poruch nám také dovoluje zjemňování modelu
do různé úrovně detailu. Tato vlastnost se nám může často hodit. Zpravidla potřebujeme
nahlížet na systém s různou úrovní abstrakce v závislosti na zkoumaném problému.
Dále zmíníme výhodu, kterou je dělení stromu poruch na další menší podstromy. Tyto
podstromy pak můžeme řešit samostatně, nezávisle na sobě. Výsledky použijeme pro další
výpočet ve vyšší úrovni pohledu. Z této vlastnosti nepřímo vyplývá další výhoda. Tou je
snadný výpočet základních spolehlivostních ukazatelů R a Q.
Můžeme ještě uvést další dva příklady výhod. U složitějších systémů může právě strom
poruch sloužit jako nástroj pro rozhodování operátora v průběhu rekonfigurace. A dále je to
skutečnost, že pro zadané konstantní intenzity výskytu událostí lze strom poruch relativně
jednoduše převést na Markovský model. Každé kombinaci základních událostí, při které
je systém provozuschopný, se přidělí odpovídající stav ve výsledném Markovském modelu.
Zmíněnou skutečnost lze využít pro zjednodušení při postupu tvorby těchto modelů [7].
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Kapitola 4
Markovské modely
Při výpočtu spolehlivosti komplexních systémů se setkáváme nejčastěji s kombinační mate-
matikou. Metoda stromů poruch, jako standardní metoda spolehlivostní analýzy, je založena
právě na principu kombinační matematiky. Tato metoda ale nemůže být použita při ana-
lýze systémů, u kterých je možná rekonfigurace nebo oprava poruchových prvků. Metodu
stromů poruch můžeme použít v systémech, které splňují následující podmínky:
1. v systému se vyskytují pouze trvalé poruchy (žádné dočasné nebo přechodné),
2. systém neumožňuje rekonfiguraci,
3. poruchy nejsou závislé na čase nebo na pořadí,
4. v systému se nevyskytují různá chování v závislosti na aktuálním stavu.
Markovské modely tedy musíme použít vždy tam, kde je zapotřebí použít model, který
nedodržuje tyto podmínky. Metodu stromů poruch je ale vhodné použít vždy tam, kde
nám to výše uvedené podmínky dovolují, neboť její řešení je snažší a rychlejší [4].
Pro systémy, které umožňují rekonfiguraci, je třeba použít silnější nástroj. Tyto systémy
je nutné modelovat technikou Markovských modelů. Markovské procesy jsou stochastické
procesy, jejichž chování je závislé pouze na aktuálním stavu. Konkrétní posloupnost kroků,
kterou se systém dostal do aktuálního stavu, neovlivní budoucí chování tohoto systému.
Markovské modely se dělí na čtyři hlavní kategorie:
1. s diskrétním stavovým prostorem a diskrétním časem,
2. s diskrétním stavovým prostorem a spojitým časem,
3. se spojitým stavovým prostorem a diskrétním časem,
4. se spojitým stavovým prostorem a spojitým časem.
První dvě kategorie se zabývají diskrétním stavovým prostorem, tedy takovým stavovým
prostorem, který může být vyčíslen celým číslem. V dalších dvou kategoriích je stavový pro-
stor vyčíslen reálným číslem. V první a třetí kategorii je změna systému vyjádřena pomocí
diskrétního kroku v čase. Ve druhé a čtvrté kategorii jsou přechody mezi stavy systému
popsány pomocí spojitého času. Druhá kategorie Markovských modelů je nejvhodnější dy-
namický spolehlivostní model pro modelování systémů s tolerancí chyby [4] [7].
Z hlediska spolehlivosti rozlišujeme pouze dva typy stavů – provozuschopný a porou-
chaný. Ke změnám mezi stavy dochází v náhodných časových okamžicích. Nejprve je třeba
se seznámit s teorií markovských náhodných procesů [7].
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4.1 Markovské náhodné procesy
Náhodný proces je každá funkce X(t), jejíž hodnota při každém argumentu t, je náhodná
veličina. Definiční obor argumentu t je množina D. Realizací náhodného procesu X(t)
rozumíme funkci x(t) získanou konkrétním pokusem. Všechny možné realizace funkce x(t)
můžeme tedy chápat jako náhodný proces X(t).
Pokud definiční obor argument D obsahuje pouze konečný nebo spočetný počet hodnot,
přechází náhodná veličina X(t) v náhodnou posloupnost X(tk). Zkráceně ji označujeme jako
X(tk) = Xk.
Markovský řetězec je speciální případ náhodné posloupnosti. Pravděpodobnost, že člen
Xk posloupnosti nabude určitou hodnotu, závisí pouze na předchozí hodnotě členu Xk−1.
Budeme uvažovat tk = k, tedy budeme chápat čas jako diskrétní a jako posloupnost ne-
záporných celých čísel. Hodnoty členů Xk představují často čísla stavů. Jejich definičním
oborem je pak například množina přirozených čísel E = {1, 2, . . . , n}.
Definujme si pojem diskrétní markovský proces. Nechť je množina argumentu D spo-
jitá a množina funkčních hodnot E diskrétní. Uvažujme E = {1, 2, . . . , i, . . . , n}. Chování
procesu po přechodu do i-tého stavu nijak nezáleží na posloupnosti stavů, kterými proces
prošel. Jedná se o důležitou vlastnost a zároveň podmínku markovských náhodných procesů.
Někdy se setkáme s pojmem absence paměti procesu. Pro systémy s diskrétní množinou
stavů a spojitým časem jsou tedy vhodným matematickým modelem právě diskrétní mar-
kovské procesy.
Nejprve si uvedeme základní vlastnosti a definici markovského řetězce. Uvažujme mar-
kovský řetězec Xk, který může nabývat hodnot 1 až n. Takový řetězec můžeme popsat
maticí pravděpodobností přechodů mezi stavy
P (k) =

p11(k) . . . p1n(k)
. .
. .
pn1(k) . . . pnn(k)
 , n∑
j=1
pij(k) = 1, (4.1)
kde pij(k) je pravděpodobnost přechodu ze stavu i do stavu j v diskrétním čase k. To
znamená, že je-li hodnota Xk = i, pak pravděpodobnost, že Xk+1 = j, je právě pij(k).
Součet pravděpodobností na řádku musí být roven jedné.
Pokud přijmeme omezení, že všechny pravděpodobnosti přechodů jsou konstantní, mů-
žeme prohlásit, že se jedná o homogenní markovský řetězec. Konstantní pravděpodobnost
přechodu znamená, že se nemění v závislosti na čase k. Použijeme tedy zjednodušené ozna-
čení P (k) = P a pij(k) = pij . Dále se již výhradně budeme zabývat homogenními markov-
skými řetězci.
Zavedeme řádkový vektor pravděpodobností jednotlivých stavů po k krocích (k je ozna-
čení hodnoty diskrétního času)
p(k) = [p1(k) p2(k) . . . pn(k)] (4.2)
Například tedy j-tý prvek pj(k) je pravděpodobnost výskytu stavu j v k-tém kroku řetězce.
Matematicky tuto skutečnost můžeme vyjádřit pj(k) = P (Xk = j). Základní vlastnost
markovských řetězců je tedy potom vyjádřena jako následující vztah
p(k + 1) = p(k)P (4.3)
Jedná se o změnu vektoru pravděpodobností stavů při jednom kroku řetězce. Pokud máme
zadánu pravděpodobnost v počátku p(0), můžeme potom určit pravděpodobnost stavu
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v čase k pomocí vzorce
p(k) = p(0)P k (4.4)
Říkáme, že řetězec je ergodický, pokud z každého stavu lze přejít do libovolného jiného
stavu. Graf přechodů je tedy souvislý. V takovém systému pak platí limitní hodnoty, kdy
k → ∞. Se střední frekvencí se opakovaně prochází každým stavem a limitní hodnoty
pravděpodobností stavů pak odpovídají právě těmto frekvencím. Tyto limity si vyjádříme
vztahem
p = p(∞) = lim
k→∞
p(0)P k = [p1 p2 . . . pn] (4.5)
Pro dostatečně veliké k pak tedy musí nutně platit p(k + 1) = p(k)P
.
= p(k), a tedy pro
k →∞ dostaneme pak vztah
p = p P (4.6)
Tento vztah představuje soustavu lineárních rovnic, pro které neznáme ustálené pravděpo-
dobnosti stavů. Soustavu lze vyjádřit též v následujícím tvaru, pokud provedeme maticové
násobení
pj =
n∑
i=1
pijpi, j = 1, 2, . . . , n (4.7)
Tato soustava rovnic není ale jednoznačně řešitelná. Abychom nalezli její řešení, je třeba
k soustavě přidat normalizační podmínku ve tvaru
n∑
j=1
pj = 1 (4.8)
Nyní si zavedeme pojem absorpční stav. Jedná se o takový stav v grafu přechodů, z kte-
rého nevede žádný přechod do jiného stavu. Pokud se tedy řetězec dostane do takového
stavu, nemůže se již dostat do jiného stavu a v tomto stavu
”
končí“. Ustálená pravděpodob-
nost pro řetězec s jedním absorpčním stavem je pak tedy pi = 1, přičemž pravděpodobnost
ostatních stavů je nulová. Můžeme ale určit průměrnou délku takového řetězce, která se
rovná počtu kroků, po kterých se takový systém dostane do absorpčního stavu [7].
Diskrétní markovské procesy se spojitým časem
Jak již bylo zmíněno, diskrétní markovské procesy jsou takové procesy, které mají diskrétní
množinu stavů (funkčních hodnot). Budeme u těchto procesů pracovat se spojitým časem t.
Zdůrazníme, že i u těchto procesů platí, že chování procesu po přechodu do stavu i nezáleží
nijak na minulosti. Jinými slovy, nezáleží na posloupnosti stavů, kterými proces prošel, aby
dosáhl stavu i. Je to základní vlastnost markovských náhodných procesů [7].
Prvky matice přechodů jsou funkce pij = pij(t1, t2). Pravděpodobnost přechodu ze stavu
i do stavu j v časovém intervalu 〈t1, t2〉 záleží na hodnotách t1 a t2. Předpokládáme, že
náhodný proces je v čase t1 ve stavu i. U systémů s konstantní pravděpodobností přechodů
(homogenní diskrétní markovské procesy) je pravděpodobnost přechodů pouze funkcí časo-
vého rozdílu, tedy pij = pij(∆t).
Důležitou veličinou je intenzita pravděpodobnosti přechodu ze stavu i do stavu j. Tuto
veličinu označme λij . Pro homogenní markovské procesy, kde je λij konstantní, je tato
pravděpodobnost přechodu vyjádřena vzorcem
pij(∆t)
.
= λij∆t (4.9)
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Při aplikaci markovských procesů nás často, zajímá s jakou pravděpodobností se proces
bude v čase t nacházet ve stavu i. Tuto pravděpodobnost si označíme pi(t). Uvažujme dva
stavy i a j, pro které platí, že pravděpodobnost přechodu ze stavu i do stavu j je λij .
V čase t se systém vyskytuje ve stavu i. Podmíněná pravděpodobnost přechodu z daného
stavu i do stavu j je v malém časovém intervalu 〈t, t + dt〉 podle vzorce (4.9) dána jako
λijdt. Pravděpodobnost přechodu je pak dána součinem pravděpodobností podmínky, že se
systém nachází v čase t ve stavu i, a podmíněné pravděpodobnosti přechodu. Pokud by byl
takový přechod uskutečněn, vedlo by to ke snížení pravděpodobnosti pi(t + dt) proti pi(t)
právě o pi(t)λijdt. Dostaneme tedy vztah
pi(t+ dt) = pi(t)− λij pi(t) dt (4.10)
Úpravou tohoto výrazu na lineární diferenciální rovnici prvního řádu s konstantními koe-
ficienty a přidáním počáteční podmínky pi(0) = 1, dostaneme výslednou pravděpodobnost
setrvání ve stavu i
pi(t) = e
−λijt (4.11)
Pravděpodobnost, že v čase t již proces nebude ve stavu i, je distribuční funkce Fi(t)
náhodné doby setrvání procesu ve stavu i
Fi(t) = 1− e−λijt (4.12)
Náhodná doba setrvání ve stavu i má tedy exponenciální pravděpodobnostní rozdělení
s parametrem λi. Tento parametr je součet intenzit všech možných odchodů ze stavu i.
Lineární diferenciální rovnici prvního řádu s konstantními koeficienty můžeme podobně
definovat pro každý stav náhodného procesu. Matematickým popisem chování diskrétních
markovských procesů je pak tedy soustava lineárních diferenciálních rovnic v normálním
tvaru, s konstantními koeficienty. Tato soustava je doplněna o vektor počátečních pravdě-
podobností stavů. Takovou soustavu označujeme jako druhý systém Kolmogorových rovnic,
který lze zapsat ve tvaru
p′(t) = p(t)Λ (4.13)
Tato čtvercová matice se nazývá matice intenzit pravděpodobností přechodů nebo zkráceně
matice intenzit přechodů. Matice Λ představuje pro všechna i 6= j intenzitu přechodu ze
stavu i do stavu j, která je značena λij . Řádkový součet prvků matice je nula. Hodnota
prvků na diagonále je záporná hodnota součtu ostatních prvků na řádku. Vektor počáteč-
ních pravděpodobností stavů se označuje p(0).
Markovské modely s absorpčními stavy
Právě markovské modely s absorpčními stavy jsou nejvhodnější pro výpočet spolehlivostních
ukazatelů obnovovaného systému. Ten se ale může dostat do stavu, který již obnovitelný
není. Tento model je vhodné samozřejmě použít i pro neobnovované systémy.
Abychom mohli markovské modely použít pro výpočet spolehlivosti, musíme přijmout
jisté předpoklady. Především se jedná o předpoklad, že intenzita poruch a oprav je kon-
stantní pro všechny prvky systému v čase. Dále mají tyto náhodné doby do poruch prvků
a doby oprav prvků exponenciální pravděpodobnostní rozdělení.
Uvedeme si obecný postup konstrukce a využití modelu:
1. Sestrojíme graf přechodů. Rozlišíme provozuschopné stavy a stavy, ve kterých je sys-
tém porouchaný. Absorpční stavy jsou takové stavy, z kterých se již nemůžeme dostat
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do jiných stavů opravou. Zpravidla se pro přehlednost můžou tyto absorpční stavy
sloučit do jednoho. Dle zažité konvence označíme provozuschopné stavy kolečkem,
poruchové čtverečkem. Intenzity přechodů mezi stavy jsou intenzity poruch a oprav.
Záleží na významu přechodu v grafu. Podmíněná pravděpodobnost přechodu ze stavu
i do stavu j je podle (4.9) rovna λijdt, kde dt je malý časový interval. Pro váhové
značení hran grafu použijeme přímo intenzitu přechodu λij = λ pro hranu, která vede
ze stavu i do stavu j.
2. Sepíšeme soustavu diferenciálních Kolmogorových rovnic pro časové funkce pravdě-
podobností stavů pro vytvořený graf přechodů. Pro každý stav je sestavena jedna
rovnice. Na levé straně takové jedné rovnice je i-tá derivace p′i(t). Na pravé straně
pak součet hodnot jednotlivých incidentních hran s tímto i-tým uzlem. Každý prvek
součtu na pravé straně je součinem intenzity přechodu a pravděpodobnosti výchozího
stavu takové hrany. Hrany, které vedou do uzlu i, se přičítají. Naopak hrany, které
vedou z uzlu i, se odečítají. Koeficienty i-té rovnice představují i-tý sloupec matice
intenzit přechodů Λ.
3. Získanou soustavu diferenciálních rovnic můžeme řešit analyticky nebo numericky.
Analytické řešení lze s výhodou provést pomocí Laplaceovy transformace. Numerické
řešení je založeno na běžné metodě numerické integrace (numerická metoda založená
na maticovém násobení podle (4.4) je blíže popsána v literatuře [3]) [14].
4. Součtem pravděpodobnosti provozuschopných stavů pak dostaneme pravděpodobnost
bezporuchového provozu R(t). Pravděpodobnost poruchy Q(t) pak obdobně získáme
součtem všech pravděpodobností poruchových stavů.
5. Ze vzorce (2.9) můžeme ze známé pravděpodobnosti R(t) integrací vypočítat střední
dobu bezporuchového stavu Ts.
Markovské procesy bez absorpčních stavů
Dále se můžeme setkat s markovskými modely bez absorpčních stavů. U těchto modelů
předpokládáme, že po každé poruše následuje oprava, která je vždy možná. Dále u tako-
vých modelů uvažujeme, že z každého stavu se můžeme různým počtem kroků dostat do
libovolného jiného stavu. Někdy jsou tyto modely označovány jako modely dostupnosti.
U těchto modelů se setkáváme s přepínáním mezi stavy provozu a opravy. V souvislosti
se bavíme o veličinách: střední doba bezporuchového provozu, střední doba opravy a střední
doba cyklu.
Modely s časově závislými intenzitami událostí
U nehomogenních markovských modelů se setkáváme se skutečností, že intenzity událostí
nejsou konstantní. Tyto intenzity jsou vyjádřeny pomocí nějaké funkce λk(t), která je zřejmě
závislá na čase t. Pro snadnější pochopení si uvedeme příklad s kosmickou sondou. Sonda
obsahuje tři výpočetní jednotky, které mají stejný výpočetní výkon. Při startu sondy kvůli
náročným výpočtům jsou v provozu všechny tři tyto jednotky. Jakmile se dostane sonda na
oběžnou dráhu, stačí jí pro sledování dráhy pouze jedna jednotka. Zbývající dvě tedy přejdou
do režimu studené zálohy (viz kapitola 5). Pravděpodobnost bezporuchového provozu takové
sondy se tedy po dosažení oběžné dráhy změní.
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Důležitý poznatek pro modely s různou intenzitou události závislou na čase je způsob
jejich řešení. Analytické řešení je možné zpravidla pouze pro velmi jednoduché systémy.
Numerické řešení takových systému většinou nepředstavuje větší komplikace, pokud jsme
například schopni intenzitu událostí rozdělit na několik dílčích intenzit s konstantním ko-
eficientem.
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Kapitola 5
Zálohování systémů
Pro zvýšení spolehlivosti systému jsou do systému zabudovány nadbytečné prvky či pod-
systémy. Za zálohu lze považovat takový prostředek, který je zbytečný, pokud ostatní části
systému pracují správně. Zálohou můžeme chápat jak záložní součástky, obvody či funkční
bloky, tak i software v podobě diagnostických programů k detekci chyb.
Zálohu systému můžeme dělit podle několika kritérií:
• dynamická a statická záloha - jedná se o dělení podle využití zálohy v čase. Statická
záloha běží neustále po celou dobu provozu a produkuje výsledky na svůj výstup.
Dynamická záloha se začne využívat pouze pokud v systému nastane chyba, tedy je
třeba nějaký prvek nahradit.
• konfigurační a funkční záloha - pokud zálohujeme prvkem stejného typu, jedná se
o zálohu konfigurační. Tato záloha je velmi běžná, protože se jedná o jednoduchý
koncept. U funkční zálohy prvek zálohujeme prvkem ne zcela totožným, který ale
musí být schopen vykonávat stejnou nebo alespoň podobnou funkci.
• funkce zálohy - podle tohoto kritéria dělíme zálohu na tři skupiny - detekce poruchy,
maskování poruchy, kdy požadujeme, aby se porucha neodrazila na funkčnosti sys-
tému, a zotavení po poruše, kde je třeba systém uvést do původního provozuschopného
stavu.
5.1 Statická záloha
Statická záloha se nejčastěji používá v kombinaci s konfigurační zálohou. Princip této zálohy
je jednoduchý. Obecně více prvků provádí stejnou funkci v systému. Výsledky z těchto
prvků sbírá vyhodnocovací člen, který je zpravidla velmi jednoduchý, a tedy nezvyšuje
pravděpodobnost poruchy celého systému.
Konkrétnějším příkladem statické zálohy je systém TMR.
Systém TMR
V systému TMR (anglicky
”
Triple Modular Redundant“) jsou použity tři prvky, z kterých
jsou výsledky porovnávány majoritním logickým členem. Zjednodušené schéma systému
TMR vidíme na obrázku 5.1. Máme zde tři funkční jednotky a1, a2 a a3. Jejich výsledky f1,
f2 a f3 jsou přivedeny do majoritního logického členu M , který vybírá výsledek f . Těmto
jednotkám je přiveden stejný vstup x, který ale může být vhodné v praxi získávat z různých
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zdrojů. Může se jednat například o měřicí čidla, u kterých jsme schopni tímto způsobem
hlídat jejich správnou funkčnost.
a1
a2
a3
x
≥2
f1
f2
f3
f
M
Obrázek 5.1: Zjednodušené schéma systému TMR.
Správný výsledek f je produkován, pokud jsou v bezporuchovém stavu všechny tři nebo
alespoň dva prvky. Dva prvky pracující správně
”
přehlasují“ jeden, který je v poruše, a dává
chybný výsledek. Jestliže ale dva nebo více prvků dává na svůj výstup chybný výsledek,
celý systém již přestává fungovat a dává pravděpodobně i chybný výsledek. Za tohoto
předpokladu se pravděpodobnost bezporuchového stavu systému TMR spočte jako suma
všech bezporuchových stavů. Má-li každý prvek pravděpodobnost bezporuchového provozu
R, můžeme pravděpodobnost celého systému vypočítat ze vztahu
RTMR = 3R
2 − 2R3 (5.1)
Systém NMR
Zobecněním myšlenky TMR na více prvků než tři získáme model NMR, neboli N-modulová
redundance. Na obrázku 5.2 vidíme zjednodušené schéma systému NMR, které vypadá
velmi obdobně jako v případě TMR. Funkční jednotky ai opět pracují všechny současně a
své výsledky fi přivádějí na vstup majoritní logické jednotky, která rozhodne o správnosti
výsledku na základě prahu M = (N + 1)/2. Tento vztah je definovaný pro lichá čísla N .
Pro sudá N by bylo třeba použít práh vyšší než N/2. Zpravidla se proto používají systémy
s lichým počtem prvků.
Bezporuchový stav celého systému tedy trvá tehdy, pokud je v systému nadprahový
počet bezporuchových prvků. To znamená, že maximální počet poruchových prvků, při
kterém ještě nenastává porucha celého systému, může být N −M . Sečtením všech pravdě-
podobností výskytu stavů, které zahrnují M až N bezporuchových prvků, získáme výraz
pro pravděpodobnost bezporuchového systému NMR
RNMR =
N∑
i=M
(
N
i
)
Ri(1−R)N−i. (5.2)
Pokud dosadíme do tohoto vztahu za N = 3 a M = 2, dostáváme vztah pro výpočet
systému TMR.
Systém NMR může být rekonfigurován v případě, že se počet poruchových prvků blíží
prahové hodnotě pro správnou funkčnost celého systému. Toto odpojení nám dočasně zvýší
pravděpodobnost bezporuchového stavu. Někdy je vhodné odpojit při rekonfiguraci i bez-
poruchové prvky, které můžeme později použít jako dynamickou zálohu systému [12].
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Obrázek 5.2: Zjednodušené schéma systému NMR.
5.2 Dynamická záloha
Na obrázku 5.3 vidíme obecné blokové schéma systému s dynamickou zálohou. Oproti sta-
tické záloze je hlavní rozdíl v propojení záložních prvků se zálohovaným prvkem. Na obrázku
vidíme dva přepínače P1 a P2, které jsou řízeny společným signálem. Přepínač P1 může být
někdy vypuštěn a nahrazen vypínačem napájení konkrétních prvků systému, pokud to daná
technologie umožňuje. Přepínač P1 není nutný, záleží na použitém režimu dynamické zálohy
[13].
Řízení přepínačů
základníprvek
záložníprvek 1
záložníprvek n
x f
P1 P2
Obrázek 5.3: Zjednodušené schéma dynamické zálohy.
Režimy dynamické zálohy
U dynamické zálohy rozlišujeme režimy podle toho, jak jsou zatíženy záložní prvky v době,
kdy nejsou používány jejich výsledky. Podle tohoto kritéria mluvíme o dvou hraničních
stavech. První je dynamická záloha nezatížená, někdy označovaná jako studená. V takovém
případě je záložní prvek zcela odpojen od napájení. Opačný případ dynamické zálohy je
zatížená, nebo také horká záloha. V tomto režimu je záložní prvek zatížen naplno, ale jeho
výsledky se nepoužívají. Mezi těmito extrémy je popsána spousta různých případů vytížení
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záložních prvků. Taková záloha se nazývá odlehčená, nebo také vlažná. Záložní prvky jsou
v tomto případě používány na snížený výkon.
Hlavní výhoda odlehčené dynamické zálohy je především malá energetická spotřeba,
neboť záložní prvky nejsou napájeny. To se samozřejmě pozitivně projevuje jak na cel-
kové spotřebě systému, tak na minimálním opotřebení záložních prvků. Můžeme u nich
potom předpokládat velmi vysokou pravděpodobnost bezporuchového provozu při potřeb-
ném použití. Nezatížená záloha tedy nejlépe využívá výhod dynamické zálohy. Často je ale
odlehčená dynamická záloha nevhodná. Přenesení funkce na záložní prvek může někdy být
provázeno poměrně složitou inicializací. To je problém pro systémy, u kterých je ztráta času
při přepnutí nepřípustná. U takových systémů je třeba použít dynamickou zálohu zatíže-
nou. Je zřejmé, že životnost zatížené zálohy je oproti nezatížené záloze mnohem nižší. Její
spotřeba je naopak vyšší.
Odlehčená záloha je používána například v elektronkových systémech, kde je při pře-
pnutí na záložní prvek nejvíce času ztraceno nažhavením katod. Záložní elektronky jsou
v takovém případě připojeny pouze na žhavení. Tím zajistíme snížení spotřeby, zvýšení
životnosti a okamžitou činnost záložního prvku při přepnutí. Dalším příkladem mohou být
některé procesory, které mají oddělené napájení vnitřní paměti od zbytku procesoru. Pak
stačí napájet pouze tuto paměť, díky čemuž poklesne spotřeba procesoru zhruba na 5%.
Při přepnutí na záložní prvek má ale tento procesor potřebné údaje k dispozici již ve své
vnitřní paměti [13].
Duplexní systém
Velmi jednoduchá a oblíbená je záloha zdvojením zálohovaného prvku. Toto řešení má ale
i své nedostatky, které omezují jeho použití.
Hlavní omezení duplexního systému je skutečnost, že nedokáže maskovat chybu. Systém
nemůže využít obou výstupů v jeden moment. Musíme také počítat s možností chyby nebo
výpadku výsledku při přepínání mezi prvky. Pro detekci chyby můžeme využít průběžné
srovnávání výsledků obou prvků, kdy musíme ale použít zatíženou zálohu. Zatížený záložní
prvek je častější případ použití duplexního systému. Pokud použijeme zálohu odlehčenou
nebo nezatíženou, pro kontrolu správnosti výsledku musíme použít pouze kontrolu bez-
pečnostním kódem. Kontrolu bezpečnostním kódem lze pochopitelně použít i při zatížené
záloze, kde je ale většinou vhodnější a spolehlivější použít průběžné srovnávání výsledků.
Na obrázku 5.4 vidíme blokové schéma duplexního systému. Klíčovým prvkem duplex-
ního systému je blok řízení přepínače. V případě zatížené zálohy může být realizován na-
příklad obvodovým komparátorem, který v daném intervalu srovnává výstupy obou prvků.
V duplexních systémech se v poslední době stále více prosazuje konstrukčně náročnější
řešení v podobě průběžné kontroly správnosti výsledků jednotlivých prvků pomocí bezpeč-
nostních kódů. Za použití výstupů těchto
”
hlídačů“ můžeme potom okamžitě určit správný
výsledek a podle toho příslušně nastavit přepínač výstupu.
Pro zatíženou záložní jednotku můžeme odvodit vzorec pro pravděpodobnost bezporu-
chového provozu RD(t) duplexního systému
RD(t) = 1− [1−R(t)]2 = 2R(t)− [R(t)]2, (5.3)
kde je pravděpodobnost bezporuchového provozu jedné jednotky označena jako R. Tato
pravděpodobnost je pro obě jednotky stejná.
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Řízení přepínače
A1
A2
x f
Obrázek 5.4: Blokové schéma duplexního systému.
Biduplexní systém
Blokové schéma biduplexního systému můžeme vidět na obrázku 5.5. Tento systém je ně-
kdy označován jako systém zálohovaných dvojic. Základem jsou dva duplexní podsystémy.
Všechny čtyři výpočetní jednotky řeší stejnou úlohu nad stejným vstupem. Mezi získanými
výsledky je potom vybíráno pomocí přepínače, který vybere pouze jeden výsledek.
A1
A2
A1
A2
x
p1
p2
Rozhodovací
blokŘízení
f
Obrázek 5.5: Blokové schéma biduplexního systému.
Rozhodovací blok se o vybrání výsledku rozhoduje na základě signálu ze srovnávacích
obvodů p1 a p2. Tyto komparátorové obvody nám dávají informaci o tom, zda obě funkční
jednotky v duplexním podsystému pracují správně, a tedy dávají na svůj výstup stejné
výsledky. Pokud nějaký srovnávací obvod p1 a p2 indikuje neshodu výsledků, rozhodovací
blok přepne přepínač na druhý podsystém, který musí samozřejmě indikovat shodu. Ta-
kové řešení nám zajistí přepnutí bez rizika ztráty času nebo informace, neboť druhá dvojice
jednotek pracuje na stejné úloze. Biduplexní systém má vlastnosti paralelně sériového spo-
lehlivostního systému, protože dochází k poruše, pokud dojde k poruše obou dvojic. Jedna
dvojice se naproti tomu porouchá, pokud přestane správně fungovat jedna funkční jednotka.
Pokud prohlásíme komparátor a přepínač za absolutně bezporuchový a spolehlivý, můžeme
pravděpodobnost RBD(t) bezporuchového provozu spočítat podle vzorce
RBD(t) = 2[R(t)]
2 − [R(t)]4. (5.4)
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Záloha typu
”
M z N“
Při tomto typu zálohy použijeme celkem N prvků, z nichž je pouze M aktuálně v provozu.
Z této skutečnosti plyne název
”
M z N “. Někdy je tento typ zálohy označován též jako para-
lelní binomický systém, podle způsobu výpočtu pravděpodobnosti bezporuchového provozu.
Tato situace může nastat například u použití magnetických disků nebo pásek. V systému
tedy pracuje M paměťových médií současně, ke kterým přidáme N −M záložních jednotek
stejné funkčnosti.
Pro výpočet pravděpodobnosti bezporuchového provozu systému
”
M z N “ použijeme
vzorec
RMzN (t) =
N∑
i=M
(
N
i
)
[R(t)]i[1−R(t)]N−i. (5.5)
Tento vzorec je odvozen na základě součtu stavů, v kterých systém stále funguje správně.
Jsou to stavy postupně s jedním, dvěma, až maximálně N −M poruchovými prvky. Prav-
děpodobnost bezporuchového provozu celého systému pak dostaneme jakou součet těchto
jednotlivých stavů. Proměnná R(t) ve vzorci značí pravděpodobnost bezporuchového pro-
vozu jednoho prvku.
V praxi se ale často setkáváme s tím, že pokud systém překročí limitní počet poru-
chových prvků N −M , stále je schopen omezeného provozu. Často omezí svoji funkčnost
nebo sníží svoji rychlost. Systém pak pracuje v degradovaném režimu, tzn. pomaleji, s men-
ší přesností nebo například pouze na některých úlohách. S degradací systému se můžeme
například setkat i u systémů bez zálohy, kde výchozí situace odpovídá potřebám plného
výkonu a každá porucha dílčího prvku systému znamená snížení výkonu [13].
5.3 Hybridní záloha
Oba výše popsané typy záloh mají svoje výhody i nevýhody. Statická záloha nám nabízí
maskování chyby, ale nedokáže nám zaručit příliš velikou životnost systému. Dlouhou život-
nost je nám schopna zajistit dynamická záloha, u které máme ale jiná rizika. U dynamické
zálohy nám totiž hrozí, že poruchou aktivního prvku, případně přepnutím na záložní prvek,
se přenese chyba do řízené soustavy. Máme tedy snahu si z obou typů zálohy vzít pouze
vhodné vlastnosti a eliminovat její nedostatky. To je hlavní motivace k tvorbě hybridní
zálohy, která je kombinací obou řešení.
V této kapitole se budeme blíže zabývat nejčastěji používaným typem hybridní zálohy
systému, který se označuje zkratkou GMR (anglicky
”
General Modular Redundant“). Blo-
kové schéma systému GMR můžeme vidět na obrázku 5.6. Základ tohoto systému je tvořen
staticky zálohovaným podsystémem NMR. Jeho majoritní člen má nastavenou prahovou
hodnotu M . Z toho plyne, že minimálně M z N trvale zatížených prvků nesmí být v po-
ruše. Pouze tak je majoritní člen schopen zamaskovat poruchovost ostatních členů. Tento
staticky zálohovaný podsystém nám zaručí, že do řízeného systému je přiveden vždy pouze
platný výsledek.
Ke statické záloze v podobě NMR systému je připojena dynamická záloha tvořena
S prvky. Tyto prvky bývají zpravidla nezatížené, a tedy můžeme předpokládat jejich dlou-
hou životnost a nízkou pravděpodobnost poruchy v okamžiku použití. Tímto způsobem je
zaručena dlouhá životnost celého systému. Pokud se v systému NMR vyskytne porucha
nějakého prvku, je tento prvek odpojen od majoritního členu a nahrazen jiným prvkem
z dynamické zálohy. Takové přepojení prvků často není triviální záležitostí, a proto bývá
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Obrázek 5.6: Blokové schéma systému GMR.
pro tento úkon použit sekvenční obvod, nebo dokonce programovatelný procesor. Takový
prvek v systému ale může nepříznivě ovlivnit celkovou cenu a spolehlivost celého systému.
Při výpočtu pravděpodobnosti bezporuchového provozu systému je třeba rozlišovat, zda
jsou prvky dynamické zálohy zatížené, nebo nezatížené. Pokud jsou tyto prvky zatížené,
můžeme se na celý systém dívat jako na systém NMR s velmi nízkým prahem. Pro výpočet
takové pravděpodobnosti pak musíme sečíst pravděpodobnost všech bezporuchových stavů.
Získáme potom následující vztah [13]
RGMR =
N+S∑
i=M
(
N + S
i
)
Ri(1−R)N+S−i (5.6)
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Kapitola 6
Implementace
Implementace aplikace byla provedena v programovacím jazyce Python. Pro konkrétní im-
plementaci bylo stanoveno několik požadavků. Aplikace má sloužit jako snadný a především
rychlý nástroj pro ověření spolehlivosti navrženého systému. Předpokládá se její použití pro
výpočet spolehlivosti ještě před samotným zhotovením fyzického obvodu a reálným testo-
váním. Například se může použít jako předstupeň spolehlivostní analýzy na čipech FPGA
pomocí SEU injektoru (zkratka z anglického
”
Single Event Upsets“). Přesnost získaných vý-
sledků je samozřejmě především závislá na zadaných vstupních hodnotách, které je někdy
obtížné až nemožné zjistit, jak bylo již zmíněno dříve [19].
Aplikace funguje jako konzolová, neboť se předpokládá její využití ve zřetězeném zpra-
cování při návrhu systému. Potřebné vstupní hodnoty pro tvorbu markovského modelu
načítá ze souboru ve formátu XML, který může být poměrně snadno automaticky genero-
ván. Bližší popis přesného formátu zmiňovaného vstupního souboru je uveden dále v této
kapitole. Spolupráce se vstupním souborem ve formátu XML byla jedním z hlavních poža-
davků.
Všechna měření, jež jsou uvedena v této kapitole, byla prováděna na osobním počí-
tači s konfigurací odpovídající běžnému používání. Počítač je vybaven procesorem Intel(R)
Core(TM) i5-2410M. Tento procesor má k dispozici dvě fycizká jádra a pomocí virtualizace
nabízí systému celkem čtyři jádra virtuální. K dispozici má 4, 00 GB operační paměti. Na
tomto počítači běží 64-bitová variant operačního systému Windows 7 Professional s ak-
tualizací na Service Pack 1. Pro měření byla použita verze 2.7.3 jazyka Python. Balíček
knihovny NumPy byl použit ve verzi 1.7.0.
6.1 Programové prostředky
Jak již bylo zmíněno, implementace aplikace je provedena v programovacím skriptovacím
jazyce Python. Tento programovací jazyk je velmi rozšířený a poměrně oblíbený. Jeho hlavní
výhody jsou v čistotě kódu, která je zajištěna díky čitelné a zjednodušené syntaxi. Čitel-
nosti zdrojových kódů také pomáhá povinné odsazování, kterým jsou vymezeny funkční
bloky. Python je dynamicky interpretovaným jazykem se silnou typovou kontrolou, která se
provádí až za běhu programu. Obsahuje také několik různých programovacích paradigmat,
jedná se tedy o tzv. hybridní jazyk. Přesněji nám nabízí procedurální, objektově oriento-
vané a částečně i funkcionální programovací paradigmata. Jazyk Python dále nabízí plnou
podporu modularity a možnost snadného rozšíření za pomocí modulů implementovaných
v jazycích C a C++. V neposlední řadě k oblíbenosti tohoto jazyka přispívá skutečnost,
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že je jazyk Python multiplatformní. Programovací jazyk Python můžeme použít na všech
rozšířených operačních systémech: Windows, Linux/Unix, OS/2, Mac nebo například Amiga
[15].
Jednou z mnoha výhod jazyka Python je jeho všeobecná rozšířenost do mnoha různých
oblastí. Díky tomuto faktu existuje mnoho různých balíčků (
”
package“) pro různá použití.
Namátkou můžeme zmínit například simulační balíček SimPy nebo balíčky pro vědecké
výpočty NumPy a SciPy. Tyto balíčky jsou zpravidla velmi dobře odladěny a převážně
implementovany právě v jazyce C nebo C++. Díky této vlastnosti jsou často rychlejší než
vlastní uživatelská implementace daného problému [11].
6.2 Formát vstupního XML souboru
Veškerá potřebná data pro sestavení markovského modelu jsou definována ve vstupním
souboru, který je ve formátu XML. Celý soubor je rozdělen do pěti pomyslných sekcí pomocí
odpovídajících párových značek. Jednotlivé sekce si podrobněji probereme a vysvětlíme dále
v této kapitole. Tyto sekce jsou pak přímými potomky kořenového (hlavního) elementu root
tak, jak to vyplývá ze standardu syntaxe XML [16].
Formát vstupního souboru ve formátu XML vychází ze článku z konference CSE’2012
[18]. Tento formát bylo třeba na některých místech upravit, doplnit a vyřešit interpretaci
některých elementů a také přidat celou sekci
”
Computation“ potřebnou pro uskutečnění
samotného výpočtu a vytvoření výstupního souboru.
Sekce
”
Architecture“
V této sekci jsou nadefinovány všechny jednotky, z kterých je celkový systém složen. Je tedy
tvořena elementem architecture. V tomto elementu je vnořen libovolný počet elementů
component. Element component má dva atributy: name a count. První atribut značí pří-
hodně jméno jednotky a druhý počet jednotek, který bude v systému k dispozici. Jména
všech jednotek je vhodné volit tak, aby měli unikátní počáteční písmeno v rámci celého
systému, neboť tímto počátečním písmenem jsou rozlišovány hrany v přechodovém grafu
generovaném programem
”
graphviz“. Při použití názvů jednotek se stejným počátečním
písmenem by pak mohlo dojít ke zmatení.
Element component obsahuje dva následníky: lambda a mu. Tyto dva prvky představují
hodnotu konstantní intenzity poruch pro danou jednotku (lambda) a její konstantní inten-
zitu oprav (mu). Oba tyto elementy jsou povinné. V ukázce definice celé sekce 6.1 můžeme
pak vidět předváděcí data pro referenční model statické zálohy TMR. Můžeme si povšim-
nout, že se systém skládá ze tří funkčních jednotek FU, jednoho multiplexoru MUX a jedné
opravné jednotky GPDRC. V příkladu je též pro názornost použito různých způsobů zadání
čísel s desetinnou čárkou, jež jsou podporovány.
Sekce
”
Correctness“
V sekci
”
Correctness“ jsou nadefinovány stavy, v kterých je systém považován za funk-
ční. Tyto funkční (korektní) stavy jsou tedy elementy correct, které jsou dceřinnými ele-
menty nadřazené značky correctness. Funkčních stavů můžeme pomocí prvku correct
nadefinovat v této sekci libovolný počet. Jednotlivý element correct pak obsahuje prvky
component, které mají dva atributy. Jedná se o atribut názvu name a atribut počtu count.
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<architecture>
<component name="FU" count="3">
<lambda> 3.358e-6 </lambda>
<mu> 9.977e-5 </mu>
</component>
<component name="MUX" count="1">
<lambda> 0.00000015 </lambda>
<mu> 0.0000999 </mu>
</component>
<component name="GPDRC" count="1">
<lambda> 7.388e-7 </lambda>
<mu> 9.9e-5 </mu>
</component>
</architecture>
Ukázka kódu 6.1: Příklad definice sekce
”
Architecture“ pro TMR systém.
Při zpracování vstupního souboru je třeba ošetřit, aby tyto jednotlivé funkční stavy byly na-
definovány správně. Aplikace tedy provádí kontrolu, zda jednotky v definici funkčních stavů
byly již dříve nadefinovány v sekci
”
Architecture“. V opačném případě na tuto skutečnost
uživatele upozorní. Absolutní pořadí zapsání těchto sekcí ve vstupním souboru nemá ale
vliv na tuto kontrolu prováděnou při zpracovávání vstupních informací. Jednotlivé korektní
stavy jsou dále při výpočtu doplněny o ostatní stavy, které také splňují požadavky na pro-
voz systému. V této sekci tedy stačí definovat pouze korektní stavy s minimálními počty
jednotek, aby byl systém provozuschopný.
Pro dříve uvedený ukázkový příklad systému TMR můžeme vidět definici sekce
”
Cor-
rectness“ na ukázce kódu 6.2. Je zde vidět, že tento systém je funkční tehdy, pokud má
k dispozici všechny tři nebo alespoň dvě funkční jednotky FU a v obou případech jeden
multiplexor MUX. První pravidlo je zde tedy uvedeno pouze pro úplnost. Pro správný a
očekávaný výpočet by stačilo nadefinovat pouze pravidlo s minimálním počtem funkčních
jednotek, který je tedy dva.
<correctness>
<correct>
<component name="MUX" count="1"/>
<component name="FU" count="3"/>
</correct>
<correct>
<component name="MUX" count="1"/>
<component name="FU" count="2"/>
</correct>
</correctness>
Ukázka kódu 6.2: Příklad definice sekce
”
Correctness“ pro TMR systém.
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Sekce
”
Repair Rules“
Sekce
”
Repair Rules“ obsahuje pravidla, podle kterých se provádí oprava. Je vyznačena zna-
čkou repairRules. Je třeba zadat jednotky, které musí být k dispozici pro opravu. Tyto
jednotky zadáváme pomocí elementu component, který má opět dva parametry: name a
count. Jejich význam je stejný, jak byl uveden v kapitole výše. Dále se již definují samotná
pravidla opravy. Za tímto účelem je použita značka priorRules. Samotné dílčí pravidlo
je pak vyznačeno značkou priorityRule. Takto zadaných pravidel můžeme mít libovolný
počet, avšak minimálně jedno. Element priorityRule má jeden parametr value, který
představuje prioritu. Pravidla jsou zpracovávána právě podle této zadané priority sestupně.
Jako hodnota priority může být tedy použito libovolné celé číslo. Pravidlo s nejvyšší hod-
notou priority bude bráno jako první. Naopak pravidlo s nejmenší hodnotou je bráno jako
pravidlo základní a uvažuje se při opravě jako poslední v řadě. U každého jednotlivého pra-
vidla se pomocí elementu component určí název name a počet count jednotek. Tyto údaje
jsou testovány na shodu s počtem odpovídajících jednotek v aktuálním stavu. Pokud není
shoda požadovaného počtu u jednotek, pokračuje se na pravidlo s nižší prioritou. U zá-
kladního pravidla, které má nejnižší prioritu, již zadávat elementy component nemusíme,
neboť toto pravidlo je použito vždy, když není použito pravidlo předcházející s vyšší priori-
tou. Doporučuje se používat unikátní hodnoty priority pro jednotlivá pravidla, neboť mezi
dvěma pravidly se stejnou prioritou se vybírá náhodně, které pravidlo se použije. Pravidlo
s nejmenší prioritou musí být právě jedno.
Pravidlo, definované značkou priorityRule, obsahuje kromě elementů component i
prvky priorityVal. Tyto prvky obsahují jeden atribut name, který představuje název jed-
notky. Dále element priorityVal obsahuje celočíselnou hodnotu, která reprezentuje prio-
ritu opravy dané jednotky určené názvem name. U základního pravidla (pravidlo s nejnižší
prioritou) je třeba definovat prioritu opravy pro všechny jednotky, které se mohou opra-
vit z porouchaného stavu. Pokud při výběru pravidla pro opravu dojdeme až na základní
pravidlo, pokusíme se opravovat jednotky podle sestupně seřazených hodnot definovaných
priorit. Opět se doporučuje i u těchto priorit dodržet pravidlo unikátnosti. Pokud dvě jed-
notky mají stejnou prioritu opravy, dojde k náhodnému výběru.
Pokud se jedná o pravidlo jiné než základní, pokusíme se opravit stejným způsobem
jednotky v pořadí dané sestupným seřazením priorit. Je třeba si uvědomit, že není možné
opravou získat více jednotek než je definováno v sekci
”
architecture“. Z principu tedy nemá
významný smysl uvádět u takových pravidel definování priorit opravy jednotek pro všechny
jednotky v systému.
Dále je vhodné si uvědomit, že správnou definicí pravidel opravy můžeme výrazně ovliv-
nit výslednou spolehlivost celého systému. V ukázce 6.3 můžeme vidět příklad pravidel pro
opravu systému TMR. Pravidlo s prioritou 10 se použije při vyhledávání vhodného pravidla
jako první. Toto pravidlo nám zajistí, že se nejdříve pokusíme opravit funkční jednotku FU,
která nám v aktuálním stavu chybí k bezporuchovému fungování systému. Nesnažíme se
tedy upřednostnit případnou opravu jiné jednotky. Naproti tomu, pokud máme například
všechny tři funkční jednotky FU v pořádku a je třeba opravit přednostně multiplexor MUX,
použije se pravidlo základní (pravidlo s prioritou 1), které dle definované priority nejdříve
opraví právě požadovaný multiplexor. Obdobný příklad nastává pro stav se dvěma jed-
notkami FU a žádným multiplexorem MUX. V tomto případě se opakovaně použije základní
pravidlo. Nejdříve se tedy opraví multiplexor MUX, díky kterému se již systém stane funkč-
ním, a v následující opravě se opraví i zbývající funkční jednotka FU. Při opravě v opačném
pořadí by byl systém zbytečně delší dobu v poruchovém stavu.
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<repairRules>
<component name="GPDRC" count="1"/>
<priorRules>
<priorityRule value="8">
<component name="FU" count="1"/>
<component name="MUX" count ="1"/>
<priorityVal name="FU">12</priorityVal>
</priorityRule>
<priorityRule value="1">
<priorityVal name="MUX">12</priorityVal>
<priorityVal name="FU">10</priorityVal>
</priorityRule>
</priorRules>
</repairRules>
Ukázka kódu 6.3: Příklad definice sekce
”
Repair Rules“ pro TMR systém.
Sekce
”
Imunity“
V sekci
”
Imunity“ jsou uvedeny jednotky, které jsou imunní vůči poruchám. Tyto jednotky
se tedy ve výsledném markovském modelu nemohou porouchat. Sekce je ohraničena značkou
imunity a obsahuje pouze prvky component. U těchto prvků opět zadáváme dva parametry:
name a count, které mají opět stejný význam vysvětlený výše. Sekce imunity může být
samozřejmě ponechána i prázdná. Toto využijeme například v systémech, kde připouštíme
možnost poruchy samotné opravné jednotky.
Příklad definice sekce nerozbitných jednotek pro systém TMR můžeme vidět v ukázce
kódu 6.4. Je zde pro příklad uvedena opravná jednotka GPDRC, která je v tomto příkladě
imunní vůči poruchám. Můžeme zde vidět i příklad komentáře, který je v souladu se syntaxí
XML [16]. V komentáři je uvedena ukázka nerozbitného multiplexoru MUX.
<imunity>
<component name="GPDRC" count="1"/>
<!-- <component name="MUX" count="1"/> -->
</imunity>
Ukázka kódu 6.4: Příklad definice sekce
”
Imunity“ pro TMR systém s nerozbitnou opravnou
jednotkou.
Sekce
”
Computation“
Pro samotný výpočet výsledku je třeba zadat ještě další informace. Jedná se o čas, do
kterého chceme markovský model řešit, a počet vzorků výsledku. Čas výpočtu běží od
hodnoty nula až po zadaný čas ukončení, který je v této sekci označen elementem time. Tato
hodnota musí být v odpovídajících jednotkách, ke kterým jsou vypočteny hodnoty lambda
a mu v sekci
”
Architecture“. V našich příkladech uvažujeme čas výpočtu v jednotkách
milisekund.
Další parametr této sekce, samples, udává počet výsledných vzorků, které jsou uloženy
do výsledného souboru. Pro správné pochopení této veličiny si uvedeme praktické využití
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prvku samples při výpočtu. Celkový čas výpočtu (hodnota elementu time) je dělen poč-
tem vzorků samples. Vzniklá hodnota představuje časový úsek, po který je třeba model
řešit. V okamžiku dosažení tohoto momentu se provede zápis požadovaného výsledku do
výstupního souboru a časová značka příštího zápisu výsledku do výstupu se inkrementuje
o hodnotu jednoho kroku. Doporučený počet vzorků je zhruba v rozmezí 70 až 130. Tyto
hodnoty jsou pouze orientační a počet vzorků je závislý na požadavcích na přesnost výstupu.
Jednoduchý příklad můžeme opět vidět na ukázce konkrétního kódu 6.5. Jedná se
o běžné hodnoty, které byly použity při testování aplikace. Údaj konečného času je uveden
v milisekundách, tedy odpovídá zhruba hodnotě 66, 7 minut.
<computation>
<time>4000000</time>
<samples>100</samples>
</computation>
Ukázka kódu 6.5: Příklad definice sekce
”
Computation“.
Zpracování vstupního XML souboru
Vstupní soubor ve formátu XML v sobě nese veškerá data potřebná pro spolehlivostní ana-
lýzu. Jeho zpracování a provedení základní kontroly dat je třeba tedy udělat jako první krok.
Veškerá data, která budeme získávat z tohoto souboru, jsou ukládána v třídě Data store.
Součástí této třídy jsou jednak datové struktury pro uložení zpracovaných dat, jednak
funkce, které nám umožní ukládání a čtení těchto datových struktur nesoucích potřebné
informace o celém systému. Uživatelem nejčastěji používaná součást této třídy je funkce
parse XML file, která postupně zpracuje všechny sekce se vstupními daty podle popsané
struktury, jež je podrobně popsána v kapitole 6.2. Funkce požaduje právě jeden parametr,
kterým je řetězec určující cestu ke vstupnímu XML souboru.
K načteným informacím o systému pak můžeme přistupovat přímo nebo pomocí funkcí
určených ke čtení těchto datových struktur. Vyjmenujeme si nyní datové struktury, které
jsou pro uložení popisu celého systému použity. Třída obsahuje tři slovníky: count, lam a mu,
které nesou odpovídající hodnoty architektury celého systému. Všechny tyto tři slovníky
používají jako klíč název jednotky. Uživatelem nadefinované korektní stavy jsou uloženy
v seznamu slovníků correctness. Jednotlivé slovníky pak používají jako klíč název jed-
notky a jako hodnota je v nich uložen počet dané jednotky. Jednotky nutné pro provádění
opravy jsou uloženy ve slovníku repair working obdobným způsobem. Klíčem je tedy ná-
zev jednotky a hodnotou je počet těchto jednotek. Seznam repair rules je pak tvořen
trojicemi, které reprezentují jednotlivá pravidla pro opravu. První prvek je celočíselná hod-
nota, která určuje prioritu pravidla, druhý prvek je slovník komponent, které musí v sys-
tému být funkční pro zvolení aktuálního pravidla, třetí prvek je seznam jednotek s prioritou
opravy. Celočíselné hodnoty pro samotný výpočet jsou uloženy v proměnných samples a
time.
6.3 Sestavení přechodové matice
Prvním a hlavním krokem při řešení spolehlivostní analýzy je sestavit přechodovou matici.
Jedná se o matici dle definice uvedené v kapitole 4.1. Každý řádek matice obsahuje tedy
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hodnoty pravděpodobností pij pro daný stav i, které udávají pravděpodobnost přechodu
do stavu j. Abychom mohli tuto matici přechodů sestrojit, musíme mít nejdříve k dispozici
vygenerovaný stavový prostor.
Stavový prostor se generuje pomocí funkce generate statespace. Tato funkce pracuje
na principu, který se za pomoci aktuálního stavu snaží postupným rozbíjením jednotek
vytvořit následný nový stav. První položka výsledného seznamu je tedy stav výchozí, ve
kterém máme v systému k dispozici všechny jednotky, jak jsou nadefinovány ve vstupním
souboru v sekci
”
Architecture“. Předpokládá se, že tento stav bude počáteční pro následný
výpočet, neboť budeme vycházet z plně funkčního systému, v kterém není žádná jednotka
v poruše.
Na základě vytvořeného stavového prostoru a nadefinovaných hodnot lambda a mu
načtených ze vstupního souboru můžeme již sestavit samotnou matici přechodů. Tvorba
přechodové matice je pak zajištěna funkcí make matrix. Tato funkce zohledňuje pravi-
dla pro opravu dle nastavených priorit postupem, který je blíže popsán v kapitole 6.2.
Aplikace obsahuje i zjednodušenou variantu funkce pro generování přechodové funkce,
která prioritní pravidla pro opravu nezohledňuje. Tato funkce je dostupná pod jménem
make matrix random repair. Jak již samotný název funkce napovídá, do výsledné matice
jsou přidány všechny možné varianty oprav pro daný stav a mezi těmito různými možnostmi
opravy je rozhodováno náhodně.
Pomocí funkce do all correctness je vytvořen seznam, který obsahuje indexy stavů,
jež jsou funkční. Pokud tedy vyřešíme markovský řetězec do požadovaného časového mo-
mentu t a sečteme pravděpodobnost právě těchto korektních stavů, dostaneme pravděpo-
dobnost bezporuchového provozu R(t).
Kontrola modelu
Správnost vygenerované matice přechodů je klíčová pro výsledky celé aplikace. Je nutné
tuto matici přechodů zkontrolovat. Pro snadnější kontrolu aplikace automaticky vytváří
orientovaný graf pomocí programu
”
graphviz“. Jako výstup této aplikace je zvolen soubor
ve formátu pdf. Vstupem této aplikace je vygenerovaný soubor s příponou dot, který je vy-
tvářen právě z dříve vytvořené přechodové matice. Pro rozlišení stavů jsou použity zkrácené
popisky stavů. Jednotlivý popisek se skládá z dvojic znaků, kde první znak je počáteční
písmeno názvu jednotky a druhý znak je aktuální počet těchto jednotek v systému. Tyto
dvojice jsou ve výsledném popisku seřazeny vzestupně alfanumericky. Z tohoto důvodu je
vhodné volit názvy jednotek tak, aby měla různá počáteční písmena a nedocházelo tak ke
zbytečnému zmatení a nejasnostem při interpretaci grafu. Popisek může vypadat například
následovně: F2G0M1, kdy se jedná o stav, který obsahuje dvě funkční jednotky FU, jeden
multiplexor MUX a žádnou opravnou jednotku GPDRC.
Příklad výsledného grafu můžeme vidět na obrázku 6.1. Stavy, ve kterých je systém
funkční, jsou označeny kolečkem. Poruchové stavy mají naopak čtvercový tvar. Hrany jsou
popsány velkými písmeny L a M, které nahrazují symboly λ a µ, a malým písmenem, které
opět představuje počáteční písmeno z názvu konkrétní jednotky. U hran, které vedou zpět
do stejného uzlu, je pak doplněna pravděpodobnost setrvání v aktuálním stavu.
6.4 Numerické řešení
Numerické řešení markovského modelu spočívá v původní implementaci v opakovaném ná-
sobení řádkového vektoru s přechodovou maticí, jak vyplývá z popisu řešení markovského
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Obrázek 6.1: Grafické znázornění markovského modelu pro systém TMR s opravou.
řetězce popsaného v kapitole 4.1. Řádkový vektor je inicializován tak, že odpovídá počá-
tečnímu stavu systému. První prvek má tedy hodnotu jedna a ostatní nula. Předpokládá
se, že výpočet spolehlivosti systému vychází z plně funkčního stavu.
Výpočetní čas t je na počátku výpočtu inicializován na hodnotu nula. Jeden dílčí krok
potom spočívá v jednom vynásobení řádkového vektoru s maticí. Výsledkem je nový ak-
tuální vektor pro čas t + 1. Následuje sečtení pravděpodobností všech stavů, v kterých je
systém považován za funkční. Tyto hodnoty jsou právě prvky nového řádkového vektoru.
Získaná suma představuje pravděpodobnost bezporuchového provozu R v čase t+ 1. Tento
výsledek je pro nás již požadovaný výstupní výsledek. Ukládat ale takto vypočtenou hod-
notu pro každý časový moment je nevhodné až zbytečné. Z tohoto důvodu je třeba ve
vstupním souboru definovat hodnotu samples, která udává počet výsledných hodnot. Při
použití tohoto řešení je také zbytečné provádět sumu pravděpodobnosti v každém kroku.
Vyčíslení součtu výsledné hodnoty R(t) se tak provádí pouze v požadovaný okamžik. Cel-
kově tedy tolikrát, kolik je zadáno požadované množství vzorků. Tato úprava řešení se také
pozitivně projevila na rychlosti výpočtu. Psudokód celého řešení můžeme vidět v ukázce
algoritmu 1. Jedná se o dvě vnořené smyčky. První smyčku můžeme považovat za hlavní,
která hlídá ukončení celého výpočtu. Druhá smyčka, která je vnořená v hlavní, pak provádí
samotné maticové násobení a hlídá dosažení časové značky pro zpracování mezivýsledku.
Jakmile je tato časová značka dosažena, provede se výpočet hodnoty R(t) a její zápis do
výstupního souboru.
Ověření výsledků
Pro ověření správnosti výpočtu a především sestavené přechodové matice byla provedena
sada výpočtů. Abychom měli možnost srovnání výsledků, byly tyto výpočty provedeny nad
stejnými daty jako ve článku [8]. Jedná se o spolehlivostní analýzu systému TMR s různými
variantami konfigurace. Ukázka těchto dat je použita zároveň v kapitole 6.2 jako příklad
formátu vstupního souboru. Hodnoty λ a µ jsou v tomto článku vypočteny podle vzorců
(6.1) a (6.2). Správné určení těchto hodnot je zásadní pro získání přesného výsledku.
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i← 0
pause← 0
while i < END do
pause← pause+ STEP
while i < pause do
vector ← vector ·matrix
i← i+ 1
end while
print output
end while
Algoritmus 1: Pseudokód pro implementované numerické řešení.
λ =
#LUT · 100
1000000
· F (6.1)
Pokud se podíváme podrobněji na vzorec (6.1) pro výpočet hodnot λ, vidíme, že důleži-
tým parametrem je hodnota počtu výskytu chyb za jednotku času F . Tato jednotka je
závislá především na prostředí, kterému je jednotka vystavena. V literatuře je často hod-
nota výskytu chyby udávána v jednotkách FIT (zkratka z anglického
”
Failures In Time“).
Jedna FIT potom představuje 1 chybu za miliardu hodin provozu (109h). Hodnota 100
v čitateli zlomku je průměrná hodnota počtu bitů, které přímo ovlivňují správnou funkci
jedné LUT (zkratka z anglického
”
Lookup Table“). Tato hodnota byla získána jako podíl
všech vlivných bitů a počtu LUT v návrhu obvodu [20] [8] [9].
µ =
1
Preparetime+ |bitstream|fg ·buswidth
(6.2)
Hodnoty µ jsou pak určeny ze vzorce (6.2). Vzorec se skládá ze dvou pomyslných částí.
První část je čas Preparetime potřebný pro přípravu procesu rekonfigurace. V případě SEU
je hodnota přípravného času rovna nule. Druhá část představuje samotný čas potřebný k vy-
konání procesu opravy jednotky. Limitující pro opravný proces je rychlost externí odolné
paměti. V uvedeném článku je použita externí paměť, která pracuje na frekvenci 8MHz
a nabízí 8-bitové rozhraní. Přehled vypočtených hodnot, které byly použity pro výpočet
v článku, můžeme vidět v tabulce 6.1. Jedná se o hodnoty pro systém v extrémních pod-
mínkách, kde se uvažuje výskyt 100 chyb za jednu hodinu. Hodnoty µ a µ10 se liší pouze
v proměnné Preparetime, která pro hodnotu µ je nula a pro hodnotu µ10 je nastavena na
10 sekund. [8].
XC5VSX50T Bitstr. #LUT λ µ µ10
TMRcmp [bits] [ms−1] [ms−1] [ms−1]
PRM-FU-ITC-B14 1464192 1209 3, 358 · 10−6 0, 0437 9, 977 · 10−5
PRM-VOTER-B14 47232 54 1, 500 · 10−7 1, 3550 9, 999 · 10−5
PRM-GPDRC-5RPM 330624 266 7, 388 · 10−7 - -
Tabulka 6.1: Vypočtené proměnné pro systém TMR v extrémních podmínkách.
Výsledky výpočtů mé aplikace jsou vyneseny do grafu na obrázku 6.2. Byly použity
stejné varianty jako v uvedeném článku. Jedná se o variace v systému, kde předpokládáme
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možnost poruchy všech jeho součástek, odolný výstupní multiplexor, odolnou opravnou jed-
notku GPDRC a systém bez možnosti opravy. Vzhledem k možnostem srovnání s výsledky
získaných v článku lze prohlásit, že moje aplikace dosáhla velmi podobných průběhů vý-
sledných spolehlivostních funkcí. Výsledky mé aplikace se shodují i ve skutečnosti, že se
při použití odolného výstupního multiplexoru výsledná spolehlivost zlepší jen minimálně
od varianty s poruchovým multiplexorem. Je třeba vzít v úvahu fakt, že tento multiplexor
obsahuje 54 LUT. Často se můžeme setkat s mnohem složitějším výstupním prvkem, kde
by jeho odolnost výrazně ovlivnila spolehlivost celého systému [8].
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Obrázek 6.2: Spolehlivost pro různé konfigurace systému TMR.
Rychlost numerického řešení
Rychlost výpočtu spolehlivostního modelu pomocí numerického řešení je jednou z důleži-
tých aspektů výsledné aplikace. Samotné násobení řádkového vektoru s maticí je optima-
lizované, co se rychlosti týče, díky skutečnosti použití knihovny NumPy. Naměřené časy
výpočtu můžeme vidět v tabulce 6.2. Výpočet byl prováděn na systému TMR s opravou,
jak byl popsán v kapitole 6.2. Přechodová matice tohoto systému má řád šestnáct. Jedná se
tedy o relativně menší a jednodušší systém. Z hodnot naměřených v tabulce tedy vyplývá,
že pokud chceme pro tento systém vypočítat pravděpodobnost provozu za dobu zhruba 72
hodin (3 dny), výpočet nám trvá téměř sedm a půl minuty. Často nás ale zajímá spolehli-
vostní analýza v mnohem vzdálenější době, řekněme řádově desítky let. Pokud bychom tedy
předpokládali, že doba výpočtu bude mít nadále lineární charakter, výpočet spolehlivosti za
dobu jednoho roku (3, 1536 ∗ 1010ms) by trval zhruba 14, 87 hodin. Je třeba připomenout,
že se jedná o triviální systém se šestnácti stavy.
Řešení sestavené přechodové matice numerickou metodou tedy není příliš vhodné ani pro
tak jednoduché systémy jako je systém TMR s opravou. Je tedy nepříliš vhodný pro složitější
pokročilé číslicové systémy. Smysl existence aplikace je v urychlení odhadu spolehlivosti
navrhovaného systému tolerantního k chybám. Pokud by měl výpočet reálného obvodu
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Modelový čas [h] Doba výpočtu [s]
Numerické řešení
1,111 6,554
2,222 12,848
4,444 25,304
8,889 49,790
17,778 100,126
35,556 202,358
71,111 434,589
Tabulka 6.2: Naměřené doby výpočtu pro TMR systém s opravou.
trvat tak dlouhou dobu, bylo by vhodnější provést implementaci na čipu FPGA a následnou
simulaci poruch pomocí SEU injektoru [19].
Bylo třeba ověřit, zda rychlost numerického řešení neovlivňuje příliš zvolený implemen-
tační jazyk Python. Za tímto účelem jsem vytvořil jednoduchý program v programovacím
jazyce C, který řešil pouhý výpočet podle postupu, jež je uveden v ukázce algoritmu 1.
Vstup pro tento program, který tvořil všechny potřebné parametry, včetně přechodové
matice, generovala opět aplikace v jazyce Python. Veškerá výměna těchto vstupních pa-
rametrů probíhala přes textový soubor. Pro oddělení proměnných byl zvolen znak nového
řádku. Při testování se ale ukázalo, že neoptimalizovaná varianta maticového násobení im-
plementovaná v jazyce C, je pomalejší než použití balíčku NumPy v jazyce Python. Proto
jsem tuhle variantu dále nezdokonaloval a nerozvíjel.
6.5 Stochastický simulační algoritmus
Stochastický simulační algoritmus (SSA) je standardní metoda vyvinuta pro simulaci mar-
kovských řetězců se spojitým časem. Někdy se také můžeme setkat s označením Gillespieho
algoritmus. Tento algoritmus byl poprvé představen v roce 1976 Danem Gillespiem v práci,
která se zabývala časovým vývojem chemické kinetiky pomocí stochastické simulace. Tento
algoritmus ale našel uplatnění a oblibu i jinde. Gillespie původně uvedl dva matematicky
ekvivalentní algoritmy. Jednalo se o přímou metodu a metodu první reakce. Častěji se ale
setkáme s přímou metodou díky její lepší efektivitě. Tato metoda je také použita v této
práci. Pro bližší vysvětlení SSA si zavedeme systém X = (X1, X2, . . . , Xn)T , který je re-
prezentován proměnnými pro jednotlivé stavy systému. Proměnná Xi(t) pak značí počet
zkoumaných jednotek ve stavu Xi v čase t. Dále si zavedeme počet přechodů l ze stavu,
pomocí kterého si definujeme intenzitu přechodů λi, i = 1, . . . , l. Algoritmus přímé metody
pak může být popsán následujícím postupem:
1. Inicializujeme stav systému x0.
2. Pro aktuální stav vypočteme intenzitu přechodu λi(x), i = 1, . . . , l.
3. Vypočteme sumu všech možných přechodů ze stavu λ =
∑
λi(x).
4. Vygenerujeme náhodnou proměnnou τ , kterou získáme z exponenciálního rozdělení
se střední hodnotou 1λ .
5. Simulujeme přechod do nového stavu s pravděpodobností λi(x)λ . Vygenerujeme ná-
hodnou proměnnou r z rovnoměrného rozdělení a vybereme přechod do nového stavu
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podle následující podmínky: Pokud platí 0 < r < λ1(x)λ , vybereme přechod 1. Pokud
platí λ1(x)λ < r <
λ1(x)+λ2(x)
λ , vybereme přechod 2 a tak dále.
6. Nastavíme modelový čas na hodnotu t = t+ τ a přejdeme do nového stavu.
7. Opakujeme kroky 2 až 6 dokud platí podmínka t < tstop.
Jak si můžeme povšimnout z definice algoritmu, pro každou jednu iteraci postupu se
generují dvě náhodné proměnné. Jedna s exponenciálním rozdělením se střední hodnotou
1
λ , která představuje dobu setrvání ve stavu, a druhá s rovnoměrným rozdělením pro určení
přechodu do nového stavu. Je dobré si uvědomit význam proměnné λ, který získáme po-
mocí součtu všech intenzit přechodů
∑
λi(x). Pokud si představíme, že jsme v aktuální
moment ve stavu x a chceme z něj při simulaci náhodně přejít do stavu nového, museli
bychom vygenerovat pro každou hodnotu λi(x) náhodnou proměnnou s odpovídajícím ex-
ponenciálním rozdělením. Z těchto náhodných hodnot bychom potom vybrali minimum a
odpovídající stav by pro nás byl stav nový. Událost vedoucí k přechodu do tohoto stavu
by se stochasticky vyskytla v systému jako první. Pro systémy s velikým počtem stavů by
toto řešení ale nebylo vhodné, neboť bychom byli příliš závislí na generování náhodných
proměnných. Tento postup ale můžeme nahradit právě součtem všech hodnot λ =
∑
λi(x),
neboť se sčítají obrácené střední hodnoty výskytů odpovídajících událostí [1].
Při použití SSA není třeba doplňovat prvky na hlavní diagonále. V případě numerického
řešení se tyto prvky doplňují o pravděpodobnost setrvání ve stavu. V případě definice
markovského řetězce se spojitým časem, jak je uvedena v kapitole 4.1, se prvky na hlavní
diagonále doplňují o akumulovanou hodnotu λ, která představuje součet všech intenzit
přechodů ze stavu vynásobený −1. Součet všech prvků na řádku je pak roven nule. Pro
následné zjednodušení algoritmu neukládá má aplikace tyto hodnoty do samotné přechodové
matice na hlavní diagonálu, ale do zvláštního vektoru označeného λ[s] pro všechny stavy s.
Algoritmus, jak je uveden výše, provede v podstatě jeden simulační pokus markovského
řetězce se spojitým časem. Abychom získali přesnější výsledek, musíme uskutečnit takových
pokusů více. Počet pokusů záleží na požadavku na přesnost, které chceme dosáhnout. Počet
provedených iterací si můžeme označit N . Jelikož se jedná v podstatě o algoritmus typu
Monte Carlo, můžeme si přesnost získaného výsledku vyjádřit ze vzorce (6.3). Ze vzorce
vidíme, že relativní chyba err se vypočte jako obrácená hodnota druhé odmocniny hodnoty
počtu provedených pokusů.
err =
1√
N
(6.3)
Metoda tedy při malém počtu iterací není příliš přesná. Pokud chceme přesnost výsledku
zvýšit 10 krát, musíme provést stokrát více pokusů [17].
Bylo třeba vyřešit problém, aby moje aplikace pracovala s variantou při použití SSA
obdobně jako při použití numerického řešení. Algoritmus byl upraven tak, aby ve správný
okamžik provedl zápis průběžného výsledku. Průběžný výsledek pro nás v této variantě
není konkrétní číslo, které představuje pravděpodobnost bezporuchového provozu, ale pouze
příznak, zda se systém v aktuálním čase nachází ve funkčním nebo poruchovém stavu.
Upravený algoritmus s ukládáním mezivýsledků v požadovaný čas je vidět v ukázce 2. Je
zde uvedena i nadřazená smyčka, která zajistí provedení požadovaného počtu iterací.
Pro lepší pochopení si v uvedeném algoritmu vysvětlíme několik položek. Pole hod-
not lambda[state] představuje předem předpočítané hodnoty pro jednotlivé stavy. Jedná
se o součty všech přechodů ze stavu state, a tedy o parametr pro exponenciální rozdělení
40
for iter = 1→ N do
i← 0
r1← −1
pause← STEP
state← 0
while i < END do
if r1 = −1 then
r1← expovariate(λ[state])
end if
if i+ randE ≥ pause then
to pause← pause− i
results[pause][iter] = do output(state)
i← i+ to pause
pause← pause+ STEP
r1← r1− to pause
else
r2← uniform()
state = do transition(r2, λ[state])
end if
i = i+ r1
r1 = −1
end while
end for
Algoritmus 2: Implementovaný upravený algoritmus SSA.
pro dobu setrvání v tomto stavu. V podmíněném bloku příkazů, kde je uvedeno generování
první náhodné proměnné, je v praxi třeba ošetřit skutečnost, že jako parametr exponenciál-
ního rozdělení může být doplněna i nula, pokud se jedná o stav absorpční. Z takového stavu
již není možné přejít do jiného stavu, součet přechodů ze stavu je tedy nula. Pro urychlení
celého výpočtu je použita optimalizační varianta, jež zajistí předčasné ukončení výpočtu,
pokud se při simulaci dostane výpočet do absorpčního stavu. Je zajištěno i potřebné dopl-
nění zbývajících výsledků do pole výsledků. Jsme tak schopni urychlit iteraci.
Průběžným výsledkem jedné iterace je tedy pro nás zapsání jedničky nebo nuly do
příslušné pozice pole výsledků. Jednička je zapsána, pokud je systém aktuálně ve funkč-
ním stavu, nula v opačném případě. Z odpovídajících hodnot k jedné časové značce se při
ukončení výpočtu provede aritmetický průměr, který již představuje finální výsledek. Díky
této vlastnosti lze samotný výpočet snadno paralelizovat. Pokud bychom chtěli uskutečnit
extrémně přesný výpočet pro veliký počet iterací N , stačí spustit m souběžně běžících apli-
kací. Každý jednotlivý program by pak počítal N/m iterací. Ze získaných m výsledných
souborů bychom vypočítali aritmetický průměr a dostali bychom tak požadovanou přesnost
výsledku jako při N iterací. Tento postup je implementován ve skriptu parallel ssa.py.
Generování náhodné proměnné r2 je prováděno s rovnoměrným rozdělením v intervalu
〈0, 1). Uskutečnění přechodu do nového stavu pomocí funkce do transition je pak prováděno
tak, jak je definováno v popisu algoritmu uvedeného výše v této kapitole.
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Ověření výsledků
Jelikož je použit stejný postup pro tvorbu samotné matice přechodů, není třeba již ověřovat
správnost této matice. Je třeba ale ověřit správnost samotného výpočtu SSA a získaných
výsledků. Pro ověření přesnosti a správnosti implementovaného algoritmu pak použijeme
porovnání výsledků s dříve získanými výsledky numerického řešení. Na obrázku 6.3 vidíme
porovnání získaných výsledků pro stejný systém TMR, jak byl uveden v kapitole 6.2 s nu-
merickým řešením. Je zde porovnáváno řešení pomocí SSA se 100 a 1 000 iterací. Pokud
zvýšíme řád počtu iterace na hodnotu 104, nelze již pouhým okem příliš rozeznat rozdíl
mezi křivkami představujícími numerické a simulační řešení. Výsledky pro tento počet ite-
rací můžeme vidět na obrázku 6.4. Tuto hodnotu počtu iterací tedy lze považovat pro naše
použití již za dostatečnou. Pokud bychom požadovali získaní přesnějších výsledků, museli
bychom počet iterací zvýšit v souladu se vzorcem (6.3). Při extrémních požadavcích na
přesnost bychom se již nevyhnuli nutnosti celý výpočet provádět paralelně podle postupu
uvedeného v předcházející kapitole. Rychlost výpočtu je diskutována v následující kapitole.
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Obrázek 6.3: Přesnost SSA pro 100 a 1 000 iterací.
Rychlost výpočtu
Za účelem porovnání rychlosti výpočtu SSA s numerickým řešením uvedeme tabulku 6.3,
která zobrazuje naměřené časy pro stejný referenční model jako v tabulce 6.2. Je třeba
připomenout, že se jedná o systém TMR s opravou pro velmi extrémní podmínky (100
poruch za jednu hodinu). Zkracování času potřebného pro výpočet si můžeme vysvětlit
skutečností, že zhruba po době odpovídající dvěma hodinám se již většina simulačních
pokusů nachází v absorpčním stavu. Pro tento stav je výpočet ukončen a do pole výsledku
jsou doplněny odpovídající hodnoty. Za zrychlování tedy může tato optimalizační technika.
Abychom byli schopni správně otestovat rychlost aplikace s použitím SSA, je třeba
definovat spolehlivostní model, který bude více odpovídat reálnému prostředí. Za tímto
účelem si vypočteme potřebné hodnoty λ a µ podle vzorců (6.1) a (6.2). Budeme uvažovat
výskyt chyb pro prostředí, v kterém byly provedeny testy v publikaci [9]. Jedná se o pro-
středí s nadmořskou výškou blízko okolo úrovně hladiny oceánu a teplotě 125◦C. Pro tyto
podmínky naměřili pro FPGA čip produktové řady Virtex-5 hodnotu 857 FIT. Použijeme
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Obrázek 6.4: Přesnost SSA pro 10 000 iterací.
Modelový čas [h] Doba výpočtu [s]
SSA (104 iterací)
1,111 7,797
2,222 7,276
4,444 6,279
8,889 5,142
17,778 4,637
35,556 4,319
71,111 4,114
Tabulka 6.3: Srovnání časů pro výpočet systému TMR s opravou.
stejné součástky jako jsou uvedeny v tabulce 6.1, ze které vyjdeme při výpočtu. Hodnoty µ a
µ10 zůstanou stejné, neboť nejsou na změněném parametru F závislé. Přepočítané hodnoty
λ pro toto prostředí jsou pak tedy 2, 878 · 10−14 pro funkční jednotku PRF-FU-ITC-B14,
1, 286 ·10−15 pro jednotku PRM-VOTER-B14 a 6, 332 ·10−15 pro opravnou jednotku PRM-
GPDRC-5RPM. Hodnoty LUT a Bitstream zůstaly nezměněné.
Výsledky pravděpodobnosti bezporuchového provozu s těmito hodnotami parametrů λ
a µ pak můžeme vidět na obrázku 6.5. Tyto výsledky byly získány simulačním výpočtem
při provedení 10 000 iterací. Průměrná doba výpočtu pro všechny varianty konfigurace
tohoto systému byla 7, 793s. Při zvýšení přesnosti o řád (100 000 iterací) trval výpočet
stejného modelu 772, 09s, tedy zhruba třináct minut. Výpočet byl proveden pro modelový
čas ukončení zhruba 2, 5 · 1014ms, což odpovídá hodnotě přibližně 8 000 let. Je třeba si
uvědomit, že se jedná o hypotetický výpočet. Nelze předpokládat, že za tak vzdálený ča-
sový údaj bude stále intenzita poruch λ konstantní. Pravděpodobně se již posuneme do fáze
stárnutí (sektor III ), jak je uvedeno na obrázku vanové křivky 2.1. Pro ověření rychlosti
řešení nám ale tyto hodnoty posloužily uspokojivě. Předpokládáme, že aplikace bude pou-
žita pro výpočet spolehlivosti v podstatně bližší budoucnosti (řádově desítky let), zato ale
v nepříznivějších podmínkách. Hodnota výskytu poruch bude u takového prostředí výrazně
vyšší. Typickým příkladem může být vesmír. Získat ale přesné hodnoty výskytu chyb pro
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Obrázek 6.5: Spolehlivost pro systém TMR v reálných podmínkách.
taková prostředí je velmi obtížné.
Pro stejnou hodnotu modelového času ukončení jsem zkusil zvyšovat velikost stavového
prostoru. Zvětšování této hodnoty by se mělo výrazně projevit na délce výpočtu, protože
z aktuálního stavu máme více možností cest do jiných stavů. Výsledná suma
∑
λi(x) je
pak větší číslo, tedy střední hodnota exponenciálního rozdělení pro dobu setrvání ve stavu
je menší. Simulační algoritmus pak musí častěji generovat náhodné proměnné a rozhodovat
se, do jakého stavu přejde. Závislost doby výpočtu na počtu stavů markovského řetězce
můžeme vidět v tabulce 6.4. Při tomto testu byl použit hypotetický model s funkčními jed-
notkami, které se vyskytovaly v systému vždy pouze jednou. Celý systém byl funkční pouze
v případě funkčnosti všech těchto jednotek zároveň. V systému byla přítomna opravná jed-
notka GPDRC. Parametry λ, µ, počet vzorků a modelový čas ukončení byly použity stejné
jako v předchozím příkladě. Pro dostatečnou přesnost bylo použito 104 iterací. Z uvedené
tabulky pak můžeme vidět, že doba výpočtu je jistě na velikosti stavového prostoru závislá.
Zvětší se pak zhruba dvakrát při každém zvětšení stavového prostoru o polovinu.
Počet stavů Doba výpočtu [s]
16 10,543
32 17,654
64 33,418
128 70,591
256 155,963
512 353,230
Tabulka 6.4: Srovnání výpočetních časů pro různé velikosti stavového prostoru.
Nad stejnými daty jsem provedl i testování rychlosti výpočtu při použití paralelního
zpracování. Detailní popis tohoto výpočtu je uveden v kapitole 6.5. Naměřené výsledky
můžeme vidět v tabulce 6.5. Výpočet byl spuštěn pro 104 iterací na čtyřech vláknech. Je
dobré podotknout, že prováděné měření bylo uskutečněno na počítači se dvěma fyzickými
jádry. Pomocí virtualizace pak jsou systému nabídnuty čtyři virtuální jádra. Díky tomuto
faktu si můžeme povšimnout, že bylo dosaženo přibližně dvojnásobného zrychlení oproti
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klasické variantě uvedené v tabulce 6.4.
Počet stavů Doba výpočtu [s]
4 vlákna
16 5,619
32 8,698
64 16,147
128 37,216
256 71,919
512 161,762
Tabulka 6.5: Doba výpočtu pro paralelní výpočet SSA.
6.6 Použití aplikace
Jak již bylo zmíněno dříve, program je implementován jako konzolová aplikace v jazyce
Python. Obsahuje hlavní soubor s názvem realiability model.py, v kterém jsou uve-
deny definice samotných výpočetních algoritmů. Dále tato hlavní funkce používá ke své
činnosti další potřebné soubory. Jedná se o třídu datového úložiště definovanou v souboru
data store.py, která se stará především o zpracování vstupního souboru ve formátu XML
a následné uchování potřebných načtených údajů do snadno použitelných datových struk-
tur. Dále aplikace používá další podpůrné třídy pro zpracování výstupu (output.py) a
generování orientovaného grafu přechodů (dot graph.py). Funkce pro samotné generování
stavového prostoru, následnou tvorbu matice přechodů a další podpůrné funkce jsou uloženy
v souboru matrix.py.
Při spuštění aplikace je pak třeba zadat tři povinné parametry, kterými jsou vstupní
soubor, jméno pro výstupní soubory a volba metody. Za metodu může být zvolena jedna
ze dvou možností ssa nebo numeric. Pokud je zvolena metoda ssa, je třeba přidat čtvrtý
argument aplikace, který představuje počet iterací. Jedná se tedy o celé číslo. Celý příkaz
pak může vypadat následovně:
./reliability_model.py input_data.xml output ssa 10000
Název pro výstup je pak použit hromadně pro všechny tři výstupní soubory. Jedná se
o samotný soubor s výsledky výpočtu (bez přípony), soubor s definicí grafu pro aplikaci
”
graphviz“ (přípona dot) a soubor s grafem markovského modelu (přípona pdf). Vstupní
soubor ve formátu XML je pak zadán ve tvaru, jak je definován v kapitole 6.2.
Paralelní verze, která je implementována podle popisu v kapitoly 6.5, je přístupná po-
mocí skriptu parallel ssa.py. Tento skript požaduje čtyři povinné parametry: vstupní
soubor, výstupní soubor, počet iterací N a počet vláken m. Skript potom spustí zadaný
počet podprocesů, který každý řeší N/m iterací. Příkaz pro spuštění pak může vypadat
následovně:
./parallel_ssa.py input_data.xml output 1000000 4
Aplikace při běhu vytváří pomocné soubory s názvem odvozeným od parametru output,
za který přidává číslo reprezentující číslo výpočetního procesu. Za pomoci těchto souborů
pak na závěr vytvoří požadovaný výsledný soubor s odpovídajícím názvem output.
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6.7 Možnost dalšího rozšíření
Pro urychlení výpočtu sestaveného markovského řetězce se nabízí v úvahu optimalizační
technika, která by shlukovala všechny poruchové a neopravitelné stavy do jednoho FAIL
stavu. Díky tomuto speciálnímu stavu bychom zredukovali řád matice a jistě tak zrych-
lili výpočet jak numerického řešení, tak řešení pomocí SSA. Tyto stavy si můžeme dovolit
sloučit, protože na výslednou spolehlivost již nemá vliv to, v kterém porouchaném stavu
se nacházíme přesně. Je pro nás pouze podstatné, že se již z porouchaného stavu nedo-
staneme do jiného stavu než opět porouchaného. Na výslednou hodnotu pravděpodobnosti
bezporuchového stavu pak již nemá vliv to, které jednotky jsou ještě funkční.
Další příležitostí pro rozšíření je možnost převést aplikaci na paralelní zpracování. Tato
varianta by mohla být prospěšná především pro numerické řešení, jelikož se jedná o časté
opakované provádění typických maticových operací násobení a následného sčítání (anglicky
”
Multiply-accumulate“). Tyto operace jsou hojně používány v počítačové grafice a grafické
procesory jsou pro paralelizaci a výpočet maticového násobení často velmi dobře optimali-
zovány. Jednalo by se tedy o přepsání výpočtu na aplikaci využívající prostředky například
architektury CUDA nebo standardu OpenCL.
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Kapitola 7
Závěr
Pro výběr správného spolehlivostního modelu pro pokročilé systémy bylo třeba nastudovat
možné varianty, které se k tomuto úkolu nabízely. Nejdříve jsem se seznámil s problematikou
spolehlivosti samotné a s tím, proč je důležité se jí zabývat. Zjistil jsem, že spolehlivost je
komplexní vlastnost objektu a skládá se z několika spolehlivostních ukazatelů. Nejzajíma-
vější se pak pro běžné použití stala pravděpodobnost bezporuchového provozu. Zjistil jsem,
jak je možné vypočítat tuto pravděpodobnost pomocí blokových spolehlivostních modelů,
stromu poruch a především pomocí markovských modelů. Právě markovské modely nám
nabízí nejmocnější nástroj, který je vhodné použít i pro obnovované systémy. Dále jsem
se podrobněji zabýval konkrétně markovskými řetězci se spojitým časem, které jsou podle
literatury [7] [14] pro pokročilé systémy nejvhodnější.
Jedním z požadavků bylo provedení implementace aplikace, která podle zadané konfigu-
race systému v souboru formátu XML vypočte pravděpodobnost bezporuchového provozu
pro určitý časový úsek. Předpokládá se využití této aplikace jako předcházející krok při
testování systémů odolných proti poruchám pomocí čipu FPGA a SEU injektoru. Hlavním
požadavkem na aplikaci byla především rychlost samotného výpočtu. Aplikaci jsem imple-
mentoval jako nástroj, který je založen právě na markovských řetězcích pracujících se spo-
jitým časem. Podle vstupního popisu systému sestaví přechodovou matici, kterou následně
řeší numericky nebo stochastickým simulačním algoritmem. Numerické řešení bylo navrženo
jako první a jako první i implementováno. Toto řešení bylo ale časově příliš náročné a pro
běžné použití nevhodné. Rychlost výpočtu značně urychlil stochastický simulační algorit-
mus, u kterého je rychlost výpočtu závislá spíše na požadované přesnosti (počtu iterací při
výpočtu) než na požadovaném časovém úseku, pro něž má být systém řešen. Pokud je tedy
požadováno pouze orientační řešení, zato ale získané v co nejkratší době, je stochastický
simulační algoritmus vhodným řešením.
Tato práce byla přihlášena jako příspěvek do konference EEICT, kde byla umístěna do
sborníku magisterských projektů v kategorii věnované počítačovým systémům.
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