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How does inhomogeneity affect our interpretation of cosmological observations? It has long been
wondered to what extent the observable properties of an inhomogeneous universe differ from those
of a corresponding Friedman-Lemaitre-Robertson-Walker (FLRW) model, and how the inhomo-
geneities affect that correspondence. Here, we use numerical relativity to study the behavior of light
beams traversing an inhomogeneous universe and construct the resulting Hubble diagrams. The uni-
verse that emerges exhibits an average FLRW behavior, but inhomogeneous structures contribute to
deviations in observables across the observer’s sky. We also investigate the relationship between an-
gular diameter distance and the angular extent of a source, finding deviations that grow with source
redshift. These departures from FLRW are important path-dependent effects with implications for
using real observables in an inhomogeneous universe such as our own.
I. INTRODUCTION
The field of cosmology has always relied on the cos-
mological principle: the Universe is homogeneous and
isotropic. This principle has been used to construct the
dynamical models with which we understand and inter-
pret the evolution of the Universe; and in the context
of this principle we define and measure cosmological pa-
rameters. However, as cosmological measurements reach
percent-level precision, the effects of inhomogeneities in
the Universe become increasingly important when com-
paring observations to models. The field of cosmology
has typically studied these effects using a perturbative
approach, with inhomogeneities described and modeled
by a linearized-gravity approximation [1, 2]. Addition-
ally, semi-analytic models have been used to study effects
of inhomogeneities on observables in specific spacetimes,
such as Swiss Cheese or Lindquist-Wheeler metrics [3–6].
Just a short time ago, the dynamics of cosmological
dust spacetimes were examined in full 3+1-dimensional
general relativity (GR) for the first time by solving the
Einstein field equations numerically [7–9]. These studies
and others such as [10–12] have, so far, focused on math-
ematical and numerical properties of the spacetimes,
rather than the impact of inhomogeneities on cosmolog-
ical observables. An open question therefore remained:
can we compute predictions for observables and demon-
strate the necessity and power of these numerical simu-
lations?
In this work, we present the first calculation of observ-
able quantities in cosmology using the full, unconstrained
framework of numerical relativity for a pure “dust”
spacetime containing inhomogeneities on large scales –
a framework consistent with the work presented in [7–9].
We follow light beams along null geodesics through a toy
universe and integrate the optical scalar equations along
these geodesics, garnering information about angular di-
ameter distances and photon redshifts as the universe
evolves. Using these observables, we construct the re-
sulting Hubble diagrams, plotting the distance modulus
versus redshift, and compare the results to the Friedman-
Lemaitre-Robertson-Walker (FLRW) model.
We thus extend the previous numerical studies in GR
by examining the properties of photons traversing these
spacetimes. A schematic of this scenario is depicted in
Fig. 1. In general, we find good agreement between the
averaged observables and corresponding FLRW model;
however, there are departures along individual paths, and
when observers or sources are located in under-densitites
or over-densities.
The demonstration of this method by way of draw-
ing Hubble diagrams is the main result of this work. We
explore the ability of our code to resolve effects that man-
FIG. 1: A depiction of raytracing through a spacetime with
density fluctuations. Shades of lighter gray represent denser
regions of space, and darker colors represent less dense re-
gions. In a time-reversed sense, light rays (yellow) originate
from an observer located in the volume and propagate out-
ward along null geodesics.
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2ifest themselves in Hubble diagrams due to observers be-
ing located in over-dense or under-dense regions [13–15].
We additionally demonstrate the ability of this method
to examine the relationship between different distance
measures, such as luminosity distance and observed an-
gular extent, probing discrepancies that might arise due
to inhomogeneities. While our model attempts to mimic
our Universe on large scales, we do not yet resolve small-
scale structure, and that the amplitude of fluctuations is
not observationally motivated. Nevertheless, we hope to
be able to model these more realistically in the future.
We begin in Section II A by briefly reviewing the for-
mulation of numerical relativity used in this work, and
describing, in Sections II C and II B, the formalism we
use to integrate photon geodesics. We then provide de-
tails of the numerical technique used to integrate these
equations in Section III. Finally, in Section IV we present
results from a series of cosmologically-motivated simula-
tions, and remark on Etherington’s reciprocity relation
and the ability of our technique to probe outstanding
questions in cosmology.
II. EVOLUTION OF OBSERVABLES IN A
GENERAL SPACETIME
Numerical relativity has seen a number of break-
throughs in the past two decades, notably the develop-
ment of formulations capable of stable long-term evolu-
tion. We take advantage of these advancements, and once
again [8] apply them in a cosmological setting. We also
write the geodesic equations and optical-scalar equations
in a form suitable for integration in our numerical space-
time.
A. The BSSN formulation
The BSSN formulation [16, 17] is a variant of a 3 + 1
decomposition with important modifications for improv-
ing the numerical stability of the system. For a review or
for further details, see eg. [18, 19]. In this formulation,
the metric is decomposed as
gµν =
( −α2 + βlβl βi
βj e
4φγ¯ij
)
, (1)
where γij = e
4φγ¯ij is the spatial metric with det(γ¯ij) = 1,
and α and βi are the lapse and shift respectively. The
metric obeys the BSSN evolution equations,
∂tφ = −1
6
αK + βi∂iφ+
1
6
∂iβ
i (2)
∂tγ¯ij = −2αA˜ij + βk∂kγ¯ij + γ¯ik∂jβk
+γ¯kj∂iβ
k − 2
3
γ¯ij∂kβ
k (3)
∂tK = −γijDjDiα+ α(A˜ijA˜ij + 1
3
K2)
+4piα(ρ+ S) + βi∂iK (4)
∂tA˜ij = e
−4φ(−(DiDjα) + α(Rij − 8piSij))TF
+α(KA˜ij − 2A˜ilA˜lj) + βk∂kA˜ij
+A˜ik∂jβ
k + A˜kj∂iβ
k − 2
3
A˜ij∂kβ
k , (5)
with source terms ρ, S, Sj , and Sij projections of the
stress-energy tensor onto the spatial slice. A key to
the numerical stability of the system is the introduc-
tion of a redundant set of auxiliary variables, contrac-
tions of the Christoffel symbol of the conformal metric
γ¯ij , Γ¯
i ≡ γ¯jkΓ¯ijk, which are used to compute the Ricci
tensor. These are also dynamically evolved,
∂tΓ¯
i = 2
(
Γ¯ijkA˜
jk − 2
3
γ¯ij∂jK − 8piγ¯ijSj + 6A˜ij∂jφ
)
.
(6)
In this scheme, the extrinsic curvature, Kij , has been de-
composed into a conformally related trace-free part, A˜ij ,
and trace, K, as Kij = e
4φA˜ij +
1
3γijK. Although our
code allows for an arbitrary gauge choice, synchronous
gauge (α = 1 and βi = 0) is applied in this work.
A pressureless, w = 0, perfect fluid is used to model
the matter component of this universe on large scales,
consistent with a cold-dark matter model. The general
equations of motion for such a fluid require integration
techniques tailored to the problem, such as finite-volume
methods [20], phase-space methods [21], or N-body tech-
niques [22]. However, in synchronous gauge, the equa-
tions of motion simplify to
∂t(γ
1/2ρ) = 0 (7)
for a fluid with no initial coordinate velocity and den-
sity ρ. Although multistreaming – or the crossing of
fluid elements – cannot be resolved using this formula-
tion due to the formation of coordinate singularities, this
does not present an issue on the large scales examined
in this work. We can therefore choose an initial confor-
mal density γ1/2ρ that will not evolve over the course
of the simulation. For this choice of coordinates, the re-
maining matter source terms in the BSSN Equations are
S = Sj = Sij = 0.
B. Propagation along null geodesics
While the BSSN formalism allows us to evolve the
metric, we wish also to compute measurable quantities.
We therefore derive the equations of motion for particles
traveling along geodesics. Although we are particularly
interested in null geodesics, the equations presented in
this section can also be applied to massive particles.
Adopting the notation of (and loosely following) [23],
we begin by noting that the equations describing prop-
agation along a geodesic are often parametrized by an
affine variable, λ. We will need to re-parametrize these
equations in terms of the coordinate time t and variables
3from a 3+1 decomposition. The 4-momentum, pµ, for a
particle following a geodesic is
dXµ
dλ
= pµ , (8)
for an affine parameter λ that parametrizes the parti-
cle’s path. In order to work in terms of 3 + 1 quantities,
the 4-momentum is decomposed and written in terms of
quantities according to observers on a spatial slice. This
is accomplished by writing the 4-momentum in terms of
a piece parallel to the unit normal to the slices, pµ‖ ‖ nµ,
where the normal is nµ = (α−1,−α−1βi), as well as a
transverse piece proportional to the velocity according
to a normal observer, pµ⊥ ∝ V µ.
We then define the energy of the particle according to
a normal observer as E ≡ −nµpµ. The zero-component
of the 4-momentum can be related to E by noticing that
nµdX
µ = nµp
µdλ, (9)
which is just E/α = p0. We can now decompose the
4-momentum as
pµ‖ = p
µ − pµ⊥ = Enµ
pµ⊥ = p
µ − Enµ ≡ EV µ , (10)
where pµ = E (nµ + V µ). Because the velocity vector V µ
has no component in the direction normal to the spatial
slices (nµV
µ = 0), we can choose to write it as V µ =
(0, V i), with no time component.
We now wish to obtain evolution equations for E and
V i in terms of a coordinate time t rather than affine
parameter. We can do so using the geodesic equation,
d2Xµ
dλ2
= −Γµαβ
dXα
dλ
dXβ
dλ
(11)
for the position of a particle, Xµ, along a path
parametrized by λ. This can be written in a form well-
suited for integrating the 3 + 1 variables, resulting in a
closed set of equations of motion:
1
E
d
dt
E = αKijV
jV k − V j∂jα (12)
dXi
dt
= αV i − βi (13)
dV i
dt
= αV j
(
V i∂j lnα−KjkV kV i + 2Kij
−(3)ΓijkV k
)
− γij∂jα− V j∂jβi . (14)
C. Angular diameter distances and the optical
scalar equations
The angular diameter distance, DA, is a standard dis-
tance measure used in cosmology, with the desirable
property that it can be directly measured or computed
for distant sources. It is also related to the luminosity
distance: DA = (1 + z)
2DL. This statement, known as
the Etherington Reciprocity Theorem or distance dual-
ity relationship [24, 25], is a geometric result, and holds
so long as photon number is conserved and all photons
in the beam “feel” the same metric – meaning the beam
width is small compared to distances over which the met-
ric varies. This small beam limit should be a good ap-
proximation for point-like sources such as supernovae,
but not necessarily for beams with a large angular ex-
tent, such late-universe baryon acoustic oscillations, or
degree-scale CMB fluctuations. A more thorough discus-
sion can be found in other works, eg. [26].
In order to compute angular diameter distances, we
must track the cross-sectional area of a light beam as
it propagates through space. We accomplish this using
the Sachs optical-scalar equations, rewritten in a form
well-suited to both numerical integration and extraction
of cosmological parameters. These equations track the
width of a beam `, its time-derivative ϕ, the shear rate
of the beam σ, and basis vectors, known as screen vec-
tors, spanning the plane of the beam area, sµ1 and s
µ
2 .
The evolution equations (briefly elaborated upon in Ap-
pendix A and Appendix B) are
p0
d
dt
ϕ = `
(R− σ2R − σ2I)
p0
d
dt
` = ϕ
p0
d
dt
σ¯R = `
2<[W]
p0
d
dt
σ¯I = `
2=[W] , (15)
with σ¯ = `2σ. The Ricci optical scalar R is given by
R = −4piTµνpµpν , (16)
and the real and imaginary pieces of the Weyl scalar W
are
<[W] = −1
2
Cµνρσ(s
µ
1s
σ
1 − sµ2sσ2 )pνpρ (17)
=[W] = Cµνρσsµ1pνpρsσ2 . (18)
The screen vectors evolve according to
d
dt
sµA = s
j
AV
i
(
γjk
d
dt
V k − 3V kKjk + VlV kΓlkj
)
−ΓiklV kslA + γijKjkskA . (19)
These equations are subject to boundary conditions at
the point of observation, namely that the beam area has
converged, `(tobs) = 0, the observer views the beam as
subtending some solid angle ϕ(tobs) =
√
Ωobs, and the
shear rate is σ = 0 [3]. In terms of these variables, the
angular diameter distance to a source that emitted light
at some time tem, seen by an observer as subtending a
solid angle Ωobs at time tobs, is DA = `(tem)/ϕ(tobs).
4We conclude this section by writing the relationship
between various quantities defined so far, and corre-
sponding FLRW quantities for a completely homoge-
neous spacetime, in Table I.
Quantity FLRW Notation Our Notation
Scale factor a e2φ
Hubble parameter H −K/3
Photon redshift z E − 1
Angular diameter distance DA `em/ϕobs
TABLE I: Translation between variables in a completely ho-
mogeneous dust universe.
III. NUMERICAL METHOD DETAILS
As we are interested in examining the dynamics of pho-
ton geodesics converging at an observer, we will need to
ensure our boundary conditions at the observer are satis-
fied, or that beams have converged at a particular space-
time point. The most straightforward and consistent way
to implement this is to integrate a system forward from
some initial state to a future observation time, and then
trace photon paths while integrating the system of equa-
tions backwards in time. Our code implements precisely
this, allowing us to evolve the system from some cosmo-
logical initial conditions to a future state, change the sign
of the timestep, and continue integrating both the met-
ric and photon geodesics. The cosmological initial con-
ditions we use consist of a Gaussian-random realization
of a matter field with a cosmologically-motivated matter
power spectrum in a periodic spacetime,
P ρk =
4P∗
3
k/k∗
1 + 13 (k/k∗)
4
. (20)
We cut P ρk off at some finite kcutoff in order to reduce fluc-
tuations on scales where grid effects become important,
so that fluctuations are resolved by sufficiently many
points. Further details of this spacetime can be found
in [8]. In order to specify initial conditions for light
rays, we pick random outgoing directions from a spec-
ified point, and integrate along null geodesics in these
directions backwards in time.
Integrating backwards not only allows us to ensure
light rays converge at an observer, but also allows us to
verify that we evolve back to the initial state imposed at
the beginning of the simulation. We find that our code
passes this check to within a small, expected level of er-
ror. While of importance in our work, such a technique
would not necessarily be suitable for simulations without
periodic boundary conditions, as information about the
state of the metric may propagate outside the volume of
interest when using, for example, damping boundary con-
ditions. This method may also fail for hydrodynamical
calculations in the presence of shocks.
Because we integrate through a discretized spacetime,
we also need to compute metric quantities between grid
points, requiring an interpolation scheme. In this code
we utilize simple linear interpolation, accurate only to
O(∆x2). In principle this could be improved, as the
metric and matter fields are evolved using an O(∆x8)
scheme, however this level of accuracy is not found to be
necessary here. Accumulated error for quantities inte-
grated along geodesics is therefore O(∆x), the dominant
contribution to the error in our results. For cosmological
runs (such as presented in [7]), we see convergence as ex-
pected given the interpolation and integration order used
to follow photon trajectories. Further details of the code
we use to evolve the spacetime can be found in [8].
We use results from simulations run at three different
resolutions: N3 = 1283, N3 = 1443 and N3 = 1603.
We then use a standard numerical technique, Richard-
son extrapolation [27, 28], in order to test convergence,
to obtain results at higher order, and to obtain error es-
timates.
As a final note on error, the statistical uncertainty in
computed means scales as 1/
√
Nγ , with Nγ the number
of traced rays. In general, we will be tracing Nγ = 10
3
rays for each observer, so we expect statistical error in the
means to be a few per-cent of the variance. Numerical
error in computed quantities is found to be of order a part
in 106, significantly smaller than this statistical error.
IV. RESULTS: COMPUTING OBSERVABLES
In this section we present results from following light
beams through a series of simulated cosmological space-
times similar to the fiducial model presented in [7]. We
begin by examining the properties of observables in our
model, and describe the effects of the inhomogeneities
compared to a corresponding FLRW model, or a homoge-
neous universe containing only pressureless matter (eg.,
Ωm = 1). The initial density fluctuations in these runs
are around σρ/ρ = 0.1, which grow to σρ/ρ = 0.2 on the
spatial slice containing our observers. On average, we
see that our simulations reproduce the FLRW universe
extremely well; however there are significant deviations
along individual paths and when observers or sources are
preferentially located in under- or over-dense regions.
We first remark on the case of an observer whose lo-
cal density corresponds closely to the average value on
a spatial slice. In this case, we find light beams travers-
ing individual geodesics trace out a uniform distribution
of angular diameter distances, the mean of which closely
tracks the FLRW expectation at all redshifts we exam-
ine. In Fig. 2 we present a Hubble diagram as would be
computed by such an average observer, after converting
the angular-diameter distances to apparent magnitudes,
m−M = 5 log10
(
DA(1 + z)
−2/10 pc
)
.
In Fig. 3, we present the corresponding residual Hub-
ble diagram. In this diagram we subtract the distance
modulus for a matter-dominated FLRW model from the
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FIG. 2: A Hubble diagram according to an ‘average’ ob-
server. The black dotted line indicates the prediction from a
pure-FLRW model, many green dashed lines are derived from
angular diameter distances computed along individual lines
of sight, and the red line is the average along all individual
lines of sight. The different lines are nearly indistinguishable.
distance modulus we calculate for our model for each
value of z. Of note, there is some ambiguity in choos-
ing which FLRW model to compare to. For example,
the FLRW model that agrees with the conformal average
density at a particular time will not necessarily agree at
a later time, and will also not necessarily agree with the
FLRW model that agrees with the (conformal) average
expansion rate. For an increasingly inhomogeneous uni-
verse these differences may become important, however
for our simulations, the differences are largely unimpor-
tant. We thus compare to a pure-FLRW model for which
the expansion rate agrees with the conformally averaged
expansion rate of the initial simulation hypersurface.
In the residual diagram, we find that despite fluctu-
ations along individual paths, there is close agreement
between the average angular diameter distance and cor-
responding FLRW model at most of the redshifts we
probe. Of significance, at very low redshift (z <∼ 0.1),
there are sizable deviations. These arise primarily due to
the local structure of the universe: although this observer
is situated at a location of near-average density, they
are nevertheless near both over-dense and under-dense
patches, which in turn affect angular-diameter measure-
ments. Averaged across many such observers, these local
effects can disappear; however for an individual observer
we do not find this to be the case. At larger redshifts,
we find agreement between averaged quantities and the
corresponding FLRW model to within the uncertainty of
our model.
We could compare this behavior to semi-analytic mod-
els, for example Swiss-Cheese universes, using the Dyer-
Roeder approximation. To an extent, our findings con-
trast the ideas behind such models, which posit that
light beams will undergo less focusing as they intercept
less matter (for a given average density) in “lumpier”
universes. However, our current simulations are in a
regime that should be well-described by linear theory, or
FIG. 3: A residual Hubble diagram according to an ‘average’
observer. Thin black lines depict angular diameter distances
along several particular lines of sight for this observer. The
black dashed line indicates the prediction from a pure-FLRW
model. The solid red line indicates the average angular diam-
eter distance of these rays, for which we see agreement with
FLRW. The statistical error – standard error in the mean
– is shown at the one and two ‘sigma‘ level, indicated by
semi-transparent red shading, so the width of the red curve
is indicative of error. White dashed lines indicate the stan-
dard deviation of the distribution of magnitudes. Finally, the
background shows a histogram of the magnitudes along all
integrated lines of sight as a function of redshift.
a regime in which fluctuations are normally distributed
around the FLRW solution, and thus average away.
These models also suggest the shear terms are negligible,
something we find approximate agreement with; the size
of the shear terms relative to the Ricci optical scalar is
R/|σ2| ∼ O(0.01%). Nevertheless, once collapsed struc-
ture is better resolved by future work, investigating these
comparisons will be an interesting and important task.
We next examine effects due to an observer being sit-
uated in a local over-dense or under-dense region. In
synchronous gauge, especially at early times, fluctuations
in the metric are directly sourced by fluctuations in the
density of the universe. In our simulations, and in our co-
ordinates, the fluid is at rest throughout the simulation,
so photons passing through over-dense or under-dense re-
gions will be redshifted according to how the metric has
responded to the over- or under-density. In synchronous
gauge, this can be interpreted as an analogue to a late-
time integrated Sachs-Wolfe effect, or Rees-Sciama effect.
In a gauge where the fluid is not co-moving, at least some
of this effect may interpreted as due to peculiar veloci-
ties. In Fig. 4 we see such an effect for an observer in a
local over-density. We note that the effect of an observer
sitting in a local under-density is similar but opposite in
6FIG. 4: A Hubble diagram as in figure 3 created by ray-
tracing through the simulated universe, but for an observer
located in an overdensity. Effects due to local structure are
manifest at low redshift.
magnitude and can mimic the behavior of a cosmologi-
cal constant. The idea that we are situated in a large
void has been explored in great detail in the past, see
eg. [14, 15]. While such an effect is unlikely to explain
cosmic acceleration, it could nevertheless result in local
measurements of cosmological parameters that do not re-
flect more global properties of the spacetime.
In a similar vein, we could use our technique to explore
effects due to the tendency of observable sources to lie in
regions of higher density. One might expect to see the
average deviation from FLRW affected by a Sachs-Wolfe-
type effect, as photons not only climb out of gravitational
potential wells, but undergo additional Ricci focusing due
to the presence of a local overdensity at the source, re-
sulting in a slightly diminished inferred angular diameter
distance. Preliminary explorations of this effect suggest
this could be an interesting future topic of study.
We conclude by examining the ability of our technique
to explore differences in inferred angular diameter dis-
tances for objects of large angular extent due to inho-
mogenities. Such effects can manifest themselves in ob-
servations of extended structures, for example degree-
scale CMB fluctuations or Baryon-Acoustic-Oscillation-
scale structures. In principle, a similar calculation can
be used to directly probe breakdowns of the Etherington
Reciprocity theorem due to finite beam effects. Viola-
tions of this theorem are of particular interest due to their
ability to probe physics affecting the underlying assump-
tions of the theorem, and have thus become increasingly
well constrained [29].
As a simplistic experiment, consider two pointlike
sources with a known luminosity, part of a structure of
known size, so the distance between them is known. Thus
the luminosity distance is known to each pointlike source
independently, and the angular diameter distance to the
aggregate object can be inferred. In the limit that the
point sources are infinitesimally separated, the relation-
ship between the distance measures should obey Ether-
ington’s reciprocity theorem. However as the source sep-
aration – and therefore the separation between rays –
increases, the inferred angular diameter distance may no
longer agree with the luminosity distances due to dif-
ferent lines of sight probing different metric potentials.
Thus, the inferred angular diameter distance will disagree
with at least one of the luminosity distances.
In Fig. 5, we present the difference in angular diame-
ter distances computed by integrating the optical scalar
equations, to an aggregate ‘source’ with finite angular
extent, assuming the source is located at a fixed redshift.
We find very small deviations of distance measures on av-
erage and for beams with small area, however individual
measurements demonstrate appreciable deviations, par-
ticularly on large angular scales. For actual observations,
the situation may differ in several regards. For example,
if sources used as standard rulers lie in similar gravita-
tional potentials, the particular contribution of gravita-
tional redshift or peculiar velocity may be reduced.
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FIG. 5: Distribution of fractional differences in angular
diameter distance, ∆DA/DA, for infinitesimal beams sepa-
rated by an angle. Beams are integrated out to sources at
z = 0.1 (green stars), z = 0.5 (blue squares), and z = 1.0 (red
triangles). At small separation, angular diameter distances
agree; however at larger separation, increasing disagreement
is found.
V. CONCLUSIONS AND DISCUSSION
The results presented here are the next step in an im-
portant advancement of numerical techniques that allows
us to directly integrate the full Einstein field equations
and the optical scalar equations in an arbitrary space-
time. This in turn enables computation of cosmologi-
cal observables and directly measurable quantities. As
numerical relativity continues to find new applications
7in cosmology, long-standing questions will be resolved in
regimes where non-linearities are significant. Determin-
ing the relevance of, and precisely quantifying these ef-
fects in relativistic models will be an important future
task for this field.
Here we have examined the ability of techniques from
numerical relativity to probe aspects of cosmology where
precise estimates are required. We consider a universe
with large-scale inhomogeneities, so while we expect per-
turbation theory and approximation schemes such as
Dyer-Roeder may accurately describe the effects we ob-
serve, it is encouraging to see the well-understood phys-
ical effects manifesting themselves in this model.
Numerous applications of numerical relativity can be
made in future studies, and it will be interesting to see
the direction these studies take. For example, while sta-
tistical studies can offer general insight into physical pro-
cesses, it may also be possible to model specific systems
to better understand dynamics and extract cosmological
information.
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8A. ANGULAR DIAMETER DISTANCES
The optical focusing equations [30],
d
dλ
θ + θ2 + |σ|2 = R
d
dλ
σ + 2θσ = W , (21)
describe the evolution of a beam with infinitesimal area.
The standard variable θ = 1/2AdA/dλ describes the
rate of expansion of a beam’s area A (and is not an an-
gle). The equations of motion we use, however, work
in terms of the rooted beam area ` =
√
A, for which
θ = 1/` d`/dλ. The quantity σ is a complex scalar,
loosely describing the shear rate of a light beam up to
additional geometric factors. The Weyl and Ricci optical
scalars, W and R respectively, are
W = −1
2
Cµνρσ(s
µ
1 − isµ2 )pνpρ(sσ1 − isσ2 ) (22)
R = −4piTµνpµpν = −1
2
Rµνp
µpν (23)
for screen vectors sµ1 , s
µ
2 , and Weyl tensor Cµνρσ. The
Weyl scalar here is analogous to those from the Newman-
Penrose formalism for identifying gravitational radiation
[31]; however the vectors used to compute the Weyl scalar
are comprised of a single null vector pµ and the screen
vectors rather than a null tetrad.
The screen vectors obey the following orthogonality
relationships: gµνs
ν
Np
µ = 0 (normal to the photon 4-
vector), gµνs
ν
N (q
µ − Uµ) ≡ gµνsνNdµ = 0 (normal to the
‘direction of observation’ dµ and thus observer 4-velocity
Uµ), and gµνs
µ
1s
ν
2 = 0, and gµνs
µ
1s
ν
1 = gµνs
µ
2s
ν
2 = 1 (or-
thonormality of sµ1 and s
µ
2 ). Additionally, they obey a
partial parallel transport equation [32],
Pµν
DsνA
dλ
= 0 (24)
for a screen projection operator Pµν = gµν + UµUν −
dµdν . Written in 3+1 form in synchronous gauge, the
evolution equations for the screen vectors become
d
dt
sµA = s
j
AV
i
(
γjk
d
dt
V k − 3V kKjk + VlV kΓlkj
)
−ΓiklV kslA + γijKjkskA . (25)
In practice, the term including the time derivative of V k
is determined by the left-hand side of Eq. 14. The com-
puted beam area should be invariant under rotations of
the screen vectors in screen space, though not invariant
under time-dependent rotations. Therefore, a good test
for code validation is to vary the initial screen vectors
and ensure there is no effect on the optical scalars.
In practice, we substitute the definition of θ in terms
of `, and also define a variable analogous to the root solid
angle subtended by the beam according to an observer,
ϕ = d`/dλ in Eq. 21 (at an observer, d`obs/dλ =
√
Ωobs,
where Ωobs is the solid angle subtended by the beam).
We write the real and complex pieces of σ separately,
and also write the equations in terms of coordinate time
t. In order to further simplify the equations of motion
for σ, we define σ¯ = `2σ.
Significantly, the evolution of the screen vectors is not
only useful for tracking the area of a beam; the polariza-
tion vectors of photons obey an almost identical set of
equations. Thus the equations we present here may also
provide a new technique for studying gravitational effects
on polarization. The major difference between evolution
is only that normalization of screen vectors is enforced
throughout their evolution.
B. CALCULATION OF THE WEYL SCALAR IN
SYNCHRONOUS GAUGE
The dominant computational expense in integrating
these equations through an arbitrary spacetime will
clearly come from computing Weyl tensor components.
In our code we employ synchronous gauge, where α = 1
and βi = 0. There are in principle only ten independent
components of the Weyl tensor that need to be calcu-
lated; however in this work we will not take full advantage
of this, thus we compute 21 components of the Riemann
tensor. It may be interesting to study how alternative
formulations compare, but we do not pursue that idea in
this work. In order to compute terms on the right-hand
side of the evolution equations, we first write
W = −1
2
(
Rµνρσ − (gµ[ρRσ]ν − gν[ρRσ]µ)
+
1
3
Rgµ[ρgσ]ν
)
(sµ1 − isµ2 )pνpρ(sσ1 − isσ2 )
= −1
2
Rµνρσ(s
µ
1 − isµ2 )pνpρ(sσ1 − isσ2 ) (26)
as all contractions with gµν cancel and the last line fol-
lows from gµν(s
µ
1 − isµ2 )(sν1 − isν2) = 1− 1 = 0.
In order to reduce this expression further, we will need
to write the Riemann tensor in terms of 3 + 1 variables,
(4)Rilmj =
1
2
(γij,lm − γjl,im − γim,lj + γml,ij)
+ΓqijΓ
q
lm − ΓqimΓqjl −KimKjl +KijKml
(4)Ri0mj = ∂jKim − ∂mKij + (γqi,m + Γimq)Kqj
− (γqi,j + Γijq)Kqm (27)
(4)Ri00j = −(3)Rij −KKij + 8pi
(
Sij − 1
2
γij (S − ρ)
)
The termW can now be re-expressed so that a smaller
number of terms need actually be computed. Naively,
there are 4 ·4 ·4 ·4 = 256 terms in the original expression,
Rαµνβs
α
Ak
µkνsβB , (28)
9forA, B ∈ {1, 2}. To reduce the number of terms, writing
the index combination α, µ ≡ A as a single index running
over all combinations of α and µ, and denoting sαAk
µ ≡
ςAA leads to some simplification:
W ⊃ −1
2
Rαµνβs
α
Ak
µkνsβB
≡ 1
2
RABς
A
Aς
B
B (29)
≡ WΣAB .
Because the indices α and µ are antisymmetric under
interchange, the indices A and B need not run over all
values, but only
A, B ∈ {01, 02, 03, 10, 12, 13, 20, 21, 23, 30, 31, 32} . (30)
The antisymmetry further allows terms to be com-
bined. Denoting the canonical ordering of ele-
ments Ac ∈ {01, 02, 03, 12, 13, 23} and reversed Ar ∈
{10, 20, 30, 21, 31, 32}, so A ∈ Ac ∪Ar,
RABς
A
Aς
B
B = RAcBς
B
B
(
ςAcA − ςArA
)
(31)
≡ RAcBςBB
(
2ς
[Ac]
A
)
(32)
and similarly for B, so
RABς
A
Aς
B
B = 4RAcBcς
[Ac]
A ς
[Bc]
B . (33)
Because Ac runs over 6 terms, and because RAB is sym-
metric, only 21 total components of RAB need to be cal-
culated in order to evaluate the sum, along with the 6
components in each of ς
[Ac]
A and ς
[Bc]
B . The six ς
[Ac]
A are
ς
[01]
A = − 12s1Ap0 ς [12]A = 12
(
s1Ap
2 − s2Ap1
)
ς
[02]
A = − 12s2Ap0 ς [13]A = 12
(
s1Ap
3 − s3Ap1
)
ς
[03]
A = − 12s3Ap0 ς [23]A = 12
(
s2Ap
3 − s3Ap2
) (34)
and similarly for ς
[Bc]
B . The vectors s
µ can be chosen
freely, so long as only the beam area and opening angle
are of interest, and they are chosen to be orthogonal to
pµ and the observer’s line of sight, V i. The sum should
then contain the 6 · 6 = 36 terms,
1
2WΣAB =
∑
Ac,Bc∈{01,02,03,12,13,23}
RAcBcς
[Ac]
A ς
[Bc]
B ,
(35)
which contains the 21 unique components of the Rie-
mann tensor that can be evaluated using Eq.??. The
source terms for the optical scalar equations are then
written as
<[W] = 1
2
(WΣ11 −WΣ22) (36)
=[W] = −WΣ12 . (37)
