In this paper, we show how ihe machinery of ederior differential sysiemr can k wed i o help soltie nonholonomic motion planning problems. Since the Gorrsat normal form for ezterior differential systems is dual i o chained form for vectorfields, we solve the problem of steering a mobile robot with n trailers by convcriing ihe system int.0 chained form, doing ihe paih-planning in the chained form coordinates, and converting ihe path back inio the original coodinaics. Simulaiions of the N-trailer system parallel parking and backing inio a loading dock are included.
.
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Formally, an ezterior differential system is given by an ideal Z C R(M) that is closed under exterior differentiation. Recall that an ideal Z satisfies
a E Z , p E R ( M ) -a A p E Z .
We will be primarily interested in the special case of exterior differential systems which are generated by a set of nonholonomic constraints and we focus on that case here.
A P j a f i n system is an exterior differential system which is generated by a set of linearly independent one-forms. Let I be a codistribution spanned by a set of linear independent one-forms { a i } , i = 1,. . . , s.
The ideal generated by I is z = { I } = {u E R : 0 A al.. . A a* = 01.
For an ideal generated by a set of one-forms, each element in the ideal has the form ( = We will also use the notion of congruence. Given two forms w, ( E R, we write w 9 ( mod Z if there exists an exterior form r) E Z such that w = ( + 7. If I is a set of one-forms (and hence not an ideal) then we write w I ( mod I if there exist exterior forms a E I and r) E R such that w = ( + r) A a. It follows that if I is the generator set for an ideal Z, then w mod Z = w mod I. In the case that Z is generated by one-forms { a i } , we will often make use of the relationship aij@ A d for some @ E 0.
w mod Z I 0 w U = Bi A ai for some fIi E R.
Let I = span{w', . . .,U'} be a smooth codistribution on M. The exterior derivative induces a mapping 6 : I + Rz(M)/I:
: X t-+ dX mod I E R*(M).
The mapping 6 is a linear mapping over Cm(M). It follows that the kernel of 6 is a codistribution on M (i.e. at each point p E M , the kernel of 6 is a linear subspace of T,'M). We call this subspace I(1), the first derived system of I : I(') = ker 6 = {A E I : dX mod I I 0).
We can represent I(') usin a set of one-forms, but it is important to note that the basis for I($ may not be a simple subset of the basis for I.
Since I(') is itself a smooth codistribution on M , we can continue this construction and generate a nested sequence of codistributions If the dimension of each I(i) is constant, then this construction terminates for some finite integer N. In this case, we call equation (1) the derived paS of Z and N the derived length. I ( N ) is always integrable since by definition d1cN) mod I ( N ) P 0.
I ( N ) is the largest integrable subsystem contained in I. Thus if ZcN)
is not empty, then there exist functions hl, . . . , h, such that {dhi} C {I}. In the context of control theory, this means that the system is not controllable since there exist algebraic functions which provide a foliation of the state space and it is impossible to move from one leaf of the foliation to another. The converse of this controllability result is provided by Chow's Theorem, which says that there exists a path between any two points which satisfies the constraints if and only if
I ( N ) = (0).
We say that a basis {a'} is adapted to the derived fig if
where si is a strictly decreasing sequence of integers. In other words, an adapted basis is one in which the derived systems are calculated by dropping elements from the end of the basis. The simplest type of normal form for a nonholonomic system involves a single constraint. Theorem 1 (PfafF's problem) Suppose a is a one-form which satis@s (day+' A a = 0, (da)'A a # 0. Then there ezist coordinates such that = dzi + ZzdZs + * * * + zirdZiv+i.
In the r = 1 case, the proof reduces to proving that there exist two functions f1 and fz which satisfy Given fl and f2, a can be scaled such that
The Pfaf€ theorem guarantees that these equations have a solution (it need not be unique).
We now turn to the more general case of n -2 constraints on an n-dimensional manifold M. Let I be a codistribution on M whose derived flag satisfies dim I") = n -i -2. then there ezists a set of coordinates ( such that A complete proof of this theorem can be found in [2] . It can be summarized in the following algorithm for converting a system into Goursat form (see [7] for the feedback linearization version of this algorithm, on which this is based).
Algorithm 1 Given a codistribution I = {d, . . .,U'} uiith s = n -2, the following steps are required:
1. Construct a basis I = {a1, . . . , a*} which is adapted to the derived fig. Check the Goursat congruences to ensure they are satisfied for some ir. on-i+l = -Ri + tielel mod a', . . . ,
It follows from the congruences that

The N-trailer system
In this section, we define the Pfaffian system (set of one-forms which represent the velocity constraints) for the N-trailer problem and calculate its derived flag. We then show how the system can be converted into either Goursat normal form (following Theorem 2 and Algorithm l) or its dual, chained form. Although the calculations in this section assume a particular configuration of the mobile robot and trailer system, we will show that our model is general enough to encompass not only the specific choice we have made but also a front-wheel drive car pulling trailers and the luggage trains found in airports. 
. 1
Consider a mobile robot such as Hilare' with n trailers attached, as in Figure 1 . Each trailer is attached to the body in front of it by a rigid bart and each set of wheels is constrained to roll without slipping. The trailers are assumed to be identical, but to have possibly different link lengths Li. The z,y coordinates of a midpoint between the two wheels are referred to as (zi, yi) and the hitch angles (all measured with respect t o the horizontal) are 0,. The connections between the bodies give rise t o the following constraints:
The rolling constraints and derived flag that the bodies are connected between the midpoints of the two sets of rear wheels; it should be noted that if the trailers are hitched behind the rear axle, the equations will not simplify as shown here. The wheels of the robot and trailers are constrained to roll without slipping; this implies that the velocity of each body in the direction perpendicular to its wheels must be zero. We model each pair of rear wheels as a single wheel at the midpoint of the axle, and state the non-slipping conditions in terms of coordinates, beginning with the nth trailer: ,,y,,,O,,,. . . ,eo) = sin@&, -cos8,dyn.
( 5 )
To write the other rolling constraints, we define ui to be the magnitude of the velocity of the ilh trailer. The direction of motion of the ( i + 1)'' trailer and consequently the direction of ui+lr if its wheels are rolling without slippin is along the direction of the hitch joining the (i+ 1)" body to the i'"body.
Since the bodies are linked together by rigid rods, it follows that the projection of ui onto the line of the hitch is equal to vi+l. Thus, we have that = cos(ei+l -ei)ui(z).
(6) ( 
7)
Also, we have that the velocity of the nt" trailer U, is given by
In the sequel we will need to use U,, as a one form (i.e. we will need to use u,,dt) and we denote this by abuse of notation as: u,,(z) = cosO,dz,, + sinB,,dy,,.
(8)
We may now recursively write down the rolling without slipping constraints for all the trailers. The velocity of each trailer has a component due to the velocity of the previous trailer and a component Li+lO,+l due to the rotation of the hitch. The relative geometry of this situation is illustrated in Figure 2 . . . , an+'(x) represent the constraints that the wheels ofthe nfh, (n-l)", . . . , Orh trailer (i.e. the cab), respectively roll without slipping. They are given by the formulas (10) with the recursion relations (6). Thus, the Pfaffian system for the N-trailer problem is:
The following theorem gives the derived flag associated with this Pfaffian system.
Theorem S (Derived Flag for t h e N-trailer Pfaffian system)
Consider the Pfafian system of the N-tmiler system (11) with the one forms ai defined by equations ( 5 ) and (10). The one-forms ai am adapted to the derived flag in the following sense:
The proof is by recursion starting from the bottom of the flag of (12), and can be found in 1221. We note that the I("+') = {0} implies that the N-trailer system is completely controllable (by Chow's theorem).
3.2
In the preceding subsection, we have shown that the ideal generated by d , . . . ,an+1 defined in equations (5) and (10) is adapted to the derived flag in the sense of (12) . It remains to check whether the a ' satisfy the Goursat congruences and if they do, to find a transformation that puts them into the Goursat canonical form.
Theorem 4 (Goursat Congruences for t h e N-trailer system)
Consider the P f a B n system associated with the N-tmiler system (11) with the one-forms ai defined by equations ( 5 ) and (10). There erists a change of basis of the one forms ai to 8' which preserves the adapted structure, and a one-form R which satisfies the Goursat congruences for this new basis:
Conversion to Goursat Norma1 Form
The one-fonn which satisfies these congruences is given by
and is equivalent to v,, the velocity form of the nth tmiler.
The outline for the proof is first to determine a suitable one-form A from the first Goursat congruence, da' G -a2 A xr. Then we construct the new basis elements 8' one at a time such that they satisfy the rest of the congruences. For this example, we find that these new basis elements are multiples of the original basis elements, and since the original basis is adapted to the derived flag, the new basis is also adapted. For details, we refer the reader to [22] . Now we can follow the steps of the algorithm of Section 2 to find the coordinate transformation that will result in Goursat normal form. Following Algorithm 1, in step 2 we look for possibly non-unique functions fl, f2 which satisfy (2), namely
and Since a ' = sin 8,dx, -cos 8,dy, and da' = -cos 8,dx, A de, -sin 9, A de,, it follows that da' Aa' = dx, ~d y , ~d 8 , .
Thus f l may be chosen to be any function of I , , yn, 8, exclusively. We now proceed to explain two different solutions of the equations (2) Transformation 2: Coordinates of t h e origin seen from t h e last trailer Yet another choice for j l corresponds to writing the coordinates of the origin as seen from the last trailer. This is reminiscent of a transformation used by Samson [19] in a different context, and is given by z l : = fl(x)=x,cos8,+y,sin8,. This has the physical interpretation of being the origin of the reference frame when viewed from a coordinate frame attached to the nth trailer. It satisfies the first of the equations of (2) simply by virtue of the fact that it is a function of x,, yn, 0,. It may be verified that a choice of f2 (non-unique-we got it by guess work!) given by 2,+3 := f2 = xn sin 8, -yn cos 9, -Onzl
The remaining coordinates z 2 , . . . , z , +~ corresponding to this transformation may be obtained from the same procedure as in the previous solution. The details are t e d i o~s .~ In the next subsection, we discuss yet another technique for obtaining the coordinates for the Goursat normal form.
Conversion to Chained Form
A codimension 2 Pfaffian system, I = { a l ( x ) , . . . , a n -2 ( x ) } , is dual t o a two-input drift-free control system: : = 91(x)u1+ gz(x)uz, (13) where the vector fields g,(x) span a 2-dimensional distribution A which is annihilated by the one-forms ai, a i ( x ) . g j ( i ) = 0. When we transform an exterior differential system into Goursat normal form, we perform a coordinate transformation t = f(x) and reorder the basis. There is no input per se to a formal exterior differential system, although we can speak of the two degrees of freedom of the system, given by the distribution A = ZI.
Chained form is dual to the Goursat normal form presented above. That is, a system with constraints in Goursat normal form can always be written as a control system in chained form by choosing a a a a at, as a basis for the distribution annihilated by I. Thus, we can formulate the problem of finding a basis for the constraints which is in Goursat form as the problem of finding a feedback transformation t o convert a system to chained form. In the previous section, we described a method for converting the N-trailer exterior differential system into Goursat normal form. We now show how a similar procedure can be used t o transform the control system corresponding to the N-trailer system into chained canonical form. This is merely an input transformation, and will not change any of the properties of the chained form system. We will now derive the coordinate transformations and changes of input required t o put the system into chained form. Recall that a system in chained canonical form is defined to be
We note that the functions t l ( t ) and zm(t) will completely define all the state variables of a chained-form system: since the other m -2 states and the two inputs can be determined from the equations:
Consequently, a coordinate transformation into chained form is completely d e h e d by the first and last coordinates of the chain, z1 and z,, as functions of the origina! coordinates z along with equation (15). (The fact that such a transform exists follows from our having verified the Goursat congruences for the a ' in the previous subsection.) In general, there are many possible transformations into chained form; two are presented here. These two are exactly the same as those discussed in the previous subsection in the context of the Goursat normal form. The other input ii, = i2 is a quite complicated function of 2 , u0,w for the general case with n trailers. However, it is easily verified that implying that the input transformation 0 = b(z)u is nonsingular. The remaining coordinates z = f (I) are defined using equation (15) .
It can be checked that this coordinate transformation is valid by looking at the Jacobian, where the coordinates are written in the order: z = (ZnrYn,~nren-lr... ,eo), 2 = (zl,Zn+3,zn+29... , 2 2 1 and * represents some nonzero function. The ordering of the J coordinates was chosen to put the Jacobian matrix in a lower-triangular form, thereby highlighting its nonsingularity. That the Jacobian is nonsingular implies that the map f : z -* z is a local diffeomorphism.
It should be noted that this coordinate transformation is only defined locally. Since its definition requires a division by ul, if any of the factors in u1 are zero, the transformation is undefined for that particular configuration. For example, if e, = r/2, corresponding to the last trailer being at right-angles with the coordinate frame, this coordinate transformation is no longer valid. In addition, if the i'h trailer is jack-knifed, that is to say, for some 1 5 i 5 n, 0, = f r / 2 , the coordinate transformation is also singular.
Transformation 2
Another coordinate transformation which also has some singularities but will allow the trailer t o be at any orientation with respect to the coordinate frame, was also detailed in the previous section; we define it here as: z1 = Z, COS 0, + y,, sin e,
%+a --~, , s i n B , , -y , , c o s B , -B~~~.
The input transformation and the rest of the coordinates follow from (15) . Once again, it can be verified that the input transformation has the form:
with bl,l and b2,* nonzero functions of I. This implies that the input transformation is nonsingular.
We can show that this coordinate transformation is nonsingular by looking at its Jacobian:
where the coordinates are written in the order: z = (ZnrYn,e,,en-l,...,eo) and z = (zI,~,+Q,~,+~,...,%z) and * represents any nonzero function. Again, since the Jacobian is nonsingular, the map f : z + z is a local diffeomorphism. The singularities in this transformation also occur when division by u1 is undefined. This happens when the expression L, + (gcos0, -z sine,) tan(@,, -On-l) = 0, and also when any of the trailers is jack-knifed.
Generalieations
Thus far, we have concentrated our attention on the example of the Hilare mobile robot pulling a chain of trailers. However, here we demonstrate that this model is equivalent (under a coordinate transformation and state feedback) not only t o the more familiar system of a frontwheel drive car pulling trailers, but also to the luggage trains commonly found in airports.
The model of the front-wheel drive car is shown in Figure 3 . In comparison with the Hiare model, we have added another axle t o the front body of the chain, and a variable 4 representing the angle of the front wheels with respect to the car. The length of the wheelbase of the lead car is defined t o be Lo. The luggage cart train is also pulled by a front-wheel drive car. Each of its trailers has two sets of wheels: the front axle can spin freely about its center but the back axle is constrained to be aligned with the trailer (see Figure 4) . The equivalence between the models is most easily seen by looking at the form constraints. Each constraint corresponds to one axle rolling without slipping. Hilare with n trailers has n + 1 axles; the car with n trailers has n + 2 axles, and its Pfaffian system is therefore equivalent to that of Hilare pulling n + 1 trailers. -4 car pulling n luggage carts has 2n + 2 d e s , and its Pfaffian system is equivalent to that of Hilare pulling 2n + 1 trailers.
Of course, the states and inputs that we define for these systems are slightly different. By convention, the angle of the front axle is defined relative t o the car instead of relative to the coordinate frame. This angle q5 is merely 190 -B1 on the Hilare system. The velocity input is the same, assumed to be the linear velocity of the first body (we can define it at either the front or rear axle depending on whether our car is front-wheel drive or rear-wheel drive), but the rotational input is usually taken as w' = 4 the steering wheel velocity. Since in the Hilare case, we can control the velocity of the first body w = bo, state feedback can be used to reconcile these differences. There are many choices of vector fields orthogonal to a given Pfaffian system with each choice having a different physical meaning. Now that we have seen how to transform an N-trailer system into chained form, we examine various methods for steering chained form systems. We assume an m-state system, and note that Hilare with n trailers has n + 3 states, a car with n trailers has n + 4 states, and a car with n luggage trailers has 2n + 4 states.
The problem that we address in this section is: Given a system in chained form with an initial state 2' and a goal state zf, find some control inputs ul(t),uZ(t) which will steer the system from zi to zf after some time T. The application of these results to the problem of steering the mobile robot with multiple trailers is covered in the next section. We present three methods to steer the chained form system.
Sinusoidal inputs
The first steering method that we consider uses sinusoidal inputs. Steering chained form systems with sinusoids was originally proposed by us in [17] . The method that we have developed here is different from the original algorithm in that it steers all the states in one step, instead of one state at a time.
Given an m-state chained form system, it is easily seen that the first two states, zl and z2, can be steered from their initial t o their final positions using constant inputs over any time period T. Of course, the states z3,. . . , zm will drift as a consequence of this.
By direct integration, it may be verified that a combination of out of phase sinusoids applied to the inputs, 4 Steering Chained Form Systems ul(t) = asinwt u2(t) = Pcoskwt applied over one period T = 2*/w, will result in a net motion,
The steering algorithm in [17] is step-by-step: It first steers 21, zz to their final position using constant inputs, disregarding the other states.
Then it steers 23 to its desired final position using sinusoids, 21, 22 will return t o their final values. Now z, can be steered, and similarly on down the chain, until all states are at their final positions. This is a simple algorithm that is easy t o implement, but can be time-consuming when there are many states to be steered.
We propose instead an "all-at-once" sinusoids method, combining all the frequencies on u2 together in one step, u1 = a. + alsinwt u2 = bo + b1 cos wt + 6 2 cos 2wt + . . . + bm-2 cos(m -2)wt. (16) It is no longer as simple t o choose appropriate values for the parameters (ao,al, bo, . . . , bm-2) because of the drift that we were able t o ignore when we considered each state individually. However, it is still possible to integrate the chained form equations sequentially, finding z2(t),z3(t) , . . . , zm(t) which result from the inputs (16) + 1) input  parameters (ao, a l , bo,. . . , bm-2) . The existence of solutions to these equations is guaranteed at least locally around zi [22] .
We have dealt with the overparameterization of the input (m + 1 parameters: ao, al, bo,. . . , bm-2 and m states) by initially choosing a value for al and then solving the m equations for the remaining m input parameters. By choosing a fixed value for a t , we are requiring u1 to go through one period. Since u1 roughly corresponds to the driving input in a mobile robot system, paths planned using the sinusoidal method generally have one back-up or speed reversal, corresponding to the zero-crossing of ul. Parallel-parking type maneuvers seem particularly well-suited to sinusoidal steering methods..
Piecewise Constant Inputs
The second method we investigate for steering chained form systems uses piecewise constant inputs. This method was originally proposed by Since u1 is easily determined from
the remaining m -1 linear equations can be solved for u2 quite easily. This is one of the reasons that we propose keeping u1 constant over the entire trajectory; if ul varied, we would need to solve high-order polynomial equations in the u1,k parameters. all coordinates except the first, which we choose to be offset from the starting position by a constant amount, where the constant offset can be adjusted to fit the situation. Another reason for choosing ti1 to be constant over the entire trajectory is that in the mobile robot and trailer system, this input is roughly equivalent to the driving velocity. Because of the coordinate transformation that maps u1 to the actual velocity UO. the actual velocity of the robot will not be constant, but in most cases it will not cross zero and change sign. This means that the robot will not have to execute backing-up maneuvers to achieve its final goal position.
The main drawback of the piecewise constant inputs is the discontinuity of U*. The models used in this paper are purely kinematic using as inputs the driving and steering velocities. In a real robot system, the inputs are not Velocities but accelerations, or torques. When a path satisfying the velocity constraints is found, the input velocities need to be differentiated to find the corresponding accelerations. Of their very nature, the piecewise constant trajectories are not differentiable at the switching points.
Other Choices
Yet another possibility for steering systems in chained form is to use polynomial inputs:
This approach has the advantage of a constant input on u1 with the added advantage of the differentiability of ut.
The time needed to steer the system from zi to tf is determined by the change desired in the first coordinate,
Once T has been found, the chained form equations can be integrated using the initial condition z(0) = zi and then evaluated at time T. It may be shown that this matrix is nonsingular for T # 0.
Note that if z{ -2: < 0, then we get a solution which gives a negative time period. This situation is easily remedied by choosing U1 = -1.
As in the case of steering with iecewise constant inputs, this method will yield no solution when if-= 0. We follow the same procedure outlined in Section 4.2 to deal with this case. Because of the simple form of the chained form system, many different classes of input functions other than the three described above could be used to steer systems in this form. The chief requirement is that there should be at least as many parameters in the input functions as there are states. For multi-trailer systems, a desirable characteristic of the input functions is that u1 have few or no zero-crossings since these will correspond to fewer backups. In fact, the number of backups needed to complete a manoeuver may be taken as a measure of complexity of an input class.
Simulations and Observations
We now have an extensive toolbox from which to choose for steering an N-trailer system. With two different coordinate transformations into chained form, and at least three different methods for steering the system once it is in chained form, we can try to pick the best combination of coordinate transformation and input type for each start and goal point. There is as yet no formal way to define when one path is "better" than another, but as we mentioned earlier, we tend to think of desirable paths as those that have few backups and do not stray too far from the vicinity of the start and goal points. One of the things that must be considered is coordinate singularities. Although we have shown that all three methods proposed here will find a path between any start and goal points in the chained form coordinates, there is no guarantee that this path, when transformed back into the actual coordinates, will avoid the transformation singularities. If a singularity does result, another steering method might yield a valid path, or perhaps an intermediate point will need to be chosen, and the path planned in two or more steps.
In Figures 5 and 6 , we show two different paths for a front-wheel drive car with two trailers. We have chosen the wheelbase of the car to be L1 = 0.5 units, and each trailer to have a length of L2 = La = 2 units. Each path was generated by transforming the start and goal points into the chained form coordinates, steering the chained form system using one of the methods from Section 4, and finally, transforming the trajectory back into the original coordinates.
The trajectory shown in Figure 5 represents the truck backing into a loading dock. The initial condition is (z3,y3,83,02,01r00) = to amplify the difference between the two steering methods; the t r a jectories of the second trailer are virtually identical.
In Figure 6 we again present the path taken by the front car, for two different coordinate transformations but the same steering method. The trajectories in the chained form coordinates are identical; however, a difference can be seen in the physical coordinates. Once again, the trajectory traced by the rear of the second trailer is very similar in both cases. Some scenes from a movie animation of this trajectory are shown in Figure 7 .
With the sinusoidal steering method, there is one parameter that can be adjusted independently of the start and goal positions; this is the magnitude of the sinusoid on the first input, or a1 in the terminology of Section 4.1. In constructing this movie, we examined several different values of ai; a larger value of ai will correspond to the car driving out farther before it starts backing into the space. We were able to choose a value for this parameter so that the car and trailer system did not hit any of the obstades along its path. Figure 6 : Parallel-parking a car with two trailers using sinusoids. The trace of the front c a r is shown on the left for two different choices of coordinates: Transformations 1 (solid line) and 2 (dashed line). We also see how the steering input differs on with the two transformations, although for this path, the driving input uo (dotted line) is similar in both cases.
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