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THE SAITO DETERMINANT FOR COXETER DISCRIMINANT STRATA
G. ANTONIOU, M.V. FEIGIN, I.A.B. STRACHAN
School of Mathematics and Statistics, University of Glasgow, UK
Abstract. Let W be a finite Coxeter group and V its reflection representation. The orbit
spaceMW = V/W has the remarkable Saito flat metric defined as a Lie derivative of theW -
invariant bilinear form g. We find determinant of the Saito metric restricted to an arbitrary
Coxeter discriminant stratum in MW . It is shown that this determinant is proportional to
a product of linear factors in the flat coordinates of the form g on the stratum. We also find
multiplicities of these factors in terms of Coxeter geometry of the stratum.
This result may be interpreted as a generalisation to discriminant strata of the Cox-
eter factorisation formula for the Jacobian of the group W . As another interpretation, we
find determinant of the operator of multiplication by the Euler vector field in the natural
Frobenius structure on the strata.
1. Introduction
Frobenius manifolds lie at the intersection of many areas of mathematics, from singular-
ity theory and algebraic geometry, mirror symmetry, integrable systems, to mathematical
physics, via Topological Quantum Field Theories [9]. A remarkable class of solutions to
the underlying Witten–Dijkgraaf–Verlinde–Verlinde (or WDVV) equations is given by poly-
nomial prepotentials. Following a comment by Arnold, Dubrovin showed that polynomial
solutions were directly related to finite Coxeter groups, or more precisely, that the orbit
space MW of a finite Coxeter group W carries the structure of a semi-simple, polynomial,
Frobenius manifold [9]. Furthermore, Dubrovin conjectured and Hertling proved that all
semi-simple polynomial solutions arise via this construction (under an extra assumption, see
[15]). A key part of the Frobenius manifold structure on the orbit space MW is the Saito
metric and its flat coordinates [27,29]. We begin by recalling the definitions of these objects.
Let V = Cn with the standard metric g given by g(ei, ej) = (ei, ej) = δij, where ei,
i = 1, . . . , n, is the standard basis in V . Let xi, i = 1, . . . , n be the corresponding orthonormal
coordinates in V . An irreducible finite Coxeter group W of rank n acts in V by orthogonal
transformations such that V is the complexified reflection representation of W . Then the
orbit space MW = V/W .
Let R ⊂ V be the Coxeter root system associated with the group W and let R+ ⊂ R
denote a positive subsystem [16]. For any α ∈ R we define the corresponding mirror to be
the hyperplane Πα = {x ∈ V |(α, x) = 0}. The following notion of discriminant is important.
E-mail addresses: g.antoniou.1@research.gla.ac.uk, misha.feigin@glasgow.ac.uk,
ian.strachan@glasgow.ac.uk
.
1
2 THE SAITO DETERMINANT FOR COXETER DISCRIMINANT STRATA
Definition 1.1. [9]. The subset Σ ⊂MW called discriminant is defined as the image of the
union of the mirrors of W under the quotient map
π : V →MW . (1.1)
Equivalently, Σ consists of the irregular orbits of W .
Let us now recall the key definition of the Saito metric. Let S(V ∗)W be the ring of W -
invariant polynomials on V . By Chevalley’s theorem,MW is an affine variety with coordinate
ring
S(V ∗)W = C[x1, . . . , xn]W = C[x]W = C[p1, . . . , pn],
where pi, i = 1, . . . , n are homogeneous polynomials of positive degrees deg pi = di, (i =
1, . . . , n). These polynomials are coordinates on the orbit space MW . We fix the following
ordering for the degrees di, dn > dn−1 ≥ · · · ≥ d2 > d1 = 2; dn = h, where h is the Coxeter
number of the group W .
The quotient map on the complement to the discriminant,
πΣ : V \ ∪α∈R+Πα →MW \ Σ
is a local diffeomorphism. Then, the linear coordinates xi, (i = 1, . . . , n) on V can be viewed
as local coordinates on MW \ Σ. These are flat coordinates for the flat metric g which is
also defined onMW \Σ due to its W -invariance. Let g
ij be the corresponding contravariant
metric. Its matrix entries are given as Arnold’s convolution of basic invariants [3].
Note that the vector field ∂pn is well-defined up to proportionality. The contravariant Saito
metric is defined to be proportional to ∂png
ij(p). The remarkable property is the flatness of
this metric [27]. Thus there exist homogeneous basic invariants
tα ∈ C[x]W , deg tα = dα, α = 1, . . . , n,
such that
∂gαβ(t)
∂tn
= δα+β,n+1, 1 ≤ α, β ≤ n,
where δij = δij is the Kronecker symbol. These polynomials are called Saito polynomials
or Saito flat coordinates. They were specified explicitly in [29] for any W except for E7
and E8 cases which were completed in [1], [31]. Let us fix the Saito metric in the basis t
α
(α = 1, . . . , n) to be
ηαβ = Leg
αβ(t) = δα+β,n+1, 1 ≤ α, β ≤ n, (1.2)
where Le =
∂
∂tn
is the Lie derivative along the vector field e = ∂
∂tn
(see [28], [29]).
Frobenius manifoldMW gives a family of Frobenius algebras defined on its tangent planes.
The corresponding bilinear form is the Saito metric η. Vector field e is the identity field of
the Frobenius manifold [9]. There is also another almost dual Frobenius structure [10].
The corresponding multiplication in the case of MW is defined outside of the discriminant
π−1Σ (MW \Σ) and the corresponding bilinear form is the standard metric g. The prepotential
F of the almost dual structure can be given explicitly [10].
For a general Frobenius manifold the notion of a natural submanifold was introduced by
one of the authors in [30]. Frobenius multiplication can be restricted to natural submanifolds
but some of the properties such as flatness of the induced restricted metric may no longer
hold. Key examples of natural submanifolds were expected to be discriminant strata in the
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orbit spacesMW as well as caustics. The main aim of this paper is the investigation of Saito
metric on the discriminant. Let us define these settings more precisely.
Let us fix a collection S of linearly independent roots β1, . . . , βk ∈ R and let D = DS =
∩kj=1Πβj . A discriminant stratum in the orbit space MW is defined to be the image of D
under the quotient map π given by (1.1). Sometimes we will refer to the intersection of
hyperplanes D as a discriminant stratum as well, and likewise we will sometimes refer to the
union of all hyperplanes Πβ , β ∈ R as discriminant.
It was shown in [14] that almost dual Frobenius multiplication has a natural restriction
on discriminant strata D. However, the properties of Saito metric η on the discriminant did
not seem to be investigated until the present work. The main object of the present paper is
the Saito metric restricted on discriminant strata.
The covariant metric η on MW induces a metric on the stratum π(D) which is naturally
given as the restriction of η to π(D). We will denote this metric by ηD. The map π is a
local diffeomorphism on D near generic point x0 ∈ D which allows us to lift metric ηD to
the linear space D. Likewise the metric η can be lifted to V near a generic point of MW .
It is convenient to introduce some notations related to hyperplane arrangements [23]. We
will only be considering central arrangements where hyperplanes pass through the origin.
For such an arrangement A in V its defining polynomial is given by
I(A) =
∏
H∈A
αH , (1.3)
where αH ∈ V
∗ is such that the hyperplane H = {x ∈ V : αH(x) = 0}.
Let now A be the Coxeter arrangement corresponding to W , that is the arrangement of
mirrors Πα, α ∈ R. Let J (p) be the Jacobian J (p
1, . . . , pn) = det
(
∂pi/∂xj
)n
i,j=1
, where pi
(i = 1, . . . , n) are basic invariants for W . Recall that J (p) factors into linear forms defining
the mirrors of W [7], [16], that is there is a proportionality
J (p) ∼ I(A).
Formula (1.2) implies the following statement.
Proposition 1.2. Determinant of the Saito metric η in x-coordinates det η(x) is propor-
tional to I(A)2.
Note that determinant of the convolution of invariants metric gij on the orbit space is also
proportional to I(A)2 (see e.g. [29]).
We are interested in the determinant of the restricted Saito metric ηD on the discriminant
strata D. We will show that det ηD is a product of linear forms which can be viewed as a
generalization of Proposition 1.2.
Let us formulate the main result more precisely. Let S be a collection of linearly indepen-
dent roots as above and let D = DS be the corresponding discriminant stratum. Define root
system RD = R ∩ 〈S〉 and consider its orthogonal decomposition into irreducible ones,
RD =
l⊔
i=1
R
(i)
D , (1.4)
where l ∈ N. Let us denote by AD the Coxeter arrangement in V corresponding to RD, that
is
AD = {H ∈ A|H ⊃ D}.
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Let AD be the restriction of the arrangement A to D, that is
AD = {D ∩H|H ∈ A and D 6⊂ H}. (1.5)
For γ ∈ RD let A
D
Πγ be the restriction of the arrangement A
D to the hyperplane Πγ ∈ A
D.
Let ri and h
(i) denote the rank and the Coxeter number of the root system R
(i)
D respectively.
Let
Ii = I(AΠγi \ A
D
Πγi
), (1.6)
where γi ∈ R
(i)
D is arbitrary, be defining polynomial (1.3) of the arrangement AΠγi \ A
D
Πγi
.
It is easy to see by considering group action that for the simply laced root system R
(i)
D the
restriction Ii|D does not depend (up to proportionality) on the choice of γi ∈ R
(i)
D . It follows
from the subsequent considerations in Section 2 that the restriction Ii|D does not depend
on the choice of γi ∈ R
(i)
D in general.
Let us consider the determinant of the metric ηD in some coordinates on D which are
linear combinations of the coordinates xi, i = 1, . . . , n. The main result of this work is the
following theorem.
Theorem 1.3. The determinant of the restricted Saito metric ηD is proportional to the
polynomial
I(A \ AD)m
l∏
i=1
Irii (1.7)
on D, where m = 2−
∑l
i=1 ri.
Note that if the set S is empty so that the stratum D = V and η = ηD then l = 0, m = 2
and we recover Proposition 1.2. It will be clear from later considerations that function (1.7)
is indeed non-singular on D even when m < 0.
Theorem 1.3 implies that the determinant of ηD is a product of linear forms on D. Its
zeroes correspond to restrictions of roots from R and the multiplicities of zeroes are special
as given by formula (1.7).
Let us consider a general constant metric of the form η̂ =
∑n
i=1 dp
idpn+1−i. A natural
question is whether restriction of such metric to any stratum D satisfies the factorisation
property as in Theorem 1.3. In other words, how special is the property of the metric ηD
firstly to have a factorised determinant and, secondly, to have prescribed multiplicities of
linear factors? Let us consider the following example which explains that the Saito case is
very special.
Example 1.4. Let R = D3 = A3 and consider the following basic invariants:
p1 =
1
8
((x1)2 + (x2)2 + (x3)2), p2 = x1x2x3, p3 = a((x1)4 + (x2)4 + (x3)4) + b(p1)2,
for some a, b ∈ C, a 6= 0. Let α = e2 − e3 and consider the corresponding stratum D = Πα.
Then the determinant of metric η̂ restricted to D is proportional to
(x3)2
(
(x1)2 − (x3)2
)2(
(−64a+ 32a2 − b)(x1)2 − 2(32a+ b)(x3)2
)
.
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Furthermore, det η̂D is a product of linear factors which all vanish on the restricted arrange-
ment AD exactly when a and b satisfy the following relations:
det η̂D ∼
(
x1x3
(
(x1)2 − (x3)2
))2
, b = −32a, (A)
det η̂D ∼ (x
3)4
(
(x1)2 − (x3)2
)2
, b = 32a(a− 2), (B)
det η̂D ∼ (x
3)2
(
(x1)2 − (x3)2
)3
, b =
32
3
a (a− 4) . (C)
Note that pi, (i = 1, 2, 3) are Saito polynomials if a = −1
2
and b = 24. In this case
η̂ = η and det ηD takes the form (C) as expected from Theorem 1.3. In cases (A) and (B)
the multiplicities of linear factors have different forms. The factor 1
8
in p1 is necessary in
order to ensure that η̂ can specialise into the Saito metric, while a replacement of p2 with
its multiple leads to a proportional metric η̂.
Further to Example 1.4, in general metric η̂ in higher dimensions can have restriction on
a stratum D with nonlinear zero loci of the determinant.
The structure of the paper is as follows. In Section 2 we show that Theorem 1.3 is
equivalent to two statements. The first one is Theorem 2.7 which states that det ηD is a
product of linear forms whose zero set defines the restricted arrangement AD. The second
statement is Theorem 2.8 which states what the degrees of these linear factors are. They
are Coxeter numbers of suitably defined root systems. We also explain in Section 2 that it
is sufficient to prove Theorem 1.3 as well as Theorems 2.7, 2.8 for the case when stratum D
is in the closure of the fundamental domain.
In Section 3 we revisit Dubrovin’s duality on discriminant strata. Thus we prove in
Proposition 3.2 that discriminant strata are natural submanifolds. This allows us to define
the operator of multiplication by the Euler vector field on the strata, and we show in Corollary
3.4 that its determinant is proportional to the determinant (1.7) of the restricted Saito metric
ηD.
The proofs of main theorems which we give depend on the type of root system R. Thus we
prove Theorems 2.7 and 2.8 for classical root systems in Section 4 and 5 respectively. Con-
siderations are based on the use of Landau-Ginzburg superpotentials for the corresponding
Frobenius manifolds and their discriminant strata.
In Section 6 we derive a general formula for the determinant of the restricted Saito metric
on discriminant strata. We use this formula in Section 7 where we prove Theorem 1.3 for
the strata of the exceptional root systems in dimension 1 and codimensions 1, 2 and 3. The
corresponding analysis in codimension 4 is similar but technically more involved and we omit
it, we refer to [2] for all the details. This covers all strata in the orbit spaces of the Coxeter
groups I2(p), H3, H4, F4.
In Section 8 we consider the remaining cases, namely the strata of codimension 5 in E7
and the strata of codimensions 5 and 6 in E8. In these cases we obtain explicit formulae for
the determinant of the restricted Saito metric and analyse the corresponding multiplicities
with the help of Mathematica. Determinant of the corresponding restricted Saito metric is
given explicitly in the tables in that section. This completes Theorem 1.3 for all the cases.
Acknowledgements. We would like to thank Theo Douvropoulos for interesting discus-
sions. The work of Georgios Antoniou was funded by EPSRC doctoral training partnership
grants EP/M506539/1, EP/M508056/1, EP/N509668/1.
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2. Degrees of linear factors
In this section we give an equivalent formulation of Theorem 1.3. We start with introducing
some notations.
For any stratum D and an element H ∈ AD of the restricted arrangement AD given by
(1.5) we choose a covector lH ∈ D
∗ such that H = {x ∈ D|lH(x) = 0}. We can identify
vectors and covectors using bilinear form ( , ), so that β ∈ R will also mean a covector
β = β(x) = (β, x), where x ∈ V . Note that for any H ∈ AD there is a root β ∈ R such that
β|D is proportional to lH .
Recall that a root system R is called irreducible if it is not a disjoint union of its two
orthogonal subsets, and otherwise it is called reducible [17]. The following fact follows from
this definition.
Lemma 2.1. Let R be a reducible root system so that R = R1⊔R2, where subsets R1,R2 ⊂
R satisfy orthogonality (α, β) = 0 for any α ∈ R1, β ∈ R2. Consider the corresponding
vector space decomposition 〈R〉 = V1 ⊕ V2, where Vi = 〈Ri〉, i = 1, 2. Let R˜ ⊂ R be an
irreducible subsystem. Then either R˜ ⊂ V1 or R˜ ⊂ V2.
The root system RD is defined as the subsystem in the root system R orthogonal to the
stratum D:
RD = {α ∈ R|(α, x) = 0 ∀x ∈ D}. (2.1)
Let u ∈ V and let B ⊂ V be a subset of vectors. We will denote by 〈B, u〉 the vector
space spanned by elements of B and u. For any β ∈ R \ RD we define the root system
RD,β = 〈RD, β〉∩R which can be represented as a disjoint union of irreducible root systems
R
(i)
D,β, (i = 0, . . . , p), as follows:
RD,β =
p⊔
i=0
R
(i)
D,β . (2.2)
We will assume that β ∈ R
(0)
D,β. Recall decomposition (1.4) of the root system RD. It follows
from Lemma 2.1 that
R
(0)
D,β ⊃
⊔
i∈I
R
(i)
D , (2.3)
for some subset I ⊂ {1, . . . , l} and
R
(j)
D,β = R
(ij)
D , (2.4)
where 1 ≤ j ≤ p, p = l − |I| and ij ∈ {1, . . . , l} \ I.
The next proposition explains that different choices of β can lead to the same root systems
RD,β and R
(0)
D,β.
Proposition 2.2. Let R
(0)
D,β be the root system from the decomposition (2.2). Let β˜ ∈ R be
such that β˜
∣∣∣
D
is a non-zero multiple of β|D. Then β˜ ∈ R
(0)
D,β.
Proof. Let V̂ be the vector space V̂ = 〈RD, β〉 = 〈RD, β˜〉 and consider the root system
R̂ = V̂ ∩ R. Then R̂ takes the form
R̂ = RD,β =
p⊔
i=0
R
(i)
D,β.
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Clearly β˜ ∈ R̂. Let us suppose that β˜ 6∈ R
(0)
D,β. Then β˜ ∈ R
(i)
D for some i ∈ {1, . . . , l} \ I,
hence β˜
∣∣∣
D
= 0, which is a contradiction. Thus the statement follows. 
We will use the following useful statement on the cardinality of the restricted Coxeter
arrangement.
Proposition 2.3. [22] Let A be the Coxeter arrangement for an irreducible Coxeter group
W , and let H ∈ A. Then the cardinality of AH is
|AH| = |A| − h+ 1, (2.5)
where h is the Coxeter number of W . In particular, |AH | does not depend on the choice of
H.
Let us also recall the following result.
Proposition 2.4. [6] Let R be an irreducible root system of rank r, and let A be the corre-
sponding Coxeter arrangement. Let h be the Coxeter number of R. Then the cardinality
|A| =
rh
2
.
Now we are ready to rewrite the function (1.7) on D as a product of linear factors with
certain multiplicities, which, in particular, implies that it is a polynomial. The multiplicity
of the factor lH ∈ D
∗ is given in terms of the root system R
(0)
D,β, where β ∈ R is such that
its restriction β|D is proportional to lH . It follows from Proposition 2.2 that the subsystem
R
(0)
D,β ⊂ R does not depend on the choice of β for a given lH . The following theorem holds.
Theorem 2.5. For any stratum D let RD be the corresponding root system (2.1) with de-
composition (1.4) into irreducible subsystems. Let Q be given by
Q = I(A \ AD)m
l∏
i=1
Irii , (2.6)
where polynomials Ii are given by formula (1.6) with γi ∈ R
(i)
D , ri is the rank of R
(i)
D , and
m = 2−
∑l
i=1 ri. For any H ∈ AD let β = βH ∈ R be such that β|D is a non-zero multiple
of lH . Then restriction of Q on the stratum D satisfies proportionality
Q|D ∼
∏
H∈AD
lkHH ,
where kH = h(R
(0)
D,β) is the Coxeter number of the root system R
(0)
D,β from the decomposition
(2.2).
Proof. Let Â denote the arrangement corresponding to the root system RD,β and let A
(i)
be the arrangement corresponding to the root system R
(i)
D,β, (0 ≤ i ≤ p). Let α ∈ R
(i)
D , and
let h(i) denote the Coxeter number of the root system R
(i)
D . Then the multiplicity of β|D in
Ii|D is given by
|ÂΠα \ A
D
Πα| = |ÂΠα| − |A
D
Πα| = |ÂΠα| −
1
2
l∑
j=1
rjh
(j) + h(i) − 1 (2.7)
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by Propositions 2.3, 2.4. Also the multiplicity of β|D in I(A \ A
D)
∣∣
D
is given by
|Â| − |AD| =
rh
2
+
p∑
j=1
|A(j)| −
1
2
l∑
j=1
rjh
(j), (2.8)
where r denotes the rank of the root system R
(0)
D,β and h = h(R
(0)
D,β). Note that for any
α ∈ R
(i)
D we have
|ÂΠα| = |A
(0)
Πα
| − h+ 1 +
p∑
j=1
|A(j)| =
rh
2
− h+ 1 +
p∑
j=1
|A(j)|, (2.9)
if i ∈ I, and
|ÂΠα| =
rh
2
+ |A(i)| − h(i) + 1 +
p∑
j=1
j 6=i
|A(j)| =
rh
2
+
p∑
j=1
|A(j)| − h(i) + 1, (2.10)
if i /∈ I. Therefore by formulae (2.8)–(2.10) and Theorem 1.3 we have that the multiplicity
kH of the factor lH in (2.11) is given by
kH =
∑
i∈I
ri
(
rh
2
− h+ h(i) +
p∑
j=1
|A(j)| −
1
2
l∑
j=1
rjh
(j)
)
+
∑
i/∈I
ri
(
rh
2
+
p∑
j=1
|A(j)| −
1
2
l∑
j=1
rjh
(j)
)
+ (2−
l∑
i=1
ri)
(
rh
2
+
p∑
j=1
|A(j)| −
1
2
l∑
j=1
rjh
(j)
)
.
Note that
∑p
j=1 |A
(j)| = 1
2
∑
i/∈I rih
(i), and r =
∑l
i=1 ri + 1. Therefore kH = h, as required.

Theorem 2.5 implies, in particular, the following statement.
Corollary 2.6. The restriction Q|D of the polynomial (2.6) does not depend (up to propor-
tionality) on the choices of roots γi ∈ R
(i)
D .
Theorem 2.5 also implies that Theorem 1.3 is equivalent to the next two statements.
Theorem 2.7. The determinant of the restricted Saito metric ηD is proportional to the
product of linear forms ∏
H∈AD
lkHH , (2.11)
where kH ∈ N.
Theorem 2.8. Let H ∈ AD. Let β ∈ R be such that β|D is a non-zero multiple of lH .
The multiplicity of lH in the expression (2.11) is kH = h, where h = h(R
(0)
D,β) is the Coxeter
number of the root system R
(0)
D,β from the decomposition (2.2).
Let us show that degree of determinant of the restricted Saito metric is equal to the degree
of the polynomial Q given by (2.6). Components of the Saito metric η are homogeneous
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polynomials in xi of degrees equal to the Coxeter number h. Therefore degree of det ηD(x)
is equal to hd, where the dimension of the stratum d = dimD is given by
d = n−
l∑
i=1
ri. (2.12)
The following statement takes place.
Proposition 2.9. Polynomial (2.6) has degree degQ = hd, where d is given by (2.12).
Proof. By Propositions 2.3, 2.4 we have
deg Ii =
1
2
nh− h−
1
2
l∑
j=1
rjh
(j) + h(i) (2.13)
for all i = 1, . . . , l. Similarly
deg I(A \ AD) =
1
2
nh−
1
2
l∑
j=1
rjh
(j). (2.14)
Since
degQ =
l∑
i=1
ri deg Ii + (2− n+ d) deg I(A \ A
D),
where we used formula (2.12), the statement follows from formulae (2.13) and (2.14). 
We are going to prove Theorem 1.3 for a subset of simple roots S = {αi1, . . . , αik} ⊂ ∆,
1 ≤ k < n and the corresponding stratum D = DS. Let us show how the statement of
Theorem 1.3 then follows in general. Let D˜ ⊂ V be a stratum such that there exists w ∈ W
satisfying D˜ = wD.
Lemma 2.10. Let yi and zi (i = 1, . . . , n−k) be some coordinates on D and D˜ respectively.
Then
det ηD˜(z) = (detB)
−2 det ηD(y), (2.15)
where B = ( ∂z
i
∂yj
)n−ki,j=1 is the Jacobi matrix of the transformation w ∈ W , w : D → D˜.
Proof. The statement follows from W -invariance of the metric η, that is from the relation
ηD = w
∗ηD˜, where w
∗ is the pullback map. 
This implies the following statement.
Proposition 2.11. Suppose that Theorem 1.3 is true for D. Then it is also true for D˜.
The following result implies that it is sufficient to prove Theorem 1.3 for S ⊂ ∆. It follows
from the transitivity of the action of W on the family of alcoves and their closure.
Proposition 2.12. [16] Let S˜ be a collection of linearly independent roots S˜ = {γ1, . . . , γk} ⊂
R and let D˜ be the corresponding stratum D˜ = DS˜. Then there exists w ∈ W such that
D = w−1D˜ has the form D = DS, where S ⊂ ∆.
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3. Almost duality on discriminant strata
Almost duality for Frobenius manifolds was introduced in [10]. Given a Frobenius manifold
M with multiplication ◦ on the tangent spaces TxM one defines a new multiplication ∗ on
TxM. Each multiplication is a part of Frobenius algebra structure on the tangent space and
almost duality is a relation between these two families of Frobenius algebras on the tangent
spaces.
In this section we revisit almost duality relation between Frobenius structures on discrim-
inant strata. Multiplication ∗ is well-defined on the strata and a version of such a duality
was established in [14]. It was suggested earlier in [30] that discriminant strata are natural
submanifolds so that multiplication ◦ of tangential vectors is defined and belongs to the
stratum. We prove this below.
Let ◦ denote Frobenius multiplication on the orbit space MW . For any x ∈ MW \ Σ the
almost dual Frobenius multiplication is defined by the following formula [10]:
u ∗ v = E−1 ◦ u ◦ v, (3.1)
where u, v ∈ TxMW and E is the Euler vector field
E =
1
h
xi
∂
∂xi
=
1
h
∑
α
dαt
α ∂
∂tα
,
where h is the Coxeter number. Recall that e = ∂tn is the identity field for the multiplication
◦ while E is the identity field for the almost dual multiplication ∗. Let vector field e−1 be the
inverse field for the field e with respect to the almost dual multiplication, namely e−1∗e = E.
It follows from formula (3.1) that E = E−1 ◦ e−1, and hence e−1 can be represented as
e−1 = E ◦ E. (3.2)
Note that we also have by formulae (3.1), (3.2) that
e−1 ∗ u ∗ v = E−1 ◦ (e−1 ∗ u) ◦ v = E−1 ◦ (E−1 ◦ e−1 ◦ u) ◦ v = u ◦ v. (3.3)
Let us now recall that Saito metric η and metric g are related as follows [9]:
η(u, v) = g(E ◦ u, v). (3.4)
Let us consider the vector field e−1 = e−1(x) as a vector field on V , x ∈ V .
Lemma 3.1. The vector field e−1(x) is well-defined at x = x0 ∈ D. Moreover, e
−1(x0) ∈
Tx0D.
Proof. We have by formulae (3.3) and (3.4) that
η(u, v) = g(E ◦ u, v) = g(e−1 ∗ u, v). (3.5)
For the components (e−1)j (1 ≤ j ≤ n) of the vector field e−1 we have
(e−1)j = g(e−1,
∂
∂xj
) = g(e−1 ∗ E,
∂
∂xj
) = η(E,
∂
∂xj
),
where the last equality follows by (3.5). Then
(e−1)j =
1
h
n∑
α=1
dαt
α ∂t
β
∂xj
η(
∂
∂tα
,
∂
∂tβ
) =
1
h
n∑
α=1
dαt
α ∂t
β
∂xj
ηαβ =
1
h
n∑
α=1
dαt
α∂t
n+1−α
∂xj
, (3.6)
since ηαβ = δα+β,n+1. Thus the first part of the statement follows.
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Let γ ∈ RD, and let ∂γ be the corresponding vector field orthogonal to D. Then we have
by formula (3.6) that (e−1(x), ∂γ) = 0 as x tends to x0 since ∂γt
n+1−α|D = 0. Therefore
e−1(x0) ∈ Tx0D, as required. 
It was shown in [14] that the left-hand-side of equality (3.1) can be restricted to any
stratum D with u and v being tangential vectors to D. More precisely, let ΣD be the union
of the hyperplanes Πγ ∩D in D, where γ ∈ R\RD and consider the point x0 ∈ D \ΣD. Let
u, v ∈ Tx0D and consider extension of u and v to two local analytic vector fields u(x), v(x) ∈
TxV such that u(x0) = u and v(x0) = v. Recall that the multiplication u(x) ∗ v(x) has a
limit when x tends to x0 which is proportional to∑
α∈R\RD
(α, u)(α, v)
(α, x0)
α.
Furthermore, the product u ∗ v at x0 is tangential to D [14]. As a result we get the following
statement using Lemma 3.1 and formula (3.3).
Proposition 3.2. Let u, v ∈ Tx0D, x0 ∈ D \ ΣD. Then u ◦ v ∈ Tx0D. Furthermore,
u ◦ v = e−1 ∗ u ∗ v.
The proposition is the strengthening of the results and observations from [14,30]. Namely,
in Dubrovin’s duality formula (3.3) both sides are well-defined if u, v ∈ Tx0D and equality
remains to be satisfied on D.
Remark 3.3. The metric ηD is in fact non-degenerate on D at any point x0 ∈ D \ ΣD.
In the case of classical root systems this follows from Propositions 4.4, 4.10 below. In the
case of strata of codimension 1, 2 and 3 in exceptional root systems this follows from the
analysis in Section 7. For the strata considered in Section 8 and for the strata of dimension
1 it follows by calculations in Mathematica. For the remaining case of strata of codimension
4 in exceptional root systems we refer to [2].
Let ED be the restriction of the Euler vector field on D. Let x ∈ D \ ΣD. Note that
ED ∈ TxD and by Proposition 3.2 we have the operator of multiplication
ED : TxD → TxD, ED(u) = ED ◦ u, (u ∈ TxD).
Let gD be the restriction of the metric g on the stratum D. Formula (3.4) then implies that
we have the following relation
ηD(u, v) = gD(ED ◦ u, v) (3.7)
for any u, v ∈ TxD.
Let us consider coordinates on D which are linear combinations of the coordinates xi. Let
det ηD be the determinant of the matrix of the metric ηD in these coordinates. Note that
the metric gD is constant in these coordinates. Therefore relation (3.7) implies the following
statement.
Corollary 3.4. Determinant of the operator ED is proportional to det ηD.
4. Classical series: Theorem 2.7
In this section we prove Theorem 2.7 for the classical Coxeter groups W .
We recall that Frobenius manifold MW is semisimple for any irreducible finite Coxeter
group W [9], that is Frobenius algebra at a generic point on the manifold is semisimple.
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Locally, near a semisimple point y ∈MW there exists a basis of commuting vector fields δi,
i = 1, . . . , n such that δi ◦ δj = δijδj , where δij is the Kronecker symbol. Then δi determine
the canonical coordinate system (u1, . . . , un) such that δi =
∂
∂ui
.
Semisimple Frobenius manifolds admit a description as Landau–Ginzburg (LG) models
(see [9]). The theory of topological LG models involves a meromorphic function called
superpotential which also depends on additional variables y = (y1, . . . , yn). The metric
and the structure constants of the Frobenius multiplication can be expressed via residue
formulae involving derivatives of the superpotential λ(p) = λ(p; y). Canonical coordinates
ui are critical values of the superpotential λ(p):
ui(y) = λ(qi(y); y), λ
′
(p) =
dλ(p)
dp
∣∣∣∣
p=qi(y)
= 0, i = 1, . . . , n.
We will use LG superpotential description of the Frobenius structures on the discriminant
strata. The superpotential depends on the type of the group W , and we consider different
cases below.
4.1. An discriminant strata. Let us recall that the LG superpotential is given by [9]
λ(p) =
n+1∏
i=1
(p− xi), (4.1)
where p is some auxiliary variable and xi, 1 ≤ i ≤ n + 1, are the standard orthonormal
coordinates in Cn+1 with the additional assumption
∑n+1
i=1 x
i = 0. Then λ(p) is a function
on the orbit space Cn+1/Sn+1 for any fixed p, where the symmetric group Sn+1 acts in
Cn+1 by permutation of coordinates. The corresponding root system has the standard form
An = {±(ei − ej)|1 ≤ i < j ≤ n+ 1}, where ei is the standard basis in C
n+1.
By applying the action of the symmetric group Sn+1 we can assume that a stratum D has
the form
x1 = . . . = xm0 = ξ0,
xm0+1 = . . . = xm0+m1 = ξ1, (4.2)
...
x
∑d−1
i=0 mi+1 = . . . = x
∑d
i=0 mi = ξd,
where d,mi ∈ N and
∑d
i=0mi = n + 1. Note that the dimension of this stratum is d, and
ξ1, . . . , ξd can be considered as coordinates on D, ξ0 = −
∑d
i=1
mi
m0
ξi.
Then the superpotential for the stratum D has the form
λD(p) = λ(p)|D =
d∏
i=0
(p− ξi)
mi . (4.3)
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The expressions for the Saito metric ηD = η|D and algebra multiplication are then given as
follows (cf. [9] for the case mi = 1 ∀i),
ηD(ζ1, ζ2) =
∑
ps:λ
′
D
(ps)=0
resp=ps
ζ1(λD)ζ2(λD)
λ
′
D(p)
dp, (4.4)
ηD(ζ1 ◦ ζ2, ζ3) =
∑
ps:λ
′
D
(ps)=0
resp=ps
ζ1(λD)ζ2(λD)ζ3(λD)
λ
′
D(p)
dp, (4.5)
where ζ1, ζ2, ζ3 are vector fields on D and λ
′
D(p) =
dλD(p)
dp
.
Proposition 4.1. The derivative λ
′
D has the form
λ
′
D(p) = (n + 1)
d∏
i=0
(p− ξi)
mi−1
d∏
i=1
(p− qi), (4.6)
for some q1, . . . , qd ∈ C. The second derivative of λD satisfies
λ
′′
D(ql) = (n+ 1)
d∏
j=1
j 6=l
qlj
d∏
a=0
(ql − ξa)
ma−1, (4.7)
where qlj = ql − qj.
Proof. By formula (4.3), we have
λ
′
D(p) =
d∏
i=0
(p− ξi)
mi−1R(p),
for some polynomial R ∈ C[p], degR = d. The statement follows. 
Let ui = λD(qi), i = 1, . . . , d. Similarly to the case d = n [9] we have the following
statement.
Lemma 4.2. For any i, j = 1, . . . , d we have
∂uiλD(p)|p=qj = δij . (4.8)
Proof. By definition we have
δij =
∂uj
∂ui
= ∂uiλD(qj).
By considering the Taylor expansion of λ(p) at p = qj we have
λD(p) = λD(qj) +O,
where the term O has zero of order at least two at p = qj . Then
∂uiλD(p)|p=qj = ∂uiλD(qj), (4.9)
and the statement follows. 
Similarly to the case d = n we obtain the following result.
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Lemma 4.3. We have
∂ulλD(p) =
λ
′
D(p)
(p− ql)λ
′′
D(ql)
, (4.10)
and
∂ulξa =
1
(ql − ξa)λ
′′
D(ql)
, (4.11)
where a, l = 1, . . . , d.
Proof. It follows from formula (4.3) that
∂ulλD(p) =
d∏
a=0
(p− ξa)
ma−1F (p; l), (4.12)
where F ∈ C[p] and degF = d− 1. From Lemma 4.2 we have that
F (qj ; l) =
δlj∏d
a=0(qj − ξa)
ma−1
. (4.13)
Since degF = d − 1, the values F (qj; l), j = 1, . . . , d completely determine the polynomial
F (p; l) and therefore by the Lagrange interpolation formula we have F (p; l) =
∑d
k=1 Fk(p; l),
where
Fk(p; l) = F (qk; l)
d∏
i=1
i 6=k
p− qi
qk − qi
. (4.14)
Note that F (p; l) = Fl(p; l). Therefore formula (4.10) follows by considering
λ
′
D
(p)
λ
′′
D
(ql)
, and
applying Proposition 4.1 and formulae (4.12) – (4.14).
Note that
∂ulλD(p) = ∂ul
(
(p− ξ0)
m0
) d∏
a=1
(p− ξa)
ma − λD(p)
d∑
b=1
mb
∂ulξb
p− ξb
,
which is equal to
λ
′
D(p)
(p−ql)λ
′′
D
(ql)
by formula (4.10). Dividing both sides by (p− ξk)
mk−1 for some
k, 1 ≤ k ≤ d we arrive at the following relation
∂ul
[
(p−ξ0)
m0
]
(p−ξk)
d∏
a=1
a6=k
(p−ξa)
ma−
λD(p)
(p− ξk)mk−1
d∑
b=1
mb
∂ulξb
(p− ξb)
=
λ
′
D(p)
(p− ql)(p− ξk)mk−1λ
′′
D(ql)
.
(4.15)
Note that
λ
′
D(p)
(p− ξk)mk−1
∣∣∣∣
p=ξk
= mk
d∏
b=0
b6=k
(ξk − ξb)
mb . (4.16)
By substituting p = ξk in the relation (4.15) the statement follows with the help of (4.16). 
The critical values ui = λD(qi), (i = 1, . . . , d) play a role of the canonical coordinates for
the metric and multiplication (4.4), (4.5) on the stratum D. More precisely, the following
statement holds.
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Proposition 4.4. The following formulae hold for any i, j = 1, . . . , d:
ηD(∂ui , ∂uj ) =
δij
λ
′′
D(qi)
,
∂ui ◦ ∂uj = δij∂uj .
In particular, the metric ηD is non-degenerate.
Proof. Let us consider the formula (4.4) with ζ1 = ∂ui , ζ2 = ∂uj . Note that the right-hand
side is non-singular at p = ξi for all i = 0, . . . , d. Furthermore, the residue at ql (1 ≤ l ≤ d)
is zero if i 6= j by Lemma 4.3, and hence ηD(∂ui , ∂uj ) = 0. Further on, by Lemma 4.3 we
have
ηD(∂ui, ∂ui) =
d∑
s=1
resp=qs
(∂uiλD(p))
2
λ
′
D(p)
dp =
1
λ
′′
D(qi)
2
d∑
s=1
resp=qs
λ
′
D(p)
(p− qi)2
dp.
It follows by Proposition 4.1 that
ηD(∂ui , ∂ui) =
n + 1
λ
′′
D(qi)
2
d∑
s=1
resp=qs
∏d
j=0(p− ξj)
mj−1
∏d
j 6=i(p− qj)
p− qi
dp =
1
λ
′′
D(qi)
,
as required.
Let us now consider formula (4.5) with ζ1 = ∂ui , ζ2 = ∂uj and ζ3 = ∂uk . In the case when
at least two of the indices i, j, k are different the residues at ql (1 ≤ l ≤ d) are zero by Lemma
4.3, and hence ηD(∂ui ◦ ∂uj , ∂uk) = 0. Further on, by Lemma 4.3 we have
ηD(∂ui ◦ ∂ui , ∂ui) =
d∑
s=1
resp=qs
(∂uiλD(p))
3
λ
′
D(p)
dp =
1
λ
′′
D(qi)
3
d∑
s=1
resp=qs
(λ
′
D(p))
2
(p− qi)3
dp.
It follows by Proposition 4.1 that
ηD(∂ui ◦ ∂ui , ∂ui) =
(n + 1)2
λ
′′
D(qi)
3
d∑
s=1
resp=qs
∏d
j=0(p− ξj)
2(mj−1)
∏d
j 6=i(p− qj)
2
p− qi
dp =
1
λ
′′
D(qi)
.
Therefore
ηD(∂ui ◦ ∂uj , ∂uk) =
δijδjk
λ
′′
D(qi)
,
which implies the required relation ∂ui ◦ ∂uj = δij∂uj since ∂ui ◦ ∂uj ∈ T∗D by Proposition
3.2 and since ηD is non-degenerate by above. 
Now we are able to find determinant of the metric ηD in the coordinates ξi, 1 ≤ i ≤ d.
Theorem 4.5. The determinant of the restricted Saito metric ηD in the coordinates ξi has
the form
det ηD(ξ) = κ
∏
06i<j6d
ξ
mi+mj
ij , (4.17)
where ξij = ξi − ξj and κ = (−1)
∑d
i=1 imi+nd(n+ 1)−n
∏d
a=1m
2
a
∏d
a=0m
ma−1
a .
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Proof. By Proposition 4.4 the determinant of the Saito metric ηD in the coordinates ui,
1 ≤ i ≤ d, has the form
det ηD(u) =
d∏
i=1
1
λ
′′
D(qi)
. (4.18)
Therefore by Proposition 4.4 we have that
det ηD(ξ) = (detA)
−2
d∏
i=1
λ
′′
D(qi), (4.19)
where A is the d× d matrix with the matrix elements 1
ξa−qi
, 1 6 i, a 6 d. Determinant of A
is the Cauchy determinant which can be expressed as
detA = (−1)
d(d−1)
2
∏d
i=1
i<j
ξijqij∏d
i,a=1(ξa − qi)
, (4.20)
where qij = qi − qj .
By Proposition 4.1 we get
d∏
i=1
(ξa − qi) = (n+ 1)
−1 λ
′
D(p)
(p− ξa)ma−1
∣∣∣∣
p=ξa
d∏
b=0
b6=a
ξ−mb+1ab =
ma
n+ 1
d∏
b=0
b6=a
ξab. (4.21)
By formula (4.7) we get∏d
i=1 λ
′′
D(qi)∏
i<j q
2
ij
= (−1)
d(d−1)
2 (n+ 1)d
∏
06a6d
16i6d
(qi − ξa)
ma−1. (4.22)
By substituting formula (4.21) into (4.22) we get∏d
i=1 λ
′′
D(qi)∏
1≤i<j q
2
ij
= c
d∏
a=0
d∏
b=0
b6=a
ξma−1ab , (4.23)
where c = (−1)
d(d−1)
2
+d
∑d
a=0(ma−1)(n+ 1)d
∏d
a=0
(
(n + 1)−1ma
)ma−1
.
Combining formulae (4.19), (4.20), (4.23), we obtain the following expression for det ηD:
det ηD(ξ) =
∏d
i=1 λ
′′
D(qi)
∏d
i,a=1(ξa − qi)
2∏
i<j ξ
2
ijq
2
ij
= c
d∏
a=1
(
(n+ 1)−1ma
)2 ∏
06a<b6d
ξ2ab
d∏
a=0
d∏
b=0
b6=a
ξma−1ab .
Finally, we note that
d∏
a=0
d∏
b=0
b6=a
ξma−1ab = (−1)
∑d
i=1 imi−
d(d+1)
2
∏
06a<b6d
ξma+mb−2ab ,
which gives the required statement as c
∏d
a=1
(
(n+ 1)−1ma
)2
(−1)
∑d
i=1 imi−
d(d+1)
2 = κ. 
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4.2. Bn, Dn discriminant strata. We consider the LG superpotential
λ(p) = p2k
n∏
i=1
(p2 − (xi)2), (4.24)
where p is some auxiliary variable and xi, 1 ≤ i ≤ n are the standard orthonormal coordinates
in Cn and k = 0,−1. In the case k = 0 polynomial (4.24) is the superpotential for the Bn
orbit space, and in the case k = −1 it is the superpotential for theDn orbit space [35] (see also
[5]). The corresponding root systems have the standard form Dn = {±ei±ej |1 ≤ i < j ≤ n},
Bn = Dn ∪ {±ei|1 ≤ i ≤ n}, where ei is the standard basis in C
n.
Let us consider a Bn/Dn stratum D in C
n which can be assumed to have the following
form after applying the group action:
x1 = . . . = xl = 0,
ε1x
l+1 = . . . = εm1x
l+m1 = ξ1,
εm1+1x
l+m1+1 = . . . = εm1+m2x
l+m1+m2 = ξ2, (4.25)
...
ε∑d−1
i=1 mi+1
xl+
∑d−1
i=1 mi+1 = . . . = ε∑d
i=1mi
xl+
∑d
i=1mi = ξd,
where l ∈ N ∪ {0}, εj = ±1 (j = 1, . . . , n − l), d,mi ∈ N (i = 1, . . . , d),
∑d
i=1mi = n − l,
and ξ1, . . . , ξd are coordinates on D. Equations (4.25) define discriminant stratum for Dn
provided l 6= 1, and they always define a discriminant stratum for Bn.
We will consider in this subsection the following more general superpotential on D:
λD(p) = p
2m
d∏
i=1
(p2 − ξ2i )
mi , (4.26)
where m ∈ Z is such that N := m+
∑d
i=1mi 6= 0. In the cases when m ≥ −1 the superpo-
tential λD(p) corresponds to the restriction of the superpotential (4.24) to the discriminant
stratum (4.25). Indeed, we get λD(p) with m = l − 1, where l = 0 or l ≥ 2 by restricting
λ(p) with k = −1 (type Dn) to the stratum (4.25). And we get λD(p) with m = l ≥ 0 as the
restriction of λ(p) with k = 0 (type Bn) to the stratum (4.25). Superpotentials (4.26) with
mi = 1 for all i and −d+ 1 ≤ m ≤ 0 were considered in [5, 35].
Derivatives of the superpotential λD are given by the next statement.
Proposition 4.6. The derivative λ
′
D of the superpotential (4.26) has the form
λ
′
D(p) = 2Np
2m−1
d∏
i=1
(p2 − ξ2i )
mi−1
d∏
i=1
(p2 − q2i ), (4.27)
for some qi ∈ C. The second derivative λ
′′
D satisfies
λ
′′
D(qi) = 4ǫiNq
2m
i
d∏
a=1
(q2i − ξ
2
a)
ma−1
d∏
b=1
b6=i
(q2i − q
2
b ), (4.28)
where ǫi = 1 if qi 6= 0 and ǫi =
1
2
if qi = 0.
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Note that qi = 0 for some i if and only if m = 0.
Let us define coordinates ui = λD(qi), i = 1, . . . , d on D, where λD is given by formula
(4.26), which we later show to be the canonical coordinates on the stratum (4.25).
Lemma 4.7. We have the following relation for the superpotential (4.26):
∂uiλD(p)|p=qj = δij (4.29)
for any i, j = 1, . . . , d.
The proof is similar to the proof of Lemma 4.2.
Lemma 4.8. We have the relation
∂uiλD(p) =
2ǫip
p2 − q2i
λ
′
D(p)
λ
′′
D(qi)
(4.30)
for any i = 1, . . . , d.
Proof. Let Ui(p) =
2ǫip
p2−q2i
λ
′
D
(p)
λ
′′
D
(qi)
. By Proposition 4.6 we get
Ui(p) =
p2m
∏d
a=1(p
2 − ξ2a)
ma−1
∏d
b=1
b6=i
(p2 − q2b )
q2mi
∏d
a=1(q
2
i − ξ
2
a)
ma−1
∏d
b=1
b6=i
(q2i − q
2
b )
, (4.31)
with degUi(p) = 2N − 2. It follows from the form (4.31) that Ui(p)|p=qj = δij.
Note that each of the functions Ui(p) and ∂uiλD(p) has the form of a product of an even
polynomial of degree 2d − 2 and the function p2m
∏d
a=1(p
2 − ξ2a)
ma−1. We also have that
deg ∂uiλD(p) = 2N − 2. It follows by Lemma 4.7 that Ui = ∂uiλD(p). 
Next we determine the Jacobi matrix between the coordinates ξi and ui.
Lemma 4.9. We have
∂uiξa =
2ǫiξa
q2i − ξ
2
a
1
λ
′′
D(qi)
, (4.32)
for any i, a = 1, . . . , d.
Proof. From the defining formula (4.26) we get
∂uiλD(p) = −2
d∑
j=1
λD(p)
p2 − ξ2j
mjξj∂uiξj. (4.33)
By Lemma 4.8 we obtain the following identity from (4.33) for any a:
2ǫip
(p2 − q2i )(p
2 − ξ2a)
ma−1
λ
′
D(p)
λ
′′
D(qi)
= −2
d∑
j=1
λD(p)
(p2 − ξ2j )(p
2 − ξ2a)
ma−1
mjξj∂uiξj . (4.34)
Note that by L’Hospital’s rule
λD(p)
(p2 − ξ2a)
ma
∣∣∣∣
p=ξa
=
λ′D(p)
(p2 − ξ2a)
ma−1
∣∣∣∣
p=ξa
1
2maξa
. (4.35)
The statement follows by substituting p = ξa in the relation (4.34) and applying (4.35).

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Let us now show that the critical values ui = λD(qi), (i = 1, . . . , d) with the superpotential
(4.26) play a role of the canonical coordinates for the metric and multiplication (4.4), (4.5)
on the stratum (4.25). More precisely, the following statement holds.
Proposition 4.10. For any i, j = 1, . . . , d the following formulae hold:
ηD(∂ui , ∂uj ) =
2ǫiδij
λ
′′
D(qi)
,
∂ui ◦ ∂uj = δij∂uj . (4.36)
In particular, the metric ηD is non-degenerate.
Proof. Let us consider the formula (4.4) with ζ1 = ∂ui , ζ2 = ∂uj . Note that the right-hand
side is non-singular at p = ξi for all i = 1, . . . , d. Furthermore, the residue at ql (1 ≤ l ≤ d)
is zero if i 6= j by Lemma 4.8, and hence ηD(∂ui , ∂uj ) = 0. Further on, by Lemma 4.8 we
have
ηD(∂ui, ∂ui) =
∑
ps:λ
′
D
(ps)=0
resp=ps
(∂uiλD(p))
2
λ
′
D(p)
dp =
4ǫ2i
λ
′′
D(qi)
2
∑
ps:λ
′
D
(ps)=0
resp=ps
p2λ
′
D(p)
(p2 − q2i )
2
dp.
It follows from Proposition 4.6 that
ηD(∂ui , ∂ui) =
8Nǫ2i
λ
′′
D(qi)
2
∑
ps:λ
′
D
(ps)=0
resp=ps
p2m+1
∏d
j=1(p
2 − ξ2j )
mj−1
∏d
j=1
j 6=i
(p2 − q2j )
p2 − q2i
dp =
2ǫi
λ
′′
D(qi)
,
as required.
Let us now consider formula (4.5) with ζ1 = ∂ui , ζ2 = ∂uj and ζ3 = ∂uk . In the case when
at least two of the indices i, j, k are different the residues at ql (1 ≤ l ≤ d) are zero by Lemma
4.8, and hence ηD(∂ui ◦ ∂uj , ∂uk) = 0. Further on, by Lemma 4.8 we have
ηD(∂ui ◦ ∂ui , ∂ui) =
∑
ps:λ
′
D
(ps)=0
resp=ps
(∂uiλD(p))
3
λ
′
D(p)
dp =
8ǫ3i
λ
′′
D(qi)
3
∑
ps:λ
′
D
(ps)=0
resp=ps
p3(λ
′
D(p))
2
(p2 − q2i )
3
dp.
It follows by Proposition 4.6 that
ηD(∂ui ◦ ∂ui, ∂ui) =
32N2ǫ3i
λ
′′
D(qi)
3
∑
ps:λ
′
D
(ps)=0
resp=ps
p4m+1
∏d
j=1(p
2 − ξ2j )
2(mj−1)
∏d
j=1
j 6=i
(p2 − q2j )
2
p2 − q2i
dp.
Therefore
ηD(∂ui ◦ ∂ui, ∂ui) =
2ǫi
λ
′′
D(qi)
,
and hence
ηD(∂ui ◦ ∂uj , ∂uk) =
2ǫiδijδjk
λ
′′
D(qi)
.
This implies formula (4.36) since ∂ui ◦ ∂uj ∈ T∗D by Proposition 3.2 and as ηD is non-
degenerate by above.

The following lemmas will be useful below.
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Lemma 4.11. We have
d∏
i=1
(ξ2a − q
2
i ) =
ma
N
ξ2a
d∏
b=1
b6=a
(ξ2a − ξ
2
b ) (4.37)
for any a = 1, . . . , d.
Proof. Proposition 4.6 implies that
d∏
i=1
(ξ2a − q
2
i ) =
λ
′
D(p)
2Np2m−1(p2 − ξ2a)
ma−1
∣∣∣∣
p=ξa
d∏
b=1
b6=a
(ξ2a − ξ
2
b )
−mb+1. (4.38)
It follows from the defining formula (4.26) for λD that
λ
′
D(p)
(p2 − ξ2a)
ma−1
∣∣∣∣
p=ξa
= 2maξ
2m+1
a
d∏
b=1
b6=a
(ξ2a − ξ
2
b )
mb , (4.39)
The statement follows from formulae (4.38), (4.39). 
Lemma 4.12. We have
d∏
a=1
q2a =
m
N
d∏
a=1
ξ2a.
Proof. The derivative λ
′
D can be expressed as
λ
′
D(p) = 2mp
2m−1
d∏
a=1
(p2 − ξ2a)
ma + p2m
d
dp
d∏
a=1
(p2 − ξ2a)
ma .
Let us equate this expression to the right-hand side of the formula (4.27) and divide both
sides by p2m−1. Then we substitute p = 0 and obtain
2N
d∏
a=1
(−ξ2a)
ma−1
d∏
a=1
(−q2a) = 2m
d∏
a=1
(−ξ2a)
ma ,
which implies the statement. 
Lemma 4.13. Let
z =
∏d
i=1 λ
′′
D(qi)∏d
i=1
i<j
(q2i − q
2
j )
2
. (4.40)
Then
z = c
d∏
a=1
ξ2(m+ma−1)a
d∏
a,b=1
a6=b
(ξ2a − ξ
2
b )
ma−1,
where
c = (−1)d(
∑d
a=1ma−
(d+1)
2
)ǫ4dN2d−m−
∑d
a=1ma
d∏
a=1
mma−1a m
m, (4.41)
and ǫ =
∏d
i=1 ǫi.
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Proof. It follows from formula (4.28) that
z = (−1)
d(d−1)
2 ǫ(4N)d
d∏
i=1
q2mi
d∏
a,i=1
(q2i − ξ
2
a)
ma−1.
The statement follows by Lemmas 4.11, 4.12. 
Theorem 4.14. The determinant of the metric ηD given by (4.4) with the superpotential
(4.26) in the coordinates ξi, 1 ≤ i ≤ d, has the form
det ηD(ξ) = κ
d∏
i=1
ξ
2(mi+m)
i
∏
1≤i<j≤d
(ξ2i − ξ
2
j )
mi+mj , (4.42)
where κ = (−1)d
2+d(N−m)+
∑d−1
i=1 imi+12dmmN−N
∏d
a=1m
ma+1
a .
Proof. In the coordinates ξi the determinant of the metric ηD by Proposition 4.10 has the
form
det ηD(ξ) = ǫ(detA)
−2
d∏
i=1
2
λ
′′
D(qi)
, (4.43)
where A is the Jacobi matrix (∂uiξa)
d
i,a=1. By Lemma 4.9 we have
detA = (−2)dǫ
d∏
a=1
ξa
d∏
i=1
(λ
′′
D(qi))
−1 detB, (4.44)
where matrix B = ( 1
ξ2a−q
2
i
)di,a=1. The determinant of the matrix B is a Cauchy’s determinant
which can be expressed as
detB = (−1)
d(d−1)
2
∏d
i=1
i<j
(ξ2i − ξ
2
j )(q
2
i − q
2
j )∏d
i,a=1(ξ
2
a − q
2
i )
.
Hence by Lemma 4.11 detB can be expressed as
detB =
Nd∏d
a=1maξ
2
a
∏d
i=1
i<j
(q2i − q
2
j )∏
1≤a<b≤d(ξ
2
a − ξ
2
b )
. (4.45)
Combining formulae (4.43) – (4.45) we get that
det ηD = ǫ
−1(2N2)−d
d∏
a=1
m2aξ
2
a
∏
1≤a<b≤d
(ξ2a − ξ
2
b )
2z (4.46)
with z defined by (4.40). By Lemma 4.13 the statement follows since
(−1)
∑d−1
i=1 imi+1−
d(d−1)
2 ǫ−1(2N2)−dc
d∏
a=1
m2a = κ.

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5. Classical series: Theorem 2.8
In this section we show that Theorem 2.8 holds for the root systems An, Bn and Dn. Thus
we complete the proof of Theorem 1.3 in these cases.
Theorem 5.1. Suppose R = An. Then the statement of Theorem 2.8 is true.
Proof. Let S ⊂ An be a collection of roots such that the discriminant stratum D = ∩γ∈SΠγ
is given by equations (4.2). Let ξ0, . . . , ξd be the corresponding functions on D (see (4.2)).
Let RD be the root system
RD = 〈S〉 ∩An = {α ∈ An| α|D = 0}.
Then decomposition (1.4) of the root system RD has the form
RD =
⊔
i:mi>1
Ami−1.
Let H be a hyperplane in D which is an element of the restricted arrangement AD. Then
there exists a root β ∈ An such that H = {v ∈ D|l(v) = 0}, where l = lH = β|D ∈ D
∗.
In the coordinates ξ covector l has the l(ξ) = ξa − ξb for some 0 ≤ a < b ≤ d, and the
corresponding root β can be taken as β = em0+···+ma − em0+···+mb .
The multiplicity kH of the linear form l(ξ) in the formula (4.17) is equal to ma +mb. On
the other hand decomposition (2.2) of the root system RD,β = 〈S, β〉 ∩ An has the form
RD,β =
⊔
i:mi>1
i 6=a,b
Ami−1 ⊔Ama+mb−1,
where the last root system Ama+mb−1 contains β. Therefore R
(0)
D,β = Ama+mb−1 and kH =
h(Ama+mb−1) as required. This completes the proof for the root system An. 
Theorem 5.2. Suppose R = Bn. Then the statement of Theorem 2.8 is true.
Proof. Let S ⊂ Bn be a collection of roots such that the discriminant stratum D = ∩γ∈SΠγ is
given by equations (4.25). Let ξ1, . . . , ξd be the corresponding coordinates on D (see (4.25)).
Let RD be the root system
RD = 〈S〉 ∩Bn = {α ∈ Bn| α|D = 0}.
Note that if l = 0, then RD takes the form
RD =
⊔
i:mi>1
Ami−1,
and
RD =
⊔
i:mi>1
Ami−1 ⊔ R
(1), (5.1)
where R(1) = Bl if l ≥ 2, R
(1) = A1, if l = 1.
Let Ĥ and H˜ be hyperplanes in D given by the kernels of the forms l̂(ξ) = β̂|D(ξ) = ξa
(1 ≤ a ≤ d) and l˜(ξ) = β˜|D(ξ) = ξa ± ξb (1 ≤ a < b ≤ d) respectively, where one can choose
the corresponding roots β̂, β˜ ∈ Bn as follows:
β̂ = el+m1+···+ma , β˜ = εm1+···+mael+m1+···+ma ± εm1+···+mbel+m1+···+mb .
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Let kĤ = 2(ma +m) and kH˜ = ma +mb be the multiplicities of the linear forms l̂(ξ) and
l˜(ξ) respectively in the product (4.42). Recall that m = l in the superpotential (4.26) and
Theorem 4.42 for the Bn strata.
Let us consider firstly the form l̂(ξ). If ma = 1 then the root system RD,β̂ = 〈S, β̂〉 ∩ Bn
has decomposition into irreducible subsystems
RD,β̂ =
⊔
i:mi>1
Ami−1 ⊔R
(2),
where R(2) = A1 when l = 0 and R
(2) = Bl+1 when l ≥ 1. The root system R
(2) contains β̂
so R(2) = R
(0)
D,β̂
in the decomposition (2.2), and kĤ = 2(m+ 1) = h(R
(2)) as required.
If ma > 1 then the root system RD,β̂ = 〈S, β̂〉 ∩ Bn has decomposition into irreducible
subsystems
RD,β̂ =
⊔
i:mi>1
i 6=a
Ami−1 ⊔ Bl+ma ,
where the root system Bl+ma contains β̂. Therefore R
(0)
D,β̂
= Bl+ma and kĤ = h(Bl+ma) as
required.
Let us now consider the form l˜(ξ). Then RD,β˜ = 〈S, β˜〉 ∩ Bn has decomposition into
irreducible subsystems
RD,β˜ =
⊔
i:mi>1
i 6=a,b
Ami−1 ⊔ Ama+mb−1 ⊔ R
(1),
where the root system Ama+mb−1 contains β˜ and R
(1) is the same as in (5.1). Therefore
R
(0)
D,β˜
= Ama+mb−1 and kH˜ = h(Ama+mb−1) as required. 
Theorem 5.3. Suppose R = Dn. Then the statement of Theorem 2.8 is true.
Proof. Let S ⊂ Dn be a collection of roots such that the discriminant stratum D = ∩γ∈SΠγ
is given by equations (4.25), where l 6= 1. Let ξ1, . . . , ξd be the corresponding coordinates on
D (see (4.25)).
Let RD be the root system
RD = 〈S〉 ∩Dn = {α ∈ Dn| α|D = 0}.
Note that
RD =
⊔
i:mi>1
Ami−1 ⊔ R
(1), (5.2)
where the root system R(1) = Dl if l ≥ 3, R
(1) = A1×A1 if l = 2, and R
(1) is empty if l = 0.
Let Ĥ and H˜ be hyperplanes in D given by the kernels of the forms l̂(ξ) = β̂|D(ξ) = ξa
(1 ≤ a ≤ d) and l˜(ξ) = β˜|D(ξ) = ξa ± ξb (1 ≤ a < b ≤ d) respectively, for the corresponding
root vectors β̂, β˜ ∈ Dn.
Let kĤ = 2(ma +m) and kH˜ = ma +mb be the multiplicities of the linear forms l̂(ξ) and
l˜(ξ) respectively in the product (4.42), where we assume that kĤ > 0 . Recall that m = l−1
in the superpotential (4.26) and Theorem 4.42 for the Dn strata.
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Let us consider firstly the form l̂(ξ). This form has non-zero power in the formula (4.42)
which implies that l ≥ 2 or ma ≥ 2. In the former case we choose β̂ = el + el+m1+···+ma and
in the latter case we choose
β̂ = εm1+···+ma−1el+m1+···+ma−1 + εm1+···+mael+m1+···+ma .
If ma = 1 then l ≥ 2 and we have that the root system RD,β̂ = 〈S, β̂〉∩Dn has decomposition
into irreducible subsystems
RD,β̂ =
⊔
i:mi>1
Ami−1 ⊔Dl+1,
where the root system Dl+1 contains β̂. Therefore R
(0)
D,β̂
= Dl+1 and
kĤ = 2(m+ 1) = 2l = h(Dl+1)
as required.
If ma ≥ 2 then the root system RD,β̂ has decomposition into irreducible subsystems
RD,β̂ =
⊔
i:mi>1
i 6=a
Ami−1 ⊔R
(2),
where R(2) = A1×A1 if ma = 2 and l = 0, and R
(2) = Dl+ma if l+ma ≥ 3. The root system
R(2) contains β̂. If R(2) = A1 ×A1 then R
(0)
D,β̂
= A1 and kĤ = 2(ma + l− 1) = 2 = h(A1) as
required. If R(2) = Dl+ma then R
(0)
D,β̂
= R(2) and kĤ = 2(ma + l − 1) = h(R
(2)) as required.
Let us now consider the form l˜(ξ). The root β˜ can be chosen as
β˜ = εm1+···+mael+m1+···+ma ± εm1+···+mbel+m1+···+mb .
Then the root system RD,β˜ = 〈S, β˜〉 ∩Dn has decomposition into irreducible subsystems
RD,β˜ =
⊔
i:mi>1
i 6=a,b
Ami−1 ⊔ Ama+mb−1 ⊔ R
(1),
where the root system Ama+mb−1 contains β˜ and R
(1) is the same as in (5.2). Therefore
R
(0)
D,β˜
= Ama+mb−1 and kH˜ = h(Ama+mb−1) as required. 
6. A general formula for the restricted Saito determinant
Let us fix a basis ∆ of simple roots αk (k = 1, . . . , n) for the root system R. These
vectors have the form αk = (α
(1)
k , . . . , α
(n)
k ) in the coordinate system x
i. Let us define the
corresponding directional partial derivatives operators
∂αk =
n∑
i=1
α
(i)
k
∂
∂xi
. (6.1)
The basis of fundamental coweights ωi ∈ V (i = 1, . . . , n) is defined by
(ωi, αj) = δ
i
j. (6.2)
Let us also define a new coordinate system on V given by
x˜i = (ωi, x), i = 1, . . . , n, x ∈ V. (6.3)
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Lemma 6.1. In the coordinates x˜i, 1 ≤ i ≤ n, we have ∂
∂x˜i
= ∂αi.
Proof. Let x = (x1, . . . , xn)⊺ and x˜ = (x˜1, . . . , x˜n)⊺. Then x˜⊺ = Ωx⊺, where Ω is the n × n
matrix Ω = (Ωij)
n
i,j=1 with Ωij = ω
i
(j) if ω
i = (ωi(1), . . . , ω
i
(n)). Then x
⊺ = Ω−1x˜⊺, and it is easy
to see that the (i, j)-th entry of Ω−1 equals α
(i)
j . Therefore
∂
∂x˜i
= ∂x
k
∂x˜i
∂
∂xk
= α
(k)
i
∂
∂xk
= ∂αi . 
For any set of (homogeneous) basic invariants pi ∈ C[x]W , i = 1, . . . , n, let Bk(p) be the
(n−1)× (n−1) matrix obtained from the Jacobi matrix (∂αjp
i)ni,j=1 by eliminating the k-th
column and n-th row (1 ≤ k ≤ n). Let
Jk(p) = Jk(p
1, . . . , pn−1) = detBk(p). (6.4)
Note that Jk(p) is a homogeneous polynomial in x of degree |R+| − h + 1, where h is the
Coxeter number. Let also J(p) be the Jacobian J(p1, . . . , pn) = det
(
∂αjp
i
)n
i,j=1
.
The next statement will be useful below.
Proposition 6.2. [33] The vector field ∂
∂pn
can be represented as
∂
∂pn
= J−1(p)
∣∣∣∣∣∣∣∣
∂α1p
1 . . . ∂αnp
1
...
. . .
...
∂α1p
n−1 . . . ∂αnp
n−1
∂α1 . . . ∂αn
∣∣∣∣∣∣∣∣ .
We will write Jk = Jk(t
1, . . . , tn−1) and J = J(t1, . . . , tn) for the basis pi = ti of Saito
polynomials. Similarly to Proposition 6.2 we have its following version.
Proposition 6.3. The vector field e = ∂
∂tn
can be represented as
e =
n∑
i=1
ei∂αi , e
i = (−1)n+iJ−1Ji. (6.5)
Formula (6.5) can be checked by applying it to the polynomials ti (cf. [33]).
In the next statement we specify components of the contravariant Saito metric in terms
of the identity field e.
Proposition 6.4. In the coordinates x˜i (i = 1, . . . , n) the contravariant Saito metric ηij ∂
∂x˜i
∂
∂x˜j
is given by
ηij = (−1)n+1+j∂ωi
Jj
J
+ (−1)n+1+i∂ωj
Ji
J
. (6.6)
Proof. For the Saito metric we have
ηij = Leg
ij = −gkj∂αke
i − gik∂αke
j = −∂uje
i − ∂uie
j ,
where vector ui = gikαk, and e
i is the i-th component of the vector field e.
For the Euclidean metric g in the coordinates x˜i we have by Lemma 6.1
gij = (∂αi , ∂αj ) = (α
(k)
i
∂
∂xk
, α
(l)
j
∂
∂xl
) = α
(k)
i α
(l)
j δkl =
n∑
k=1
α
(k)
i α
(k)
j = (αi, αj).
Therefore we have
(ui, αj) =
n∑
k=1
gik(αk, αj) = g
ikgkj = δ
i
j .
Hence ui = ωi, and the result follows by Proposition 6.3. 
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To get the determinant of the restricted Saito metric ηD we will need the following general
result from linear algebra. We denote the set n = {1, . . . , n}.
Proposition 6.5. [25] Let A= (aij)
n
i,j=1 be an n×n matrix and let Aij = (−1)
i+jMij, where
Mij is the (i, j)-th minor of A. Let {i1, . . . , ip} be a subset of the set n of cardinality p,
1 6 p 6 n. Then ∣∣∣∣∣∣
Ai1i1 . . . Ai1ip
...
. . .
...
Aipi1 . . . Aipip
∣∣∣∣∣∣ = (detA)p−1
∣∣∣∣∣∣
aip+1,ip+1 . . . aip+1,in
...
. . .
...
ain,ip+1 . . . ainjn
∣∣∣∣∣∣ ,
In the next statement we define a convenient coordinate system on the discriminant strata.
Lemma 6.6. Let I ⊂ n be a subset of cardinality |I| = k, 1 ≤ k < n. Let D = ∩q∈IΠαq be
the corresponding discriminant stratum. Then x˜i, i /∈ I is a coordinate system on D.
Proof. Note that D = 〈ωi : i /∈ I〉. Let us consider a linear dependence of x˜i (i /∈ I) on D:∑
i/∈I
aix˜
i =
∑
i/∈I
ai(ω
i, x) = 0, (6.7)
where ai ∈ C. By considering relation (6.7) for x = ω
j, j /∈ I, we get from positive
definiteness of the form g that ai = 0 for all i. 
Now we can state the main theorem of this section which gives a formula for the determi-
nant of the restricted Saito metric.
Theorem 6.7. Let I = {i1, . . . , ik} ⊂ n, where k = |I| < n, and let D = ∩q∈IΠαq . Let P be
the product
P = J2
∣∣∣∣∣∣
ηi1i1 . . . ηi1ik
...
. . .
...
ηiki1 . . . ηikik
∣∣∣∣∣∣ , (6.8)
where ηij are components of the contravariant metric η in the coordinate system x˜i (i ∈ n).
Then function P has a well-defined limit PD = P |D, and determinant det ηD of the restricted
Saito metric ηD in the coordinates x˜
i (i /∈ I) is given as
det ηD = −PD. (6.9)
Proof. Let us consider the covariant Saito metric in the flat coordinates ti, (1 ≤ i ≤ n),
η = ηijdt
idtj =
n∑
i=1
dtidtn+1−i =
n∑
i=1
n∑
r=1
∂x˜rt
idx˜r
n∑
l=1
∂x˜lt
n+1−idx˜l. (6.10)
Note that for any p ∈ C[x]W one has that
∂x˜ip(x)|αi=0 = ∂αip(x)|αi=0 = 0.
Therefore, ∂x˜lt
i|D = 0 if l ∈ I. Hence, by restricting formula (6.10) on D, we get that the
restricted Saito metric is given by
ηD =
∑
r,l∈Î
ηrldx˜
rdx˜l, (6.11)
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where
ηrl =
n∑
i=1
(∂x˜rt
i)(∂x˜lt
n+1−i) (6.12)
and Î = n \ I.
Let matrix Q = (ηij)ni,j=1. Then
ηrl =
(−1)r+lQrl
detQ
, r, l = 1, . . . , n,
where Qrl is the (r, l)-th minor of Q. Consider the matrix C = (ηrl)r,l∈Î . It follows from
formula (6.11) that restriction C|D is the matrix of ηD and hence
det ηD = det C|D . (6.13)
By Proposition 6.5 applied to A = Q and p = |Î| = n− k we have
detC = (detQ)−(n−k)(detQ)n−k−1 detQI = detQ
−1 detQI , (6.14)
where QI is the matrix (η
ij)i,j∈I . Since detQ
−1 = det η, which is equal to −J2, it follows
from (6.14) that P = − detC, which is well-defined on D since entries (6.12) of C are
polynomials. The statement follows from (6.13). 
Polynomials Jk(p(x)) given by (6.4) have certain vanishing property which is stated in the
next proposition.
Proposition 6.8. The polynomial Jk(p) (1 ≤ k ≤ n) is divisible by α(x) for all α ∈ R∩U ,
where vector space U = 〈αi : 1 ≤ i ≤ n, i 6= k〉.
Proof. Any α ∈ R ∩ U can be represented as α =
∑n
i=1
i 6=k
ciαi for some ci ∈ C. Consider the
linear combination of columns of the matrix Bk(p) where the i-th column is taken with the
coefficient ci. The j-th entry in the resulting column vector is equal to ∂αp
j, which vanishes
if α(x) = 0. Hence Jk(p) = detBk(p) also vanishes if α(x) = 0. 
We are going to show that the polynomial Jk(p) is not identically zero. We will need the
following lemma, which is a particular case of a more general statement established in [21].
Lemma 6.9. Let R = Bn. Then the identity field e takes the following form:
e = c
n∑
i=1
(xi)−1
n∏
j=1
j 6=i
((xi)2 − (xj)2)−1
∂
∂xi
,
where c ∈ C×.
Proof. By Proposition 6.2 the identity field e is proportional to the field
∂
∂pn
= J−1(p)
n∑
i=1
(−1)n+iJi(p)
∂
∂xi
.
Basic invariants can be chosen as
pi =
n∑
j=1
(xj)2i,
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where 1 ≤ i ≤ n. Therefore Ji(p) is proportional to
n∏
j=1
j 6=i
xj
∏
1≤l<k≤n
l,k 6=i
((xl)2 − (xk)2),
and the polynomial J(p) has the form
J(p) ∼
n∏
j=1
xj
∏
1≤l<k≤n
((xl)2 − (xk)2).
The statement follows. 
Lemma implies that identity field e for the Coxeter group Bn is singular on every mirror of
the group. This appears to be the general situation which we show in the next proposition.
Let us numerate simple roots ∆ by a bijection σ : {1, . . . , n} → ∆ given by σ(i) = αi. We
will denote
Jα := Jσ−1(α), α ∈ ∆. (6.15)
By Proposition 6.3 we can represent the identity field as
e =
∑
α∈∆
eα∂α, (6.16)
where
eα = ǫα
Jα
J
, ǫα = (−1)
n+σ−1(α). (6.17)
Proposition 6.10. The identity field e is singular on every hyperplane of the discriminant
of W .
Proof. Recall that deg J = |R+| and deg Jα = |R+|−h+1 for any α ∈ ∆. By formula (6.17)
eα is a rational function of degree 1−h. Since vector field e is non-zero it has to be singular
on Πβ for some β ∈ R. By W -invariance it is also singular on Πw(β) for any w ∈ W . This
proves the statement in the simply-laced case.
Let us now consider the case where W has two orbits on R. If R = Bn then the statement
follows by Lemma 6.9. Let us now assume that the root system R = F4. Let α ∈ ∆ be such
that component eα 6= 0. Let us show that e is singular on the mirror Πα.
Suppose that e is non-singular on the hyperplane Πα. By Proposition 6.8 Jβ is divisible
by α(x) for any β ∈ ∆ \ {α}. Hence eβ is non-singular on Πα, and therefore Jα must be
divisible by α(x). It follows that ∏
β∈∆
β | Jα. (6.18)
Since eα is singular on at least h− 1 = 11 different hyperplanes inside the discriminant and
there are 12 short and 12 long positive roots, it follows from (6.18) that eα has singularities
on hyperplanes from both orbits. It follows by W -invariance of e that e is singular on Πα,
which is a contradiction.
Thus we have that e is singular on Πα, and hence e is singular on Πβ for all β ∈ Wα∩∆.
It follows by Proposition 6.8 that eβ 6= 0. Let us now assume that simple roots ∆ =
{α1, α2, α3, α4} correspond to the Dynkin diagram below
α1 α2 α3 α4
THE SAITO DETERMINANT FOR COXETER DISCRIMINANT STRATA 29
If α is a long root then it follows from the previous that Jα1 6= 0. By Proposition 6.8 Jα1 is
divisible by α2α3α4(α2+2α3). Since this product has two long roots and two short roots and
deg eα1 = −11 it follows that eα1 has singularities on both orbits. If α is a short root then it
follows by the previous that Jα4 6= 0. By Proposition 6.8 Jα4 is divisible by α1α2α3(α2+α3).
Since this product has two long and two short roots it follows that eα4 is singular on both
orbits. The statement for R = F4 follows by W -invariance of e.
Let us now consider the dihedral case R = I2(2m), m ≥ 3. By Proposition 6.2 the identity
field e has the form
e = J−1(x1
∂
∂x2
− x2
∂
∂x1
),
and the statement follows. 
Proposition 6.10 has the following implication which was obtained in [33] by another
argument.
Corollary 6.11. The polynomial Jk is not identically zero on the hyperplane Παk for any
k = 1, . . . , n. In particular, Jk is not a zero polynomial.
Proof. By Proposition 6.10 the identity field e is singular on the hyperplane Παk . By Propo-
sition 6.8 the polynomial Ji is divisible by αk(x) for all i 6= k (1 ≤ i ≤ n). It follows that Jk
is not divisible by αk(x). 
In the rest of this section we study properties of polynomials Jk (1 ≤ k ≤ n).
Proposition 6.12. Let β, γ ∈ R, β 6= ±γ. Then Jk vanishes on the stratum D = Πβ ∩Πγ .
Proof. There exists a non-trivial linear combination of β and γ such that
a1β + a2γ =
n∑
i=1
i 6=k
biαi,
where a1, a2, bi ∈ C. Note that ∂βp|D = ∂γp|D = 0 for any p ∈ C[x]
W . Hence the linear
combination of columns of the matrix Bk(t) with coefficients bi vanishes on D. 
For a subset {i1, . . . , im} ⊂ n of size m let us denote the corresponding discriminant
stratum as Di1,...,im = Dαi1 ,...,αim , that is
Di1,...,im = ∩
m
j=1Παij . (6.19)
Proposition 6.12 has the following implication on the structure of the polynomial Jk in
terms of defining polynomial of the arrangement ADk . Note that it is also stated in [33,
Remark 5].
Corollary 6.13. There is a proportionality Jk|Dk ∼ I(ADk).
Proof. By Proposition 2.3 deg Jk = |ADk |. It follows from Proposition 6.12 that Jk|Dk is
divisible by β|Dk for any β ∈ R \ {±αk}, which implies the statement. 
Let us define the following polynomials:
I := J
∏
α∈∆
α−1 and Ik := Jk
∏
α∈∆\αk
α−1, (6.20)
where 1 ≤ k ≤ n. We have the following useful result on the relation between polynomials
Im and Il on the stratum Dl,m.
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Proposition 6.14. Let αl, αm ∈ ∆ be such that |R+ ∩ S| > 2, where S = 〈αl, αm〉. Let
D = Dl,m be the corresponding stratum. Then
Im|D = (−1)
l−m−1 Il|D . (6.21)
Proof. Let vk denote the column vector
vk =
(
∂αkt
1, . . . , ∂αkt
n−1
)⊺
, (6.22)
where k = 1, . . . , n. We have
∂αkt
i = αk(x)Qki(x) (6.23)
for some Qki(x) ∈ C[x]. Denote the column vector Qk = (Qk1, . . . , Qk,n−1)
⊺. Note that αl, αm
are simple roots for the irreducible two-dimensional root system R∩ S, hence (αl, αm) 6= 0.
It follows from equality (6.23) that
∂αm∂αlt
i = (αl, αm)Qli(x) + αl(x)∂αmQli(x) = (αl, αm)Qmi(x) + αm(x)∂αlQmi(x). (6.24)
Restriction of equalities (6.24) to D gives
Qli(x)|D = Qmi(x)|D . (6.25)
Let ∆˜ = ∆ \ {αm, αl}. Note that Im = a(x)αl(x)
−1Jm(x) and Il(x) = a(x)αm(x)
−1Jl(x),
where a(x) =
∏
α∈∆˜ α(x)
−1. If l < m then αl(x)
−1Jm(x) = detAlm, where the matrix Alm
has columns
v1, . . . , vl−1, Ql, vl+1, . . . , v̂m, . . . , vn,
and v̂m denotes the omitted column v̂m. Similarly, αm(x)
−1Jl(x) = detAml, where the matrix
Aml has columns
v1, . . . , v̂l, . . . , vm−1, Qm, vm+1, . . . , vn
and v̂l denotes the omitted column v̂l. By the property (6.25) the matrices Alm|D, Aml|D
have the same columns up to a permutation, which implies the statement. The case m < l
is similar.

7. Exceptional groups: dimension 1 and codimensions 1, 2, 3.
In this section we find the determinant of the restricted Saito metric for the discriminant
strata of codimensions 1, 2, 3 and n − 1. Analysis of strata of codimensions 1, 2 and n − 1
applies to any (irreducible) Coxeter group so these results cover exceptional groups and give
another derivation of the determinant for the classical groups for such strata. Analysis of
codimension 3 strata applies to any simply laced root system so it covers all codimension 3
strata in the exceptional groups since codimension 3 strata in F4 and H4 cases are covered
by general dimension 1 considerations (this also gives another derivation of the determinant
for codimension 3 strata in simply laced classical cases).
Thus we show that the statement of Theorem 1.3 is true for any root system and a stratum
of codimensions 1, 2, 3 and n−1. Our analysis depends on the type of the subgraph Γ of the
Coxeter graph of R such that the stratum corresponds to simple roots which are vertices of
Γ. In some cases different subgraphs of the same type define non-equivalent strata under the
group action [23] but this does not affect our considerations.
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7.1. Dimension 1. Let us choose n− 1 different elements i1, . . . , in−1 ∈ n and consider the
stratum D = Di1,...,in−1 . Let in ∈ n \ {i1, . . . , in−1}.
Theorem 7.1. The determinant of the restricted Saito metric ηD is proportional to (x˜
in)h,
where h is the Coxeter number of R, and coordinates x˜ are defined in (6.3).
Proof. The covariant Saito metric η can be expressed as
η =
n∑
k=1
n∑
i=1
∂x˜it
kdx˜i
n∑
j=1
∂x˜j t
n+1−kdx˜j . (7.1)
Since ∂x˜ij t
k|D = ∂αij t
k|D = 0 for j = 1, . . . , n− 1 we get
ηD =
n∑
k=1
∂x˜in t
k∂x˜in t
n+1−k(dx˜in)2. (7.2)
Note that ∂x˜in t
k∂x˜in t
n+1−k is proportional to (x˜in)h since degrees dk = deg t
k satisfy dk +
dn+1−k = h + 2. This implies the statement. 
Corollary 7.2. The statement of Theorems 1.3 for D is true.
7.2. Codimension 1. Let us fix m ∈ N, 1 ≤ m ≤ n and consider the corresponding (n−1)-
dimensional stratum D = Dm.
Theorem 7.3. The determinant of the restricted Saito metric ηD is proportional to
I(AD)
∏
β∈R+\{αm}
β|D . (7.3)
Proof. By Theorem 6.7 we have that det ηD is equal to − η
mmJ2|D, and therefore by Propo-
sition 6.4 that
det ηD = (−1)
n+m+1 2J2∂ωm
Jm
J
∣∣∣∣
D
= (−1)n+m 2Jm∂ωmJ |D .
Since Jacobian J ∼ αm
∏
β∈R+\{αm}
β, we get that
∂ωmJ |D ∼
∏
β∈R+\{αm}
β|D .
The statement follows by Corollary 6.13. 
This establishes Theorem 2.7 for the stratum D.
Theorem 7.4. Theorem 2.8 holds for the stratum D.
Proof. The product in equality (7.3) can be written as
∏
H∈AD
lmHH , where mH = |Σ˜H | with
Σ˜H = {X ∈ A|X ⊃ H,H 6= D}. Therefore by Theorem 7.3 the determinant of ηD is
proportional to ∏
H∈AD
lkHH ,
where kH = mH + 1 = |ΣH |, with ΣH = {X ∈ A|H ⊂ X}. Let βH ∈ R be such that βH |D
is a non-zero multiple of lH . Then the root system RD,β = R∩〈β, αm〉 is the root system of
the dihedral group with kH lines. If it is irreducible then the root system R
(0)
D,β given by the
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decomposition (2.2) coincides with RD,β and kH = h(R
(0)
D,β) as required. If RD,β is reducible
then R
(0)
D,β = {±β} and kH = 2 = h(R
(0)
D,β), so the statement follows. 
7.3. Codimension 2. Let αl, αm ∈ ∆ be different simple roots. Let us consider the (n−2)-
dimensional stratum D = Dl,m. The restriction ηD of the Saito metric η to the stratum
D is well-defined as the components of the metric η are polynomials in the coordinates xi
(i = 1, . . . , n). However, this is not necessarily true for the individual terms in the expansion
(6.9) , (6.8) of det ηD as these terms can be singular on D. Below we will calculate limits of
these terms as x tends to D in a prescribed way which will give us the value of det ηD.
More specifically, by Theorem 6.7, the determinant of the metric ηD is given by
det ηD = −J
2
∣∣∣∣ηmm ηmlηml ηll
∣∣∣∣ , (7.4)
where the limit of the right-hand side as x tends to D is taken. By Proposition 6.4 we have
ηik = (−1)n+k+1∂ωi
Jk
J
+ (−1)n+i+1∂ωk
Ji
J
, (7.5)
i, k = 1, . . . , n. And by formulae (6.20) one has
∂ωi
Jk
J
= ∂ωi
Ik
αkI
= −
1
α2k
Ik
I
δik +
1
αk
∂ωi
Ik
I
. (7.6)
Further on, we are interested in the structure of I. Let us define
d = |R+ ∩ 〈αl, αm〉| − 2, (7.7)
which is the degree of vanishing of the polynomial I on D. Let us represent I as
I = fg, (7.8)
where f ∈ C[x] is a homogeneous polynomial of degree d in the variables αm(x), αl(x) and
g ∈ C[x] is not identically zero on D. Let d0 be the degree of f(x) as a polynomial in αl,
d0 ≤ d. We represent f(x) as
f(x) = αd−d0m (x)
d0∑
i=0
aiα
i
l(x)α
d0−i
m (x), (7.9)
where ai ∈ C, ad0 6= 0.
Let α, β ∈ R. In what follows, we will mean by F |α=0
β=0
the restriction of a function F onto
α = β = 0 in the order α = 0 first followed by taking the limit β → 0. The following lemma
takes place.
Lemma 7.5. We have
αl(x)I(x)
−1∂ωlI(x)
∣∣αm=0
αl=0
= d0. (7.10)
Proof. From formula (7.8) we get
αl(x)I(x)
−1∂ωlI(x) = αl(x)g(x)
−1∂ωlg(x) + f(x)
−1αl(x)∂ωlf(x). (7.11)
By formula (7.9) one has
f(x)−1αl(x)∂ωlf(x)
∣∣
αm=0
=
∑d0
i=1 iaiα
i
lα
d0−i
m∑d0
i=0 aiα
i
lα
d0−i
m
∣∣∣∣∣
αm=0
= d0. (7.12)
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The statement follows from formulae (7.11), (7.12). 
Let ∆˜ = ∆ \ {αl, αm}. Let us consider the diagonal and anti-diagonal terms in the
determinant in (7.4) separately.
Lemma 7.6. Let A = J2ηmmηll. Then
A|αm=0
αl=0
= (−1)m+l4(d0 + 1)IlIm
∏
α∈∆˜
α2
∣∣αm=0
αl=0
. (7.13)
Proof. By formulae (7.5), (7.6) we have that
ηkk = (−1)n+k+12∂ωk
Jk
J
= (−1)n+k+12
(
−
1
α2k
Ik
I
+
1
αk
∂ωk
Ik
I
)
,
for any k = 1, . . . , n. Therefore
Jηkk = (−1)n+k+12
(
− α−1k Ik + ∂ωkIk − IkI
−1∂ωkI
) ∏
α∈∆\{αk}
α.
Then
A = (−1)m+l4
(
− Im + αm
(
∂ωmIm − ImI
−1∂ωmI
))(
− Il + αl
(
∂ωlIl − IlI
−1∂ωlI
)) ∏
α∈∆˜
α2.
We consider the restriction of A on Dm at first. This gives
A|αm=0 = (−1)
m+l4Im
(
Il − αl
(
∂ωlIl − IlI
−1∂ωlI
)) ∏
α∈∆˜
α2
∣∣
αm=0
. (7.14)
By restricting equality (7.14) further on αl = 0 and applying Lemma 7.5 we obtain the
statement. 
Let us now consider the anti-diagonal terms.
Lemma 7.7. Let B = ηmlJ . Then
B|αm=0
αl=0
= (−1)n+md0Im
∏
α∈∆˜
α|αm=0
αl=0
. (7.15)
Proof. Using formulae (7.5), (7.6) we have
B =
(
(−1)n+l+1αm
(
∂ωmIl − IlI
−1∂ωmI
)
+ (−1)n+m+1αl
(
∂ωlIm − ImI
−1∂ωlI
)) ∏
α∈∆˜
α.
We consider the restriction of B on the hyperplane Dm at first. This gives
B|αm=0 = (−1)
n+m+1αl
(
∂ωlIm − ImI
−1∂ωlI
) ∏
α∈∆˜
α|αm=0 . (7.16)
Then restricting equality (7.16) further on αl = 0 and applying Lemma 7.5 we obtain the
required result. 
Now we are ready to obtain a general expression for the determinant det ηD.
Theorem 7.8. The determinant of the metric ηD is equal to
(−1)l+m+1(d0 + 2)
2ImIl
∏
α∈∆˜
α2
∣∣
D
. (7.17)
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Proof. In the notation of Lemmas 7.6, 7.7 by Theorem 6.7 we have
det ηD = B
2
∣∣αm=0
αl=0
− A|αm=0
αl=0
.
By these lemmas we get
det ηD =
(
d20I
2
m + (−1)
m+l+14(d0 + 1)IlIm
) ∏
α∈∆˜
α2
∣∣
D
. (7.18)
Let us first consider the case where degree d defined by (7.7) satisfies d > 0. Then by
Proposition 6.14 we get Im = (−1)
l−m−1Il on D. Therefore
det ηD = (−1)
l+m+1(d0 + 2)
2ImIl
∏
α∈∆˜
α2
∣∣
D
, (7.19)
as required. Let us now suppose that d = 0. Then f is constant and d0 = 0, hence equality
(7.18) implies the statement. 
Theorem 7.8 implies Theorem 1.3 for D. Let RD = R ∩ 〈αm, αl〉.
Theorem 7.9. The statement of Theorem 1.3 is true for the stratum D.
Proof. By Corollary 6.13 we have that Jk ∼ I(ADk) on Dk for k = l, m. Therefore α
−1
l Jm ∼
I(ADm \ {D}) and α
−1
m Jl ∼ I(ADl \ {D}) on D. Hence by Theorem 7.8 determinant of ηD
is proportional to
ImIl
∏
α∈∆˜
α2 = JmJlα
−1
m α
−1
l ∼ I(ADm \ {D})I(ADl \ {D})
on D. Since {D} = ADDm = A
D
Dl
and the rank of the root system RD given by (1.4) is 2, the
statement follows. 
The above analysis shows that the statement of Theorem 1.3 for the strata of codimensions
1, 2 and n− 1 is true. This covers all strata in finite Coxeter groups I2(p), H3, H4, F4. This
leaves us to study simply laced cases E6, E7, E8 only.
7.4. Codimension 3. We consider now (n− 3)-dimensional strata D for simply laced root
systems R = En, n = 6, 7, 8, although the analysis works for any irreducible simply laced
root system. The analysis will depend on the types of the Coxeter graphs of the strata in
addition to their (co)dimensions. Thus we consider three possible cases for a stratum D,
namely, it can be of type A3, A2 × A1 or A
3
1. Let λ, ν, θ ∈ ∆ so that D = Dλ,ν,θ.
Strata of type A3. Let us assume that the root system RD = R∩〈λ, ν, θ〉 is a subsystem
of R of type A3 and consider the corresponding Coxeter subgraph
A3 :
λ ν θ
Note that λ+ ν, ν + θ, λ+ ν + θ ∈ R+. The Jacobian J can be represented as
J = λνθ(λ + ν)(ν + θ)(λ+ ν + θ)Π, (7.20)
where Π is proportional to I(A \ AD). Note that Π is non-zero on D. By Proposition 6.8
we have in the notation (6.15)
Jλ = νθ(ν + θ)Kλ, (7.21)
Jν = λθKν , (7.22)
Jθ = λν(λ + ν)Kθ, (7.23)
THE SAITO DETERMINANT FOR COXETER DISCRIMINANT STRATA 35
for some polynomials Kλ, Kθ, Kν ∈ C[x].
We assume without loss of generality that the ordering of simple roots σ : n→ ∆ is such
that n + σ−1(λ) is odd, and that σ−1(ν) = σ−1(λ) + 1, σ−1(θ) = σ−1(λ) + 2. The following
statement follows from formula (6.17) and formulae (7.20)–(7.23).
Proposition 7.10. The λ, ν, and θ components of the identity field (6.16) are given by
eλ = −
Kλ
λ(λ+ ν)(λ+ ν + θ)Π
, (7.24)
eν =
Kν
ν(λ+ ν)(ν + θ)(λ+ ν + θ)Π
, (7.25)
eθ = −
Kθ
θ(ν + θ)(λ+ ν + θ)Π
. (7.26)
In what follows, we deal with the restricted metric ηD by restricting η on Dν firstly, then on
Dν,θ and finally on D. Firstly, we derive certain relations between polynomials Kλ, Kθ, Kν .
Lemma 7.11. We have
Kν |Dν = λKθ + θB|Dν , (7.27)
for some polynomial B ∈ C[x] such that
B|D = Kθ|D . (7.28)
Proof. By Proposition 6.14, Jν
θ
= Jθ
ν
on Dν,θ, therefore Kν = λKθ on Dν,θ by formulae
(7.22), (7.23). Consider Kν −λKθ on the hyperplane Dν . This polynomial vanishes if θ = 0.
Therefore we can represent Kν on Dν as
Kν |Dν = λKθ + θB|Dν , (7.29)
for some B ∈ C[x] as required.
Furthermore, polynomial Kν is divisible by λ + θ on Dν since by Corollary 6.13 the
restriction Jν |Dν is divisible by λ+ ν + θ|Dν . Hence,
Kν |Dν = λKθ + θB|Dν = (λ+ θ)P |Dν , (7.30)
for some P ∈ C[x]. Moreover by restricting equality (7.30) further on Dν,λ, we get that
B|Dν,λ = P |Dν,λ . Similarly, restricting equality (7.30) on Dν,θ, we get that P |Dν,θ = Kθ|Dν,θ .
Relation (7.28) follows. 
Lemma 7.12. We have
Kλ|D = Kθ|D . (7.31)
Proof. By Proposition 6.14, we have Jν
λ
= Jλ
ν
on Dν,λ and hence Kν = θKλ on Dν,λ. It
follows from equality (7.27) that Kν |Dν,λ = θB|Dν,λ , hence Kλ|Dν,λ = B|Dν,λ . The statement
now follows from formula (7.28). 
Theorem 6.7 gives a general formula for the determinant of the Saito metric ηD which we
now specialize to the case of codimension 3 stratum. Let us represent J given by formula
(7.20) as J = λνθJ¯ , where
J¯ = (λ+ ν)(ν + θ)(λ+ ν + θ)Π. (7.32)
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We will write components of Saito metric ησ
−1(α)σ−1(β) as ηαβ, α, β ∈ ∆. We rearrange det ηD
as
det ηD = −
∣∣∣∣∣∣
ηλλ ηλν ηλθ
ηλν ηνν ηνθ
ηλθ ηνθ ηθθ
∣∣∣∣∣∣ J2∣∣D = −
∣∣∣∣∣∣
λ2ηλλ λνηλν λθηλθ
λνηλν ν2ηνν νθηνθ
λθηλθ νθηνθ θ2ηθθ
∣∣∣∣∣∣ J¯2∣∣D . (7.33)
Let A = (aij)
3
i,j=1 be the matrix
A =
λ2ηλλ λνηλν λθηλθλνηλν ν2ηνν νθηνθ
λθηλθ νθηνθ θ2ηθθ
 . (7.34)
We will also write ωα for the corresponding fundamental coweight ωσ
−1(α) given by formula
(6.2). Then we have
(ωα, β) =
{
1, α = β
0, α 6= β.
Proposition 7.13. The matrix entries aij (1 ≤ i, j ≤ 3) are well-defined generically on Dν,
and they have the following form on Dν:
a11 = λ
2ηλλ = 2λ2∂ωλ
( Kλ
λ2(λ+ θ)Π
)
, (7.35)
a22 = ν
2ηνν =
2Kν
λθ(λ+ θ)Π
, (7.36)
a33 = θ
2ηθθ = 2θ2∂ωθ
( Kθ
θ2(λ+ θ)Π
)
, (7.37)
a12 = λνη
λν = −
λ
θ
∂ωλ
( Kν
λ(λ+ θ)Π
)
, (7.38)
a13 = λθη
λθ =
λ
θ
∂ωλ
( Kθ
(λ+ θ)Π
)
+
θ
λ
∂ωθ
( Kλ
(λ+ θ)Π
)
, (7.39)
a23 = νθη
νθ = −
θ
λ
∂ωθ
( Kν
θ(λ + θ)Π
)
. (7.40)
Proof. By Proposition 6.4 we have ηαβ = −∂ωαe
β − ∂ωβe
α for α, β ∈ {λ, µ, ν}, where eα
is given by formula (6.17). Formulae (7.35), (7.37), (7.39) follow from Proposition 7.10
immediately. Let us prove formula (7.36). We have
ν2ηνν = −2ν2∂ων
( Kν
ν(λ+ ν)(ν + θ)(λ+ ν + θ)Π
)
.
By Leibniz rule and taking the limit ν(x) → 0 we obtain the formula. Formulae (7.38),
(7.40) follow similarly. 
By Proposition 7.13 we see that the entries of A may be singular on Dν,θ. Therefore, in
order to restrict J¯2 detA on Dν,θ we consider the expansion of detA and collect the terms
with the same order of poles at θ = 0. Let detA be
detA = C + E, (7.41)
where
C = −a212a33 + 2a12a23a13 − a
2
13a22,
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and
E = a11
(
a22a33 − a
2
23
)
.
Note that E has a pole at θ = 0 of order at most 2. Let us study the term C near θ = 0.
Lemma 7.14. We have
C =
1
θ3
C1 +
1
θ2
C2, (7.42)
where C1, C2 are well-defined generically on Dν,θ and have the following form on Dν:
C1 = (λ+ θ)
−3
(
4Kθ
Π
(Kν
Π
(
λ−1 + (λ+ θ)−1
)
− ∂ωλ
Kν
Π
)2
−
2Kν
Π
(Kν
Π
(
λ−1 + (λ+ θ)−1
)
− ∂ωλ
Kν
Π
)
×
×
(Kθ
Π
(λ+ θ)−1 − ∂ωλ
Kθ
Π
)
−
2λKν
Π
(Kθ
Π
(λ+ θ)−1 − ∂ωλ
Kθ
Π
)2)
,
C2 = (λ+ θ)
−3
(
2
(
∂ωλ
Kν
Π
−
Kν
Π
(
λ−1 + (λ+ θ)−1
))2(Kθ
Π
(λ+ θ)−1 − ∂ωθ
Kθ
Π
)
+ 2
(
∂ωθ
Kν
Π
−
Kν
Π
(λ+ θ)−1
)(
∂ωλ
Kν
Π
−
Kν
Π
(
λ−1 + (λ+ θ)−1
))
×
×
(
∂ωλ
Kθ
Π
−
Kθ
Π
(λ+ θ)−1
)
+ 2θ2λ−2
(
∂ωθ
Kλ
Π
−
Kλ
Π
(λ+ θ)−1
)
×
×
(Kν
Π
(
λ−1 + (λ+ θ)−1
)
− ∂ωλ
Kν
Π
)(Kν
Π
(
θ−1 + (λ+ θ)−1
)
− ∂ωθ
Kν
Π
)
−
− 2θλ−1
Kν
Π
(
(θλ−1)2
(
∂ωθ
Kλ
Π
−
Kλ
Π
(λ+ θ)−1
)2
+
+ 2
(
∂ωθ
Kλ
Π
−
Kλ
Π
(λ+ θ)−1
)(
∂ωλ
Kθ
Π
−
Kθ
Π
(λ+ θ)−1
)))
. (7.43)
Proof. We expand formulae (7.37), (7.40) as
a33 = 2∂ωθ
( Kθ
(λ+ θ)Π
)
−
4Kθ
θ(λ+ θ)Π
,
a23 = −
1
λ
∂ωθ
( Kν
(λ+ θ)Π
)
+
Kν
λθ(λ+ θ)Π
.
Then expressions for C1, C2 follow by Proposition 7.13 using Leibniz rule and by collecting
terms with the same degree of the pole at θ = 0. 
Lemma 7.15. The function C1|Dν is divisible by θ, that is we can represent it as
C1|Dν = (C˜1 + Fθ)θ|Dν ,
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where C˜1, F are well-defined generically on Dν,θ and have the following form on Dν:
C˜1 = (λ+ θ)
−3
(
− 4λ
B
Π
(
∂ωλ
Kθ
Π
−
Kθ
Π
(λ+ θ)−1
)2
+ 6λ
Kθ
Π
(
∂ωλ
Kθ
Π
−
Kθ
Π
(λ+ θ)−1
)
×
×
(
B̂ −
B
Π
(
λ−1 + (λ+ θ)−1
)))
, (7.44)
and
F = (λ+ θ)−3
(
4
(Kθ
Π
)(
− B̂ +
B
Π
(
λ−1 + (λ+ θ)−1
))2
−
−
2B
Π
(
− B̂ +
B
Π
(
λ−1 + (λ+ θ)−1
))(
− ∂ωλ
Kθ
Π
+
Kθ
Π
(λ+ θ)−1
))
,
where B̂ = ∂ωλ
B
Π
.
Proof. Note that
λKθ
Π
(
λ−1 + (λ+ θ)−1
)
− ∂ωλ
λKθ
Π
= λ
(Kθ
Π
(λ+ θ)−1 − ∂ωλ
Kθ
Π
)
. (7.45)
The statement follows by substituting formulae (7.27) and its consequence
∂ωλ
Kν
Π
∣∣∣∣
Dν
= ∂ωλ
λKθ + θB
Π
∣∣∣∣
Dν
into C1, collecting equal powers of θ and making use of (7.45). 
Lemma 7.16. We have
C˜1
∣∣∣
Dν,θ
= 2λ−4
(
4B
K2θ
Π3
− 2Bλ
Kθ
Π2
∂ωλ
Kθ
Π
− 3B̂λ
K2θ
Π2
− 2
Bλ2
Π
(∂ωλ
Kθ
Π
)2 + 3B̂λ2
Kθ
Π
∂ωλ
Kθ
Π
)∣∣∣∣
Dν,θ
.
Proof. The statement follows immediately from the restriction of formula (7.44) to the stra-
tum Dν,θ. 
Let us now consider the term C2 in equality (7.42). The restriction of C2 to Dν,θ is given
in the following lemma.
Lemma 7.17. We have
C2|Dν,θ = 2λ
−2B
Π
(
∂ωλ
Kθ
Π
−
Kθ
Π
λ−1
)2∣∣∣∣
Dν,θ
.
Proof. Restricting formula (7.43) to Dν,θ we get
C2|Dν,θ = 2λ
−3
((
∂ωλ
Kν
Π
−
2Kν
λΠ
)2(
− ∂ωθ
Kθ
Π
+
Kθ
λΠ
)
+
(
∂ωθ
Kν
Π
−
Kν
λΠ
)(
∂ωλ
Kν
Π
−
2Kν
λΠ
)
×
×
(
∂ωλ
Kθ
Π
−
Kθ
λΠ
))∣∣∣∣
Dν,θ
.
It follows from (7.27) that
Kν |Dν,θ = λKθ|Dν,θ , (7.46)
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and hence
∂ωλ
Kν
Π
∣∣∣∣
Dν,θ
= ∂ωλ
λKθ
Π
∣∣∣∣
Dν,θ
. (7.47)
We also have from (7.27) that
∂ωθ
Kν
Π
∣∣∣∣
Dν,θ
= λ∂ωθ
Kθ
Π
+
B
Π
∣∣∣∣
Dν,θ
. (7.48)
By using (7.46), (7.47) we get
∂ωλ
Kν
Π
−
2Kν
λΠ
∣∣∣∣
Dν,θ
= λ∂ωλ
Kθ
Π
−
Kθ
Π
∣∣∣∣
Dν,θ
.
Hence,
C2|Dν,θ = 2λ
−3
(
λ∂ωλ
Kθ
Π
−
Kθ
Π
)2(
− ∂ωθ
Kθ
Π
+
Kθ
λΠ
+ λ−1(∂ωθ
Kν
Π
−
Kν
λΠ
)
)∣∣∣∣
Dν,θ
. (7.49)
The statement follows from formula (7.49) after substituting expressions (7.46) and (7.48).

It follows from Lemmas 7.14, 7.15 that function C|Dν has (at most) the second order pole
on Dν,θ. In the next lemma we find the coefficient at this second order pole in its Laurent
expansion.
Lemma 7.18. Let z = θ2C. Then
z|Dν,θ = 2λ
−4
(
4B
K2θ
Π3
− 2Bλ
Kθ
Π2
(∂ωλ
Kθ
Π
)− 3B̂λ
K2θ
Π2
− 2
Bλ2
Π
(∂ωλ
Kθ
Π
)2 + 3B̂λ2
Kθ
Π
∂ωλ
Kθ
Π
)∣∣∣∣
Dν,θ
+ 2λ−2
B
Π
(
∂ωλ
Kθ
Π
−
Kθ
Π
λ−1
)2∣∣∣∣
Dν,θ
. (7.50)
Further to that,
λ4z
∣∣
D
= 10
(Kθ
Π
)3∣∣∣∣
D
. (7.51)
Proof. By Lemmas 7.16, 7.17 we have
z|Dν,θ = (θ
−1C1 + C2)|Dν,θ = (C˜1 + C2)|Dν,θ ,
since F is regular on Dν,θ by Lemma 7.15. This implies (7.50). Furthermore,
λ4z
∣∣
D
= 10B
K2θ
Π3
∣∣∣∣
D
,
which implies the relation (7.51) by Lemma 7.11. 
Finally, we consider the term E in the expression (7.41) for detA. Note that θ2E is
well-defined generically at θ = 0. We obtain the following result.
Lemma 7.19. We have
θ2E
∣∣
Dν,θ
= −
18K2θ
Π2
∂ωλ
(Kλ
Π
λ−3
)∣∣∣∣
Dν,θ
. (7.52)
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Furthermore,
λ4θ2E
∣∣
D
= 54
(Kθ
Π
)3∣∣∣∣
D
, (7.53)
where we take restrictions on ν = 0 at first, then on θ = 0 and then on λ = 0.
Proof. By Proposition 7.13 we have
θ2E
∣∣
Dν,θ
= 2λ2∂ωλ
(Kλ
Π
λ−3
)(
− 8
KνKθ
Π2
λ−3 −
(Kν
Π
)2
λ−4
)∣∣∣∣
Dν,θ
,
which implies (7.52) since Kν |Dν,θ = λKθ|Dν,θ by Lemma 7.11. Therefore
λ4θ2E
∣∣
D
= 54
K2θKλ
Π3
= 54
(Kθ
Π
)3∣∣∣∣
D
by Lemma 7.12. 
Using the above we have the following result.
Theorem 7.20. The determinant of the metric ηD is equal to −64Π
−1K3θ restricted on D.
Proof. We have det ηD = −J¯
2 detA
∣∣
D
= − J¯2(C + E)
∣∣
D
. Note that θ2C and θ2E are well-
defined generically on Dν,θ, and J¯
∣∣
Dν
= λθ(λ+ θ)Π|Dν . Hence we have
J¯2E
∣∣
Dν,θ
= λ2θ2(λ+ θ)2EΠ2
∣∣
Dν,θ
= λ4(θ2E)Π2
∣∣
Dν,θ
.
By Lemma 7.19 we get
J¯2E
∣∣
D
= 54
K3θ
Π
∣∣∣∣
D
.
Similarly we have
J¯2C
∣∣
Dν,θ
= λ4(θ2C)Π2
∣∣
Dν,θ
.
By Lemma 7.18 we get
J¯2C
∣∣
D
= 10
K3θ
Π
∣∣∣∣
D
,
and the statement follows. 
It follows by Corollary 6.13 and formula (7.23) that
Kθ|D ∼ I(ADθ \ A
D
Dθ
)
∣∣
D
. (7.54)
Also we have that
Π ∼ I(A \ AD). (7.55)
Therefore Theorem 7.20 can be reformulated as follows.
Theorem 7.21. The determinant of the metric ηD is proportional to
I(ADθ \ A
D
Dθ
)3I(A \ AD)−1 (7.56)
on the stratum D. The same is true with θ replaced with λ or ν.
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Indeed, formula (7.56) is immediate from Theorem 7.20 and formulae (7.54), (7.55). One
can replace θ with λ by Lemma 7.12. And one can replace θ with ν since Kν = θKλ on Dν,λ
by Proposition 6.14, which implies that Kλ is proportional to I(ADν \ A
D
Dν) on Dν,λ with
the help of Corollary 6.13 applied to Jν .
Theorem 7.21 implies Theorem 1.3 for the stratum D since the root system RD given by
(1.4) is irreducible of rank 3.
Let us now consider the cases where the root system RD = R∩ 〈λ, ν, θ〉 is reducible, that
is RD = A2 × A1 or RD = A
3
1.
Strata of type A2 ×A1. Let us assume that the root system RD = R ∩ 〈λ, ν, θ〉 is a
subsystem of R of type A2 ×A1 and consider the corresponding Coxeter subgraph
A2 ×A1 :
λ ν θ
Note that λ+ ν ∈ R+. The Jacobian can be represented as
J = λνθ(λ+ ν)Π, (7.57)
where Π is non-zero on D and it satisfies proportionality
Π ∼ I(A \ AD). (7.58)
By Proposition 6.8 we have
Jλ = νθKλ, (7.59)
Jν = λθKν , (7.60)
Jθ = λν(λ+ ν)Kθ (7.61)
for some polynomials Kλ, Kν, Kθ ∈ C[x]. We assume without loss of generality that n +
σ−1(λ) is even, σ−1(ν) = σ−1(λ)+1 and σ−1(θ)−σ−1(λ) is even. This leads to the following
expressions of components (6.17) of the identity field (6.16).
Proposition 7.22. The λ, ν and θ components of the identity field e are given by
eλ =
Kλ
λ(λ+ ν)Π
, eν = −
Kν
ν(λ + ν)Π
, and eθ =
Kθ
θΠ
. (7.62)
Let us introduce J¯ = (λ+ ν)Π so that J = λνθJ¯ . Recall that in these notations det ηD is
given by formula (7.33). The entries of the matrix A = (aij)
3
i,j=1 defined in (7.34) are given
as follows.
Proposition 7.23. All the matrix entries aij are well-defined generically on Dλ,θ.They have
the following form on Dλ,θ:
a11 =
2Kλ
νΠ
, a22 = 2∂ων
Kν
Π
−
4Kν
νΠ
, a33 =
2Kθ
Π
,
a12 =
Kλ
νΠ
− ∂ων
Kλ
Π
, a23 = −ν∂ων
Kθ
Π
, a13 = 0.
Proof. By Proposition 6.4 we have ηαβ = −∂ωαe
β−∂ωβe
α for α, β ∈ {λ, ν, θ}. The statement
follows from Proposition 7.22. 
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It follows from Corollary 6.13 and formulae (7.60), (7.61) that
Kν |D ∼ I(ADν \ A
D
Dν)
∣∣
D
, (7.63)
and
Kθ|D ∼ I(ADθ \ A
D
Dθ
)
∣∣
D
. (7.64)
We are ready to establish Theorem 1.3 for D which can be formulated as follows.
Theorem 7.24. The determinant of the metric ηD is proportional to
I(ADν \ A
D
Dν)
2I(ADθ \ A
D
Dθ
)I(A \ AD)−1 (7.65)
on D. The same is true with ν replaced with λ in (7.65).
Proof. By formula (7.33) we have det ηD = − J¯
2 detA
∣∣
D
, where A is given by (7.34). There-
fore by Proposition 7.23
det ηD =
(
(a212 − a11a22)a33 + a11a
2
23
)
(λ+ ν)2Π2
∣∣
D
= 16
KλKνKθ
Π
∣∣∣∣
D
+ 2
K2λKθ
Π
∣∣∣∣
D
.
By Proposition 6.14, we have Jλ
ν
= Jν
λ
on Dλ,ν and hence Kν |Dλ,ν = Kλ|Dλ,ν . Therefore
det ηD = 18Π
−1K2νKθ on D. The statement follows by formulae (7.63), (7.64) and (7.58). 
Strata of type A3
1
. Let us assume that the root system RD = R∩〈λ, ν, θ〉 is a subsystem
of R of type A31 and consider the corresponding Coxeter subgraph
A31 :
λ ν θ
The Jacobian J can be represented as
J = λνθΠ, (7.66)
where Π is non-zero on D and it satisfies the proportionality
Π ∼ I(A \ AD). (7.67)
By Proposition 6.8 we have
Jλ = νθKλ, (7.68)
Jν = λθKν , (7.69)
Jθ = λνKθ (7.70)
for some polynomials Kλ, Kν, Kθ ∈ C[x]. We assume without loss of generality that n +
σ−1(γ) is even for any γ ∈ {λ, ν, θ}. This leads to the following expressions of components
(6.17) of the identity field (6.16).
Proposition 7.25. The λ, ν and θ components of the identity field e are given by
eλ =
Kλ
λΠ
, eν =
Kν
νΠ
, and eθ =
Kθ
θΠ
. (7.71)
Let us introduce J¯ = Π so that J = λνθJ¯ . Recall that in these notations det ηD is given
by formula (7.33). The entries of the matrix A = (aij)
3
i,j=1 defined in (7.34) are given as
follows.
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Proposition 7.26. All the matrix entries aij (1 ≤ i, j ≤ 3) are well-defined generically on
D. They have the following form on D:
a11 =
2Kλ
Π
, a22 =
2Kν
Π
, a33 =
2Kθ
Π
, aij = 0 if i 6= j.
Proof. By Proposition 6.4 we have ηαβ = −∂ωαe
β−∂ωβe
α for α, β ∈ {λ, ν, θ}. The statement
follows by Proposition 7.25. 
It follows from Corollary 6.13 and formulae (7.68)– (7.70) that
Kγ|D ∼ I(ADγ \ A
D
Dγ)|D (7.72)
for γ = λ, ν, θ. Now we can prove Theorem 1.3 for D.
Theorem 7.27. The determinant of the metric ηD is proportional to
I(A \ AD)−1
∏
γ∈{λ,ν,θ}
I(ADγ \ A
D
Dγ). (7.73)
Proof. By formula (7.33) we have det ηD = − J¯
2 detA
∣∣
D
, where A is given by formula (7.34).
Therefore by Proposition 7.26 we get
det ηD = −J¯
2 detA
∣∣
D
= −a11a22a33Π
2
∣∣
D
= −
8KλKνKθ
Π
∣∣∣∣
D
,
and the statement follows by formulae (7.67), (7.72). 
8. Exceptional groups: the remaining cases
Determinant of the metric ηD for the strata D of codimension 4 in the simply laced
groups can be analyzed similarly to the codimension 3 case considered in Subsection 7.4.
Considerations become more technical and we refer to [2] where this is done in detail.
In this section we obtain formulae for the determinant of the restricted Saito metric for
the remaining cases with the help of Mathematica. Thus we consider codimension 5 strata
for R = E7 and codimension 5 and 6 strata for R = E8. We consider Saito metric and use
Saito polynomials for these root systems R = En, n = 7, 8. These are explicitly constructed
in [31] and also in [1]. Note that in these cases discriminant strata are fully determined by
the type of subgraphs of the Coxeter graph of R defined by S ⊂ ∆ with the exception of
R = E7 which has two non-equivalent strata of type A5 (see [23]).
Let us start with the case n = 8, R = E8. We use Saito polynomials from [31] which are
written in terms of coordinates yi (i = 1, . . . , 8) (denoted as xi in [31]) defined by
yi =

1
2
(xi + xi+1), i odd,
1
2
(xi−1 − xi), i even.
(8.1)
Let us recall the root system E8 ⊂ V = C
8 (see e.g. [16]):
±ei ± ej , 1 ≤ i < j ≤ 8,
1
2
(±e1 ± e2 ± · · · ± e8) (even number of minuses).
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Let us fix the following simple system ∆ ⊂ E8:
α1 =
1
2
(e1 − e2 − e3 − e4 − e5 − e6 − e7 + e8),
α2 = e1 + e2, (8.2)
αi = ei−1 − ei−2, 3 6 i 6 8,
and consider the corresponding Coxeter graph:
α1
α2
α3 α4 α5 α6 α7 α8
Let us also introduce coordinates zi = (αi, x), 1 ≤ i ≤ 8. Note that zi =
∑8
j=1 a
(8)
ij yj, where
A = A(8) = (a
(8)
ij )
8
i,j=1 is the following matrix:
A(8) =

0 1 −1 0 −1 0 0 −1
2 0 0 0 0 0 0 0
0 −2 0 0 0 0 0 0
−1 1 1 1 0 0 0 0
0 0 0 −2 0 0 0 0
0 0 −1 1 1 1 0 0
0 0 0 0 0 −2 0 0
0 0 0 0 −1 1 1 1

.
We have
η =
n∑
i=1
dtidtn+1−i =
n∑
i=1
n∑
r=1
n∑
l=1
∂ti
∂yr
∂tn+1−i
∂yl
dyrdyl =
n∑
r,l=1
η′rl(y)dyrdyl.
In z-coordinates we have η =
∑n
i,j=1 η
′′
ij(z)dzidzj , where
η′′ij(z) =
n∑
k,l=1
(A(n))−1ki (A
(n))−1lj η
′
kl(y). (8.3)
Let I = {i1, . . . , ik}, 1 6 i1 < · · · < ik 6 n and let J = n \ I. Consider the corresponding
stratum D = Di1,...,ik . It is given by equations zi = 0, where i ∈ I. The restriction of η on
D takes the form
ηD =
∑
l,k∈J
η′′lk(z)|D dzldzk. (8.4)
We use formula (8.4) to find the determinant of the restricted Saito metric with the help
of Mathematica. Tables 1 and 2 below give det ηD up to a non-zero proportionality factor
for all three-dimensional and two-dimensional strata D in E8 respectively. We list types of
strata RD = R∩ 〈S〉, where S = {αi1 , . . . , αik} ⊂ R in the first column of these tables. We
use the notation {i1, . . . , ik} to denote the stratum D. We get the following statement by
inspecting the tables.
Theorem 8.1. Let D be any three-dimensional or two-dimensional stratum for R = E8.
Then the statement of Theorem 2.7 is true.
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Table 1. Determinant of the restricted Saito metric, dimD = 3, R = E8
RD, S det ηD
A5,
{4, 5, 6, 7, 8}
α21α
7
2α
7
3 (α1 + α3)
7 (α2 + α3)
10 (α1 + α2 + α3)
10 (α1 + α2 + 2α3)
12×
× (α1 + 2α2 + 3α3)
7 (2α1 + 2α2 + 3α3)
7 (2α1 + 3α2 + 4α3)
7 (α1 + 2 (α2 + α3))
10×
× (α1 + 3 (α2 + α3))
2 (2α1 + 3 (α2 + α3))
2
D5,
{1, 2, 3, 4, 5}
α126 α
2
7α
2
8 (α6 + α7)
12 (2α6 + α7)
10 (α7 + α8)
2 (α6 + α7 + α8)
12 (2α6 + α7 + α8)
10×
× (2α6 + 2α7 + α8)
10 (3α6 + 2α7 + α8)
12 (4α6 + 2α7 + α8)
2 (4α6 + 3α7 + α8)
2×
× (4α6 + 3α7 + 2α8)
2
D4 ×A1,
{2, 3, 4, 5, 7}
α81α
10
6 α
3
8 (α1 + α6)
10 (α1 + 2α6)
8 (α6 + α8)
8 (α1 + α6 + α8)
8 (2α6 + α8)
3×
× (α1 + 2α6 + α8)
10 (2α1 + 2α6 + α8)
3 (α1 + 3α6 + α8)
8 (2α1 + 3α6 + α8)
8×
× (2α1 + 4α6 + α8)
3
A4 ×A1,
{1, 3, 4, 5, 7}
α82α
7
6α
3
8 (α2 + α6)
12 (2α2 + α6)
3 (α2 + 2α6)
6 (α6 + α8)
6 (α2 + α6 + α8)
8×
× (2α2 + α6 + α8)
2 (α2 + 2α6 + α8)
7 (2α2 + 2α6 + α8)
7 (α2 + 3α6 + α8)
2×
× (2α2 + 3α6 + α8)
8 (3α2 + 3α6 + α8)
6 (3α2 + 4α6 + α8)
3 (3α2 + 4α6 + 2α8)
2
A3 ×A2,
{2, 3, 4, 6, 7}
α51α
10
5 α
4
8 (α1 + α5)
7 (α1 + 2α5)
7 (α1 + 3α5)
5 (2α1 + 3α5)
2 (α5 + α8)
6×
× (α1 + α5 + α8)
5 (2α5 + α8)
4 (α1 + 2α5 + α8)
7 (α1 + 3α5 + α8)
7×
× (2α1 + 3α5 + α8)
4 (α1 + 4α5 + α8)
5 (2α1 + 4α5 + α8)
6 (2α1 + 5α5 + α8)
4×
× (2α1 + 5α5 + 2α8)
2
A3 ×A
2
1,
{2, 3, 5, 6, 7}
α31α
10
4 α
5
8 (α1 + α4)
6 (α1 + 2α4)
8 (α1 + 3α4)
6 (α1 + 4α4)
3 (α4 + α8)
4×
× (α1 + α4 + α8)
3 (2α4 + α8)
5 (α1 + 2α4 + α8)
6 (α1 + 3α4 + α8)
8 (α1 + 4α4 + α8)
6×
× (2α1 + 4α4 + α8)
5 (α1 + 5α4 + α8)
3 (2α1 + 5α4 + α8)
4 (2α1 + 6α4 + α8)
5
A22 ×A1,
{1, 2, 3, 5, 6}
α124 α
4
7α
2
8 (α4 + α7)
5 (2α4 + α7)
6 (3α4 + α7)
5 (4α4 + α7)
4 (α7 + α8)
4 (α4 + α7 + α8)
5×
× (2α4 + α7 + α8)
6 (3α4 + α7 + α8)
5 (4α4 + α7 + α8)
4 (2α4 + 2α7 + α8)
4×
× (3α4 + 2α7 + α8)
5 (4α4 + 2α7 + α8)
6 (5α4 + 2α7 + α8)
5 (6α4 + 2α7 + α8)
4×
× (6α4 + 3α7 + α8)
2 (6α4 + 3α7 + 2α8)
2
A2 ×A
3
1,
{2, 3, 5, 7, 8}
α31α
6
4α
5
6 (α1 + α4)
4 (α1 + 2α4)
3 (α4 + α6)
8 (α1 + α4 + α6)
5 (2α4 + α6)
5×
× (α1 + 2α4 + α6)
8 (α1 + 3α4 + α6)
5 (α1 + 3α4 + 2α6)
8 (α1 + 4α4 + 2α6)
5×
× (α1 + 4α4 + 3α6)
4 (2α1 + 4α4 + 3α6)
3 (α1 + 5α4 + 3α6)
3 (2α1 + 5α4 + 3α6)
4×
× (2α1 + 6α4 + 3α6)
3 (α1 + 2 (α4 + α6))
5 (α1 + 3 (α4 + α6))
3
Let us now consider the case n = 7, R = E7 ⊂ V = C
8. The root system E7 contains the
following vectors (see e.g. [16]):
±ei ± ej, 1 ≤ i < j ≤ 6, ±(e7 − e8), ±
1
2
(e7 − e8 +
6∑
i=1
ǫiei),
where ǫi = ±1,
∏6
i=1 ǫi = −1. Let us fix simple system ∆ = {α1, . . . , α7}, where αi,
i = 1, . . . , 7 are defined in (8.2).
We use Saito polynomials from [31] which are written in terms of coordinates yi defined
by formulae (8.1) for any 1 ≤ i ≤ 4 and defined by the following formulae for i = 5, 6, 7:
yi =

1
2
(xi − xi+1), i = 5, 7,
1
2
(xi−1 + xi), i = 6.
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Table 2. Determinant of the restricted Saito metric, dimD = 2, R = E8
RD, S det ηD
A6,
{2, 4, 5, 6, 7, 8}
α21α
12
3 (α1 + α3)
12 (α1 + 2α3)
18 (α1 + 3α3)
8 (2α1 + 3α3)
8
D6,
{2, 3, 4, 5, 6, 7}
α181 α
12
8 (α1 + α8)
18 (2α1 + α8)
12
E6,
{1, 2, 3, 4, 5, 6}
α187 α
2
8 (α7 + α8)
18 (2α7 + α8)
18 (3α7 + α8)
2 (3α7 + 2α8)
2
A5 ×A1,
{1, 3, 4, 5, 6, 8}
α122 α
8
7 (α2 + α7)
18 (2α2 + α7)
8 (α2 + 2α7)
7 (3α2 + 2α7)
7
D5 ×A1,
{2, 3, 4, 5, 6, 8}
α121 α
12
7 (α1 + α7)
18 (2α1 + α7)
3 (α1 + 2α7)
12 (2α1 + 3α7)
3
A4 ×A2,
{1, 3, 4, 5, 7, 8}
α82α
8
6 (α2 + α6)
18 (2α2 + α6)
4 (α2 + 2α6)
8 (α2 + 3α6)
2 (2α2 + 3α6)
8 (3α2 + 4α6)
4
D4 ×A2,
{2, 3, 4, 5, 7, 8}
α81α
12
6 (α1 + α6)
12 (α1 + 2α6)
12 (α1 + 3α6)
8 (2α1 + 3α6)
8
A4 ×A
2
1,
{2, 3, 5, 6, 7, 8}
α31α
12
4 (α1 + α4)
7 (α1 + 2α4)
12 (α1 + 3α4)
12 (α1 + 4α4)
7 (α1 + 5α4)
3 (2α1 + 5α4)
4
A23,
{2, 3, 4, 6, 7, 8}
α51α
12
5 (α1 + α5)
8 (α1 + 2α5)
12 (α1 + 3α5)
8 (2α1 + 3α5)
5 (α1 + 4α5)
5 (2α1 + 5α5)
5
A3 ×A2 ×A1,
{1, 2, 4, 6, 7, 8}
α53α
7
5 (α3 + α5)
18 (2α3 + α5)
5 (α3 + 2α5)
8 (2α3 + 3α5)
7 (3α3 + 4α5)
5 (4α3 + 5α5)
5
A22 ×A
2
1,
{1, 2, 3, 5, 6, 8}
α124 α
5
7 (α4 + α7)
8 (2α4 + α7)
12 (3α4 + α7)
8 (4α4 + α7)
5 (3α4 + 2α7)
5 (5α4 + 2α7)
5
Let us also consider coordinates zi = (αi, x), 1 ≤ i ≤ 7. Note that zi =
∑7
j=1 a
(7)
ij yj, where
A = A(7) = (a
(7)
ij )
7
i,j=1 is the following matrix:
A(7) =

0 1 −1 0 0 −1 −1
2 0 0 0 0 0 0
0 −2 0 0 0 0 0
−1 1 1 1 0 0 0
0 0 0 −2 0 0 0
0 0 −1 1 1 1 0
0 0 0 0 −2 0 0

.
We use formulae (8.3), (8.4) (with n = 7) to find the determinant of the restricted Saito
metric with the help of Mathematica. Table 3 gives det ηD up to a non-zero proportionality
factor for any two-dimensional stratum D in E7. We list types of strataRD = R∩〈S〉, where
S = {αi1 , . . . , αik} ⊂ R in the first column of this table. We use the notation {i1, . . . , ik} to
denote the stratum D. Note that there are two non-equivalent strata of type A5 [23]. The
following statement is a direct consequence of this table.
Theorem 8.2. Let D be any two-dimensional stratum for R = E7. Then the statement of
Theorem 2.7 is true.
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Table 3. Determinant of the restricted Saito metric, dimD = 2, R = E7
RD, S det ηD
A5, {2, 4, 5, 6, 7} α
2
1α
10
3 (α1 + α3)
10 (α1 + 2α3)
10 (α1 + 3α3)
2 (2α1 + 3α3)
2
A
′
5, {3, 4, 5, 6, 7} α
7
1α
10
2 (α1 + α2)
12 (α1 + 2α2)
7
D5, {1, 2, 3, 4, 5} α
12
6 α
2
7 (α6 + α7)
12 (2α6 + α7)
10
A4 ×A1, {1, 2, 3, 4, 7} α
8
5α
3
6 (α5 + α6)
12 (2α5 + α6)
7 (3α5 + 2α6)
6
D4 ×A1, {2, 3, 4, 5, 7} α
8
1α
10
6 (α1 + α6)
10 (α1 + 2α6)
8
A3 ×A2, {1, 3, 5, 6, 7} α
2
2α
7
4 (α2 + α4)
7 (α2 + 2α4)
10 (α2 + 3α4)
5 (2α2 + 3α4)
5
A3 ×A
2
1, {1, 2, 4, 5, 7} α
8
3α
6
6 (α3 + α6)
10 (2α3 + α6)
6 (α3 + 2α6)
3 (3α3 + 2α6)
3
A22 ×A1 , {1, 2, 4, 6, 7} α
5
3α
6
5 (α3 + α5)
12 (2α3 + α5)
4 (α3 + 2α5)
5 (2α3 + 3α5)
4
A2 ×A
3
1, {1, 2, 3, 5, 7} α
8
4α
4
6 (α4 + α6)
8 (2α4 + α6)
8 (3α4 + α6)
4 (3α4 + 2α6)
4
Now we are going to establish Theorem 2.8 for these strata in En. Recall that for any
stratum D and β ∈ R \ RD we define the root system RD,β = 〈RD, β〉 ∩ R which has the
decomposition (2.2) and that we have β ∈ R
(0)
D,β. The approach to finding R
(0)
D,β is as follows.
One can assume by applying group action that a generic vector in the stratum D ∩Πβ is
in the fundamental domain of En (cf. Proposition 2.12), hence the root systems RD,β can be
identified with a subgraph inside the Coxeter graph of En. Then we consider further action
of the Coxeter group WD,β generated by orthogonal reflections about the mirrors Πα with
α ∈ RD,β. This group fixes the stratum D ∩ Πβ and we can map a generic vector in the
space D into the fundamental domain for the group WD,β. Thus we can assume that the
stratum D is given by vanishing some of the simple roots of the root system RD,β which is a
subset of the set of simple roots ∆. Overall, the root systems RD ⊂ RD,β can be identified
with embedded one into another subgraphs inside the Coxeter graph for En. We compute
the size |RD,β| of the root system RD,β using Mathematica. In most cases considerations of
subgraphs of the Coxeter graph of En allow to determine RD,β such that RD,β ⊃ RD from
its size uniquely.
After we find the type of the root system RD,β we identify its irreducible component R
(0)
D,β
with the help of Lemma 2.1 and relations (2.3), (2.4). Finally, we check that its Coxeter
number is equal to the degree of the corresponding factor β in the determinant of ηD. We
give these results in Tables 4, 5 for the root system R = E8 and in Table 6 for the root
system R = E7.
The cases when the knowledge of |RD,β| does not immediately lead to the type of RD,β
are as follows:
(i) R = E8, dimD = 3, |RD,β| = 42 in which case RD,β = A6 or RD,β = D5 × A1,
(ii) R = E8, dimD = 3, |RD,β| = 24 in which case RD,β = A4 ×A
2
1 or RD,β = A
2
3,
(iii) R = E7, dimD = 2, |RD,β| = 42 in which case RD,β = A6 or RD,β = D5 × A1.
Let us consider these remaining cases in detail.
(i) Considerations of possible embeddings of Coxeter graphs for RD inside the Coxeter
graphs for D5 × A1 and A6 inside E8 allow to determine RD,β in all the cases except
for when RD = A4 × A1. Let us consider this case.
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Let us consider firstly β ∈ R such that β|D = α6|D. Then it is immediate from the
Coxeter graph of E8 that RD,β = A6.
Let us now consider β|D = α2 + 2α6 + α8|D. Suppose that RD,β = D5 × A1. Note
that A4 × A1 is not a subsystem of D5. Therefore it has to be that β ∈ D5 and
R
(0)
D,β = 〈A4, β〉 ∩ R = D5. One can choose
β = α1 + α2 + α8 + 2(α3 + α6 + α7) + 3(α4 + α5) ∈ R
so that β|D has the required form. Then one can check by Mathematica that
|〈A4, β〉 ∩ R| = 30 6= 40 = |D5|.
This contradiction implies that RD,β = A6.
The case β|D = 2α2 + 2α6 + α8|D is similar. One can choose
β = α1 + α7 + α8 + 2(α2 + α3 + α5 + α6) + 3α4 ∈ R
so that β|D has the required form.
Now let us consider the case when β|D = α2|D. It is immediate from the Coxeter
graph of E8 that RD,β = D5 × A1.
Consider the case when β|D = 2α2 + 3α6 + α8|D. One can choose
β = α1 + α8 + 2(α2 + α3 + α7) + 3(α4 + α5 + α6) ∈ R
so that β|D has the required form. One can check by Mathematica that
|〈A4, β〉 ∩ R| = 40 = |D5|.
Note that ±α7 ∈ RD,β is orthogonal to the vector space 〈A4, β〉. Since |RD,β| = 42 it
follows that the root system RD,β is reducible which implies that RD,β = D5 × A1.
The case β|D = α2 + α6 + α8|D is similar. One can choose β =
∑8
i=1 αi ∈ R so that
β|D has the required form.
(ii) Considerations of possible embeddings of Coxeter graphs for RD inside the Coxeter
graphs for A4 × A
2
1 and A
2
3 inside E8 allow to determine RD,β in all the cases except
for when RD = A3 × A
2
1. Let us consider this case.
Consider firstly β ∈ R such that β|D = α4 + α8|D. Suppose that RD,β = A4 × A
2
1.
Then it has to be that β ∈ A4 and 〈A3, β〉∩R = A4. One can choose β =
∑8
i=2
i 6=3
αi so that
β|D has the required form. Then one can check by Mathematica that |〈A3, β〉 ∩ R| =
12 6= 20 = |A4|. This contradiction implies that RD,β = A
2
3.
The case β|D = 2α1 + 5α4 + α8|D is similar. In this case one can choose
β = α8 + 2(α1 + α7) + 3(α2 + α3 + α6) + 4α5 + 5α4 ∈ R
so that β|D has the required form.
Now let us consider the case when β|D = α8|D. Then it is immediate from the
Coxeter graph of E8 that RD,β = A4 × A
2
1.
Consider now the case when β|D = 2α1 + 6α4 + α8|D. One can choose
β = α8 + 2(α1 + α7) + 3α2 + 4(α3 + α6) + 5α5 + 6α4 ∈ R
so that β|D has the required form. Suppose that RD,β = A
2
3. Then it has to be that
〈A21, β〉 ∩ R = A3. One can check by Mathematica that |〈A
2
1, β〉 ∩ R| = 6 6= 12 = |A3|.
This contradiction implies that RD,β = A4 ×A
2
1.
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The cases β|D = 2α1 + 4α4 + α8|D and β|D = 2α4 + α8 are similar. One can choose
β = α7 + α8 + 2(α1 + α2 + α6) + 3(α3 + α5) + 4α4 ∈ R
and
β = α7 + α8 + α2 + α3 + 2(α4 + α5 + α6) ∈ R
respectively, so that β|D have the required forms.
(iii) Considerations of possible embeddings of Coxeter graphs for RD inside the Coxeter
graphs for D5 × A1 and A6 inside E7 allow to determine RD,β in all the cases except
for when RD = A4 × A1. Let us consider this case.
Consider firstly β ∈ R such that β|D = α5|D. Then it is immediate from the Coxeter
graph of E7 thatRD,β = D5×A1. Let us now consider the case when β|D = 2α5 + α6|D.
Suppose that RD,β = D5 × A1. Then it has to be that β ∈ D5 and 〈A4, β〉 ∩ R = D5.
One can choose
β = α2 + α3 + α6 + 2(α4 + α5) ∈ R
so that β|D has the required form. One can check by Mathematica that |〈A4, β〉∩R| =
30 6= 40 = |D5|. This contradiction implies that RD,β = A6.
As a direct corollary of Tables 4, 5 we get the following statement.
Theorem 8.3. Let D be any three-dimensional or two-dimensional stratum for R = E8.
Then the statement of Theorem 2.8 is true.
We get the following statement as a direct corollary of Table 6.
Theorem 8.4. Let D be any two-dimensional stratum for R = E7. Then the statement of
Theorem 2.8 is true.
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Table 4. RD,β, dimD = 3, R = E8
RD, S β|D |RD,β | RD,β R
(0)
D,β h(R
(0)
D,β)
A5,
{4, 5, 6, 7, 8}
α1 + α2 + 2α3 72 E6 E6 12
α2 + α3, α1 + α2 + α3, α1 + 2α2 + 2α3 60 D6 D6 10
α2, α3, 2α1 + 3α2 + 4α3,
2α1 + 2α2 + 3α3, α1 + 2α2 + 3α3, α1 + α3
42 A6 A6 7
α1, 2α1 + 3α2 + 3α3, α1 + 3α2 + 3α3 32 A5 ×A1 A1 2
D5,
{1, 2, 3, 4, 5}
α6, α6 + α7 + α8, 3α6 + 2α7 + α8, α6 + α7 72 E6 E6 12
2α6 + α7 + α8, 2α6 + 2α7 + α8, 2α6 + α7 60 D6 D6 10
α7, α8, 4α6 + 3α7 + 2α8, α7 + α8,
4α6 + 3α7 + α8, 4α6 + 2α7 + α8
42 D5 ×A1 A1 2
D4 ×A1,
{2, 3, 4, 5, 7}
α6, α1 + 2α6 + α8, α1 + α6 60 D6 D6 10
α1, α1 + 3α6 + α8, α1 + α6 + α8, α6 + α8,
2α1 + 3α6 + α8, α1 + 2α6
42 D5 ×A1 D5 8
α8, 2α1 + 4α6 + α8,
2α1 + 2α6 + α8, 2α6 + α8
30 D4 ×A2 A2 3
A4 ×A1,
{1, 3, 4, 5, 7}
α2 + α6 72 E6 E6 12
α6, α2 + 2α6 + α8, 2α2 + 2α6 + α8 42 A6 A6 7
α2, 2α2 + 3α6 + α8, α2 + α6 + α8 42 D5 ×A1 D5 8
α2 + 2α6, α6 + α8, 3α2 + 3α6 + α8 32 A5 ×A1 A5 6
α8, 2α2 + α6, 3α2 + 4α6 + α8 26 A4 ×A2 A2 3
3α2 + 4α6 + 2α8, 2α2 + α6 + α8,
α2 + 3α6 + α8
24 A4 ×A
2
1 A1 2
A3 ×A2,
{2, 3, 4, 6, 7}
α5 60 D6 D6 10
α1 + 2α5 + α8, α1 + 3α5 + α8,
α1 + α5, α1 + 2α5
42 A6 A6 7
α5 + α8, 2α1 + 4α5 + α8 30 D4 ×A2 D4 6
α1, α1 + 4α5 + α8, α1 + α5 + α8, α1 + 3α5 26 A4 ×A2 A4 5
α8, 2α1 + 5α5 + α8, 2α1 + 3α5 + α8, 2α5 + α8 24 A
2
3 A3 4
2α1 + 5α5 + 2α8, 2α1 + 3α5 20 A3 ×A2 ×A1 A1 2
A3 ×A
2
1,
{2, 3, 5, 6, 7}
α4 60 D6 D6 10
α1 + 3α4 + α8, α1 + 2α4 42 D5 ×A1 D5 8
α1 + 2α4 + α8, α1 + 4α4 + α8,
α1 + 3α4, α1 + α4
32 A5 ×A1 A5 6
α4 + α8, 2α1 + 5α4 + α8 24 A
2
3 A3 4
α8, 2α1 + 6α4 + α8, 2α1 + 4α4 + α8, 2α4 + α8 24 A4 ×A
2
1 A4 5
α1, α1 + 5α4 + α8, α1 + α4 + α8, α1 + 4α4 20 A3 ×A2 ×A1 A2 3
A22 ×A1,
{1, 2, 3, 5, 6}
α4 72 E6 E6 12
2α4 + α7, 2α4 + α7 + α8, 4α4 + 2α7 + α8 32 A5 ×A1 A5 6
α4 + α7 + α8, 5α4 + 2α7 + α8, 3α4 + α7,
3α4 + α7 + α8, 3α4 + 2α7 + α8, α4 + α7
26 A4 ×A2 A4 5
4α4 + α7 + α8, 6α4 + 2α7 + α8,
α7, 4α4 + α7, α7 + α8, 2α4 + 2α7 + α8
20 A3 ×A2 ×A1 A3 4
α8, 6α4 + 3α7 + 2α8, 6α4 + 3α7 + α8 16 A
2
2 ×A
2
1 A1 2
A2 ×A
3
1,
{2, 3, 5, 7, 8}
α4 + α6, α1 + 2α4 + α6, α1 + 3α4 + 2α6 42 D5 ×A1 D5 8
α4 30 D4 ×A2 D4 6
α6, 2α4 + α6, α1 + α4 + α6, α1 + 3α4 + α6,
α1 + 4α4 + 2α6, α1 + 2α4 + 2α6
24 A4 ×A
2
1 A4 5
2α1 + 5α4 + 3α6, α1 + 4α4 + 3α6, α1 + α4 20 A3 ×A2 ×A1 A3 4
α1, 2α1 + 4α4 + 3α6, 2α1 + 6α4 + 3α6,
α1 + 3α4 + 3α6, α1 + 5α4 + 3α6, α1 + 2α4
16 A22 ×A
2
1 A2 3
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Table 5. RD,β, dimD = 2, R = E8
RD, S β|D |RD,β | RD,β R
(0)
D,β h(R
(0)
D,β)
A6,
{2, 4, 5, 6, 7, 8}
α1 + 2α3 126 E7 E7 18
α3, α1 + α3 84 D7 D7 12
2α1 + 3α3, α1 + 3α3 56 A7 A7 8
α1 44 A6 ×A1 A1 2
D6,
{2, 3, 4, 5, 6, 7}
α1, α1 + α8 126 E7 E7 18
α8, 2α1 + α8 84 D7 D7 12
E6,
{1, 2, 3, 4, 5, 6}
α7, α7 + α8, 2α7 + α8 126 E7 E7 18
α8, 3α7 + α8, 3α7 + 2α8 74 E6 ×A1 A1 2
A5 ×A1,
{1, 3, 4, 5, 6, 8}
α2 + α7 126 E7 E7 18
α7, 2α2 + α7 56 A7 A7 8
α2 74 E6 ×A1 E6 12
3α2 + 2α7, α2 + 2α7 44 A6 ×A1 A6 7
D5 ×A1,
{2, 3, 4, 5, 6, 8}
α1 + α7 126 E7 E7 18
α7 84 D7 D7 12
α1, α1 + 2α7 74 E6 ×A1 E6 12
2α1 + 3α7, 2α1 + α7 46 D5 ×A2 A2 3
A4 ×A2,
{1, 3, 4, 5, 7, 8}
α2 + α6 126 E7 E7 18
α6, α2 + 2α6 56 A7 A7 8
α2, 2α2 + 3α6 46 D5 ×A2 D5 8
2α2 + α6, 3α2 + 4α6 32 A4 ×A3 A3 4
α2 + 3α6 28 A4 ×A2 ×A1 A1 2
D4 ×A2,
{2, 3, 4, 5, 7, 8}
α6, α1 + 2α6, α1 + α6 84 D7 D7 12
α1, 2α1 + 3α6, α1 + 3α6 46 D5 ×A2 D5 8
A4 ×A
2
1,
{2, 3, 5, 6, 7, 8}
α4 84 D7 D7 12
α1 + 3α4, α1 + 2α4 74 E6 ×A1 E6 12
α1 + 4α4, α1 + α4 44 A6 ×A1 A6 7
2α1 + 5α4 32 A4 ×A3 A3 4
α1, α1 + 5α4 28 A4 ×A2 ×A1 A2 3
A23,
{2, 3, 4, 6, 7, 8}
α5, α1 + 2α5 84 D7 D7 12
α1 + 3α5, α1 + α5 56 A7 A7 8
α1, 2α1 + 5α5, α1 + 4α5, 2α1 + 3α5 32 A4 ×A3 A4 5
A3 ×A2 ×A1,
{1, 2, 4, 6, 7, 8}
α3 + α5 126 E7 E7 18
α5, 2α3 + 3α5 44 A6 ×A1 A6 7
α3 + 2α5 46 D5 ×A2 D5 8
α3, 3α3 + 4α5 32 A4 ×A3 A4 5
2α3 + α5, 4α3 + 5α5 28 A4 ×A2 ×A1 A4 5
A22 ×A
2
1,
{1, 2, 3, 5, 6, 8}
α4, 2α4 + α7 74 E6 ×A1 E6 12
3α4 + α7, α4 + α7 46 D5 ×A2 D5 8
α7, 4α4 + α7, 5α4 + 2α7, 3α4 + 2α7 28 A4 ×A2 ×A1 A4 5
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Table 6. RD,β, dimD = 2, R = E7
RD, S β|D |RD,β | RD,β R
(0)
D,β h(R
(0)
D,β)
A5,
{2, 4, 5, 6, 7}
α3, α1 + α3, α1 + 2α3 60 D6 D6 10
α1, 2α1 + 3α3, α1 + 3α3 32 A5 ×A1 A1 2
A
′
5,
{3, 4, 5, 6, 7}
α1 + α2 72 E6 E6 12
α2 60 D6 D6 10
α1, α1 + 2α2 42 A6 A6 7
D5,
{1, 2, 3, 4, 5}
α6, α6 + α7 72 E6 E6 12
2α6 + α7 60 D6 D6 10
α7 42 D5 ×A1 A1 2
A4 ×A1,
{1, 2, 3, 4, 7}
α5 + α6 72 E6 E6 12
2α5 + α6 42 A6 A6 7
α5 42 D5 ×A1 D5 8
3α5 + 2α6 32 A5 ×A1 A5 6
α6 26 A4 ×A2 A2 3
D4 ×A1,
{2, 3, 4, 5, 7}
α6, α1 + α6 60 D6 D6 10
α1, α1 + 2α6 42 D5 ×A1 D5 8
A3 ×A2,
{1, 3, 5, 6, 7}
α2 + 2α4 60 D6 D6 10
α4, α2 + α4 42 A6 A6 7
2α2 + 3α4, α2 + 3α4 26 A4 ×A2 A4 5
α2 20 A3 ×A2 ×A1 A1 2
A3 ×A
2
1,
{1, 2, 4, 5, 7}
α3 + α6 60 D6 D6 10
α3 42 D5 ×A1 D5 8
α6, 2α3 + α6 32 A5 ×A1 A5 6
α3 + 2α6, 3α3 + 2α6 20 A3 ×A2 ×A1 A2 3
A22 ×A1,
{1, 2, 4, 6, 7}
α3 + α5 72 E6 E6 12
α5 32 A5 ×A1 A5 6
α3, α3 + 2α5 26 A4 ×A2 A4 5
2α3 + α5, 2α3 + 3α5 20 A3 ×A2 ×A1 A3 4
A2 ×A
3
1,
{1, 2, 3, 5, 7}
α4, α4 + α6, 2α4 + α6 42 D5 ×A1 D5 8
α6, 3α4 + α6, 3α4 + 2α6 20 A3 ×A2 ×A1 A3 4
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9. Concluding remarks
The Saito metric is a remarkable flat metric on the space of orbits of a finite Coxeter group.
As we showed its restriction to the discriminant strata also has the interesting property of
the factorisation of the determinant. The proof we gave depends on the Coxeter group:
while Landau–Ginzburg superpotential approach was applied to the classical series different
arguments had to be made for the exceptional groups including computer calculations in a
few cases. It would be desirable to find a uniform proof of the main result, Theorem 1.3.
Studying further differential-geometric properties of the restricted Saito metric ηD may be
of interest too.
It would also be interesting to investigate generalisations to the discriminant strata of
the extended affine Weyl groups orbit spaces, the corresponding Frobenius manifolds were
considered in [11–13]. Furthermore, Frobenius structures for the orbit spaces of complex
reflection groups were discovered in [18] (see also [19], [10]). In this case one does not have
the full structure of Frobenius manifold in general but rather the weaker Saito structure
without metric [26] (see also [20], [4] for further studies of the complex reflection groups case).
Note that by Corollary 3.4 our result on the determinant of the metric ηD is reformulated in
terms of the determinant of the operator of multiplication by the Euler vector field ED on
the stratum D, which is a well defined operator as we show that D is a natural submanifold.
Therefore one may try to weaken the Coxeter groups settings where metrics g and η both
exist and consider Saito structures without metric on the orbit spaces of complex reflection
groups.
Finally, T. Douvropoulos informed us about his recent conjecture on the freeness of a class
of multiarrangements related to considerations in this paper [8]. These multiarrangements
are restricted Coxeter arrangements AD with the multiplicities coming from the multiplicities
of factors in Theorem 1.3 (see [23] and [34] for the theory of free (multi)arrangements). In
the special cases conjecture reduces to the freeness of Coxeter multiarrangements [32], [33]
and the freeness of restricted Coxeter arrangements with multiplicities one [24]. It would be
interesting to study this conjecture by making use of analysis of this paper of the discriminant
strata. We hope to do this elsewhere.
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