Abstract. In this paper we present the solution to the problem of recovering rather arbitrary integral operator based on incomplete information with error. We apply the main result to obtain optimal methods of recovery and compute the optimal error for the solutions to certain integral equations as well as boundary and initial value problems for various PDE's.
1. Introduction. Solutions to boundary (or initial) value problems for various partial differential equations require knowledge of a boundary (or initial) function. However, often time, those functions are not fully known and only partial information about them can be measured, e.g. values at some finite set of points, average values over small measurement intervals, values of N first consecutive Fourier coefficients, etc. Thus, it is very important to find an approximate solution based on available information on the boundary (or initial) function. Furthermore, it is also natural and important to develop methods that provide an optimal (in some sense) approximation to the true solution. These research questions have been explored under the theory of optimal recovery of functions and operators, which is an area of Approximation Theory that started to develop in 1970s. More information on the development of the area can be found, for instance, in [20, 28, 21, 12, 17, 24, 25, 11] .
As for specific applications to recovering solutions of boundary and initial value problems, Magaril-Ill'yaev, Osipenko, and co-authors (see, for instance, [16, 22, 18] ) have considered the problem of optimal L 2 -approximation of the solution to the Dirichlet problem for Laplace's and Possion's equations in simple domains (disk, ball, annulus) based on the first N consecutive Fourier coefficients of the boundary function (possibly given with an error). In order to solve this problem they have used methods of Harmonic Analysis and general results from Optimization Theory.
In this paper we address related questions of optimal approximation of the solution to several types of integral equations, boundary and initial value problems for PDE's. We begin by solving a more general problem of recovering a rather arbitrary integral operator and sum of operators. We then present the optimal method of recovery as well as the optimal error. Next, we apply this general result to recover solutions to various boundary and initial value problems. Moreover, we present optimal methods of recovery of the solution to boundary-value problems based on this incomplete information with error. Naturally, the solution to the problem when information with error is used will also lead to the solution to the problem with exact information. In this paper we focus on considering the Volterra's and Fredholm's linear integral equations as well as boundary value problems for wave, heat, and Poisson's equa-tions. Nevertheless, the developed method is more general and can be applied to other similar problems.
The paper is organized as follows. Section 2 contains necessary definitions and notation as well as the formulation and solution of the main problem. In Section 3, we solve the problem of optimal recovery of positive integral operators on classes of functions defined by moduli of continuity, based on information with an error about values of such functions at a fixed system of points. In Section 4, we use our general result from Section 3 to address optimal recovery problems for the solutions of Volterra and Fredholm integral equations of the second kind, systems of linear first order differential equations with constant coefficients, Poisson's equation, the heat and wave equations. be a collection of real linear spaces. Set
We write elements of spaces X, Y , Z as vector-columns, e.g. x ∈ X is a vector-column consisting of elements x 1 , x 2 , . . . , x m with x j ∈ X j , j = 1, . . . , m. This allows us to equip spaces X, Y , Z with natural coordinate-wise linear structure. In addition, in the space Y we introduce the norm (2.1)
where ψ is an arbitrary norm in R l , monotone with respect to the natural partial order in R l . By θ we denote zero of a linear space. It will be clear from the context what space is being discussed and, hence, we omit specifying it in the notation.
Next, for a collection of linear operators A ij : X j → Y i , i = 1, . . . , l, and j = 1, . . . , m, with domains of definition D (A ij ) we consider operator matrix
The matrix A defines the operator A : X → Y mapping an element x ∈ X into the element y = Ax, which is a result of formal multiplication of matrix A by the vector-column x, i.e., for every i = 1, . . . , l, the element y i is defined as
For a given set of numbers σ j ∈ {−1, 1}, j = 1, . . . , m, by σ we denote the diagonal matrix
We define the product of operator matrix A by matrix σ as a result of formal multiplication of corresponding matrices, i.e. Aσ is the operator matrix:
In each of spaces X j , j = 1, . . . , m, we select a class of elements
and consider the Cartesian products of classes W j 's and their linear spans, respectively:
Let us assume that a collection of operators I j : span W j → Z j , j = 1, . . . , m, is given. We call information operators each of operators I j and the operator matrix I = diag (I 1 , . . . , I m ) : span W → Z as well. Note that in majority of applications we consider in this paper, information operators will be linear. Finally, for a collection of operators L j : Z j → X j , j = 1, . . . , m, by A L we denote the operator matrix obtained as a result of formal multiplication of operator matrices
where by A ij L j we understand the composition of operators A ij and L j .
2.2.
Optimal recovery problem and general lower estimate for the error of recovery. In this paper we consider the problem of optimal recovery of operator A on the class W using information Ix on elements x from this class.
For non-empty sets U 1 , . . . U m in spaces Z 1 , . . . , Z m , respectively, we set
We assume that instead of Ix, we know some element z ∈ Ix + U , where U is given set, containing zero θ. In this situation we say that information Ix is known with U -error. Note that if U coincides with the origin of Z then z = Ix, and we say that information Ix is given exactly. An arbitrary mapping Φ : Z → Y is called a method of recovery. Given the operator A, class W , information I with U -error, we define the error of recovery of operator A with the help of method Φ as follows E A; W ; I; U ; Φ = E ψ A; W ; I; U ; Φ := sup The problem of optimal recovery of operator A: find the optimal error E A; W ; I; U and the method of recovery Φ (if any exists) delivering the inf in the right hand part of (2.2).
Clearly, when U is the origin of Z, problem (2.2) reduces to the problem of optimal recovery of operator A on the class W based on exact information Ix on elements x ∈ W .
Problems of optimal recovery of operators based on exact information were studied in [27, 5, 9, 20] , and on approximate information in [15, 19, 21, 17, 16, 4] . We also refer the reader to the discussion of closely related questions in [28, 20, 12, 30, 24, 1, 2] .
Let us provide the lower estimate on the error E A; W ; I; U . By W (U ) we denote the following class:
If for every i = 1, . . . , l and j = 1, . . . , m, the operator A ij is odd, W (U ) = ∅, and the class W j is centrally symmetric, then
Proof. For any method of recovery Φ :
Ax ψ , which completes the proof. In particular, when I is an even operator, the condition
is valid for every x ∈ W . Also, one can easily verify that there holds the following consequence from Proposition 1. Proposition 2. Let assumptions of Proposition 1 hold. In addition, for every j = 1, . . . , m, we let I j be odd, and U j be centrally symmetric. Then
Note that the lower estimate provided by Proposition 2 might not be sharp. Therefore, in the rest of this section we consider some general situations when inequality (2.4) turns into equality.
2.3. Normed lattices and positive operators. . Let us follow [26] in order to introduce the concepts of an ordered vector space, a normed lattice, and a positive operator.
Definition 1. Given a linear space X over the field of real numbers R and a partial order "≺ X " on the set X, we call the pair (X, ≺ X ) an ordered vector space if:
1. x ≺ X y implies x + z ≺ X y + z, for all x, y, z ∈ X; 2. x ≺ X y implies λx ≺ X λy, for all x, y ∈ X and λ ∈ R + .
In what follows, for brevity (when it does not lead to confusion), we omit mentioning partial order "≺ X " in the notation of an ordered vector space (X, ≺ X ).
Also, we reserve notation " " for the standard linear order in R. Definition 2. An ordered vector space X is called a vector lattice (the Riesz space), if any two elements x, y ∈ X have supremum x ∨ y := sup{x; y} and infimum x ∧ y := inf{x; y}.
For a vector lattice X, by |x| := x ∨ (−x) we define absolute value of x ∈ X. In addition, we call a norm on a vector lattice X a lattice norm, if |x| ≺ X |y| implies x y for all x, y ∈ X. Definition 3. A normed lattice is a real normed space X endowed with an ordering "≺ X " such that (X, ≺ X ) is a vector lattice and the norm on X is a lattice norm.
Note that given a collection of ordered vector spaces X j , j = 1, . . . , m, their Cartesian product X is also an ordered vector space with respect to naturally defined partial order "≺ X ":
. Similarly, for a collection of normed lattices Y i , i = 1, . . . , l, their Cartesian product Y is also a normed lattice with respect to the norm · ψ defined by (2.1) and partial order "≺ Y ".
Finally, we define the positive operator between ordered vector spaces as follows. 
General results for positive operators.
In this subsection we present some results on optimal recovery of positive operators and, in particular, identity operator. Furthermore, we show that under certain assumptions, once we know how to recover (in an optimal way) the identity operator on each of classes W j , based on information I j with U j -error, we can recover (in an optimal way) any operator matrix A consisting of positive linear operators (and even operator matrix Aσ) on the class W , based on information I with U -error.
Let X be a normed lattice, and by id X we denote the identity operator. We start with the problem of optimal recovery of the identity operator. Let Z be a real linear space, W ⊂ X be centrally symmetric class, I : X → Z be an odd information operator, and U ⊂ Z be non-empty centrally symmetric set. Proposition 3. If there exist an operator L : Z → X and a function ϕ ∈ W , Iϕ ∈ U , such that for any x ∈ W and z ∈ Z we have
then operator L is the optimal method of recovery of id X on the class W , based on information I with U -error, and
Proof. By assumption, for every x ∈ W and z ∈ Ix + U we have
Since X is a normed lattice, from the latter we obtain
Hence,
On the other hand Iϕ ∈ U . Hence, due to Proposition 2, we obtain
Next, we present the result on optimal recovery of positive operators, which follows from Proposition 3. Proof. Indeed, let x ∈ W and z ∈ Ix + U be arbitrary. According to (2.5), we have −ϕ ≺ X x − Lz ≺ X ϕ. Hence, due to positivity of operator A, we obtain
Taking into account that · Y is a lattice norm, we deduce that
and, therefore,
The opposite inequality follows from Proposition 2.
Remark 1. In Proposition 4 the condition that X is a normed lattice can be relaxed to the following one: X is an ordered vector space.
Finally, we present the generalization of Proposition 4 to the case of optimal recovery of operator matrices.
In order to state the corresponding result, we let X 1 , . . . , X m be ordered vector spaces, Z 1 , . . . , Z m be real linear spaces, and Y 1 , . . . , Y l be normed lattices, m, l ∈ N. In addition, let A ij : X j → Y i , j = 1, . . . , m and i = 1, . . . , l, be positive linear operators with domains of definition D (A ij ), and
. . , m, be centrally symmetric classes, and U j ⊂ Z j , j = 1, . . . , m, be centrally symmetric sets. Finally, let ψ : R l → R be an arbitrary norm monotone with respect to the natural partial ordering in R l . Theorem 2.1. If for every j = 1, . . . , m, there exist an operator L j : Z j → X j and a function ϕ j ∈ W j , I j ϕ j ∈ U j , such that for any x ∈ W and z ∈ Z, we have
. . , m, the operator Φ = AσL is the optimal method of recovery of operator Aσ on the class W based on information I with U -error, and, furthermore, E ψ Aσ; W ; I; U = E ψ Aσ; W ; I; U ; Φ = Aϕ ψ .
Proof. Let x ∈ W and z ∈ Ix + U . Then for any j = 1, . . . , m, we have
Since operators A ij are linear and positive, we obtain
From the latter we conclude that ∀σ j ∈ {−1, 1}
Summing up these inequalities over j, we see that
Since · Yi is the lattice norm, from the latter we derive
and since Φ = AσL,
In order to obtain the lower estimate, we observe that σϕ ∈ W and I(σϕ) ∈ U . Due to Proposition 2 we obtain
as σσ = diag (1, . . . , 1) is the identity matrix.
3. Optimal recovery of integral operators. In this section we introduce the concept of an integral operator and apply Theorem 2.1 to the problem of optimal recovery of positive integral operators on classes of functions defined by moduli of continuity, based on information with an error about values of such functions at a fixed system of points.
3.1. Integral operators on metric spaces. We follow [3] (see also [13] ) to introduce the notion of integral operators on metric spaces. First, we let (M, µ) be the space with σ-finite measure, i.e. M is some set and µ is a σ-finite measure on σ-algebra Σ M of subsets in M . By M (M, µ) we denote the space of all µ-measurable µ-a.e. finite functions defined on M (identifying µ-equivalent functions as usual). The space M (M, µ) is equipped with the natural partial order "≺": for every
Hence, we can consider the space M (M, µ) as an ordered vector space. Definition 5. (see [3] , [13, 
The above integral is understood in the Lebesgue sense. The function K(s, t) is called the kernel of operator T . Remark 2. Clearly, an integral operator is positive if its kernel is ν × µ-a.e. non-negative.
Next, we let M = M ρ be a metric space endowed with the metric ρ. By Σ ρ we denote the Borel σ-algebra of subsets of M ρ , i.e. the minimal σ-algebra generated by open sets in M ρ . We consider an arbitrary non-negative σ-finite measure µ : Σ ρ → R + . For convenience, if the equivalence class in M (M ρ , µ) contains a continuous function, then we identify this function with the whole equivalence class.
By B µ and C µ let us also denote the sets of µ-essentially bounded and µ-a.e. continuous functions x : M ρ → R, respectively.
For a compact set M ′ ⊂ M ρ , we let χ M ′ stand for the characteristic (or indicator) function of the set M ′ . We consider classes
3.2.
Classes H ω and generalized Voronoi cells. We recall that a function ω : R + → R + , R + := [0, ∞), is called a modulus of continuity (see, for example, [10] ) if ω(0) = 0, ω is continuous, non-decreasing, and semi-additive function. The latter means that ω(t ′ + t ′′ ) ω(t ′ ) + ω(t ′′ ), for every t ′ , t ′′ ∈ R + . We consider the problem of optimal recovery of positive integral operators on the classes defined by a modulus of continuity ω:
In addition, we assume that information on functions
where
is a fixed set of points in M ′ , and is known with U e -error, e ∈ R n + , where
Next, we construct the operator L that would satisfy assumptions of Proposition 3. To this end, we first introduce the following two functions:
where ρ(t, ∂M
, and
Next, we define generalized Voronoi cells. To this end, we first let
and, for j = 1, . . . , n, we consider
Then, generalized Voronoi cells (see Figure 3. 2) are defined iteratively as follows
Since every function x ∈ C µ (M ′ ) is µ-measurable on M in the Borel σ-algebra Σ ρ , we see that sets Π 1 , Π 2 , . . . , Π n , and setsΠ 0 ,Π 1 , . . . ,Π n are µ-measurable. Moreover, due to construction, we conclude that both collections of sets are pairwise disjoint and Figure 3 .2) as follows: for every z ∈ R n , 
Note that when some of e j 's are large enough, it is possible that some of the sets Π j andΠ j are empty. This, in turn, means that information at the corresponding point q j is "ignored" by operators L andL.
Optimal recovery of operators on the class H
ω . In this section, we present some important direct corollaries from Theorem 2.1 for positive integral operators and their sums.
For a space (M, µ) with σ-finite measure, we let L 1 (M, µ) be the space of absolutely integrable functions x : M → R with the standard norm
We start with the corollary from Proposition 4 for positive integral operators. In order to state the corresponding result, we let n ∈ N, ω be a modulus of continuity, e ∈ R n + , M ρ be a metric space, µ be a σ-finite measure on Σ ρ , M ′ be a compact subset of M ρ , (N, ν) be a space with σ-finite measure, A : B µ (M ′ ) → M (N, ν) be an integral operator with the non-negative kernel K, Y ⊂ M (N, ν) be a normed lattice
Then the method Φ = A L is the optimal method of recovery of operator A on the class W based on information I Q with U e -error, and
Proof. We consider only the first case when
Q,e as the proof of the second case follows similar arguments.
We let x ∈ H ω µ (M ′ ) and z ∈ Ix + U be given, and let Π 1 , . . . , Π n be generalized Voronoi cells on the set M ′ . We observe that for every j = 1, . . . , n and t ∈ Π j ,
Hence, we conclude that −ϕ ≺ x − Lz ≺ ϕ where "≺" is the natural partial order in M (M ρ , µ). Since A is a linear positive operator, conditions of Theorem 2.1 are satisfied, and by applying it, we complete the proof.
, we obtain the following consequence from Theorem 3.1.
Corollary 1. Under assumptions of Theorem 3.1, we take kernel
In particular, when the inner integral in (3.5) is independent of x and is denoted by C K , we have
Next, we state the consequence of Theorem 2.1 for the problem of optimal recovery of sums of positive operators on classes defined by moduli of continuity. We need the following notation. Let m, l ∈ N and ψ : R l → R be a norm monotone with respect to the natural partial order in R l . For every j = 1, . . . , m, we let n j ∈ N; ω j be a modulus of continuity; e j ∈ R nj + and U j = U ej ; M j = M ρj be a metric space, µ j be a σ-finite measure on Σ ρj ; M ′ j be a compact subset in M j ; Q j ⊂ M ′ j be a fixed systems of n j points, and I j := I Qj . For every i = 1, . . . , l, we let (N i , ν i ) be a space with σ-finite measure. For every i = 1, . . . , l and j = 1, . . . , m, we let A ij :
be an integral operator with non-negative kernel K ij , and
, is the optimal method of recovery of operator Aσ on the class W based on information I with U -error, and (3.6) E ψ Aσ; W ; I; U = E ψ Aσ; W ; I; U ; Φ = Aϕ ψ .
The next proposition deals with the optimal recovery problem of the sum of integral operators in the space L 1 (N, ν).
Corollary 2. Let assumptions of Theorem 3.2 hold. In addition, we assume that kernels K ij are ν i ×µ j -integrable (i = 1, . . . , l, and j = 1, . . . , m), Y i = L 1 (N i , ν i ), and ψ is ℓ 1 -norm on R l . Then E ψ Aσ; W ; I; U = E ψ Aσ; W ; I; U ; Φ
Applications.
In this section we demonstrate how main results of this paper can be applied to the problems of optimal recovery of the solutions to integral equations, and boundary and initial value problems for differential equations.
In Section 4.1 and 4.2 we present optimal methods and error of recovery of solutions for Volterra and Fredholm integral equations of the second kind.
We then present optimal methods and errors of recovery for solutions of systems of linear first order differential equations with constant coefficients, Poisson's equation, the heat and wave equations. Certainly, our approach is not restricted to optimal recovery of the solutions to mentioned equations and is applicable to a wider range of integral equations, ODE's, and PDE's. 
We let Γ be the resolvent kernel for k:
where k 1 = k, and, for n = 2, 3, . . .,
It is well known (see, for instance, [14, Theorem 3.3] ) that for continuous function f and kernel k the solution to (4.1) exists, is unique, and can be written in the form
Let ω be the modulus of continuity, Q be the set of n ∈ N points on [a, b], and e ∈ R 
k(t, s) x(s) dµ(s).
By Γ we denote the resolvent kernel for k:
It is well known (see, for instance, [6, p. 44] ) that the unique solution to (4.4) is given by (4.5)
We let ω be a modulus of continuity, Q be a set of n ∈ N points on [a, b], e ∈ R n + . We consider the problem of optimal recovery of the solution to equation In virtue of (4.5), the solution x to problem (4.10) can be considered as the image x = Af of the function f under the operator A, which is the sum of identity operator and an integral operator with the kernel K(t, s) = k(t, s).
Let 
It is well known that the solution to (4.6) exists, is unique, and is provided by:
where e M stands for the exponent of matrix M which is the series
Next, we let ω 1 , . . . , ω d be given moduli of continuity, W 1 := R d and
Q be the given set of n ∈ N points on [a, b],
+ and e 1 , . . . , e d ∈ R n + be the errors describing information, U 1 := U e and U 2 := U e1 × . . . × U e d .
Let us consider the problem of optimal recovery of the solution to the system (4.6) under assumptions that the initial value p is known with U 1 -error, and, for i = 1, . . . , d, the values of component q i of the function q ∈ W 2 at the system of points Q are known with U ei -error.
Next, for i, j = 1, . . . , d, by k ij (t), t ∈ [a, b] we denote the element of matrix e S(t−a) located in the ith row and the jth column. In addition, we consider operators
In view of (4.7), the solution x to (4.6) is the sum x = Bp+Cq of images of initial value p and function q under operator matrices B and C, respectively. This observation allows us to consider the problem of optimal recovery of the solution to equation (4.6) as the problem of optimal recovery of the matrix operator A = B C on the class
Next, we remark that a square matrix S is called essentially non-negative if every non-diagonal entry of this matrix is non-negative. It is well known that for such matrix S, operators B ij and C ij (the entries of matrix operator A) are positive.
For
In addition, we set τ 1 := e and
Applying Theorem 2.1, we obtain the following Corollary 5. Let S be essentially non-
, is the optimal method of recovery of operator A on the class W based on information I with U -error, and, furthermore, E ψ A; W ; I; U = E ψ A; W ; I; U ; Φ = A τ ψ = Be + Cτ 2 ψ , τ = τ 1 × τ 2 .
One can easily adjust the arguments of this section to solve the problem of optimal recovery of the solutions to the system of linear homogeneous equations and to the system of linear nonhomogeneous equations with homogeneous initial values.
4.4.
Optimal recovery of the solution to the Dirichlet problem for Poisson's equation. In this section, we consider the problem of optimal recovery of the solution to the Dirichlet problem for Poisson's equation. We let d ∈ N, | · | denote the standard norm in Euclidean space R d , µ be the standard Lebesgue measure in R d , Ω ⊂ R d be a bounded domain with C 1 -boundary, σ be the surface area measure on the boundary ∂Ω. As usual, ∆ stands for the Laplace operator. In addition, we let C(Ω ∪ ∂Ω) be the space of continuous on Ω ∪ ∂Ω real-valued functions, and C 2 (Ω) be the space of continuous functions having continuous first, and second order partial derivatives inside Ω.
The Dirichlet problem for Poisson's equation consists of finding a function x ∈ C(Ω ∪ ∂Ω) ∩ C 2 (Ω), called the solution, which satisfies
It is well known (see [7] ) that the solution x to (4.8) exists, is unique, and can be presented in the form (4.9)
where G(t, s) is Green's function of the domain Ω, and ∂G ∂n (t, s) is the outer normal derivative of G.
Below, we assume that the domain Ω and it boundary ∂Ω are endowed with the respective Euclidean metric, and the metric which agrees with the surface area measure σ on ∂Ω. We consider classes W 1 := H ω1 µ (Ω) and W 2 := H ω2 σ (∂Ω), where ω 1 , ω 2 are given moduli of continuity, finite sets of points Q 1 ⊂ Ω and Q 2 ⊂ ∂Ω consisting of, respectively, n 1 ∈ N and n 2 ∈ N points. We also assume that information operators I 1 := I Q1 and I 2 := I Q2 , and sets U 1 := U e1 and U 2 := U e2 , where e 1 ∈ R n1 + and e 2 ∈ R n2 + , describing the error of information, are given. Let us consider the problem of optimal recovery of the solution to the problem (4.8) under assumptions that the values of functions f ∈ W 1 and g ∈ W 2 at systems of points Q 1 and Q 2 are known, respectively, with U 1 and U 2 -errors.
By (4.9), the solution x to (4.8) is the sum x = A 1 f + A 2 g of images of functions f and g under integral operators
and
Hence, the problem of optimal recovery of the solution to the problem (4.8) can be reformulated as the problem of optimal recovery of the matrix operator A = (A 1 A 2 ) on the class W = W 1 × W 2 based on information I = diag (I 1 , I 2 ) with U = U 1 × U 2 -error. Since both operators A 1 and A 2 are positive, the assumptions of Theorem 3.2 are satisfied. For convenience, we let Y ⊂ M (Ω ∪ ∂Ω, µ) be a normed lattice, containing space B µ (Ω ∪ ∂Ω), L i := L ωi,Qi,ei , and τ i := τ ωi,Qi,ei , i = 1, 2.
, is the optimal method of recovery of operator A on the class W based on information I with Uerror. Moreover, the optimal error is E A; W ; I; U = E A; W ; I; U ; Φ = A τ Y , τ = τ 1 × τ 2 .
It follows directly from Corollary 6, that for
In particular, when Ω is the disk of radius r centered at the point a ∈ R d , we have
One can apply similar arguments to solve the problem of optimal recovery of solutions to the Dirichlet problem for Laplace's equation, and to the homogeneous Dirichlet problem for Poisson's equation. 
It is well known (see, for instance, [8] ) that the solution x to (4.10), satisfying a growth condition
for some constants α, β > 0, exists, is unique, and can be presented in the form (4.12)
Below, we assume that D and R d are endowed with the Euclidean distance, M 1 ⊂ D and M 2 ⊂ R d are compact sets. We consider the classes
, where ω 1 , ω 2 are given moduli of continuity, finite sets of points Q 1 ⊂ M 1 and Q 2 ⊂ M 2 consisting of, respectively, n 1 ∈ N and n 2 ∈ N points. We also assume that information operators I 1 := I Q1 and I 2 := I Q2 , and sets U 1 := U e1 and U 2 := U e2 describing the error of information, where e 1 ∈ R n1 + and e 2 ∈ R n2 + , are given.
Let us consider the problem of optimal recovery of the solution to the problem (4.10) under assumptions that the values of functions f ∈ W 1 and g ∈ W 2 at systems of points Q 1 and Q 2 are known respectively with U 1 and U 2 -errors.
Due to (4.12), we can easily see that the solution x to (4.10), satisfying the growth condition (4.11) , is the sum x = A 1 f + A 2 g of images of functions f and g under integral operators
Hence, the problem of optimal recovery of the solution to problem (4.10) satisfying growth condition (4.11) can be reformulated as the problem of optimal recovery of the matrix operator A = (A 1 A 2 ) on the class W = W 1 × W 2 based on information I = diag (I 1 , I 2 ) with U = U 1 × U 2 -error. Since both operators A 1 and A 2 are positive, the assumptions of Theorem 3.2 are satisfied. For convenience, we let Y ⊂ M(N, µ) be a normed lattice containing the space of µ-essentially bounded and integrable on N functions, L i =L ωi,Qi,ei and τ i =τ ωi,Qi,ei , i = 1, 2.
, is the optimal method of recovery of operator A on the class W based on information I with U -error. Moreover, E A; W ; I; U = E A; W ; I; U ; Φ = A τ Y , τ = τ 1 × τ 2 .
In particular, for Y = L 1 (N, µ) we obtain
Finally, we note that one can adjust the above arguments to solve the problem of optimal recovery of the solutions to the Cauchy problem for the homogeneous heat equation, and to the homogeneous Cauchy problem for the heat equation satisfying growth condition (4.11).
4.6. Optimal recovery of the solution to initial value problem for the wave equation. In this section we consider the problem of optimal recovery of the solution to the wave equation. We recall that the wave equation describes wave propagation in a media and is a simplified model for a vibrating string (d = 1), membrane (d = 2), or elastic solid (d = 3).
For the purpose of this section, we take
Similarly to the previous section, for a function x : D → R, we denote by ∆x its space-coordinates Laplace operator, let N ⊂ D be a manifold, and µ be the standard Lebesgue measure corresponding to the dimension of the manifold, equipped with the measure. Let also f : D → R, g : R d → R, and h : R d → R be some functions.
First, we let d = 1 and consider the Cauchy problem for one-dimensional wave equation, which consists of finding a twice continuously differentiable function x : D → R, called a solution, satisfying the system of equations:
If f is continuous, g is twice continuously differentiable, and h is continuously differentiable, then the unique solution to the problem (4.13) is delivered by the Dalambert formula:
(4.14)
As we are interested in applications of Theorem 3.2, we would need to assume that g and h are compactly supported and have a majorant for their modulus of continuity. This means that g and h are continuous, but might be non-differentiable. Hence, the formula (4.14) does not deliver the solution to the problem (4.13). Therefore, we follow [23] to introduce the concept of the generalized solution to the problem (4.13).
Let g, h ∈C µ (Ω), where Ω is a compact in R. Let also g
be a sequence of twice continuously differentiable functions converging uniformly on Ω to the function g, as n → ∞. Similarly, let h
be a sequence of continuously differentiable functions converging uniformly on Ω to h, as n → ∞. The function x(u, t) is called the generalized solution to the problem (4.13) if it is a limit of uniformly converging sequence of solutions
to the wave equation
Using the above definition, the Dalambert formula (4.14) delivers the unique generalized solution to the problem (4.13). Next we let M 1 ⊂ D, and M 2 , M 3 ⊂ R be compact sets. For i = 1, 2, 3, we let ω i be modulus of continuity, W i := H ωi µ (M i ) be a class of functions, Q i be the set of n i ∈ N points on M i , I i := I Qi be information operator, and U ei be the error of information, e i ∈ R ni + . We see that the generalized solution x to (4.13) can be presented as the sum x = A 1 f +A 2 g +A 3 h of images of functions f , g, and h under linear positive operators
This allows us to consider the problem of optimal recovery of the generalized solution x to the wave equation (4.13) as the problem of optimal recovery of operator A = (A 1 A 2 A 3 ) on the class W = W 1 × W 2 × W 3 based on information I = diag (I 1 , I 2 , I 3 ) with U = U 1 × U 2 × U 3 -error.
Let us formulate the following corollary from Theorem 3.1. Let Y ⊂ M(N, µ) be the normed lattice containing essentially bounded and integrable on N functions, and, for i = 1, 2, 3, we let L i := L ωi,Qi,ei , τ i := τ ωi,Qi,ei . where σ stands for the surface area measure of the sphere S t (u). Similarly to the case d = 1, we would need to assume that h is compactly supported and has a majorant for the modulus of continuity. Therefore, we follow [23] , and introduce the generalized solution to the problem (4.15) as follows.
Let h ∈C µ (Ω), where Ω is a compact in R, and h (n) ∞ n=1 be the sequence of twice continuously differentiable functions converging uniformly on Ω to h, as n → ∞. The function x(u, t) is called the generalized solution to the problem (4.15) if it is a limit of uniformly converging sequence of solutions x (n) (u, t)
uu (u, t) = f (u, t), (u, t) ∈ D, with initial conditions
Using the above definition, the Poisson and the Kirchhoff formulas deliver the unique generalized solution to problem (4.15). Now, we let M 1 ⊂ D and M 2 ⊂ R d be compact sets. For i = 1, 2, we let ω i to be a modulus of continuity, W i := H ωi µ (M i ) be a class of functions, Q i be the set of n i ∈ N points on M i , I i := I Qi be information operator, and U ei be the error of information, e i ∈ R ni + .
We see that the generalized solution x to (4.15) can be presented as the sum x = A 1 f + A 2 h of images of functions f and h under linear positive operators A 1 : B µ (M 1 ) → M(N, µ), and A 2 : B µ (M 2 ) → M(N, µ). This allows us to consider the problem of optimal recovery of the generalized solution x to the wave equation (4.15) as the problem of optimal recovery of operator matrix A = (A 1 A 2 ) on the class W = W 1 × W 2 based on information I = diag (I 1 , I 2 ) with U = U 1 × U 2 -error.
From Theorem 3.2 we obtain the following corollary. Let Y ⊂ M(N, µ) be the normed lattice containing µ-essentially bounded and integrable on N functions, and, for i = 1, 2, we let L i := L ωi,Qi,ei , τ i := τ ωi,Qi,ei .
Corollary
In particular, for Y = L 1 (N, µ), and N = R d × {t 0 }, where t 0 > 0 is fixed, we obtain E A; W ; I; U = 
