Nonlinear Speech Analysis and Modeling for Malayalam Vowel Recognition  by Mohamed, Fathima Kunhi & Lajish, V.L.
 Procedia Computer Science  93 ( 2016 )  676 – 682 
1877-0509 © 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of the Organizing Committee of ICACC 2016
doi: 10.1016/j.procs.2016.07.261 
ScienceDirect
Available online at www.sciencedirect.com
6th International Conference On Advances In Computing & Communications, ICACC 2016, 6-8 
September 2016, Cochin, India 
Nonlinear Speech Analysis and Modeling for Malayalam Vowel 
Recognition 
Fathima Kunhi Mohamed*,  Lajish V.L. 
Department of Computer Science, University of Calicut, 
Kerala - 673635, India 
Abstract 
This paper presents a novel method for the recognition of Malayalam vowel phonemes using nonlinear speech 
parameters such as maximal Lyapunov exponent and Phase Space Anti-diagonal Point Distribution. Reconstructed 
phase space is used as a base for extracting these features. The results show that the proposed nonlinear features 
have significant discriminatory power. The combined feature vectors of nonlinear feature and MFCC features yield 
increased recognition accuracy for five Malayalam vowel phonemes. 
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1. Introduction 
       The most important communication channel among the people is speech. It has a prominent place in 
communication between the humans and machine. Speech recognition is a special case of pattern recognition and so 
the accuracy of speech recognition system is affected by several factors.  Much effort has been made in this field by 
many researchers to increase the accuracy of the speech recognition system1.  
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       Source-filter models form the foundation of most of the speech processing applications. Speech recognition 
system also used this model and it has headed to great advances in the last 30 years. But it disregards some structure 
known to be present in the speech signal. It reduces the ability to discriminate speech sounds. The replacement of the 
linear filter with nonlinear models must enable us to obtain an accurate description of the speech. This in turn may 
result in better performance of speech recognition systems2, 3. There is strong theoretical and experimental evidence 
for the existence of important nonlinear 3D fluid dynamics phenomena during the speech production that cannot be 
accounted for by the linear model such as modulations of the speech airflow and turbulence4, 5, 6.  
     The speech enabled human machine interaction makes easy communication in one’s native language, especially 
in a multi-lingual country such as India, where a large majority of the people will not be comfortable with 
communicating in English. Extensive research works for developing systems that enable human machine interaction 
in Indian languages for Hindi, Bangla, Telugu, Tamil, Kannada have been reported. The recognition of Malayalam 
(one of the South Indian Languages ranked as the eighth in the list of fifteen most popular languages in India) speech 
has been studied by many re-searchers but the emphasis on recognition systems with nonlinear speech parameters is 
lacking7, 8, 9. 
     The investigation of speech nonlinearities can proceed in several directions. In the proposed work we focus on a 
nonlinear signal processing approach, which consists in developing efficient computational models for detecting 
nonlinear phenomena in speech and extracting related acoustic signal features such as Phase Space Anti-diagonal 
Point Distribution (PSAPD) and Maximal Lyapunov exponent from five Malayalam vowels അ/a/, ഇ/i/,  ഉ/u/, 
എ/e/, and ഒ/o/. 
2.    Phase Space Reconstruction 
 
In a dynamical system, Phase space is the collection of all possible states of the system. A phase space can be 
finite, unaccountably infinite, depending upon the system. A particular state in phase space specifies the system 
completely and it reveals all that is needed to know about the system. For an initial value problem, the path in phase 
space traced out by the solution is called an orbit or trajectory of the dynamical system. The orbit will be a curve for 
the state variables taking real values in a continuum, while it will be a sequence of points for a discrete-time 
system10, 11. 
If the signal is represented by a time series X(t), then, the reconstruction of the dynamical behavior of the signal 
is by succession of these points X(t) in the phase space. It is based on the analysis of dynamic systems by delay 
maps, i.e., the vectors X(t) in the multidimensional phase space are constructed by time-delayed values of the time 
series. Time-delayed values of the time series determine the coordinates of the phase-space plot. 
X(t) = {x(t), x(t + τ), x(t + 2 τ), …x(t + (m-1) τ )}                                                                 (1) 
 
where, X (t) is one point of the trajectory in the phase space at time t, x (t + i τ)  are the coordinates in the phase 
space corresponding to the time-delayed values of the time series, ‘τ’  is the time delay between the points of the 
time series considered, and ‘m’ is the embedding dimension, which is the number of coordinates of the phase-space 
plot. 
       The first step in the analysis of scalar time-series data from a nonlinear dynamical system is to embed it. The 
mutual information of two random variables is a quantity that measures the mutual dependence of the two variables, 
or it is the amount of information that is shared between two data sets. The time delayed mutual information 
proposed by Fraser and Swinney12, 13 is used to determine a reasonable time delay ‘ɒԢ. The mutual information is 
computed using the equation below. 
 
ܵ ൌ െσ ݌௜௝ሺ߬ሻ ݈݊
௣೔ೕሺఛሻ
௣೔௣ೕ௜௝
        (2)
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where for some partition on the time series, ݌௜is the probability to find a time series value in the݅௧௛  interval, 
and ݌௜௝ሺɒሻ is the joint probability that an observation falls into the ݅௧௛ interval and the observation time ԢɒԢ later 
falls into the ݆௧௛. By using this equation, mutual information is computed for various values for ԢɒԢ. Then, mutual 
information is plotted on Y-axis and corresponding time delay  Ԣɒ’ on the X axis. The first minimum in this plot is 
selected as the time delay Ԣɒ’. This procedure is repeated for five Malayalam vowels. 
  a       b        c     
  
         d             e 
 
   
Fig. 1. Delay Vs. Average Mutual Information function for vowels (a)  അ/a/; (b) ഇ/i/;  
(c) ഉ/u/; (d) എ/e/; and (e) ഒ/o/. 
 
In  Fig. 1, the first minimum for  അ/a/ , ഇ/i/ and എ/e/occurs when ɒ=4 and therefore the time delay Ԣɒ’ is taken 
as 4 for Phase Space Reconstruction. The embedding dimension ‘m’ is taken as 2 in this work.  
 
3. Phase Space Anti-diagonal Point Distribution (PSAPD) 
 
To extract the distribution parameter from the Reconstructed Phase Space (RPS) with time delay Ʈ=4, the entire 
RPS is divided into 100 locations. The number of Phase Space Points distributed along the anti-diagonal locations 
is calculated as follows. 
RPS is divided into grids with 10 x 10 boxes as in Figure 2. The points present in the anti-diagonal boxes is taken 
as the feature. It is clear from the Fig. 2 that most of the points are along the anti-diagonal boxes14, 15, 16. So it is 
used as a feature of length 10. Anti-diagonal boxes are numbered 1 to 10, from top right to bottom left.    
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a       b            c 
          
 
 
     d           e                                                                                                     
 
Fig. 2. RPS Distribution for vowels (a)  അ/a/; (b) ഇ/i /;  (c) ഉ/u /;  (d) എ/e/; (e) ഒ /o/  with Ʈ=4 and m=2. 
 
The Phase Space Anti-diagonal Point Distribution Parameter (PSAPD) is calculated by estimating the number 
of Phase Space points distributed in anti-diagonal boxes. 
a             b              c     
 
           d                                                       e                                                 
 
 
Fig. 3. PSAPD Plot for Malayalam vowel utterance  (a) അ/a/; (b) ഇ/i/;  (c) ഉ/u/;  (d) എ/e/; (e) ഒ/o/  with 
Ʈ=4 and m=2. 
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Fig. 3 show the Phase Space Anti-diagonal Point Distribution Parameter (PSAPD) for the vowels അ/a/, 
ഇ/i /, ഉ/u /, എ/e /, and ഒ/o /. From the figure, the discriminatory power of the parameter is evident. 
4. Lyapunov Exponent 
Lyapunov exponents provide a quantitative and qualitative characterization of dynamical behavior. It is a 
measure for describing a dynamical system that remains intact by the embedding procedure and a measure of 
degree of chaos. They measure the exponential rate of divergence or convergence of orbits17. 
If we consider two neighboring points in the phase space at time 0 and at time t, the Lyapunov exponent 
(LE) is then defined by the average growth rate: 
 
ߣ௜ ൌ ௧՜ஶ
ଵ
௧ ଶ
ȁȁడ௫೔
ȁȁడ௫೔
ሺ௧ሻȁȁ
ሺ଴ሻȁȁ                                                                     (3) 
 
A negative value indicates convergence of nearby orbits. A positive LE means divergence of nearby orbits. 
For a conservative system, the sum of Lyapunov exponents is negative, so that the orbits are bounded. 
Lyapunov exponents can be obtained from the time series. Maximal Lyapunov exponent is calculated using 
Kantz method18,19,20  with time delay 4. 
We used maximal Lyapunov exponent as one of the feature for classification. The maximal Lyapunov 
exponent can be determined by considering the representation of the time series data as a trajectory in the 
embedding space, and assume that we observe a very close return ݏ௠ to a previously visited point ݏ௡. Then 
consider the distance ݀଴ as a small perturbation, which should grow exponentially in time. Its future can be read 
from the time series ݀௟ ൌ ݏ௡ା௟ െ ݏ௠ାଵ . If one finds that ȁ݀௟ȁ ൎ  ݀଴ࣟఒ௟   then ߣ  is the maximal Lyapunov 
exponent. In order to get a robust  maximal Lyapunov exponent, the following equation is used. 
 
S (ࣟǡ݉ǡ ݐ) =ۃሺ ଵȁ௨೙ȁሻ σ ȁݏ௡ା௧ െ ݏ௠ା௧ȁሻ௦೘אೠ೙ ۄ௡      (4) 
In equation 4, neighborhood ݑࣟሺ௡ሻis formed in phase space containing all points {ݏ௠}such that ȁȁݏ௡ െ
ݏ௠ȁȁ ൏ ࣟ and ࣟ is the radius of neighborhood. 
If  S(ࣟǡ݉ǡ ݐ ) exhibits a linear increase with identical slope for all m larger than some ݉଴  and for a 
reasonable range ofࣟ  , then this slope can be taken as an estimate of the maximal exponent λ. By this method, 
maximal Lyapunov is calculated for each utterance of vowels. 
 
a    b    c 
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d    e      
 
Figure 4. The radius of neighborhood ‘ࣟ’ Vs. S (ࣟǡ݉ǡ ݐ) for five Malayalam vowels അ/a/, ഇ/i /,  ഉ/u /, 
എ/e /, and ഒ/o/ with m=3,4,5,6,7. 
5. Experimental Results 
The Phase Space Ant-diagonal Point Distribution (PSAPD) and Maximal Lyapunov Exponent are extracted as 
discussed. Here we used the database consisting of 1000 samples of five Malayalam vowels collected from twenty 
speakers for training and testing. 500 samples each are used for training and recognition purpose. The recognition 
capabilities of the above explained features are tested with Feed Forward Multilayer Perceptron (FFMLP) classifier. 
Since MFCC feature set has been successful for speech recognition in the past, we conducted a comparison of these 
nonlinear features with MFCC for Malayalam vowels. Also the joint feature vector of nonlinear feature and MFCC 
features is considered. The recognition experiment is conducted by simulating the above algorithms using 
MATLAB. 
 Here we used a set of 100 samples each of five Malayalam vowels for iteratively computing the final weight 
matrix and a set of vowels of same size from the database for recognition purpose. The recognition accuracies 
obtained for the Malayalam vowels based on above said features  and MFCC using multilayer feed forward neural 
network classifier are tabulated in Table 1.  
Table 1. Vowel Recognition Results. 
Nonlinear Parameter Parameter size Recognition 
Accuracy (%) 
Maximal Lyapunov Exponent 
 
1 22.67 
PSAPD 
 
10 44.59 
MFCC 
 
12 74.39 
Maximal Lyapunov Exponent  + MFCC 
 
 
13 78.30 
PSAPD + MFCC 
 
22 80.44 
 
 
 
6. Conclusion 
In this work, we modeled the vowel classification based on the non-linear properties of the speech samples. 
Also, Malayalam vowel recognition study based on MFCC feature set and the joint feature vector developed by 
combining frequency domain and nonlinear features are presented in this work. An overall recognition accuracy of 
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80.44% is obtained for the simulation experiments with the hybrid feature set of MFCC and PSAPD and 74.39% is 
obtained with the hybrid feature set of MFCC and Maximal Lyapunov Exponent. This shows that when the joint 
feature vector is used as input parameter, there is a significant boost in the recognition accuracy than that is obtained 
when nonlinear feature or MFCC feature alone is used. This result suggests that the frequency domain features and 
the RPS derived features contain different discriminatory information. Also, the result has shown the fact that the 
recognition accuracy of nonlinear features is far beyond that of MFCC. Since PSAPD showed higher accuracy in 
combination with MFCC, PSAPD feature can be considered as a good nonlinear feature for speech recognition. 
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