the derived data were searched backward and forward departing from the maximum annual 153 peak to estimate the OG and EOS, respectively. OG was defined as a valley at the 154 beginning of the growing season point (a change in derivative value from positive to 155 negative) and EOS was defined as a valley point occurring at the decaying end of a 156 phenology cycle (a change in derivative value from negative to positive). These satellite-157 derived LSP estimates were compared to ground observations of the thousands of 158 deciduous tree phenology records of the Pan European Phenology network (PEP725) 159 (Rodriguez-Galiano et al., 2015a) . This comparison resulted in a large spatio-temporal 160 correlation of the phenology estimates with the spring phenophase (OG vs leaf unfolding; 161 pseudo-R 2 =0.70) and autumn phenophase (EOS vs autumnal colouring; pseudo-R 2 =0.71). 162 Z-score values during the study period were used as a proxy to measure interannual 163 variation in the LSP parameters. The z-score values for a given year were defined as the 164 combined to increase the predictive ability of a single regression tree model, following the 217 Random Forest technique (Figure 3 ). The RF method is an innovative machine learning 218 approach that can perform multivariate non-linear regression, combining the performance of 219 numerous regression tree algorithms to predict the interannual variation in OG and EOS. More 220 details regarding the performance and the specific characteristics of a RF model can be seen in 221 Rodriguez-Galiano et al. (2015b) ; Rodriguez-Galiano et al. (2014) , and Figure 3 . 222
The Random Forest method was applied to phenological modelling across very large areas and 223 across multiple years simultaneously: the typical case for satellite-observed LSP. The RF 224 model was fitted to the relation between LSP interannual variation and numerous climate 225 predictor variables computed at biologically-relevant rather than human-imposed temporal 226 scales. We restricted our climate data choices to daily data (average, minimum and maximum 227 temperatures, precipitation and radiation) to account for integrative forcing (that is, growing 228 degree days, chilling requirements as well as cumulative precipitation and radiation), computed 229 from the exact day of the phenological event backwards, rather than using the calendar months. 230
The locations with z-score in LSP greater than 1 (positive and negative) were selected to build 231 a RF predictive model on OG and EOS. Z-score values of OG or EOS for each year were 232 combined together with the different weather predictors. The z-score values in OG were 233 assessed as an extra predictor to evaluate the legacy effect of an advanced or delayed spring in 234 the modelling of EOS. The values of these variables at the selected years and locations 235 (spatiotemporal model) were combined into a set of input feature vectors (3900 feature vectors 236 for the spring model and 3124 for autumn) as an input to the RF algorithm. These feature 237 vectors were divided equally into two subsets, one for the training of the models (inbag) and 238 one as an additional test to the one internally computed by RF (out of bag; oob) to evaluate 239 performance. RF models composed of 2000 trees were grown using different subsets of 240 predictors, varying the number of random predictors from 1 to 9. The Random Forest method 241 within the package implemented in the R statistical software was used to build the different 242 models (Liaw and Wiener, 2002) . 243
Selection of the most important predictors 244
The RF method can use the oob subset to estimate the relative importance of each predictor in 245 the model. This property is especially useful for the present research, but also for other 246 multivariate biological studies, where it is important to know the physical drivers of theinclusion of different measures of weather predictors may imply a large increase in the 249 dimensionality of the datasets being used, as these variables are obtained by applying multiple 250 functions or measures to the temperature, precipitation and radiation time-series. On the one 251 hand, more information may be useful for the modelling process; on the other hand, an 252 excessive number of correlated predictors or features can overwhelm the expected increase in 253 accuracy and may introduce additional complexity limiting the ability of the method to point 254 to possible cause-effect relationships between interannual variation in phenology and their 255 drivers, making interpretation challenging. 256
A feature selection approach, based on the ability of the RF to assess the relative importance 257 of the predictors, was used to identify the minimum number of drivers which can better explain 258 spring or autumn interannual variation in phenology. To assess the importance of each weather 259 predictor, the RF switches one of the input predictors while keeping the rest constant, and it re-260 evaluates the performance of the model measuring the decrease in node impurity (Breiman, 261 2001 ).The differences were averaged over all 2000 trees to compute the general drivers for the 262 interannual variation in Europe. However, different subsets of variables could be used to 263 characterize different climates and ecological factors at every single regression tree model or 264 node (see previous section). In order to reduce the number of drivers the least important 265 predictor was removed iteratively at different steps. Then, a 5-fold cross-validation was applied 266 to obtain a stable estimate of the error of the model built after predictor deletions. Finally, the 267 model with a better trade-off between number of predictors and error was chosen as the basis 268 for interpreting the likely drivers of interannual variation in phenology. 269
Results 270
Numerous models were built on the basis of different predictor combinations considering 271 different temporal windows prior to the spring and autumn phenological events (see section 272 "computation of weather predictors"). The percentage of variation (pseudo-R 2 ) explained by 273 different weather-LSP models is shown in the supplementary information (Table S1, S2 and 274 S3) . No previous studies have investigated in depth the parametrization of GDD for LSP and 275 climate inter-comparison, unlike for ground phenological studies (Snyder et al., 1999) . 276
Although, we did not carry out an exhaustive analysis of the optimum GDD parametrization, 277 our results showed a systematic pattern in spring models, presenting slightly larger pseudo-R models using 30 and 90 days for the computation of averaged and cumulative functions were 281 more accurate, whereas for autumn models with 90 day-averaged predictors outperformed the 282 rest. 283
The main drivers of interannual variation in LSP were identified through the application of a 284 feature selection procedure (see section "selection of the most important predictors"). Spring 285 models were more accurate than autumn, with median relative error values of 10% to 27% (12 286 to 1 predictor), versus 26% to 60% of autumn (14 to 1 predictor). Figure 4 shows the pseudo-287 results suggest that interannual variation in the onset on greenness (LSP) of temperate forest 300 species are driven mainly by the daily temperature of the 30 days prior to onset (but not 301 necessarily the GDD), with the most important driver being the minimum temperature. 302
Photoperiod was also important, the most accurate empirical prediction was obtained by a 303 combined temperature-radiation forcing, integrating the SIS of the previous 90 days. For 304 senescence, temperature was suggested to be more important than photoperiod in controlling 305 the senescence process (Archetti et al., 2013; Jeong and Medvigy, 2014; Vitasse et al., 2009; 306 Yang et al., 2012) , with the most important drivers being the date of the first freeze and the 307 accumulation of chilling temperatures. However, we did not observe a legacy effect of a much 308 earlier or later spring onset on the date of senescence. Autumn models that included the 309 interannual variation (z-score values) in the onset of greenness did not outperform the 310 remaining models (see Table S2 and S3 in supplementary information) and the relative 311 importance was low in comparison with other drivers. 312
Discussion 313
The selection and computation of the weather predictors is an important step of phenological 314 modelling. Most of studies on the sensitivity of phenological events to climate used human 315 calendar scales, that is, seasonal or monthly calendar mean or cumulative climate predictors 316 (Maignan et al., 2008a; Maignan et al., 2008b; Menzel et al., 2006; Schwartz et al., 2006) , 317 overlooking the importance of biological time-scales in phenology. However, with the 318 increased availability of daily weather datasets, current and future studies might benefit from 319 the use of daily information to model the drivers of plants' circadian time-scales (Pau et al., 320 2011). Our study advanced the modelling of vegetation phenology by improving the temporal 321 matching between LSP interannual variation and the preceding weather conditions by 322
analysing daily data at biological scales. Regarding, the length of the temporal windows for 323 weather function computation, Menzel et al. (2006) showed that most phenological phases of 324 plant species in Europe correlate significantly with mean temperatures of the month of onset 325 and the two preceding months. However, in our study, when end of senescence was considered, 326 a consistent divergent effect was observed between spring and autumn. Autumn phenophases 327 might be driven by longer-term changes in weather, while for spring the average conditions of 328 the 30 days previous to the date of onset play a more important role (Table S1 , S2 and S3 in 329 supplementary information). From a computational point of view, considering larger temporal 330 windows for calculating averages would induce a smoothing effect, degrading the information 331 in the predictors, whereas cumulative functions such as GDD or chilling requirements would 332 not be affected by this effect. However, we observed a divergent response between spring and 333 autumn and consistent throughout the models of each phenophase suggests that a biological 334 explanation for this phenomenon might be plausible. 335
Understanding the drivers of interannual variation in LSP amidst background inter-annual 336 variation is a critical aspect of global change science (de Beurs and Henebry, 2005; Zhao et al., 337 2013) . To this end, the RF method is particularly pertinent, as it allows the assessment of the 338 importance of the predictors (Figure 4 ). Our findings reveal that the accuracy of growing degree 339 day-based models might be overestimated using linear regression models and that non-linear 340 multivariate relationships between temperature (especially minimum temperature) and 341 radiation are needed to describe the relations between phenology and weather drivers. This 342 supports the findings of Stöckli et al. (2011) who explained temperate phenology using a 343 combination of light and temperature. The highlighted importance of minimum temperatures 344 might be related to the fact that minimum temperature is a better indicator of weather changesthan either the average or maximum temperature (Duncan et al., 2014; Jolly et al., 2005) . 346
Regarding GDD, although it has been applied extensively to predict vegetation phenophases , 347 it is currently debated whether such models can detect when multiple environmental drivers 348 are required to initiate a phenological event, or detect drivers that are relatively static across 349 time, such as photoperiod (Stöckli et al. 2011) . Our results reveal that multiple environmental 350 drivers are required to initiate phenological events of Europe and also showed that the role of 351 GDD alone in driving spring phenology might be overestimated due to an over-reliance on 352 linear models. GDD had the largest linear association with vegetation phenology interannual 353 variation, while the linear correlation between LSP and others drivers that were revealed as 354 very important by the RF was small (see Tables 1 and 2) . A simple linear analysis between 355 GDD and phenology could ignore complex non-linear associations between phenology and 356 predictors as well as synergies between weather drivers. Regarding the senescence phase, the 357 autumn models had a weaker predictive power compared the spring models. There is still lack 358 of clear understanding of mechanism autumn senescence, however, temperature, and 359 particularly the dates of freeze, has been suggested as major driver for autumn phenology. 360
The RF method provided an important alternative over simple, but less accurate analysis based 361 on linear regression for the analysis of interannual variation in spring and autumn phenology. Figures S3 to S6 of the supporting information. The relative errors of 375 the latter were significantly higher. Additionally, the residuals seemed not to be homoscedastic 376 suggesting that linear models might not be able to deal with the complex patterns between LSPand climate patterns at multiple locations and times, integrating them into a unique overall 378 model. 379
A new approach to model interannual variation in LSP was presented in this paper based on 380 the application of the RF model to a set of climate predictors at biological scales. This new 381 modelling technique has numerous advantages for the modelling of climate-driven interannual 382 variation in LSP. It is a non-parametric multivariate method which allows for non-linear 383 relationships between (compared to traditional linear models) phenology and climate and can 384 consider a large number of weather predictors in the modelling process. This provides potential 385 opportunity to capture the impact of all possible environmental/weather drivers on vegetation 386 phenology. The proposed method can recognize complex patterns between LSP and climate at 387 multiple locations and times, integrating them into a unique overall model, rather than 388 generating multiple models over a geographical area and for different years. Additionally it is 389 data-driven, which means that there is no need to incorporate previous knowledge about the 390 specific responses of vegetation to different predominant weather controls (i.e. temperature, 391 rainfall, and photoperiod), allowing weather drivers to automatically shift both temporally and 392 spatially. Therefore, it is highly generalizable, being applicable to different biogeographical 393 regions where the phenology is controlled by different factors. This flexibility or generalization 394 capacity of RF models to transition from one driver to another without the need for a model 395 change also promotes its application to different climate change scenarios. We succeeded in 396
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