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Abstract: 
In order to optimize the design of gas-liquid packed columns used in distillation or in absorption 
processes, it is of high importance to be able to predict liquid dispersion. Indeed, dispersion 
phenomena will impact the choice and design of liquid distributing deviees and the height of the 
packed beds. For this, one mainly relies on industrial feedback and on sorne experimental results 
obtained at laboratory scale which cannot be directly extrapolated since their geometrie characteristics 
are at least one order of magnitude less than industrial columns in terms of columns diameter and 
height. To fill this gap CFD simulation tools should be more used since they can be used at any scale. 
However the latter option requires adequate modeling in particular for dispersion terms which are 
little studied due to the lack of data for validation. The present paper aims at developing, from original 
dispersion experimental measurements, closure laws that can be implemented in CFD codes. Liquid 
spreading from a source point has been investigated for the Mellapak 250.X via gamma-ray 
tomography measurements. Closure laws are discussed from a simple lD model which enable togo 
further within the Eulerian two-fluid framework with original user-defined function and associated 
models that take into account liquid dispersion in the packed bed modeled as a porous medium with 
appropriate closure laws. The comparison between experiments and CFD results shows that the 
present approach is adequate and should be further developed in order to be more precise and adapted 
to more packings. 
Keywords: C02 capture; distillation; packing; two-phase flow; liquid dispersion; CFD 
1. Introduction 
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COz Capture and Storage (CCS) is known to be a possible technology for carbon mitigation. IEA 
(IEA, 2009) considers that it could handle up to 19% of COz emissions. Post-combustion capture 
using chemical solvents is one promising solution, especially when applied to coal-frred power plants, 
the largest industrial COz emitters. However, the deployment of this technology requires process 
optimization with associated cost reduction, both in terms of operational expenditures (Opex) and 
capital expenditures (Capex). As underlined by Raynal et al. (2011), many studies are dedicated to 
new solvents identification, with the primary goal of reducing Opex, but less work deals with Capex 
reduction. The latter objective can be achieved by developing new high performance packings (Alix et 
al., 2008 and 2011; Sulzer, 2011) and/or by achieving the most adequate design ofpacked columns. 
Such an optimum design is linked to the choice of packing, the number of packed beds and their 
height, the interaction between gas and liquid distributors with the gas/liquid flow within the packed 
bed. All these technical choices are strongly linked to liquid dispersion and gas/liquid interaction in 
the packed bed but it is today mostly given by industrial experience and little cornes from more 
scientific explanations and deterministic calculations. To take all these phenomena into account for 
application to very large scale absorbers (COz absorber are expected to be in the range of 8 to 14 rn in 
diameter one order of magnitude above what can be done at laboratory scale ), large scale two-fluid 
CFD simulations seem an appropriate tool. Sorne studies have started to focus on such aspects 
(Raynal and Royon-Lebeaud, 2007; Lappalainen et al, 2009), but they either do not take into account 
liquid dispersion or are restricted to catalytic beds which geometry significantly differs from modem 
packings. Present article deals with liquid dispersion in modem high efficiency metallic packings. 
Recent experiments performed to characterize the dispersion of liquid in a counter-current gas-liquid 
packed column filled with structured or random packings are briefly reported and discussed in part 1. 
We then present the hydrodynamic model used to simulate the flow in the column (part 2). It is an 
Eulerian two-fluid model in which we include a specifie model for liquid dispersion. The global 
model is discussed to analyze the physics associated to the various closure laws. We also discuss the 
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consistency of the model as well as the connection between experiments and modeling. In part 3 
experimental results and numerical simulations are compared. 
2. Experiments 
In order to study the liquid dispersion, liquid distribution measurements have been performed with a 
high resolution tomographie system in a 400 mm diameter column of 1.5 rn in height. The gas/liquid 
packed column is filled with Mellapak 250.X structured packing (geometrie area per unit volume 
ag=250 m2/m3, porosity E=0.98 and angle of the flow channels with horizontal direction 9=60°). It is 
operated in the counter-current flow mode. Liquid is injected at top of the column in the central part 
of the column and counter-current gas flow is applied using a diffuser at the bottom of the column. A 
precise description of the experimental set-up is given in Fourati et al. (2012). Adapted liquid flow 
distributors have been used in order to generate the non-uniform liquid flow distribution at the top of 
the packed bed and tomographie liquid hold-up (also named liquid saturationBL) maps have been 
measured at different axial positions along the bed height. A sketch of the experimental set-up with 
the 4 axial positions, denoted Zï (i=1 to 4) at which tomography measurements have been performed, 
is given in Fourati et al. (2012). The distances from the liquid inlet are z1 = 32 cm, z2 = 48 cm, 
z3 = 74 cm and 24 = 110.5 cm. Liquid hold-up measurements were carried out over a large range of 
experimental conditions: the liquid load being varied from 16 to 56m3 /m2h and the gas kinetic factor 
from 20 to 80% of its flooding value. We also tested two couples of fluids: air-water or air-mono-
ethanolamine with 30% mass fraction in water. Pressure drop measurements are also reported and 
discussed in Fourati et al. (2012). 
In the present study we discuss air-water experiments and focus on low liquid load (qL=l6 m3/m2h) 
and gas kinetic factors F s equal to 20% and 60% of the flooding condition F c as determined from 
experiments (Fs=20%Fc=0.74 Pa0·5 and Fs=60%Fc=2.21 Pa0·5). 
Figure 1 shows liquid retention maps obtained at the different axial positions along the bed for a 
liquid flow rate of qL = 16 m3/m2/h and a gas F-factor Fs=p0 112U08 equal to 0.74 Pa0·5 in case A and to 
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2.21 Pa05 in case B. One observes that the liquid dispersion seems quite fast in the structured packing 
and that a homogeneous flow is almost achieved at position 24 (1.1 rn below liquid injection) whatever 
the gas flow rate. Positions z1 and z2 are located in the fust packing element. This is the reason why, 
at these positions, liquid distribution remains aligned with the solid metal sheets of the packing for 
both cases. For downstream positions (z3 and 24), the liquid distribution is already isotropie. The 
liquid volume fraction still varies a lot at small scale, as liquid flows in films located along the solid 
matrix but the spreading of the liquid shows no significant heterogeneities at large scale. We can thus 
consider an homogeneous approach for modeling. 
Liquid spread factors have also been determined from these maps in order to characterize liquid 
dispersion. The spread factor, Dr. is a length scale factor related to dispersion in a transport model for 
the liquid. We adopted an advection-diffusion transport equation for the liquid flow rate averaged at a 
meso-scale: qL. In cylindrical coordinates, it is written as follows: 
BqL = D _!_~(r BqLJ 
Bz 'rBr Br 
The local liquid flow rate qL is not measured directly. The liquid hold up being measured by 
tomography, we obtain qL by using an experimental correlation obtained in homogeneous flows that 
gives ()L = kqL OA (Eq. (6) in Fourati et al., 2012). Then, the comparison between the experimental 
results and a theoretical solution of qL(z,r), considering the spreading ofliquid from a point source 
within an infinite packed-bed, gives access to the spread factor (Fourati et al., 2012). We found that, 
changing the liquid and gas flow rates, the dispersion behavior remains identical whatever the flow 
conditions in the structured packing. For each run, we found a unique spread factor Dr=3.7 mm. We 
discuss in part 3 how such a dispersion coefficient D, can be further used as a closure law in an 
Euler/Euler approach enabling accurate 3D simulations of complete columns. 
3. Numerical model 
We develop an Euler-Euler model solving local mass and momentum balances in gas and liquid 
phases to predict the hydrodynamics in packed columns. The transport equations deal with average 
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quantities that are volume-averaged over a representative elementary volume 'V'with a length scale far 
smaller than the column size but large enough to give rise to well behaved averaged values. 
The volume averaging procedure was well established by Whitaker and his collaborators in the 
framework ofporous media (see as a starting point: Whitaker, 1973; Whitaker, 1986; and as a general 
reference: Whitaker, 1999). This averaging was also discussed by Liu (1999) and Liu and Masliyah 
(in Vafai, 2005) in order to prepare proposais for closure laws adapted to inertial two-phase flows in 
packings with high porosities. Several authors also discussed precisely the averaging for trickle-bed 
geometries taking into account or not partial wetting of the bed (Attou et al., 1999; Iliuta and Larachi, 
2005). Averaging for periodic packings and monoliths was also discussed by Mewes et al. (1999). 
In the present study, we consider isothermal and incompressible flows, where both phases are 
Newtonian, with no mass transfer at the gas-liquid interface and no chemical reaction. 
3.1. Primary equations 
Geometrie relations 
The averaging procedure introduces the local volume fractions of each phases ak , and their 
(} - o/k o/k "' saturations k. They are defined as ak --and Ok = where vk is the volume occupied by 
o/ o/G +o/L 
phase k (=Gor L) and 'V' includes the volume of solid. Both quantities are related by ak = sOk through 
. o/G +o/L 
the poroslty defined as s = o/ 
Due to the absence of overlapping of the phases, the geometrie relation writes 
(1) 
Mass balances 
In each phase the mass balance is written: 
k=L,G (2) 
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where ûk is the intrinsic volume-average velocity of phase k defined as Ûk = .. ~ f't-! ükdV. 
"Vk ' 
Momentum balances 
In each phase the momentum balance is written, assuming that capillary effects are negligible for 
Mellapack packing due to large dimensions of the elementary channels: 
k=L, G (3) 
We thus define a unique average pressure, denoted P, for bath phases. The frrst term in the right hand 
side (r.h.s.) of Eq. (3) is the pressure force, the second term introduces the average stress tensor •k. It 
is a viscous term that is often negligible because it involves spatial derivatives of the average velocity 
which are al ways far smaller than the spatial derivatives of the velocity at the scale of the elementary 
channel of the packing. The shear stresses and pressure forces acting in the representative elementary 
volume either at the interfaces or at the walls lead to the average momentum transfer terms iR.Ik and 
es respectively. Their modeling is described in the following paragraph. The last term, denoted k porous,k 
F disp ,k , is a dispersive term that has been added to madel forces leading to mechanical dispersion. Its 
origin and modeling is discussed further. 
The interfacial momentum balance is then written neglecting capillary forces as: 
(4) 
The porosity that appears in mass and momentum balances is not a transported quantity. Its spatial 
distribution can be prescribed as resulting from the building of the packing. In the present work we 
choose a uniform porosity, e=0.97. 
3.2. Closure laws 
Momentum transfers at the walls of the packing and at the gas-liquid interfaces 
GLS-11 
August 19-22, 2013, Seoul, Korea 
Recent proposais have been successfully tested to model the momentum transfers at the walls and at 
the gas-liquid interfaces in trickle-beds or structured packings (Holub et al., 1993; Attou et al., 1999; 
Iliuta et al., 2004; Lappalainen et al., 2008). 
Momentum transfer at the walls 
The proposed modellings for S porous,k are issued from a generalized Ergun correlation primarily 
proposed for single-phase flows in packed beds (Ergun, 1952; Macdonald et al., 1979): 
Reduced toits isotropie form this term writes: 
(5) 
The resistance tensors Dk and Ck or their isotropie corresponding permeability Ak and coefficient Ck 
are modeled on a phenomenological basis to describe the effect, at a macroscale, of the complex 
geometry imposed by the solid matrix and of the flow regime at the microscale. The frrst term in Eq. 
(5) is dominant for viscous regimes, and the second one appears due to inertial effects. In single-phase 
flow (sP) and for the viscous regime, Kozeny-Carman scaling law extends Darcy law by giving the 
permeability Ak for complex or random porous geometries as a function of the averaged characteristic 
of the geometry. This law writes ASP = 12 s 2 1 ecK where 1 is an appropriate length scale usually taken 
-1 
equal to the inverse ofthe volumetrie surface area ag and ccKis a constant generally equal to 5. This 
proposai gives reasonable permeabilities for random packings of spheres, periodic arrays of spheres or 
fractal porous media, but is not sufficient for multiscale geometries (Valdes-Parada et al., 2009). 
Ergun proposai for single-phase flows introduces inertial effects appearing as the second term in Eq. 
(5) also named Forchheimer correction. For non negligible velocities, the dependence of§ k upon 
porous, 
the square value of the velocity was theoretically demonstrated by Whitaker ( 1996) even if this was 
already well-known from experimental evidence. It is important to notice that this inertial effect is 
GLS-11 
August 19-22, 2013, Seoul, Korea 
additional to the viscous one, and that it does not replace it. In fact, inertial effects are not associated 
to a laminar-turbulent transition in the flow at the pore scale as they appear in infinite straight pipes. 
This is clear as they appear for Reynolds numbers in the pores smaller than 100. They must be 
understood as supplementary form drag linked to additional spatial accelerations at the pore scale 
appearing with flow recirculations for example (as discussed by Prieur du Plessis, 1994). Following 
Ergun first proposai the coefficient Ck is usually taken as proportional to ag . 
6&2 
In two-phase flows, usually, to model each transfer term at the walls s , permeabilities have been 
porous,k 
adapted. The permeabilities are linked to an hydraulic diameter at the microscale of the involved 
phase. They are thus related to the porosity e , the effective area ag and the phase saturations ek 
(Holub et al., 1993; Larachi et al., 2004). Another difficulty due to two-phase flow is to take into 
account the wetting of the solid surface in the models. A fractional wetted area f. is introduced to 
weight the momentum transfer terms. When f. = 1 , at locations where gas and liquid phases co-exist, 
the liquid is assumed to wet totally the walls and there is no shear stress at the walls for the gas. Of 
course, in single-phase regions occupied by gas alone, the momentum transfer at the wall of the 
porous medium is retained. In order to simulate partial wetting ( f. < 1 ), we have applied the general 
formulation of the model by Lappalainen et al. (2009): the momentum transfer at the walls and at the 
interfaces are respectively weighted by f. , (1- f.) and f. for the liquid, for the gas and for the gas-
liquid interface (see Eq. (6) to (8) hereafter). 
Iliuta et al. (2004) or Iliuta and Larachi (2005) have proposed closures specifie for structured packing: 
(6) 
(7) 
Both closure laws have similar mathematical forms with different length scales: 6a-1 for the gas phase g 
and BL which is representative of the liquid film thickness. In the present work we have retained the 
ag 
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model of Iliuta and Larachi (2004) with their values of E, and E2 (for Mellapak 250.X: E, = 160 and 
E2 = 0.16 ). Strickly speaking, inside the parenthesis in Eq. (6) the wetting efficiency f. is 
approximated equal to 1. We just keep the multiplying factor f. in §porous,L and resp. (1- f.) in § porous,G. 
Momentum transfer at the gas-liquid interfaces 
The general closure law adopted for the momentum transfer at the gas-liquid interfaces is similar to 
those at the walls. From Iliuta and Larachi (2004) we have: 
For Mellapak 250.X and in normal operating conditions the order of magnitude off. is 1 and 
Ü0 -ÜL » 
8L (1-_l__)Ü. We thus adopt the simplified model: 
(}G fe 
(8) 
Discussion 
To our knowledge there are no theoretical derivations of permeability expressions in two-phase flows 
except for a set of parallel non-connected identical tubes in pure viscous laminar regime (Bacri et al., 
1990). The present model (Eq. (6)-(8)) is based on the idea that Ergun general correlation can be used 
to reproduce the momentum transfers at the walls or at the interfaces, provided pertinent velocity and 
permeability are chosen for each transfer term. The values of the factors E2 and E2 are also taken 
unchanged in § , § and R. . We would like to show, with a simple example, that such 
porous ,L porous ,G IG 
proposai is of course of great interest in the absence of theoretical one, but that it has to be taken with 
care. 
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Holub et al. (1993) and then Iliuta et al. (2000) developed semi-analytical models where the porous 
medium is divided in slits in which the two-phase film flow is modeled before applying slit to bed 
relations to obtain macroscopic models of§ and R . Holub et al. (1993) developed a slit madel 
porous,k IG 
for liquid films totally wetting the solid, while Iliuta et al. (2000) developed a double-slit method to 
take into account partial wetting. We retain their idea to analyze an ideal porous medium consisting in 
a set of parallel non-connected identical slits, but we follow, similarly to Bacri et al. (1990) an 
analytical approach based on Navier-Stokes resolution for steady, developed, laminar incompressible 
flow at the scale of the slit. This reduces the generality of the expected madel but allows discussing 
the origin of the closed terms. 
Let us consider first the analytical solution of the flow between two fluids (subscripts 1 and 2) 
confined in a plane channel of width h flowing along direction x ( co-currently or with a 
countercurrent configuration). Due to gravity or to inertia in the vertical case, phases are assumed to 
be separated so that the flow is associated to a wetting efficiency equal to 1'2. The averaged values of 
the velocities and of the widths of bath phases are denoted U1 , U 2 , ~ and h2 • The signs of U1 and 
U2 define co-current or counter-current flows. We can solve the Navier-Stokes equations in each 
phase which are coupled by the boundary condition at the fluid interface. The velocity components in 
(x, y) plane are denoted (uk, vk ). Assuming a parallel flow, the continuity equations write: 
(k=l, 2) (Dl) 
Momentum balances reduce to: 
duk K dPk .( 
Pk dy = k where K k = ~- Pk g sm (}) (k=l, 2) (D2) 
with the following boundary conditions (BC) : 
(BCl) u1 = o at y=O 
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where ~ and U1 the position and velocity of the interface are unknown. 
The velocity profiles u k (y) can th en be obtained and expressed using K k • U 1 , h and ~ . By 
integrating these velocity profiles in the y direction, one can relate the average velocity of each fluid 
to the interface velocity and pressure gradient: 
(k=l, 2) (D3) 
The shear stresses at the walls and on each side of the interface can also be expressed as: 
r =-" dU 1 J =-Il ( U 1 - K1h1 J =- )11 (6U - 2U ) 
w1 r-1 dy r1 h 2 h ~ 1 1 y=O 1 Jl1 1 
(D4) 
(D5) 
(D6) 
(D7) 
The last boundary condition that must be verified is the continuity of the shear stress at the interface 
((BC5)T n + r 12 = 0 ). This leads to: 
(D8) 
The prediction of the position of the interface ~ for the full y developed flow could be achieved by 
equating the pressure gradients in each fluid. For our present purpose we just rewrite the shear stresses 
using the known value of U1 : 
- 6 (u1- u2) 
T12 - h h 
_1 +-2 
)11 )12 
" =-3f!J_u -3(u1-u2) 
w1 h 1 h h 
1 _!_+_2 
)11 )12 
(D9) 
(DlO) 
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(D11) 
We must notice that, if the velocity that appears in the interfacial shear stress is the relative velocity 
between both phases, the general expression for the shear stress of phase k at the wall is not simply 
related to the average velocity of phase k. The relative velocity also appears in "wl and "w2 • 
At the slit scale the momentum equations then write: 
(k=l, 2) (D12) 
with aks = h; the volume fraction at the slit scale, and Flk = "; , Fw! = "~1 • 
We now apply an elementary homogenization method to obtain the macroscopic equations valid for 
the porous medium from the local solution in a slit. We consider that the porous geometry consists in 
an array of parallel slits. The variables describing the slit geometry are related by slit-to-bed relations 
to the macroscopic properties of the porous medium. These relations express that volume fraction of 
each phase and of the solid, as well as the intrinsic velocity or pressure averages are the same at the 
macroscopic scale and in the representative slit. We can thus write in a volume-average sense: 
(k=l, 2) (D13) 
For a homogeneous flow, a comparison with Eq. (3) leads to the following relation where we used the 
analytical solution to express the shear stress terms: 
(D14) 
It must be recalled that the fust term on the r.h.s. is due to interfacial shear stress and that the second 
and third terms are due to shear at the wall. Therefore semi-empirical models based on the idea that 
wall and interfacial momentum transfers are naturally linear relative to the phase velocity and 
respectively to the gas-liquid slip velocity ( § = - K ü and .R ., K ro _ 0 ) ) have a limited 
porous,k kS k IG IG ~ G L 
theoretical basis and can be misleading. It is important to understand that the cutting between the 
momentum transfer terms at the walls and at the interface is not so obvious. 
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In the proposed modeling, we have to go further and interpret s and R no longer as wall and 
porous,k IG 
interfacial momentum transfer terms, but instead, as the closure laws respectively proportional to ü k 
and to (üa -üJ We can rewrite the previous relation using Eq. (6)-(8): 
(D15) 
By identification, the analytical solution of the laminar two-phase channel flow leads then to the 
following coefficients: 
(D16) 
(D17) 
We now compare this result obtained from theoretical considerations, to the viscous parts of the 
models proposed in Eq. (6) to (8). 
For the ideal porous medium consisting in parallel slits the relation a = 28 applies. The viscous 
g h 
contribution in Eq. (6) and (7) therefore can be written: 
For partial wetting (f. = 0.5 ), for porosity and gas volume fraction around 1, these relations lead to 
KLa ~ 4.4___&_ and Kas ~ 8.8 
2
Jla 
2 
• The orders of magnitude of the multiplicative factors are 
hzB z h () L G 
therefore in agreement with that found in Eq. (D17) but differences still remain. It must be noticed 
that the scalings with e and B0 are different. For Mellapak 250.X this is not so important because e 
and 80 are both around unity, but revising the scalings could be interesting for other packings. 
The coefficient for the viscous contribution to the interfacial momentum transfer (Eq. (8)) also writes 
for our ideal porous medium: 
K _ 4!. E1 _1_ _ 4!. E1 8 _1_ ~  IG - e 36 h2(} f.la - e 36 (} (} a ch 2 __c;_ ch 2 __c;_ 
f.la f.la 
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(D18) 
which is similar to (D16) for gas-liquid systems when 8a » eL which is verified for our flow 
f.la f.lL 
configurations. 
As a conclusion on the discussion about momentum transfer modeling we can say that theoretical 
models in elementary configurations as proposed here can help discussing the validity of efficient 
semi-empirical models as proposed in Eq. (6) to (8) which have been widely tested and prove to be 
predictive. The discussion about the viscous parts of the closure laws shows that subject to madel 
simultaneously wall and interfacial transfer terms, their global effect is correctly taken into account, 
even if semi-empirical models report walls effects in Rw , thus distorting the physical meaning of 
s k and R terms. porous, IG 
Dispersion term 
In two-phase flows through porous media, dispersion terms appear due to volume averaging in the 
equations of momentum. Two distinct elementary mechanisms lead to momentum dispersion. The 
first one is the difference of pressures across the fluid interface due to capillarity: it leads to the 
macroscopic effect called capillary dispersion. The second one is the complex advection of 
momentum by the fluid at the pore scale. Local velocities of the phases are in general different from 
the volume-averaged velocities, and for inertial flows, when these deviations are correlated at the 
macroscopic scale, this leads to mechanical dispersion. In fact, the volume averaging of the non linear 
terms in the local momentum equation introduces in the macroscopic equation the divergence of the 
velocity correlation tensor (Whitaker, 1973) which can be understood as an analogous to the Reynolds 
stress tensor in turbulence (Grosser et al., 1988). 
Capillary dispersion models 
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To take into account capillary dispersion, the first way could be to keep two pressures (one for each 
phase) in the macroscopic equations (Whitaker, 1986). But most often two-fluid eulerian models use a 
unique pressure identified as the pressure in the gas phase and introduce a closure law for the capillary 
pressure ~ =Pa -PL. In such approach Eq. (3) for the liquid phase should include a dispersion term 
ft . = eP v e such as proposed by Attou and F erschneider (2000), Boyer et al. (2005) or Jiang et al. dJsp,L,c c L 
(2002). The capillary pressure, which is related to interface curvature through Laplace law, is then 
given as a function of the liquid volume fraction at the macro-scale (Attou and Ferschneider, 2000; 
Boyer et al., 2005). For general porous media or for trickle-beds the closure law for P, (BL) is either 
obtained from experimental tests leading to a correlation introducing the Leverett function, or 
obtained from geometrical considerations about the gas-liquid interface curvature at the pore scale 
(Attou and Ferschneider, 2000; Jiang et al., 2002; Lappalainen et al., 2009-b). Lappalainen et al. 
(2009) used a different madel for capillary dispersion. They wrote in the momentum equation of the 
liquid phase: ft. = ee v p which is not equivalent to the aforementioned term. Careful discussion of disp,L,c L c 
the modeling of this capillary dispersion term would be required to see the validity of such proposai. 
In our study of structured packings, we do not take into account the capillary dispersion. This 
approximation is justified because the size of the packing elements is quite large so that we can argue 
that capillary pressure vanishes. Even if the curvature of the interface varies a lot at the pore scale we 
can give arguments that lead to neglect capillary pressure in our study. It is interesting to notice from 
Whitaker (1986) (eq. 3.14) that volume-averaged pressures of each phases PL and Pa are not simply 
related to the volume-averaged value H of the interface curvature. The complete momentum 
interfacial relation includes normal viscous forces. The relation between the orders of magnitude then 
writes: 
GLS-11 
August 19-22, 2013, Seoul, Korea 
where z. is the size of phase k at the pore scale. In our flow conditions the second term on the r.h.s. is 
due to the liquid phase. Estimating z. as the liquid film width e , and e as ()L , we find that this 
ag 
second term is around 0.5 Pa which is negligible. Taking the averaged value of H equal to the inverse 
of the hydraulic diameter ( 48 ), we also find that 2aH is negligible since it is about 6 Pa, keeping in 
ag 
mind that viscous effects are of the arder of 105 Pa. The capillary pressure can thus be neglected. 
Mechanical dispersion 
Most theoretical analysis of flows in porous media are applied to single-phase flows in saturated 
viscous regimes with linear momentum equation at the pore scale so that there is no momentum 
dispersion. In such case, dispersion only appears in volume-averaged equations for the scalar transport 
due to the presence of advection and to specifie surface integrais at the boundaries of the phase 
(Quintard and Whitaker, 1993). This may be the reason why existing models about dispersion in 
porous media have been mainly developed for scalar transport (Brenner, 1980; Carbonell and 
Whitaker, 1983; Eidsath et al., 1983; Liu and Masliyah in Vafai, 2005). 
In two-phase flows through packings, inertia, interphase interactions and solid-phase interactions must 
be retained in volume averaged equations. In arder to build such a system of volume averaged 
equations also able to reproduce dispersion, Liu (1999) proposed a volume-averaged approach 
including tortuosity effect and specifie volume averaging rules. This approach introduces unclosed 
dispersion terms in mass and momentum equations. Liu and Long (2000) discussed a simplified 
version of the madel for which they proposed semi-empirical closure laws. The assumptions of 
isotropie porous medium and of total wetting were introduced, but the generality of their proposai is 
unclear. It consists in adding in the momentum equation of the liquid phase a dispersive force 
Fa;,p,L,i =V{ep)(L.V(B~~L)J originating from the interaction ofthe liquid and the solid matrix, and in 
each momentum equation another dispersive force originating from interactions of bath phases which 
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writes for the gas phasep- _i7(,11 K=·a• i7(Üa _ OLÜL)) and -F~- for the liquid. In these models disp,IG - V • "rG ,, • V (} ""'p,IG 
'ia 'iL L 
• k are the tortuosities of the phases, K L and K 1a• the dispersion tensors modeled from the analysis of 
passive scalar dispersion results. 
One can find in the chemical engineering literature several other semi-empirical proposais to madel 
the mechanical dispersion forcing terms F disp,k goveming liquid spreading. But these models are 
scarcely described and have most often no definitive theoretical basis except that their form is 
adequate to introduce dispersion. Moreover, to our knowledge, the only closure to have been tested 
with a comparison between numerical simulations and experimental results is the one of Lappalainen 
et al. (2009, 2011). Mewes et al. (1999) introduced a general form able to generate an anisotropie 
dispersion term in the momentum equation of the liquid phase. It would write in our system of 
notations: Fdisp,L = ~.~.(cBLÜL)) where ~ is a resistance tensor associated to shear stress at the walls 
that takes the simplified form ~ = _ K LS ] d for our isotropie madel, and S is a spreading tensor for 
& 
which no closure law is proposed by the authors. 
The discrepancy between the general models for mechanical dispersion proposed by Liu and Long 
(1999), Mewes et al. (1999) and Lappalainen et al (2009, 2011) shows that fundamental work is 
required to deduce dispersion terms from volume averaging of local balances. In the present work, we 
have retained the madel tested by Lappalainen et al. (2009, 2011). It consists in adding in the 
momentum equations ofboth phases the following terms: 
(9) 
(10) 
where ü =- sllü'allva and ü =- 8 llüLIIva are drift velocities and Ü' = Üa, Sis a spread factor 
D,G G D,L L G ~ ~ ~ 
whose dimension is length. Lappalainen et al. identified the present spread factor with the one 
obtained from liquid flow rate distributions interpreted with a convection-diffusion equation of qL as 
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written in part 2 of the present paper. We discuss briefly hereafter the physics underlying the validity 
of such assumption. The proposai of Lappalainen et al. also assumes isotropie dispersion, and 
dispersion driving terms for both liquid and gas. In our flow regime, with high porosity and very thin 
liquid films, an order of magnitude study shows that the most important term ensuring liquid 
dispersion is ft = e K ü which was indeed verified with numerical tests. disp,L L LS D,L 
Discussion 
It is important to notice that a spreading coefficient appears in this model. It is possible to identify this 
spreading coefficient with the spreading factor measured from the experiments assuming a 
convection-diffusion transport equation for the mass flow rate of the liquid as we did in part 2. This 
can be done if we assume that the dominant terms in the horizontal momentum balance for the liquid 
phase are related to shear stress at the walls and to dispersive term: 
(11) 
where ëh is the horizontal unit vector. In cylindrical coordinates, with ëh = ë,, the balance then writes: 
- K e u - K sllü Il a eL = o that is e u = -sllü Il a eL LSLLr LS Lar LLr Lar 
This is equivalent to neglect accelerations, pressure gradients and gas-liquid interactions in the 
horizontal direction. This equilibrium leads to identify the horizontal average and drift liquid 
velocities in the mass balance of the liquid. For steady state flow, it writes: 
From the mass balance in the liquid phase, assuming that u Lz ~ llü L Il is nearly uniform, one can thus 
obtain the modeled convection-diffusion transport equation for the liquid flow rate qL =(}LU Lz: 
aeLuLz ~s_!__Q_(raeLuLz) 
Bz rBr Br 
GLS-11 
August 19-22, 2013, Seoul, Korea 
Under the assumption of the previous peculiar momentum equilibrium, it is therefore possible to 
identify the spread factor determined from our global analysis of the experimental distribution of 
liquid flow rate (Dr ) with the spread factor of the model ( s) used by Lappalainen et al. (2009). 
Fractional wetting area 
For structured packings, the effective specifie area of the solid may be lower than the geometrie one 
which indicates partial wetting. Several studies found in literature focused on the ratio between 
effective surface area (equivalent here to wetted area) and the geometrie one using mainly chemical 
methods. Effective packing specifie area and then wetting factor is found to vary with liquid and gas 
flow rates as well as liquid surface tension. According to Olujic et al. (1999), both increased liquid 
load and low surface tension encourage a more important wetting of the packing surface. Weimer and 
Schaber (1997) (in Olujic et al. (1999)) measured effective surface areas for metal Mellapak 250.Y in 
the range of 85-95% of the nominal surface area for liquid loads ranging from 15 to 30m3/m2h. This 
result of an interfacial area close to 1 has been recently confirmed by the experiments performed by 
Tsai et al. (2011) on both Mellapak 250 X and Y. 
Since we are dealing with Mellapak 250.X (a.g=250 m2/m3) in this work, the fractional wetted area 1. 
is given by the correlation of Brunazzi et al. (1997) developed for Mellapack packings. It is written 
as: 
where 8 refers to the corrugation angle of the packing (channel flow angle from horizontal equal to 
60° in the case ofMellapak 250.X) and ULs to the superficial velocity of the liquid defined as follows: 
GLS-11 
August 19-22, 2013, Seoul, Korea 
4. Discussion: Comparison between numerical simulations and experimental results 
We have performed a 2D axi-symmetric numerical simulations using the numerical code Fluent 
(version 13) with a pressure based unsteady state solver which appeared to be necessary to avoid 
numerical divergence. We developed original user defined functions for the porous resistances, for the 
interfacial transfer term and for the dispersive term. The interfacial transfer was implemented through 
a modification of the drag in a define exchange properties function. Resistances and dispersive terms 
were implemented as source terms using define properties functions. The total flow rates are 
qL=16m3/m2h for the liquid, and F8=31.5%Fc=l.16 Pa05 or F8=60%Fc=2.21 Pa0·5 for the gas. The 
geometry is adapted to simulate the column where experiments were performed that is described in 
details in Fourati et al. (2012). The domain for the calculations has a radius equal to 0.2m, and a 
height equal to 0.76m to simulate the part of the real column between liquid injection and the first 
three layers of structured packing. As shown in Figure 3, we inject the liquid at the top of the column 
through a central part of radius RmjL=12mm. At the inlet, the liquid volume fraction is necessarily set 
equal to 1, and its velocity set to 1.19m/s to ensure a flow rate equal to the experimental one. Physical 
gas inlet is at the bottom of the column; however, in order to facilitate counter-current calculations, it 
appeared that the best way was to fix at the residual part of the top of the column a boundary 
condition of gas inlet (with a negative velocity along the normal direction of the domain). The 
velocities of gas are set equal to 1.052m/s and 2m/s respectively for both simulated cases. The bottom 
of the column is then defined as a pressure outlet where gas and liquid can respectively freely go out 
of the domain, the gas being also able to re-enter the domain. The domain is also limited by the axis 
and by a symmetry boundary. The domain of calculation is divided into three parts, the packed bed 
and an upper and a lower parts of heights 0.1m with no porous resistance that correspond the region 
empty of packing in the experimental setup and the part of 0.66m high with porous resistances as in 
the real column upstream and downstream the packed bed respectively. The mesh grid has a size of 
15224 nodes with refined grid near the wall and in the central region of the liquid jet. In the radial 
direction, cell mean size is 0.5 mm in the liquid injection zone and 3 mm elsewhere with bell shaped 
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sequence. In the axial direction, cell size is set to 5 mm. Second order upwind discretization schemes 
were used and the time step was about 104 s in order to ensure numerical convergence. 
The simulated cases are described in table 1. We have performed a simulation (case a) without any 
dispersion term and three others denoted cases b to d with the dispersion term F disp,k proposed by 
Lappalainen et al. (2009, 2011). In every case we took the spreading factor Dr=3.7mm as measured 
in the experiments. 
In cases a, b and d, the fractional wetted area was taken equal to 1 as a first approximation. It is thus 
assumed that, at the local scale, the packing surface is totally covered by a continuous liquid film. One 
should notice at this point that the references considered in section 3 and analyzing partial wetting 
deal with homogeneous flows which is not the case for the present experiments and simulations. In 
fact, calculation of the superficial liquid velocity based on the injection surface leads to relatively 
important liquid loads so that we could consider, based on the upper bibliographie results, that total 
wetting is obtained in the limited region where liquid flows. 
However, in order to test sensitivity ofresults to partial wetting, we performed a simulation (case c) 
considering variable wetting factor based on correlation proposed by Brunazzi et al. (1997). 
Figure 4 shows the liquid volume fraction contour maps. From the comparison of the cases without or 
with a dispersion model, one observes that it is essential to use such a model for dispersion to ensure 
radial spreading of the liquid. Indeed, case a (without dispersion model) provides a very narrow 
spatial distribution of liquid with an important overconcentration of liquid at its border that could be 
the memory of the liquid impact on the porous zone. On the contrary, when a model for dispersion is 
used (case b), both the liquid saturation (Figure 4) and the liquid velocity (Figure 5) spread in the 
radial direction. The liquid decelerates in the porous medium due to shear stresses at the walls and to 
interfacial shear stress applied by the countercurrent gas. The pressure distribution is not very 
sensitive to the distribution of liquid. Figure 6 shows a dominant axial evolution of the pressure as if 
the liquid inlet conditions were homogeneous. This has already been observed in the experiments 
were pressure drop was similar for homogeneous injection or central injection of liquid. It may be 
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explained by the fact that liquid films remain very thin in our flow conditions. The overall predicted 
pressure gradients (AP/!l.z = 59.5 Pa/rn for Fs=1.16 Pa0·5 and AP/!l.z =114 Pa/rn for Fs=2.21 Pa0·5) are 
in good agreement with the ones measured in the experimental set-up (45 and 107 Pa/rn in Fourati et 
al. (2012)). This was expected as the madel of porous resistance that we took proved to be 
representative for Mellapak 250.X (Iliuta et al., 2004). 
In the non porous zone in the lower part of the simulated column, boundary conditions influence 
liquid velocity as well as static pressure distributions. Their impact on gas velocity will be discussed 
further. 
On Figure 7 we have reported the radial liquid saturation profiles obtained from gamma-ray 
tomography at three axial positions of measurement z~, z2 and z3 (Fourati et al., 2012), and the 
numerical results at the same positions. The experimental values were measured at a different gas 
flow rate (Fs=0.74 Pa0·5) but the comparison is meaningful because the liquid saturation is not 
sensitive to the gas flow rate in the explored range as observed in the experiments. The agreement 
between numerical predictions and experimental values is not perfect, but our numerical madel 
predicts the maximum values of the liquid saturation at the three positions, and the liquid jet widens, 
even if not enough. To test if the fractional wetted area could participate for a part to the radial 
distribution of liquid, we included the madel for fe in case c. Figure 7 .a shows that the wetting madel 
does not govem the radial spreading of the liquid as there is no drastic changes between the spatial 
distribution of liquid predicted in case b and case c. The liquid distribution predicted by numerical 
simulations for low and moderate gas flow rates (cases b and d) appears not to vary significantly 
(Figure 7). This has been also observed through radial experimental profiles of liquid volume 
fractions reported in Figure 7. 
Figure 8 provides radial profiles of the velocities in the liquid and the gas phases at different 
longitudinal positions. In the liquid phase (Figure 8.b ), the axial velocity is far larger than this in the 
radial direction. The liquid jet main direction is the axial one with momentum diffusion in the radial 
one. This momentum diffusion is linked to dispersion source term in the momentum balance 
described in section 3. That does not occur in case a, where no dispersion term is added. 
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Moreover, gas is also flowing in axial direction mainly (Figure 8.a). In the present simulations, the 
radial profiles of gas velocity are quite complex. Gas velocity contours in the vicinity of the lower 
boundary of the column show important accelerations that may be related to the boundary condition at 
this location and to the inlet of the porous zone (Figure 9). Boundary conditions associated to counter-
current gas-liquid flows are complex to handle but these proposed in this work still give representative 
results: the saturation and the velocity of the liquid phase as well as the pressure show reasonable 
distributions even if the gas velocity prediction could be improved. 
The discrepancy between the radial profiles of (}L predicted by numerics and the more diffusive 
profiles obtained in the experiments may come from several effects. We have checked that the 
numerical results are not sensitive to the mesh grid in the present numerical conditions. The 
knowledge of an exact value of the spreading factor S may also be crucial for numerical prediction. 
Concerning this point the experimental method providing the value of S should be precisely discussed 
and tested. In fact, using the experimental correlation (}L = kqL 0.4 (Eq. (6) in Fourati et al., (2012)) in 
order to transform measurements of (}L into estimations of qL can introduce artificial distorsion of 
our estimation of the real spatial distribution of q L • Approximations or uncertainties in the 
determination of S may thus appear. But we have checked that our numerical results verify with a 
satisfactory precision at any local position (}L = kqL 0.4. Also, there could be differences between the 
effective numerical transverse momentum balance and the simplified one given in Eq. (11) that is 
necessary to identify Dr and S. The analysis of the momentum balance will be performed rapidely. At 
first we have to check the effect of numerical clipping. In fact, we have to deal with strongly non 
linear terms relatively to (}kin the modeled porous resistance of the liquid and in the interracial 
momentum transfer. We have therefore limited the values of s and .R for asymptotic low values 
porous,L IG 
of (}L and (}G in the numerical simulations. We have also used clipping in cases a and b (where 
fe = 1 ) to ensure that s does not disappear as suggested by the multiplying factor (1- fe) in 
poroua,G 
Eq. (7) and applies in cells where gas is alone. 
5. Conclusion and perspectives 
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An Eulerian two-fluid model to predict gas-liquid flows in packed columns has been developed. This 
model gives a local description of the two-phase flow using volume-averaged quantities. The models 
of the momentum ex changes at the walls and at the interface between the liquid and the gas are based 
on the proposai oflliuta and Larachi (2004). The modeling ofliquid dispersion was an important goal 
of the present study. The model of Lappalainen et al. (2009) has been implemented and tested. The 
comparison of the numerical predictions with recent experimental results obtained in counter-current 
flow is promising. The difference between experiments and numerics could originate from the 
selected model of mechanical dispersion. In the absence of finn theoretical basis it is difflcult to 
evaluate the most representative model from Liu and Long (2000) or from Lappalainen et al (2009). 
Testing a model derived from Liu and Long (2000) will be the next step of our study. 
Notations 
Latin letters 
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ag packing extemal surface area per unit volume of packed bed, m2 1m3 
Ak viscous permeability for phase k 
ck coefficient of the inertial isotropie resistance 
C k inertial resistance tensor for phase k 
Dr liquid spread factor, rn 
D k viscous resistance tensor for phase k 
e liquid film thickness, rn 
E1, E2 Ergun coefficients 
fractional wetted area 
Fs gas capacity factor, Pa05 
Fe gas capacity factor at flooding conditions, Pa0·5 
g 
H 
KkS 
dispersive term in the momentum equation of phase k 
gravity acceleration, ms-2 
interface curvature, m-1 
width of phase k in a slit, rn 
coefficient in the law of R 
IG 
coefficient in the law of s 
porous,k 
KL, KIG• dispersion tensors 
1, size of phase k at the pore scale, rn 
P Pressure, Pa 
qL liquid load, m3m-2h-1 
r radial component in a cylindrical coordinate system 
R.Ik average momentum transfer term at the interface for phase k 
sporous,k average momentum transfer at the wall for phase k 
S spread factor (rn) 
S spreading tensor 
Uas gas superficial velocity, ms-' 
ULs liquid superficial velocity, ms-' 
ü k intrinsic volume-average velocity of phase k, ms-1 
ü n,k drift velocity of phase k 
z axial component in a cylindrical coordinate system 
Greek letters 
a.k volume fraction of phase k 
I!:.PI!Xz pressure drop, Pa.m-1 
e packing void fraction, porosity, dimensionless 
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9 angle with the horizontal direction or azimuthal component in a cylindrical coordinate system 
Bk saturation of phase k 
Jlk dynamic viscosity of phase k, Pas-' 
Pk density of phase k, kgm-3 
cr surface tension, Nm-1 
• k tortuosity of phase k 
• k averaged vis cous stress tensor in phase k 
Subscript 
c capillary 
G gas phase 
L liquid phase 
s solid 
w wall 
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Table 1: simulated cases 
W etting factor f. 
Dispersion 
qL(m3/m2h) Fs (Pa0·5) 
model 
1 No 16 1.16 
1 Y es 16 1.16 
Brunazzi et al. (1997) Y es 16 1.16 
1 y es 16 2.21 
Figure captions 
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Figure 1: Liquid hold-up maps for 2 runs with air and water in Mellapak 250.X, qL= 16 m3/m2h, al 
case A: FS=0.74Pa0.5, bi case B: FS=2.21Pa0.5. (Positions from left to right: z1, z2, z3 & z4). 
Figure 2: Scheme of the two-phase flow in a slit 
Figure 3: Mesh and boundary conditions. (The porous zone is in between both blue dashed lines) 
Figure 4: Spatial distribution of liquid volume saturation {}L . (qL=16 m3/m2h, FS=31.5%FC), left: 
case a (without dispersion model), right: case b (with dispersion model). 
Figure 5: Contours ofliquid velocity magnitude (in m/s). (qL=16 m3/m2h, FS=31.5%FC), case b. 
Figure 6: Pressure field (Pa). (qL=16 m3/m2h, FS=31.5%FC), case b. 
Figure 7: Radial profiles of liquid saturation {} L from simulations and experiences for qL= 16m3/m2h. 
FS=0.74 Pa0.5 for the experiments and: al FS= 1.16Pa0.5 (cases a and b of Table 1), b/ 
FS=2.21Pa0.5, (case d of Table 1). 
Figure 8: Radial profiles of a) gas and b) liquid velocity for simulations at qL=16m3/m2h and 
FS=31.5%FC 
Figure 9: Contours of gas velocity magnitude (m/s). (qL=16 m3/m2h, FS=31.5%FC) 
al 
b/ 
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Figure 1: Liquid hold-up maps for 2 runs with air and water in Mellapak 250.X, qL=I6 m3/m2h, al 
case A: F s=0.74Pa0·5, b/ case B: F s=2.21Pa0·5• (Positions from left to right: Z], z2, z3 & z4). 
Figure 2: Scheme of the two-phase flow in a slit 
Wall or symmetry 
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liquid velocity in let axis 
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pressure outlet: 
gauge pressure =0 
Figure 3: Mesh and boundary conditions. (The porous zone is in between both blue dashed lines) 
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Figure 4: Spatial distribution ofliquid volume saturation ()L . (qr.=16 m.3/m2h, F8=31.5%Fc), left: 
case a (without dispersion model), right: case b (with dispersion model). 
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Figure 5: Contours ofliquid velocity magnitude (in mis). (qr.=l6 m3/m2h, Fs=31.5o/oFc), case b. 
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Figure 6: Pressure field (Pa). (qr.=16 m3/m2h, Fs=31.5%Fc), case b. 
al 
§ 0 1 
~ 
::::l 
-ro 
Cf) 
:Q 
.Q- 0.1 + 
0.05 
* 
+ 
• fe=1 , z1 
... fe=1 , z2 
-4 fe=1 , z3 
o fe variable, z1 
D. fe variable, z2 
<J fe variable, z3 
* exp, z1 
-c:. exp, z2 
+ exp, z3 
~~ t + 
• ~ + ~~ + 
.â ~ * + ·~ ~ + ·~ 1 t + ~D. 
<J ~ ** * * ... D. 
.:) 
* * 
GLS-11 
August 19-22, 2013, Seoul, Korea 
0.25.-----.-----,------,-------, 
b/ * 
§ 0 15 
~ 
::::l 
-ro 
Cf) 
:Q 
.Q- 0.1 + + 
0.05 
00 
* '({ 
... 
• 
<4 
... 
• ... 
+ + 
<4 
<tf 
<4 
.... * <4tr 
• 
* 
'({ ... 
* 
• ... <4 
0.05 0.1 
r(m) 
• fe=1 , z1 
... fe =1 , z2 
<4 fe =1, z3 
* exp, z1 
n exp, z2 
+exp, z3 
+ 
+ 
+ 
* 
* 
+ 
'({ t * 
0.15 0.2 
Figure 7: Radial profiles of liquid saturation {)L from simulations and experiences for qL = 16m3/m2h. 
F8=0.74 Pa0•5 for the experiments and: al Fs= 1.16Pa0·5 (cases a and bof Table 1), b/ Fs=2.21Pa0·5, 
(case d of Table 1 ). 
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Figure 8: Radial profiles of a) gas and b) liquid velocity for simulations at qL=16m3/m2h and 
Fs=31.5%Fc 
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Figure 9: Contours of gas velocity magnitude (m/s). (qL=16 m3/m2h, Fs=31.5o/oFc) 
