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Abstract This paper presents an approach to assist authors
during the authoring of multimedia presentations. We extend
the existing authoring support by integrating processes of
topic identification, content collection and discourse struc-
ture building in a single environment. This integration al-
lows identification of the context of the authoring process.
Our approach combines this process context awareness with
explicit domain and discourse knowledge to steer system
suggestions. We evaluate our approach with an experimental
system prototype.
Keywords Multimedia presentation authoring · Semantics ·
Discourse structure · Context
1 Introduction
Authors construct multimedia presentations by collecting,
organizing and manipulating various sorts of media items
with the goal of assembling them into a coherent audience
experience [1]. The outcome of this process is a document
that is meaningful to the author as well as to the readers.
Authoring is an active and complex process that one mas-
ters only through ongoing learning: selecting topic and con-
tent enriches authors’ knowledge about a domain; manip-
ulating content helps authors investigate different presenta-
tion structures, and thus different ways of articulation [2].
Existing authoring tools for multimedia presentations
provide a functional support for the authoring process in
the form of tools or languages, enable automatic presenta-
tion building on request or aid a specific phase of the au-
thoring process. To make use of these systems, authors must
have knowledge about what content they want to author and
how they want to author this content. Thus, the learning as-
pects of knowledge acquisition and expertise gaining are left
solely to the authors.
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The field of distributed cognition suggests that many
types of conscious human activity are structured by the use
of external tools [3]. This viewpoint is supported by the de-
velopments in HCI [4–6]. Using intelligent tools and guid-
ance during learning allows us to go beyond current levels
of skills and knowledge [7]. Given this, our goal is to aid
the authoring process. We aim to provide tools that support
intellectual development, thus supporting the mastering of
how to author as well as what to author.
In this paper, we extend the existing approaches for mul-
timedia authoring with the processes of topic identification
and discourse structure building. For multimedia, precise
discourse rules do not yet exist. We explore the application
of the well-defined rules from traditional text-based author-
ing to multimedia authoring. Enabling authors to carry out
their tasks in a single environment allows building a support
strategy that uses outputs of earlier stages of the process as
inputs for the following stages. The context of the author’s
work in this flow becomes known to the system, allowing
more focused support.
Our approach is explored in the design of a Semi-
Automatic Multimedia Presentation authoring Environment
(SampLe) [8]. SampLe exploits large media-aware seman-
tic spaces through semantic- and discourse-aware author-
ing methods. The domain knowledge space used to illustrate
SampLe covers the fine arts.
We first outline four top-level authoring phases common
to multimedia authoring systems and text-based authoring
approaches. We then describe the existing multimedia au-
thoring approaches and give an analysis of the authoring
facets they support. Next, we present our approach to aid
all top-level authoring phases on the cognitive level. Finally,
we discuss the implementation of our approach in a semi-
automatic authoring system SampLe. The paper concludes
with an evaluation of the implementation and future work.
2 Top-level authoring phases
We define a presentation as a multimedia-based structured
discourse that allows an author to communicate the intended
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message to the target audience. The precise strategies for
building discourse for multimedia presentations have not yet
been defined. Thus, we refer to the existing guidelines for
constructing a coherent text-based discourse [9] and discuss
these in terms of constructing a textual presentation.
2.1 Topic
There needs to be a topic—the theme for the final presen-
tation. There are various ways of determining a topic of the
presentation. A topic can be assigned, for example ‘De Stijl
art movement’, or the author can be free to select a topic of
interest. In any case, the author must be familiar, or become
familiar, with the topic domain to be able to proceed with
the authoring process.
2.2 Structure
The author must build a discourse structure for the pre-
sentation to ensure a coherent text rather than a collec-
tion of unrelated sentences. The structure typically follows
a genre. For example, a biography is a genre usually cho-
sen for describing a person’s life. Other examples of com-
monly used literature genres include essay, article, memoir
and monograph. A genre defines an overall structure of the
presentation.
2.3 Content
Next, the author has to write the actual text to express the
argumentation of the story. Each genre communicates infor-
mation with a particular discourse structure by providing a
level of detail and different strategies for building up argu-
ments. In general three basic units can be distinguished [9]:
introduction, body and conclusion. The detailed discourse
structure emerges by filling in basic units with argumenta-
tion appropriate for a particular selected genre. For exam-
ple, an article usually starts with a statement in the intro-
duction unit. The elaboration and arguments are placed in
the body. The author then summarizes the argumentation in
the conclusion unit. The author must carefully structure the
arguments within the discourse structure to achieve the co-
herence of the story.
2.4 Style
If the author is also the publisher of the story she has to
think about the appropriate layout and typography [10].
Well-selected style of the print is important because not
many people will read badly formatted material.
These top-level phases are common to all design pro-
cesses [10, 11] but vary in detail once they are applied to dif-
ferent media presentation forms, such as interaction design
[12], web design [4], experience design [13], film and audio
production [14], or multimedia production [15, 16]. In the
domain of automatic presentation generation these phases
also play a key role [17–20]. In the multimedia presentation
authoring process the interplay of these four phases becomes
even more complex due to richer means for representing
the same concept, different expressiveness levels of media
types and more intricate design issues. Design of multime-
dia presentations should be not only visually appealing but
also consistent with the genre and multimedia content.
Before introducing our approaches to support all four
stages of the multimedia authoring process, we discuss the
existing authoring systems and analyse the types of support
they provide.
3 Existing systems for multimedia authoring
We differentiate between three general classes of support
systems: systems that support strict manual presentation au-
thoring, systems that support mainly automatic presentation
generation with limited user influence and semi-automatic
authoring environments that provide semantic-based support
during at least one of the phases described in Sect. 2.
3.1 Manually crafted authoring
Manual presentation authoring is currently supported by a
number of commercial environments. Microsoft’s Power-
Point [21] is used for building linear slide shows. Macro-
media’s Director/Shockwave, Flash [22] and Oratrix’ GriNS
[23] enable animated and interactive presentations mainly on
the web. Macromedia’s Dreamweaver [22] and Microsoft’s
FrontPage [24] are designed for supporting the authoring of
web pages.1 Each of these applications tries to ease the au-
thoring process by introducing authoring metaphors. Macro-
media Director, for example, models the authoring process
on a stage production where media items form the cast that
can perform certain actions. It also provides a set of stylis-
tic means for designing a final look and feel of the author-
ing process. It is left to the author, though, to figure out
how these metaphors help in the creation of her presenta-
tion structure. None of these tools assist in clarifying what
the provided structures mean in a larger presentation con-
text, nor do they support any relations between the estab-
lished structures and the potential content. It is assumed that
the author not only knows about the discourse structure to
be established but also how the provided presentation func-
tionalities can be integrated into this discourse. With respect
to content collection and meaningful integration of content
into a discourse structure these tools do not offer any support
whatsoever.
1 Note: We address here only those tools that are mainly designed
for the creation of multimedia presentations. Tools that provide me-
dia for such authoring tools, such as non-linear video editing systems
(FAST 601, Softimage DS or the MAD system [15]), image editing
tools (Photoshop, Illustrator, GIMP, or Maya), audio systems such as
Cubase VST are not covered.
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3.2 Automatic authoring
The automatic generation of multimedia presentations has
been a focus of multimedia research for over a decade. Re-
search into the automated generation of multimedia presen-
tations has resulted in a number of knowledge-based systems
that are able to generate multimedia presentations with min-
imal or no human intervention. Some of these systems focus
on innovative presentation techniques [17, 25–28] that facil-
itate the synthesis of multimedia documents and plan how to
present this material to various users. These approaches are
insightful as they model the authoring process from a plan-
ning point of view but they are not sufficient for the author-
ing processes described in Sect. 2 as their top-down planning
approach is too limited for scenarios where neither the indi-
vidual user requirements nor the requested material can be
predicted in advance.
More recently, there are other approaches that apply
semantic web technology to overcome these restrictive plan-
ning problems, such as Cuypers [19], Artequakt [18], DISC
[29] and Topia [20]. These approaches are restrictive with
respect to our aims because they allow author involvement
only at the beginning of an otherwise fully automatic pro-
cess. An author has limited control over the structure of a
presentation, the style and the exact content. The search en-
gine of an automatic system is fully responsible for content
supply, while mechanisms for discourse generation try to
arrange the collected content into a coherent presentation
structure. The complexity and richness of the presentation
structure can vary from a simple document structure in Topia
to more genre-oriented template presentation structures as
supported by DISC. DISC offers flexible rules that evolve
an initial template into an iteratively created presentation
structure.
3.3 Semi-automatic authoring systems
Established work closest to our work has been carried out by
Bailey [16], Gibbins [30] and Hunter [31].
The work by Bailey et al. supports the early stages in the
design process, when the user struggles to explore and com-
pare ideas. The DEMAIS approach is based on the notion of
an informal interactive storyboard that addresses the needs
of skilled designers to develop interactive multimedia appli-
cations first in a sketchy manner. Though this work covers
a range of user types and task approaches it provides little
help for the range of users that require a more formal work
environment where the authoring process leads eventually to
the final presentation. The major shortcoming of DEMAIS
with respect to our work is that the system has no notion of
the author’s activities.
Related to this approach is the work by Barry [32]. She
suggests a set of tools to support documentary videography,
such as a script network populated by video clips, where
the network displays the position of a clip in a collection of
events related to the subject of the documentary; a common
sense annotation for each video clip, providing an expanded
context for a clip; a suggestion prompt that delivers a direct
suggestion for the next shot taken; a display of story struc-
tures related to the documentary subject that can be used for
video organization into story threads. It is in particular the
suggestion prompt that strikes us as potentially useful for
the work described in this paper.
The work of Gibbins et al. is of interest because mSpace
addresses the mapping of user-determined interaction onto
a high dimensional space represented by an ontology. The
aim of mSpace is to explore a multidimensional space by
extracting meaningful views on domain aspects interesting
for a user. For a task of building a final presentation an ex-
ploration level is insufficient. An author should be able to
collect and structure the material. Moreover, a greater vari-
ety of media types need to be handled than those supported
by mSpace (text and images).
There are also approaches to collaborative authoring
of media materials in the eScience domain. The FUSION
system [31] investigates various approaches to facilitate
data exploration by allowing user involvement in a directed
browsing process. The system also supports the process
of multimedia presentation building by allowing a user to
define a sequencing of a particular parameter in numeric
data and different presentation formats and modes. Leaving
a large part of computational, scaling and representational
work to the system facilitates analysis of the scientific data.
FUSION also aids knowledge discovery by presenting se-
mantically associated information visually. This discovery
comes only after the presentation is built, so that during
the presentation building process a user has to rely on own
expertise.
3.4 Evaluation of authoring systems
The majority of the systems for manual production either
provide a structural approach, a methodology or a language
to put already assimilated knowledge into a certain format.
None of the discussed systems actually supports a process of
knowledge assimilation. The burden of getting an idea about
a presentation topic, collecting the material, structuring and
presenting the final result lies solely on the author.
In automatic authoring environments, an idea about topic
and genre has to come from the author while material is se-
lected and structured automatically. Only Topia allows the
importance of one or another domain concept to be empha-
sized enabling the adaptation of the presentation structure
according to a user’s preferences.
Most existing semi-automatic authoring systems focus
on one aspect of the authoring process. The DEMAIS sys-
tem supports an early stage of the design process by pro-
viding a means of efficiently capturing designers’ ideas.
mSpace mainly supports exploration and provides views on
the domain which are tailored to a user needs. FUSION ad-
dresses the complexity of analysis of heterogeneous data and
mixed-media objects. It facilitates exploration, presentation
and analysis of the final presentations. None of these sys-
tems support the complete authoring process from the initial
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exploration of the domain to the final presentation produc-
tion. The issue about building extensive discourse structures
for multimedia presentations is also not investigated.
4 Authoring phases support
We develop approaches for supporting authors during all
four phases of the presentation building process. In this sec-
tion we present the type of support we propose for each of
the top-level authoring phases presented in Sect. 2.
4.1 Topic
In order to build a presentation about a particular topic the
author has to be familiar with the topic domain. To aid au-
thors at this stage we propose an approach that facilitates the
exploration and knowledge acquisition processes. A choice
of the starting point for exploration is simplified by present-
ing the structured categories of available materials. This al-
lows placing a topic of interest in the knowledge space. At
the beginning of an exploration path on acquiring informa-
tion about a topic, the author is provided with concise in-
formation about this topic. Continuing exploration on the
same topic should lead to providing more detailed informa-
tion. This allows gradually increasing the author’s domain
knowledge and facilitating its acquisition by providing the
appropriate level of domain information complexity at each
exploration step.
4.2 Structure
The process of building a discourse structure for the pre-
sentation requires support for going from a more abstract
to a more specific level. At the abstract level, the author
can choose a genre for the presentation that matches an au-
thor’s ideas about the message that needs to be conveyed.
For example, an essay can suit the author if she wants to de-
scribe the topic from a personal viewpoint. Then a specific
discourse structure should be built that corresponds to the
selected genre. The author should be able to choose from a
number of discourse structures for the genre. This provides
an opportunity to get an idea about the possible discourse
flows and gives a starting point for developing more com-
plex and rich discourse structures.
4.3 Content
In multimedia authoring, media items, rather than only text,
form the content of the presentation. During this phase the
choice of media items and their placement within the envi-
sioned discourse structure needs to be supported. The rele-
vance of the media material should be determined not only
by matching the search request with the topic but also by
relating it to the specific context of the authoring process.
The authoring process context represents the current posi-
tion of the author in the authoring space. The previous two
phases determine the current context. Knowing the topic and
the specific discourse structure the author is working on, we
can identify what media items can be used in what section
of the presentation with regard to their content and their role
within the given discourse.
4.4 Style
The author has to choose the appropriate design for the final
presentation that matches the overall theme. The design el-
ements include a choice of the final document format (e.g.
XHTML [33], SMIL [34]) for representing media material,
a colour schema, layout and typography issues. Style aspects
of multimedia presentation are quite complex due to mate-
rial diversity. Section 3 shows that solutions can be found
in the automatic presentation generation area. Our system’s
output contains a discourse structure filled with an ordered
sequence of media items. This output can be fed into an auto-
matic presentation generation engine, such as Cuypers [19],
to produce a final presentation.
5 SampLe architecture and functionality
This section demonstrates the applicability of the proposed
approaches by introducing the architecture and implemen-
tation of an experimental system SampLe (Semi-Automatic
Multimedia Presentation generation Environment).2 In this
paper we focus on processes and resulting internal data
structures of the system. The interface examples in this sec-
tion serve as plausible interaction design interfaces for pre-
senting system functionality. The initial interaction design
work for the SampLe system is described in [35].
The three main components of the SampLe system are
the Exploration, Discourse structure and Material collection
support mechanisms. The functionality of each of these three
components depends on the context of the authoring process,
thus, all actions of the author are maintained by the system’s
session management component. For example, actions such
as topic selection or setting genre preferences influence the
entire authoring process and are thus maintained during the
entire session.
An author communicates with the system via a web-
based user interface. The user interface reflects the top-level
phases of the authoring process. Each phase is represented
by a colour-coded menu, as shown at the top in Fig. 1. These
phases correspond to the three support mechanisms.
The domain-dependent elements of the web-interface,
for example the two left menus ‘Directories’ and ‘Move-
ment’ in Fig. 1, are generated from domain-specific
meta-data that is attached during system configuration.
2 See also our test page at http://www.cwi.nl/∼media/projects/CHIME/
demos.html.
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Fig. 1 SampLe topic selection phase and the overall view on the interface
This enables switching to a different domain without re-
implementation.
In the following sections we discuss the implementa-
tion of our approach in three support mechanisms. We begin
with the description of meta-data structures, as they form the
foundation for the system support strategies.
5.1 SampLe meta-data structures
The approaches described in Sect. 4 assume that the system
is aware about content of media items and their potential role
within a discourse. In order to enable this awareness, media
items have to be described and these descriptions have to
be made accessible to the authoring environment. Follow-
ing the approaches taken by the Semantic Web community
we use RDF/S-based meta-data structures [36] to achieve
this accessibility. The general meta-data framework consists
of domain meta-data, discourse meta-data and media type
meta-data together with annotation templates.
5.1.1 Domain meta-data
Domain meta-data specifies domain concepts (e.g. Artist,
Artefact) and relationships between them (e.g. Artist painted
Artefact). One or more of these concepts are assigned to a
media item to describe its content.
5.1.2 Discourse meta-data
Discourse meta-data structures are introduced with a number
of purposes. First, they allow content based browsing during
the exploration phase based on increasing content density
and complexity. Second, they allow deriving relevance of the
material in terms of the current discourse structure. The dis-
course annotations describe what type of discourse function
a media item represents with regard to the type of informa-
tion it expresses about its content. We distinguish the follow-
ing discourse functions: introduction, summary, note, quote,
elaboration, description, definition, conclusion, example and
comparison. We do not claim that this list is complete or
sufficient for describing media content with regard to its dis-
course function. We are using this set of concepts to verify
our approach.
We share a number of the discourse concepts with
Rhetorical Structure Theory [37]. RST was built to provide
an explanation for the coherence of text. The authors of RST
pursued the goal of describing a narrative (analysis) rather
than building it (synthesis). Consequently, the descriptions
refer to particular rhetoric figures functioning at the lower
level of the narrative structure than the one we are interested
in. The authors of multimedia presentations in our system
manipulate the existing media items. Thus, our system needs
descriptions of the items to facilitate their selection and their
structuring within higher-level structures.
5.1.3 Media-type meta-data
This type of meta-data includes media-specific descriptions
of the material such as the production properties of a paint-
ing or the physical characteristics of audio.
5.1.4 Annotation template
An annotation template relates different concepts from var-
ious meta-data structures to a media item and assigns ad-
ditional characteristics to it, such as complexity or level of
details, the source of material etc.
Our repository contains meta-data structures and media
items annotated with concepts from these structures using
the annotation template. The next subsections present how
the various forms of annotations are exploited during the au-
thoring process.
5.2 Exploration and topic selection
5.2.1 Conceptual exploration
At the beginning of the exploration process the author has to
define a starting point of exploration. The system provides
the structured overview of material directories available in
the media repository. The directories are inferred from the
major classes of domain meta-data. This allows the author
to choose a direction of exploration by selecting one of the
available directories. Each directory name is a hyperlink that
opens a corresponding menu. In Fig. 1 the choice of ‘Move-
ment’ in ‘Directories’ causes a menu with different ‘Move-
ments’ to appear. It is the result of a specification traverse of
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the domain meta-data structure. The choice of a particular
movement ‘De Stijl’ opens a content area with information
about this movement.
5.2.2 Content exploration
The next stage of the exploration process is content explo-
ration, which allows the author to become familiar with the
current topic of interest. The exploration support mechanism
aims to facilitate this step. For that we apply the strategy of
content based browsing with increasing content complexity.
The author establishes the process context by selecting
the current topic of interest. During the exploration the first
time the author requests information about a particular topic
(De Stijl), the system provides her with some introductory
materials. Each time the author requests more information
about the topic the support mechanism changes the status
of current process context of the author and offers more ex-
panded content until the author decides to select the current
topic or switches to a different direction of exploration. The
key element of our exploration mechanism is that the system
combines knowledge about the context with domain and dis-
course knowledge to solve the support request.
To enable transformation of the author’s request for more
information about the topic into the appropriate query to the
repository, the system uses domain and discourse knowledge
it incorporates about the media material. Discourse knowl-
edge is distributed between discourse annotations of media
items and exploration support mechanism.3 The exploration
support mechanism contains knowledge about applicability
of various discourse functions in various process contexts.
In the context when the topic has to be introduced for the
first time to the author, the condensed information about this
topic is required. The support mechanism identifies that the
discourse function ‘summary’ corresponds to the required
type of information. The mechanism constructs a query to
the repository, which contains the request for media items
annotated with the identified discourse function (summary)
and domain concept (De Stijl). In cases where a large num-
ber of media items match the required annotations, the dis-
tinction is made based on the level of detail and complexity
of the particular media item. An item with appropriate lev-
els is selected and presented to the author. This process re-
peats for every new step within the exploration of the current
topic. The changes of the current process context affect sys-
tem’s decisions about the appropriate discourse functions.
Gradually increasing the complexity levels of media ma-
terial allows the author to acquire knowledge during explo-
ration in a structured way. At the same time, if the current
topic represented does not interest the author, the short and
condensed introduction allows the immediate elimination of
the topic from consideration. After the topic is selected the
author can proceed to the next phase of establishing a genre
and a presentation discourse structure.
3 During the content selection phase the discourse knowledge of ma-
terial collection support mechanism is used.
Fig. 2 Genre selection
5.3 Discourse structure building
5.3.1 Genre selection
In the process of choosing an appropriate genre the author
is presented with different genres and their descriptions. At
this stage it is the responsibility of the author to make the
selection. This step is shown in Fig. 2.
5.3.2 Discourse structure building
After the genre is selected, for example the Essay, the system
presents various discourse structures that correspond to this
genre (Fig. 3). The author can select one of the proposed
structures as the discourse structure for her presentation.
Conventional agreements on how a particular genre
should be structured are incorporated into templates within
SampLe. Deciding on particular structures for different gen-
res is beyond the focus of our research. Thus, the presented
discourse structures for genres should be considered as ex-
amples.
Genre templates are distinguished according to the class
of the topic selected. In our example De Stijl belongs to the
class Movement. This allows constructing templates with
more expanded structure and more suitable for a particular
case, since an essay about a movement would differ from
an essay about an artist. Knowing the current process con-
text (topic = De Stijl, genre = essay) the discourse struc-
ture support mechanism extends a general essay structure
for an essay about a movement (description, evaluation and
sequence essays) to a discourse structure appropriate for
representing De Stijl. For this the mechanism uses domain
knowledge. It determines sections in the discourse struc-
ture that can be extended based on the structure of the do-
main. It parses the domain meta-data structure and identi-
fies concepts matching the identified section. The mecha-
nism queries the repository for the instances of the concepts
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Fig. 3 Discourse structures for essay variations
and includes the corresponding sections into a discourse
structure. For example, in the description essay on the left
in Fig. 3, the section of the general description essay tem-
plate about the movement “3. Movement members and their
works” will be extended into “3. De Stijl members and their
works” plus Sects. 3.1, 3.2 and 3.3 about three major artists
of the movement.
To enable this process, SampLe makes use of two lev-
els of discourse structure representation. At one level the
discourse structure is represented in a human-readable for-
mat to be able to present a meaningful text to the author. At
the other level it is encoded for the internal representation.
This internal representation contains domain and discourse
meta-data concepts that specify what kind of content is ap-
propriate for a particular section in the discourse structure,
described in the following subsection.
5.4 Material collection
5.4.1 Material collection process
Having established the discourse structure for her presen-
tation, the author can start selecting media material. The
Fig. 4 Content selection phase
author is able to see the complete structure (on the left of
Fig. 4) and to work with one section of the structure at a
time. The current process context at this phase consists of the
presentation topic (de Stijl), genre (Essay), particular dis-
course structure selected (Description Essay) and a section
the author is working on (Introduction to De Stijl). Based on
the context the material collection support mechanism takes
a decision about content (De Stijl) and discourse function
requirements (introduction) of the content and requests ap-
propriate media items from the repository. Figure 4 presents
a potential set of material available and suitable for the in-
troduction part of the presentation. Selecting as many of the
choice boxes as required does the selection. The selected set
is incorporated into the structure, by clicking on the submit
button, presented under the structure box.
5.4.2 Internal representation of a discourse structure
The internal representation of this discourse structure con-
sists of domain concepts relevant for each section of the
structure and specification of the unit the section belongs to.
Each discourse structure is conventionally divided into three
units: Prologue, Main part and Epilogue. The units serve as
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Description_essay (Movement:De Stijl) 
1. d:De_Stijl 
2. d:De_Stijl & d:Principle 
3. d:De_Stijl & d:Member & d:Artefact 
3.1 d:Piet_Mondriaan & d:Artefact 
3.2 d:Theo_van_Doesburg & d:Artefact 
3.3 d:Gerrit_Rietveld & d:Artefact 
4. d:De_Stijl 
Prologue
Main
Epilogue
df:introduction 
alternative: 
df:quote [df:example] OR 
df:definition [df:example] 
Discourse structureUnitsDiscourse functions
df:example
d:Painting 
d:paintedBy: d:Theo_van_Doesburg 
df:introduction
d:De_Stijl 
d: domain namespace 
df: discourse function namespace 
Media repository 
Fig. 5 Relation between discourse functions, units and a discourse structure
an aid for inferring appropriate discourse functions of the
material for each section.
The material collection support mechanism contains
knowledge about structural aggregation of discourse func-
tions into a discourse structure for a particular genre. Each
genre has a different argumentation flow. For example, an ar-
ticle can require a representation of a statement before pro-
viding a complete story and arguments. An essay, in con-
trast, can require an introduction to the topic, followed by
elaboration on the major aspects of the topic and conclu-
sion. At the same time the argumentation flow for a partic-
ular genre will be similar for all discourse structures of this
genre. The units allow expressing the rules for relating dis-
course functions to a particular flow of the genre. Internal
schematic representation of the discourse structure of a de-
scription essay about De Stijl from our example is shown in
Fig. 5.
The combination of domain descriptions of the sections
and discourse function concepts allows selection of the me-
dia material from the repository for that section. All the
media items retrieved can be used in the specified section.
The author has to make a selection of items that suit best
her ideas. In case no media items in the repository fit the
specified domain and discourse descriptions, material selec-
Fig. 6 SampLe architecture
tion support mechanism will use alternatives for discourse
functions.
After the collection process for the whole presentation is
completed, the author can make final ordering arrangements
of media items within each section to achieve the coherence
of the presentation. The output of this stage is an input for
the final presentation generation module that takes decisions
about style and an output format.
5.5 Implementation
Authors communicate with SampLe using off-the-shelf web
browser. All application-specific functionality is realized on
the server side, using standard components. Figure 6 illus-
trates the system’s basic architecture. The three main com-
ponents discussed in the previous subsections are currently
implemented using XSLT [38] and XSP [39]. The RDF
repositories are accessed by using an XSLT extension [40]
that allows an RDF query language (in this case SeRQL
[41]) to be used in XSLT context. These three components
are executed by the Apache Cocoon XML framework [42].
All RDF(S) is modelled using Protégé [43] and is stored us-
ing the Sesame open source RDF database [44]. Both Co-
coon and Sesame are Java Servlets run by Tomcat [45].
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6 Evaluation and conclusions
The described mechanisms, which aim to provide tools to as-
sist authors during the four top-level phases of the authoring
process, demonstrate the feasibility of our approach towards
context aware intelligent guidance of authors during the
multimedia authoring process. The experimental SampLe
engine is in the position to
• support the exploration of a large media-based repository
for the acquisition of knowledge in a structural way by
allowing content-based browsing with increasing com-
plexity of the material;
• provide assistance to the understanding of genre struc-
tures to facilitate the process of building the presentation
discourse;
• suggest a set of relevant media items for a particular sec-
tion of the discourse structure and thus ease the time-
consuming process of investigating large amounts of
material.
The main direction of our current work aims to establish
more flexible mechanisms for manipulating discourse struc-
tures. Currently an author can choose one of the discourse
structures provided by the system. We investigate ways to
give an author more control over this phase by allowing the
alteration of discourse structures. This includes the devel-
opment of an evaluation mechanism that will ensure genre
consistency during alteration process. In addition we work
on mechanisms that integrate created presentations into the
repository the material was collected from. In this way we
increase the ability of the authoring system to provide a
larger selection of genre structure types.
The current implementation suggests a sequential order
of authoring phases (see Sects. 5.2–5.4). Our aim, however,
is to allow authors to follow their own authoring strate-
gies resulting in a great variety of workflows. The overall
structure of SampLe that modularises the top-level phases as
well as the tasks allocated to them already facilitates flexible
workflows. The system knows at any time at which author-
ing stage the author is, what type of task she is performing
and what type of content the author wishes to investigate or
manipulate. In the ongoing development of the SampLe en-
vironment the provision of a less restricted means of moving
between authoring stages is a key issue. An important aspect
is a better integration between the discourse structure build-
ing and material collection phases.
As our environment applies authoring processes on vari-
ous media we also have to improve the description of the me-
dia in the context of their authoring ability. At the moment
SampLe has a restricted means to identify, for example, the
potential role a media item can play in a discourse.
All solutions to the described problems require that the
engine has access to high quality, though not necessarily ex-
cessive, annotations of the media units. We are planning to
convert the existing meta-data into OWL [46] format, which
is more expressive than RDF. We want to connect existing
meta-data to vocabularies for the cultural domain, such as
the AAT [47], ULAN [48] or Iconclass [49], to be able to
reuse material within different applications.
The approach described in this article is a step towards a
context aware semantic-based authoring support. We believe
that our view on semantic mediated multimedia authoring
provides an essential foundation for environments in which
complex domain and discourse information can be studied,
discussed, commented, published and demonstrated—thus
preserving and developing information artefacts in an intel-
ligent communal way.
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