Weighted automata and weighted logics with discounting  by Droste, Manfred & Rahonis, George
Theoretical Computer Science 410 (2009) 3481–3494
Contents lists available at ScienceDirect
Theoretical Computer Science
journal homepage: www.elsevier.com/locate/tcs
Weighted automata and weighted logics with discounting
Manfred Droste a, George Rahonis b,∗
a Institute of Computer Science, Leipzig University, D-04009 Leipzig, Germany
b Department of Mathematics, Aristotle University of Thessaloniki, 54124 Thessaloniki, Greece
a r t i c l e i n f o
Keywords:
Weighted automata
Weighted Büchi and Muller automata
Formal power series
Weighted MSO logic
Discounting
a b s t r a c t
We introduce aweighted logic with discounting andwe establish the Büchi–Elgot theorem
for weighted automata over finite words and arbitrary commutative semirings. Then we
investigate Büchi and Muller automata with discounting over the max-plus and the min-
plus semiring. We show their expressive equivalence with weighted MSO-sentences with
discounting. In this case our logic has a purely syntactic definition. For the finite case, we
obtain a purely syntactically definedweighted logic if the underlying semiring is additively
locally finite.
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1. Introduction
In automata theory, fundamental theorems of Büchi and Elgot [6,7,22] established the coincidence of regular languages
of finite or infinite words with languages definable in monadic second-order logic. At the same time, Schützenberger [47]
characterized the behaviors of finite automata enrichedwithweights for the transitions as rational formal power series. Both
of these results have led to various extensions and also to practical applications, e.g. in verification of finite state programs
[1,37,41], in digital image compression [8,28–30] and in speech-to-text processing [5,32,43]. For surveys and monographs
on weighted automata see [3,14,34,36,46]. Recently, in [12] a logic with weights was developed for finite words and shown
to be expressively equivalent to weighted automata.
It is the goal of this paper to provide a weighted logic for infinite words which is again expressively equivalent to
weighted automata, thereby combining Büchi’s and Schützenberger’s approaches to achieve a quantitative model for non-
terminating behavior. Whereas in the results of [12] for finite words the weights can be taken in an arbitrary semiring,
it is clear that for weighted automata on infinite words questions of summability and convergence arise. Therefore we
assume that the weights are taken in the real numbers, and we ensure convergence of infinite sums by discounting: in a
path, later transitions get less weight. This method of discounting is classical in mathematical economics for systems with
non-terminating behavior, also in Markov decision processes and game theory [26,48]. Recently, for a theory of systems
engineering, it was investigated in [11]. For weighted automata, it was introduced in [15], and the discounting behaviors
of weighted Büchi automata were characterized as the ω-rational formal power series; this was further investigated in
[18,23,35]. As semirings, here we consider the max-plus and the min-plus semiring which are fundamental in max-plus
algebra [10,27] and optimization problems [52].
As our main contributions, we will
(1) extend the weighted logic of [12] to weighted automata with discounting for finite words and arbitrary commutative
semirings as investigated in [15,18,23,35]; our present form of discounting is slightly more general (cf. Theorem 11(a));
(2) provide for themax-plus andmin-plus semirings of real numbers aweighted logicwith discountingwhich is expressively
equivalent to the weighted Büchi automata on infinite words of [15] (cf. Theorem 29); we will also obtain equivalence to
weighted Muller automata;
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(3) show that for the class of additively locally finite semirings, a purely syntactically defined fragment of the weighted logic
suffices to achieve the equivalences of (1) and (2) (cf. Theorem 11(b) and 29).
In our approach, it was not clear how to define a discounted semantics of weighted formulas. Somewhat surprisingly,
we can almost completely take over the undiscounted semantics as given in [12], changing only the semantics of the
universal quantifier. For the general result of [12], the weighted formulas employed require certain semantically described
restrictions; clearly, a purely syntactic definition would be desirable. In (3), we present a new, purely syntactic definition of
a class of weighted formulas and show that they are expressively equivalent to the weighted automata with discounting of
(1) and (2). For these formulas, the equivalent automata can be constructed effectively. Our arguments combine themethods
of [12,15,16], suitably adjusted to the discounted setting.
We note that a different approach of weighted automata acting on infinite words has been considered before in
connection with digital image processing by Culik and Karhumäki [9]. Another approach requires the semirings to be
complete, i.e., to have (built-in) infinitary sum and product operations. This was investigated deeply e.g. in [21,23,24,34].
Recently, in [16] we presented weighted Büchi and Muller automata and a weighted logic for complete semirings and
showed their expressive equivalence. Thepresent paper shows the robustness of theweighted logic approach also for infinite
words in the case of discounting. For weighted logics and automata on trees, pictures, traces, texts, distributed systems, and
algebraic formal power series we refer the reader to [4,19,20,25,38–40,42,45]. A preliminary version of this paper appeared
as an extended abstract in the Proceedings of CIAA 2007 [17].
2. Weighted automata on finite words
Let A be an alphabet, i.e., a finite non-empty set. A finite word w = a0a1 . . . an−1 ∈ A∗(where n ≥ 0 and ai ∈ A for
0 ≤ i ≤ n − 1) will be also written as w = w(0)w(1) . . . w(n − 1) with w(i) = ai for 0 ≤ i ≤ n − 1. We let ε denote the
empty word. The length of a word w is denoted by |w|. For any 0 ≤ i ≤ |w| we shall denote by w≤i the prefix of w with
length i. Obviouslyw≤0 = ε.
A semiring (K ,+, ·, 0, 1) consists of a set K , two binary operations+ and · and two constant elements 0 and 1 such that
(K ,+, 0) is a commutative monoid, (K , ·, 1) is a monoid, multiplication distributes over addition, and 0 · k = k · 0 = 0 for
all k ∈ K . The semiring is denoted simply by K if the operations and the constant elements are understood. The semiring is
called commutative if k · k′ = k′ · k for all k, k′ ∈ K . The following structures constitute important examples of commutative
semirings:
• the semiring (N,+, ·, 0, 1) of natural numbers,
• the arctic semiring or max-plus semiring Rmax = (R+ ∪ {−∞},max,+,−∞, 0) where R+ = {r ∈ R | r ≥ 0} and
−∞+ x = −∞ for each x ∈ R+,• the tropical ormin-plus semiring (R+ ∪ {∞},min,+,∞, 0),• each bounded distributive lattice (cf. [2]) with the operations supremum and infimum, in particular the fuzzy semiring
([0, 1], sup, inf, 0, 1) and the Boolean semiring B = ({0, 1}, sup, inf, 0, 1).
The first main result of this paper will apply to commutative semirings K which are additively locally finite, i.e., such that
each finitely generated submonoid of (K ,+, 0) is finite. Important examples of such semirings include:
• all idempotent semirings K (i.e., k + k = k for each k ∈ K ), in particular the arctic and the tropical semirings and all
bounded distributive lattices,
• all fields of characteristic p, for any prime p,
• all products K1 × · · · × Kn (with operations defined pointwise) of additively locally finite semirings Ki (1 ≤ i ≤ n),• the semiring of polynomials (K [X],+, ·, 0, 1) over a variable X and an additively locally finite semiring K .
A finitary formal power series or series for short is a mapping S : A∗ → K . We usually write (S, w) instead of S(w) for
w ∈ A∗. The class of all finitary series over A and K is denoted by K 〈〈A∗〉〉 .
Consider two semirings K1 and K2. A mapping f : K1 → K2 is called a semiring homomorphism (or simply homomorphism)
if f (k + k′) = f (k) + f (k′) and f (k · k′) = f (k) · f (k′) for all k, k′ ∈ K1, and f (0) = 0 and f (1) = 1. A homomorphism
f : K → K is an endomorphism of K . The set End(K) of all endomorphisms of K is a monoid with the usual composition
mapping · as operation and the identity mapping id on K as unit element. If no confusion arises, we shall simply denote the
multiplication of K and the composition operation · of End(K) by concatenation. So, if f , g ∈ End(K) and k ∈ K , we have
(gf ) (k) = g(f (k)) (‘‘first f , then g ’’).
The following can be considered as our running example.
Example 1. Let K = Rmax, the max-plus semiring. Choose any p ∈ R+ and put p · (−∞) = −∞. Then the mapping
p : Rmax → Rmax given by x 7−→ p · x is an endomorphism of Rmax which can be considered as a discounting of Rmax.
Conversely, every endomorphism of Rmax is of this form (cf. [15]).
A Φ-discounting over A and K is a family Φ = (Φa)a∈A of endomorphisms of K , i.e., Φa ∈ End(K) for all a ∈ A. Then Φ
induces a monoid morphism Φ : A∗ → End(K) determined by Φ(w) = Φa0Φa1 . . .Φan−1 for any w = a0a1 . . . an−1 ∈ A+
(ai ∈ A for 0 ≤ i ≤ n− 1), andΦ(ε) = id. We shall use the notationΦw = Φ(w) for anyw ∈ A∗.
For the rest of Sections 2 and 3, we fix an alphabet A, a semiring K and aΦ-discounting over A and K .
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Definition 2. A weighted automaton over A and K is a quadruple A = (Q , in, wt, out), where Q is the finite state set,
in : Q → K is the initial distribution, wt : Q × A × Q → K is a mapping assigning weights to the transitions of the
automaton, and out : Q → K is the final distribution.
Now we define the Φ-behavior of A as follows. Given a word w = a0a1 . . . an−1 ∈ A∗, a path of A over w is a finite
sequence of transitions Pw := (ti)0≤i≤n−1 so that ti = (qi, ai, qi+1) for all 0 ≤ i ≤ n − 1. Let w ∈ A∗ and Pw a path of A
over w. The running weight rwt(Pw) of Pw is defined inductively in the following way. For w = ε we have Pw = ε and we
set rwt(Pw) = 1, whereas for w = a ∈ A and Pw = (q, a, q′), we let rwt(Pw) = wt(q, a, q′). For w = ua ∈ A∗, u ∈ A∗,
a ∈ A and Pw = Pu(q, a, q′) we define rwt(Pw) = rwt(Pu)Φu(wt(q, a, q′)). Intuitively, we firstly apply the discounting of
the action which is close to the transition. Thus, for any wordw = a0a1 . . . an−1 ∈ A∗ and any path Pw = (ti)0≤i≤n−1 overw
with ti = (qi, ai, qi+1) for all 0 ≤ i ≤ n− 1, it holds that
rwt(Pw) =
∏
0≤i≤n−1
Φw≤i(wt(ti)).
Then theΦ-weight (or simply weight) of Pw is the value
weight(Pw) := in(q0) · rwt(Pw) · Φw(out(qn)).
TheΦ-behavior (or simply behavior) ofA is the formal power series ‖A‖ : A∗ → K whose coefficients are given by
(‖A‖ , w) =
∑
Pw
weight(Pw)
for anyw ∈ A∗.
For intuition, note that if K = Rmax and Φa = pa for some pa ∈ (0, 1) (a ∈ A), say, as in Example 1, then in the
computation of rwt(Pw) later transitions get less weight, hence ‖A‖ models a discounted behavior of A. If Φ is the trivial
discounting, i.e., Φa is the identity on K for each a ∈ A, then the Φ-behavior coincides with the usual behavior of weighted
automata.
A series S : A∗ → K is said to be Φ-recognizable if there is a weighted automatonA over A and K so that S = ‖A‖. We
shall denote by KΦ−rec 〈〈A∗〉〉 the class of allΦ-recognizable series over A and K .
Our first goal (achieved in Theorem 11) will be a characterization of the Φ-behaviors of weighted automata by some
weighted logic. For this we will need closure properties of the class ofΦ-recognizable series which we recall next.
For any L ⊆ A∗, the characteristic series of L, 1L : A∗ → K is determined for w ∈ A∗ by (1L, w) = 1 if w ∈ L and
(1L, w) = 0 otherwise.
Now let A, B be two alphabets and h : A∗ → B∗ be a homomorphism. For any series T ∈ K 〈〈B∗〉〉 we define the series
h−1(T ) ∈ K 〈〈A∗〉〉 by (h−1(T ), w) = (T , h(w)) forw ∈ A∗.
The homomorphism h : A∗ → B∗ is called non-deleting, if h(a) 6= ε for any w ∈ A∗. In this case, for S ∈ K 〈〈A∗〉〉, we
define h(S) ∈ K 〈〈B∗〉〉 by (h(S), u) =∑w∈h−1(u)(S, w) for u ∈ B∗.
Furthermore, the morphism h : A∗ → B∗ is said to be strict alphabetic if h(A) ⊆ B, and h is an epimorphism, if h is onto.
Let S, T ∈ K 〈〈A∗〉〉 and k ∈ K . The sum S + T , the scalar product kS and the Hadamard product S  T are defined
elementwise
(S + T , w) = (S, w)+ (T , w),
(kS, w) = k · (S, w),
(S  T , w) = (S, w) · (T , w)
for anyw ∈ A∗.
The following result summarizes closure properties of the collection ofΦ-recognizable series. It can be shownby standard
arguments (cf. [21]), suitably adjusted to theΦ-recognizability mode (cf. [15,51]).
Proposition 3. (a) The class KΦ−rec 〈〈A∗〉〉 is closed under sum and scalar product. Furthermore, if K is commutative, then
KΦ−rec 〈〈A∗〉〉 is also closed under Hadamard products.
(b) Let A, B be two alphabets and h : A∗ → B∗ be a strict alphabetic epimorphism. Furthermore, for the Φ-discounting over A
and K we assume thatΦa = Φa′ whenever h(a) = h(a′) for every a, a′ ∈ A. If the series S ∈ KΦ−rec 〈〈A∗〉〉 isΦ-recognizable,
then the series h(S) is Φ ′-recognizable where Φ ′ is a discounting over B and K determined for every b ∈ B by Φb = Φa for
every a ∈ A with h(a) = b. Furthermore, if T ∈ KΦ′−rec 〈〈B∗〉〉, then the series h−1(T ) ∈ KΦ−rec 〈〈A∗〉〉 isΦ-recognizable.
(c) Let L ⊆ A∗ be a recognizable language. Then its characteristic series 1L ∈ K 〈〈A∗〉〉 isΦ-recognizable.
A power series S : A∗ → K is called a recognizable step function if S =∑1≤j≤n kj1Lj where kj ∈ K and Lj ⊆ A∗ (1 ≤ j ≤ n
and n ≥ 1) are recognizable languages. Clearly, by Proposition 3, each recognizable step function isΦ-recognizable.
Proposition 4 (Cf. [13]). The class of all recognizable step functions over A and K is closed under sum, scalar product, and
Hadamard products.
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3. Weighted MSO logic with discounting over finite words
In this section, we introduce our weighted monadic second-order logic with discounting (weighted MSO logic with
discounting, for short) and we interpret the semantics of MSO-formulas in this logic as finitary formal power series. We
establish our first main result, namely the coincidence of the class of Φ-recognizable series with the class of series which
areΦ-definable by restrictedweightedMSO-sentences.Moreover, if K is additively locally finite, thenΦ-recognizable series
coincide with series which areΦ-definable by almost existential weighted MSO-sentences.
First we recall some preliminary background from logic over words. Let V be a finite set of first- and second-order
variables. A finite word w ∈ A∗ is represented by the relational structure (dom(w),≤, (Ra)a∈A) where dom(w) ={0, . . . , |w| − 1}, ≤ is the natural order and Ra = {i | w(i) = a} for a ∈ A. A (w,V)-assignment σ is a function mapping
first-order variables from V to elements of dom(w), and second-order variables from V to subsets of dom(w). If x is a first-
order variable and i ∈ dom(w), then σ [x→ i] denotes the (w,V ∪ {x})-assignment which associates i to x and acts as σ on
V \ {x}. For a second-order variable X and I ⊆ dom(w), the notation σ [X → I] has a similar meaning.
In order to encode pairs (w, σ ) for all w ∈ A∗ and any (w,V)-assignment σ as words, we use an extended alphabet
AV = A × {0, 1}V and the standard encoding (cf. [44]). Each pair (w, σ ) corresponds to a word (w, σ ′) in A∗V where w is
the projection over A and σ ′ is the projection over {0, 1}V . Then σ ′ ∈ ({0, 1}V)|w| is a valid (w,V)-assignment if for each
first-order variable x ∈ V the x-row contains exactly one 1. In this case, we identify σ ′ with the (w,V)-assignment σ so
that for each first-order variable x ∈ V , σ(x) is the position of the 1 on the x-row of σ ′, and for each second-order variable
X ∈ V , σ(X) is the set of positions labelled with 1 along the X-row of σ ′.
It is well known that the set NV = {(w, σ ) ∈ A∗V | σ is a valid (w,V)-assignment} is recognizable.
Let ϕ be an MSO-formula [31,44,49,50]. We shall write Aϕ for AFree(ϕ) and Nϕ = NFree(ϕ). Then the Büchi–Elgot theorem
[6,22] states that for Free(ϕ) ⊆ V the language
LV(ϕ) = {(w, σ ) ∈ NV | (w, σ ) |= ϕ}
defined by ϕ over AV is recognizable. Conversely, each recognizable language L ⊆ A∗ is definable by an MSO-sentence ϕ,
i.e., L =L(ϕ), whereL(ϕ) = LFree(ϕ)(ϕ).
Now we turn to weighted MSO logic with Φ-discounting. For this we extend our Φ-discounting over A and K to a
discounting over AV and K . For simplicity we shall use the same symbol Φ. More precisely, for every (a, s) ∈ AV we set
Φ(a,s) = Φa.
Definition 5. The syntax of formulas of the weighted MSO logic withΦ-discounting is given by the grammar
ϕ ::= k | Pa(x) | ¬Pa(x) | Last(x) | ¬Last(x) | S(x, y) | ¬S(x, y)
| x ∈ X | ¬(x ∈ X) | ϕ ∨ ϕ | ϕ ∧ ϕ | ∃x  ϕ | ∃X  ϕ | ∀x  ϕ
where k ∈ K and a ∈ A. We shall denote byMSO(K , A) the set of all such weighted MSO-formulas ϕ.
We note that in comparison to [12], we have replaced the atomic formula x ≤ y by S(x, y), we have added the
atomic formula Last(x) and its negation, and we have dropped the universal set quantification. It is well known that these
modifications do not change the expressive power of classical (unweighted) MSO logic. For us, the atomic formulas S(x, y)
and Last(x)will be useful in the proof of Proposition 20 (see below). We exclude universal set quantification as it would not
be clear how to define its discounted semantics; fortunately we do not need universal set quantification for obtaining our
equivalence results.
Next we present the Φ-semantics of the formulas in MSO(K , A) as formal power series over the extended alphabet AV
and the semiring K .
Definition 6. Letϕ ∈ MSO(K , A) andV be a finite set of variableswith Free(ϕ) ⊆ V . TheΦ-semantics of ϕ is a formal power
series ‖ϕ‖V ∈ K
〈〈
A∗V
〉〉
. Consider an element (w, σ ) ∈ A∗V . If σ is not a valid assignment, then we put
(‖ϕ‖V , (w, σ )) = 0.
Otherwise, we inductively define
(‖ϕ‖V , (w, σ )) ∈ K as follows:
– (‖k‖V , (w, σ )) = k
– (‖Pa(x)‖V , (w, σ )) =
{
1 ifw(σ(x)) = a
0 otherwise
– (‖Last(x)‖V , (w, σ )) =
{
1 if σ(x) = |w| − 1
0 otherwise
–
(‖S(x, y)‖V , (w, σ )) = {1 if σ(x)+ 1 = σ(y)0 otherwise
– (‖x ∈ X‖V , (w, σ )) =
{
1 if σ(x) ∈ σ(X)
0 otherwise
–
(‖¬ϕ‖V , (w, σ )) = {1 if (‖ϕ‖V , (w, σ )) = 00 if (‖ϕ‖V , (w, σ )) = 1 ,
provided that ϕ is of
the form Pa(x), Last(x),
S(x, y), or (x ∈ X)
M. Droste, G. Rahonis / Theoretical Computer Science 410 (2009) 3481–3494 3485
–
(‖ϕ ∨ ψ‖V , (w, σ )) = (‖ϕ‖V , (w, σ ))+ (‖ψ‖V , (w, σ ))
–
(‖ϕ ∧ ψ‖V , (w, σ )) = (‖ϕ‖V , (w, σ )) · (‖ψ‖V , (w, σ ))
–
(‖∃x  ϕ‖V , (w, σ )) =∑i∈dom(w) (‖ϕ‖V∪{x} , (w, σ [x→ i]))
–
(‖∃X  ϕ‖V , (w, σ )) =∑I⊆dom(w) (‖ϕ‖V∪{X} , (w, σ [X → I]))
–
(‖∀x  ϕ‖V , (w, σ )) =∏i∈dom(w)Φw≤i ((‖ϕ‖V∪{x} , (w, σ [x→ i])))
where the product is taken in the natural order.
We simply write ‖ϕ‖ for ‖ϕ‖Free(ϕ) . If ϕ is a sentence, i.e., it has no free variables, then ‖ϕ‖ ∈ K 〈〈A∗〉〉 .
We note that ifΦ is the trivial discounting, then theΦ-semantics coincides (apart from the slight changes in the syntax)
with the semantics of weighted formulas as defined in [12].
We recall from [12,16] two examples of possible interpretations of weighted MSO-formulas.
(i) The formula ∃x  Pa(x) counts how often the letter a occurs in the word. Of course how often depends on the semiring:
Boolean semiring, natural numbers, integers modulo 3, etc.
(ii) Let ([0, 1], sup, inf, 0, 1) be the fuzzy semiring and ϕ ∈ MSO([0, 1], A).We let ϕ′ be the MSO-formula obtained from ϕ
by replacing each constant k ∈ (0, 1] by 1. Then, we have that (‖ϕ‖ , (w, σ )) 6= 0 iff (w, σ ) satisfies ϕ′.
Next we give an example employing discounting.
(iii) Consider the alphabet A = {a, b, c}, themax-plus semiringRmax and the discountingΦ = {pa, pb, pc}with pa = pb = 1
and pc = 0. Let ϕ = ∀x  (0∨ (Pa(x)∧∃y  (S(x, y) ∧ Pb(y) ∧ 1))). Then, for any wordw ∈ A∗ the MSO-formula ϕ counts
inw the occurrences of the subword ab before the first appearance of c due to pc = 0.
Observe that Definition 6 is valid for each formula ϕ ∈ MSO(K , A) and each finite set V of variables containing Free(ϕ).
Now we show that theΦ-semantics ‖ϕ‖V depends only on Free(ϕ).More precisely,
Proposition 7. Let ϕ ∈ MSO(K , A) and V be a finite set of variables such that Free(ϕ) ⊆ V . Then(‖ϕ‖V , (w, σ )) = (‖ϕ‖ , (w, σ |Free(ϕ)))
for each (w, σ ) ∈ A∗V, where σ is a valid (w,V)-assignment. Furthermore, ‖ϕ‖ is Φ-recognizable (resp. a recognizable step
function) iff ‖ϕ‖V isΦ-recognizable (resp. a recognizable step function).
Proof. The first claim as well as the case of Φ-recognizability can be proved in a similar way as Proposition 3.3 in [12].
Thus it remains to show that ‖ϕ‖ is a recognizable step function iff ‖ϕ‖V is a recognizable step function. Consider the strict
alphabetic epimorphismpi : AV → Aϕ defined bypi((w, σ)) = (w, σ |Free(ϕ)) for any (w, σ ) ∈ A∗V . The first assertion implies
that ‖ϕ‖V takes the same values on NV as ‖ϕ‖ does on Nϕ, and
(‖ϕ‖V , (w, σ )) = 0 for any (w, σ ) ∈ (A∗V \ NV). Thus it
suffices to show that for any k ∈ K the language ‖ϕ‖−1V (k) is recognizable iff the language ‖ϕ‖−1 (k) is recognizable. Indeed,
wehave ‖ϕ‖−1 (k) = pi(‖ϕ‖−1V (k)∩NV) in case k 6= 0 orϕ contains no free first-order variable. Ifϕ contains a free first-order
variable, then ‖ϕ‖−1 (0) = pi(‖ϕ‖−1V (0)∩ NV)∪ (A∗ϕ \ Nϕ). Furthermore, if k 6= 0, then ‖ϕ‖−1V (k) = pi−1(‖ϕ‖−1 (k))∩ NV
and if k = 0, then ‖ϕ‖−1V (0) = pi−1(‖ϕ‖−1 (0)) ∪ (A∗V \ NV). Since NV and Nϕ are recognizable, this implies our claim. 
Let now Z ⊆ MSO(K , A). A series S : A∗ → K is called Φ-Z-definable if there is a sentence ϕ ∈ Z such that S = ‖ϕ‖ .
The main result of this section is a comparison ofΦ-Z-definable withΦ-recognizable series for suitable fragments Z of our
weighted MSO logic with discounting.
As shown in [12],KΦ−rec 〈〈A∗〉〉 is in general not closed under universal quantifications. Nextweprovide another example.
Example 8. Let K = (N,+, ·, 0, 1) and Φ be the trivial discounting. It is easy to see that the series T = ‖∃x  1‖ is
recognizable. Let S = ‖∀y  ∃x  1‖ . Then (S, w) = |w||w| . But if A is a weighted automaton, there is a constant C ∈ N
such that for allw ∈ A∗ we have (‖A‖ , w) ≤ C |w|. Hence S is not recognizable. Note that T takes on infinitely many values.
In contrast, over the max-plus semiring K = Rmax, T takes on only two values, and the series S would be recognizable.
The previous example states that unrestricted universal quantification is too strong to preserve Φ-recognizability, and
thus motivates the following definitions.
Definition 9 (Cf. [12]). A formula ϕ ∈ MSO(K , A) will be called restricted if whenever ϕ contains a universal first-order
quantification ∀x  ψ, then ‖ψ‖ is a recognizable step function.
Definition 10. A formula ϕ ∈ MSO(K , A) will be called almost existential if whenever ϕ contains a universal first-order
quantification ∀x  ψ, then ψ does not contain any universal quantifier.
We let RMSO(K , A) comprise all restricted formulas of MSO(K , A). Furthermore, let REMSO(K , A) contain all restricted
existential MSO-formulas ϕ, i.e., ϕ is of the form ∃X1 . . . ∃Xn  ψ with ψ ∈ RMSO(K , A) containing no set quantification.
We shall denote by AEMSO(K , A) the set of all almost existential formulas of MSO(K , A). We let KΦ−rmso 〈〈A∗〉〉 (resp.
KΦ−remso 〈〈A∗〉〉 , KΦ−aemso 〈〈A∗〉〉) contain all series S ∈ K 〈〈A∗〉〉 which are Φ-definable by some sentence in RMSO(K , A)
(resp. in REMSO(K , A), AEMSO(K , A)).
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In the following, we will establish our first main result.
Theorem 11. Let A be an alphabet, K any commutative semiring andΦ any discounting over A and K . Then
(a) KΦ−rec 〈〈A∗〉〉 = KΦ−rmso 〈〈A∗〉〉 = KΦ−remso 〈〈A∗〉〉 .
(b) If K is additively locally finite, then KΦ−rec 〈〈A∗〉〉 = KΦ−aemso 〈〈A∗〉〉 .
Observe that Theorem 11, part (a) generalizes the main result of [12] which we obtain by letting Φ be the trivial
discounting. First we show by induction on the structure of RMSO-formulas that KΦ−rmso 〈〈A∗〉〉 ⊆ KΦ−rec 〈〈A∗〉〉 , and that
KΦ−aemso 〈〈A∗〉〉 ⊆ KΦ−rmso 〈〈A∗〉〉 if K is additively locally finite. The proof proceeds analogously to the corresponding one
in [12]. Thus, we only indicate the inductive steps transformed suitably into the framework ofΦ-definability wherever it is
needed.
Lemma 12. Let ϕ ∈ MSO(K , A) be atomic or the negation of an atomic formula. Then ‖ϕ‖ is a recognizable step function.
Proof. Assume that Free(ϕ) ⊆ V . Let ϕ = k for some k ∈ K . Then ‖ϕ‖V = k · 1NV which is a recognizable step function.
Now let ϕ be one of the other atomic formulas or their negations. Clearly, we may consider ϕ as a classical MSO-formula,
and its languageL(ϕ) is recognizable. Then ‖ϕ‖ = 1L(ϕ) is a recognizable step function. 
Lemma 13. Let ϕ,ψ ∈ MSO(K , A) such that ‖ϕ‖ and ‖ψ‖ are Φ-recognizable. Then ‖ϕ ∨ ψ‖ and provided that K is
commutative, ‖ϕ ∧ ψ‖ are also Φ-recognizable. If ‖ϕ‖ and ‖ψ‖ are recognizable step functions, then so are ‖ϕ ∨ ψ‖ and
‖ϕ ∧ ψ‖.
Proof. We let V = Free(ϕ) ∪ Free(ψ). By definition, we have ‖ϕ ∨ ψ‖ = ‖ϕ‖V + ‖ψ‖V and ‖ϕ ∧ ψ‖ = ‖ϕ‖V  ‖ψ‖V .
Then our claim forΦ-recognizable series (resp. recognizable step functions) follows from Propositions 3 (resp. 4) and 7. 
Next, we wish to derive analogous preservation properties for the existential quantifiers. For this and the class of
recognizable step functions, we need some preparations. We shall show that strict alphabetic epimorphisms preserve
recognizable step functions provided that the semiring K is additively locally finite.
Lemma 14 ([3], Cor. III.2.4, 2.5). Let T : A∗ → N be a recognizable series over the semiring N. Then, for any a, b ∈ N the
languages T−1(a) and T−1(a+ bN) are recognizable.
Proof. For the language T−1(a + bN) we have T−1(a + bN) = T−1(a + bZ) ∩ T−1 ({n | n ≥ a}) which is recognizable by
Corollaries III.2.4, 2.5 of [3]. 
Lemma 15. Let K be additively locally finite and A, B be two alphabets. Also let L ⊆ A∗ be a recognizable language and
h : A∗ → B∗ be a strict alphabetic epimorphism. Then the series h(1L) ∈ K 〈〈B∗〉〉 is a recognizable step function.
Proof. We shall use the same technique as in the proof of Proposition 6.3 in [12]. For every k ∈ K and n ≥ 0 we define the
value n ⊗ k ∈ K inductively by 0 ⊗ k = 0 (of K ) and (n + 1) ⊗ k = k + n ⊗ k. Thus n ⊗ k = k + · · · + k with n times k.
For every u ∈ B∗, letm(u) = ∣∣h−1(u) ∩ L∣∣ . Then (h(1L), u) = m(u)⊗ 1. The additive monoid 〈1〉 generated by {1} (of K ) is
finite. We choose a minimal element a ∈ N such that a ⊗ 1 = (a + x) ⊗ 1 for some x > 0 and we let b to be the smallest
such x. Then 〈1〉 = {0, 1, 2⊗ 1, . . . , (a+ b− 1)⊗ 1}. Now for every u ∈ B∗ we have m(u)⊗ 1 = d(u)⊗ 1 for a uniquely
determined d(u) ∈ N with 0 ≤ d(u) ≤ a + b − 1. Note that if 0 ≤ d < a, then m(u) ⊗ 1 = d ⊗ 1 iff m(u) = d, and if
a ≤ d < a+ b, thenm(u)⊗ 1 = d⊗ 1 iffm(u) ∈ d+ bN. For every 0 ≤ d < a+ b letMd = {u ∈ B∗ | d(u) = d}. Then
(h(1L), u) = d(u)⊗ 1 = (d(u)⊗ 1) ·
(
1Md(u) , u
) = ∑
0≤d<a+b
(d⊗ 1) · (1Md , u) .
Now let 1′L : A∗ → N be the characteristic series of L with values 0, 1 ∈ N. Then 1′L ∈ Nrec 〈〈A∗〉〉 , and by Proposition 3
the series S = h (1′L) ∈ Nrec 〈〈B∗〉〉 is also recognizable, and (S, u) = ∑w∈h−1(u) (1′L, w) = m(u) (u ∈ B∗). Hence
Md = {u ∈ B∗ | m(u) = d} = S−1(d) if 0 ≤ d < a, and Md = {u ∈ B∗ | m(u) ∈ d + bN} = S−1(d + bN) if
a ≤ d < a+ b. In any case,Md is recognizable by Lemma 14. Thus h (1L) is a recognizable step function. 
Proposition 16. Let K be additively locally finite. Let A, B be two alphabets, h : A∗ → B∗ be a strict alphabetic epimorphism, and
S ∈ K 〈〈A∗〉〉 be a recognizable step function. Then the series h(S) ∈ K 〈〈B∗〉〉 is also a recognizable step function.
Proof. Let S =∑1≤j≤n kj1Lj where kj ∈ K and Lj ⊆ A∗ (1 ≤ j ≤ n) are recognizable languages. Then for every u ∈ B∗
(h(S), u) =
∑
w∈h−1(u)
(S, w) =
∑
w∈h−1(u)
∑
1≤j≤n
kj
(
1Lj , w
)
=
∑
1≤j≤n
kj
 ∑
w∈h−1(u)
(
1Lj , w
) = ∑
1≤j≤n
kj
(
h
(
1Lj
)
, u
)
so,
h(S) =
∑
1≤j≤n
kjh
(
1Lj
)
which by Lemma 15 implies that h(S) is a recognizable step function. 
M. Droste, G. Rahonis / Theoretical Computer Science 410 (2009) 3481–3494 3487
Lemma 17. Let ϕ ∈ MSO(K , A).
(a) If ‖ϕ‖ isΦ-recognizable, then ‖∃x  ϕ‖ and ‖∃X  ϕ‖ areΦ-recognizable.
(b) Let K be additively locally finite and ‖ϕ‖ be a recognizable step function. Then ‖∃x  ϕ‖ and ‖∃X  ϕ‖ are recognizable step
functions.
Proof. Let V = Free(∃x  ϕ), i.e., x /∈ V . We consider the strict alphabetic epimorphism h : A∗V∪{x} → A∗V erasing the x-row.
Let (w, σ ) ∈ A∗V . Then(‖∃x  ϕ‖V , (w, σ )) = ∑
i∈dom(w)
(‖ϕ‖V∪{x} , (w, σ [x→ i])) = (h (‖ϕ‖V∪{x}) , (w, σ )) .
Now, Free(ϕ) ⊆ V∪{x} and thus if ‖ϕ‖ isΦ-recognizable (resp. a recognizable step function), then by Proposition 7 ‖ϕ‖V∪{x}
is alsoΦ-recognizable (resp. a recognizable step function). Then taking into account Proposition 3 (resp. Proposition 16) we
conclude that ‖∃x  ϕ‖V = h
(‖ϕ‖V∪{x}) isΦ-recognizable (resp. a recognizable step function).
Similarly, replacing x by X,we obtain the results for ∃X  ϕ. 
Next we turn to the universal quantifier. Recall that its semantics employs the discounting endomorphisms.
Lemma 18. Let ϕ ∈ MSO(K , A) such that ‖ϕ‖ is a recognizable step function. Then the series ‖∀x  ϕ‖ isΦ-recognizable.
Proof. We show that an argument of [12] also works here. Let W = Free(ϕ) ∪ {x} and V = Free(∀x  ϕ) = W \ {x}. By
Proposition 7 (in case x /∈ Free(ϕ)), let ‖ϕ‖W =
∑
1≤j≤n kj1Lj with recognizable languages Lj ⊆ A∗W (1 ≤ j ≤ n). We may
assume that the family
(
Lj
)
1≤j≤n forms a partition of A
∗
W .
Let A˜ = A× {1, . . . , n}. A word in A˜∗V can be written as a triple (w, v, σ ) where (w, σ ) ∈ A∗V and v ∈ {1, . . . , n}|w|. Let
L˜ ⊆ A˜∗V be the language of all words (w, v, σ ) ∈ A˜∗V such that for all i ∈ dom(w) and j ∈ {1, . . . , n}
v(i) = j implies (w, σ [x→ i]) ∈ Lj.
Observe that for each (w, σ ) ∈ A∗V there is a unique v such that (w, v, σ ) ∈ L˜ due to the partitioning of A∗W by (Lj)1≤j≤n.
Now by the proof of Lemma 4.4 in [12], L˜ is recognized by a deterministic automaton A˜ over A˜V . Then we define
the weighted automaton A with the same state set by adding weights to the transitions of A˜ in the following way. If
(p, (a, j, s), q) is a transition in A˜with (a, j, s) ∈ A˜V,we let this transition inA haveweight kj, i.e.,wt(p, (a, j, s), q) = kj. To
any triple which is not a transition of A˜we assign theweight 0. The initial state of A˜ gets initial weight 1 inA, all non-initial
states in A˜ get weight 0, and similarly for the final states and final weights.
Since A˜ is deterministic, for each (w, v, σ ) ∈ L˜ there is a unique path Pw = (ti)0≤i≤|w|−1 in A˜ such that
(‖A‖ , (w, v, σ )) = weight(Pw) =∏i∈dom(w)Φw≤i(wt(ti)) inA,whereas (‖A‖ , (w, v, σ )) = 0 for each (w, v, σ ) ∈ A˜∗V \˜L.
For each i ∈ dom(w) note that if v(i) = j, then wt(ti) = kj by construction of A, and also (w, σ [x → i]) ∈ Lj, so(‖ϕ‖V∪{x} , (w, σ [x→ i])) = kj.
We consider now the strict alphabetic epimorphism h : A˜∗V → A∗V defined by h(a, k, s) = (a, s) for each (a, k, s) ∈ A˜V .
Then for any (w, σ ) ∈ A∗V and the unique v such that (w, v, σ ) ∈ L˜,we have
(h(‖A‖), (w, σ )) = (‖A‖ , (w, v, σ ))
=
∏
i∈dom(w)
Φw≤i(wt(ti))
=
∏
i∈dom(w)
Φw≤i
((‖ϕ‖V∪{x} , (w, σ [x→ i])))
= (‖∀x  ϕ‖ , (w, σ )) .
We conclude that ‖∀x  ϕ‖ = h(‖A‖)which by Proposition 3 isΦ-recognizable. 
Taking into account Lemmas 12, 13, 17 and 18, we can now establish one inclusion of (a) (resp. (b)) of our first main
result:
Proposition 19. (a) Let K be commutative. Then KΦ−rmso 〈〈A∗〉〉 ⊆ KΦ−rec 〈〈A∗〉〉 .
(b) If K is additively locally finite, then KΦ−aemso 〈〈A∗〉〉 ⊆ KΦ−rmso 〈〈A∗〉〉 .
In what follows, we shall establish the converse inclusions KΦ−rec 〈〈A∗〉〉 ⊆ KΦ−remso 〈〈A∗〉〉 ∩ KΦ−aemso 〈〈A∗〉〉 . First we
define some useful macros. Let
First(x) := ∀y  (¬S(y, x)).
If ϕ is an atomic formula and ψ anyMSO(K , A)-formula, we put
(ϕ→ ψ) := ¬ϕ ∨ (ϕ ∧ ψ).
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In particular, if ϕ = (x ∈ X) and ψ = kwhere k ∈ K , then for any (w, σ ) ∈ A∗V with σ a valid (w,V)-assignment, we have
(‖(x ∈ X)→ k‖V , (w, σ )) =
{
k if σ(x) ∈ σ(X)
1 otherwise
hence ‖(x ∈ X)→ k‖V is a recognizable step function, and we get
(‖∀x  ((x ∈ X)→ k)‖V , (w, σ )) =
∏
i∈σ(X)
Φw≤i(k).
Furthermore, for set variables X1, . . . , Xn we put
partition(X1, . . . , Xn) := ∀x 
∨
i=1,...,n
(
(x ∈ Xi) ∧
∧
j6=i
¬(x ∈ Xj)
)
.
Now we are ready to show
Proposition 20. KΦ−rec 〈〈A∗〉〉 ⊆ KΦ−remso 〈〈A∗〉〉 ∩ KΦ−aemso 〈〈A∗〉〉 .
Proof. Let A = (Q , in, wt, out) be a weighted automaton over A and K . We set T = Q × A × Q and for each triple
(p, a, q) ∈ T , we consider a set variable Xp,a,q. Let V = {Xp,a,q | (p, a, q) ∈ T } and let X1, . . . , Xm be an enumeration of V,
wherem = |Q |2 |A| .We define the formula
ψ(X1, . . . , Xm) := partition(X1, . . . , Xm) ∧
∧
(p,a,q)∈T
∀x  ((x ∈ Xp,a,q)→ Pa(x))∧
∀x 
Last(x) ∨ ∃y 
S(x, y) ∧ ∨
p,q,r∈Q
a,b∈A
(
x ∈ Xp,a,q
) ∧ (y ∈ Xq,b,r)

 .
To analyze ψ , consider a word w = a0 . . . an−1 ∈ A+ and let Pw = (ti)0≤i≤n−1 be a path ofA over w with ti = (qi, ai, qi+1)
for all 0 ≤ i ≤ n − 1.We define the (w,V)-assignment σPw by σPw (Xp,a,q) = {i | (qi, ai, qi+1) = (p, a, q)}. By standard
arguments this provides a bijection between the set of paths in A over w, and the set of (w,V)-assignments σ satisfying
ψ, i.e., such that (‖ψ‖ , (w, σ )) = 1.
We consider now the formula
ϕ(X1, . . . , Xm) := ψ(X1, . . . , Xm) ∧
(
∃y 
(
First(y) ∧
∨
(p,a,q)∈T
((
y ∈ Xp,a,q
) ∧ in(p))))∧
∀x 
( ∧
(p,a,q)∈T
((
x ∈ Xp,a,q
)→ wt(p, a, q)))∧
∀z 
((∃z ′  S(z, z ′)) ∨ (Last(z) ∧ ∨
(p,a,q)∈T
((
z ∈ Xp,a,q
) ∧ Φa(out(q))))) .
Consider now a word w = a0 . . . an−1 ∈ A+, a path Pw = (ti)0≤i≤n−1 ofA over w, with ti = (qi, ai, qi+1) (0 ≤ i ≤ n − 1),
and let σPw be its associated assignment. Then(‖ϕ‖V , (w, σPw )) = in(q0) · ∏
0≤i≤n−1
Φw≤i (wt(qi, ai, qi+1)) · Φw(out(qn)) = weight(Pw).
Observe that (‖ϕ(X1, . . . , Xm)‖ , ε) = 0 due to the subformula starting with ∃y in ϕ. Thus it remains to deal with the case
w = ε. We have (‖A‖ , ε) = ∑q∈Q in(q)Φε(out(q)) = k. We let ζ = k ∧ ∀x  (∧a∈A ¬Pa(x)) . Then for w ∈ A+ we
have (‖ζ‖ , w) = (∥∥k ∧ ∀x  (∧a∈A ¬Pa(x))∥∥ , w) = 0. On the other hand, (∥∥∀x  (∧a∈A ¬Pa(x))∥∥ , ε) = 1 since an empty
product equals 1 by convention. Thus (‖ζ‖ , ε) = k.
Now let ξ = ∃X1 . . . ∃Xm  (ϕ(X1, . . . , Xm) ∨ ζ ). Then ξ is restricted existential and almost existential, and (‖ξ‖ , ε) =
(‖ζ‖ , ε) = k.Moreover, due to the above bijection, we get forw ∈ A+
(‖ξ‖ , w) =
∑
σ(w,V)−assignment
(‖ϕ‖V , (w, σ )) =∑
Pw
(‖ϕ‖V , (w, σPw ))
=
∑
Pw
weight(Pw) = (‖A‖ , w).
We conclude that ‖A‖ = ‖ξ‖ ∈ KΦ−remso 〈〈A∗〉〉 ∩ KΦ−aemso 〈〈A∗〉〉 . 
Now, the proof of Theorem 11 is immediate by Propositions 19 and 20.
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4. Weighted automata over infinite words
In the rest of the paper we deal with weighted automata and weighted logics over infinite words. Our underlying
semirings will be Rmax and Rmin. But now we intend to compute over infinite words, hence we will use sup and inf instead
of max and min, respectively. The problem of summing up infinitely many factors will be faced by using a discounting
parameter.
Let A be an alphabet. An infinite word w = a0a1 . . . ∈ Aω will be written as w = w(0)w(1) . . . with w(i) = ai, i ≥ 0.
The finite prefix ofw of length i (i ≥ 0)will be denoted byw≤i.We shall write also ω for the set of natural numbers N. The
quantifier there exists infinitely many timeswill be denoted by ∃ω.
In the following, we develop our theory for the max-plus semiring but it will be clear that all of our results are valid if
we replace sup with inf . Thus our theory is valid also for Rmin .
AΦ-discounting over A andRmax is a familyΦ = (pa)a∈A where 0 ≤ pa < 1 for all a ∈ A. Recall from Example 1 that each
endomorphism ofRmax is of the form x 7−→ p ·xwhere p ∈ R+ and p ·(−∞) = −∞. The same result can be proved forRmin
where p · ∞ = ∞. Thus Φ is a family of endomorphisms of Rmax (resp. Rmin). For any finite word w = a0a1 . . . an−1 ∈ A+
(ai ∈ A, 0 ≤ i ≤ n− 1)we shall denote by pw the morphism pa0 · pa1 · . . . · pan−1 and by pε the identity id on Rmax.We put
pw =∏a∈A p|w|aa where |w|a denotes the number of a’s inw. Then pw(x) = pw · x for each x ∈ Rmax. Obviously, for any word
w ∈ Aω, pw≤0 = pε = 1. Note that ifmΦ = max{pa | a ∈ A} then 0 ≤ mΦ < 1 and pw ≤ m|w|Φ for eachw ∈ A∗.
For the rest of the paper we fix an alphabet A and aΦ-discounting over A and Rmax.
An infinitary formal power series (or series for short) over A and Rmax is a mapping S : Aω → Rmax. The class of all power
series over A and Rmax is denoted by Rmax 〈〈Aω〉〉 .
Next, we present two weighted automata models acting on infinite words. Weighted Büchi automata with discounting
were introduced and investigated in [15]. Here we define this model in a slightly more generalized form. On the other hand,
weighted Muller automata were studied in [16] in connection with weighted MSO logics over infinite words. Our Muller
automaton model here is equipped with a discountingΦ so that convergence problems will not be encountered.
Definition 21. (a) AweightedMuller automaton (WMA for short) over A andRmax is a quadrupleA = (Q , in, wt,F ),where
Q is the finite state set, in : Q → Rmax is the initial distribution,wt : Q × A× Q → Rmax is a mapping assigning weights
to the transitions of the automaton, and F ⊆ P (Q ) is the family of final state sets.
(b) A WMAA is a weighted Büchi automaton (WBA for short) if there is a set F ⊆ Q such that F = {S ⊆ Q | S ∩ F 6= ∅}.
Given an infinite word w = a0a1 . . . ∈ Aω, a path Pw of A over w is an infinite sequence of transitions Pw := (ti)i≥0 , so
that ti = (qi, ai, qi+1) for all i ≥ 0. TheΦ-weight of Pw (or simply weight) is the value
weight(Pw) := in(q0)+
∑
i≥0
pw≤i · wt(ti).
Observe that this infinite sum converges; its value is bounded byM ·∑i≥0miΦ = M · 1/(1− mΦ), whereM = max{wt(t)
| t ∈ Q × A×Q }.We denote by InQ (Pw) the set of states which appear infinitely many times in Pw, i.e., InQ (Pw) = {q ∈ Q |
∃ωi : ti = (q, ai, qi+1)}. The path Pw is called successful if the set of states which appear infinitely often along Pw constitutes
a final state set, i.e., InQ (Pw) ∈ F .
TheΦ-behavior (or simply behavior) of A is the infinitary power series ‖A‖ : Aω → Rmax with coefficients specified for
w ∈ Aω by
(‖A‖ , w) = sup
Pw
(weight(Pw))
where the supremum is taken over all successful paths Pw ofA overw. Again, this supremum exists inRmax since the values
weight(Pw) are uniformly bounded.
A series S : Aω → Rmax is called Φ-Muller recognizable (resp. Φ-Büchi recognizable or Φ–ω-recognizable) if there is a
WMA (resp. WBA)A such that S = ‖A‖. The class of allΦ-Muller recognizable (resp.Φ–ω-recognizable) series over A and
Rmax is denoted by RΦ−M−recmax 〈〈Aω〉〉 (resp. RΦ−ω−recmax 〈〈Aω〉〉).
Droste and Kuske [15] considered WBA over Rmax where pa = p (0 ≤ p < 1) for any a ∈ A.
Our next result can be proved by using similar arguments as for Theorem 25 in [16].
Theorem 22. RΦ−ω−recmax 〈〈Aω〉〉 = RΦ−M−recmax 〈〈Aω〉〉 .
In what follows, we wish to provide a logical characterization of the class of Φ–ω-recognizable series in our weighted
MSO logics interpreted over infinite words. For this goal we shall need closure properties ofΦ–ω-recognizable series being
recalled in the following.
For any L ⊆ Aω, the characteristic series of L, 1L : Aω → Rmax is defined in a similar way as for finitary series. Similarly for
S, T ∈ Rmax 〈〈Aω〉〉 and k ∈ Rmax the maximummax(S, T ), the scalar sum k+ S and the sum S + T are defined elementwise
(max(S, T ), w) = max((S, w), (T , w)),
(k+ S, w) = k+ (S, w),
(S + T , w) = (S, w)+ (T , w)
for anyw ∈ Aω.
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Let S ∈ Rmax 〈〈Aω〉〉 . The image Im(S) of S is the set Im(S) = {k ∈ Rmax | ∃w ∈ Aω with (S, w) = k}. We say that
S has bounded image if there is an m ∈ R+ such that k ≤ m for every k ∈ Im(S). Clearly, every Φ–ω-recognizable series
S ∈ Rmax 〈〈Aω〉〉 has bounded image.
Consider two alphabets A, B and a strict alphabetic epimorphism h : A∗ → B∗. Then h can be extended to a mapping
h : Aω → Bω by letting h(w) = (h(w(i)))i≥0 for each w ∈ Aω . For any power series S ∈ Rmax 〈〈Aω〉〉 with bounded image
we define the series h(S) ∈ Rmax 〈〈Bω〉〉 by (h(S), u) = supw∈h−1(u)((S, w)) for u ∈ Bω. Furthermore, for T ∈ Rmax 〈〈Bω〉〉 ,
the series h−1(T ) ∈ Rmax 〈〈Aω〉〉 is specified by (h−1(T ), w) = (T , h(w)) for anyw ∈ Aω.
The next proposition refers to closure properties of Φ–ω-recognizable series. It can be proved in a similar way as for
Muller recognizable series (cf. Propositions 3–6 in [16]).
Proposition 23. (a) The class RΦ−ω−recmax 〈〈Aω〉〉 is closed under max, scalar sum and sum.
(b) Let A, B be two alphabets and h : Aω → Bω be a strict alphabetic epimorphism. Furthermore, for the Φ-discounting over A
and Rmax we assume that pa = pa′ whenever h(a) = h(a′) for every a, a′ ∈ A. If the series S ∈ RΦ−ω−recmax 〈〈Aω〉〉 is Φ–ω-
recognizable, then the series h(S) is Φ ′–ω-recognizable where Φ ′ = (p′b)b∈B is a discounting over B and Rmax determined
for every b ∈ B by p′b = pa for every a ∈ A with h(a) = b. Furthermore, if T ∈ RΦ′−ω−recmax 〈〈Bω〉〉 , then the series
h−1(T ) ∈ RΦ−ω−recmax 〈〈Aω〉〉 isΦ–ω-recognizable.
(c) Let L ⊆ Aω be an ω-recognizable language. Then its characteristic series 1L ∈ Rmax 〈〈Aω〉〉 isΦ–ω-recognizable.
We will call an infinitary series S : Aω → Rmax an ω-recognizable step function (or Muller recognizable step function) if
S = max1≤j≤n(kj + 1Lj) where kj ∈ Rmax and Lj ⊆ Aω (1 ≤ j ≤ n and n ≥ 1) are ω-recognizable languages. Obviously, by
Proposition 23 each Muller recognizable step function isΦ–ω-recognizable.
The following result can be proved by standard constructions.
Proposition 24. The class of all ω-recognizable step functions over A and Rmax is closed under max, scalar sum and sum.
Next we show that (inverse) strict alphabetic homomorphisms preserve ω-recognizable step functions.
Proposition 25. Let A, B be two alphabets and h : Aω → Bω be a strict alphabetic homomorphism. Then h : Rmax 〈〈Aω〉〉 →
Rmax 〈〈Bω〉〉 and h−1 : Rmax 〈〈Bω〉〉 → Rmax 〈〈Aω〉〉 preserve ω-recognizable step functions.
Proof. Let S = max1≤j≤n(kj+1Lj) ∈ Rmax 〈〈Aω〉〉 be anω-recognizable step functionwith kj ∈ Rmax and Lj ⊆ Aω (1 ≤ j ≤ n)
are non-empty ω-recognizable languages. For any u ∈ Bω we have
(h(S), u) = sup
w∈h−1(u)
max
1≤j≤n
(kj + (1Lj , w))
= max
1≤j≤n
sup
w∈h−1(u)
(kj + (1Lj , w))
= max
1≤j≤n
(
kj + sup
w∈h−1(u)
(1Lj , w)
)
= max
1≤j≤n
(kj + (1h(Lj), u))
and hence
h(S) = max
1≤j≤n
(kj + 1h(Lj)).
Since the class of ω-recognizable languages is closed under strict alphabetic homomorphisms (cf. [44]), the last equality
concludes our first claim.
Now assume that T = max1≤i≤m
(
k′i + 1R′i
)
is an ω-recognizable step function over B and Rmax, where for 1 ≤ i ≤ m,
k′i ∈ Rmax and R′i ⊆ Bω is ω-recognizable. Then
h−1(T ) = max
1≤i≤m
(
k′i + 1h−1(R′i)
)
.
The class ofω-recognizable languages is closed under inverse strict alphabetic homomorphisms [44], therefore h−1(T ) is an
ω-recognizable step function and our proof is completed. 
5. Weighted MSO logic with discounting over infinite words
In this sectionwe dealwithweightedMSO logicwith discounting over the semiringRmax, andwe interpret the semantics
of weighted MSO-formulas as infinitary formal power series. Our syntax here is slightly different from the finite case. For
the convenience of the reader we shortly recall from [44,49,50] notions from classical MSO logic over infinite words.
For an infinite word w ∈ Aω we let dom(w) = ω = {0, 1, 2, . . .}, and we define notions like (w,V)-assignments as
in Section 3, replacing A∗ by Aω . Again we encode pairs (w, σ ) for all w ∈ Aω and any (w,V)-assignment σ , by using the
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alphabet AV = A × {0, 1}V as in the finite case. It is well known that the language NωV = {(w, σ ) ∈ AωV | σ is a valid
(w,V)-assignment} is ω-recognizable.
Given an MSO-formula ϕ [44,49], Büchi’s fundamental theorem [7] states that for Free(ϕ) ⊆ V the language
LωV(ϕ) = {(w, σ ) ∈ NωV | (w, σ ) |= ϕ}
defined by ϕ over AV is ω-recognizable. Conversely, each ω-recognizable language L ⊆ Aω is definable by an MSO-sentence
ϕ, i.e., L =Lω(ϕ),whereLω(ϕ) = LωFree(ϕ)(ϕ).
Definition 26. The syntax of the weighted MSO-formulas over A and Rmax is given by the grammar
ϕ ::= k | Pa(x) | ¬Pa(x) | S(x, y) | ¬S(x, y) | x ≤ y | ¬(x ≤ y)
| x ∈ X | ¬(x ∈ X) | ϕ ∨ ϕ | ϕ ∧ ϕ | ∃x  ϕ | ∃X  ϕ | ∀x  ϕ.
where k ∈ Rmax and a ∈ A.
Observe that the above syntax is almost the same as in the finite case (cf. Definition 5). The only difference is that we
exclude Last(x) and we add for practical reasons the atomic formula x ≤ y and its negation.
We shall denote by MSO(Rmax, A) the set of all weighted MSO-formulas over Rmax. The Φ-semantics of weighted MSO-
formulas are infinitary formal power series over the extended alphabet AV and the semiring Rmax.
Definition 27. Let ϕ ∈ MSO(Rmax, A) and V be a finite set of variables with Free(ϕ) ⊆ V . The Φ-semantics of ϕ is an
infinitary formal power series ‖ϕ‖V ∈ Rmax
〈〈
AωV
〉〉
. For any (w, σ ) ∈ AωV, if σ is not a valid assignment, then we put(‖ϕ‖V , (w, σ )) = −∞. Otherwise, we define (‖ϕ‖V , (w, σ )) as in Definition 6, where K = Rmax; also we put
–
(‖x ≤ y‖V , (w, σ )) = { 0 if σ(x) ≤ σ(y)−∞ otherwise.
Note that for calculations of the semantics, the sums in Definition 6 are replaced in Rmax by suprema, similarly the
products by actual sums, the zero 0K of K by−∞ and the unit 1K of K by the actual 0 of R. So,
–
(‖∀x  ϕ‖V , (w, σ )) =∑i∈ω pw≤i · (‖ϕ‖V∪{x} , (w, σ [x→ i])) .
By induction on the structure of ϕ it is easy to show that all the arising suprema and sums exist inRmax, due to the bounds
pw≤i ≤ miΦ for eachw ∈ Aω .
We simply write ‖ϕ‖ for ‖ϕ‖Free(ϕ) . If ϕ has no free variables, i.e., if it is a sentence, then ‖ϕ‖ ∈ Rmax 〈〈Aω〉〉 .
As in the finitary case, the definition of Φ-semantics of a weighted MSO-formula ϕ ∈ MSO(Rmax, A) depends on the set
V . In the following, we show that ‖ϕ‖V in fact depends only on Free(ϕ).
Proposition 28. Let ϕ ∈ MSO(Rmax, A) and V be a finite set of variables such that Free(ϕ) ⊆ V . Then(‖ϕ‖V , (w, σ )) = (‖ϕ‖ , (w, σ |Free(ϕ)))
for each (w, σ ) ∈ AωV, where σ is a valid (w,V)-assignment. Furthermore, ‖ϕ‖ is Φ–ω-recognizable (resp. an ω-recognizable
step function) iff ‖ϕ‖V isΦ–ω-recognizable (resp. an ω-recognizable step function).
Proof. We can follow the proof of Proposition 7 taking into account Propositions 23 and 25. 
The definition of restricted (resp. restricted existential and almost existential) formulas over Rmax and A is analogous
to Definitions 9 and 10. We shall denote by RΦ−rmsomax 〈〈Aω〉〉 (resp. RΦ−remsomax 〈〈Aω〉〉 , RΦ−aemsomax 〈〈Aω〉〉) the class of series in
Rmax 〈〈Aω〉〉 ,which areΦ-definable by some sentence in RMSO(Rmax, A) (resp. in REMSO(Rmax, A), AEMSO(Rmax, A)).
Next, we shall establish our second main result:
Theorem 29. Let A be an alphabet andΦ any discounting over A and Rmax. Then
RΦ−ω−recmax 〈〈Aω〉〉 = RΦ−rmsomax 〈〈Aω〉〉 = RΦ−remsomax 〈〈Aω〉〉 = RΦ−aemsomax 〈〈Aω〉〉 .
First, we will prove by induction on the structure of weighted RMSO-formulas that RΦ−aemsomax 〈〈Aω〉〉 ⊆ RΦ−rmsomax 〈〈Aω〉〉 ⊆
RΦ−ω−recmax 〈〈Aω〉〉 . We can follow the proof of the inclusion K rmso 〈〈Aω〉〉 ⊆ KM−rec 〈〈Aω〉〉 of [16], by considering the Φ-
semantics of weighted formulas and the Φ-behaviors of weighted Muller automata over Rmax. Thus, we only indicate the
constructions wherever it is required.
Lemma 30. Let ϕ ∈ MSO(Rmax, A) be atomic or the negation of an atomic formula. Then ‖ϕ‖ is anω-recognizable step function.
Proof. Assume that Free(ϕ) ⊆ V . Let ϕ = k for some k ∈ Rmax. Then ‖ϕ‖V = k + 1NωV which is an ω-recognizable
step function. Let now ϕ be one of the atomic formulas Pa(x), (x ∈ X), (x ≤ y), S(x, y) or their negations. Obviously, we
can consider ϕ as a classical MSO-formula. Then its infinitary language Lω(ϕ) is ω-recognizable. Thus ‖ϕ‖ = 1Lω(ϕ) is an
ω-recognizable step function. 
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Lemma 31. Let ϕ,ψ ∈ MSO(Rmax, A) such that ‖ϕ‖ and ‖ψ‖ areΦ–ω-recognizable (resp.ω-recognizable step functions). Then
‖ϕ ∨ ψ‖ and ‖ϕ ∧ ψ‖ are alsoΦ–ω-recognizable (resp. ω-recognizable step functions).
Proof. We derive our claim by Propositions 23, 24 and 28. 
Lemma 32. For ϕ ∈ MSO(Rmax, A)with ‖ϕ‖Φ–ω-recognizable (resp. an ω-recognizable step function), the series ‖∃x  ϕ‖ and
‖∃X  ϕ‖ areΦ–ω-recognizable (resp. ω-recognizable step functions).
Proof. We use the same arguments as in the proof of Lemma 17 taking into account Propositions 23, 25 and 28. 
Lemma 33. Let ϕ ∈ MSO(Rmax, A) such that ‖ϕ‖ is an ω-recognizable step function. Then the series ‖∀x  ϕ‖ is Φ–ω-
recognizable.
Proof. We follow the proof of Lemma 18. Then, by the proof of Lemma 15 in [16] the corresponding language L˜ ⊆ A˜ωV is
accepted by a deterministic Muller automaton A˜ = (Q , A˜V, q0, δ,F ). Then we convert A˜ to a WMA A = (Q , in, wt,F )
over A and Rmax as follows:
– in(q) =
{
0 if q = q0
−∞ otherwise, and
– wt(q, (a, j, s), q′) =
{
kj if δ(q, (a, j, s)) = q′
−∞ otherwise ,
for all q, q′ ∈ Q , a ∈ A, s ∈ {0, 1}V .
Proceeding as before, we obtain ‖∀x  ϕ‖ = h(‖A‖)which by Proposition 23 isΦ–ω-recognizable. 
Combining Lemmas 30–33, we obtain
Proposition 34. RΦ−aemsomax 〈〈Aω〉〉 ⊆ RΦ−rmsomax 〈〈Aω〉〉 ⊆ RΦ−ω−recmax 〈〈Aω〉〉 .
Next we shall establish the inclusion RΦ−ω−recmax 〈〈Aω〉〉 ⊆ RΦ−remsomax 〈〈Aω〉〉 ∩ RΦ−aemsomax 〈〈Aω〉〉 . We define implications
ϕ→ ψ as in the finitary case. Then for any k ∈ Rmax and (w, σ ) ∈ AωV with σ a valid (w,V)-assignment, we have
(‖(x ∈ X)→ k‖V , (w, σ )) =
{
k if σ(x) ∈ σ(X)
0 otherwise
hence ‖(x ∈ X)→ k‖V is an ω-recognizable step function, and we get
(‖∀x  ((x ∈ X)→ k)‖V , (w, σ )) =
∑
i∈σ(X)
pw≤ik.
Proposition 35. RΦ−ω−recmax 〈〈Aω〉〉 ⊆ RΦ−remsomax 〈〈Aω〉〉 ∩ RΦ−aemsomax 〈〈Aω〉〉 .
Proof. We try to proceed similarly to the proof of Proposition 21 of [16], but we have to restate all the constructions in our
new syntax. LetA = (Q , in, wt,F ) be a WMA over A and Rmax.We set T = Q × A × Q and for each triple (q, a, q′) ∈ T ,
we consider a set variable Xq,a,q′ . Let V = {Xq,a,q′ | (q, a, q′) ∈ T } and X1, . . . , Xm an enumeration of V,withm = |Q |2 |A| .
We define the formula
ψ(X1, . . . , Xm) := partition(X1, . . . , Xm) ∧
∧
(q,a,q′)∈T
∀x  ((x ∈ Xq,a,q′)→ Pa(x))∧
∀x  ∃y 
S(x, y) ∧
 ∨
q,q′,q′′∈Q
a,b∈A
(
x ∈ Xq,a,q′
) ∧ (y ∈ Xq′,b,q′′)

 .
To analyze ψ, consider a word w = a0a1 . . . ∈ Aω and let Pw = (ti)i≥0 be a path of A over w with ti = (qi, ai, qi+1) for
all i ≥ 0.We define the (w,V)-assignment σPw by σPw (Xp,a,q) = {i | (qi, ai, qi+1) = (p, a, q)}. As in the finitary case by
standard arguments this provides a bijection between the set of paths in A over w, and the set of (w,V)-assignments σ
satisfying ψ, i.e., such that (‖ψ‖ , (w, σ )) = 1.
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Now we consider the formula
ϕ(X1, . . . , Xm) := ψ(X1, . . . , Xm) ∧
(
∃y 
(
First(y) ∧
∨
(q,a,q′)∈T
((
y ∈ Xq,a,q′
) ∧ in(q))))∧
∀x 
( ∧
(q,a,q′)∈T
((
x ∈ Xq,a,q′
)→ wt(q, a, q′)))∧
∨
F∈F
∃x  ∀y  (x ≤ y)→

 ∨
(q,a,q′)∈T
q′∈F
y ∈ Xq,a,q′
∧
∧
q′∈F
∃z 
(y ≤ z) ∧ ∨
a∈A
q∈Q
z ∈ Xq,a,q′


.
Intuitively, the semantics of the subformula in ϕ(X1, . . . , Xm) starting with
∨
F∈F ∃x  ∀y, checks if a path Pw of A over a
wordw ∈ Aω, is successful or not, by taking the value 0 or the value−∞, respectively.
Consider now an infinite word w = a0a1 . . . ∈ Aω, a path Pw = (ti)i≥0 of A over w, and let σPw be its associated
assignment. For t ∈ T , we let Pw(t) = {i | ti = t}. If Pw is not successful, by the Φ-semantics of the formula starting with∨
F∈F ∃x  ∀y,we obtain
(‖ϕ‖V , (w, σPw )) = −∞. Otherwise, we have(‖ϕ‖V , (w, σPw )) = in(q0)+∑
i≥o
pw≤iwt(qi, ai, qi+1) = weight(Pw).
Clearly, the MSO-formula ϕ is almost existential. Let ξ = ∃X1 . . . ∃Xm ϕ(X1, . . . , Xm). Due to the above bijection, we get for
w ∈ Aω
(‖ξ‖ , w) = sup
σ(w,V)−assignment
((‖ϕ‖V , (w, σ ))) = sup
Pw
((‖ϕ‖V , (w, σPw )))
= sup
Pw successful
(weight(Pw)) = (‖A‖ , w).
Thus, we obtain ‖A‖ = ‖ξ‖ ∈ RΦ−remsomax 〈〈Aω〉〉 ∩ RΦ−aemsomax 〈〈Aω〉〉 as required. 
Now the proof of Theorem 29 is straightforward by Propositions 34 and 35.
Corollary 36 (The Büchi Theorem). An infinitary language is ω-recognizable iff it is definable by an EMSO-sentence.
Proof. We use Theorem 29 combined with the fact that the Boolean semiring can be naturally embedded into the max-plus
semiring. 
Finally, we turn to constructibility and decision problems.
Corollary 37. Let K be a computable, additively locally finite, commutative semiring, or let K = Rmax or K = Rmin. Let Φ be a
discounting over A and K . Given an AEMSO(K , A)-formula ϕ whose atomic entries from K are effectively given, we can effectively
compute a weighted automatonA, resp. a weighted Muller automatonA, such that ‖ϕ‖ = ‖A‖.
Proof. We proceed by induction on the structure of ϕ. During the first steps we will be dealing with formulas ψ such that
‖ψ‖ is a recognizable (resp. ω-recognizable) step function, say ‖ψ‖ = ∑1≤i≤n ki ·1Li . Then we always try to compute all
values ki and automata (resp. Muller automata) for the languages Li (1 ≤ i ≤ n). For atomic formulas and their negations,
this is clear. Ifψ ,ψ ′ are of this form, by our constructions we obtain the required values and automata forψ ∨ψ ′,ψ ∧ψ ′,
∃x  ψ, and ∃X  ψ . When we deal with ∀x  ψ , our constructions produce a weighted automaton (resp. weighted Muller
automaton) for ‖∀x  ψ‖. Now assume that ψ , ψ ′ are subformulas of ϕ and we have constructed weighted automata (resp.
weighted Muller automata) A, A′ with ‖ψ‖ = ‖A‖ and ∥∥ψ ′∥∥ = ∥∥A′∥∥. Then we also obtain weighted automata (resp.
weighted Muller automata) for ψ ∨ ψ ′, ψ ∧ ψ ′, ∃x  ψ, and ∃X  ψ effectively by our constructions. 
Unfortunately, for such semirings K as in Corollary 37, the equality ‖ϕ‖ = ∥∥ϕ′∥∥ on A∗, i.e., finite words, for two
AEMSO(K , A)-sentences ϕ, ϕ′ is in general undecidable. Consider K = Rmax, and suppose there was a decision procedure
for this equality. By the construction of Proposition 20, we would obtain a decision procedure for weighted automata A,
A′ of whether ‖A‖ = ∥∥A′∥∥ (as series over A∗). But this is impossible by a result of Krob [33]. Here the interesting open
problem arises whether due to the discounting we might achieve better decidability results for the semirings Rmax or Rmin
over infinite words.
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6. Conclusion
We introduced a weighted logics with discounting over finite words, and we proved its expressive equivalence to
discounted behaviors ofweighted automata.We gave a logicwith a purely syntactic definitionwhich satisfies this expressive
equivalence result whenever the underlying semiring is additively locally finite. Then we investigated Büchi and Muller
automata with discounting over the max-plus and min-plus semiring and we characterized their behaviors as definable
series in a discounting weighted logic over infinite words. This logic also possesses a syntactic definition. In this way, we
obtained an extension of classical and recent results of the theory of formal languages and formal power series, and this
provides an automata (and thus algorithmic) and logical theoretic way to describe the discounting concept which is widely
used in game theory and mathematical economics.
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