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INTRODUCTION 
In his book [3], Robinson gave a method for determining all thep-modular 
irreducible characters of the symmetric groups for odd primes p. However, 
his results for the prime 2 were incorrect. In [4], he gave an explanation of 
why his methods were wrong and gave amended 2-modular decomposition 
matrices for S, up to n = 8 and a decomposition matrix for S’s which he 
believed to be correct. His method is so laborious that it is, in practice, 
impossible to push the results much further. In this paper, the problem is 
approached from an entirely different point of view. The parts of the decom- 
position matrices corresponding to characters of types [n - m, m] and 
[n - m - 1, m, I] are found for all symmetric groups. 
Although the complications will multiply when the methods used here are 
extended to characters of other types, undoubtedly they can be used to 
determine all the 2-modular representations of any particular symmetric 
group. In the cases we consider, the 2-modular irreducible character turning 
up from an ordinary character x is found to be the modular character of a 
module, whose 2-modular character is X, modulo the kernel of a natural 
bilinear form. Another feature common to both types considered is that the 
parts of the decomposition matrices involved are very similar. 
More modular characters of S, can be found from the results given here, 
by using the knowledge of modular irreducibles of S,-, and the methods 
used in [l]. This is illustrated in the final section, where Robinson’s results 
for Ss and S, are checked and all the modular irreducibles of S,, are found. 
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1. PRELIMINARY AND QUOTED RFSULTS 
Throughout this paper “modular” will mean “2-modular.” 
If 4 and x are modular characters, we shall write v _C x if 9, is a constituent 
of x, and if M is a module, we write g, C M if p is a constituent of the character 
of M. 
DEFINITION. We say that a set of modular characters x0 ) x1 ,,.., x%-1 is 
ascending if for each i there is a modular irreducible character cp(xJ that is a 
constituent of xi with multiplicity 1, but not a constituent of any xj for 
j < i and the only constituents of xi are some of q&J, C&J,..., sn(x,). 
It is proved in [3], that if xi = [n - i, i] for 0 < i < 42 and xj* = 
[n - j - 1, j, l] for 1 c j < (n - 1)/2, then the set x0 , x1 ,..., x2*, xs* ,... 
is ascending. We define ~[n - m, m] and q$n - m - 1, m, l] as in the above 
definition of ascending and let rp[n - m, m] = 0 if m > n/2 and 
q.jti-m-l,m,1]=Oifm>,(n-1)/2,orifm<l. 
The set of characters whose Young diagrams have rows of dierent lengths, 
form a spanning set for the space of 2-modular characters. Thus, for small n, 
all or most of the 2-modular irreducibles are given by ~[n - m, m] and 
fp[n - m - 1, m, 11, as an varies. 
Let [n - m, m] = 0 if m > n/2 or m < 0, and let [z - m - 1, m, 11 = 0 
if m > (n - 1)/2 or m < 1. This convention is especially useful when restrict- 
ing or inducing characters from one symmetric group to the next. If x is a 
character of S, , the notation x$ is used for the restriction of x to S,-1 and 
xf for the character induced up to S,, . Then, for instance, [n - m, m]J, = 
[n - m - 1, m] + [KS - m, m - 11, even when m = 0 or 42. 
It is wellknown that two ordinary irreducible characters of S, belong to 
the same 2-block if and only if they have the same 2-core. Hence, for instance, 
if E is odd, [B - i, ;] and [n - j, j] belong to the same 2-block if and only if 
a + j is even. 
Since it is’ the trivial modular character whose multiplicity in an ordinary 
character is most difficult to determine, the next theorem is of interest. 
TI~EOREM 1.1. Suppose G is any $nite group and 9 is a 2-modular irre- 
ducible character of G. Then, either v  is the trivial character, or y is not real, 
or the degree of v  is ewn. 
Proof. Suppose that k is a field of characteristic 2 and G is a finite abso- 
lutely irreducible subgroup of GL(n, k) with n > 1. Suppose, too, that for 
every x in G, tr(x) = tr(&-l), where x’ means the transpose of X. We must 
show that n is then even. 
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There is a nonsingular matrix a such that for all x in G, x = CC’-la-r. 
By Schur’s lemma, a’ = pa, where p is an element of k. Therefore, 
a = a” = (vu’) = pa’ = &, so ,U = 1 and a = a’i For v  and w elements of k”, 
let (v, w} = vaw’. By construction, this is a G-invariant symmetric bilinear 
form. If  V = (v ) (v, v) = 0}, th en V is an invariant subspace of KS of 
codimension at most 1. Therefore, V = kn and ( , ) is alternating. Hence, 
n is even. 1 
COROLLARY 1.2. All the 2-modular irreducible characters of S, , except the 
trivial one, have even degree. If  x is a modular character of S, , the trivial 
character is a constituent of x with even multiplicity if deg x is even, OY with odd 
multiplicity if deg x is odd. 
2. THE MODULES Vnm AND I?,'" 
Throughout this section, the reader might like to refer to the example 
given after Lemma 2.7. 
Let n be fixed in this section, and assume m ,( n/2. 
DEFINITIONS. (i) An unordered m-tuple (i1 ,..., i,) such that all the ij’s 
are different and belong to {l,..., n) is called an m-tuple. 
(ii) For 0 < m < n/2, let Vn* be the vector space over the field of 
2 elements whose basis elements are the (z) different m-tuples. Note that 
V,O has just two elements, 0 and the 0-tuple ( ). 
A general element of V,m is of the form v  = C w,. , where the w,‘s are 
different m-tuples. We call the w,‘s that are involved in v  the words of v. 
We write w E v  if w is a word of v. The action of an element (T of S, on this 
general element v  of Vnm is defined in the obvious way, namely 
C(V) = C u(w,); if w, = (il ,..., C), then ~(w,.) = (u(iJ ,..., CT(Z&J) and if 
w, = ( ) then u(wr) = ( ). This turns Vnm into an S, module. 
Suppose w is a j-tuple and u is an m-tuple. We say i E w if w = (i, iz ,..., ij) 
for some i2 ,..., ij . Then u n w is defined as (il ,..., ik), where (il ,..., ilc) = 
(i(iEuandiEw}.Ifunw=u,wesayu_Cw.Ifunw=(),wesayu 
misses w, and write (u, w) for (il ,..., i& where (il ,..., ik} = (i ) i E u or i E w}. 
I f  v  is an element of Vnm and i E w for some w E v, we say i is involved in v. 
The natural symmetric bilinear form ( , > is put on VSm. That is, for 
m-tuples w, and w, (basis elements of Vnm), we let (wr , wa) = 1 if w, = wa 
and 0 otherwise; we extend this to be a bilinear form for general elements 
of v,“. 
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DEFINITIONS. Let w be a fixed k-tuple with k > 0. 
(i) For m >, 0, g,“(w> is defined by 
g,nz(w} = C (u / u is an m-tuple C w> if m<k 
=C(u\uisanm-tuple3_w) if m > k. 
(ii) For m >, 0, g;“(w) is defined by 
gG”{w> = C (u / u is an m-tuple missing w] 
we shall also write this as grim{--w). Note that gm*“(w) = ( ). 
Geometrically, we may regard gnnl{-w), for instance, as Y.he complete 
graph of m-tuples missing w.” 
DEFINITION. G,“(k} is defined for k >, 0 to be the submodule of I$“‘, 
spanned by elements of the form g,“(w> as w ranges over all k-tuples. 
For k < 0, we define Gnm(k} = G;“(-k). 
DEFINITION. 8,” is defined only for m > 0, but for any k and %,” is the 
module homomorphism from V, qn to Vik’ defined by taking a basic m-tuple 
w of Vam to glz”{w}. 
In the case 0 < k < m, for example, an element v of VmS2 belongs to 
Ker 6k” if and only if each k-tuple is contained in an even number of words 
of v. 
THEOREM 2.1. 
(i) Im %,m = G%“(m], for m > 0 
(ii) Ker ekrn = (G,m(k))i for m 3 0 
(iii) G,‘“(m) z G,%(k}. 
Proof. The first result is obvious from the definition. Now suppose 
O<k<m. Then, u,+*.. + u, E Ker %,Cm + each k-tuple is contained in 
an even number of tl, ,.,., u, + for all k-tuples w, ul + -0. + u, E (g,m(w))i o 
111 -I- -*. + u, E (%Rm{k))‘. Th us, the second result follows in this case. The 
cases m < k and k < 0 can be proved in a similar way. The third result 
follows at once if m > 0. But since Gmm(kj = G;Tnf--k], the conclusion is 
also true when m < 0. 1 
LEMMA 2.2. Let s be a $xed k-tupb with 0 < k < m and let s’ be a j?xed 
subset of s. Then the number of words w of v such that w n s = s’ is even in 
each of the follo&ng cases: 
4w3w3 
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(i) v  E &s Ker 8,m 
(ii) v  E nto Ker 19:~ . 
Proof. Consider case (i). The result is certainly true if s’ = s, since 
v  E Ker 8,“. I f  s’ < s, the number of w E v  such that w 2 s’ is even by the 
definition of v; of these, an even number satisfy w n s > s’ by induction. 
Thus, the required result follows. Case (ii) can be proved similarly. 1 
Taking s’ = ( ) in (i) and s’ = s in (ii), we have the immediate 
COROLLARY 2.3. If  0 < K < m, then &, Ker 8,” = &a Ker eYi . 
We now give a special notation for one of these intersections and derive a 
spanning set for it. 
DEFINITION. E,” = 0:;’ Ker eim = (-$‘!!~’ Ker Pz . 
Note. We adopt the usual convention for empty intersections, so 
()iio Ker eim = Vnm. In particular, EGO = Yno = {O, ( )>. 
It is clear that if v  E E,” and i is involved in v, then the link of i (that is, the 
set of u such that (i, u) E v) belongs to r’. 
DEFINITION. A cross-polytope (c.p.) of m-tuples is defined inductively 
as follows: 
(i) ( ) is a cross-polytope of 0-tuples. 
(ii) I f  C$, wi is a cross-polytope of m-tuples involving the points 
(I,2 ,..., 2m), then xi=, ((wi ,2m + 1) + (wa ,2m- + 2)) is a cross-polytope 
of (m + I)-tuples. 
(iii) I f  CI==, wi is a cross-polytope of m-tuples, then so is any image of 
it under the action of elements of S, . 
A c.p. of m-tuples involves 2” words and 2m points. 
It is easy to see that any c.p. of m-tuples belongs to E,“. We now prove the 
important 
‘THEOREM 2.4. E,” is spanned by cross-polytopes of m-tuples. 
Proof. The result is certainly true if m = 0. Suppose m > 0 and 
0 # v E E,“. Without loss, we may assume (1,2 ,..., m) = w E v. I f  v  
involves just the points 1 to m + k with h < m, let s = (m + l,..., m + k) 
and s’ = ( ). Then w is the unique word of v  such that w n s = s’. This 
contradicts Lemma 2.2(i). Therefore, v  involves at least 2m letters. 
Now, by induction, the link of 1 is the sum of cross-polytopes of (m - l)- 
tuples. Let p = w, + a*. + w, be one of these. Since 1 and p account for 
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just 2m - 1 points, there is another point, say j, involved in v. 
Then (1, WJ + *.* + (1, wr) + (j, WJ + *es + (j, w,) is a c.p. of m-tuples. 
For each c.p. of (m - 1)-tuples involved in the link of 1, construct a c.p. of 
m-tuples in this way and add the sum of all of them to v. This yields a new 
element of E,m with 1 removed and no new points introduced. Hence, by 
induction, v is a sum of cross-polytopes. 1 
If p is a c.p. of k-tuples on {I, 2 ,..., 2k), then each word of p has a unique 
“opposite” word. That is, if w E p, there is a unique u up such that 
u n w = ( ). Suppose that s C (1,2 ,..., 2k). If 1 s / < k, then s misses an 
even number of words of p. If 1 s 1 > k, s contains an even number of 
words of p, since its complement in (1,2,..., 2k) misses an even number. If 
1 s 1 = k, either s is a word ofp and misses the opposite word, or s misses no 
word of p. Hence, we have 
LEMMA 2.5. Suppose m >, k > 0 and Cz=, wi is a cross-polyto$e of 
k-tuples on (1, 2 ,..., 2k}2). Then CI=, gGm{-wi) = &, g,“{wi} = 
C6,z, (u, wi), where C u = gz-“t-(1,2 ,..., 2k)). 
For the moment, assume m > k >, 0 and K = flfzi Ker Bi” = 
(-$Li Ker Pt. Then, it is easy to check that B,“z(K) and B_“,(K) are 
both contained in E,k. However, if Cl=, wi is a c.p. of k-tuples and 
t = C;=‘=, (wi , 2k + I,..., k + m), then t E K and by Lemma 2.5, 
ekyt) = eFk(t) = CL1 wi . In view of Theorems 2.4 and 2.1, we have 
proved 
LEMMA 2.6. If m > k > 0, 
eFk(n~:~ Ker eim), 
then E,k = @km{&; Ker Binz) = 
and so E,” is a submodule of both G,“(m) and GnR(--m]. 
Now we are in a position to generalize Theorem 2.4. 
LEMMA 2.7. Suppose m >, k >, 0 and wI + ..* + w, is a cross-polytope 
of k-tuples on (1, 2,..., 2k). Let Tk be the submodule of Vnm generated by 
C:c1 (wi ,2k + 1 ,..., k + m). Then, Tk = fir:: Ker eim. 
Proof. The result is true for k = m by Theorem 2.4. Assume it is true for 
k = j > 0. Now, we have seen above that niz”, Ker e,T/l ‘> T+, and 
that the images of both of these under em_, is Ej,-‘. But Tj 2: Tj, , so 
TjV1 n Ker /3c1 = T3 = niz Ker Sim. Therefore, the result is true for 
k=j-1. 1 
EXAMPLE. Consider the case n = 6 and m = 3. We may regard {l,..., 6) 
as six points labelled l,..., 6, and Ve3 as the space spanned by the faces of 
triangles on these points. 
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By Lemma 2.7, Ker Bos is spanned by elements of F’s3 looking like 
Ker 0,3 n Ker 0,s is spanned by elements like 
Ee3 = Ker do3 n Ker 8,s n Ker 0,s is spanned by octahedra: 
Ee3 consists of those elements of V6a that have the following three pro- 
perties: 
(a) The element has an even number of triangles. 
(b) Each point is in an even number of triangles. 
(c) Each edge is in an even number of triangles. 
Corollary 2.3 shows that conditions (a), (b), and (c) may be replaced by 
conditions (a), (b’), and (c’), where (b’) and (c’) are: 
(b’) Each point misses an even number of triangles. 
(c’) Each edge misses an even number of triangles. 
G6a(O> is the sum of all the triangles on the six points. 
G,a(l) is spanned by elements like 
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G6a{2j is spanned by elements lie 
G,a(-1) is spanned by elements like 
G6a(-2) is spanned by elements like 
By Theorem 2.l(ii), Ep = G:-(O) + G,s(l) + G&2} = G&O) $ G&-l) 
+ G&-2). 
For an example of an element in E,, 3 that is the sum of more than one 
octahedron, consider n = 8 and 
Next, the modular character of En* is found. 
THEOREM 2.8. If m > K >, 0, then ('$ii Ker eiM = [TA - K, K] + 
[n - K - 1, k + l] + *.* + [n - m, m]. 1~2 pur&&r, l3E3,m = [n - m, m]. 
Proof. It is straightforward to prove that the permutation character of S, 
onS,x S,~,is[n]f[~-l,1]f~~~+[n-mm,m],sothisisthecharacter 
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character of Vmm and the result is true when k = 0. Take a counterexample 
to the theorem with m > k > 0 and with m + k minimal. Then, 
~~:T,“KerBi~=[n-k+l,k-l]+~~~+[n-mm,m]. But, by Lemma 
2.6, O~l(n~~~ Ker f$m) = 0::: Ker 0:--l, which equals [n - k + 1, k - l] 
by induction. Thus, ($1: Ker Birn = [n - k, k] + ... + [a - m, m], after 
all. 1 
We conclude this section with two lemmas that will be useful later. 
LEMMA 2.9. -rf --m < j < m, then G,“( j} is contained in EEL. 
Proof. E$ = (fly=;’ Ker 0,“)l, which by Corollary 2.3, equals 
(nz’l Ker PJ’-. Thus, by Theorem 2.1, E,“’ = CEil G,“(i) = 
x2;’ Grim{-i}. I 
Trivially, En*/ECm n EEL has a submodule of dimension 1 if and only if.it 
has a submodule of codimension 1. The object of the next lemma is to 
investigate this situation. 
LEMMA 2.10. 
(i) If n/2 > m > 0, then E, * does not have a submodule of codimension 1. 
(ii) E,” = E,” n EzL if and only if n is even and m = n/2. 
Proof. Assume n/2 > m > 0. Let CL1 We be a c.p. of (m - l)-tuples on 
(1,2 ,..., 2m - 2). Let pi = CL, {(wi ,2m - 1) + (wi ,2m)} and ps = 
& ((wi ,2m - 1) + (wi ,2m + l)}. Then pi , pa and the sum pi + ps are 
cross-polytopes of m-tuples. In view of Theorem 2.4 and the fact that S, 
is transitive on the crosspolytopes, result (i) follows. 
Now suppose n is even and n = 2m. Consider x:L, wi, as above. 
SF$(C5, wi) = Cig,m(-wi) = xi ((2m - 1, wi) + (2m, wJ>. Thus, E,” 
is contained in Im P;‘. However, Im ST;l = Gmm{--(m - l)), which by 
Lemma 2.9 is contained in EFL. Therefore, E,” = E,” n EEL in this case. 
On the other hand, if 2m < n, consider a c.p. p1 on {1,2 ,..., 2m), one of 
whose m-tuples is (1,2,... ,m). Act on pr by the permutation given by 
m+l-+m+2-+mf3-+ ..=--+2m+2m + l-+m + 1 toobtainanew 
c.p. pa , say. Then, the only word p1 and pz have in common is (1,2 ,..., m). 
Therefore, E,” is not contained in E,““. l 
3. THE PARITY OF THE BINOMIAL COEFFICIENTS 
In this section, a criterion is obtained for the binomia1 coefficients to be 
even and several corollaries are noted for future use. 
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DEFINITIONS. Suppose that a and b are positive integers. We write u(a) 
for the sum of the digits of a, and h(u) for the length of a, when a is written 
in binary. That is, h(a) is the integer such that X(0) = 0 and for a > 0, 
2X(+-1 < a < 2h(@. We say that a and b overlap in binary if they have a 1 in 
common. We say a contains b in binary if X(b) < h(u) and for each 1 appearing 
in the binary expansion of b, there is a 1 in the same place in the binary 
expansion of a. 
THEOREM 3.1. The binomial coefficient (2) is even if and only if y and n - r 
overlap in binary. 
Proof. Let [ ] here stand for “the integral part of.” The highest power 
of 2 dividing n! is CL, [n/ail = n - g(n). Hence, (F) is even if and only if 
u(n - r) + U(Y) > u(n). Th en, it is easy to prove that this condition is 
equivalent to Y and n - Y overlapping in binary. 1 
An illustration of the usefulness of this criterion is given by 
COROLLARY 3.2. (2::) is even for all i between 0 and m - 1 inch&e if and 
only if n = m - 1 (mod 2°C”)). 
Proof. Since m has X(m) digits in binary, m - i and n - m overlap in 
binary for all i between 0 and m - 1 if and only if n - m ends in A(m) l’s 
in binary. This is true if and only if n - m + 1 3 0 (mod 2Q”)). 1 
This corollary gives a necessary and sufficient condition for Gsm(0) to be 
contained in Enm. Theorem 3.1 also yields the following corollaries. 
COROLLARY 3.3. Suppose 0 <j < 2” and j* = j + 2a and 2a+1 divides 
y + 1 and 0 < x < min(y -j*, 2” - 1). Then (“G’) and (jy) are both even 
or both odd. 
COROLLARY 3.4. Suppose k > j 3 0 and ($ is even. Then there is an 
integer u satisfying 1 < u < k and cUfj) even and (‘lg”) odd, 
Since Enm is such an important module in our calculations, it is nice to 
known whether any part of the intersection ny=ir Ker 0:” is superfluous. 
This question is answered next. 
LEMMA 3.5. Suppose 0 < j < m and 0 < k < m. Then Ker t$-, contains 
Ker c.+ if and only if k 3 j and (‘i) is odd. 
Proof. Suppose k <j. Let w, + ..* + w, be a c.p. of (m -j)-tuples on 
the points (1, 2 ,..., 2m - 2j). Let {a, ,..., aj}, (6, ,. . . , b,), and (1,. . . , 2m - 2jzj) 
be mutually disjoint. Then C:=, ((wi , aI ,..., ai) + (wi , b, ,..., bj)) belongs 
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to Ker 0:-, but not to Ker 19:~~ . Thus, we may assume K 2 j. Assume (t) is 
odd. Suppose v is an element of Ker 6:-j and that there are r words of .v 
containing (1, 2,..., m - k}. Now, 0;$, 2 ,..., m) has precisely (5) words 
containing (1,2,..., m - /z}. Hence, e:,(v) = 0 implies that Y is even, and 
thus, v E Ker 0:-k . Next, suppose (!) is even. Then by Corollary 3.4, there 
is a u between 1 and K such that rfi) is even and (uz”) is odd. But this implies 
that g,m{-(1,2,..., n - m - u)} belongs to Ker ez-, , but not to Ker Sz-, . 
This completes the proof. m 
THEOREM 3.6. 
(i) nLil Ker ezm = n, Ker oz.+ , where the second intersection is over 
those j which equal 2” with 0 ,( a < h(m) - 1. 
(ii) flziT: Ker t$m = ny=<’ Ker ezW ;f and only ;f  m is not a power of 2. 
Proqf. From Theorem 3.1, there is a j with 0 < j < K and ($ odd if and 
only if K is not a power of 2. The first result then follows from Lemma 3.5. 
Then, if m is not a power of 2 the intersections in result (ii) are equal. How- 
ever, if m is a power of 2, then Theorem 3.1 shows that (“\:tri) is even for 
0 < i < m and odd for i = 0. Hence, gmm(-(l, 2,..., n - 2m + 1)} belongs 
to Ker dim for 0 < i < m but not for i = 0 and the intersections in result (ii) 
are different. 1 
Note. Provided that m + 2A(*X) - 2 < n, the last part of this proof can be 
adapted to show that no j may be omitted in result (i). 
LEMMA 3.7. Suppose m > k > 0 and for each i with 0 < i < k, G,‘G(m) 
is not contained in Ker eik. Then Gmk{rn) = Vnk. 
Proof. Since Gnk(m} is not in Ker t9,“, (2::) is odd for 0 < i d k. Using 
Lemma 3.5, we get nF=, Ker dim = Ker ohm. Now, by Theorem 2.8, 
[nlk+ [n - i ;I + ... + [n - k, 4 is the character of both VSk and 
i&=+=F; ) . The latter is (Ker 0,m)l = G,“(k} s G,“(m). The result 
0 
4. THE MATRICES 
A type I matrix is a quarter infinite matrix all of whose entries are 0 or 1. 
The rule for determining the position of the l’s is best seen by examining 
the diagram below, in which all the O’s are omitted. It is constructed starting 
at the bottom right-hand corner, where there is a 1, and working leftwards as 
follows. Whenever a 1 occurs, there are l’s immediately northwest and south- 
west from it, except that if this rule gives two l’s in the same place, a 0 is 
inserted instead. 
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Type 1. 
1 
1 1 
11 
1 1 1 
41 11 
I 1 1 1 
Type II with the extra 1. 
Type III without the extra 1. 
1 
2 ;I 
121 
22 1 
12121 
2 i. 2. 2 1 
? 2 121 
Type IV. 
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A type III matrix is constructed by placing a 1 immediately above each 1 
in a type I matrix. A type II matrix is obtained by putting a 1 to the bottom 
right of a type III matrix. A type IV matrix is obtained from a type I matrix 
by inserting 2’s in each column from the top in the following manner: 
Below the top 1, 2’s are placed until the next 1 is met. From this 1 to the 
third 1 are O’s, below the third 1 to the fourth 1 are 2’s, and so on alternately. 
A k x K type I, II or IV matrix is given by the intersection of the bottom K 
rows and the right-hand k columns of the corresponding infinite matrix. A 
k x (k - 1) type III matrix is obtained in the same way, counting the first 
right-hand column as the one with l’s in it. 
DEFINITIONS. ol(x, m, j) is the jth entry in the mth row of an x by x type I 
matrix. /3(x, m, j) and S(x, m, j) are defined in the same way, replacing “type I” 
by “type II” or “type IV”, respectively. y(x, m, j) is defined in the same 
way, replacing “x by x type I” by “x by x - 1 type III.” 
These matrices have many useful properties, several of which are collected 
together in the next lemma, the proof of which is straightforward. 
LEMMA 4.1. 
(i) If m -j is odd, then 0l(x, m, j) = 0. 
(ii) I f  m - j is even, then 7(x, m, j) = y(x, m + 1, j) = 
4x, m + 1, j + 1). 
(iii) /3(x, m, j) = y(x, m, j), unless x = m = j. 
(iv) ol(x, m, j) = ol(x + 1, m + 1, j + l), and similarly for /3, y, and S. 
(4 P(~,m,j)+1B(x,m+l,j)=6(x,m+l,j)for m<x--1. 
(vi) 01(x, m + 1, 1) = 1 if and only if 2x contains m in binary. 
(vii) ol(x, m + 1, j) = 0 for all j between 1 and m inclusive if and only ;f 
2x = 2m (mod 2A(9. 
(viii) For a fixed m, suppose that 6(x, m + 1, 1) = 2 and j is least such 
tlllatS(x,m+l,jf1)=1.Then,S(x,j+1,1)=2and2x-2j(mod2~~~~). 
(ix) 6(x, m, j) = 01(x, m, j) if and only if both are 0 or 1. 
Several parts of this lemma follow from the fact that the steps described 
below define all the matrices by induction. 
(a) Suppose iI& is an x by x type I matrix. 
(b) Add to each row of Mr , the row below it. This gives an x + 1 by x 
type III matrix Ma . 
(c) Put a 1 at the bottom right-hand corner of Ma . This gives an 
x + 1 by x + 1 type II matrix Ma . 
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(d) Add to each row of Ma the row above it. This gives an x + 1 by 
x + 1 type IV matrix M4. 
(e) Omit all the 2’s in n/r,. This gives an x + 1 by x + 1 type I 
matrix, bringing us back to step (a). 
At this stage, we illustrate how these steps will fit the matrices into the 
pattern of things. 
Suppose (correctly) that part of the decomposition matrix of S, is a 3 by 3 
type I matrix: 
d51 d4,lI VI39 21 
[51 1 
114,ll 1 
[3,21 1 1 1. 
I?jow, [n - m, m1.j = [a - 1 - m, m] + [n - m, m - 11, so looking at 
restrictions from S, , we get: 
[4,2]$ 1 1 1 * 
1 
This 4 by 3 type III matrix turns out to be the same as the matrix of 
[6] ,..., [3, 31 by ?[6] ,..., ~$4, 21. Therefore, by restricting from S7 , we get 
PM d5,11 
[71J 
F,Lli 1 1 Y 
[5,21$ 2 2 
[4,3]$ 2 1 :. 
We prove later that the matrix of [7],..., [4, 33 by 9$7] ,..., ~[4,3] is actually 
this matrix with the 2’s omitted and a 1 put in the bottom right-hand corner; 
that is, a 4 by 4 type I matrix. 
Let i& be the matrix of [n], [n - 1, l] ,... by &a], ~1% - 1, l] ,... and 
.il&+r be the corresponding matrix of S,, . The above examples indicate that 
if iw, is type I, then Mm, is “at most” type III (we prove that it is type III) 
and if n/r, is type III, then n/r,+, is “at most” type IV (we prove that it is 
type I). The first step, that for S, the matrix of [l] by vpfl] is 1 by 1 type I, is 
trivial, 
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5. THE RESULTS FOR CHARACTERS OF TYPE [a- m,nz] 
The theorem that enables us to find the constituents of [n - m, m] is 
THEOREM 5.1. If n/2>m>j>r>O and n=m+j-1 (mod 
2n(“-T)), then [n - j,jJ C [n - m, m] + 2;:: [n - i, i]. 
Proof. By Lemma 2.7, &, Ker f3,j is spanned by eIements of the form 
x:=1 (wi , 2r + l,..., j + Y), where xi=, wi is a c.p. of r-tuples on (1,2 ,..., 2~). 
Using Lemma 2.5, we find that this element is mapped by t9:, to 
C~&‘,(u, wi), where 2, is the sum over u an (m - r)-tuple contained in 
(y +j + l,..., n>. Since n - (r + j) z (m - r) - 1 (mod 2A(nz-r)), it follows 
from Corollary 3.2 that /3k(&z, Ker of) is contained in E,“. On the other 
hand, @.,,(n~~~ Ker Q) is isomorphic to n:z”, Ker t$j//J~~~ Ker B$ n Ker @., 
which, by Theorem 2.l(ii), is isomorphic to 
which is isomorphic to G,j(--m}/(n::f Ker t9,j)’ n G,j{-m}. Now, G-9(--m) 
contains E,j = [n -j, j] by Lemma 2.6 and (n:Zi Ker B+ = [n] + **. + 
[n - r + 1, r - 11 by Theorem 2.8 and the fact that V,j = [n] + **. + 
[n -j, j]. Combining this information gives the result. 1 
We now come to the statement of the main theorem of this section, which 
says that the matrix of [a], [n - 1, I], [n - 2, 2],... by cp[n], q$n - 1, l] ,... is 
of type I if 1z is odd, or type III if n is even. 
THEOREM 5.2. 
(i) Jfn = 2x - 1, then [n - mm] =CEo+,m + L.i+ l)dn -j,jl. 
(ii) ~~fn=2x,then[~-mm,m]=~~~y(x+1,m+l,j+1)~[n- 
iii. 
The proof of this theorem is in two parts. First the result is shown to be 
“maximal” in the sense that it describes the greatest number of times 
~[a - j,j] can be constituent of [z - m, m]. Second, Theorem 5.1 is used to 
show that all the supposed constituents of [n - m, m] really are there. 
Assume from now on that Theorem 5.2 is correct for symmetric groups on 
fewer than n letters. 
LEMMA 5.3. The maximum number of times p[n - j, ~1 can be a constituent 
of [n - m, m] is: 
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(i) y(x + 1, m + 1, j + 1) ;f n = 2x. 
(ii) ~y(x, m + 1,j + 1) ifn = 2x - 1 andj > 0. 
(iii) 6(x, m + 1,1) if 12 = 2x - 1 u%Endj = 0. 
Pvoof. 
[n - m, m]J = [n - m - 1, m] + [n - m, m - l]. (11 
Case 1. n = 2x. The multiplicity of v[n - j - 1, j] on the right-hand 
side of (1) is a(x, m + 1,j + 1) + ~l(x, m, j + 1) and by Lemma 4,1(i), (ii), 
and (iv), this equals y(x + 1, m + 1, j + 1). Hence, ~[n - m, m] & 2 
~[n - m - 1, m] for 0 < m < x and result (i) follows. 
Case 2. n = 2x - 1. The multiplicity of [n - I] on the right-hand side 
of (1) is y(x, m + 1, 1) + y(x, m, l), which by Lemma 4.1(G) and (v) equal 
6(x, m + 1, 1). This proves result (iii). 
To prove result (ii), first observe that if m - j is odd, ~[n - j, j] belongs to 
a different block from [n - m, m] and “(x, m + 1, j + 1) = 0. Thus, let us 
assume m - j is even. Now, 
[n - m, ml&J = [n - m - 2, m] + 2[n - m - 1, m - l] + [n - m, m - 2]- 
(21 
Since the only constituents of [n - m, m] are of the form cp[n - i, i] with 
m - i even, it follows that p[n - m, m].JJ 3_ 2~[n - m - 1, m - l] for 
m > 0. The multiplicity of ~[n - j - 1, j - 11 on the right-hand side 
of (2) is E(X - 1, m + 1, j) + 201(x - 1, m,j) + c~(x - 1, m - 1,j) = 
201(x, m + 1, j + 1). Therefore, if j > 0, the maximum multiplicity of 
(~1% - j, j] in [PZ - m, m] is 01(x, m + 1,j + l), This proves result (ii). 1 
If n = 2x - 1 and xi = [n - i, ;I, Theorem 5.1 shows that we have the 
following rule: 
x>m>j>r>O 
and 
2x s m + j (mod 2A(nt-+9 
LEMMA 5.4. 
Hypothesis: x > 1 and x0 , x1 ,..., x,+1 are ascending and the maximzcm number 
of times &yi) can be a constituent of xm is known to be 01(x, m + 1, j + 1). We 
also have the rule described above. 
Con&ion: The multiplicity of x0 in xm is ol(x, m + 1, 1). 
Proof. By Lemma 4.1 (vi), we must show’ that if 2x contains m in binary, 
then x0 C xm m This is certainly true if m = 0. 
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Let I = (i 1 for some m of length i, 2x contains m in binary). 
Suppose that i E I and we have proved that if A(j) < i and 2x contains j in 
binary, then x0 C xj . Then, it is sufficient to prove that x,, _C xm for m = K -j, 
where K is the smallest positive residue of 2x(mod 29. But k - j > 2i-1 > 
j > 0 and 2x = m + j (mod 2h(m9, so x0 _C xj _C xlra , as required. 1 
LEMMA 5.5. Suppose we have the hypothesis of Lemma 5.4. Then, the 
multiplicity of q&) in xm is a@, m + 1, j + 1). 
Proof. The result is true for j = 0 by Lemma 5.4. 
For i > 0 let 
xi* = xi - x0 if XOCXi 
= xi otherwise. 
Ifx-1>m-1>j-1>~~Oand2(x-l)r(m-l)+(j-l) 
(mod 2Mm-1-d ), then xj _C xm + CL, xi and so xj* C xm* + CL, xi*. 
Therefore, we get a rule relating to x - 1 characters labelled x1*, x2*,..., x,*-r , 
and the result follows by induction. 1 
Looking at the proofs of the last two lemmas, it is clear that we have proved 
Theorem 5.2(i) apart from the multiplicities of [n]. The proof will be complete 
with the following. 
LEMMA 5.6. If  n = 2x - 1, the maximum number of times [n] can be a 
constituent of [n - m, m] is a(%, m + 1, 1) 
Proof. Suppose that 6(x, m + 1, 1) = 2. We must show that [a] is not a 
constituent of [s - m, m]. Letj be the least integer such that 6(x, m +j,j + 1) 
equals 1. Thenj > 0, and our results so far show that [n - m, m] 2 q~[n - j,~j. 
Now, 2x E 2j (mod 2Ao)) and S(x,j + 1, 1) = 2 by Lemma 4.l(viii). Thus, 
by part (vii) of the same lemma, 01(x, j + 1, i) = 0 for 0 < i < j and hence, 
E,j = [ti - j, j] = y[z - j, j] + ~[n], where K = 0, 1 or 2. Since Lemma 
5.3 shows that [n - j, 1-J 4 > 2[a - l] and [n - m, ml& 2 2[n - 11, it will be 
sufficient to prove that K = 0. If  E,i contains a submodule of dimension 1, 
this must be G,i(O>. But by Corollary 3.2, this would imply 2x - 1 = j - 1 
(mod 29 and hence, j E 0 (mod 2”(j)), a contradiction. Further, Lemma 
2.10(i) shows that E,j does not have a submodule of codimension 1. There- 
fore, K = 0 as required. B 
The proof of Theorem 5.2(ii) is similar, but easier, because there are no 
worries about how often [n] is a constituent. 
We now list some interesting corollaries of Theorem 5.2. 
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COROLLARY 5.7. 
(i) Forneeren,[n]-[[n-1,1] +[~-2,2]--..f(-l)ni2tn/2,12/2] 
is xeyo on 2-regular classes. 
(ii) For n even and m < n/2, y[n - m, m]J = y,En - 1 - m, m]. 
(iii) For n odd = 2x - 1, ~[x, x - 1l.J = 24x, x - 23. 
(iv) S, has a 2-modular irreducible character of degree 2nl2-1 ;f n is even, 
OY 2(+l)jz if n is odd. 
Note. Using Nakayama’s form of Murnaghan’s rule involving hooks [2], 
it is easy to prove that the expression in result (i) is zero on all elements 
containing a cycle of odd length. Result (iv) (which here follows at once from 
results (ii) and (iii)), can be deduced fairly easily from result (i). 
We have seen that all the constituents of .Emm besides q~[n - m, m] have 
been deduced from the fact that under certain conditions, e<,(fi~~~ Ker 8%) 
is contained in E,m. But Im $., = GST”(-j), which is contained in Ef by 
Lemma 2.9. Lemma 2.1O(ii) shows that E,‘” n Ef is less than Earn for 
m < n/2, so we have 
THEOREM 5.8. For m < n/2, y[n - m, m] = E,“IE,m n Ez”. 
6. THE MODULES Wnm,H,m, AND F,p 
We now show how the methods used so far can be adapted to deal with the 
characters of type [n - m - 1, m, 11. 
For m > 0, consider the module Wnm spanned by elements of the form 
(l*, 2, 3 ,..., m +- 1); that is by (m + 1)-tuples containing one special point 
(called the starred point). Let Hnm be the submodule consisting of all elements 
having the property that the link of each starred point belongs to Eln,, . By 
construction, H,” is isomorphic to 
EzmI T = [n - m, m] + [n - m - 1, m + l] + [ti - m - 1, m, l] 
and 
Hf = E:TI t. 
Define the module homomorphisms # from W$n to Vr+l and E from 
v/m+1 to WRm by n 
$Ju*, 2,..., m + 1) = (1,2,..., m + 1) 
and 
E(1, 2,..., m + 1) = (l*, 2,3 ,..., m + 1) + (1,2”, 3 ,..., m i 1) +- *.* 
+ (1, L., (m + II*). 
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Then, Ker + is spanned by elements of the form (l*, 2,..., m + 1) + 
(1, 2*,..., m + 1). Hence, Im E is contained in (Ker $)‘- and if m is odd, Im E 
is contained in Ker #. Since E is injective, Im E s iJ’F+l g Im $ s (Ker #)‘- 
and so Im E = (Ker #)‘. Also, e(flzr Ker Oy+‘) is contained in H,” and by 
Lemma 2.7 and Theorem 2.8, #(Z&m) = nyil KerBy+’ = [B - m, m] + 
[n - m - 1, m + I]. 
Let F,” = H,” n Ker # = 1;z - m - 1, m, I]. It is easy to show that 
F,” is spanned by elements of the form 
gu*J> w> + (l”, 37%) + (2”, l,wg) + (2”, 3,w,) + (3*, l,W$) 
+ (3”, 2, Wi>>, 
where ci=, wi is a c.p. of (m - l)-tuples, missing 1,2, and 3. 
Henceforth, we shall assume n and m are fixed, with 1 < m < n - m - 1 
and we write H = H,” and F = F,“. 
Putting the natural bilinear form on W%m, we find that the factors that are 
labelled the same in the following diagram have the same constituents. 
Since we can calculate the constituents of H n HL from our knowledge of 
the constituents of E,“_, n Efl , we set about determining a and 6 in dia- 
gram V. 
H 
I b 
I 
F + (F’n H) 
7 Y 
F + (HnH? F’,H 
C 
/ 
+ (HnHV 
b 
\ 
HnH’ 
b 
\ 
“/ 
F, H’ 
I e 
I 1 0, 
Diagram V 
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LEMMA 6.1. 
(i) ffmisudd,thencp[n-m-l,m+l]Cb 
(ii) If m -+ 1 is a power of 2, and [n] C [n - m - 1, m + l], then 
q$n--m-l,m+l]+[n]Cb. 
PYOO$ Let K = nE1 Ker 6y+l and E = Ezil = K n Ker 0r+r. Since 
m is odd, E(K) C H n Ker + n (Ker #)‘- SF n FL. It is straightforward to 
show that if v is an element of Vz+r and the link of every point of v belongs 
to E:: , then v belongs to Ez’-lL. Thus, 4(F n H-“) C E-~(P) C EL. There- 
fore, all the constituents of K/K n El- are contained in .F A FL/F n H” = 6. 
If m + 1 is not a power of 2, K = E by Theorem 3.6(ii) and result (i) follows 
from Theorem 5.8. 
Thus, assume the hypothesis of result (ii). Now, since K contains E as a 
submodule of codimension 1, we will be home if we can prove that 
K n EL = E n EL. If n = 2x - 1 then ol(x, m + 2, 1) = 1 and if n = 2x, 
then y(x + 1, m + 2, 1) = 1. Since m $ 1 is a power of 2, Lemma 4.1 can 
be used to show that there is a j satisfying m + 1 > j > 0 and n GZ j f m 
(mod 2a(nzf19 and n - 2m - 1 > j. By Corollary 3.2 and Lemma 2.9, 
$+I(-(1, 2,..., j)}, = g, say, belongs to E n E’- and $$+“(-(I, 2 ,..., n - 
2m - I)] = g, say, belongs to K, but not E. Kence, if there is an element u 
in K n E’, but not E n EL, then u = g, f e for some e in E. Then 
0 = (u, g& = (ga , g,). This is a contradiction, since every word of gs is a 
word of g, and g, has an odd number of words. I’ 
Noite. When m = 1, (1,2) + (2, 3) + (3, 1) belongs to Ker 6,2 and the 
image of this element under e is (I*, 2) + (l*, 3) + (2*, 1) + (2*, 3) + 
(3*, 1) + (3*, 2). Since such elements span Fnl, F,l = F,l n FiA g Ker d12 
= [n - 2,2] + [n]. 
The object of the next few lemmas is to prove Theorem 6.2, which deter- 
mines all the constituents of F n FL when n is odd. 
THEOREM 6.2. Assume n is odd and a, b, and c are as desmibed in diagram V. 
(i) Ifmisoddandm+lisapowerof2and[n]~[?z-m-l,m+l], 
then a = [n - m, m] + [n - m - 1, m + I] - y[n - m - I, m -I- 11 - [n], 
b = p7[n - m - 1, m + I] + [n] and c = 0. 
(ii) .lf m ;is odd and we are not in case (i), therz a = [n - nz, m] + 
+ [n - m - 1, m + l] - q[n - m - 1, m + 11, b = y[n - m - 1, m + l] 
and E = 0. 
(iii) If m is even, t&72 a = [n - m, m] + [?z - m - I, m f l] - 
Q.T[TZ - m - 1, m + 11, b = 0 and c = v[n - m - 1, m + l]. 
481/38/z-4 
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LEMMA 6.3. If n is odd, H n HL[F n HL contains [n - m, m]. 
Proof. Let CI=, wi be a c.p. of (m - 1)-tuples on {3,4,..., 2~2) and let 
u = C$ g,m(-(1, wJ}. Then u belongs to Gz!l{-(m - l)>, which by 
Lemma 2.9 is contained in E$ . By Lemma 2.5, u = ~~=r ((2, WJ + 
(2m + 1, WJ + (2m + 2, wi) + ... + (n, wJ>. Since n - 2m + 1 is even, 
u belongs to EF-, n EF”_:. . Let v  be obtained from u by interchanging 1 and 2. 
Then (l*, u) + (2*, v) belongs to H n H-‘, with the obvious interpretation 
of (l*, u) and (2*, v). But $((l*, u) + (2*, v)) = CLIC~.~m+l ((1, j, wd + 
(2,j, wJ>. This last element is sent by 0$+’ to ~~=r ((1, wi) + (2, we)>, a c.p. 
of m-tuples. Thus, $(H n HL) h as a constituent isomorphic to E,” as 
required. 1 
We know that H/F = [n - m, m] + [n - m - 1, m + l] = a + 6 + c. 
The lemma just proved shows that a > [n - m, m], when n is odd. Since 
[(n - 1)/2, (n + 1)/2] = 0, the proof of Theorem 6.2 is complete in the case 
when 2m + 1 = n. From now until the proof of Theorem 6.2 is finished, we 
will assume ra is odd and at least 2m + 3. 
Next, we set about getting the other parts of H n H’-/F n HA = a. In the 
proof of Theorem 5.8, we saw that all the constituents of E,“+” n Ez+lL turn 
up as images under @,,+,, of fiiii Ker O,j for some 0 < Y <j < m + 1 ,< n/2. 
For n odd, g)[n - m, m] is not a constituent of [a - m - 1, m + 11, because 
it is in the wrong block. Thus, we may strengthen the inequality j < m + 1 
to j < m. If  n = j + m (mod 2A(“f1)) and n G j - 1 (mod 29, then 
[n] 2 [n - j, j] C [n - m - 1, m + l] by Theorem 5.1. Further, if m + 1 
is a power of 2, b will then contain [n] by Lemma 6.1. Since H/F = 
[n - m, m] + [n - m - 1, m + 11, H/F contains each constituent (in- 
cluding [n]) with multiplicity 1. Hence, results (i) and (ii) of Theorem 6.2 will 
be proved when we have shown 
LEMMA 6.4. Suppose n is odd, (n - 3)/2 > m > j 2 Y > 0 and n E m + j 
(mod2"'"+l-") 
(i) If Y = 0 and n E j - 1 (mod 29 and m + 1 is a power of 2, 
then z&H n HJ-) has a submodule isomorphic to a module of codimension at most 1 
in @(,,,)( V,j). 
(ii) In all other cases, #(H n HL) has a submodule isomorphic to 
B~,m+l,(n~‘r,’ Ker Q). 
Proof. Case 1, Y > 0. Let Es1 wi be a c.p. of (r - I)-tuples on 
(3, 4,..., 2~) and suppose K satisfies Y + j + 1 < k < n. Let V~ = 
xi=, gnm{-(R, 1, wi , 2r + 1, 2r + 2 ,..., r + j)>. By Lemma 2.5 vlc = 
Ci&, (u, wi), where C u = go+“‘{-(K, 1, 3,4 ,..., r + j)}. Since m > j 
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and n - j - r E m - r (mod 2n(m+1-r)), vK belongs to Er-r n Egfr , where 
the n - 1 points are (2, 3,..., n). Let vk’ be obtained from vk by interchanging 
1 and 2. Add I* to each word of vlc and 2* to each word of vlc’ and act on the 
sum of the resulting elements by 16. The element ifk of #(H n HL) is obtained, 
where uE = Ci=r& {(l, wi , t) + (2, wi , t)> and Et = girVT(--(k, I, 2 ,..., 
Y +j)>. Now, Cfzl{(l, wi) + (2, wi)} is a c.p. of r-tuples on {l, 2 ,..., 2r) and 
equals Cfil wi’, say. Since n - (r + j) - (m + 1 s; v) is odd, if 
-yt, = gz++l-‘(-(l, 2,..., r +$!I, then Ck,.+j+l uk = Ci=lCt, (w’, 0. By 
Lemma 2&:, this equals xi-r gz’“{-(wi, 2~ + 1,2r + 2,..., Y + j)}. But 
e~cm+l,(ni=o Ker V) is spanned by such objects, by Lemma 2.7 and the 
result is proved in this case. 
Case 2, r=O and n+f:-l(mod2A(j)). Thenj>O and n=m+j 
[mod 2A(m+1-19, so by Case 1, #(H n HL) contains @(,,+,,(Ker Q) z 
Ker B,j/Ker @ n Ker @,,+,, . The conditions and Lemma 2.6 imply that 
G,j{O} g E,j 7 G,j{-(m + l)}. H ence, by Theorem 2.1, Ker SJ does not 
contam Ker 02_(,,1, . Since Ker 02 is of codimension 1 in Vnf, it follows that 
BL(,,,,(Ker S$) s eic,+r,(Vnj), as required. 
This proof also shows that when Y = 0, $(H n H-L) has a submodule 
isomorphic to a module of codimension at most 1 in 8jfm+,(V,f). Thus, we 
are left to prove the result in the following. 
Case 3, Y = 0 and n = j - 1 (mod 2”(i)) and m + 1 not a power of 2. 
Let j* =j + 2A(m+l)-l and define k by k - j = m + 1 - 2”(m+1)-r. Since 
2”(j) < 2h(n2+1), then 2A(j) divides both n - m - j and n - j + 1 and hence, 
also m + 1. Because m + 1 is not a power of 2, it follows thatj* < m + 1 < 
2n(m+1) - 2”(j) < 2”fm+l) - j. If j* = m, then m + j is even, contradicting n 
odd and congruent to m + j (mod 2). Therefore, m > j* > k -j + 1 > 0, 
By Case 1, #(H n P) contains f??~~+,(&~ Ker Bji*). 
Now, in binary, n - m -j ends in at least h(m + 1) zeros. Thus, 
n - m - 1 - 2j has l’s in the xth place for h(j) + 1 < x < X(m + 1). But j* 
has h(m + 1) digits and j* - (k - j) has at least X(j) + 1 digits. Therefore, 
forO<i<k-j,n-m-1-2j(=n-k---j*)andj*--overlapin 
binary. Theorem 3.1 implies (n$$) are all even. Therefore, Gi,*(-k] is, 
contained in ($Li Ker fir. Thus, if v is a fixed k-tuple, C {gF+““{-w} j w E 
gj,“-v>}, = ur say, belongs to #(H n Hl). Next, we show that it1 = 11% , 
where us = C(gE”{-w> 1 w E glzj(v)>. 
Suppose that s is an (m + 1)-tuple such that j s n v j = k - j - x with, 
-j<x<k-j(soIsvv/ =m+l +j+x).ThensEu,ifandonlyif 
(“-“$-j-x) is odd. But for -j < x < 0, n - m - 1 - x -j* and j* overlap 
in binary. Thus, s E ur if and only if (n-m;z-j-2) is odd and 0 < x < k - j, 
Now, n >, m + j + 2A(m+1) > 2m + 2j f  1. Hence, k - j < 
min(n _ m _ j _ j* - 1, 2X(m+l)-l - 1). Also, 0 < j < 2~Cm+l)-l and 2A(“+ll 
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divides n - m -j. By Corollary 3.3, s EU~ if and only if (I?) is odd and 
O<x<k-j.Thatis,ifandonlyifs~u,. 
We have now proved that us E #(Hn H”>. Since 2A(i) divides k -j, it 
follows that for 0 < i <j - 1 (:z:) is odd. By Lemma 3.7, G,j{k> = V,j. 
By letting v vary, we deduce that #(H n H”) contains Gz+‘{--j}, which 
equals L~L~~+~,( V%i), as required. j 
It remains to prove result (iii) of Theorem 6.2. Suppose m is even. We 
still have a -3 [n - m, m] + [PZ - m - 1, m + l] - ~[ti - m - 1, m + l] 
by Lemmas 6.3 and 6.4 and we have to decide whether a, b, or c c8ntains the 
final constituent 9)[ti - m - 1, m + 11. Since v[f.z - m - 1, m + l] is 
not in the same block as [n - m - 1, m, l] = F, then b = 0. Now, 
p)[n - m - 1, m + l] J contains ~[n - m - 2, m + 11. The constituents of 
E:T1 n E::l are of the form Q+Z - 1 - i, ;] with i < m, and for 
i < m [n - i - 1, ;] t$ does not have p)[n - m - 2, m + 11 as a constituent. 
Since H CT HL = EE, n E,nz_:f, it follows that a does not contain 
~[n - m - 1, m + l] and so c = ~[a - m - 1, m + 11. This completes 
the proof of Theorem 6.2. 
7. THE RESULTS FOR CHARACTERS OF TYPE [n - m - 1, m, l] 
We start by defining numbers K(X, m), which will count the multiplicity 
of [n]. 
DEFINITIONS. 
(i) ~(x,m)=2a(x,m+1,1)+2~(x,m+2,1) if1 <m<x--1 
and m + 1 is not a 
power of 2. 
= 0 otherwise. 
(ii) v(x, m) = 201(x, m + 2, 1) ifl<m<x-landmflisa 
power of 2. 
=l ifm=O, 
=o otherwise. 
(iii) K(X, m) = CT” ,=ly(x + 1, m + 1, i) ~(x + 1, i - 1) - ~(x + 1, m). 
Recalling that for x > y, ~[y, x, l] = ~[n - 2, 1, l] = 0, by definition, 
we state 
THEOREM 7.1. For n = 2x + 1, the constituents of [n - m - 1, m, l] for 
1 < m < x are a.9 follows: 
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(i) F~meven,{n-m-l,m,l]=~~,r(~,m,j)9)[~-j-l,j,~~ 
+ ffi - m, ml + 4x, m) [4. 
(ii) Formodd,[n-m-1,m,1]=~~,y(x,m,j)~[n-j-~,j,1] 
+ [n - m - 1, m + 11 + 46 m) bl. 
For n = 2x, and 1 < m < x - 1, we have 
(iii) Formeven,[n-m-1,m,1]=~~2~(X,m+l,j+l)~[~-j- 
l,.i, 11. 
(iv) Formodd,[n-m-l,m,1]=~~,a(x,m+l,j+1)~[%-j- 
Lj, 11 + !3 - m - 1, m + l] + ~~=<’ 01(x, m, i + 1) &z - i, i] + K(%, m) [a]. 
It is possible to restate this theorem in terms involving only type I-IV 
matrices, temporarily ignoring the multiplicity of [FZ]. For instance, the matrix 
of [s - 2, 1, 11, [n - 4, 3, l], [rz - 6, 5, l] ,... by y[n - 2, 21, q[n - 4, 4],... 
is h by $z type II if n = 4k + 1, k by R type I if n = 4h + 3, h by h - 1 
type III if n = 4K, or K by K type IV if n = 4k + 2. However, by choosing x 
and m Carefully, We Can make K(X, WI) as large as We please. 
Proof of Theorem 7.1. It is tedious, but straightforward to check by 
methods similar to those in Lemma 5.3, that the multiplicities of all the 
modular irreducible characters, except perhaps [B], in [n - m - 1, m, I] 
can be tit most the numbers claimed in the theorem. Therefore, we assume 
that the given multiplicities, except that of [n], are maximal. 
Case 1, n = 2x + 1. We prove by induction, that for 1 < m < s, 
F/Fr’~F~=cpfn-m- 1, m, 11. This is true for m = 1 by the note to 
Lemma 6.1, so assume it is true for j < m. Since q$n - j - 1, j]? = 
H,j/H,i n Hi,” for 1 <j < m, we get from Theorem 6.2 that 
cp[n -j - 1, j]f = y[n -j - 1, j, l] + 2q4n -j - 1, j f l] + .(x f 1, j) [=I 
for j odd. 
and 
q+z -j - 1, j]l‘ = cp[n -j - 1, j, 11 -I- y,En -i - l,j + 11 i 4X -i- 12) bl 
for j even. 
This is also true if j = 0. 
Now assume m is odd. Then, by Theorems 5.2 and 5.8, H n H”- = 
E:!, n E,“-“, 7 = Czil y(x f 1, m + 1,j + 1) q$n - j,j]t. This equals 
~~~~1~(x~l,m+l,j+1)~[n-j-l,j,1]_t~~~~1~’2~(x+l,m+l, 
2i - 1) v[n - 2i -f- 1,2i - l] + 2 COZY’)” y(x + 1, m + 1,2i) &z - 2i, 2i] 
+ IZEl’r(x + 1, m + l,j + l)+ + L.8 bl- 
Now, y(x + 1, m + 1, 2i - 1) = 01(x + 1, m + 1, 29 and 
y(x + 1, m + 1,2;) = CY(X + 1, m + 2,2i + 1). Using Theorem 5.2, we get 
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Ir~KL=~~~1~(X,m,j)gi[n--j-l,j,l]+[n-mm,m]+2[~-m-1, 
m$l]-2&z-m-l,m+l]+(~~,y(x+l,m+l,i)v(x+l,i-1) 
- 24x + 1, m + 2, 1)) [n]. By Th eorem 6.2, F n FL = H n H’- - 
- [n - m, m] - [n - m - 1, m + 1] + 2p[n - m - 1, m + 1] + r[n], 
where~equals2ifm+lisapowerof2andol(x+l,m+2,l)=landr 
equals 0 otherwise. Therefore, 201(x + 1, m + 2, 1) - Y = ~(x + 1, m). 
HenceF nF’- = CEi’y(x, m,j) p[n -j - l,j, 1] + [n - m - 1, m + 1] + 
+ K(X, m) [n]. Thus, all the possible constituents of [n - m - 1, m, 1] lie 
in F n FL except ~[n - m - 1, m, 1] and maybe some further multiple of 
[n]. But it is easy to show, as in Lemma 2.10, that F does not have a sub- 
module of codimension 1. Therefore, F/F IT FL = y[n - m - 1, m, l] and 
the result follows. 
In the case m is even, the result follows in exactly the same way. 
Case 2, n = 2x. We may assume results (i) and (ii) are true for S,,, , by 
Case l.Result (iv) is true for m = 1 by the note to Lemma 6.1. We assume 
that for 1 <j<m 
(a) The constituents of [ti - j - 1, j, 1] are given by results (iii) and 
(iv). 
(b) Forjeven > 2,9[n -j,j, 11.J = ~[a -j - l,j, 1] + V[Z -j,j]. 
(c) Forj odd > 1, ~[n -j,j, 114 = p[n -j - l,j, 11. 
For the moment, assume m is even. An alternative expression for 
[n - m, m - 1, 1] is obtained first. We have ~(x + 1, m) = 
24x + 1, m + 1, 1) = V(X + 1, m - 1) + y(x + 1, m - 1). Since v(x + 1, i) 
isOforieven>O,~(~,m)-~(~+l,m+l,l)=~~~y(~+l,m+1,2i) 
~(~+l,2i-l)-~(~+l,m)=v(x+1,m-l)+~~~~~”~~(~+l,m,2i) 
v(x + 1,2i - 1) - ~(x $ 1, m) = K(X, m - 1) - y(x -I- 1, m, 1). Hence, for 
m even between 2 and x - 1, 
m-2 
[n - m, ml + C a!x,m--l,i+l)~[n-i,i]+fc(x,m-l)[n] ( 
i=l 
-[la-m+l,m-l]+f ( 0:X, m + 1, i + 1) ~[n - i, il + KC+ 4 IIf 
i=Z 
Still assuming m even, the result for S,, gives [n - m, m, 1] = 
Cz, Y(X, m, j) p[n - j, j, 11 + [= - m + 1, ml + 4X3 4 fn + 11, 
SO [n - m, m, 1] 4 = [fz - m - 1, m, 1] + [7z - m, m - 1, 11 + [z - m, ml = 
[n - m, m] + [n - m + 1, m - I] + ~[n - m, m, 114 4 +, m) @I + 
C:zT2)‘2 y(x, m, 29 fp[n - 2i, 2i3 + C:YJL2)‘2 (~(3, m, 24 y[fz - 2i - 1,2i, 1] + 
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y(x, m, 2i f 1) &z - 2i - 2,2i + 1, 111, using the induction hypotheses 
(b) and (c). Now, by Lemma 4.1(i) and (ii), 
(m-a) 12 
2 y(x, m, 2i + 1) ~[fl - 2i - 2% + 1, 11 
which, by the induction hypothesis (a) and the alternative expression for 
[n - m, m - 1, l] derived above, equals 
[n - 712, m - 1, l] - [n - m + 1, m - 1) - K@, m) [n] 
Again, using Lemma 4.1, we deduce that 
~[TZ - m, m, l]J. = En - m - 1, m, 11 + 9[m - m, ml 
Therefore, all the constituents that we claim to be inside [m - m - 1, m, 11 
are in fact constituents and so the decomposition of [n - m - 1, m, l] is 
correct. (Note that [n] is not a constituent as it is in the wrong block.} Also, 
~[n - m, m, 114 = cp[m - m - 1, m, l] + ~[n - m, m], which gives the next 
inductive step (b). 
Next, assume m is odd. We restrict [a - m, m, l] from S,, as above, and 
this time obtain 
?[a - m, m, 11 J, = [tz - m - 1, m, l] - [n - m - 1, m + l] - K(X, m) [n] 
m-1 
- za +, m + l,j + 1) FE -ii - l,i, 11 
W-1 
- jz 4~ m,j + 1) rpb -i,.il. 
Thus, again we get all the constituents of [n - m - 1, m, 11 that we 
claimed were there. By the result for the maxima&y of these constituents, 
~[m - m, m, l].J = ~[n - m - 1, m, l] + (some multiple of [ml). But this 
multiple of [a] must be zero by Theorem C of [l]. This concludes the proof 
of Theorem 7.1. m 
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8. APPLICATIONS 
In this section, we show how to apply the results of Theorems 5.2 and 7.1 
to check Robinson’s results [4] for the 2-modular irreducible characters of S, 
with n. = 8 and 9. When n < 7, the theorems are even easier to apply. 
Finally, all the 2-modular irreducibles of S,, are calculated. 
Case 1, n = 8. From Theorem 5.2, we have at once that part of the 
decomposition matrix is of type III: 
$31 vi79 11 dk 21 d5931 
PI 1 1 
[7, 11 1 1 
[6> 21 1 1 
c5931 1 1 1 
c4,41 1 1 
A quick calculation shows that ~(4, 3) = 2. By Theorem 7.1, 
[5,2, 11 = d4,3, 3) d5,2, 11 = P[5,2, 11. 
[4, 3, 11 = d4,4,4) d4,3, 11 + [4,41 + ~(4,3,2) p[7,11 + a(4,3,3) d6,21 
+ ~(4,3) PI 
= d4,3, 11 + vD[7, 11 + d6 21 + d5,31 + 2W 
These equations give the last two modular irreducibles ~[5,2, l] and 
d493, 11. 
Case 2, n = 9. Theorem 5.2 shows that the part of the decomposition 
matrix corresponding to the characters of the form [n - m, m] is type I: 
PI 
P> 11 
[7,21 
[6,31 
r5941 
Now, ~(4,2) = 0 and ~(4, 3) = 2, so 
[6,2, 11 = y(4,2,2) 9~[6,2, 11 + [7, 21 + ~(4, 2) PI = (~16, 2, 11 5 d7, 21 
+ PI- 
[5,3, 11 = ~(4, 3,2) p[6,2, 11 + ~(4, 3, 3) ~15, 3, 11 + [5, 41 + ~(4, 3) PI- 
= v[6,2, 11 + 9~[5,3, 11 + d7921 + d5941 + 2[91. 
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Thus, 9$6,2, l] and q[S, 3, l] are given by these equations and there is 
one modular irreducible left to be found, namely, 9$4, 3,2]. 
Since {4,3,2] has Zcore [2, I], the only possible constituents of [4,3,2] 
are [8, 11 and [6, 3] (both of which are irreducible). 
Inducing up (p[4,3, l] = [4, 3, l] - [S, 31 - 2[8] from Ss and ignoring 
characters in the principal block, we find that there is a modular character 
[4, 3, 21 + [4,3, la] - [6,3] - 2[X, 11. Referring to the character table of 
&‘a , we find that i4, 3, 17 = [4,3,2] + [6, 31 on 2-regular classes. Hence, 
there is a modular character [4, 3, 21 - 18, 11. Now [4, 3,214 = 6[8] + 
q[7, I] + 2~8621 + ~[5,31 + 3~1473, 11. But [g, 114 = 2[8] + rp[7, l] and 
[6,3)J = 24p[7, l] + 2~[6,2] + ~[5,3]. Looking at the multiplicity of 
~[7, I], we deduce that [4, 3,2] - [S, 11 is the last irreducible (p[4, 3,2] we 
are seeking. Thus, we have checked Robinson’s results for n = 8 and 9. 
Case 3, n = 10. This time we get 
[101 
P> 11 
f% 21 
[7>31 
E641 
[59 51 
Also 
and 
[7,2, 11 = %Jc7,2, 11, 
t5,4, 11 = cp[77,2, 11 + q-+5,4,11, 
[6, 3>11 = d6,3, 11 + %@,21 + 9[7,31 -I- &i 41 + [lo]. 
Since it is in a block by itself, [4, 3,2, l] is irreducible. 
The only irreducible left to be calculated is 93[5! 3,2]. For this, first 
observe from the character table that [S, 3,2] = [4,32] + ~[6, 3, 1] + 
d321 + a;16 41 on 2-regular classes. Also, ~[5, 3, l] = [37 - 2[9]. Noting 
that [4, 37 = [33, I] on 2-regular classes, we get that 
&X3, l]t = 2[4, 32] - 2[10] - 2[9, 11 = 2[4, 32] - 4[10] - 2co[9, 11. 
Hence, there is a modular character [S, 3,2] - pf6,3, l] - ~[g, 21 - 
d6,41 - 2[10] - q[9, I], = x, say. The only possible constituents of J 
besides s~[5, 3, 21, are of the form (p[lO - m, rn]? or (p[6, 3, 11. Bu 
PW -m,mli =9-Q - m ml, d6 3, 11i = 2f91 + 2&i, 2, 11 + 9[5, 3, 1: 
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and x$ = ~[5, 3, I] + ~[4, 3, 21. Hence, x is irreducible and must be 
QJ[5, 3,21. 
If  the full decomposition matrix is needed, it can be worked out by finding 
how each ordinary irreducible character restricted to 2-regular classes can be 
written in terms of the modular irreducibles. Alternatively, Robinson’s 
methods give a set of columns spanning the same space as the columns of the 
decomposition matrix, and since the right number of linearly independent 
rows has been found, the full decomposition matrix can rapidly be calculated. 
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