Most recent approaches to monocular 3D pose estimation rely on Deep Learning. They either train a Convolutional Neural Network to directly regress from image to 3D pose [3] , which ignores the dependencies between human joints, or model these dependencies via a max-margin structured learning framework [4] , which involves a high computational cost at inference time. In this paper, we introduce a Deep Learning regression architecture for structured prediction of 3D pose from monocular images that relies on an overcomplete auto-encoder to learn a high-dimensional latent pose representation and account for joint dependencies.
Most recent approaches to monocular 3D pose estimation rely on Deep Learning. They either train a Convolutional Neural Network to directly regress from image to 3D pose [3] , which ignores the dependencies between human joints, or model these dependencies via a max-margin structured learning framework [4] , which involves a high computational cost at inference time. In this paper, we introduce a Deep Learning regression architecture for structured prediction of 3D pose from monocular images that relies on an overcomplete auto-encoder to learn a high-dimensional latent pose representation and account for joint dependencies. For this purpose, we first train an overcomplete auto-encoder that projects joint positions to a high dimensional space represented by its middle layer, as depicted by Fig. 1(a) . We then learn a CNN-based mapping from the input image to this high-dimensional pose representation as shown in Fig. 1(b) . This is inspired by Kernel Dependency Estimation (KDE) [2, 5] , which maps both input and output to high-dimensional Hilbert spaces via kernel functions and learns a mapping between these spaces. In that, it can be understood as replacing kernels by the autoencoder layers to predict the pose parameters in a high dimensional space that encodes complex dependencies between different body parts. As a result, it enforces implicit constraints on the human pose, preserves the body statistics, and improves prediction accuracy. Finally, as in Fig. 1(c) , we connect the decoding layers of the auto-encoder to this network, and fine-tune the whole model for pose estimation. Our contribution is to show that combining traditional CNNs for supervised learning with autoencoders for structured learning preserves the power of CNNs while also accounting for dependencies, resulting in increased performance.
Using Auto-Encoders to Learn Structured Latent Representations:
We use a denoising auto-encoder that can have one or more hidden layers to model the dependencies between joints. We train our auto-encoder to take as input a noisy pose vector,ỹ, and return a denoised y as output.
To learn the network parameters, θ ae , we rely on minimizing the square loss between the reconstruction obtained by the auto-encoder mapping function, f ae (ỹ, θ ae ), and the original input, y, over the N training examples. To increase robustness to small pose changes, we regularize the cost function by adding the squared Frobenius norm of the Jacobian of the hidden mapping g(·), that is, J(ỹ) = ∂ g ∂ỹ (ỹ) where g(·) is the encoding function that maps the noisy inputỹ to the middle hidden layer, h L . Training can thus be expressed as finding
where λ is the regularization weight. Unlike when using KDE, we do not need to solve a complex pre-image problem to go from the latent pose representation to the pose itself. This mapping, which corresponds to the decoding part of our auto-encoder, is learned directly from data. * indicates equal contribution Regression in Latent Space: Once the auto-encoder is trained, we aim to learn a mapping between the image and the latent representation of the human pose. To this end, we make use of a CNN to regress the image, x, to the high-dimensional representation that was previously learned by the auto-encoder, h L , with a mapping function f cnn (·). Given N training examples, learning amounts to finding the model parameters, θ cnn , by
Fine-Tuning the Whole Network: Finally, as shown in Fig. 1(c) , we append the decoding layers of the auto-encoder to the CNN discussed above, which reprojects the latent pose estimates to the original pose space. We then fine-tune the resulting complete network for the task of human pose estimation. Denoting the complete set of model parameters by θ f t , and the mapping function by f f t (·), we minimize the squared difference between the predicted and ground-truth 3D poses.
Results: We evaluate our method on the Human3.6m dataset [2] and report our results along with three state-of-the-art approaches [2, 3, 4] in Table 1 . Our method consistently outperforms all the baselines. Fig. 2 depicts example pose estimation results on Human3.6m. Following [1] , we show in Table 2 the differences between the ground-truth limb ratios and the limb ratios obtained from predictions based on KDE, CNN regression and our approach. These results evidence that our predictions better preserve these limb ratios, and thus better model the dependencies between joints. 
