The TORCH time-of-flight (TOF) detector is being developed to provide particle identification up to a momentum of 10 GeV/c over a flight distance of 10 m. It has a DIRC-like construction with 10 mm thick synthetic amorphous fused-silica plates as a Cherenkov radiator. Photons propagate by total internal reflection to the plate periphery where they are focused onto an array of customised position-sensitive micro-channel plate (MCP) detectors. The goal is to achieve a 15 ps time-of-flight resolution per incident particle by combining arrival times from multiple photons. The MCPs have pixels of effective size 0.4 mm Â 6.6 mm 2 in the vertical and horizontal directions, respectively, by incorporating a novel charge-sharing technique to improve the spatial resolution to better than the pitch of the readout anodes. Prototype photon detectors and readout electronics have been tested and calibrated in the laboratory. Preliminary results from testbeam measurements of a prototype TORCH detector are also presented.
Test-beam and laboratory characterisation of the TORCH prototype detector 
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Introduction
The goal of the TORCH (Timing Of internally Reflected CHerenkov photons) detector is to achieve a 15 ps time-of-flight resolution per incident charged particle over a flight distance of 10 m. TORCH is designed for large-area coverage, of approximately 30 m 2 , and has been proposed for the upgrade of the LHCb experiment to complement the particle identification capabilities of the RICH detectors. The timing precision is accomplished by combining arrival times from multiple photons, requiring a resolution of 70 ps for single photons [1] . A schematic of a single module of the TORCH detector is shown in Fig. 1 .
A prototype TORCH detector has been constructed which is a scaled-down version of the full TORCH module, and consists of a synthetic amorphous fused-silica bar, 120 Â 350 Â 10 mm 3 Charge sharing between pixels maintains the required spatial resolution whilst halving the number of readout channels. Fig. 3 is an example of a hit-map pattern that would be expected in the TORCH prototype, produced using a GEANT4 simulation with 180 GeV/c protons traversing the centre of the TORCH module [2] . Cherenkov light is internally reflected in the quartz bar and is detected on the plane of MCP-PMTs via an additional reflection in the focussing block. A folding of the image pattern is observed due to reflections from the side faces of the quartz bar; there is also a finite width of the pattern resulting from chromatic dispersion in the quartz. It is important to correctly distinguish photons that have one or more side reflections from those that do not, because these class of reflections correspond to different path lengths, and hence times of propogation, of the photons inside the quartz bar.
Readout chain characterisation
The readout chain for the TORCH prototype detector is based on the NINO front-end amplifier/discriminator ASIC that was originally developed for the TOF system of ALICE, along with the HPTDC chip for digitisation [3, 4] . Customised electronics boards have been developed using a 32-channel version of the NINO chip and HPTDC, as shown in Fig. 4 .
The performance of the MCP and full electronics readout chain has been studied with a Picosecond Diode Laser system (PiLasAdvanced Laser Diode Systems) attenuated to produce single photons, and optimised for measurements of efficiency, spatial and time resolution. Laboratory measurements of the charge to width calibration of the NINO32 were made using a pulse generator to inject charge and an oscilloscope to record the output signals. The calibrations over several channels, with a programmed threshold of 60 mV for the Time Over Threshold (TOT) NINO front-end amplifier/discriminator, are shown in Fig. 5 . The curves exhibit two important features. Firstly the calibration of charge-to-width is not linear, and secondly the behaviour changes from channel-to-channel and from chip-to-chip. This demonstrates that it is necessary to perform a charge-to-width calibration on every individual channel.
The Phase-2 MCP-PMT tube was tested in the laboratory to understand its charge-sharing properties. The measurements were performed with the laser scanning over four pixels of the tube in 0.414 mm steps (half the width of a pixel). The hit position was then calculated using a Centre of Gravity (CoG) algorithm in which the CoG was first calculated from the position of the pixel centroids weighted by the uncalibrated TOT widths of the signals
, where the sum is overall pixels. Fig. 6 shows the actual laser position on the MCP-PMT photocathode as a function of the resulting measured position. The estimated position was then re-calculated by using the CoG weighted with the charges calculated from the charge-to-width calibration curves:
. The resulting linear behaviour, also seen in Fig. 6 , illustrates that the charge sharing method is effective in achieving improved spatial accuracy, however it also reinforces the importance of accurate NINO calibrations.
Previous measurements of the NINO readout demonstrate that a spatial resolution of σ = 0.031 mm is achievable [5] . These measurements were performed with a different MCP-PMT, readout electronics and calibration methodology to that presented here. Futher studies with different tubes and readout boards will be undertaken to study the optimal spatial resolution performance.
Testbeam preliminary results
Studies of the TORCH prototype detector, shown in Fig. 7 , have been performed at the CERN PS testbeam facility using a π p / beam of 1-12 GeV/c momentum; the nominal beam composition was 67% pions and 33% protons at 3 GeV/c. The purpose of the tests was to understand the spatial and timing resolutions of TORCH in a realistic environment and to optimise the TORCH design. The PS facility provides two Cherenkov threshold counters and one scintillation detector. The TORCH MCP-PMT, readout electronics and radiator with focussing quartz block were housed in a light-tight box. A pair of scintillation finger modules, each containing one plastic scintillator read out by a PMT, provided an event trigger. In each of these two modules, a borosilicate bar acting as a source of prompt Cherenkov light and read out by a single channel MCP, provided a start/stop timing reference. The stations, shown in Fig. 3 . A hit-map pattern expected from a fully instrumented TORCH prototype module. The area outlined in black shows the expected hit-map pattern measured by a single Phase-2 MCP-PMT. Fig. 4 . A photograph of the customised electronic boards for TORCH. The NINO board is at the top left side, the HPTDC board on the bottom left side. The readout board on the right is connected through an Ethernet cable to the control PC. The HPTDC and readout boards are connected through a back-board that has the capability to operate with four NINO and HPTDC boards. Reference measurements of the time of flight of 3 GeV/c beam particles between the two borosilicate stations were made in order to compare the timing resolution of the TORCH readout electronics (with an HPTDC time binning of 100 ps) and with the commercial module (with a time binning of 6.25 ps). Figs. 8 (Top and Bottom) compare the reference TOF distributions for protons and pions measured with the commercial module and with the TORCH readout, respectively. The TOF difference is found to be Δ ≈ ± t 1638 5 ps for the commercial setup and Δ ≈ ± t 1680 11 ps for the TORCH readout. Any discrepancy can be attributed to systematic differences in the time binning of the two systems. These results agree with the expected time of flight difference between pions and protons of Δ ≈ t 1690 ps at 3 GeV/c over the nominal flight path.
Preliminary results from the TORCH prototype are compared with simulation in Fig. 9 . The simulations show the distribution of photon arrival times in bins of 100 ps as a function of photon position at the MCP-PMT plane. The timing of the photons and their positions form bands, corresponding to those photons arriving directly to the MCP-PMT and those with one or two reflections from the lateral sides of the quartz radiator plate. In comparison, the testbeam measurements are also shown in Fig. 9 . The time projections as a function of hit pixels recorded by the fully instrumented MCP-PMT demonstrate that patterns from direct detection and from one or more side reflections can be resolved. Detailed analysis of these data is on-going.
Conclusions and perspectives
Prototype micro-channel plate photon detectors and readout electronics for the TORCH time-of-flight detector have been tested and calibrated in the laboratory. These detectors use charge division to provide spatial measurements that have a resolution better than the pixel width. Measurements in the laboratory with a laser scanned over the MCP photocathode show a spatial response which is linear, and giving an acceptable resolution. The measurements show the importance of a full charge to width calibration of the NINO32 electronics boards.
The first CERN-PS testbeam measurements from a prototype TORCH detector have also been presented. Preliminary results show that direct, first and double reflections from the quartz sides are distinguished in raw data. Full calibrations must now be applied to the measured data in order to achieve optimal spatial and timing resolutions. 
