Abstract-Calibration is a classical issue in computer vision. This work presents a camera calibration approach for single viewpoint cameras which can be modeled by the unified spherical projection. The paper extends the method of perspective camera calibration using virtual visual servoing, to central cameras and particularly to omnidirectional cameras. The contribution is the development of simultaneous intrinsic and extrinsic calibration of N central cameras stereo rig.
I. INTRODUCTION

A. Overwiew
Single viewpoint cameras are a family of sensors of which viewlines intersect themselves at a unique point. Perspective or catadioptric cameras with some optics and mirror type [1] are central.
Stereovision generally uses several cameras on a rig. In central omnidirectional vision, a few systems exist using two catadioptric cameras [2] or one camera and two or more mirrors [3] , [4] (Fig. 1 ).
(a) (b) Fig. 1 . Stereo catadioptric sensors. (a) a classical way to make an omnidirectional stereo rig. It can also be vertical leading to different properties [2] . (b) Omnidirectional stereovision is achieved with only one camera and four mirrors [4] .
Central cameras can be modeled by the unified spherical projection model [5] . The calibration of such a parametric model is a numerical process allowing to find parameter values of the model. This paper proposes a new approach to estimate projection parameters of a central camera and particularly of a stereo rig composed by N central cameras.
Calibration is necessary to recover metric information from images. This is a common problem as well in perspective vision [7] , [6] as in omnidirectional vision [8] , [9] , [10] . Marchand et al. [6] proposed a virtual visual servoing (VVS) based perspective camera calibration. VVS [11] , [12] is a nonlinear optimization technique useful for pose computation and extendable to calibration, receiving the wide knowledge of visual servoing.
Works about calibration of stereo rigs generally tackle perspective cameras [7] or are specific to a sensor. This paper extends the VVS based central stereoscopic pose estimation method [13] to calibration of N cameras using points detected in images as corners of a known chessboard.
After a recall of the unified projection model, VVS based calibration of central camera and then stereoscopic system are tackled. Finally, calibration results are presented and compared to an existing monocular method. Following the unified spherical projection model for central cameras [5] , a 3D point X = X Y Z T is first projected onto a unitary sphere, centered at 0 0 ξ T (Fig. 2 ). The obtained point is then perspectively projected on the image plane as x = x y 1 T , knowing intrinsic parameters
B. Central sensor modeling
where
T is the point on the normalized image plane and the pixelic point u = u v 1 T is obtained by the relation u = Kx. K is the intrinsic parameters matrix including p x , p y , the generalized focus and u 0 , v 0 , the coordinates of the principal point. We also define pr γ (X) = Kpr ξ (X).
C. Stereovision
For a rig of N cameras, each camera is modeled by the unified model. Poses of N − 1 cameras of the rig, modeled by homogeneous matrices cj M c1 , are defined w.r.t. the reference one:
II. CENTRAL SENSOR CALIBRATION
The pose computation problem is defined as a VVS issue. Usually, image based visual servoing aims to move a camera to a desired pose minimising errors between current image features and features of the image acquired at the desired pose. The VVS virtualizes the camera and starting from an initial pose, moves the virtual camera to make a perfect correspondence between the object forward projection, for its virtual pose, and the object in the real image.
The virtual camera is defined by its projection function pr γ () and its position c M o . With r, the pose vector, the method estimates the real pose minimizing the error ∆ between detected points u * i and current points obtained by forward projection for the current pose u i (r):
The error to be regulated is, hence, e = u(r) − u * . Imposing an exponential decrease of the error, the features motion is linked to the virtual camera byė = −λe, only depending ofu [6] :u
∂r is known as the pose interaction matrix related to a normalized omnidirectional image plane point x [14] and other Jacobians are easy to compute.
The VVS control law for calibration using p images is then [6] :
with v i , the camera pose velocity vector associated to image i,γ the time variation of intrinsic parameters (unique for the images set) and u * i , the points set detected in image i and H is: 
with r i , the pose vector linked to image i. Poses are then updated using the exponential map of
and intrinsic parameters are updated by γ t+1 = γ t +γ.
III. CENTRAL STEREOSCOPIC CALIBRATION
Extending the mono camera approach, the optimization criterion becomes [13] :
Considering L j , the camera j pose interaction matrix, the stereo pose interaction matrix is then [13] :
(9) cj V c1 is the twist transformation matrix between velocity vectors of camera 1 c1 v and camera j cj v. cj R c1 and cj t c1 are the rotation and translation blocs of cj M c1 and [ cj t c1 ] × , the skew-symmetric matrix of cj t c1 . So, with cju i , the set of time variation of camera j features in image i, the stereoscopic calibration control law for p images is:
... 
IV. RESULTS
Non-linear optimization methods need an initial guess. Each camera parameters set is coarsely initialized with u 0 , v 0 at the image center, p x , p y at the half vertical size of the image (mirror radius). ξ is initialized with its known theoretical values [5] . Then, the pose of each camera is initialized with the adaptation we did of a linear pose computation method [16] . The calibration grid is a 82 cm × 105 cm chessboard of 7 × 9 squares. 
A. Monocular calibration and comparison
In this section, calibration results are evaluated for a single camera modelled by a sphere using the approach presented in section II. Comparison is made with the Mei's toolbox [8] .
This experiment show the calibration of a catadioptric camera composed by a camera (Sony DFW-SX910) and a Remote Reality paraboloid optic (one of the two camera visible in figure 1(a) ). Six calibration images of 1280×960 pixels resolution are used for a total of 288 points (Fig. 3) . Calibration results using VVS or Mei's Toolbox are the same, up to 10 −4 for standard deviation of backprojection error in favour of VVS. This result validates our approach.
B. Stereo calibration a) Two omnidirectional cameras calibration: Calibration results of the two cameras stereo rig ( Fig. 1(a) ) show an equal estimated value of ξ (Tab. II), which is coherent since mirrors are of the same model and of a precise work. Considering both cameras are vertical, the manually measured horizontal distance between them is about 38.5 cm and the vertical one is 9 cm. Estimation errors of these distances are respectively 0.13 cm and 0.05 cm. Finally, sensors orientations are quasi identical, which is well shown by the weak estimated rotations. Initial values of parameters come from the individual calibration of each catadioptric sensor and the initial relative pose is computed thanks to the chessboard poses in a pair of images. (Fig. 4) , leading to a similar mirror resolution than for the multiple cameras stereo rig of the previous experiment. The four mirrors are placed in a square with a side length of 3 cm. The used calibration target is still a chessboard but measuring 20 cm × 25 cm to be able to place it near the FOO in order to reduce uncertainties due to the weak baseline.
Intrinsic parameters precision is tough to evaluate but if extrinsic parameters are well estimated, it can be deduced that intrinsic ones are correct. The error of extrinsic parameters estimation, i.e. cj M c1 for 2 ≤ j ≤ 4, is computed from the six distances between the four mirrors (Tab. IV). The mean error of the six distances is 1.5 mm, leading to a 4% relative error, computed with the ratio of the mean error over the mean real distance between mirrors.
V. CONCLUSION A new calibration method of stereoscopic omnidirectional sensor has been presented. The method allows the simultaneous intrinsic and extrinsic calibration of a N cameras rig. Results show the achievement of calibration and are competitive with existing approaches. Finally, this method also allows the calibration of non standard cameras, such as the FOO sensor. 
