Social media is the baby born out of the confluence of digital technology and human beings' desire to collaborate. Past researches in social media networks have mostly concentrated on investigation of large networks, which do not fully capture the micro-level dynamics of the network. In this study, an indepth topological analysis of a small network (n=200) formed on Twitter during a 24 h period was carried out. The results showed that the network had both small-world and scale-free characteristics. Geo-spatiality revealed more interest by users in regions where the subject of tweets had its stake. The most influential nodes were those whose tweets got re-tweeted the most. Temporal analysis showed faster formation of network when there was a tweet of interest. Traditional news media had a powerful hold on the tweets being made by users. Communities formed around tweets of a certain theme and there was a common theme that kept the entire network together.
INTRODUCTION
Social Media has opened a new chapter in human beings' freedom of speech and action. People now freely collaborate, share videos, photos, news, reviews, opinions and stories using this media. Social networking sites like Facebook and Twitter facilitate individuals to connect with friends and acquaintances and remain in touch with them for as long as they wish. Researchers have been studying how broadcast of information on Twitter affect our thinking process, business and society as a whole (Chen, 2011; Chew and Eysenbach, 2010; Johnson, 2011; Ye and Wu, 2010) . In 140 words or less, Twitter makes it possible for individuals to send short messages to those who follow them. This micro-blogging application, which now has over 200 million users (March 2011 estimates), is being increasingly used as an alternative to face-to-face interaction.
Profile and linkage data from Twitter can be collected using automated collection techniques enabling network researchers to understand the patterns of interactions, *Corresponding author. Email: sameerkr03@yahoo.com. usage and other visible indicators (Ellison, 2007) . These patterns help researchers to understand how people feel, form and share opinion about other people, institutions, companies, products and issues. When specifically targeted on an institution or person or an issue, this could give us a snapshot of people"s perception about the entity or the issue at a point in time. For example, Twitter profile and linkage data could be investigated to understand network"s internal structure and dynamics of a news cycle.
Social network theory states that there are a few people in the social network that connect everyone else together. The famous Milgram"s small-world experiment (Milgram, 1967) , in reality, means that a "few people" are connected to everyone in a few steps and the rest of them are connected to the world through those "few people". People in the network work as connectors who spread the idea, as databanks who provide the message and as salesmen who sway those who are not convinced at what they are hearing (Bruck, 2011) . In organizations, these networks often facilitate participatory decisionmaking (Hashim et al., 2010) . Social networks have been used to study the complex set of relationships at micro (individual), meso (local) and macro (global) levels. Social analysts now reason and study whole networks, egocentric networks and less-bounded social systems. Social network analysis (SNA), a method used in the analysis of social networks, focuses on how the structure of ties affects the nodes and their relationships (Borgatti et al., 2009) .
Political activists, companies and researchers now believe that activities on social media by millions of people, represent social interactions which could be utilized in the study of propagation of ideas, social bond dynamics and viral marketing, among others (Huberman et al., 2009) . A message that arouses the interest of user to be tempted to have it sent along (virality) is the subject of intense study. A recent study found that both negative and positive messages have their share of virality when it comes to news and non-news segment respectively (Hansen et al., 2011) . Another study found mindful adoption, community building and absorptive capacity as three important elements for gaining full business value from social media (Culnan et al., 2010) . Cheung et al., (2011) found that social related factors had the most significant impact on the intention to use sites like Facebook, by students. Other studies too have found social connection to be an important reason why users use Facebook (Joinson, 2008; Ledbetter et al., 2011) . There have been quite a few interesting network based studies on Twitter. We discuss some here. One study, involving 1,348,543 posts from 76,177 unique users, found that people use Twitter primarily to discuss their daily activities and to seek or share information (Java et al., 2007) . Huberman et al. (2009) found that people interact with only a small percentage of their "declared" list of friends. Scarcity of time and attention makes people restrict exchange of information with those who matter. Kwak et al. (2010) , by crawling the entire Twittersphere, found non-power law "follower" distribution and other traits in its "follower-following" relationship topological analysis, which marked a deviation from the known characteristics of human social networks.
The literature reveals that, although there have been researches conducted to understand how Twitter have been impacting our lives and business, there have been very few studies (Java et al., 2007; Kwak et al., 2010; Huberman et al., 2009 ) that have actually apply formal methods of SNA in their investigations. Those researches that have applied SNA for the analysis of Twitter have done so for large networks, which fail to illustrate finer interplays of nodes.
In this study, as a case study, an in-depth investigation was carried out on the social structure, dynamics and geo-spatiality of a network formed by those tweeting (a "tweet" is another name for short message on Twitter) "infosys".
Infosys (Infosys Technologies Limited) is India"s second largest information technology (IT) Company in terms of turnover (Revenue approx US$5 billion in FY 2011) with an employee base of 1,033,560 Kumar and Jan 2039 and offices in 33 countries. It is active on Twitter with username "Infosys". Infosys have been recently in the news because of top-level changes in the management, resignation of few top executives and eagerness in the stock market with regards to its quarterly financial results. This had generated a lot of talk in the media and authors presumed that it would lead to capturing of more tweets on Infosys for data analysis. Network of users, formed by virtue of their connections through tweets, was drawn and then a comprehensive social network analysis to understand the structure of network and the communities they form was carried out. The evolution of the network is captured over a 24 h period, which also serves as a demonstration of how even short-duration networks form online.
Rest of the article is organized as follows: Research methods, data-set and tools deployed are discussed next. In the third part, an in-depth analysis of the dataset is carried out, revealing its global and local features, network"s evolution, geo-spatiality and formation of communities around tweets. Finally, conclusions are made.
MATERIALS AND METHODS

Data mining and analysis tools
On 21st April 2011, real-time data was harvested from Twitter.com"s search network extracting tweets that contained keyword "infosys". Data was then analyzed by applying social network analysis methods using NodeXL. NodeXL is an open source network analysis and visualization template of Microsoft Excel (Kumar, 2011; Smith et al., 2009 ). The software uses Stanford network analysis platform (SNAP) for calculating some of its graph metrics.
Construction of network
Twitter users send a 140-word or less message via computer or mobile device, which is broadcast to those who are "following" the user.
Twitter offers a very simple interface for interacting with other Twitter users. Users just enter a message in their text box and click "update". This message or tweet is added to the twitter database and will appear on the user"s homepage, on user"s profile page and on the timeline pages of the people that follow the user. Public timeline database is the list of tweets that all users have been putting go twitter. Relevant tweets can be extracted from this public database using relevant search terms or hashtags.
This research considered nodes (the dots in the network) as Twitter users and the link (lines in the network) as the "following" or "mentions" relationship on Twitter (Figure 1 ).
Twitter common terms
"follows" and "following": Twitter users are connected with others through two types of relationship -"following" and "follows". These two relationships create three groups that make up the Twitter community -first, those following a user, second, those who the user follows and the third, who both follow and are followed by one another. RT: means a Re-Tweet. A message sent by a user is rebroadcast by the follower to those who are following the user (that is, RT @sidin). @ -means that a person is specifically addressing his tweet to a particular user (that is, @sidin).
#hashtag -tagging word that facilitates in specific search about the topic (that is, #JapanHelp).
"mentions" relationship takes place when a twitter user @replies to a specific user or Retweets (RT) to a specific user. User X"s tweet may be "RT"ed or "mention"ed by other nodes in the network, however, User X would become part of the network only when he formally makes a tweet.
Methods
SNA is used as the method to study the structure and dynamics of our Twitter network. SNA uses mathematical algorithms to analyze the social structure of the network (Wasserman and Faust, 1994) . Network diagram is drawn and computation of the graph metrics, clusters and components of the said network, is carried out. Graph metrics are studied at two levels -the global level and the local level. At the global level, the structure of the entire network is taken into consideration. Calculation of measures such as components, clusters (community structure), geodesic distance, diameter, degree distribution, density and the average clustering coefficient, are carried out. For a symmetric graph G with N nodes, density D defined as , density of a graph represents the number of edges in the network in ratio to the maximum edges possible. Clustering coefficient of a network is the average of clustering coefficient of individual nodes in the network. Defined as , where triangles represent trios of vertices in which each vertex is connected by both others, and connected triples represent trios of vertices in which at least one vertex is connected to both others (Albert and Barabasi, 2002) . Community structure is another common characteristic of real-world networks. Communities are formed when there is fewer numbers of connections between two clumps of nodes. There are known algorithms to detect community structure of the network (Girvan and Newman, 2002) .
Local level metrics primarily refers to centrality measures (Freeman, 1979 ) -degree, betweenness centrality, closeness centrality, eigenvector centrality and PageRank. Degree of a node is the number of nodes directly connected to it. Degree centrality, of node i is defined as , where = 1 if there is link between vertices i and j and = 0 if there is no such connection. A variant of degree centrality, eigenvector centrality measure assigns higher values to those nodes that are connected by highranking nodes (that is, higher degree of the node) (Lohmann et al., 2010) . Denoting eigenvector centrality of node i by , then by making proportional to the mean of centralities of i"s neighbours:
, is a constant and implies the presence of an edge from j to i (Newman, 2007) . PageRank centrality, a variant of eigenvector centrality is an importance measure that uses the Google"s PageRank algorithm to assign values to the nodes (Newman, 2007) . Betweenness centrality of node i is the fraction of geodesic paths which pass through i. Mathematically, betweenness centrality, b of node i is expressed as , where is the number of geodesic paths from vertex j to vertex k(j, k ≠ i) and is the number of geodesic paths from vertex j to vertex k, passing through vertex i (Otte and Rousseau, 2002) . Closeness centrality is node"s measure of its geodesic distance from all other nodes in the network. Mathematically, closeness centrality of node i is written as , where is the number of edges in the geodesic path from vertex i to vertex j (Otte and Rousseau, 2002) . To extract influential nodes, individual nodes were ranked based on the average of their centralities. Applying temporal analysis, growth of network was tracked in the function of time. Network was then laid on geographical map using geospatial co-ordinates of the origin of user. Community structure was detected and frequency analysis of common "tweet" words each community exchanged between other members were analyzed to distinguish those tweets that were instrumental in the formation of the group.
RESULTS AND DISCUSSION
Calculation of global metrics
Two nodes are connected in the network if there is either a "mentions" or "following" relationship. In the network, 92 users had at least one in-degree or out-degree. 84 users formed one giant component, meaning that there is an informal group of users who have tweeted about "infosys" and its nodes interconnect with one another to form one connected clump. 8 other users formed 4 dyadic (component consisting of 2 nodes) components ( Figure  2) .
The 92 uses form 95 unique relationships with 54 duplicates. Duplicate edge value indicates repeated link between two nodes, signifying the strength of the tie.
Scale-free characteristics
The in-degree distribution showed ( 
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Out -degree  0  1  2  3  5  Grand Total  0  28  18  2  2  50  1  8  10  7  1  26  2  3  1  2  1  7  3  1  1  5  1  2  1  4  6  1  1  2  17  1  1  30  1  1  Total  14  44  28  4  2  92 nodes having relatively large number of connections when compared with other nodes in the network (as the concept of degree distribution of a network and degree centrality are related, there would be discussion overlaps). There was one node having 30 connections and another having 17 connections. However, 76 of the 92 connections either had no in-degree or just 1 indegree. Similar pattern were seen for out-degree too. However, the in-degree distribution seemed to be more skewed (hence suggesting a longer tailed power law) when compared with the out-degree distribution. The general feature of real world networks is that few nodes have lot of connections and majority of nodes have few or no connections. This feature of the network is known as the scale-free characteristics of a network. One determining feature of scale-free networks is the existence of hubs or popular nodes having relatively larger number of connections. Hubs are created due to nodes propensity to link with the other nodes in the network that are already well connected. However, preference to connect to a certain node could also be the result of some other similarity or dissimilarity in attributes of the nodes, referred to as homophily or assortativity (Newman, 2003) . Degree distribution of a network calculates the number of direct connections of each node to determine whether or not the distribution is skewed. Statistics of degree distribution showed ( Table 1) that there were certain nodes, which are relatively more "active" than the rest of nodes in the network, suggesting scale-free nature of the network.
'Small-world' property
Geodesic distance indicates the level of randomness of a network. Most of the real work networks are somewhere in between the two extremes and the distance between any two randomly chosen nodes in the network is less. Also known as the small-world property, this feature, in most cases, is the result of scale-free characteristics of networks. The diameter of the network was 9 and average geodesic distance was about 4. These values indicate that the network has small-world properties. Maximum vertices and edges in the connected component was 84 and 142 respectively.
Graph density
The density of the network is 0.0145, suggesting that the network was not dense in nature. A fully connected network would have a density of 1.
Clustering coefficient of a network
Clustering coefficient is a measure to gauge nodes" propensity to form a clique (in a clique all the nodes are connected with all other nodes), which is also similar to the concept in sociology known as the "fraction of transitive triples" (Wasserman and Faust, 1994) . Most of the real world networks also have a high clustering coefficient (Watts and Strogatz, 1998) . If the clustering coefficient is 0.5, it means that the chance of nodes to form a clique is fifty percent. The network had the average clustering coefficient of 0.066 which indicates its propensity to form a clique is about 6.6%.
Calculation of local metrics
Centrality of a node was investigated using the five known centrality measures -degree (in-degree and outdegree), betweenness, closeness, eigenvector and PageRank. Degree, closeness and betweenness centralities reveal the most central or influential nodes in the network, whereas eigenvector and PageRank reveal those that are most prestigious.
Degree centrality
As the edges formed between the nodes are directed [ Figure 4 , depicting a "following" relationship, @replies to or RT (Re-tweet)], the in-degree and the out-degree of individual nodes were calculated separately. In-degree of a node is the number of nodes pointing towards it and the out-degree is the number of edges pointing outwards of it. An in-degree edge is drawn when, for example, userX @replies user Y (Figure 3) .
Only 39 of the 149 relationships formed because of the tweet that "mentioned" the user in context. The remaining 110 relationships formed because they "followed" the user. There were 50 nodes out of 92 connected nodes that had 0 in-degree. But these same nodes had comparatively very high out-degree. Similarly, 18 nodes with 1 in-degree had 1, 2 or 3 out-degrees (Table 1) . One user, "sidin", outsmarted all others in terms of number of connected edges with respect to in-degrees. However, the same node had zero out-degree, meaning that the user was not following anyone who was part of the present network or had specifically replied/RT anyone in the present network.
Betweenness centrality
Average betweenness centrality of the network was 240.2. User "sidin" had the maximum betweenness centrality of value 5232. "sidin" forms a bridge or a cutpoint between two or more network communities in our network. Removal of node "sidin" is likely to break the network into pieces.
Closeness centrality
The closeness centrality of 2-node components stood at 1.0. These two-node components were detached from the giant component but still command a high closeness centrality. Hence closeness centrality values may be misleading when taking into consideration all components in the network. In the giant component, user "sidin" had the maximum closeness centrality measure of 0.005. Nodes with high closeness centrality tend to occupy position at the centre of the network (of the giant component) when drawn using force-directed graph layout algorithms such as Fruchterman-Reingold algorithm (Fruchterman et al., 1990) .
The two important centrality measures, betweenness and closeness were laid out using an XY graph to detect outliers in our network. The XY graph revealed an unexpected outlier -user "jesif_ahmed" (Figure 4 ). However, this user was part of a 2-node network component and detached from the largest group (giant component). Apart from "jesif_ahmed", the graph revealed only "sidin" as the prominent outlier.
Eigenvector and PageRank centrality measures
User "sidin" again had the highest eigenvector and PageRank centrality measures of 0.107 and 10.851 respectively, signifying that the user was also receiving "quality" connections.
Ranking of nodes
As mentioned earlier, degree, closeness and betweenness centralities reveal the most central nodes, and the eigenvector and PageRank centralities reveal those that are prestigious; hence, a rank was necessary to see the overall importance (those who are both central and prestigious) of nodes. We ranked nodes based on the average of five centrality measures (Degree-in and out, closeness, betweenness, eigenvector and PageRank). Our ranking system found "sidin" as the top ranked user followed by "smartinvestor" "adeobhak" and "apoorvvv" (Table 2 ). In Figure 5 , a graph is drawn based on ranking.
Temporal analysis
Addition of nodes and edges in the network in the function of time reveals the dynamics of network. Understanding how the network evolves and what causes this evolution are accomplished using temporal analysis. As seen, the network was forming in the early morning ( Figure 6a ) and then developing as the day went by (Figure 6b, c and d) . The tweets till 8:11 AM were about media buzz on the change in top-level management of Infosys. The interest from stock analyst was also seen as they tweet about the stock prices when the Indian markets open. Some light comments were also seen tweeted, reflecting the mood of the day.
The tweets continued when the stock market opened, indicating the interest in the stock market about Infosys and even the slightest move in the markets was tweeted back so that investors can take heed and act accordingly.
The tweets during the evening was about who would take the new position of chairman. Some are still speculating about the sudden resignation announcement of "Mohandas Pai" as the Director of Infosys. As the day passes, the main topics of the tweets change suggesting the general mindset of people at different times of the day.
Geospatial analysis
Geographic maps depict spatial dynamics. Geospatial co-ordinates of the tweets were investigated based on the time zone of user"s city. City of origin of users was available for 148 tweets of the 200 tweets. For the purpose of this study, Northern America time zones are assumed. In the USA, we used cities such as Hawaii, san Francisco, Phoenix, Houston and New York City as representative cities for the following times zone, Hawaii Time, Pacific Time, Mountain time, Central and Eastern Time, respectively. Latitude and longitude were found for each city by geo-coding using gpsvisualizer.com. The geocodes, name of the city and frequency of its occurrence, give inputs to draw geospatial diagram (Figures 7) .
Majority of the tweets originate from either Indian time zones or from US and Canada time zones. Over 60% of tweets have originated from Indian time zones which prove that domestic interest about the company is high. Infosys has stakes in USA and number of tweets from Northern America confirms this.
In order to have trackpoint for each tweet, a code sheet was created (Table 3 ) and then the co-ordinates were overlayed on the map. Perspective of relationship brought in by tweets is shown in Figure 8 .
Cluster analysis and evolution of the largest group
Girvan-Newman community detection algorithm (Girvan and Newman, 2002) was used to divide the network 11 communities were detected, each containing a certain number of nodes. G1 with 27 and G2 and G3 with 18 and 14 nodes respectively are most significant groups in the network. Groups with just 2 or 3 nodes are insignificant as the size of their group is still comparatively small. G1 is the most active group; however, it received only in-degree links from other groups. G2 received both in-degree and out-degree links. Only G3 has a mutual link (Figure 9 )
Evolution of the largest group
Group G1 is the largest group in the network with 27 nodes. User "sidin" has the maximum degree and the maximum betweenness. The star of G1, "sidin" may as well be called the star of the whole network. A closer analysis of the formation of G1 (Figure 10 ) revealed that, most of the network was formed due to retweets of user "sidin" tweet posted before the capture of data. The first tweet of user "sidin" got re-tweeted several times and when "sidin" came to the scene with another tweet, the nodes which had already re-tweeted sidin"s earlier tweet, got connected with "sidin". The results also indicate that a large proportion of communications is either through @replies or RT. RTs here seem to be playing a role in the diffusion of information. RTs also seem to be instrumental in the formation of the network itself. It was found that there were less initiator to the tweet, than people who RT and @reply to the first initiated tweet.
Frequency analysis of common words in tweets
Detailed analysis was carried out for each tweet that was tweeted within the group. Such an analysis helps in the understanding what "talk" actually went on in the group that led to the formation of the group. Frequency calculation of each word tweeted within the group was done and then frequent and meaningful words were skimmed out (Table 4 ). In the largest group, G1, the most frequent words were "sidin", "RT" ,"CEO", "coach", "India" and "team". Content analysis of group evolution revealed that this group was formed primarily by just two retweets (RT) of "sidin": 1) RT @sidin: If you could choose between becoming
