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Strong positivity of the bounded inverse (&A)&1 of a Schro dinger operator
&A=&2+q(x)v in L2(RN ) is proved in the following form: If &Au=f0 in
L2(RN ) with f0, then uc.1 a.e. in RN. Here, .1 is the positive eigenfunction
associated with the principal eigenvalue *1 of &A, and c is a positive constant. It
is shown that this result is valid if and only if the potential q(x), which is assumed
to be strictly positive and locally bounded, has a sufficiently fast growth as |x|  .
This result is applied to linear and nonlinear elliptic boundary value problems
in strongly ordered Banach spaces, whose positive cone is generated by the eigen-
function .1 . In particular, problems of existence and uniqueness are addressed.
 1997 Academic Press
1. INTRODUCTION
Strong positivity of the resolvent (*I&A)&1 of an elliptic linear partial
differential operator A of second order, for *>&*1 , is an important result
with numerous applications to both, linear and nonlinear boundary value
problems, see Amann [1] and Deimling [4]. Here, *1 denotes the prin-
cipal eigenvalue of &A. Such a result facilitates functional-analytic treat-
ment of a boundary value problem in a strongly ordered Banach space X.
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I.e., X is an ordered Banach space whose positive cone X+ has nonempty
interior X1 +. A linear operator B: X  X is called strongly positive if
B(X+"[0])/X1 +.
In a smooth bounded domain 0/RN (N1), the strong positivity of
(*I&A)&1, for *>&*1 , follows from the strong maximum and boundary
point principles, which are due to Bony [3] for weak solutions. The
operator A is assumed to satisfy standard boundary conditions, i.e., of
Dirichlet, Neumann or Robin type. More precisely, let .1 be the positive
eigenfunction associated with the eigenvalue *1 . Assume that f # Lp(0) for
some p>N, 0< f0 in 0, and *>&*1 . Let u # W 2, p(0) be the weak
solution of the boundary value problem (*I&A)u=f in Lp(0). Then there
exists a constant c>0 (depending upon f ) such that
uc.1 in 0. (1)
In our present work we prove the validity of (1) for the case 0=RN and
the Schro dinger operator &A=&2+q(x)v in L2(RN ). Here, 2 and
q(x)v, respectively, denote the selfadjoint Laplace operator and the
pointwise multiplication operator by the potential q in L2(RN ). For (1) to
be valid, it is necessary and sufficient that the potential q(x), which is
assumed to be strictly positive and locally bounded, have a sufficiently fast
growth as |x|  . In particular, q(x) must grow faster than |x| 2 as
|x|  ; the growth like |x| 2+= with any constant =>0 is sufficient. Thus,
(1) is false for the harmonic oscillator, i.e., for q(x)=k2 |x| 2 in RN, where
k is a positive constant. As it seems to be inevitable in the theory of
Schro dinger operators, we assume that q(x) is a ‘‘relatively small’’ pertur-
bation of a radially symmetric function, q(x)=q1( |x| )+q2(x) for x # RN.
Our methods combine the weak and strong maximum principles in the
exterior domain 0R=[x # RN : |x|>R], for 0<R<, with a comparison
result for radially symmetric solutions from M. Hoffmann-Ostenhof et al.
[6, Lemma 3.2, p. 348]. Taking advantage of an inequality derived in
Titchmarsh [10, Sect. 8.2, p. 165], we also manage to remove a technical
restriction that was imposed on q1( |x| ) in M. Hoffmann-Ostenhof [7,
Eq. (1.7), p. 67].
Standard applications of the inequality (1) include the semilinear Cauchy
problem
&2u+q(x) u+*u=f (x, u(x)) in L2(RN ).
We will refer to this problem as the ‘‘semilinear Schro dinger equation,’’ or
the SLS equation, for brevity. Under certain reasonable hypotheses on the
nonlinearity f (x, u), we are able to rewrite the SLS equation as the fixed
point problem for the mapping F : v [ F(v)=w defined by
&2w+q(x)w+(*++)w=f (x, v(x))++v in L2(RN ).
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Here, the constant + is chosen large enough, so that m0++>0 holds with
m0 =
def inf
(x, u) # R N_R
 f
u
>&,
and *++>&*1 . We study this fixed point problem in the ordered Banach
space X of all functions u # L2(RN ) such that |u|C.1 in RN, for some
constant C. The smallest such constant C defines the ordered norm &u&X
in X. We show that F : X  X is strongly monotone, i.e., for every pair
v1 , v2 # X with Fv1 , Fv2 # X, we have v2&v1 # X+"[0] O Fv2&Fv1 # X1 + .
Consequently, a number of results from Amann [1], Deimling [4],
Krasnosel’skij et al. [8], Taka c [9], and many other publications on
strongly monotone mappings map be applied to the SLS equation.
This article is organized as follows. In Section 2 we state our main
results, Theorems 2.1 and 2.2. In Section 3 we first state a few preliminary
lemmas (taken from the literature) and then give the proofs of the main
results. Finally, in Section 4 we present two examples. The first one,
Example 4.1, is a semilinear Schro dinger equation that can be rewritten as
a fixed point equation to which Theorem 2.1 applies. The second one,
Example 4.2, is the harmonic oscillator for which the conclusion of
Theorem 2.1 is false.
2. THE MAIN RESULTS
We denote by RN the Euclidean space of dimension N1 endowed with
the inner product x } y and the norm |x|=(x } x)12, for x, y # RN. We write
R+=[0, ) and RN+=(R+)
N/RN. Given 0<R<, we set BR=
[x # RN : |x|<R] and 0R=[x # RN : |x|>R]. For a set M/RN, we
denote by M(M and M1 , respectively) the boundary (closure and iterior)
of the set M in RN. We use analogous notation for sets in all Banach
spaces.
Given a set 0/RN and 1 p, we use the following standard
Banach spaces of functions, see e.g. Gilbarg and Trudinger [5, Chapt. 7]:
Lp(0), where 0 is Lebesgue measurable, is the Lebesgue space of all
Lebesgue measurable functions f : 0  R with the norm
& f & p#& f &L p(0) =
def {\|0
| f (x)| p dx+
1p
<
ess sup
x # 0
| f (x)|<
if 1 p<;
if p=.
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Wk, p(0), where k1 is an integer and 0 open in RN, is the Sobolev
space of all functions f # L p(0) whose all partial derivatives of order k
also belong to L p(0). The norm & f &k, p#& f &W k, p (0) in Wk, p(0) is defined
in a natural way.
The local Lebesgue and Sobolev spaces Lploc(0) and W
k, p
loc (0) are defined
analogously. Finally, for 0 open in RN, D(0)=C 0 (0) is the space of all
infinitely many times differentiable functions f : 0  R with compact sup-
port. It is well-known that D(0) is a dense linear subspace of both Lp(0)
and Wk, p(0) for 1 p<.
Let 2 and q(x)v, respectively, denote the selfadjoint Laplace operator
and the pointwise multiplication operator by the potential q in L2(RN ).
In order to formulate our hypotheses on the potential q(x), x # RN, we
first introduce the following class of auxiliary functions Q(r) of r# |x|,
R0r<, for some R0>0:
{
Q(r)>0, Q is locally absolutely continuous,
Q$(r)0, and there exists a constant ; with
0<;< 12 and |

R 0
Q(r)&; dr<.
(2)
We assume that the potential q takes the form
q(x)=q1( |x| )+q2(x), x # RN, (3)
where q1(r) and q2(x) are Lebesgue measurable functions satisfying the
following hypothesis, with some auxiliary function Q(r) obeying (2):
Hypotheses (H1). q1 : R+  R is locally essentially bounded, q1(r)
const>0 for r0, and there exists a constant c1>0 such that
c1Q(r)q1(r)+
(N&1)(N&3)
4r2
for R0r<. (4)
(H2). q2 : RN  R is locally essentially bounded, q(x)=q1( |x| )+
q2(x)const>0 for x # RN, and there exists a constant c2>0 such that
|q2(x)|c2 Q( |x| )(12)&; for x # RN. (5)
Notice that the fraction (N&1)(N&3)4r2 in the inequality (4) is not
essential and has been added for convenience in later applications; it can
be left out.
Next we introduce the quadratic form
( f, g)q =
def |
R N
({f } {g+q(x) fg) dx (6)
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defined for every pair f, g # Vq , where
Vq =
def [ f # L2(RN ): ( f, f )q<]. (7)
Notice that Vq is a Hilbert space with the inner product ( f, q)q and the
norm & f &V q=(( f, f )q)
12. The set D(RN ) is a dense linear subspace of Vq .
By the LaxMilgram theorem, the Schro dinger operator
&A=&2+q(x)v in L2(RN ) (8)
is defined to be the selfadjoint operator in L2(RN ) satisfying
|
R N
(&A f )g dx=( f, g)q for all f, g # D(RN ). (9)
We denote by D(A) its domain. The Banach space D(A) endowed with
the graph norm is compactly embedded into L2(RN ), by Rellich’s theorem
combined with q(x)   as |x|  .
It is well-known that the principal eigenvalue *1 of &A is given by
*1=inf[( f, f )q : f # Vq with & f &V q=1], *1>0.
The eigenvalue *1 is simple with the eigenspace spanned by an eigenfunc-
tion .1 # D(A) satisfying .1>0 throughout RN. Furthermore, if u # D(A)
and &Au=f # L2(RN ) with f # Lploc(R
N ) for some p with 2 p<,
then the local Lp-regularity theory yields u # W 2, ploc (R
N ), see Gilbarg
and Trudinger [5, Theorem 9.15, p. 241]. In particular, if p>N then
u # C1(RN), by the Sobolev imbedding theorem [5, Theorem 7.10, p. 155].
It follows that also .1 # C 1(RN ).
The following comparison theorem is our main result:
Theorem 2.1. Let the hypotheses (H1) and (H2) be satisfied. Assume
that u # D(A), &Au=f # L2(RN ), and f0 a.e. in RN with f>0 in some set
of positive Lebesgue measure. Then there exists a constant c>0 (depending
upon f ) such that
uc.1 almost everywhere in RN. (10)
Moreover, if also fC.1 a.e. in RN with some constant C>0, then we have
uc$.1 everywhere in RN, where c$=C*1>0. (11)
We give a proof of Theorem 2.1 in Section 3. This proof combines the
strong maximum and boundary point principles in a ball BR , for some
0<R<, with the following comparison result for positive solutions u(x)
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and u1( |x| ) of the Schro dinger equation in the exterior domain 0R with the
potentials q(x) and q1( |x| ), respectively, and f#0 in 0R :
Theorem 2.2. Let the hypotheses (H1) and (H2) be satisfied. Assume that
u(x) and u1(x)=u1( |x| ) are two functions of x # RN such that u, u1 # D(A),
both u and u1 are positive and continuous throughout 0 R , for some R>0,
and the following equations hold in the sense of distributions over 0R ,
&2u+q(x)u=0 in 0R , (12)
&2u1+q1( |x| )u1=0 in 0R . (13)
Then there exist positive constants # and #$ such that
#u1u#$u1 in 0 R . (14)
Also Theorem 2.2 is proved in Section 3. This theorem is closely related
to a result in M. Hoffmann-Ostenhof [7, Theorem 1.4 (i), p. 67]. However,
the latter result does not assume u>0 in 0 R . On the other hand, our
hypothesis (H1) is considerably weaker than the condition [7, Eq. (1.7),
p. 67], where the following restriction is imposed on q1(r):
lim inf
r  
V$(r)
V(r)
r&1 for V(r)=q1(r)+
(N&1)(N&3)
4r2
.
Also, if the function r [ q1(r) r&2&= is bounded as r  , where =>0
is a constant, then our hypothesis (H2) is comparable to the condition
[7, Eq. (1.8), p. 67]. As a special choice of the auxiliary function Q(r)
which obeys (2), we may take Q(r)=r2+= with any constant =>0; then ;
is an arbitrary constant satisfying 1(2+=)<;< 12.
3. PROOFS OF THE MAIN RESULTS
We divide this section into the part with some preliminary lemmas and
the part with the actual proofs of our theorems.
3.1. Preliminary Lemmas
We start with a comparison result in the space dimension N=1 proved
in M. Hoffmann-Ostenfhof et al. [6, Lemma 3.2, p. 348].
Lemma 3.1. Let U1(r) and U2(r) be two potentials satisfying U1 , U2 #
L1loc(R, ) and 0<constU1U2 for rR, where 0<R<. Let all
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f1 , f2 , f $1 , f $2 # L2(R, ) be locally absolutely continuous in [R, ), and let
also f1>0 and f2>0 for rR. Finally, assume that
&f "1+U1 f10 and &f "2+U2 f20 for almost every r>R.
Then we have
f1
f2

f1(R)
f2(R)
and
f $1
f1

f $2
f2
for every rR.
Next we need a tight upper bound on the ratio f $1 f1 from Lemma 3.1.
Instead of applying [7, Lemma 2.2, p. 68], we take advantage of a better
upper bound taken from Titchmarsh [10, Sect. 8.2, p. 165].
Lemma 3.2. Let U(r) be a nondecreasing function of rR, with
U(R)>0, where 0<R<. Let f and f $ be locally absolutely continuous in
[R, ), with f>0 for rR and f (r)  0 as r  . Assume that
&f"+Uf=0 for almost every r>R.
Then we have f $(r)  0 as r   and
&f $fU(r)12 for every rR.
Finally, for the sake of completeness, we state the weak maximum principle
in the exterior domain 0R=[x # RN : |x|>R]. Using the definition of the
operator A by the identity (9), one can easily adapt the procedure from Gilbarg
and Trudinger [5, Sect. 3.6, p. 45] to derive the following result:
Lemma 3.3. Let q: RN  R be a locally essentially bounded function, with
q(x)const>0 for x # RN. Let &A be the selfadjoint Schro dinger operator
in L2(RN ) defined by (9). Assume that u # D(A) satisfies the inequalities
{&2u+q(x)u0u0
in 0R ;
on 0R ,
(15)
in the sense of distributions over 0R and in the sense of traces on 0R ,
respectively, where 0<R<. Then u(x)0 for almost every x # 0R .
3.2. Proofs of the Theorems
We first consider the special case of the space dimension N=1 and the
potentials U1(r) and U2(r) defined by
{U1(r)=V(r)&CQ(r)
(12)&; ;
U2(r)=V(r)+CQ(r)(12)&; ; for R0r<,
(16)
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where V(r)Q(r) and C=const>0. We also introduce the auxiliary
potential
U(r)=Q(r)&CQ(r)(12)&; for R0r<. (17)
Hence, UU1U2 in [R0 , ). We have the following result:
Proposition 3.4. Let the function Q(r) satisfy the conditions in (2), let
V : [R0 , )  R be a locally essentially bounded function satisfying
V(r)Q(r) for R0r<, and let C be an arbitrary positive constant. Let
U1(r) and U2(r) be defined by (16), and U(r) by (17), where 0<R0<. Fix
any constant RR0 such that Q(R)(12)+;2C. Finally, let all f1 , f2 , f $1 , f $2
be locally absolutely continuous in [R, ), with f1>0 and f2>0 for rR,
and f1(r)  0 and f2(r)  0 as r  . Assume that
&f "1+U1 f1=0 and &f "2+U2 f2=0 for a.e. r>R. (18)
Then we have
f1
f2
#
f1(R)
f2(R)
for every rR, (19)
where the constant # is given by
#=exp \C |

R
Q(s)(12)&;
U(s)12
ds+<.
Proof. Let us define the function (r) of rR by
(r) =def
f2(R)
f1(R)
exp \&C |
r
R
Q(s)(12)&;
U(s)12
ds+>0. (20)
Notice that our choice of R, with Q(R)(12)+;2C, guarantees that
U(r) 12Q(r) and U(r) is nondecreasing for rR. Hence, from Lemma 3.2
we have
&f $fU(r)12 for every rR, (21)
where the function f (r) is defined in the same way as in Lemma 3.2.
In order to prove (19), we show that f1 is a subsolution for the second
equation in (18). Indeed, we have the identity
&(f1)"+U2(f1)=f1 \&" &2
$

f $1
f1
+2CQ(r)(12)&;+ . (22)
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Here, combining Lemma 3.1 with the inequality (21), we have
&f $1 f1&f $fU(r)12 for every rR, (23)
and from Eq. (20) we obtain
&$=C
Q(r)(12)&;
U(r)12
>0 and "0 for every rR. (24)
We insert (23) and (24) into Eq. (22), thus arriving at
&(f1)"+U2(f1)0 for a.e. r>R. (25)
Finally, it follows from Lemma 3.1 applied to the pair of functions f2 and
f1 in place of f1 and f2 that f2f1 for every rR. Consequently, we
arrive at (19), by (2). K
Proof of Theorem 2.2. We introduce the potential
V(r)=q1(r)+
(N&1)(N&3)
4r2
for R0r<. (26)
Recalling the auxiliary function Q(r) and the positive constants c1 and c2
from the hypotheses (H1) and (H2), let us define the potentials U1(r),
U2(r), Q1(r) and Q2(r) by
{
U1(r)=V(r)&c2Q(r)(12)&;,
(27)
Q1(r)=U1(r)&
(N&1)(N&3)
4r2
;
U2(r)=V(r)+c2Q(r)(12)&;,
Q2(r)=U2(r)&
(N&1)(N&3)
4r2
,
for R0r<. These potentials satisfy the inequalities
Q1( |x| )q(x)Q2( |x| ) and Q1( |x| )q1( |x| )Q2( |x| ) (28)
for R0|x|<. Furthermore, fix any constant R1R0 such that
Q(R1)(12)+;2c2c1 . Then the auxiliary potential U(r) occurring in
Proposition 3.4 becomes U(r)=c1Q(r)&c2Q(r)(12)&;. It satisfies U(r)
1
2c1Q(r) and is nondecreasing for rR1 , by (2).
Now let us consider the following boundary value problem for an
unknown function w with any potential p(x):
&2w+p(x)w=0 in 0R1 ; w=1 on 0R 1 . (29)
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We denote by w1 , w2 , v and v1 the weak solutions of (29) corresponding to
the potentials Q1( |x| ), Q2( |x| ), q(x) and q1( |x| ), respectively. We apply the
weak maximum principle in the exterior domain 0R1 , which is stated in
Lemma 3.3, to the inequalities (28), thus arriving at
{0<w2( |x| )v(x)w1( |x| )w2( |x| )v1( |x| )w1( |x| )
and
for a.e. x # 0R 1 .
(30)
Next we introduce the functions f1(r)=r(N&1)2w1(r) and f2(r)=
r(N&1)2w2(r) for rR1 . It is easy to check that f1 and f2 , which correspond
to the potentials U1 and U2 , respectively, satisfy all hypotheses of Proposi-
tion 3.4. Thus, we deduce that there exists a positive constant #1 such that
f1(r)#1 f2(r) which means w1(r)#1w2(r), for rR1 . Inserting this
inequality into (30), we obtain
0<#&11 v1( |x| )v(x)#1v1( |x| ) for a.e. x # 0R 1 . (31)
Finally, we compare the solutions u and u1 of the Eqs. (12) and (13) to
v and v1 , respectively. The weak maximum principle in 0R 1 entails
muv(x)u(x)Mu v(x) for a.e. x # 0R1 ,
where
mu= min
|x|=R1
u(x)>0 and Mu= max
|x|=R1
u(x)<.
Notice that u1(r)=u1(R1) v1(r) for R1r<. Consequently, (31) implies
mu
#1 u1(R1)
u1( |x| )u(x)
#1Mu
u1(R1)
u1( |x| ) for a.e. x # 0R 1 . (32)
Since u and u1 are assumed to be positive and continuous throughout 0 R ,
the inequalities (32) in 0R 1 extend to (14) in 0 R .
We have finished our proof of Theorem 2.2. K
Proof of Theorem 2.1. By the weak maximum principle in RN
analogous to Lemma 3.3, we infer from the equations &Au=f0 and
&Av=min[ f, 1] in L2(RN ) that uv0 a.e. in RN. Consequently, to
prove (10), it suffices to assume f # L2(RN ) & L(RN ). Moreover, using the
same argument, we may assume that f (x)=0 for every x # 0* , and f>0 in
some set M/B* of positive Lebesgue measure, 0<*<. Here, the radius
* must be chosen large enough, so that also Q(*)2*1c1 . Then (4) in the
hypothesis (H1) holds with the constant 12c1 in place of c1 , and with
R0=*, for both potentials q1(r) and q1(r)&*1 .
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The standard regularity theory from Gilbarg and Trudinger [5] yields
u # W 2, ploc (R
N ) whenever 2 p<, and thus u # C1(RN ) for p>N. So we
may apply the strong maximum and boundary points principles, which are
due to Bony [3] for weak W2, p-solutions, locally in RN, thus arriving at
u>0 throughout RN.
Now we split our proof of (10) into the cases x # B * and x # 0* .
Case x # B * . Since both u and .1 are positive and continuous
throughout RN, the inequality (10) holds in B R for every fixed R, where
*R<, with some constant cR>0.
Case x # 0* . Here, for any R with *R<, the equations &Au=f
and &A.1=*1 .1 become
&2u+q(x)u=0 in 0R , (33)
&2.1+(q(x)&*1).1=0 in 0R . (34)
In addition, let u1 , 1 # L2(0R) be the weak solutions of the following
boundary value problems,
&2u1+q1( |x| )u1=0 in 0R ; u1=1 on 0R , (35)
&21+(q1( |x| )&*1)1=0 in 0R ; =1 on 0R . (36)
We make use of Theorem 2.2 three times as follows. First we apply it to
the pair of functions u and u1 , then to u1 and 1 , and finally to 1 and .1 .
It is a matter of straightforward computation to check that all hypotheses
of Theorem 2.2 are satisfied. Each time, we use the same positive constants
# and #$ which appear in the inequalities (14). Thus, we conclude that the
inequality (10) holds in 0 R for some R large enough, *R<, with the
constant c$R=#2#$>0.
We combine the two cases to deduce the desired inequality (10) in the
entire space RN.
Finally, if also fC.1 a.e. in RN with some constant C>0, then the
function v=(C*1).1&u satisfies the equation
&2v+q(x)v=g in L2(RN ), (37)
where g=C.1&f0 in L2(RN ). We apply the weak maximum principle
in RN (Lemma 3.3) to obtain v0 everywhere in RN. So the inequality
(11) holds with c$=C*1>0.
We have proved also Theorem 2.1. K
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4. EXAMPLES
Our first example is a standard application of Theorem 2.1 to a semi-
linear Cauchy problem whose linear part is a Schro dinger operator and the
nonlinear part is a subhomogeneous pointwise substitution operator. Our
second example is the well-known harmonic oscillator, i.e., q(x)=k2 |x| 2
for x # RN, where k=const>0, which shows that the estimate (10) in
Theorem 2.1 is false for this particular choice of the potential q.
Example 4.1. We consider the semilinear Cauchy problem
&2u+q(x)u+*u=f (x, u(x)) in L2(RN ). (38)
We assume that the potential q(x)=q1( |x| )+q2(x), x # RN, satisfies the
hypotheses (H1) and (H2), * # R is the spectral parameter, and the func-
tion f (x, u) of (x, u) # RN_R satisfies the folowing hypotheses:
Hypotheses. (f1) f : RN_R  R is a Carathe odory function, i.e., the
function f (v, u) is Lebesgue measurable in RN, for every u # R, and the
function f (x, v) is continuous in R, for almost every x # RN.
(f2) f ( v, 0).1 # L(RN ) and there exists a positive constant M0
such that f (x, v) satisfies the following uniform Lipschitz condition,
| f (x, u)&f (x, v)|M0 |u&v| for a.e. x # RN and all u, v # R. (39)
We set
m0 =
def ess inf
(x, u) # R N_R
 f
u
&M0 .
We study the semilinear Schro dinger Eq. (38) (the SLS equation) in the
ordered Banach space
X=[u # L2(RN ): u.1 # L(RN )] (40)
endowed with the ordered norm
&u&X=&u.1&#&u.1 &L (R N ) . (41)
Of course, the ordering ‘‘’’ on X is defined by uv if and only if
u(x)v(x) for a.e. x # RN, whenever u, v # X. The mapping u [ u.1 :
X  L(RN ) defines an isomorphism of the Banach lattices X onto
L(RN ). The positive cone X+=[u # X : u0 in X] of X has nonempty
interior X1 +.
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Now we are ready to rewrite Problem (38) as the fixed point problem for
the mapping F : v [ F(v)=w defined by
&2w+q(x)w+(*++)w=f (x, v(x))++v in X. (42)
Here, + and * are any fixed numbers with m0++>0 and *++>&*1 . We
define the pointwise substitution operator N in X by
(Nv)(x)=f (x, v(x))++v(x) for a.e. x # RN and every v # X.
Then N maps X into itself, and for all v1 , v2 # X with v1v2 we have
Nv1&Nv2(m0++)(v1&v2)0 in X. (43)
In particular, if v1&v2 belongs to X+ (X+"[0] or X1 + , respectively), then
so does Nv1&Nv2 . Finally, we define the mapping F : X  X by
Fv=((*++) I&A)&1 Nv for every v # X.
Given any v # X, then the weak solution w # L2(RN ) of Eq. (42) has the
form w=Fv. Consequently, every weak solution u # X of the SLS Eq. (38)
satisfies the fixed point equation Fu=u in X. We deduce from Theorem
2.1 and (43) that the mapping F : X  X is strongly monotone, i.e., for
every pair v1 , v2 # X we have v2&v1 # X+"[0] O Fv2&Fv1 # X1 + .
We summarize the most important properties of the mapping F : X  X
in the following lemma.
Lemma 4.1. Let + and * be any fixed numbers with m0++>0 and
*++>&*1 . Then the mapping F : X  X is continuous and strongly
monotone, and it maps bounded sets into relatively compact sets in X.
Moreover, for u # X, Eq. (38) holds in L2(RN ) if and only if Fu=u.
Proof. It remains to show that F=((*++) I&A)&1 N is continuous
and maps bounded sets into relatively compact sets. This can be accom-
plished by proving the following two claims:
(i) the mapping N : X  X is uniformly Lipschitz continuous, and
thus, it maps bounded sets into bounded sets; and
(ii) the linear operator ((*++) I&A)&1: X  X maps bounded sets
into relatively compact sets.
The first claim follows directly from the hypotheses (f1) and (f2)).
The proof of the second claim makes use of the compactness of
((*++) I&A)&1 from L2(RN ) into itself, and the boundedness of its
restriction from X into itself. We leave the details to the reader. K
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For such mappings F, fixed point problems have been studied exten-
sively, for example, in Amann [1], Deimling [4], Krasnosel’skij et al. [8],
and Taka c [9], to mention only a few publications. The following result
for F is proved in [9]:
Proposition 4.2. In addition to the hypotheses stated in Lemma 4.1, let
us assume that, for almost every x # RN, f (x, 0)0 and the function
f (x, v): R+  R is subhomogeneous, i.e., u [ f (x, u)u is a nonincreasing
function in (0, ). Then F maps X+ into itself, and precisely one of the
following three mutually exclusive alternatives must be valid :
(A1) There exists a unique function p # X1 + and a unique number
:0 # [0, 1] such that the fixed point set Fix(F )=[u # X+: Fu=u] consists
of the compact line segment [:0 , 1]p=[:p # X : : # [:0 , 1]] and possibly
the origin 0 in X. Furthermore, for every u0 # X+"[0], the sequence
un=Fun&1; n=1, 2, ..., converges to a function in [:0 , 1]p.
(A2) F0=0 # X and, for every u0 # X+"[0], the sequence un=
Fun&1; n=1, 2, ..., converges to 0 in X.
(A3) For every u0 # X+"[0], the sequence un=Fun&1; n=1, 2, ..., is
unbounded in X.
Finally, assume also that M is a Lebesgue measurable set in RN with
positive measure such that, for every x # M, the function f (x, v): R+  R is
strictly subhomogeneous, i.e., u [ f (x, u)u is a strictly decreasing function in
(0, ). Then :0=1 if Alternative (A1) occurs.
For our particular mapping F : X  X, Proposition 4.2 generalizes two
results due to Amann [1, Theorem 24.2 and 24.3, p. 694]. Under a number
of various geometric conditions on the mapping u [ f (x, u), other than
subhomogeneity, many results from Amann [1, Sect. 24 and 25] can be
applied to the mapping F having the properties described in Lemma 4.1.
Example 4.2. Let k>0 be a constant. We consider the harmonic
oscillator
&2u+k2 |x| 2 u=f (x) in L2(RN ), (44)
where f # L(RN ), 0 f0, and f (x)=0 for |x|R, with a positive con-
stant R. Hence, u is continuously differentiable and positive in RN, by the
arguments used in the proof of Theorem 2.1 above. Consequently, u is a
positive C1-solution of the equation
&2u+k2 |x| 2 u=0 in 0R . (45)
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Clearly, we have *1=kN and .1(x)=exp(&(k2)|x| 2) for x # RN. Define
the function
w(x)#w(r)=Cr&:.1(r) for r=|x|R, (46)
where : is an arbitrary constant with 0<:<N2, and C>0 is a constant
to be determined later. Notice that
&2w+k2r2w=[:(N&2&:) r&2+(N&2:)k]w for r=|x|R. (47)
Now fix * large enough, so that R*< and :(N&2&:) *&2+
(N&2:)k>0. Also fix C so large that
w(*)=C*&: exp \&k2 *2+max|x|=* u(x).
Then w satisfies
{&2w+k
2 |x| 2 w0
wu>0
in 0* ;
on 0* .
(48)
We apply the weak maximum principle in the exterior domain 0* , which
is stated in Lemma 3.3, to the Eq. (45) and the inequalities (48), thus
arriving at uw throughout 0* .
Recalling our definition of w by (46), we conclude that u.1C |x|&:
for |x|*. As 0<:<N2, we observe that the conclusion (10) of Theorem
2.1 is violated for the potential q(x)=k2 |x| 2.
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