I. INTRODUCTION

W
ITH THE successful launch of the Advanced Land Observing Satellite (ALOS) and the on-board Phased Array L-band Synthetic Aperture Radar (PALSAR) instrument, spaceborne synthetic aperture radar (SAR) data at L-band have become available with a relatively wide bandwidth. Depending on the acquisition mode, the sensor's range chirp bandwidth can be as high as 28 MHz. However, in high solar conditions, ionospheric path delays and Faraday rotation (FR) become significant for wide-bandwidth SAR applications [1] ; the use of large chirp bandwidths is susceptible to signal degradation that can result in a suboptimal resolution, and FR may distort or even destroy important information otherwise available from polarimetric SAR data.
A preliminary study was directed toward how the influence of the ionosphere on SAR becomes significant at low frequencies starting at L-band and lower and how signal degradation caused by the ionized ionosphere increases with larger chirp bandwidths [2] , [3] . The aim here is the development and description of algorithms and system models estimating ionospheric FR of electromagnetic waves from quad-polarized SAR data. Raw or focused radar images can be used for the estimation. Based on simulations and proven with real PALSAR data, the algorithms are based on known techniques for ionospheric total electron content (TEC) measurements. The electron content is responsible for FR [1] . Additional influences of ionospheric TEC such as path delays and signal reception degradation are considered for the simulations and discussed also in the real data. Once FR and TEC are known, fully polarimetric data sets can be calibrated and used for polarimetric SAR analyses. Resolution degradations may also be corrected. The potential of low-frequency SAR with ionospheric path delays and FR for TEC measurements has been recognized in [2] and [4] . FR effects have been discussed at length in [1] , [5] , and [6] . Corrective methods were treated, e.g., in [7] . Distortion effects are laid out in [8] - [10] . Detection and estimation techniques based on quad-polarized data are presented in [1] , [11] , and [12] . A good estimation aids and improves general polarimetric calibration and validation techniques, such as given in [13] and [14] , to make spaceborne polarimetric measurements trustworthy for biomass classification and retrieval [15] , [16] . In [17] , the first analysis of PALSAR data considering FR detection is presented.
In Section II, the theoretical background of the ionospheric influences on electromagnetic waves is outlined. Section III introduces the algorithms used for the simulation of spaceborne SAR data of a point target, including quad-polarization and FR. The influence of frequency-dependent radar chirp path delays is explained and added to the simulation. The simulations are carried out for typical L-and P-band sensor configurations. For the estimation of FR, the approach of frequency-dependent rotation of a linearly polarized wave is applied. The simulations are based on point targets, exploiting the information from quad-polarized data, and are performed using techniques proposed in [1] . Investigations discuss the suitability of raw, rangecompressed (RC), and azimuth-compressed (AC) data for FR estimation. Empirical results obtained from PALSAR scenes are shown in Section IV together with the calibration steps necessary to acquire them correctly. Simulated and real data are compared and discussed in Section V. Possible methods for properly validating the approaches are suggested. A conclusion with a summary of results, possible improvements, and directions for further research is given in Section VI. 
II. EFFECTS OF THE IONOSPHERE
Electromagnetic waves propagating through the ionosphere experience a polarization rotation of the electric field vector and a signal path delay that depends on the number of free electrons N e along the ray path, the signal frequency f , and the strength of the magnetic field parallel to the propagation direction of the wave within the ionized layer. Entering an ionized medium, a linearly polarized wave can be regarded as a superposition of two separate counter-rotating circular polarized waves, traveling on slightly different paths with different velocities. Leaving the ionized medium, these waves recombine with a resulting polarization that is dependent on these propagating effects. The two-way propagation from a satellite to the Earth and back does not compensate for this effect. The effect is cumulative: FR doubles, as does the path delay [18] .
A. Earth Magnetic Field and Free Electrons in the Ionosphere
A widely used model for the estimation of the geomagnetic field of the Earth is the International Geomagnetic Reference Field (IGRF) model. The latest version is the tenth generation of the model and was released by the International Association of Geomagnetism and Aeronomy [19] . It is described mathematically by a series of spherical harmonics, the coefficients of which are estimated on the order of 13. The main field can be approximated as a dipole centered within the Earth and caused by electric currents within the Earth. The magnetic field is therefore modeled as the negative gradient of the potential V and can be written as [19] 
where r is the distance from the center of the Earth, θ is the colatitude (i.e., 90
• latitude), ψ is the longitude, R is the reference radius of the Earth, g m n (t) and h m n (t) are the field coefficients at time t, and P m n (θ) are the Schmidt seminormalized associated Legendre functions of degree n and order m.
The model's coefficients of the spherical harmonic vary in time. Their period of validity is normally set to five years. More details on main-field modeling can be found in [20] and [21] . 
B. FR
The polarization rotation of the E-field vector of an electromagnetic wave traveling through the ionosphere is called FR as mentioned in the introduction. It depends on the total electron content along the ray path, its wavelength, and the Earth's magnetic field. In Fig. 1 , it may be seen that there is no FR at the geomagnetic equator for a nadir-looking sensor configuration. If the geomagnetic field is not zero, the wavelength dependence of FR causes the low-frequency parts of a received radar chirp to be more strongly rotated than high-frequency parts. As a result, a single-polarized sensor configuration will receive- discernible for a point target-an apparently frequencydependent change in amplitude of the transmitted chirp in the presence of FR.
Generally, FR depends on the total electron content and the magnetic field along the path and may be estimated from [5] and [7] as
where B is the mean parallel magnetic field in the line of sight of the sensor within the ionized layer, c is the speed of light, λ is the wavelength of the radar wave, VTEC is the vertical total electron content, and γ is the off-nadir angle of the observation. The factor 1/ cos γ converts the vertical electron content to the electron content along the ray path. The commonly used zenith angle of the radar wave at the subionospheric point was therefore approximated by the satellite's off-nadir angle. VTEC may be estimated using global ionospheric maps from the Center for Orbit Determination in Europe [22] . γ may be obtained for each image location in a product from the sensor data annotations for most currently active SAR satellites. Finally, the parallel magnetic field was obtained at a height of 300 km from the IGRF10 model presented in Section II-A. As the strength of geomagnetic field varies slowly at ionospheric heights, a reference mean value is commonly estimated for a set reference height between 300 and 450 km [7] .
C. Chirp Signal Path Delay
According to Hanssen [23] , electromagnetic waves propagating through the ionosphere are delayed by
where TEC is the total electron content along the signal path and K = 40.28 m 3 /s 2 is a refractive constant. This means that for a down-chirp (e.g., PALSAR chirp) and a two-way propagation from satellite to Earth and back, the pulse is shifted between
For a linearly frequency-modulated chirp, these shifts imply a change in the chirp rate and, therefore, a change in the length of the transmitted pulse. In a precise simulation of TEC influence on SAR signals, this behavior of the ionosphere must be considered by including t shift_ min in the received signal. Because of the frequency-dependent path delays, given high ionospheric conditions, also a modified chirp rate replaces the transmitted chirp rate in the received pulse. Fig. 2 shows these effects including the shifts in range and the modified chirp rate. T p is the pulse duration of the transmitted chirp, and T p_iono is the new pulse duration of the chirp after passing the ionosphere (two-way). Because the phase refractive index of a radio wave in the ionosphere is less than unity, a two-way phase advance at center frequency f c relative to that in free space may be estimated as
Finally, the rate of change of phase with respect to frequency, also known as the phase dispersion φ r (f ), i.e., the residual phase function at frequency f caused by the nonturbulent ionosphere, may be modeled as [24] 
Local or traveling ionospheric disturbances (TIDs) that are difficult to foresee may also play a role [18] . Because of the limited spatial area affected, they influence the standard deviation of a scene measurement of TEC and FR but otherwise only pose a problem for pointwise applications like SAR interferometry [5] . In summary, signal FR and path delays caused by the ionosphere depend on the chirp bandwidth and increase at lower carrier frequencies. Table I shows the influence of the ionosphere at 50 and 100 TEC units (1 TECU = 1 × 10 16 m −2 ) based on calculations from the above theory for the TerraSAR X and ALOS PALSAR systems as well as a possible configuration of a P-band spaceborne sensor. For the calculations of amplitude variations, refer to Section III-C.
III. SIMULATIONS
Compared to TEC values normally found in the ionosphere, the numbers listed in Table I are quite high. However, these values highlight the phenomena they cause, particularly when the phenomena are subtle. Simulations made using a range of TEC values are presented in the following section together with the necessary detailed simulation background and process explanations.
A. Chirp Signal Path Delay
Under high ionospheric conditions, visible differences in the SAR raw data result mainly in a slant range (fast time) positional shift. Relevant changes appear when correlating the received pulses with a replica of the transmitted chirp in order to perform pulse compression-a matched filter operation, where best compression of the pulses is achieved when the transmitted and received pulses match perfectly. In the time domain, matched filtering of the pulse corresponds to a convolution of the received chirp s(t) with the complex conjugate p * (t) of the transmitted chirp, providing the desired compressed return echo
where ⊗ denotes a convolution and * as the complex conjugate operator. By using this information and the theory presented in Section II-C, the duration of the received pulse may be estimated as
depending (in contrast to the transmitted chirp) additionally on the TEC value. f 0 denotes the half chirp bandwidth. The corresponding chirp rate is
The expected form of the received chirp under the influence of the ionosphere can be written as
where t d0 is a time vector depending on the sensor's sampling rate and the range to the target Y c according to
where Δt d0 includes the frequency-dependent behavior of the chirp. The "±" is derived from the choice of down-versus upchirp. n is an integer satisfying the condition
In the following simulations, the raw data were estimated using a standard system model proposed in [25, Ch. 6] with an antenna beam pattern dependent mainly on the center frequency and the physical antenna length. Without loss of generality, we assume that any antenna gain-dependent effects on the SAR signal have been corrected and removed from the SAR data. The standard system model has been extended to include all ionospheric effects discussed in Section II, including time and phase shifts of the chirp due to the nonturbulent ionosphere, but TID and nonequal antenna gains of different polarizations are left out of the simulation, as they would not add significant information. Azimuth compression was performed using the ω − k algorithm. For detailed information on the SAR focusing steps, the reader is referred to [25] and [26] .
B. FR Simulation
All independent channels of a multipolarized SAR are affected by FR in the same way. Therefore, a single model for these effects is sufficient. An approach described in [13] is used here to retrieve the measured scattering matrix M 0 . It may be written as
where S is the scattering matrix, R and T are the receive and transmit distortion matrices, N is additive noise, A is the amplitude of the received pulse after the matched filter, e jϕ is the signal phase, and R F is the one-way FR matrix. As the focus here lies on FR, in the forgoing, the parameters e jϕ , A, T, and R can be independently calibrated: Within the simulation, calibration errors are not modeled [12] . In our simulation, N varies from zero, for an ideal case, to −30 dB, corresponding to reasonable PALSAR noise equivalent sigma zero (NESZ) values for polarimetric mode [27] . Under ideal conditions, (16) 
or
Under backscatter alignment conditions, (18) can be written as
In our simulation, we consider reflection symmetry, where we assume a constant signal return amplitude B = S hv = S vh . This reduces (19) to
which in the case of a trihedral corner reflector (TCR). A point target with A = S hh = S vv can be rewritten as
By using the aforementioned assumptions for calibration and TCR measurements, the backscatter behavior is implemented as described in (21) with noise added in the nonideal case. For simplicity, the amplitude A was set to one and B to zero, corresponding to the backscatter behavior of an ideal TCR.
C. Chirp Amplitude Variations Because of FR
The chirp amplitude variation caused by FR is also modeled in the simulation. The single-polarized amplitude is used to model the received pulse subject to FR. For a single channel, e.g., HH, the received pulse is modeled with (12) and (21) as
Because M hh depends on the FR angle Ω, which, in turn, depends on the frequency f , a frequency-dependent amplitude variation is to be expected. At L-band-under the PALSAR system parameters and NESZ assumptions-the expected frequency-dependent change in amplitude might not be detectable at TEC levels below 15 TECU. The reason becomes clear if one thinks about the small change of FR angles within the typical 14-MHz range bandwidth of quad-polarized PALSAR data. An attenuation would, however, be clearly observable with a spaceborne P-band system. The results from Table I show that under higher ionospheric conditions and at lower frequencies, amplitude variations within a chirp can rise to above the noise level and degrade the image quality. The change in FR ΔΩ within the chirp bandwidth may be estimated from single-polarized data using (21)
where M hh 1 and M hh 2 are the amplitudes of the chirp at its respective start and stop frequencies. Low sampling rates can distort the accuracy of the measurements of both amplitudes by misestimating the location of the maxima. Measurement of the difference of the amplitudes removes the necessity to estimate the absolute value of the amplitudes M hh 1 and M hh 2 . The relative difference in amplitude can be obtained from the mean gradient within the amplitudes and the chirp bandwidth. It is therefore probably more accurate to calculate ΔΩ from the difference in amplitude ΔA = M hh 1 − M hh 2 within the chirp. Using a series expansion for the arccos function
and (26) as
Neglecting terms of higher order reduces (28) to
D. FR Extraction
There exist a number of methods for the extraction of FR from quad-polarized data. The most well known are given in [1] and [12] . The approach described in [1] is the most robust because it estimates FR using the phase between the crosspolarized (left/right) circular states. It was used throughout our investigations.
For simulated data, the algorithm presented in [12] would work as well and is easier to implement. It defines the two-way FR by observing that
Similarly, the circular cross-pol method [1] states that
with
The results from the method described in [1] can easily be analyzed using the simulation model developed earlier. To allow comparison with the results in Section IV, the PALSAR system parameters listed in Table I were used. However, simulations were done with 14-MHz bandwidth, as PALSAR does not support higher bandwidths in polarimetric mode [28] . Noise with a level of −30 dB was added to each channel. Simulations were conducted at 20 TECU, a reasonable value at average solar conditions. Equation (2) indicates that 20 TECU induce an FR angle of 11.812
• at f = f c = 1.27 GHz, and the Earth's magnetic field B is modeled at a height of 300 km for June 21, 2007, 45 • North and 0 • East. The peak of the focused point target in the simulation is at 20 dB. Fig. 3 shows the results of an analysis of simulated raw data. In Fig. 3(a) , the FR values over the complete scene are shown calculated with (31). Where a chirp signal is present, FR varies between 11.68
• and 11.94
• , as predicted in theoretical calculations. As this is only a single point target, the variations are due to the change of frequency inside the chirp, not to slant range or off-nadir angle variations (constant for a single stationary TCR on the ground). The influence of noise is very visible at the border of the chirp signal. The retrieved mean FR angle was Ω ∅ = 11.8132
• with a standard deviation of σ Ω = 0.16774
• (no noise: σ Ω = 0.07531 • ). An almost uniform distribution of values is observed, caused by the characteristics of the chirp passing over a single TCR. An SNR threshold was applied in the figure, discarding values in Fig. 3 (a) below a 5% limit of peak signal power. In the following, we compare compressed signals where the noise level of images increases due to the nonideal matched filtering. In Fig. 3(b) and (c) , the range and azimuth profiles are plotted. Some border effects are observable. The edge effect in Fig. 3(c) is caused by variations in the aperture length which is always slightly longer in far-than-in-near range. Values retrieved from simulations without added noise are plotted for comparison, indicated in blue.
Similar results from the RC data derived from the raw data in Fig. 3 are shown in Fig. 4 . Due to the compression, the signal in Fig. 4(a) is much more compact, clearly showing the SARtypical azimuth characteristics of a dwell-time smearing in azimuth, typically focused later in azimuth compression. Power thresholding was applied to improve the image's SNR. FR estimates are much closer to a single value in Fig. 4(a) than in Fig. 3(a) . The mean value of FR measured from the noised data is Ω ∅ = 11.8145
• with a standard deviation of σ Ω = 0.02348
• . After range compression in Fig. 4(b) , one sees that the range dependence is completely lost. The standard deviation without noise yields σ Ω = 0.00327
• . Azimuth dependence in Fig. 4 (c) again shows constant characteristics.
The AC data of the same TCR as in Figs. 3 and 4 are shown in Fig. 5 . As before, in Fig. 5(a) , the FR values for the complete scene are shown with the same power threshold applied. Areas with very weak backscatter, which become visible after azimuth compression, are removed. Still, there remain large regions in the scene where a signal is present and where FR analysis Fig. 5(b) , the simulations including noise produce retrievals that oscillate around the mean value (red line), whereas the ideal data give an almost constant value of FR over range (blue line).
The calculated mean FR is Ω ∅ = 11.8091
• with a standard deviation of σ Ω = 0.52256
• with noise (σ Ω = 0.12383 • no noise). This is confirmed by the azimuth trend of a cut through the TCR that shows a constant value with a large standard deviation. The variation is reduced if a threshold is chosen that cuts off more of the signal. The signal of an AC simulated TCR has a high peak power value at its focal point and only low signals (sidelobes) around it.
For a more meaningful comparison with real data measurements, a set of 100 simulated TCRs was investigated under mean ionospheric conditions of 20, 50, and 100 TECU and for two different noise levels (−30 and −25 dB). TEC was therefore modeled to be range dependent. The amplitudes (S hh = S vv ) of the TCRs were randomly set between zero and one. Table II shows extracted two-way FR values and related standard deviations. Fig. 6 shows an example of the histograms of the extracted FR angles under mean ionospheric conditions of 20 TECU and a noise level of −25 dB. The histogram shows the results in Fig. 6(a)-(c) for the raw, RC, and AC data, respectively. The mean extracted FR angles from the data are (a) Ω ∅ = 11.826
• , (b) Ω ∅ = 11.874
• , and (c) Ω ∅ = 11.87
• . The standard deviations are estimated to be (a) σ Ω = 0.089
• , 0.066
• , and 0.332 • , respectively. Compared to the single TCR simulations, the spread of FR in the RC data is again lowest, but differences between the raw and RC become smaller. The spread of FR retrievals is highest for the fully focused data. Moreover, the mean value of the focused data is slightly increased in comparison to the raw data. The differences in extracted FR between the raw and focused data are again due to the nonideal focusing operations caused mainly by the frequency-dependent modifications of the chirp under ionospheric conditions. FR estimation from simulations at higher TEC levels increases correspondingly (see Table II ). The influence of noise on the variation in FR angles is most relevant at lower TEC levels.
In P-band simulations, stronger FR dependence in range on the raw data is expected to be observed because of the larger relative change of frequencies inside the bandwidth relative to the center frequency.
IV. ALOS PALSAR DATA
After reviewing theoretical considerations with simulations, the step from simulations to real data measurements is a natural goal. With PALSAR, the first spaceborne system is operational where FR can significantly influence polarimetric measurements. The challenges of measuring FR from real data are a correct calibration of the polarimetric channels as well as background clutter, speckle, and the systematic noise sources.
A. Calibration and Validation
PALSAR was specifically designed to be a polarimetric SAR system. Its engineers therefore took great care to ensure that the antenna gain pattern could be consistently calibrated across all channels with the help of PALSAR antenna gain files [28] . Assuming stationarity, polarimetric calibration with preservation of the FR can be achieved by applying calibration parameters estimated within a scene known to have very low expected FR. The parameters can be estimated via the aforementioned algorithms or taken directly from Japan Aerospace Exploration Agency (JAXA) level 1.1 single look complex products. The integration of polarimetric calibration in the FR estimation based on SAR data was made using standard reference values from JAXA. The FR estimates were averaged over a rectangular area (according to projected range and azimuth resolutions).
For the estimation of the FR from the Global Navigation Satellite System (GNSS) TEC maps, the magnetic field was simulated at the scene center using the IGRF10 model for a height of 300 km. FR angles in the slant direction were estimated using the nadir component of the magnetic field and the vertical TEC over the scene center mapped by the satellite's off-nadir angle. Bihourly TEC maps sampled every 2.5
• in latitude and 5.0
• in longitude were interpolated to 1 • resolution and temporally to the corresponding sense time between two consecutive TEC maps. The accuracy of the TEC maps over regions with high GPS receiver density (e.g., Europe) is advertised to be in the range of ±3-4 TECU [29] .
B. FR Measurement
Examining a set of 15 fully polarimetric ALOS PALSAR scenes from −10
• to 50
• latitude, expected two-way FR from the simulations ranges from 0.82
• to 14.2
• . Fig. 7 shows the two-way FR measurements from a data set where higher FR was expected from the TEC maps and the IGRF10 model. Values that are below a 5% limit of peak signal power and are over a 95% limit of peak signal power were masked out (marked in dark blue). The colorbar for FR over the scene in Fig. 7(a) is also valid for the scenes in Fig. 7(c) , (e), and (g). Fig. 7(b) , (d) , and (f) shows normalized histograms corresponding to the FR scene on their left. Fig. 7(g) shows the FR angles of the azimuth focused scene with values below an 80% limit of peak signal power masked out. Fig. 7(h) compares the amplitudes of the focused image. The behavior of these results is generally Fig. 7 (e) and (f)] data with the simulations, the same trends can be observed. FR from the raw data is closer to the trend of the simulations than the FR from the RC and AC data, as the raw data better fit the simulations than the focused data. The FR from the RC data is, as in the simulations, usually higher than the FR from the AC data. The broadness of the distribution of the real data increases with every compression step. From the simulations, we were able to observe this trend only with regard to the AC data. Standard deviations of raw and RC data from simulations of 100 TCRs became nearly identical. Fig. 7(e) shows that areas where FR is undefined (colored in dark blue) or highly variable are typically dark regions such as lakes and mountainous backslope areas. No range and azimuth profiles are shown in Fig. 7 , as in a large and complex scene; they only emphasize the variations and do not otherwise provide any useful information (assuming that ionospheric variations within the SAR image can be neglected). At L-band frequencies, given the observed variations, it is not feasible to extract any range-dependent FR from the range profile for the available data sets. For the raw data, not even the frequency dependence of FR within the chirp in a range profile can be shown (as analog to Fig. 3) , as all frequencies overlap at every point in space. Therefore, the extracted FR angles from the raw data are influenced by the FR of all contributing scatterers within that pixel and are dominated by the strongest ones. As the FR variations of the scatterers are caused by the range and chirp bandwidth dependence, no significant spread of the standard deviation is expected. However, the presence of noise in the data increases the standard deviation and also causes a bias away from the "true" FR toward zero. However, as the SNR of the raw data is nearly constant throughout the data matrix, the FR variations are expected to stay small. The bias results in an underestimation of the FR when based on the raw data. The presence of multiple strong scatterers in a SAR scene reduces this bias, as they improve the SNR. After focusing the image, the standard deviation increases, as the SNR is now very inhomogeneous. While the accuracy decreases, the lowered bias improves the precision, as the SNR is largely higher than in the raw data.
To validate the presented FR measurement method not just for a single data set, data from multiple quad-polarized PALSAR scenes from −10
• latitude at diverse ionospheric activity levels were examined. In Fig. 8 , the results for 15 scenes are presented. The table to the right of Fig. 8 shows, in addition to the two-way FR angles, the standard deviation and the estimated/measured TEC levels from the simulation (TECU slant), and the TEC levels (TECU from AC) derived from the mean FR of the azimuth focused data using again the magnetic field over the scene center.
FR estimation for these scenes shows that the FR angles derived from GNSS-based simulations largely agree with the estimations from the real data, generally following the same trend. Very low estimations of FR at comparably high TEC levels (i.e., data set 1) are typically seen near the equator, where the parallel component of the magnetic field is small. The lower half of estimated FR from the real data tends to be less than the estimations from simulation. This behavior changes for higher FR and compressed data, where the frequency-dependent amplitude variations are generally above the NESZ level. FR from the raw data is usually lower than the estimates from the simulations, but its trend agrees more strongly with GNSS-based simulations. This was also observed in the TCR simulations in Section III-D. The standard deviation, as expected from Section IV-B, increases transitioning from the raw to the focused data. Estimated FR largely decreases from the RC to the AC data.
V. DISCUSSION OF RESULTS
The simulation results show that raw data clearly are susceptible to the chirp frequency dependence: A good estimate of mean FR was achieved. Derivation of FR from raw data produces an average FR from all contributing frequencies and is dominated by its strongest scatterers. Also caused by the nearly constant SNR, FR variations are expected to stay small. The comparably low SNR in the raw data results in a noise-induced shift of FR angles toward zero, explaining why FR from the raw data tends to be underestimated. Equations (2) and (20) show that FR depends on wavelength. We therefore expect, in addition to a change in the chirp length, a variation in the amplitude of the varying frequency components of a chirp. Under strong ionospheric conditions, these frequency-dependent modifications of the chirp reduce the performance of the matched filter. FR retrievals from raw and RC signals will thus tend to be dominated by the frequency parts of the chirp with higher amplitudes. FR from AC signals shows improved robustness if thresholding is applied. The decision of whether raw, RC, or fully compressed images should be used for FR analysis depends on how well compression is able to focus individual targets and also on how high a power threshold value is applied. Higher thresholds yield better estimates and lower FR variations for a single TCR, but they also decrease the number of measurements available in a scene. High TEC levels increase the amplitude variations (within the range of ambiguity) within the chirp and can therefore reduce the reliability of the FR measurement.
The same considerations also apply for real data measurements. For real data, FR measurements of raw data tend to underestimate the true ionospheric TEC and FR effects. Tests where low-power signals were filtered out with a threshold showed the same effects as simulated data: inaccuracies in mean FR values and high FR variance caused by low SNR. Good examples of typical areas with low SNR are quiet water surfaces and mountainous backslopes [ Fig. 7(e) ]. As compression gives all targets an equal opportunity to express their individual FR, an important step toward improving the accuracy of measurements in focused data is therefore the masking out of low SNR regions. A uniform distribution of the FR as in the simulation of the raw data of a single point target cannot be achieved under real conditions.
Observations of trends for FR estimation over many real data scenes show that the FR angles derived from GNSS-based simulations follow the same trend as the estimations from raw and focused data. FR estimates from the raw data generally agree better with simulations, but there are larger differences at higher FR compared to results based on products. FR from the focused data with slant TEC levels below 12 TECU (estimations from TEC maps and the IGRF10 model) is generally around or below retrievals from the raw data.
The Bickel-Bates method [1] proves to be robust and shows that extracting FR from real quad-polarized PALSAR data provides comparable results to GNSS-derived FR. We were able to develop a screening tool that enables users of SAR data to scan a large catalog of PALSAR acquisitions for expected FR using only the sensor and acquisition details.
VI. CONCLUSION
Frequency-dependent propagation effects are a result of the influence of the ionosphere's electron content along the ray path and the Earth's magnetic field. In order to demonstrate the behavior of radar waves under different ionospheric conditions, a standard SAR simulation was implemented and extended to include ionospheric effects. Point target examples were used to simulate range shifts and frequency-dependent amplitude variations within a SAR image. An evaluation of a set of sensor configurations at P-, L-and X-bands showed that the influence of the ionosphere can become significant at lower frequencies. All polarimetric measurements are affected and must be corrected. Seen in a positive light, it could also enable the extraction of ionospheric FR and the generation of highresolution TEC maps.
FR angle estimation using quad-polarized data was applied to simulated and real PALSAR data. It showed that the FR measurement approach discussed in [1] works well for raw, RC, and AC SAR data. In the simulations, the dependence of FR on the instantaneous frequency was seen, and a comparison between the measurements extracted from raw, RC, and AC data was made. The PALSAR data showed first results of FR angles as they appear in any operational polarimetric SAR system. FR retrievals based on GNSS measurements and the IGRF10 model agreed with extracted angles from raw and focused PALSAR data. The use of raw data for FR estimation is recommended, as the results agree better with retrievals from TEC maps and the simulated magnetic field than those based on the focused data. FR estimates from the raw data also generally have lower variability and are not subject to the nonideal focusing algorithms. However, underestimation of FR angles caused by the low SNR must be considered. SAR scenes over low reflecting areas are expected to be more strongly affected.
FR from focused data appears to be shifted due to the frequency-dependent amplitude variations and the change in chirp length that reduce the performance of the matched filter.
Calculation of FR using measured TEC maps, a magnetic field model, and the sensor annotations enables users of quadpolarized data to make first estimates of the FR in an acquired scene. No detailed scene-specific analysis of the SAR data is required. To validate the results from a single closely discussed example, data from multiple quad-polarized PALSAR scenes between −10
• and 50
• latitude at diverse ionospheric activity levels were examined.
Further investigations of the presented approaches, examining more data sets would enable delimitation of the estimation accuracy. It should not be forgotten that the simulations represent ideal situations. The 20 TECU used in the simulations treat the ionosphere at an average activity level. TEC values at these levels can be observed within PALSAR orbits at the programmed acquisition times even during the (presently occurring) solar minimum. The real data could be verified by GNSS. Making use of a polarimetric SAR offers much more than a single FR value: It can provide FR and TEC over a complete scene and at high resolution.
