Abstract-Early detection of skin cancer, particularly melanoma, is crucial to enable advanced treatment. Due to the rapid growth of skin cancers, there is a growing need of computerized analysis for skin lesions. These processes including detection, classification, and segmentation. There are three main types of skin lesions in common that are benign nevi, melanoma, and seborrhoeic keratoses which have huge intra-class variations in terms of color, size, place and appearance for each class and high inter-class visual similarities in dermoscopic images. The majority of current research is focusing on melanoma segmentation, but it is also very important to segment the seborrhoeic keratoses and benign nevi lesions as these regions potentially indicate the pre-cancer stage. We propose a multiclass semantic segmentation for these three classes from publicly available ISBI-2017 challenge dataset which consists of 2750 dermoscopic images. We propose an end-to-end solution using fully convolutional networks (FCNs) for multi-class semantic segmentation, which will automatically segment the melanoma, keratoses and benign lesions. To overcome the issue of data deficiency, we propose a transfer learning approach which uses both partial transfer learning and full transfer learning to train FCNs for multi-class semantic segmentation of skin lesions. The results are presented in Dice Similarity Coefficient (Dice) to compare the performance of the deep learning segmentation methods on the dataset with 5-fold cross-validation. The results showed that the two-tier level transfer learning FCN-8s achieved the overall best result with Dice score of 0.785 in a benign category, 0.653 in melanoma segmentation, and 0.557 in seborrhoeic keratoses.
I. INTRODUCTION
S KIN cancer is the most common cancer among all other cancers [1] . The malignant skin lesions consist of the melanocytic lesion, i.e. melanoma, and non-melanocytic lesion, i.e. basal cell carcinoma. Although melanoma is the least common type of skin cancer, it is the most aggressive and deadly cancer [2] . In addition, it has the high capacity to invade tissues and other organs (cite). Hence, it is important to have early detection to save a life. According to the prediction of Melanoma Foundation [3] , the estimated new cases of melanoma in the United States is 87,110 (200% increased since 1973) with 9,730 predicted deaths.
In current medical practice, skin cancer specialists primarily examine the patients on visual inspection with manual measurements tools called dermoscopy assessment to determine M. Goyal the skin lesions. Relying on self-vigilance and medical inspection by human vision risk life and survival rate as it is difficult to identify the type of lesions by naked eyes. Hence, over the years, different image modalities were used to inspect the skin, including macroscopy (clinical) and microscopy (also known as Dermoscopy). Dermoscopy is a non-invasive imaging that allows visualisation of skin surface by the light magnifying device and immersion fluid [4] . It is one of the most widely used imaging techniques in dermatology and it has increased the diagnosis rate [5] . In dermoscopic imagery, melanoma starts as minuscule and mole-like [1] , with a gradual change in size and color. Like other cancer malignancies, the appearance of melanoma is Irregular diffuse pigmentation as illustrated in Figure 1 (a), compared to benign, more regular pigment as illustrated in Figure 1 (b). Braun et al. [6] studied the morphology of keratoses using dermoscopic imaging, where they described that the common characteristics are comedolike openings and milialike cyst(round, whitish and yellow), as illustrated in Figure 1 (c).
The majority of the state-of-the-art computer-aided diagnosis on dermoscopy images composed of multi-stages, which include image pre-processing, image segmentation, features extraction and classification [7] , [1] . Using hand-crafted feature descriptors, the dermatologists are able to differentiate benign lesions based on their shape features as they normally have small dimensions and more circular, as illustrated in Figure 1(b) . Other feature descriptors used in previous works including asymmetry features, color features and texture features. Pattern analysis was widely used to describe the appearance of skin lesions, this including the melanocytic algorithm elaborated by Argenziano et al. [8] . Using the features descriptors and pattern analysis, machine learning algorithms were used to classify the lesions types. There are many research in developing computerized methods based on image processing and conventional machine learning approaches. These research were presented in two survey papers where the majority of the approaches were using hand-crafted features to classify or segment the lesions, the earlier review was in 2012 reviewed by Korotkov et al. [7] and the later was conducted by Pathan et al. [1] . Korotkov et al. [7] concluded that there is a large discrepancy in previous research and the computer-aided diagnosis systems were not ready for implementation. The other issue was the lack of benchmark dataset which makes it harder to assess the algorithms. Pathan et al. [1] concluded that the CAD systems worked for experimental settings but subject to rigorous validation in real-world clinical settings.
With the rapid growth of deep learning approaches, many researchers [9] , [10] , [11] Neural Networks for melanoma detection and segmentation. However, there is no previous research for multi-class semantic segmentation to detect all types of skin cancer lesions. The idea of big data and data science is to encourage data sharing and development of data-driven approaches to better diagnostics in clinical applications, this will improve the performance of learning algorithms. Ackerman and Mones [12] claimed that solar keratoses is malignant lesion (squamous cell carcinoma (SCC)), whereas Fuchs and Ellen [13] defined it as with potential to progress to SCC. These research findings show the importance of monitoring keratoses lesions. To help the dermatologists to evaluate and understand the development of keratoses, we have included keratoses as one of the classes in our semantic segmentation. Previous work [9] , [10] , [11] has combined keratoses with other benign lesions as non-melanoma classes and working on two-class semantic segmentation. The contributions of this paper are: 1) To provide a review on current state-of-the-art deep learning approaches for skin cancer lesion and melanoma segmentation. 2) To propose a multi-class semantic segmentation for melanoma, keratoses and benign lesions on the ISBI-2017 challenge dataset rather than using only one class for segmentation task. 3) To review the performance of state-of-the-art deep learning algorithms on this proposed multi-class segmentation task given that there is high visual intra-class in each class and inter-class similarities between these skin lesion classes. 4) To use both types of transfer learning called two-tier transfer learning to overcome the data deficiency to train the FCNs.
II. DEEP LEARNING FOR MELANOMA SEGMENTATION
Deep learning has gained popularity in medical imaging research including Magnetic Resonance Imaging (MRI) on brain [14] , breast ultrasound cancer detection [15] and diabetic foot ulcer segmentation [16] . A popular deep learning approach in biomedical imaging research is U-Net, proposed by Ronneberger et al. [17] . U-Net enables the use of data augmentation, including the use of non-rigid deformations, to make full use of the available annotated sample images to train the model. These aspects suggest that the U-Net could potentially provide satisfactory results with the limited size of the biomedical datasets currently available. An upto-date review of conventional machine learning methods is presented in [1] . This section reviews the state-of-the-art deep learning approaches for segmentation for skin lesions. To date the majority of existing research focuses on skin lesions segmentation, but not on semantic segmentation.
Yu et al. [10] proposed very deep residual networks of more than 50 layers for two-stage framework of skin lesions segmentation followed by classification. They claimed that the deeper networks produce richer and more discriminative features for recognition. By validating their methods on ISBI 2016 Skin Lesion Analysis Towards Melanoma Detection Challenge dataset [18] , they reported that their method ranked first in classification when compared to 16-layer VGG-16, 22-layer GoogleNet and other 25 teams in the competition. However, in segmentation stage, they ranked second in segmentation among the 28 teams. Although the work showed promising results, but the two-stage framework and very deep networks are computationally expensive.
Bi et al. [11] proposed a multi-stage fully convolutional networks (FCNs)for skin lesions segmentation. The multistage involved localised coarse appearance learning in the early stage and detailed boundaries characteristics learning in the later stage. Further, they implemented a parallel integration approach to enable fusion of the result that they claimed that this has enhanced the detection. Their method outperformed others in PH2 dataset [19] of 90.66% but achieved marginal improvement if compared to Team ExB in ISIB 2016 competition with 91.18%.
Yuan et al. [9] proposed an end-to-end fully automatic method for skin lesions segmentation by leveraging 19-layer DCNN. They introduced a loss function using Jaccard Distance as the measurement. They compared the results using different parameters such as input size, optimisation methods, augmented strategies, and loss function. To fine tune the hyperparameters, 5-fold cross-validation with ISBI training dataset was used to determine the best performer. Similar to Bi et al. [11] , they evaluated their results on ISBI 2016 and PH2 dataset. The results were outperformed the state-of-the-art methods but they suggested that the method achieved poor results in some challenging cases including images with low contrast.
The research showed that deep learning achieved promising results for skin lesions segmentation and classification. However, these methods did not make their codes available and not validated on the ISBI 2017 dataset, which has 2000 images compared to 900 in ISBI 2016 dataset. In addition, there is no existing work in semantic segmentation for the benign lesion, keratoses lesion, and melanoma lesion. Even though there are datasets available for skin lesions, but the scale of combined datasets is relatively smaller than the general field, e.g. ImageNet [20] . To overcome the data deficiency in skin lesions segmentation and to enable fully automated of skin lesions segmentation, we propose a transfer learning approach for multi-class semantic segmentation. The following section detailed our proposed method.
III. METHODOLOGY
This section discusses the ISBI skin cancer dataset, the preparation of the ground truth labeling, the two-tier transfer learning approach and the type of performance metrics to validate our segmentation results.
A. Datasets
We solely used publicly available ISBI 2017 skin cancer challenge dataset for training the fully convolutional deep learning models. RGB colorspace is used to represent all the images in this dataset. It includes 3 important skin lesion classes on the dermoscopy images that are benign nevi, melanoma and seborrhoeic keratoses. The segmentation task on these dermoscopy images based on these 3 classes is very challenging due to high inter-class similarity between these 3 classes. This challenge dataset consists of training set of 2000 dermoscopy images in which 1372 dermoscopy images are classified as benign nevi, 374 as melanoma and 274 as seborrhoeic keratoses. There are 150 images in validation set and 600 images in the test set. The classification of the whole dataset of 2750 images is shown in Table I . In this dataset, the size of images vary between 540 × 722 and 4499 × 6748. For the training of FCNs, we resized all the images to 500 × 375 to improve the performance and reduce the computational costs. In the competition, the segmentation challenge was only lesion boundaries from dermoscopic images. Hence, there was only one class for the segmentation task. Whereas, in our segmentation task, we divided the whole dataset on the basis of 3 classes i.e. benign nevi, melanoma and seborrhoeic keratoses.
B. Ground Truth Format
Since, the performance of convolutional neural networks for semantic segmentation are widely tested for the PASCAL-VOC 2012 dataset [21] , [22] . In this dataset, the input images are all defined in RGB colorspace and 8-bit paletted images are used for representing the ground truth for input images i.e. a sample input image showing the person riding motorbike with ground truth in Figure 2 . The ISBI dermoscopy dataset has input images in the same format i.e. RGB colorspace. As mentioned above, the segmentation challenge was only for one class, hence binary mask was used for representing the ground truth as illustrated in Figure 3 
C. Fully Convolutional Networks for Skin Cancer Segmentation
The convolutional neural networks proved to be breakthrough in the computer vision tasks and relatively match the human accuracy. These networks are very computational intense to extract the hierarchies to features to detect the objects in images. The state-of-the-art CNN networks are trained on huge datasets and used to classify the number of classes of different objects by providing the score for each class.
The problem with these networks, they actually have single prediction for each image. If there are multiple objects in single image, these networks detect the most prominent object in an image. The advanced convolutional neural networks such as FCNs and encoder-decoder CNNs which can detect the multiple objects as well localize the objects by using pixelwise prediction. The pixel-wise prediction enables to learn which pixel of an image belongs to which class of object. Recently, the FCNs have become the state-of-the-art methods to do the segmentation tasks for both non-medical and medical imaging and proved their superiority over the conventional machine learning and other deep learning methods. We used the four different variants of FCNs that are FCN-AlexNet, FCN-32s, FCN-16s, and FCN-8s to perform the skin cancer segmentation task.
The first variant FCN-AlexNet is a modified version of original state-of-the-art classification model called AlexNet which won ImageNet ILSVRC-2012 competition in classification category [23] , [24] . The FCN-AlexNet enables the pixelwise prediction by using the deconvolutional layers which upsample the features learned by the earlier convolutional layers. We have trained the FCN-AlexNet on the Caffe deep learning framework [25] . The input and ground truth images are both 500×375. We have fine-tuned the network parameters to allow the method more time to learn the features from dermoscopy images by using 100 epochs, stochastic gradient descent with a learning rate of 0.0001.
The other FCNs variant FCN-32s, FCN-16s and FCN-8s are based on the another state-of-the-art classification network called which won localization challenge and made second position in classification challenge in the ImageNet ILSVRC-2014 competition [26] , [23] . The difference between these models are the up-sampling layers with different pixel stride. As the name suggested by these FCNs variants, in FCN-32s, up-sampling is performed with the help of 32-pixel stride where as 16-pixel stride for FCN-16s and 8-pixel stride for FCN-8s. With the small pixel stride, the models were able to predict finer-grained analysis of the objects. Similarly, the same network parameters are used as of FCN-AlexNet to train these models.
D. The Two-tier Transfer Learning Approach
The convolutional neural networks generally requires a huge dataset to learn the features to get the positive results for detection of objects in images [27] . Since, we have RGB images in dermoscopic images, it is good to use two-tier transfer learning from huge datasets in non-medical backgrounds such as ImageNet and Pascal-VOC dataset to converge the weights associated with each convolutional layers of networks [28] , [22] , [16] . The main reason for using two-tier transfer learning is because, the medical imaging datasets are very limited, hence, when convolutional neural networks are trained from the scratch on these datasets, they don't produce effective results due to non-convergence of weights associated with each convolutional layer with limited medical imaging datasets. When we use deep learning in medical imaging, there is a big concern regarding the size of the datasets [29] .
Hence, when we train convolutional neural networks on these limited medical datasets, it is very important to use transfer learning by training models on huge non-medical datasets to produce better results. The transfer learning transfers the feature learned by previous models on huge non-medical datasets to medical image datasets. There are two types of transfer learning i.e. partial transfer learning in which only the features from few convolutional layers are transferred and full transfer learning in which features are transferred from all the layers of previous pre-trained models. In two-tier transfer learning, we have used both types of transfer learning, as in first tier, we have used the partial transfer learning by transferring the features only from the convolutional layers trained on huge classification dataset called ImageNet which consists of more than 1.5 million images with 1000 classes and full transfer learning to transfer the features from model trained on semantic segmentation dataset called Pascal-VOC that consists of more than 2000 images with 21 classes. Hence, we used the two-tier transfer learning technique to use the pretrained model for all corresponding FCNs in our skin cancer segmentation task in Fig. 5 .
E. Performance Metrics
In medical imaging, Sensitivity and Specificity are the standard evaluation metrics and where as for segmentation evaluation, Dice Similarity Coefficient (Dice) is popularly used by researchers [30] , [31] . We report our findings in Dice, Sensitivity, Specificity, and Matthew Correlation Coefficient (MCC) [32] as our evaluation metrics for segmentation.
Sensitivity is defined in eq (1), where TP is True Positives and FN is False Negatives. A high Sensitivity (close to 1.0) indicates good performance in segmentation which implies all the lesions were segmented successfully. On the other hand, Specificity (as in eq. (2)) indicates the proportion of True Negatives (TN) of the non-lesions. A high Specificity indicates the capability of a method in not segmenting the non-lesions. Dice Similarity Index (Dice) is a measure of how similar both prediction and ground truth are, by measuring of how many TP found and penalising for the FP that the method found, as in eq. (3) . MCC has a range of -1 (completely wrong binary classifier) to 1 (completely right binary classifier). This is a suitable measurement for the performance assessment of our segmentation algorithms based on binary classification (lesion versus non-lesions), as in eq. (4). 
A. Quantitative Performance Measure
We tested four state-of-the-art fully convolutional networks for our proposed segmentation task as described above. We train the models with input-size of 500×375 using stochastic gradient descent with a learning rate of 0.0001, 60 epochs with a dropout rate of 33%. In Table III , we report Dice Similarity Coefficient (Dice), Sensitivity, Specificity, Matthews Correlation Coefficient (MCC) as metrics for performance evaluation of multi-class segmentation of skin cancer lesions.
In performance measure for multi-class segmentation, FCNs performed best in the class of benign nevi, that's because, we have more data of this class in the dataset available rather than melanoma and seborrhoeic keratoses. Due to high intraclass and inter-class visual similarities, performance for both classes, melanoma and seborrhoeic keratoses suffer due to less available data in the dataset. The total melanoma images are only approx. 37% and keratoses images are just approx. 22% of total benign images in the dataset.
In Table III , we report the performance evaluation of fully convolutional networks for multi-class segmentation on 5-fold cross validation data. In benign class category, all FCNs achieved good segmentation results, but FCN-AlexNet achieved the best results with Dice score of 0.819, MCC score of 0.814, and Senstivity is 0.798. In this category, FCN-8s performed 2nd best with Dice score of 0.779 and MCC score of 0.779. In melanoma and keratoses category, FCN-8s has performed best with Dice score of 0.653 and 0.557 respectively and also, in terms of Senstivity, Specificity and MCC. With few data available in these both categories, due to finer grained analysis of the objects, the FCN-8s performed best among all other FCN-8s. Overall, the FCN-8s and FCN-Alexnet worked well for our proposed multi-class segmentation.
B. Visual Comparison
In Fig. 6 , we reported the accurate results predicated by every FCN models score in each category whereas in Fig. 7 , we reported the inaccurate results. Due to visual similarities, there are many overlaps between the classes of skin lesion from Fig. 7 , row 1 and row 3 particularly show there is overlap between benign and keratoses.
V. CONCLUSION
In this work, we propose multi-class semantic segmentation to segment the melanoma, benign and seborrhoeic keratoses in the combined dataset. It is a very challenging segmentation Ground truth FCN-AlexNet FCN-32s FCN-16s FCN8s Fig. 6 . The segmentation results to visually compare the performance of FCNs on multi-class segmentation. First row is benign, Second row is melanoma and Third and last row is Keratoses The first column is the ground truth delineation, the second column is the results of FCN-AlexNet, the third column is the FCN-32s, the fourth column is the FCN-16s and the last column is the FCN-8s.
task as there are high intra-class and inter-class similarities in terms of visual, size, color and appearance in these classes. There was only one class used in the recent literature on the skin lesion segmentation. For computer vision algorithms, it is comparatively easy to segment one class of skin cancer lesions from the normal healthy skin to predict the segmentation for one class. But, when it comes to differentiating the different skin lesions, it stands a major challenge to achieve good multi-class segmentation results for each category. We tested this segmentation problem with state-of-the-art segmentation algorithms known as fully convolutional networks. We get the best results for benign category and good results in melanoma and keratoses categories. It is mainly because of unbalanced data of each category in the dataset. With the more data especially for melanoma and keratoses categories, can further improve the performance of fully convolutional networks.
Ground truth FCN-AlexNet FCN-32s FCN-16s FCN8s Fig. 7 . The inaacurate segmentation results to visually compare the performance of FCNs on multi-class segmentation. First row is benign, Second row is melanoma and Third and last row is Keratoses The first column is the ground truth delineation, the second column is the results of FCN-AlexNet, the third column is the FCN-32s, the fourth column is the FCN-16s and the last column is the FCN-8s.
