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Abstract: A key challenge in the design of AI systems is how to support people in understanding them. We address this challenge by positioning explanations in everyday
life, within ongoing relations between people and artificial agents. By reorienting explainability through more-than-human design, we call for a new approach that considers both people and artificial agents as active participants in constructing understandings. To articulate such an approach, we first review the assumptions underpinning the
premise of explaining AI. We then conceptualize a shift from explanations to shared
understandings, which we characterize as situated, dynamic, and performative. We
conclude by proposing two design strategies to support shared understandings, i.e.
looking across AI and exposing AI failures. We argue that these strategies can help designers reveal the hidden complexity of AI (e.g., positionality and infrastructures), and
thus support people in understanding agents' capabilities and limitations in the context of their own lives.
Keywords: explainability; artificial intelligence; everyday life; more-than-human design

1. Introduction
From everyday services to critical domains, Artificial Intelligence (AI) is used to make decisions that profoundly affect people’s lives. However, since many machine learning techniques are not interpretable, one of the biggest challenges in designing AI systems is to be
able to explain those decisions. To tackle this problem, researchers, governments, activists,
and companies have called for making AI more explainable (Barredo Arrieta et al., 2020;
Whittaker et al., 2018; Amershi et al., 2019). While researchers have found ways to make AI
models somehow interpretable for developers, how to explain AI decisions to a broader
range of people, including everyday users and people affected by AI decisions who are not
direct users, remains a significant challenge (Bhatt et al., 2019; Vera Liao et al., 2020).
Technical explanations can be useful for developers, but they are not a good fit for a broader
range of people (Mittelstadt et al., 2018). One simple reason is that people affected by the
decisions of an AI system might be less concerned with how that model works in a technical
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sense, and instead, might want to know if they could trust the decisions the model produced. Thus, designers need to find alternative ways to support people in making sense of AI
that go beyond technical explanations. Indeed, the challenge of supporting people in making
sense of technologies, in contrast to showing how technologies simply work, has been a concern of designers for quite some time. In the case of the graphical user-interfaces, for example, there are considerable differences between how files, folders, and functions are presented and how a computer stores data. But given the complexity of infrastructures behind
AI systems, how these systems ‘model the world’ and change over time, situated understandings of AI might have to differ considerably from strictly technical explanations.
In this paper, we argue that in order for designers to address the challenge of making AI decisions understandable to a broad range of people, we first need to position explanations in
everyday contexts and within interactions of people and intelligent agents. This requires designers to address how understandings may originate from people’s everyday experiences
when interacting with AI, and to give an active role to users and artificial agents in the process of understanding AI. By adopting a more-than-human design orientation, we propose to
consider explanations within ongoing relations of humans and artificial agents, in which both
people and artificial agents are active participants in building understandings.

1.1 Reorienting explanations through more-than-human design
In the last few years, Explainable AI (XAI) has become a growing area of interdisciplinary research, one concerned with enabling human users to understand, appropriately trust, and
effectively manage AI decisions (Turek, 2020). A key obstacle in this domain is the tension
between the ambition of XAI to provide explanations to all users, and the current state-ofthe-art which focuses on explanations mostly for experts (Abdul at.al., 2018; Barredo Arrieta
et al., 2020; Mittelstadt et al., 2018). To address this gap, there are calls for expanding XAI by
integrating and developing methods together with research from other fields, such as social
and cognitive sciences (Miller, 2019; Mittelstadt et al., 2018), and interaction design (Abdul
et al., 2018).
Design approaches to XAI include a range of human-centered design frameworks and tactics.
Among them, scenario-based XAI (Andres et al., 2020), user’s trust (Weitz et al., 2019), usability guidelines for explainable interfaces (Amershi et al., 2019), and tangible and embodied
interactions (Ghajargar et al., 2021). These approaches are now organized around the community of human-centered XAI (HCXAI) (Wang et al., 2019, Ehsan and Riedl, 2020). Scholars
in HCXAI have called for a shift from algorithm-centered XAI to socially-situated XAI (Ehsan
et al., 2021). Their research has shown that existing work on “opening” the black-box of AI
does not properly address how to design explainable AI for different user groups and how to
make explanations actionable. The more inclusive and empowering approach of HCXAI has
highlighted the importance of investigating explainability in relation to user’s background
(Ehsan and Riedl, 2020) and user’s experiences (Vera Liao et al., 2020).
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To complement these efforts and to respond to the call of situating XAI, we adopt a morethan-human design approach to technology (Giaccardi and Redström, 2020; Wakkary, 2021;
Forlano 2017; Coulton and Lindley 2019, DiSalvo et al., 2011). A more-than-human design
orientation calls for including nonhuman perspectives (such as the ones of everyday things)
to problematize the design space, to unsettle assumptions, expose human-originating biases, and “demonstrate the problem to be more uncertain, more nuanced or more complex
than originally assumed or regarded” (Giaccardi, 2020, p. 104).
More-than-human design can help to re-orient explanations, by positioning them within ongoing relations between human and artificial agencies (Giaccardi and Redström, 2020; Kuijer
and Giaccardi, 2018); and by acknowledging the active role of both humans and agents in ordering, resisting, enabling and mediating everyday life (Frauenberger, 2019; Giaccardi and
Redström, 2020). A more-than-human approach is also useful to grapple with questions of
agency in explainability (Lindley et al., 2020). Given that artificial agents are not just tools,
but entities capable of self-initiated action, explaining AI as if it was a mere tool would not
be effective (Redström and Wiltse, 2018; Kuijer and Giaccardi, 2018). For example, when explaining why a digital assistant (such as Amazon Echo) responds better to certain voices than
others, we might fall short if we overlook the possible biases that are amplified by the training data set, and the gendered stereotypes that these devices perpetuate (Strengers and
Kennedy, 2020). Explaining interactions with AI agents as simple tools might lead to unethical designs, because it masks the sort of delegations that are in place when interacting with
smart systems (De Mul, 2010), and the implications that that might have in people’s lives
(Pierce and Di Salvo, 2018, Giaccardi, Kuijer, and Neven, 2016).

1.2 From explanations to understandings
In XAI research, authors have highlighted the central importance of the notion of understanding, and how that differs from the notion of explanation (for a summary see Langer,
2021). Among these scholars, Páez (2019) investigates the relationship between explanation
and understanding in the context of opaque machine learning models. He proposes to differentiate explanation and understanding as a way to open up new avenues of research that
can lead to better grasping the workings and decisions of opaque AI models. The reason for
this call is that, unlike explanation, understanding can include other paths (e.g., models, simulations, or experiments) which do not need to be accurate representations of a phenomenon, as long as they are useful for organizing human experience.
To unpack the shift from explanations to understandings for the design of AI, we argue that
it is important to review the epistemological commitments underpinning the very premise
that AI should be explained. This is crucial to make AI understandable for a wide range of
people because the premise of explaining AI might fundamentally assume a passive role for
people (and AI agents) by privileging the perspective of the ones building the system over
the ones affected by it. Thus, in the next section, we unpack some seemingly hidden assumptions in relation to ‘what’ is explained and to ‘whom.’
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2. What is assumed in the premise of explaining AI?
In order to consider a different approach, we first need to unpack the logic on which the call
for explaining AI rests. When articulating the limitations of transparency in AI, Ananny and
Crawford (2018) argue that no model of accountability can avoid the questions of “accountable for what?” and “accountable to whom?”. Following this argument, we review some of
the epistemological commitments that currently underpin the idea of explaining AI, first in
relation to what needs to be explained and then in relation to who are the explanations for,
and who creates them.

2.1. What is explained?
Let us begin by asking to what extent it is reasonable to assume that explanations need to be
explicitly causal, factual, and simple.
In the principle of explaining AI there is a basic assumption that explanations are strictly the
ones that can state the cause of a phenomenon, i.e., that understanding AI systems is to
know what decisions were made and why. This idea is based on a historical connection between explanations and causes, beginning with Aristotle and continuing with the defenders
of causal explanations, which have argued that understanding cause implies knowledge
(Páez, 2019). However, causal knowledge does not come exclusively from explanation. On
the other hand, there are other methods, such as experimentation, which are not explicitly
causal but can be useful to understand AI systems. For example, direct manipulation, such as
adjusting a lever and observing its effects on other parts of a system, is a way of understanding how a system works. Further, manipulating a system into new desired states it is a sign
of understanding which requires the ability to think counterfactually (Páez, 2019).
Another assumption is related to the factual character of explanations, i.e., to think that the
more facts revealed about a phenomenon, the more it will be understood. This is because
factivity is an essential feature of explanations in science. However, finding a complete technical explanation (in the traditional sense) of AI models is impossible, as most of them are
designed as black-boxes (Páez, 2019). Furthermore, even if we could ‘look inside’ deeplearning models, we would not be able to understand them beyond a temporal constrain,
because AI systems are constantly changing and evolving.
Interaction design has developed approaches to support understanding computational systems in ways that go beyond, or circumvent, technical types of explanations. One prominent
example is the desktop metaphor as used in a typical graphical user interface (GUI). But
since AI systems constantly change and evolve by learning through interaction with people,
we cannot precisely define, nor completely determine, what that understanding needs to be
like, and then build an interface on that definition. Even if we could explain the source code,
training data set, and testing data that helped build those agents, this would describe only
some particular aspects of it. Such snapshots of a system tell us little about its logic, like how
it will respond in the future, and how it will change in relation to new data.
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Finally, there is an assumption that the simpler the explanations the better. The vast majority of work in XAI is based on creating simplified approximations of complex decision-making
functions (Mittelstadt et al., 2018). These are useful for developers, both for pedagogical
purposes and for making reliable predictions of how the system might behave over a restricted domain. However, they can be misleading when presented as an explanation of how
the model functions to everyday users and people affected by AI decisions. Mittelstadt and
colleagues argue that the simplified approximations resemble more scientific models than
‘everyday explanations,’ which are contrastive, selective, and social. Thus, along with other
scholars, they point to the importance of supporting debate and contestation of AI decisions
as productive strategies to achieve understandings (Mittelstadt et al., Vaccaro et. al, 2019;
Lyons et al., 2021).

2.2. Explainable to whom?
Given the issues raised above, we also need to question for whom, and by whom, such explanations are made.
The depiction of a neutral user in various XAI diagrams is based on the logic that users can
be generalized and understood as single and neutral. This model assumes that the AI system,
or the developers who built it, are the ones that deliver knowledge, while users are just recipients of it. It also assumes that general explanations can fit all users independently of
their identity and position in the world. This tends to obscure the fact that not everyone can,
or will, interpret information in the same way. Furthermore, it simply ignores that many
people use AI systems indirectly (Aizenberg and van den Hoven, 2020), and therefore have
no access to such information.
What is implicitly assumed in the aim of explaining AI is that the ways in which end-users understand AI are less accurate than the experts who build it (Adam, 1993). While this may be
the case for technical explanations, it is in contrast to the 'standpoint' type of knowledge of
much research in design, where the implicated subject is considered as the expert of their
own domain (Suchman, 2006). Privileging the perspective of those who design and build the
systems over alternative views poses the risk of reinforcing implicit biases and preserving socially legitimated knowledge, and offers limited scope to consider alternative understandings (Adam, 2020).

3. Towards shared understandings of AI
As discussed above, traditional explanations might not be the only or most effective way to
support people in understanding artificial agents in everyday life. Moreover, traditional explanations might not be inclusive enough, because they cannot account for the multiple people implicated by AI, and the fact that not everyone can understand the workings of a system or its significance in the same way. So, what could be a more inclusive alternative?
In order to explore this alternative, we conceptualize a shift from explanations to shared understandings. When looking at ‘who are the explanations for’ and ‘how is that knowledge
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produced,’ there seems to be a need for addressing understandings in plural. It seems that
there is no single explanation that could fit all, but that there is a need to design for the possibility of multiple understanding(s) to be produced within ongoing relations between situated users and artificial agents. Indeed, with respect to these systems fulfilling their intended roles, the multiple ways people implicated by AI may come to understand what such
systems are and what they do as part of everyday life is no less critical or legitimate than
supporting the experts that have built, or are in charge of, the systems.
To unpack the idea of shared understandings and find new spaces for designing more understandable AI systems, we draw upon work done at intersections between information technology and other areas such as science and technology studies, philosophy, and posthumanist and feminist theory.
In her studies of situated action, ethnomethodologist Lucy Suchman (1987) argues that the
understanding that arises from interaction with technology should always be regarded as a
practice of knowledge production: “The coherence of situated action is tied in essential ways
[...] to local interactions contingent on the actor’s particular circumstances. A consequence
of action’s situated nature is that communication must incorporate both a sensitivity to local
circumstances and resources for the remedy of troubles in understanding that inevitably
arise” (Suchman, 1987, p.27-28).
As argued by political philosopher Hannah Arendt (1954/1994), understanding something is
a dynamic process. “Understanding, as distinguished from having correct information and
scientific knowledge, is a complicated process which never produces unequivocal results. It
is an unending activity by which, in constant change and variation, we come to terms with
and reconcile ourselves to reality, that is, try to be at home in the world” (Arendt, 1994,
p.307).
With respect to articulating situated understandings, Donna Haraway’s work is central. Haraway (1988) describes knowledge as always situated--that is, produced by positioned actors
working up/on/through all kinds of relation(ships). What is known, and how it can be known,
are both subject to the position of the knower, i.e., their situation and perspective. This
points to a more-than-human epistemology, according to which multiple understandings
need to be situated within contexts and shared by agents (humans and nonhumans) that are
always differently positioned and in different relation(ships) to each other.
When thinking about shared understandings of AI from a more-than-human design orientation, we can start considering the agential role that both people and artificial agents play in
situated practices of knowledge production. Thus, it seems important not only to account for
the positionality of the people implicated by AI, but also the positionality of the agents. This
trajectory suggests that instead of technical explanations, users could benefit from understanding who owns the infrastructures behind the devices they use, and what are their limi-
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tations. Thus, we see situated understandings as the ones that can expose the different dimensions of artificial agents, from their identities and worldviews, to the larger infrastructures in which they are embedded.

4. Design strategies to support shared understandings of AI
In this section, we discuss some implications that the shift from explanations to shared understandings might have for designing more-than-human interactions with AI. While in the
first sections we have described a conceptual shift, in this section we focus on two design
strategies, as possible ways to expand the scope of explanations. The unpacking of these
strategies is supported by examples of speculative work in art and design aimed at creating
tension and calling out the hidden complexity of AI (e.g., the infrastructures, positionality,
and limitations of artificial agents), which the premise of explaining AI is currently not accounting for.

4.1. Looking across AI
As discussed in the previews sections, positioning understandings as part of broader sociotechnical systems brings to the front that we need to move past the idea of a neutral user,
and instead try to paint a more diverse and inclusive picture of the different actors implicated by AI. Thus, to make AI more understandable, designers could try to account for the
multiple agencies (humans and nonhumans alike) that are part of making a particular interaction with AI.
Ananny and Crawford describe this socio-technical approach as “looking across the AI system” instead of looking inside (2018). They ask: “What is being looked at, what good comes
from seeing it, and what are we not able to see?” (Ananny and Crawford, 2018, p. 13). Those
questions are visualized in the “Anatomy of an AI system” (Crawford and Joler, 2018). The
map visualizes what we are not able to see when we interact with an Amazon Echo, namely
the extractive processes of material resources, human labor, and data that are required to
build and operate it. In a similar map called “Architectures of choice”, Marenko and Benque
(2019) use diagrams to trace recommendations on YouTube as experiments to explore what
new understandings are created. They foreground relations and paths to build a mode of
knowledge-making that is situated, incomplete, and speculative.
These maps bring to light new questions for designing AI agents. How can we design explanations that situate not only users but also agents? For example, how might interacting with
Amazon Echo reveal its ecosystem, biases, beliefs, and worldviews? Can we image different
interactions with conversational agents if instead of ‘closed’ products we allowed users to
intervene in different parts of this map (e.g., training the algorithm)? What if instead of adhoc explanations, agents could rely on local contexts to develop shared and situated understandings together with their owners?
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4.2 Exposing AI failures
Mapping the entangled relations of AI systems means also making visible its boundaries. In
the Nooscope map, Joler and Pasquinelli (2020) created a diagram of Machine Learning errors, biases, and limitations. They describe their project as a cartography of the limits of AI,
to illustrate not only how AI works but also how it fails. In this section, we try to articulate
some benefits that exposing AI’s limitations might reveal for users and designers. We ask:
What kind of understandings can be developed by exposing what is hidden? What could be
the value of such friction for users?
Knowing the limitations of an AI system seems crucial for understanding it, since users can
adjust expectations and calibrate their trust (Luger and Sellen 2016). In fact, making clear
what a system can do (and how well) are among the first principles identified by Amershi
and colleagues in the Guidelines for human-AI interaction (2019). Technologies running into
their limits can be found also in science fiction, for example, in Isaac Asimov’s series ‘I Robot’
or the popular series Black Mirror. But failures can do more than just motivate users to seek
explanations. Beyond exposing the frictions of AI, breakdowns in the interaction with agents
could be a way to move closer to shared understandings, because when artificial agents fail
in everyday interactions, both humans and agents need to be actively involved in repairing
practices.
Empirical studies with conversational agents have shown that people actively try to repair
breakdowns by using different strategies, such as modifying the words and the tone of voice
they use (Sciuto et al., 2018; Luger and Sellen, 2016). People take an even more active role in
relation to artificial agents when testing their limits to understand their capabilities, and
probing how ‘intelligent’ the agent is (Druga et al., 2017; Porcheron et al., 2018; Pelikan and
Broth, 2016). For example, common strategies to test conversational agents involve using
convoluted sentences (such as when asking about the weather using unusual expressions) to
see if the agent can handle them. How could the design of artificial agents support this kind
of experimentation?

4.3 Illuminating strategies through design examples
As a design strategy, ‘looking across AI’ is an invitation for designers to see AI as a sociotechnical system. This shifts the role of design from masking the complexity of AI systems in
seamless interactions, to exposing that complexity by revealing the infrastructures and tensions that are part of it. For example, Desjardins and colleagues (2021) used interdisciplinary
performance to critically examine conversational agents, from what is physically hidden inside the speakers, to the hidden labor and the surveillance practices that are behind them.
In the design exploration “AYA” and “U”, Juul Søndergaard and Hansen (2018) explored different ways a voice assistant may push back on sexual harassment using design fictions tactics to reveal issues of trust, gender and algorithmic bias. In the performance called “Lauren”, McCarthy (2017) installed a series of networked smart devices in people’s homes and
remotely watched over them, to reveal issues of surveillance, decision making, and privacy.
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In “The sound of speech as it echoes in the cloud,” the collective Tropozone (2021) exposed
the frictions of the ecological emergency through a network of voice assistants that are geographically distributed, inviting people to reroute their attention to the overlooked, the unfamiliar, and the forgotten.
From a more-than-human design orientation, ‘looking across AI’ is a strategy that invites designers to think that AI systems do not only contain complexity but enact complexity, by
“connecting to and intertwining with assemblages of humans and non-humans” (Ananny
and Crawford, 2018, p. 2). Thus, looking across AI involves accounting for the situated encounters that different humans and nonhumans agencies have when they relate to each
other. An example of an inquiry into the agencies involved in human-AI interactions was explored in a series of design workshops held at the Research Through Design (RTD) conference in 2019 and the Designing Interactive Systems (DIS) conference in 2020. In the RTD
workshop “Encountering ethics through design”, Reddy and colleagues (2020) have invited
participants to co-speculate with intelligent things, by enacting things in different scenarios,
giving them an active role in their interactions. In doing so, the workshop helped to consider
autonomous behavior not as a simplistic exercise of anthropomorphization, but within the
more significant ecosystems of relations, practices and values in which intelligent things are
involved and through which they are encountered. In the DIS workshop “More-than-human
design and AI”, Nicenboim and colleagues (2020) used speculative interviews to interrogate
conversational agents. Their inquiry addressed issues of biases, ownership, and responsibility within conversations, along three dimensions, i.e., how agents present themselves to humans; what relations and ecologies they create within the contexts in which humans use
them; and what infrastructures they need. By looking across AI these workshops have highlighted that the decisions AI agents make are both part of complex infrastructures, and yet
situated in intimate encounters in people’s homes.
As a strategy, ‘Exposing AI failures’ offers a tangible way to provoke frictions in the everyday
encounters between people and AI and to probe how people could have an active role in trying to understand AI. In other words, exposing failures provokes situations where understandings can be co-constructed within ongoing relations between people and AI. For example, in “Project alias,” Karmann and Knudsen (2018) designed a parasite that feeds smart
speakers with white noise while allowing users to train custom wake-up names. In “Autonomous trap 001,” James Bridle (2017) challenged self-driving cars which rely on machine vision, by drawing a circle to trap the vehicle inside. In the projects “Objects that withdraw”
and “Unpredictable things,” Nicenboim (2017) has explored the limits of object recognition
algorithms by creating occlusions using different materials and shapes to modify everyday
things until they are not recognizable by machines. In contrast to spontaneously testing the
limits of a product for understanding what can it do, these design practices intentionally
challenge and obfuscate AI (Brunton et al., 2017) to question conventional approaches to social, ethical, or political issues (Di Salvo, 2012).
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The design projects presented in this section reveal new directions for supporting shared understandings of AI. We have unpacked the strategies ‘looking across AI’ and ‘exposing AI failures’ through design examples, and discussed how they could help people to critically and
actively engage with AI’s complexity, grappling with questions of ethics and values, social
perspectives, and politics in specific contexts. One might argue that the proposed design examples remain tentative in going further with the material of AI – by watching, interviewing,
traversing how does the material of AI become part of design practice. In other words, one
might argue that they circumvent a system and take a position of critical distance rather
than deep engagement. For future work, it will be important to consider how we might support shared understandings between people and AI in everyday life not simply to make their
criticalities tangible but rather to account for the effects of the system.

5. Conclusions
While explaining how AI systems work is important, we have argued in this paper that technical explanations might not be enough to support people in understanding AI. In the first
part of the paper, we use a more-than-human design lens to highlight the importance of reorienting explainability in the context of everyday relations between people and AI, and considering both people and artificial agents as active participants in creating a shared understandings. Based on that call, we reviewed the assumptions behind the idea of ‘explaining AI’
which assumes a passive role for people and privileges the perspective of those who design
and build the AI system over people affected by it. By considering ‘what’ is explained and to
‘whom,’ we have argued that the current approach to explainability cannot account for all
the people implicated by an AI system, because it ignores that not everyone can understand
the system in the same way. Contrary to these assumptions, we have pointed to work from
AI research arguing that there are many people implicated by AI decisions, and all of these
people have ways of engaging with and understanding AI systems that are no less legitimate
than those of the experts that have developed the model.
To help designers bypass these assumptions, we have proposed a shift from traditional explanations (which are typically factual, causal, and technical) to shared understandings, ones
that are situated, relational, and dynamic. Lastly, we have drafted a series of alternative
strategies for designers to support shared understandings between people and AI in everyday life. These strategies are based on exposing the different agencies and infrastructures
involved in the making of AI, as well as the positionality of artificial agents, including their biases. We believe this will open a novel design space for supporting shared understandings by
showing not only how AI works and fails, but also accounting for the effects of the system
and giving handles to people for navigating them in the context of their own lives.
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