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ABSTRACT 
This paper describes a way of approximating the optimal extrapolation of iterative 
techniques for solving equation systems. The approximations avoid auxiliary eigen- 
value calculations and can he revised automatically during the iterative process. These 
extrapolations are cheap to compute and are particularly suited to solving nonlinear 
systems where the iteration matrix is path dependent. 
1. INTRODUCTION 
Equation systems are typically solved numerically by iterative techniques. 
Other methods do not generally exist for solving nonlinear systems, and 
iterative techniques are cheaper computationally than direct methods for 
solving large linear systems. In practice first order iterations are the most 
widely used method (see [8], [lo], or [ll]) because they can be significantly 
accelerated by simply extrapolating the iterates. Unfortunately their conver- 
gence analysis and their optimal extrapolation both depend on determining all 
eigenvalues of the iteration matrix [4, 51. In large linear systems that is 
expensive, and in nonlinear systems those eigenvalues are path dependent and 
therefore require regular reevaluation. 
The purpose of this paper is to introduce and test some simple approxima- 
tions to the optimal extrapolation scheme, which avoid any auxiliary eigen- 
value calculations. These rules use the information on the relevant eigenvalues 
contained in past iterates. They automatically “steer” the convergence path 
so as to exploit the available accelerations and to exclude divergence where 
possible. They are therefore particularly helpful for solving nonlinear systems 
where the iteration matrix is solution path dependent. 
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2. STATIONARY ITERATIONS 
Consider first the linear equation system 
Ay=b (1) 
where A is a known real matrix of order n with nonvanishing diagonal 
elements, and where y and b are real vectors of unknown and predetermined 
variables respectively. Stationary first order iterations for constructing the 
numerical solution (1) take the form 
Y 
(S+ 1) = Gy’“’ + c, s=o,1,2 )...) (2) 
with an arbitrary start y (‘) They are computationally efficient if A is a large, . 
sparse, or ill-conditioned matrix. They are also widely used for solving 
nonlinear systems, in which case A represents the system’s Jacobian matrix. 
These first order methods are based on the splitting A = P - Q, where P is 
nonsingular, and they are completely consistent with (1) when G = PP ‘Q and 
c = PP lb define the iteration matrix and forcing function [ 111. The best-known 
examples of (2) are the Jacobi, Gauss-Seidel, and successive overrelaxation 
(SOR) methods defined by 
P = D, P=D-L, and P=Z-aD-‘L (3) 
respectively, where D and L are matrices of order n such that 
Dij = 
Aii if i= j, 
and Lij= 
- Aij if j<i, 
0 otherwise 0 otherwise 
and (Y is a scalar [9]. For simplicity, let (1) contain the normalization D = Z 
andlet B=Z-A. 
The rate of convergence of (2) is often increased significantly by the one 
parameter extrapolation 
Y (s+l)=y(Gy’“‘+c)+(l-y)y’“‘=Hy’“‘+yc (4) 
Two particular versions of (4) are commonly used: the Jacobi overrelaxation 
(JOR) method with G = B, and the fast Gauss-Seidel (FGS) method with 
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G = (I - aL)-‘[aU+(l- cu)Z].’ It is well known that (2) converges if and 
only if p(G) < 1, where p( .) denotes the spectral radius [ll, Chapter 3, 
Theorem 5.11. Similarly (4) converges for some y > 0 if and only if a j < 1, 
j=l ,..., n, where G has eigenvalues X j = a j + ibj and i = J-1 (see [5] or 
[8]). The latter result implies (4) also converges for some y < 0 if a j > 1 all j, 
but is divergent if a j < 1 < a k for some j # k. Finally, given a case where (4) 
converges, the number of steps to convergence such that 
(5) 
is approximately (log r)/log p(H). Hence the problem is to determine a value 
of y which minimizes p(H), or at least the range of values for which 
P(H) < 1. 
The optimal value of y in the special case that X j are all real has been 
known for some time [8]. But the optimal value of y in the general case where 
one or more X j is complex has only recently been derived ([5] or [4]). 
A simple way of determining that optimal value is as follows. Let pi = 
- 2(a j - l)/rjz and /3 = min j pi, where rj2 = (a j - 1)2 + bf. Write the eigen- 
values of H as p j, j = 1,. . . , n. Then 
which immediately implies that ]p j] < 1 for y E [O, P] and that min y ]Pj] = &Pi, 
provided that a j < 1 for all j. 
THEOREM 1. Zf a j < 1 for all j, then min, p( H) is achieved at 
where A j are ordered so that aI = mux j a j identifies A,, und where 
yk = mm j,;_,( 2(;;:;;i)) 
identifies A, for 2 Q k < n. Moreover p(H) < 1 for ull 0 < y < /3. 
‘Both techniques are in fact specializations of the standard Newton method [6]. The name 
FGS is taken from [6], although the same technique is called the (E)SOR method by Hadjidimos 
[41. 
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Proof. [7], or, for the case where A, Y, and b are complex, [4]. n 
3. NONSTATIONARY ITERATIONS 
Now consider the nonlinear system 
Y =f(y,z) (7) 
where f( .) is a nonlinear vector valued function and z are predetermined 
variables. Given arbitrary starts y/O), for i = 1,. . . , n, the Jacobi and SOR 
techniques, corresponding to the three splittings of A given above, are 
(s+l’= Yi A( yp,. ..) yyl, y,‘$,. . . > YF') (8) 
and’ 
Yi 
(s+L(yx(yy+l) )...) yyy’,yg’, ,...) y;“‘)+(l-a)yj”‘. (9) 
They are both special cases of the first order nonstationary iteration 
Y (S+ 1’ = G(S)Y(S.) + G, (10) 
where Cc”) = II(“) and G(“) = [I - aL(‘+ I’]_ ’ [ (YU(” + (1 - a)I ] are derived 
respectively from the local linearization of (7) 
y = B’“‘y + b (11) 
with B’“’ = [ af/ay] evaluated at y’“‘, with I,(“’ and UcB) defined by 
L(“i’ = 
i 
Bjjf’ if j < i, and u,cT, = 
0 otherwise 
‘1 
Again the convergence of (10) can often be significantly accelerated by the 
one parameter extrapolation 
Y 
(s+ 1) = ,,( G’“‘y’“’ + c) + (1 _ y)y’“’ = H(")Y(~' + yc (12) 
which defines nonstationary JOR and FGS iterations. 
‘Setting a = 1 in (9) yields the Gauss-Seidel iteration again. 
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In order to analyse the convergence of (12), we have to treat (10) as a 
local linear approximation to (7) which is reevaluated at each step. Let 
B* = [af/ay],,, where y * is a solution to (7), and let G* be the associated 
iteration matrix of (9) when evaluated at y *. It is well known that (9) 
converges, given an arbitrary start y(O) within a neighborhood of y *, if 
p(G*) < 1; see [9]. Thus 
THEOREM 2. A neighborhood of y * (with interior point y(O)) and some 
y>Oexistsuchthat(12)i.sconvergenttoy*ifaj<1, j=l,...,n, where 
G* haseigenvalues Xj=ai+ibi andi=-. Moreover, y*ofTheorem 1, 
where X j are the eigenvalues of G*, maximizes the asymptotic rate of 
convergence of (12). 
Proof. By [9, Appendix K], (12) is convergent under these conditions if 
P(H *) < 1, where H* = yG* + (1 - y)Z. This theorem now follows by (6) 
and Theorem 1 applied to G*. n 
COMMENTS. 
(a) The SOR method in (3) [respectively (9)] is convergent for some (Y > 0 
if B [respectively B*] has eigenvalues with real parts all less than unity (see 
[5]). The convergence conditions for JOR and FGS can therefore be reduced 
to that restriction on B. Theorems 1 and 2 above define the optimal FGS (a 
fixed) and optimal JOR iterations. 
(b) The rate of convergence of (11) can be defined as an average 
rate [(l/s)log]JH(“) * 1 * EZ(O)ll for some norm] or as an asymptotic rate 
[ - log p(H*)]; see [ll]. Ultimately we must be concerned with the conver- 
gence speed in the vicinity of y*, but if the value of G(“) is significantly path 
dependent, then y* may be suboptimal for earlier steps. In a linear system, 
Y* similarly minimizes the number of steps to convergence rather than 
maximizing the average rate of convergence at each step. 
4. AUTOMATIC EXTRAPOLATION METHODS 
The optimal extrapolation of a stationary iteration requires all n eigenval- 
ues from G. Unless n is small, (4) and y * together may actually involve more 
calculations than a suboptimal version which avoids evaluating those eigenval- 
ues. This section examines approximations to y * which trade slower conver- 
gence for fewer auxiliary calculations. 
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In nonlinear equation systems, y* must be obtained from G(“’ as an 
approximation to G*. But then y* varies with s because GcS) depends on the 
solution path. It may be necessary, and it certainly will be advantageous, to 
revise y* at regular intervals. It is therefore of interest to introduce, and test, 
rules for approximating y* which automatically control the iterative process 
as it evolves; that is, to examine rules which exploit the possibility of 
accelerating (lo), but which require no intervention by the user. 
In the stationary case, the iterates generated by (2) correspond exactly to 
the steps in the power method [2, Chapter 61 for locating the eigenvalues of 
G; that is, p(G)=lim,,, ]y,‘“‘/y/“P”] for any i. If the dominant root of G 
were assumed to be real and the remaining roots to be negligible, then y * 
could be estimated automatically within the solution program as 
y!“’ -I 
y,= If 1 il II y;sp” ’ (131 
where the sign taken is opposite to that of (y/” - y/‘- I’)( y/‘- ‘) - y!‘~ 2)). 
This expression for y, is just the optimal extrapolation parameter given by 
Theorem 1 3 when G has only one (real) nonzero root, estimated here by the 
power method. The advantage of (13) is that extrapolation parameters are 
selected as the iteration evolves-without intervention by the user and 
without any eigenvalue calculations. The disadvantage of (13) is the ap- 
proximations involved. First, the nondominant roots of G are seldom negligi- 
ble. Second, the power method for locating eigenvalues fails if the dominant 
root is not unique, and it must be amended if that root is complex. Third, the 
precision of the estimate obtained at a given s is reduced if the dominance 
ratio, ]X,]/]h,] where ]A,] > (A,] > . . . > IX “1 are the moduli of the roots of 
G, approaches unity. Thus (13) will be ineffective: (i) if the dominant root is 
complex; (ii) if the second and subsequent roots are not negligible; (iii) when 
suppressing one root with ys f 1 increases another so that the dominant root 
no longer dominates; (iv) when y, exceeds the convergence radius p; and (v) 
when the dominance ratio approaches 1. 
Various modifications of (13) can reduce those disadvantages. 
Rule 1 
Revising ys sequentially will eventually overcome point (iii) and hence (ii); 
and doing so every second step will give greater precision for a given 
3Theorem 2 for nonlinear models, where C* is approximated by G’“‘. 
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dominance ratio. Therefore (13) was modified to 
ys= 1+ y,!“’ 
l/2 -1 
[I II - ,+a and y,,=l, I (14) 
where i indicates that variable which failed the convergence test by most at 
step s. Thus i is actually picked as i = maxi I( y,!“) - yi”- 1))/y/S- ‘)I from the 
vector of current iterates, y(“), in the solution program. This rule sets y, 
cautiously by using an upper bound for its dominant root estimate, but its 
justification is the same as for (13). 
Rule 2 
We can allow for complex dominant roots by setting 
ci = y~“,yy3) - ypyp 
s 
Yi 
(s-l)yp3) _ (py ’ 
(15) 
and then 
for yO=l. (16) 
As before, i defines the element of y (‘) which failed the convergence test by 
A most at step s. Here ci, and b, are the coefficients of a second order 
difference equation in yi fitted to the “observations” y,‘“), yiS-‘), ylSr2), and 
Y!‘-~); i.e., (15) defines ci, and a, values such that y!“’ - &,y/“-” _ bSy,!“-s’ 
10 would generate y,!‘) and y!“- ‘) given Y!“-~) and yjSP3). The roots of this 
difference equation, expressed ‘in terms of $, and a,, then approximate the 
dominant eigenvalues of G (which in fact generated y(‘), . . . , Y(‘-~)) by virtue 
of the power method. The optimal extrapolation parameter, y, in (16), now 
follows by applying Theorem 1 (Theorem 2 for nonlinear systems) to that pair 
of roots. We are therefore assuming all but the dominant pair of eigenvalues 
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of G are negligible. Thus, in addition to the gains of rule 1 over (13) points 
(i) and (ii)-up to the second eigenvalue-have now been accommodated. 
Rule 3 
In its early steps, the power method often produces unstable estimates of 
complex eigenvalues (see [2]). It may therefore be helpful to smooth the 
successive estimates of ys in rule 2. Smoothing also lessens the danger that the 
suppression of the dominant roots with y, # 1 will cause another root to 
increase and possibly exceed the dominant root. This is because, by (6), each 
1~1 j] is evidently monotonically decreasing below Y$ pi and increasing above it. 
Smoothed y, are obtained by the extrapolation 
u,=uPw,+v,-1(1-w,) for ~a=+, ya=l (17) 
where yp is the value in (16) and the weights are 
(18) 
for f, = (y,‘)“r,” + ci, - 1, g% = (yp)“r,” +2yp(ci, - l)+l, and rY2 = (ci,Y - 1)2 
+ @. Both ci, and ?r, are taken from (15). In (18) w, optimizes y, by 
Theorem 1 with respect to the leading four roots-the dominant pair found 
for G at step s (corresponding to y,:) and the dominant pair found at step 
s - 1. This rule is designed to improve on rule 2 numerically, and with respect 
to points (ii) and (iii) above. The caution implicit here requires 0 < w, < 1. 
Operating Conventions 
We have done little to accommodate a dominance ratio approaching 
unity, or to eliminate excessive ys values ( y, > p). In order to allow the power 
method several steps to estimate the roots of G, y, was recomputed by (14) 
only every second step and by (16) or (17) only every third step. This 
preserves the regular revisions of y, required for nonlinear models, where 
rules 1 to 3 are based on Theorem 2 and G’“) for G*. It was also found 
experimentally that ys 2 fi occurred fairly often, so we constrained y, < 2 on 
the basis of the convergence radii computed for JOR and FGS in a number of 
typical econometric models (see [6]). But other bounds should be determined 
for other applications. Finally, the transfer from (14) to (16) or to (17) should 
have included absolute values for the products of the yi iterates. As they 
stand, rules 2 and 3 will fail if the yi iterates change sign. Having started with 
CONVERGENCE OF ITERATIONS 123 
y. > 0, these rules necessarily exclude sign changes in y,, since they presume 
the smaller roots to be approximately zero. This potential difficulty was 
removed by forcing y, 2 0 for all s. 
5. NUMERICAL RESULTS 
The performance of rules 1 to 3 has been tested by applying them to the 
solution of a sample of eight standard econometric models. Routine tasks like 
forecasting, simulation, and control are based on such model solutions. Six of 
the models represent the U.S. economy, one the U.K. economy, and one the 
Dutch economy. 
Rules 1 to 3 have been combined with both Jacobi and Gauss-Seidel 
iterations. Earlier work [6] showed that the FGS acceleration typically 
outperformed its JOR counterpart when solving econometric models. FGS 
was, in fact, nearly as fast as the optimised SOR iterative process. Moreover, 
FGS usually had a larger convergence radius than either SOR or JOR. Table 1 
demonstrates these preliminary results. 
TABLE 1 
NUMERICAL COMPARISONS OF THE PERFORMANCE OF THE FAST GAUSS-SEIDEL (FGS) 
ITERATION WITH CONVENTIONAL SOR AND JOR METHODS [6] 
Factor improvements” over: 
Optimal 
Optimal Optimal reordering 
Model/method” n p(G) Jacobi JOR GS SOR GS SOR 
Klein I 8 6454 2.12 2.07 1.47 0.75 0.46 0.24 
Pindyck 10 .5535 4.96 1.04 1.71 0.72 - - 
Klein-Goldberger 23 .5920 8.29 2.41 2.19 1.071 0.63 0.63 
Michigan 32 .3810 
lo:6 
4.3 1.01 0.90 - - 
Dutta-Su 36 .7643 1.96 1.70 0.72 0.34 0.26 
L&l 36 .4210 3.18 2.93 1.23 0.945 - - 
Prem 37 .262O 5.55 4.01 1.71 0.73 - - 
“Factor improvements are the ratio of the computed number of iterations for 
convergence using the indicated method to that using FGS. “-” indicates “not 
computed.” 
bThe model definitions are in [6], where a full set of supporting references will 
be found. 
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Table 1 also shows that SOR was often accelerated better by reordering 
the equations than by resetting (Y. That opportunity also exists with FGS. We 
have not pursued that possibility here because: (i) we are only concerned with 
the relative performance of rules 1 to 3 for some equation ordering; (ii) in 
nonlinear models GcS) is path dependent, so what is a good ordering at step s 
may not remain so in later iterations; and (iii) it is not clear that the 
reordering algorithms are either cheap or efficient. The two dimensional 
search (over (Y and the equation orders) necessary to optimize SOR would in 
any case involve much greater computational expense than simple automatic 
rules. The detailed tests have therefore been performed on unmodified 
Gauss-Siedel iterations, but the slower Jacobi iterations were also applied to 
different models in an attempt to identify what kind of system benefits from 
automatic acceleration methods. 
The results of applying rule 1 to the Jacobi iterative method for solving 
the models of Table 1 are set out in Tables 2 and 3. (The nonlinear model 
results were evaluated for the convergent value of the iteration matrix B*.) 
Evidently rule 1 ensures convergence, at reasonable speeds, in every 
case-including the case where the underlying iterations would have been 
divergent. However, despite its ability to ensure convergence, rule 1 is 
significantly slower than the optimized accelerations using y *. The number of 
iterations required for convergence increase by between a third and double 
those needed in an optimal JOR scheme. But the number of extra iterations 
involved is not necessarily large; and the large proportional increases all occur 
in cases where the basic Jacobi iteration was already relatively fast. Similarly 
rule 1 is not always faster than no extrapolations (y = 1); but when it is faster 
it yields very large gains, while when it is slower the losses are slight. In fact 
TABLE 2 
RULE 1, BASED ON JACOBI ITEFLATIONS, APPLIED TO LINEAR MODELS. 
Convergence speed of rule 1” 
Factor improvement” Rule 1 Gain over Loss from 
Model P(B) Y* Y P y=l Y* 
Klein I .8131 ,992 (1.03) 552 .8937 - 45% ( ~ 37) 89% (39) 
Pindyck .8876 .829 (4.79) ,530 ,713s + 183% (54) 69% (11) 
Dutta Su .9744 ,824 (5.28) 507 .9209 +217% (247) 66% (44) 
Prem .7857 ,981 (1.38) ,560 .8379 - 22% ( ~ 14) 89% (24) 
“The bracketed figures give the number of iterations gained or lost under a tight 
convergence criterion of 7 = lo-“. 
“The factor improvements give the relative convergence speed of optimal JOR versus 
Jacobi iterations. 
CONVERGENCE OF ITERATIONS 
125 
the negative gains in the penultimate columns of Tables 2 and 3 are all 
associated with cases where optimization yields extremely small improve- 
ments (factor gains of 1.03 to 1.38) whereas the larger positive gains appear 
where large factor improvements are available (3.44 to co). 
Rule 1 is evidently successful where extrapolation is beneficial, but 
unsuccessful where extrapolation offers very small gains. Its value therefore 
lies in the ability to automatically eliminate divergence where possible, and 
also to provide substantial accelerations to iterations which converge relatively 
slowly, rather than in its ability to approximate optimal accelerations. These 
properties are of particular value for solving nonlinear systems where neither 
the convergence radius of y, nor the range of “good” y values, can be known 
in advance. 
Tables 2 and 3 also show that rule 1 consistently produced y, values of 
approximately 0.5. Since in all solutions the iterates show oscillatory paths due 
to complex dominant roots, these accelerations have been achieved by simply 
“ averaging” past iterates. Although that appears to have been fairly 
successful, it suggests that rule 1 is a fairly crude extrapolation device 
compared to rules 2 and 3. Detailed tests of rules 1 to 3 have been carried out 
on solutions to the nonlinear Vintaf model of the Dutch economy using 
Gauss-Seidel techniques. The Vintaf model contains 112 equations, and is in 
daily use at the Dutch Central Planning Bureau as a medium term forecasting 
and planning tool. Version I, used here, is exactly that in [l], except that, like 
the Central Planning Bureau, we have deleted the so-called Phillips curve. 
Version II here is identical but for autonomous increases of 2% each year in 
nominal wages and the investment level. So the differences between versions 
I and II concern only starting values. In each case solutions are obtained by 
TABLE 3 
RULX 1, BASED ON TACOBI ITERATIONS, APPLIED TO NONLINEAR MODELS 
Model 
Convergence speed of rule 1” 
Factor improvement” Rule 1 Gain over loss from 
D(B) Y* Y P y=l Y* 
KIein- 
Goldberger 0.9387 0.888 (3.44) ,516 .8462 + 163% (92) 30% (18) 
Michigan 1.034 0.704 (co) ,492 .8595 00 (co) 48% (19) 
L&l 0.7616 1.071 (1.08) .568 .8646 - 46% ( - 29) 103% (32) 
a The bracketed figures give the number of iterations gained or lost under a tight convergence 
criterion of 7 = 10-4. 
“The factor improvements give the relative convergence speed of optimal JOR versus Jacobi 
iterations. 
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FGS and Gauss-Seidel (GS) for 1970-1980 inclusive, using the previous years’ 
solution as y(O) in each case. 
We began by investigating the number of iterations to convergence in a 
limited search over y values, from which a crude estimate of y* was 
deduced. The results are in Table 4. We found clear convergence difficulties 
in version II after 1976; the solutions elsewhere having been quick by all 
methods. FGS was faster than GS in every case for 0.8 < y < 0.9, and for all 
but two of the 22 solutions if 0.6 < y < 0.9. 
Next we tested the three automatic rules specifically to see if they could 
produce as good a performance. The results are shown in Table 5. Rules 1 and 
3 were clear winners in the 22 test solutions. For version II they were always 
TABLE 4 
NUMBEROFITERATIONSTOCONVERGENCE(7 =I0 4)IJSING FGS FORVARIOUS y VALUES 
(FIXED LJNTIL~~IWJZIKXN~E)~NTHE~INTAFM~DEL~ 
Y 1970 1971 1972 1973 1974 1975 1976 1977 1978 1979 1980 
Version I 
0.4 27 2.3 27 32 35 29 28 28 29 29 27 
0.5 21 19 22 25 27 22 23 22 22 23 21 
0.6 17 16 17 20 22 18 19 18 18 18 21 
0.7 14 14 15 17 18 14 16 17 15 15 18 
0.8 11 12 12 14 15 15 15 15 16 15 16 
0.9 12 12 9 11 13 14 12 14 15 16 17 
1.0” 21 19 17 19 16 20 18 22 24 27 30 
m=’ 11 12 
Y 
* =[I .81 .81 
0.4 26 26 
0.5 20 21 
0.6 16 17 
0.7 13 14 
0.8 11 12 
0.9 11 14 
1.0” 18 22 
9 11 13 14 12 14 15 15 16 
.88 .88 .9 .71 .89 .88 .71 .76 81 
Version II 
29 33 36 39 31 40 38 38 38 
22 25 28 31 18 31 30 30 30 
18 20 22 25 23 25 24 24 24 
15 16 18 21 20 20 20 20 19 
12 14 15 17 17 16 19 21 23 
15 16 12 19 19 31 37 47 58 
25 25 22 32 35 87 174 nc. nc. 
m=C 11 12 12 14 14 17 17 16 19 20 19 
)/* =<I .83 .8 .8 .8 .88 .81 .81 .78 .77 .71 .7 
“n = 112, density 1.83%. 
“y = 1.0 gives Gauss-Seidel. 
“Number of iterations using y*, 
‘Approximate optimal y. 
‘No convergence was obtained within 500 iterations. 
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in first and second place; and for version I the same was true in 6 out of 11 
solutions. When rule 2 was best, it saved three iterations at most over the next 
best. Further, rule 3 outperformed rule 1 in all but three cases; and when it 
failed to do so the difference was again three iterations at most. Significantly, 
rule 3 clearly dominated when the convergence difficulties set in. 
Perhaps the most important point is that convergence difficulties are 
efficiently screened out by all the rules, and that rule 3 appears to be the most 
effective of the three. It is also significant that rules 1 and 3 beat GS in every 
case. (Rule 2 failed to do so nine times.) Rule 3 in particular loses very little in 
comparison with the results which use an approximately optimal but sta- 
tionary y. Sometimes it even does better. On the other hand, the inferiority of 
rule 2 suggests that after only a few iterations the power method tends to give 
poor estimates of the dominant root itself, but rather good estimates of its 
spectral radius. 
6. FINAL REMARKS: THE VALIDITY OF AUTOMATIC RULES 
Our tests have shown that, in certain equation systems, simple automatic 
rules for accelerating first order iterative solution techniques can be extremely 
successful in approximating the optimal accelerations. In those cases they 
imply substantial reductions in computation, since all preliminary and aux- 
iliary eigenvalue calculations necessary for the optimal accelerations are 
avoided. However, the results also show that, for a wide class of models, good 
performance relative to optimal accelerations cannot always be expected. 
Relatively poor performance was recorded where there was little to gain by 
acceleration, but good performance was found wherever the potential gains 
from acceleration were large because the underlying iteration was either 
divergent or only slowly convergent. Thus the importance of these automatic 
rules is, primarily, to eliminate divergence or slow convergence, and only 
secondarily as a cheap way of automatically generating approximately optimal 
extrapolations. These properties are particularly valuable for solving nonlinear 
systems, where the convergence radius and optimal values for y will be 
unknown in advance. Automatic rules therefore reduce the risk of “hit or 
miss” solution tactics, as well as avoid the need for repeated eigenvalue 
calculations. Rule 3 appeared best in this respect. 
What systems benefit from the application of automatic acceleration 
methods? In the notation of Section 2, there are four situations in which these 
methods will be unsuccessful: 
(a) where a j < 1 < uk for j # k, so divergence is unavoidable by any first 
order extrapolation; 
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(b) where there is little scope for any accelerations [when a j < 1 all j, this 
happens if (i) aj = 1 for some j, (ii) a! < 0 for some (not all) j, or (iii) the 
ratio Ibj/ril is large, so the root’s imagmary part dominates]; 
(c) where the convergence speed is sensitive to y, values (i.e., a j -X 0 for 
all j);” 
(d) where the iteration matrix has a dominance ratio ] X i I/ ] h a 1 = 1. 
The first situation is not a consequence of using automatic rules. The 
second situation is likewise independent of the use of automatic rules, but 
their lack of success in this situation was shown in Tables 2 and 3. To 
understand the cases where this situation arises, observe that, for j = 1,. . . , n, 
(6) implies ]pj] =l and J]pj]/Jy=(ni- l)/]pjj ~0 at y =O. Moreover 
]/A j] = Ibj/ril at its (unique) minimum ipj > 0. Since p(H) is described by the 
frontier of the set 1~~1,~ the spectral radius of H, in (4), falls very little below 
unity if at least one eigenvalue Xi of G has one or more of the three 
properties mentioned. If a j = 1, then 1~ j] has a shallow slope; if a j +C 0, 1~ j] 
has a very steep slope and cuts off the acceleration possibilities offered by 
other roots; and if Ibj/rjl is large, the minimum of Ipi] is not far from unity. 
These possibilities correspond to curves (i), (ii) with (i), and (iii), respectively, 
in Figure 1. 
Situations (c) and (d) are dependent on the automatic rules. In situation 
(c) it is hard to secure fast convergence because the approximations to y* 
supplied by rules 1 to 3 are not accurate enough [i.e., all roots behave like (ii) 
in Figure 11. But the experimental evidence is that convergence speeds were 
not sensitive to reasonable variations in y, (see Tables 2-4) so this is unlikely 
to be a serious problem. That leaves situation (d), which we have been able to 
do little about. Notice that this has little to do with ignoring the smaller 
eigenvalues. Each pair 1~ j] and ]pLk] cross only once (apart from at y = 0). 
Hence, except in extreme cases, p(H) is determined by very few eigenvalues 
from the set Xi, j = I..., n. Similarly y * depends only on locating that 1~ j] 
having the shallowest slope, and the first 1~~1 cutting it from below. That is 
conveniently done by a “downhill” search back from p-as stated in 
Theorem 1. Hence, smoothing y, (e.g. by rule 3) will help locate this trough if 
the unsmoothed y,” values vary enough to imply that different ]p j] roots form 
the frontier of the set determining p(H). That is why high dominance ratios 
(or small values of s) and neglect of the small eigenvalues normally cause little 
4 This will also happen in nonlinear systems if the eigenvalues of the iteration matrix G“’ are 
sensitive functions of the solution path. The automatic rules regularly recompute y,. and are 
therefore at an advantage here compared to conventional techniques. 
“The following remarks are based on the proof of Theorem 1 given in [7] 
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FIG. 1. The spectral radius of H. 
trouble in practice. The theoretical justification for these rules however 
remains that described in Section 4. 
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