The direct energy functional minimization problem in electronic structure theory, where the single-particle orbitals are optimized under the constraint of orthogonality, is explored. We present an orbital transformation based on an efficient expansion of the inverse factorization of the overlap matrix that keeps orbitals orthonormal. The orbital transformation maps the orthogonality constrained energy functional to an approximate unconstrained functional, which is correct to some order in a neighborhood of an orthogonal but approximate solution. A conjugate gradient scheme can then be used to find the ground state orbitals from the minimization of a sequence of transformed unconstrained electronic energy functionals. The technique provides an efficient, robust, and numerically stable approach to direct total energy minimization in first principles electronic structure theory based on tight-binding, Hartree-Fock, or density functional theory. For sparse problems, where both the orbitals and the effective single-particle Hamiltonians have sparse matrix representations, the effort scales linearly with the number of basis functions N in each iteration. For problems where only the overlap and Hamiltonian matrices are sparse the computational cost scales as O(M-2 N), where M is the number of occupied orbitals. We report a single point density functional energy calculation of a DNA decamer hydrated with 4003 water molecules under periodic boundary conditions. The DNA fragment containing a cis-syn thymine dimer is composed of 634 atoms and the whole system contains a total of 12 661 atoms and 103 333 spherical Gaussian basis functions. 
I. INTRODUCTION
Efficient and accurate calculations of ground state properties of materials is one of the most important problems in electronic structure theory. In Hartree-Fock or Kohn-Sham density functional theory the ground state energy and electron density are calculated through an iterative minimization of the electronic energy functional with respect to the orthogonal single-particle orbitals. In one class of methods the effective single-particle Hamiltonian, i.e.
the Fockian or the Kohn-Sham Hamiltonian, is diagonalized in each iteration [1, 2] . The orthonormal eigenfunctions of the Hamiltonian determine the occupied single-particle orbitals and the electron density, from which a new potential and Hamiltonian is constructed. This procedure is repeated until a stationary self-consistent field (SCF) solution is found, which corresponds to the ground state energy minimum of the electronic energy functional. To accelerate convergence, various methods such as the direct inverse of the iterative subspace (DIIS) method by Pulay can be applied [3, 4] . This iterative SCF approach, based on diagonalization of effective single-particle Hamiltonians, usually works very well. Unfortunately, convergence is not always guaranteed and the schemes can be computationally expensive with required intermediate memory storage that can be costly for large systems. A second class of methods proceeds by a direct minimization of the electronic energy functional [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] .
Convergence of this approach can in principle be guaranteed if the energy can be reduced in each step. The direct minimization approach is therefore more robust. This is of great importance for many practical problems (in particular large systems) that are difficult or sometimes even impossible to converge with a DIIS-like method [16, 17] . A direct energy minimization approach requires the single-particle orbitals to be constrained by orthogonality. In an iterative DIIS-like scheme, based on diagonalization, orbital orthogonality is automatically fulfilled. However, in the direct energy minimization approach this is not guaranteed and the orbital orthogonality has to be included as an additional constraint. There have been several schemes that solve this problem with different techniques, e.g. see Refs. [5-7, 9, 11, 15, 18-24] . In this paper, we propose a direct minimization method for a non-orthogonal basis set that has been inspired by the efficient orbital transformation (OT) method by VandeVondele and Hutter [15] and the iterative refinement technique for the approximate factorization of a matrix inverse by Niklasson [25] .
The orbital transformation based on the refinement expansion maps the constrained energy 3 functional to an approximate unconstrained functional, which is valid in a neighborhood of an orthogonal but approximate solution. A conjugate gradient scheme can then be used to find the ground state orbitals from the minimization of a sequence of approximate unconstrained functionals. The proposed direct total energy minimization scheme has been found to be efficient, robust and numerically stable.
The article is outlined as follows. First we introduce the iterative refinement transformation of the orbitals that transforms the constrained energy functional to an approximate unconstrained functional. We illustrate the method for the generalized eigenvalue problem, i.e. the single-particle energy minimization with respect to the occupied orbitals. Thereafter we extend the method to the direct minimization problem for total energy functionals in density functional theory (DFT). Preconditioning is introduced and the proposed direct minimization approach is validated by comparing the convergence for DFT calculations to the orbital transformation methods by VandeVondele and Hutter. Finally, the last Section contains the discussions and conclusions.
II. MAPPING THE CONSTRAINED ENERGY FUNCTIONAL TO AN UNCON-STRAINED APPROXIMATE FUNCTIONAL
The calculation of the total energy in electronic structure theory can be formulated variationally in terms of an energy functional of the occupied single-particle orbitals that are constrained with respect to their orthogonality condition. With M approximate orbitals C ∈ R N ×M given in a non-orthogonal basis consisting of N basis functions {φ i } N i=1 and its corresponding N × N overlap matrix S (with element S ij = φ i |φ j ), the constrained minimization problem is given by
where E[C] is an energy functional, C * is the minimizer of E[C] that fulfills the condition of orthogonality C T SC = 1 and arg min stands for the argument of the minimum. The ground state total energy is given by E[C * ]. The orthogonality constraints require the C-matrix to diagonalize the overlap matrix, which is a generalization of the orbital orthogonality criteria for an orthogonal basis-set representation when S = 1.
The form of the energy functional E[C] is determined by the particular electronic struc-4 ture theory used, for example, single-particle (S) or hybrid Hartree-Fock/density functional theory (HF/DFT):
and
where P = CC T is the density matrix, H is, for example, a semi-empirical tight-binding
Hamiltonian, h, J and K are the core Hamiltonian, the Coulomb and Hartree-Fock exact exchange matrices, respectively, and E xc [P ] is the exchange correlation energy.
A major obstacle in the minimization of E[C] is to include the orthogonality constraints on the orbitals, C T SC = 1, in an efficient optimization scheme. Here we will use a method based on an orbital transformation, C → f (Z), that replaces the constrained functional by an equivalent unconstrained functional. The transformed functional minimization problem in Eq. (1) is then given by
where Z ∈ R N ×M . The constraints have been mapped onto the matrix function f (Z), which fulfills the orthogonality constraint f T (Z)Sf (Z) = 1 for all matrices Z. Of course, nothing has been gained so far by rewriting the constrained problem in this way, apart from removing the explicit orthogonality constraint.
A. Orbital transformation based on refinement expansion: OT/IR
The main idea of this paper is to approximate the orbital transformation in Eq. (4) by
, where f n (Z) is an approximate constraint function, which is correct up to some order n + 1 in δZ = Z − Z 0 , where Z T 0 SZ 0 = 1. As a form for the function f n (Z), we propose to use the functions derived by Niklasson [25] for the iterative refinement of an approximate inverse matrix factorization. The first four orbital refinement functions read
where Y = Z T SZ and Z = Z 0 + δZ. It is straightforward, but somewhat cumbersome, to
show that
The convergence of the refinement functions f n (Z) is limited by the requirement that
Using the general ansatz for f n (Z) in Ref. [25] it is possible to extend the accuracy to any chosen finite order n + 1. It is also possible to extend the expansion order recursively
in an iterative refinement expansion,
An alternative derivation of the refinement functions was recently presented in Ref. [26] .
The function f 4 Eq. (5d) is particularly efficient since, given Y , it requires only 3 matrix multiplications, i.e. only one more than the function f 2 Eq. (5b) and the same as f 3
Eq. (5c). The 3 matrix multiplications needed for the evaluation of Eq. (5d) are Y · Y ,
, where the centered dot shows the matrix-matrix product. Paterson and Stockmeyer algorithms [27] can be used to evaluate higher order polynomial with a minimal number of matrix multiplications.
Using the orbital transformations above, the functional minimization in Eq. (4) can be replaced by the minimization of E[f n (Z)], which is correct up to some chosen order n + 1
The orbital transformation method described in this section removes the problem with the explicit orthogonality constraint on the orbitals in Eq. (1). In the following, we shall refer to this method as the Orbital Transformation based on Iterative Refinement (OT/IR).
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In practice the Z variable is reset, after each refinement, to Z ← f n (Z). This enforces that the Z variable remains close to the orthonormal constrained surface during the minimization procedure.
We can also note that there exist several alternative techniques to efficiently impose orthogonality on the coefficient C with, for example, the function C(Z) = ZL −1 where L is given by some factorization of the orthogonality constrain L T L = Z T SZ (see e.g. Ref. [9] ).
One of the advantage of the refinement functions f n Eqs. (5) is that they require only matrix-matrix multiplications thus a reduced N-scaling computational complexity can be, in principle, achieved for sufficiently large systems. Of course any orthogonalization schemes can be employed instead.
B. Alternative orbital transformation functions: OT/Diag and OT/Taylor
To impose the orthogonality constraints on the orbitals, VandeVondele and Hutter [15] rewrote the optimization problem in Eq. (1) as
where X ∈ R N ×M and C 0 is a set of initial orbitals that fulfill C T 0 SC 0 = 1. The orbitals are parametrized as follows:
where U = (X T SX) 1/2 . This parametrization ensures that C T (X)SC(X) = 1, for all X satisfying the constraints X T SC 0 = 0. The matrix functions cos U and U −1 sin U are computed either directly by diagonalization or by a truncated Taylor expansion in X T SX.
In the following, these different approaches will be referred to as OT/Diag and OT/Taylor, respectively. The Taylor expansions read
where the summations have been truncated to the kth order in X T SX. In practical calculations, the order k is estimated on the fly and, based on that, the most efficient way to compute the matrix functions chosen. It has been found that the Taylor expansion is, in most cases, optimal for values of k 4. A very important aspect of the minimization problem Eq. (8) is that, thanks to the linear constraints, convergence to a minimum can be in principle guaranteed [15] .
III. CONJUGATE GRADIENT MINIMIZATION SCHEME
Any of the orbital transformations in Eqs. (5) can be used to expand the energy functionals in Eqs. (2 or 3) to some order along a steepest descent or conjugate gradient direction.
In this way we can search iteratively for the functional minimum and the optimized orbitals.
First we will discuss the conjugate gradient minimization technique in terms of the single- (2) and thereafter the total energy minimization of
A. Minimization of the single-particle energy
The unconstrained approximate single-particle energy functional E S [f n (Z)] in Eq. (2) has, for all n, the gradient
where | C 0 means that the derivative is taken at Z = C 0 . We can note that the energy functional E HF/DFT Eq. (3) 
A line search optimization then finds the orbital matrix that minimizes the energy along the gradient direction, C
0 − γ * G (1) . Since the new improved orbital guess C to a new solution, C
1 ) · · · ) that fulfills the orthogonality constraint to a desired accuracy ε refine . In other words, the iteration refinement is stopped when ||C (2) 0 T SC (2) 0 − 1|| < ε refine where || • || is a chosen norm cheap to compute such as the Gersgorin approximate ℓ 2 -norm. This reorthogonalization step improves the numerical stability, especially in the case of an approximate incomplete sparse matrix algebra. The numerical stability of the iterative refinement algorithm originates from Eq. (6) . Thus the numerical noise, arising while using e.g. finite-precision arithmetic or sparse linear algebra, is kept constant along the refinement iterations thanks to Eq. (6). The procedure is repeated until an optimized solution C * is found. A corresponding non-linear conjugate gradient minimization method is described by Algorithm 1, where the steepest descent gradients G have been replaced by the more efficient conjugate gradients D, which here are based on the Polak-Ribière (PR) update with restart [28] .
As previously noted the iterative refinement, C ← f n (C), does not converge to
The problem can be solved by rescaling the coefficients as
There are several possibilities to determine the rescaling constant τ in Eq. (12) . One is to chose τ = ||C T SC − 1||. With this rescaling the algorithm becomes stable even if some eigenvalues of C T SC − 1 lie outside the unit circle [26] . Another way is simply to rescale the optimal step length γ * such that γ rescaled = γ * /(1 + τ ), where τ = ||C T SC − 1||. In this case γ rescaled → γ * automatically as convergence is reached.
The key idea in the conjugate gradient algorithm above is to minimize the constrained energy functional in Eq. (1) in terms of successive optimizations of approximate functionals
0 that fulfill the orthogonality constraint. The method can also be used for other constrained energy functionals besides the single-particle energy.
In the following section we will show how it can be used as a direct total energy minimization method in density functional theory.
B. Direct minimization of the total energy functional
The minimization scheme for the single-particle energy discussed above can be extended to a direct minimization method for total energy functionals used in Hartree-Fock or den-9 sity functional theory. The approach leads to a robust, efficient and numerically stable energy minimization scheme. The direct minimization technique can thus be applied as an alternative or complement to, for example, the DIIS approach by Pulay. The only major modification compared to the single-particle case discussed above is the line search. Instead of an exact analytic second order expansion we use an approximate quadratic interpolation based on one estimate of the gradient and two energy calculations. The general structure of the non-linear conjugate gradient algorithm based on the orbital transformation and the iterative refinement technique for the total energy minimization is given by Algorithm 2.
In the refinement steps, type, we note that the count for OT/Diag is more attractive than OT/Taylor when k 4.
For k = 1 the M 3 count for OT/Taylor seems to be the most advantageous.
IV. PRECONDITIONERS
The conjugate gradient energy functional minimization methods can be improved significantly by using preconditioning [15] . In this paper, we have used two different preconditioners. Both of them are built using dense algebra. This is a very strong limitation of our current implementation and will be addressed in the near future.
The first preconditioner M kin [15] is based on the kinetic energy matrix T and is given by
where ε kin a suitable shift. The parameter ε kin is chosen to be max(−ε homo , ε gap ), where ε homo is the energy of the highest occupied orbital and ε gap an approximation of the energy gap. This preconditioner works relatively well for pseudopotential calculations and is cheap to compute.
The second preconditioner M all is defined as
with Q ij = (max(ε gap , ε i − ε j )) −1 ,
where the eigenpairs are given by H 0 C 0 = SC 0 ε 0 and H C = S Cε. The H Hamiltonian is defined as
where H 0 = H(C 0 ) is the Kohn-Sham Hamiltonian, P 0 = C 0 C T 0 the initial density matrix and λ a chosen shift. So far we have found this preconditioner to be the most efficient, but unfortunately it is very expensive to compute, requiring a diagonalization of a N × N matrix.
In the following, we shall refer to these preconditioners as KINETIC and ALL for Eq. (13) and Eq. (14), respectively. We have also used a restarted version of the ALL preconditioner that we will call ALL(n) from now, where n being the number of conjugate gradient iterations prior to a new preconditioner build. Values of n between 10 to 20 are found to be optimal in most cases.
V. NUMERICAL EXAMPLES
All developments were implemented in quickstep which is part of cp2k [29] . cp2k is a freely available (GPL) general program to perform atomistic and molecular simulations of solid state, liquid, molecular and biological systems. A description of quickstep can be found in Ref. [30] . The code was compiled using the Portland Group F90 compiler Library acml v3.0 [33] , which incorporates BLAS and LAPACK routines was used as well as the optimized implementation gotoBLAS v1.09 [34] . The calculations were carried out on a Intel Core2 CPU (2.40 GHz) with 4 GB memory and on a Cray XT3 containing 1664 AMD Opteron (2.60 GHz) processors with 2 GB memory per processor.
In the calculations, the relative energy and the root mean square of the electronic gradient were converged to 10 −10 and 10 −6 a.u., respectively. The Goedecker-Teter-Hutter [35] pseudopotentials were used in all the calculations except for the chromium dimer where an all electron basis set was used. The Gaussian basis sets were taken from the cp2k basis 
A. Hydrated hydroxyl radical
The calculations of the hydrated hydroxyl radical were all started from a diagonal guess of the atomic density matrices, a TZV2P basis set was used along with an auxiliary basis set cutoff of 280 Ry and the BLYP [38, 39] functional.
Convergence of the relative error along the conjugate gradient iterations is shown in It is interesting to note that the ALL(10) preconditioner, which recalculates the preconditioner every 10 iterations, only provides a minor improvement for the OT/IR scheme compared to the OT/Diag approach.
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B. Crystalline silicon
The calculations of crystalline silicon were all started from a diagonal guess of the atomic density matrices, the m-TZV2P basis set was used along with an auxiliary basis set cutoff of 280 Ry and the BLYP [38, 39] functional. The cubic system is composed of 216 atoms with a unit cell lattice parameter of a 0 = 5.427Å.
Convergence of the relative error along the conjugate gradient iterations is shown in Figure 2 . For these calculations, using different preconditioners, the OT/Diag algorithm in conjunction with the KINETIC preconditioner converged in 245 iterations and with the ALL preconditioner did not converge within 250 iterations. The OT/IR algorithm converges within 59 and 52 iterations with the KINETIC and ALL preconditioners, respectively. The ALL(10) preconditioner gives the fastest convergence, for both OT/Diag and OT/IR, with 44 and 43 iterations, respectively. Note that the number of iterations can be significantly reduced if a better initial guess is used. For example, if the initial guess is a previously converged SVZ basis set calculation, the number of iterations drops to 12 and 7 for, respectively, the KINETIC and ALL preconditioners, regardless of the algorithm used.
C. Chromium dimer in vacuum
The calculations of the chromium dimer in vacuum were all started from the diagonalization of the core Hamiltonian. The pVTZ [40] basis set, an auxiliary basis set cutoff of 300 Ry and the BLYP [38, 39] functional were used. The bond length was set to 2Å.
The number of conjugate gradient iterations needed to converge the energy is presented in Figure 3 for the different preconditioners. Both OT/Diag and OT/IR algorithms in conjunction with the KINETIC failed to converge the energy within 400 iterations. The and 2048 water molecules with 11776, 23552 and 47104 basis functions, respectively. These systems, from the smallest to the biggest, were ran on a Cray XT3 supercomputer with 32, 64 and 64 processors.
In Table II , we present the number of conjugate gradient iterations, fraction of total time spent in different key routines and total time needed for the liquid water calculations. While the number of iterations is comparable for both minimization methods, the time needed to reach convergence is substantially better for OT/IR. Thus overall speedups of about 25%
can be observed for OT/IR compared to OT/Diag. This speedup can be explained by the more favorable matrix multiply count of the OT/IR algorithm (see Table I ). We can also note that the time spent while applying the preconditioner represents a large fraction of the total time, namely between 14−33% depending on the size of the system and algorithm. 
VI. DISCUSSION AND CONCLUSIONS
We have presented a transformation method that efficiently removes the orthogonality constraint up to a desired order around an approximate solution that fulfills orthogonality.
Our approach is quite similar to the orbital transformation method by VandeVondele and
Hutter [15] . However, in their scheme the orthogonality constraint is enforced to numerical precision. This has the disadvantage of a slightly more complicated expression for the orbitals that requires a diagonalization or a Taylor expansion in order to compute matrix functions.
A major limitation of our current implementation is the time spent for the construction and applying the preconditioner. The overall scaling of the current implementation of the
. This drawback is due to the use of dense linear algebra.
The OT/IR algorithm requires a very small number of matrix multiplications, especially when the orbitals are close to orthogonality (e.g. during molecular dynamics simulations or geometry optimization). Thus the new algorithm seems to be a very good candidate for an efficient linear scaling based orbital minimization scheme. A reduced N-scaling computational complexity of the OT/IR algorithm can be achieved by enforcing and exploiting sparsity of the orbital coefficients along the minimization with e.g. a Boys-Foster localization scheme [43] [44] [45] or a more abstract function that maximizes the sparsity of the orbitals such as the recently proposed ℓ 1 -norm based sparseness function [46] . We can also mention that orthonormal orbitals obtained with the Boys-Foster localization method or the ℓ 1 -norm sparseness function have usually between 2 to 10 times less nonzero elements than the corresponding density matrix depending on the system under study, basis set and numerical threshold used [46] . Due to its very favorable matrix multiplies count, the total energy minimization scheme introduced in this work seems to be a promising alternative to powerful purification [47] or density matrix minimization methods [48, 49] . An extension to reduced complexity linear scaling calculations for large systems is on its way.
Different test cases have shown that the proposed method converges with up to 5 times less iterations than the approach by VandeVondele and Hutter. For the water boxes we could show that an overall speedup of about 25% can be gained by using the new algorithm with respect to the original orbital transform. This is also confirmed by the matrix multiply count number for the different methods. One disadvantage of the proposed method is that the eigenvalue of the orthogonality constraint needs to be clustered inside the unit circle.
However, with rescaling the refinement step becomes stable and no breakdown has been observed so far. Although the cp2k program does not scale linearly with system size we succeeded in running a hydrated DNA decamer with its counterions at the ab initio BLYP level of theory and with 103333 Gaussian basis functions. This example, which is one of the largest calculation ever performed at this level of theory, clearly demonstrates the applicability of the proposed minimization scheme for very large complex calculations.
An issue that we leave to future investigation is the effect of the band gap on the minimization convergence. Recently, the effect of the band gap on convergence was reported in the context of the trust-region self-consistent field method [50, 51] , (9)) and gradient steps, respectively. The tot entry refers to the total number of matrix multiplies needed for a two point line search conjugate gradient (i.e. two orb and one grad steps). Number in parenthesis are for m = 1. Note that the matrix multiplies count for applying the preconditioner are not included. The refinement order is n = 4 and the number of refinement iterations is m. 
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ALGORITHMS
Algorithm 1: Non-linear conjugate gradient minimization for the single-particle energy
Input:
The matrices H, S and C 0 . Output: C * a minimizer of E S [C] such that C T SC = 1. 
