Abstract Schedule padding is the extra time added to transit schedules to reduce the risk of delay. Where there is more random delay, there should be more schedule padding. While schedule padding is a product of transit planners, a method for detecting when and where it exists could provide valuable feedback as transit agencies continually develop their networks. By analyzing transit schedules and real-time vehicle location data at the level of stop-to-stop segments, we can locate padding in space and time and identify the places that may be most effected by stochastic delay. Such information could be used to target delay-reduction interventions such as fare prepayment or transit-only rights of way. The Toronto Transit Commission is used as a case study, and initial results suggest that highly delayed segments appear mostly in the expected, but some surprising, places.
Introduction
Much has been written about public transit in the past decade (Ceder 2002; Guihaire and Hao 2008; Noland and Polak 2002) . Despite the interest, there is little consensus about what constitutes good transit, appropriate funding levels, or even whether its primary objective is social, economic or otherwise. Nevertheless, faster and more reliable services seem to be preferred by all.
In scheduled transit operations, speed and reliability can be thought of as being a function of three things: (1) fixed speed limits set by legal, physical or social constraints, (2) random delay actually encountered along the route, and (3) the amount of random delay planners expect there to be, and for which they account in their schedules. This last point is called schedule padding and the combination of these three factors determines how fast a scheduled transit service can operate-the latter two by how much it should be expected to deviate from its schedule. Random delay is best understood as something not directly affected by schedules. It is anything that can delay a transit vehicle, but which is not strictly predictable. This sort of delay is due to many possible factors: traffic conditions, wrecked vehicles or the number of red traffic lights encountered, for example (Walker 2011) . By contrast, any fixed ceiling on a vehicle's speed is outside of this category; speed limits include things like stop signs, legal speed limits, and the psychological constraints enforced by the need to operate safely (Kennedy et al. 2005) .
Of course, ''random delay'' does not imply that delay is totally unpredictable. If someone is heading to a meeting, they often plan to leave a bit earlier than absolutely necessary, so that if anything unexpected happens, they are still likely to get there on time. In scheduled transit operations, schedule padding achieves the same effect on a larger scale, by allowing some amount of extra time to get to each stop on the line, or each ''timepoint.'' If vehicles encounter no delay and arrive early, they may linger until their scheduled departure before moving on. The extra time built into a schedule for this reason is called schedule padding. The use of the exact phrase ''schedule padding'' is limited in the academic literature. However, schedule padding (sometimes referred to as recovery time) has been mentioned in government documents (Bass et al. 1994) , academic research (Skaltsas 2011) , and the popular press (McCartney 2010). Schedule padding can be defined as the difference between how fast you could reach a destination in the best case, and how fast you expect to be able to get there in the average case.
If there was absolutely no chance of delay, there would be no need for schedule padding. Ideally, we could eliminate the potential for delay altogether; things like stop consolidation, transit-only lanes, signal prioritization, and multi-door boarding could reduce travel time variability and increase speed to the point where it approaches the speed limit. In theory, with enough resources, one could produce a system not subject to significant random delay. This sort of reliability is one of the major benefits of systems with a dedicated right-of-way and multi-door boarding.
Schedule padding can greatly impact riders' travel expectations and experience. For example, if large delays are encountered and there is no padding, then a trip runs slowly and is also late. If delays are encountered and padding is commensurate, then a trip runs slowly but is still on time. If there is padding in the schedule but no delays are encountered, then a trip runs slower than it needed to, but remains on time. Ultimately, padding should be proportional to the amount of delay expected, and the relationship should go in the following direction: Expected random delay determines a proportionate response in padding from the makers of schedules. A better understanding of padding can help to improve operations.
If speed and reliability are a function of random delay and schedule padding, and schedule padding is itself a function of random delay, then one way of understanding padding could be by observing the incidence of random delay in space and time. However, this is difficult, because vehicles operate simultaneously under the constraints of both delay and schedule padding. Once padding is introduced into a schedule, it becomes difficult to tell whether a vehicle is slowing down for a delay, to adhere to its schedule, or both. To address this, instead of examining delay directly, we will consider the schedule padding, which we hypothesize to be a direct function of actual travel time variability. Once we can quantify where and when schedule padding exists, we can quantify the local impacts of random delay. With quantifiable measures of the financial and time costs of delay, efforts to reduce delay and improve speed and reliability can be better targeted to the times and places where they can have the most impact.
Literature review
For as long as the technology has been available, transit agencies have used computerized scheduling systems to construct and optimize their transit timetables (Ceder 1987) . More recently, real-time vehicle position sensors and other types of onboard sensors are used to manage and assess transit agencies' daily operations (Mazloumi et al. 2009 ). Such tools have provided an abundance of data, which have helped researchers and professionals develop techniques and performance measures to improve the efficiency of transit services. One of the most tangible examples of these is the real-time schedule displays now shown to many bus drivers as they operate their vehicles. The displays relate the vehicle's position to a clock and a digital schedule to give the driver an estimate of how far behind or ahead of schedule they are, allowing them to adjust their speed appropriately.
Route performance has of course been studied before. Bookbinder and Ahlin (1990) investigated the interaction effects of routes, which diverge from a shared segment while attempting to maintain consistent headways on that segment. These authors found that once headways on the segment drop below a certain threshold, they may as well be random, allowing operational savings on certain very frequent routes. Dessouky et al. (1999) wrote about using GPS bus-tracking technology to better manage dispatching near coordinated transfer points. Related to this, Hickman (2001) developed a stochastic model for the transit vehicle holding problem, which aimed to compute the optimal holding time at control stops to ensure vehicles abided by their schedules at future stops. Chien et al. (2002) discussed the use and benefits of several different types of artificial neural networks to improve arrival time predictions.
Discovering the space-time dimensions of schedule padding… Using archived spatiotemporal data, Bertini and El-Geneidy (2003) demonstrated the possibility for a wide range of simple performance measures in Portland. In their study, the authors break the measures into system-, route-, segment-and point-level metrics ranging from average dwell time at a particular stop to average passenger loads across the system. Zolfaghari et al. (2004) proposed a model to optimize stop dwell times using real-time location information. Zhao et al. (2006) proposed a mathematical model for optimizing schedule padding in simple scheduled services under the assumption that travel times are exponentially distributed. Finally, Van Oort et al. (2012) describe an approach to the analysis of several months of real-time stop-arrival information from the Netherlands looking primarily at several measures of schedule adherence. These authors also present examples where the data could be used to better match the schedule to reality or vice versa.
Transit agencies increasingly operate with more data, sensors, and digital systems than ever before. The move in this direction seems likely to continue in the transit industry, and research into potential industry applications is ongoing. However, there is a gap at the moment in the literature when it comes to analyzing schedule padding in public transit. The aforementioned literature, as well as the widespread availability of open data for transit operations (Goldstein et al. 2013; Google 2015) , provides us the opportunity to begin to address this gap.
Methods
As previously noted, the balance between speed and reliability can be difficult to reassess once it has been established, as schedule padding is less noticeable to transit users than late-running buses. Padding takes many forms, for example, bus drivers dwelling at stops or driving more slowly than necessary. Late buses on the other hand are easy to notice, particularly if the passenger is aware of the schedule.
If we seek to improve the overall speed and reliability of scheduled transit services, we should follow schedule padding to the source of random delay. This paper proposes a simple model to measure and visualize the spatiotemporal structure of random delay in scheduled transit services. First, we simplify the scheduled operations of a transit system into a graph with stops as nodes and trips between stops as edges representing streets or sets of streets. Next, we observe actual transit vehicles traversing these edges and establish from these a reasonable minimum time required to traverse each edge. In other words, we attempt to find the floor of the time required to operate on any given segment of a route. Finally, we compare this theoretical best time to the average and scheduled times for each segment. By subtracting the best times from the padded, we are able to identify locations where time is lost to random delay and schedule padding. In so doing, we also raise interesting questions regarding potential interventions to reduce delay and the costs are for failing to do so. We take the Toronto Transit Commission (TTC) as our case study and use publicly available GTFS (TTC 2015) and real-time vehicle location data (NextBus 2015) for the analysis.
Two data sources are used for the analysis that follows. Both are available for the TTC, a large agency with a wide variety of transit services. The methods described here are easily extensible and applicable to other cities with similarly structured data.
General transit feed specification
A schedule published in GTFS is a set of CSV text files that form a relational database, which explicitly describes the entirety of an agency's scheduled operations. Each route has a set of trips and each trip is given a ''shape'' (a polyline) and a set of stops (points along that polyline) with arrival and departure times at each stop. A ''trip'' is defined loosely as one instance of a vehicle going in one direction on one route, something such as ''#17 eastbound, from 5:30.'' Many routes have several types of trips, one for each possible deviation and direction. We will be using GTFS data from the TTC, issued for the period from January 4, 2015 through February 14, 2015.
Simplification, segmentation, and summation
Our analysis takes place at the level of distinct, scheduled route segments. That is, any set of two stops such that a vehicle on any route is scheduled to go from stop A directly to stop B. These segments can be conceptualized as edges of a directed graph, with stops as the nodes.
The GTFS data from the TTC contains 183 routes, 10,749 stops, and 12,969 distinct segments (as segments have just been defined). In the course of a week, these segments are scheduled to be traversed (a vehicle is scheduled go from one stop to another) a total of 9,538,851 times. Computationally, these numbers present little difficulty, but there is significant redundancy in the data, particularly near bus terminals and major intersections where multiple stops may be used to represent what is more easily thought of as one large station. There are also at least several hundred places where stops are paired on opposite sides of a street or clustered tightly around an intersection. We will cluster these stops and re-segment the data in order to facilitate visualization of the data and to reduce variability by maximizing the number of observations in each segment.
To cluster the stops, we draw 30-m buffers around all stops and derive the union of the geometries where there is any overlap. This new unified buffer geometry becomes the boundary for clusters of stops, where all stops within the bound are in the same cluster. The centroid of the cluster is established as the new node for the purposes of visualization and the unified buffer geometry will be used later in the analysis. In most instances, stops are simply paired with another directly across a street, or joined as part of a larger intersection or station cluster. However, in a few cases, this technique produced undesired results: either pulling the centroid of a cluster away from an important intersection, or leaving isolated stops that should, subjectively, have been joined. There were relatively few such ''errors,'' and we left the issue there as this step is primarily to simplify the visualization of the results of the analysis.
Because the transit system is represented as a graph, these steps did more than combine unconnected nodes: They also collapsed the edges. Approximately 2% of all scheduled weekly vehicle hours (*3000 of *145,000 h) operate on segments that now exist completely inside of clusters. We consider this an acceptable tradeoff for the graphic simplicity afforded by this method. These inter-cluster trip segments were disregarded in the rest of the analysis. After clustering, we observe in our dataset 5261 stop clusters (reduced from 10,749 stops), 141,598 weekly vehicle hours scheduled on segments between clusters, 3319 bi-directed edges, and 3710 directed edges. These simplified edges will become the basic unit of analysis.
Real-time vehicle locations
To compare the schedule to actual trips, the NextBus API (NextBus 2015) is used. The part of this API relevant to this paper reports the current locations of all vehicles in the agency's fleet along with several other variables ( Table 1) .
The API serves up XML in response to HTTP GET requests and a Python script was used to request updated vehicle locations once every several seconds. These recordings were gathered for several weeks, for several hours or days at a stretch during the period between January 4, 2015 and February 14, 2015. This was not a systematic effort because of the difficulty of finding a truly stable Internet connection, but at least one recording was gathered through each distinct part of the service period, including a weekday and both days of the weekend. These records were stored in a PostGIS database alongside the GTFS data discussed in the last section. Just over 33 million vehicle locations were recorded. Unfortunately, the API does not report the position of any of the TTC operated subways, presumably because of a reliance on satellite-based GPS devices. It does, however, report for all other lines, 179 in total, including frequent urban buses, infrequent suburban buses, streetcars, night routes and lines operating in transit-only rights of way.
Handling errors
The data, while generally of a high quality, had a somewhat confounding number of seemingly erroneous location reports. This was most notable in downtown Toronto, presumably due to urban canyon effects. Outside of downtown though, locations Approximately 5000 points were removed to handle these erroneous data points.
Distinguishing tracks
For the analysis, these (point) location reports had to be strung together into polylines representing the trajectories of discrete transit services. These polylines, based on observed vehicle locations, will be referred to as ''tracks'' (as in ''GPS tracks'') throughout this paper. A new track was started in any of the following cases:
1. A vehicle appears for the first time in more than 60 s. 2. A vehicle reports operating on a new route, different from the last one, if any, that it reported. 3. A vehicle reports operating in a different direction the same route as the last one it reported.
These tracks continue until the vehicle creating them meets one of those criteria again, at which point a new track is started and the old track ended at the previous point. Excluding tracks of 5 or less points, and tracks shorter than 300 m, the original *33 million points generated *540,000 tracks with a mean length of 6.3 km, median length of 4.92 km and an average of 61 points per track. Track length was somewhat variable, but a visual inspection showed that almost all tracks appeared to extend the whole length of the route to which the vehicle was assigned. After removing outliers and constructing tracks, the average temporal delay between location reports (inside of all the tracks) was about 20 s.
Implementation of methods
In order to obtain observations at the level of network edges, it was necessary to match tracks with the edges on which they were operating. There are two measures of interest: the distance between the stops and the time between the stops. Both of these measures, one for each matched track, were stored with each edge for later analysis. Each vehicle track has a declared route and each edge has a set of scheduled routes that operate on it, making it easy to match an edge to a set of potential tracks. Not all tracks will operate every part of their route though, so the next step was to filter out any tracks that do not pass within 30 m of stops in the clusters defining the ends of a segment. For each remaining matched track, we wish to find the point on the line nearest to the actual stop. Due to the sampling rate of the data (20 s) and some GPS position error, we observed that literally taking the nearest point on the track often produced undesired results. To avoid this, we intersected the cluster buffer geometries with the tracks. The intersection of a polygon and a line is a subset of the line; from that subset, we took the center (by length) as the point for measurement. Simple linear interpolation between vehicle location reports gives us an estimate of the time when the stop was passed. Only Discovering the space-time dimensions of schedule padding… tracks going in the correct direction are matched to a segment. Bi-directed segments divide the tracks by direction of travel and store the measurements accordingly.
Since the distance is measured from the center of the track's intersection with the cluster, the distance is measured not from the nearest points to the individual stops, which are all in slightly different positions, but from an approximate middle of the cluster relative to a direction of travel. Since we assume that an edge represents a distinct (possibly bi-directed) part of a roadway, measuring from the centroid of a cluster has the benefit of selecting a point somewhere between staggered stops, which would otherwise overlap.
Using this method, the data give *11 million matches between the 10,085 directed edges and the *540,000 tracks. This is an average of around 1100 trips matched to each directed segment. Some 47 edges had \10 matched tracks, and these were discarded from the rest of the analysis. In almost every case, such edges appeared in one of two conditions. Either the edge had only a few scheduled trips, and there were accordingly not enough tracks, or the edge happened to be right where many vehicles declared new routes or directions and those broke into a new and separate track.
Establishing maximum speeds (minimum duration) on edges
A reasonable best-case travel time must be found from the observed dataundelayed, but not implausible and introduced by erroneous measurement. We assume that the speeds observed on each edge will be distributed with outliers at both ends. To get a reasonable but not extreme best-case speed, the observations on each edge are sorted according to their temporal duration, and the observation at the boundary of the first decile is used. In other words, the observation at the 90th percentile of observed speeds is used as the theoretical maximum. This best-case travel time differs conceptually from a ''free-flow speed,'' which might be estimated from a network dataset with explicit speed constraints, in that it includes time used in slowing and stopping for passengers. It also ignores posted speed limits, since these are so often ignored in reality; the speed limits described by this paper are more a social or psychological limit, than a legal phenomenon. We assume that observed speeds are a better measure than postulated limits not based on observation.
Calculating schedule padding
One interesting measure of the reasonableness of a choice of minimum duration (maximum speed) is to multiply this value by the number of trips traversing that edge for a given period (Eq. 1). We take the week as the service period, and observe for the TTC & 131,500 service hours at the average scheduled speed and &74,500 service hours at the new firstdecile maximum speed on the same number of trips. This would tend to imply that the difference, about 57,000 service hours, is due to the confounding forces of delay and padding, though this may be too simple an interpretation. A more cautious way to approach this is to also compare all scheduled service hours on the same edges, selecting the minimum scheduled time and multiplying that by the number of trips scheduled (Eq. 3).
For the TTC, we found padding to account for 29.4% of total scheduled service hours. This analysis is simple to implement with plain GTFS data, but that would only consider the schedules and not any measure of how well those schedules reflect reality. We can use this measure, though, to give an idea how realistic any estimate of maximum speed may be. Of interest is the temporal distribution of scheduled service and schedule padding (Fig. 1) . The grey area on the chart represents the total number of service hours per hour, or to put it more intuitively: the number of vehicles in operation. The area under the dashed line is the total portion of those service hours that can be identified by the schedule alone as due to padding, or the difference between Eqs. 3 and 2, from moment to moment. The area under the solid line is the schedule padding that is derived using the observed maximum speeds (Eq. 1). Plotting a distribution of service and padding through time shows that: First, there must be service for padding to exist, and second, padding shows up where we expect it. It is thickest in the weekday rush hours, even when accounting for overall service levels, and thinnest in the early mornings and late evenings. Similarly, weekdays have relatively more padding overall than weekends. The most important lesson to draw is that total padding is dominated by the overall level of service. 
Visualization of schedule padding results
We have provided two maps, using observed from real-time (Fig. 2) and scheduled (Fig. 3 ) data that derive a measure of schedule padding using the following cartographic method:
1. The width of edges is set according to the number of trips scheduled to traverse that edge in a 1-week schedule period. This has the effect of giving the edges a visual weight roughly equal to their share in the number of scheduled vehicle miles traveled. 2. Edges are offset to their right, making directionality visible even on bi-directed edges. 3. Edges that were discarded from the final dataset for any reason are depicted as a narrow dashed line. 4. Color is used to depict the variable of interest, which is always divided by a measure of distance. This means that the amount of padding on a segment becomes the amount of padding per kilometer. This controls for the length of the edges and prevents long edges from dominating the map. Figure 2 shows the average number of seconds of padding scheduled per trip, per kilometer, across Toronto using the observed maximum speed discussed in previous section. That is, if a vehicle traverses a 1-km edge, we expect to observe this many seconds of padding on that portion of the trip. Or to put it a different way, this is the difference between the time needed to cover a kilometer in the (presumably) undelayed case and the average time scheduled to do so. Note that since Discovering the space-time dimensions of schedule padding… observations are being compared to the schedule, there are some negative values. These indicate that the schedule is probably setting unrealistic expectations in those places since \10% of trips were observed to be going that fast.
A large amount of padding appears in downtown as expected, but several other corridors also stand out sharply, like on Eglinton Avenue, which cuts from west to east, north of downtown. Also of interest are areas that seem to have little padding: much of the far west side of the city for example. In Fig. 2 (inset) , two corridors appear to have a relatively large amount of padding, both of them on Sheppard Avenue East: Between Warden Avenue and Victoria Park Avenue. This is a fiveand six-lane roadway with a 60-km/h speed limit and a mix of strip-commercial and residential uses fronting. Brimley Road and McCowan Road [east part of Fig. 2  (inset) ] are a four-lane roadway with a 60-km/h speed limit and a mix of mostly bigbox and industrial/warehousing uses fronting. Intriguingly, these segments have a large amount of padding despite not appearing to be very different from the rest of Sheppard Avenue. Figure 3 shows the average number of seconds of padding, per kilometer, across Toronto when considering the scheduled maximum speed. Consistent with our other observations, this map shows more network autocorrelation than the maps based on observational data (Moran's I = 0.461 vs. I = 0.270, for one possible adjacency matrix); the schedule appears to have been constructed of larger units and that is evident at the level of maximum speeds, average speeds, and here with the combination of the two. Note that there is less overall schedule padding in this map because of the way maximum speeds were selected from the real-time data; they were selected on the assumption that padding would be everywhere in the schedule and that scheduled maximum speeds would be conservative. In particular, note that in the inset (Fig. 3) , Sheppard Avenue has visibly less schedule padding than seen when using the real-time data (Fig. 2) .
Still, many of the same edges stand out with 140? s of padding per kilometer. It seems here that those edges are more likely to be on approaches to the subways. The subways tend to be the ends of routes in Toronto, so it may also be that extra padding is included at the end of routes to allow them to make timed transfers at the transfer stations over subway entrances.
Discussion
To initiate discussion, as well as further understand the results presented in the previous section, the following correlation matrix is presented in Table 2 , which compares (1) different variables on each network edge, and (2) a variable on one direction of bi-directed edges to the same variable on its partner going the other direction. We expect that:
1. The correlation between any variables on the two directions of a bi-directed edge should be quite high. These will typically represent the two sides of the same street or set of streets, so we expect conditions to be roughly the same in both directions. 2. There should be some correspondence between the length of a segment and the average speed achieved over it, with longer segments allowing faster average speeds. Routes with infrequent stops should be expected to go faster. 3. There should be a strong correspondence between the schedule and reality, particularly in the average and maximum speeds in the schedule and average and maximum speeds observed.
To address things in order, the correlations between the two directions of bidirected edges (on the diagonal) do seem to be uniformly high. The two lowest numbers on the diagonal, scheduled max speed and scheduled mean speed, 0.6014 and 0.7121, respectively, indicate something interesting about the quality of the schedule data since both comparable measures in the observed data are much more strongly correlated, as was expected. The high correlation between scheduled and observed lengths (0.9822) suggests that taking measurements from the intersections of stop clusters rather than from actual stop locations did not introduce systematic differences between observed and schedule data.
Our second assumption, that longer segments should allow higher average speeds, does not hold up well. The signs are right, but correlations ranging from 0.10 to 0.13 indicate a weak relationship at best.
The third assumption, that the schedule should closely reflect observed trips, does not seem to hold up well either. The correlations between observed and scheduled mean speeds (0.3707) and observed and scheduled max speeds (0.2650) indicate that the observations are fairly different, at least at this level, from what is in the schedule. Again, this does not seem obviously explicable by observational error because of the high correlation between observed and scheduled segment lengths. One further bit of reassurance lies in the correlation between the number of trips scheduled to traverse an edge and the number actually observed to be doing so. These values, all above 0.9, indicate that the observations do show vehicles operating where they should be in roughly the right proportion.
Conclusions
Schedule padding is a critical part of all scheduled transit operations, but it is rarely discussed or defined, and there has been no standard way of measuring it. This paper posits a transit system without schedule padding or delay, which can be subtracted from the actual schedule such that what remains can be examined for specific sources of delay. Padding is introduced through what is surely an iterative process by actual transit planners in the process of creating schedules. Analyzing this phenomenon therefore requires further investigation of the actual methods used by transit planners as they build schedules and respond to route-level performance metrics. Future work should focus on such an investigation. Regardless, the methods described here can be used as a tool by transit planners to constantly monitor the schedule padding situation throughout a transit network.
Finally, if our preliminary measurements in one city are any indication, our analytical approach has found that as much as 30% of all scheduled service hours in the TTC may be spent preemptively coping with predictable but perhaps potentially avoidable delays. Improvements to infrastructure, like right-of-way and expedited boarding processes, could assist in potentially mitigating some of this ''wasted'' time. Of course, actually making improvements to large transit systems can be difficult in the short term; however, measures and visualizations like those presented in this paper may provide a useful starting point for discussions about how improvement can proceed and what sorts of interventions can be most effective.
