The efficiency of temperature replica exchange (RE) simulations hinge on their ability to enhance conformational sampling at physiological temperatures by taking advantage of more rapid conformational interconversions at higher temperatures. While temperature RE is a parallel simulation technique that is relatively straightforward to implement, kinetics in the RE ensemble is complicated, and there is much to learn about how best to employ RE simulations in computational biophysics. Protein folding rates often slow down above a certain temperature due to entropic bottlenecks. This "anti-Arrhenius" behavior represents a challenge for RE. However, it is far from straightforward to systematically explore the impact of this on RE by brute force molecular simulations, since RE simulations of protein folding are very difficult to converge. To understand some of the basic mechanisms that determine the efficiency of RE, it is useful to study simplified low dimensionality systems that share some of the key characteristics of molecular systems. Results are presented concerning the efficiency of temperature RE on a continuous two-dimensional potential that contains an entropic bottleneck. Optimal efficiency was obtained when the temperatures of the replicas did not exceed the temperature at which the harmonic mean of the folding and unfolding rates is maximized. This confirms a result we previously obtained using a discrete network model of RE. Comparison of the efficiencies obtained using the continuous and discrete models makes it possible to identify non-Markovian effects, which slow down equilibration of the RE ensemble on the more complex continuous potential. In particular, the rate of temperature diffusion and also the efficiency of RE is limited by the time scale of conformational rearrangements within free energy basins.
Introduction
One of the key challenges in the computer simulation of proteins at the atomic level is the sampling of conformational space. The efficiency of many common sampling protocols, such as Monte Carlo (MC) and molecular dynamics (MD), is limited by the lack of apparent ergodicity caused by high free energy barriers between conformational states and rugged energy landscapes. Replica exchange (RE) methods [1] [2] [3] [4] [5] are widely employed to enhance the conformational sampling efficiency of biomolecular simulations for the study of protein biophysics, including peptide and protein folding 6, 7 and aggregation, [8] [9] [10] and protein-ligand interactions. 11, 12 To accomplish barrier crossings, RE methods simulate a series of replicas over a range of potential parameters [13] [14] [15] [16] [17] or temperatures. 5 In the latter, replicas exchange temperatures following a Metropolis criterion designed to preserve canonical distributions. This scheme allows conformations at physiological temperatures, where conformational interconversions are rare, to switch to higher temperatures where transitions to other conformations are more likely. In a sense, therefore, the enhancement of conformational sampling at low temperatures is achieved by "borrowing'' the faster kinetics at higher temperatures.
The popularity of RE methods is due to their ease of implementation and their ability to enhance conformational sampling while preserving canonical distributions at the thermodynamic conditions of each replica. The properties of the RE algorithm and how it can be utilized most effectively for the study of protein folding and binding has received attention recently. [18] [19] [20] The determination of the temperature assignment and number of replicas to achieve optimal temperature mixing has been the subject of a variety of studies. 3, [21] [22] [23] [24] [25] [26] [27] Recent work has also recognized the importance of conformational relaxation as a key limiting factor that can affect the efficiency of the RE algorithm. 18, 19, 26, 28 While temperature RE is relatively straightforward to implement, kinetics in the RE ensemble is complicated and does not correspond in any simple way to the molecular kinetics (necessitating additional methods for the reconstruction of molecular kinetics from RE samples [29] [30] [31] [32] ). Molecular kinetics, however, can have a strong effect on RE, especially when the kinetics has complex temperature dependence. The anti-Arrhenius behavior typical of protein folding kinetics, where the folding rate above a critical threshold temperature decreases with increasing temperature, 33-36 is understood to occur when the transition state is energetically favored but entropically disfavored with respect to the reactants. Anti-Arrhenius behavior represents a challenge for temperature RE because, when folding exhibits anti-Arrhenius behavior, there exists a temperature (generally unknown) at which the folding and unfolding rates are optimal. If even higher temperatures beyond the optimal are included in the RE ensemble, this may degrade performance. 20 Although some comparative studies aimed at determining the benefits of RE over conventional MD for peptide folding have been conducted, 19, 37, 38 it is far from straightforward to systematically explore the convergence properties of RE by brute force molecular simulations, since RE simulations of protein folding are very difficult to converge. To understand some of the basic mechanisms that determine the efficiency of RE, it is useful to study simplified low dimensionality systems that share some of the key characteristics of molecular systems. We recently investigated a discrete two-state network model for replica exchange (NRE), containing two conformational states (folded and unfolded) at each of several temperatures. 20 We found that the efficiency of RE for this system varies non-monotonically with respect to the temperature distribution of the replicas when the folding rate displays anti-Arrhenius behavior. The model showed that the rate of folding/unfolding events in RE is maximal when high-temperature replicas are placed near the temperature at which the harmonic mean of the folding and unfolding rates for the uncoupled system (k f and k u ) is maximal. This result suggested that, in molecular simulations, adding hightemperature replicas does not necessarily lead to increased efficiency of exploration of conformational space, and that, instead, optimal efficiency could be obtained by placing replicas at specific temperatures determined by the temperature dependence of key kinetic rates of the system.
In this paper we extend this analysis by studying a continuous two-dimensional system designed to reproduce the anti-Arrhenius kinetics of a conformational equilibrium, such as a protein folding equilibrium, mediated by an entropic bottleneck. The two-dimensional system studied here is an extension of the potential model we originally used to study the convergence of the weighted histogram analysis method, 39 and is very similar in spirit to to the funnel-like golf course model for protein folding studied by Szabo and co-workers. 40 This two-dimensional system is sufficiently simple to be amenable to accurate analytical and numerical solution, while including some characteristics of molecular systems that were absent from the discrete NRE model. The present model is self-contained in that the kinetic rates are determined by the potential and the move set rather than being imposed, as in the NRE model of reference 20. Furthermore, and most importantly, the unfolded and folded macrostates have, like real molecular systems, microscopic internal structure. The new model makes it possible to follow the joint microscopic evolution of the system in conformational and temperature space. It incorporates the same discrete temperature exchange scheme commonly adopted in RE molecular simulations, and it allows us to study the effects of nonMarkovian processes likely present in RE simulations of molecular systems.
In the next section we present the potential model and the kinetic scheme we have employed. We review the RE method and the NRE model we previously developed. We then summarize the thermodynamic and kinetic properties of the twodimensional system and present results showing how these determine the efficiency of the RE method. The paper is then concluded by discussing the implications of these findings for RE simulations of molecular systems.
Methods

The Two-Dimensional Continuous Potential.
A twodimensional potential was constructed to mimic the antiArrhenius temperature dependence of the folding rate seen in proteins. We designed this potential to have an energetic barrier when going from the "folded" to the "unfolded" region, and an entropic barrier in the reverse direction. The entropic barrier is achieved by imposing a hard wall constraint that limits the space accessible to the folded region. Specifically, the particle can only move in the region -1 e x e 1, 0 e y e B(x), where the boundary function B(x) is a small constant for x e 0 and an increasing function of x for x > 0 ( Figure 1 ):
The use of a boundary of this form is based on a twodimensional potential first used in our laboratory to study the convergence of the weighted histogram analysis method, 39 and is very similar in spirit to simplified models for protein folding studied by Bicout and Szabo 40 and the model of an entropic barrier by Zhou and Zwanzig. 41 The specific parameters δ, b, and n 1 were chosen together with the parameters of the potential function discussed below by trial and error to achieve a sufficiently strong temperature dependence to illustrate some of the possible consequences of anti-Arrhenius behavior on RE simulations. It is natural to choose the x axis to be the reaction coordinate, with -1 e x e 0 corresponding to the folded macrostate and 0 < x e 1 corresponding to the unfolded macrostate. The move set was chosen to be compatible with this reaction coordinate (see below). In order for folding and unfolding to be activated processes, however, it is necessary to add a potential energy function that has an energetic well as a function of x in the folded region, and increases with x in the unfolded region. Specifically, we use the potential function Figure 1 . A schematic representation of the two-dimensional potential function used in this work. The colored area corresponds to the accessible region of the (x,y) plane, with the colors representing the magnitude of the potential energy at that (x,y) point (scale bar in kcal/ mol). The potential energy is infinite in the non-colored region and for y < 0, x < -1, and x > 1. The inset is an enlarged view of the folded macrostate and transition region.
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where a 1 ) 23.53 kcal/mol, a 2 ) 235.3 kcal/mol, a 3 ) 376.5 kcal/mol, a 4 ) 11.29 kcal/mol, c 0 ) 7.059 kcal/mol, b ) 5, n 1 ) 4.55, n 2 ) 2, n 3 ) 0.5, and δ ) 2 × 10 -7 . The constants x 0 ) c 0 (a 1 +a 2 )/a 1 a 2 , x 1 ) a 1 x 0 /(a 1 + a 2 ), x 2 ) (a 4 n 3 /a 3 n 2 ) 1/(n 2 -n 3 ) , and
) were chosen so that the first derivative of U(x,y) is continuous. A graphical representation of the two-dimensional system studied here is shown in Figure  1 .
2.2. Kinetics on the Two-Dimensional Continuous Potential. We use Metropolis MC sampling to simulate the movement of a particle in this two-dimensional potential. Kinetic MC has a long history in the study of protein folding using simplified models. [42] [43] [44] To ensure rapid equilibration along the y coordinate consistent with the choice of x as the reaction coordinate and because of the large size difference of the accessible region in the y direction between the folded and unfolded regions, we adopted an asymmetric MC proposal scheme, 39, 45 in which the step size in the y direction is proportional to B(x), i.e., a proposed move (x′,y′) is generated uniformly in the region x -∆ < x′ < x + ∆, y -B(x)∆ < y′ < y + B(x)∆. The displacement parameter ∆ was chosen such that the barrier crossing is slow but not prohibitively expensive and follows a linear regime (i.e., doubling ∆ causes an approximate doubling in the number of barrier crossings). To correct for the asymmetric MC proposal distribution, the factor θ(|y′ -y|/B(x′)∆) was included to satisfy detailed balance, where θ(z) equals 1 if z < 1 and 0 otherwise.
Rate constants in units of MC steps were obtained via MC simulation by calculating the mean first passage times (MFPTs) between the two macrostates. The same displacement parameter ∆ ) 0.05 was used for all temperatures. A "buffer region'' -0.1 < x < 0.0437 was defined as not belonging to either the folded or unfolded state to reduce artifactual rapid recrossings of the barrier. 46, 47 For comparison, the temperature dependence of the folding and unfolding rate constants were also estimated from the potential of mean force (PMF) using the Arrhenius equation 
The state of the extended ensemble is specified by a joint configuration of N replicas X ) {q 1 ,q 2 ,...,q N }, where q i is the configuration of replica i. Exchanges of configurations were attempted every N X MC steps between pairs of replicas adjacent in temperature, and the attempted exchange X ) {...,q i ,q j ,...} f X′ ) {...,q j ,q i ,...} was accepted with probability w(X f X′). Given the potential energy function U(q), the transition probability that satisfies detailed balance and reproduces the canonical ensemble is given by 5 The efficiency of RE conformational sampling was monitored by measuring N TE (τ|T 0 ), the number of round-trip transitions in the conformational state of a replica, conditional on the temperature of interest T 0 , that occur in a given observation time τ. A transition event is a transit of a given replica from one conformation at T 0 to the other conformation at T 0 and back again regardless of route, i.e., whether it was the result of a direct barrier crossing at T 0 or indirectly via a barrier crossing at some other temperature combined with temperature exchanges. Conceptually, this measure reflects the potential of RE to achieve rapid equilibration at the temperature of interest by means of conformational transitions at temperatures other than the temperature of interest. The transition events as defined correspond to the "reversible folding" events studied in all-atom simulations of peptide systems. 48, 49 We will use the symbol N TE as a shorthand notation for N TE (τ|T 0 ), where T 0 will generally be the lowest temperature in the simulation. For an uncoupled simulation, the number of transition events is simply the number of round trips between macrostates.
2.4. Discrete NRE. We review here the discrete kinetic network model which we devised in our recent study of RE efficiency. 20 In this model (unlike the continuous potential model above), the macrostates F and U (for "folded" and "unfolded") do not possess any internal structure. Instead, it is assumed that the system evolves in time as a Poisson process, in which instantaneous transitions between F and U occur after waiting periods given by exponentially distributed random variables with means equal to the reciprocals of the folding or unfolding rates. The result (for a single replica) is an example of a "random telegraph" Markov process. 50 If the transition events are Markovian, then the simultaneous behavior of two uncoupled non-interacting replicas can be represented by the four composite states
In each symbol, the first letter represents the configuration of replica 1, the second letter represents the configuration of replica 2, and the subscripts denote the temperature of each replica. Only transitions corresponding to a single conformational change (e.g., F 1 F 2 f U 1 F 2 ) are allowed, assuming that the probability of two simultaneous changes (e.g.,
in an infinitesimal interval dt can be neglected. 50 The four-state composite system for two non-interacting replicas can be extended to create a network model of RE by introducing temperature exchanges between replicas, i.e., by allowing transitions such as F 1 U 2 f F 2 U 1 . This leads to a system with eight states arranged in a cubic network with "horizontal" folding and unfolding transitions and "vertical" temperature exchange transitions ( Figure 2 ). For canonical equilibrium probabilities to be preserved under temperature exchanges, it is sufficient that detailed balance is satisfied, e.g., the transition probabilities w(
The ratios of forward and reverse transition probabilities for F 1 F 2 h F 2 F 1 and U 1 U 2 h U 2 U 1 are equal to 1, as interchange of temperatures does not change the equilibrium populations. 20 The state labels represent the conformation (letter) and temperature (subscript) for each replica. For example, F2U1 represents the state in which replica 1 is folded and at temperature T2, while replica 2 is unfolded and at temperature T1. Red and black arrows correspond to folding and unfolding transitions, respectively, while the temperature at which the transition occurs is indicated by the solid and dashed lines (for T2 and T1, respectively). The cyan arrows correspond to temperature exchange transitions, with the solid and dashed lines denoting transitions with rate parameters R and wR, respectively.
The effect of the rate of temperature exchanges is included by introducing the rate parameter R, which controls the overall scaling of the temperature exchange rate relative to the folding and unfolding rates. The forward and reverse rates of the F 1 F 2 h F 2 F 1 and U 1 U 2 h U 2 U 1 transitions are set equal to R, while the other rates are set to R or wR as required by detailed balance, where, in this case, w ) P eq (F 2 U 1 )/P eq (F 1 U 2 ) or its reciprocal such that w < 1 (see Figure 2 ). The overall average rate at which temperature exchanges occur (k ex ) is the probability of jumping in any instant dt from the upper to the lower face (or vice versa) of the cubic network, and is given by the equilibrium population weighted sum of the temperature exchange rates over all states:
The NRE model was simulated using a standard method for continuous time Markov processes with discrete states, 50 also known as the "Gillespie algorithm". Given a current state X 0 , we identify its m neighboring states X 1 , X 2 , ..., X m and the transition rates k 1 , k 2 , ..., k m from X 0 to each of the neighboring states. We generate a waiting time in state X 0 by drawing a random number from an exponential distribution with mean (k 1 + k 2 + ‚‚‚ + k m ) -1 , and select a destination state X i from among X 1 , X 2 , ..., X m with probability k i /(k 1 + k 2 + ‚‚‚ + k m ). This procedure is then repeated with the new state as the current state.
Results and Discussion
Thermodynamics and Kinetics of the Continuous
Model System. 3.1.1. Thermodynamics. In Figure 3 we show the PMFs corresponding to the two-dimensional potential along the x coordinate at several temperatures. PMFs calculated by MC sampling and numerical integration of the canonical distribution function agree to within statistical accuracy. The PMFs show two free energy minima corresponding to the folded (F, x e0) and unfolded (U, x > 0) conformational states, separated by a free energy barrier near x ) 0. The free energy minimum of the unfolded state and the free energy barrier have no counterparts in the potential, which is monotonically varying in both of these regions ( Figure 1 ). These features of the PMF originate from the interplay between opposing entropic and enthalpic driving forces. The free energy minimum of the unfolded state corresponds to the optimal balance between entropy, which drives the system toward large values of x (where the accessible space along the y coordinate is greatest), and enthalpy, which drives the system toward small values of x (where the potential energy is smallest). The free energy barrier that separates the unfolded and folded state is entropic in origin. For x near 0, the entropy is significantly reduced compared to the unfolded state, and assumes a value similar to that of the folded state (compare in Figure 1 the size of the accessible space along y at x ) 0 and for x > 0 and x < 0). In contrast, the potential energy at x ) 0, although smaller than in the unfolded state, is still substantially larger than in the folded state. This imbalance between entropy and potential energy causes the free energy maximum at x ) 0.
From the point of view of folding, the free energy maximum constitutes an entropic bottleneck. In order to make a transition to the folded state, the system needs to cross the free energy barrier region at x ) 0, where the system has lost all of the entropy required for folding without having gained all of the folding enthalpy. Similar transition bottlenecks have been described in simplified models for protein folding. 34, 40, 51 After crossing this barrier, the system enters the folded state by going downhill in potential energy without further reduction in conformational entropy, since the accessible space along the y direction is the same for all points x in the folded space. Because the conformational entropy is constant for x < 0, the PMF in this region coincides with the potential energy. From the point of view of unfolding, the free energy maximum at x ) 0 constitutes an enthalpic barrier. Relative to the folded state, points in the region near x ) 0 have similar conformational entropy but larger potential energy. To reach the barrier region from the folded state, therefore, the system needs to gain potential energy (enthalpy) without the help of a concomitant increase in conformational entropy. Beyond the barrier region there is a free energy gain for moving toward the unfolded state since the gain in conformational entropy outweighs the increase in potential energy.
As shown below, the barrier region close to x ) 0 constitutes the transition state for the folding/unfolding equilibrium. The free energy difference between the unfolded and folded states and the transition state corresponds to the free energies of activation, which determine the rate of folding and unfolding, respectively. Because of their different thermodynamic origins (entropic vs enthalpic), the free energies of activation for folding and unfolding display the opposite dependence on temperature. As Figure 3 shows, the free energy of activation for folding increases with increasing temperature relative to thermal energy (kT), where the free energy of activation for unfolding decreases with increasing temperature. This anti-Arrhenius behavior is the signature of an entropically activated process. The conformational entropy difference between the unfolded state and the transition state increases as the temperature is increased, leading to an increase in the height of the free energy barrier for folding with increasing temperature. Figure 4 shows the temperature dependence of the population, P F (T), of the folded state, often referred to as the melting curve. The shape of the melting curve is typical of two-state protein thermal denaturation experiments. At 300 K, the system is nearly completely folded, and the fraction folded decreases with increasing temperature in favor of the unfolded state which is entropically favored. The melting temperature T M (corresponding to equal populations of the folded and unfolded state) is approximately 460 K. At this temperature, the folded and 
unfolded states have equal free energy. The slope of the melting curve at the melting temperature is which is proportional to the difference of the average potential energies, U F and U U , of the folded and unfolded states. Thus, a decrease of the average potential energy difference between the two states leads to a less steep melting curve. To illustrate this, we show in Figure 4 the melting curve corresponding to an alternative parametrization of the potential for which the average potential energy difference between the folded, unfolded, and transition states was decreased, while approximately preserving the same value of the melting temperature (see Appendix). As expected, the alternative parametrization leads to a more gradual conversion from the folded state to the unfolded state with increasing temperature (Figure 4 , dashed line). The heat capacity as a function of temperature is approximately Gaussian and is peaked near T M .
Kinetics.
With the MC move set described in the Methods section above, the kinetics of folding/unfolding is twostate as measured by the distribution of first passage times, which is exponential ( Figure 5 ). The Arrhenius plots of the folding and unfolding reaction rates are shown in Figure 6 . The temperature dependence of the reaction rates using the Arrhenius equation with activation free energies extracted from the PMFs (Figure 3 ) agree well with the simulation results, and is a further indication that the kinetics is two-state and that the reaction coordinate is well represented by the x coordinate. This is a consequence of choosing a move set for which equilibration along the y coordinate is faster than that along the x coordinate. The alternative potential parametrization in the Appendix, which is characterized by a smaller average potential energy of the unfolded state relative to the folded and the transition states, leads to a weaker temperature dependence of the folding rate ( Figure 6, dashed lines) . Since the slope of the Arrhenius curve is proportional to the activation energy, this difference of the rates is consistent with the smaller energy of activation obtained with the alternative parametrization.
The folding rates decrease with increasing temperature, a phenomenon that has been observed in the kinetics of protein folding. [33] [34] [35] [36] 42 Processes displaying anti-Arrhenius behavior are said to be characterized by a negative effective activation energy, whereby the enthalpy of the unfolded state is larger than that of the transition state. The free energy of activation of these processes, however, remains positive as a result of the activation entropy favoring the unfolded state. The negative activation entropy is associated with the smaller number of accessible conformations at the transition state relative to the unfolded state; that is, the transition state constitutes an entropic "bottleneck'' that needs to be traversed for the transition to the folded state to occur. These elements clearly exist in the simplified twodimensional system under investigation. Since the potential energy decreases monotonically from the unfolded state to the folded state, the average potential energy at the transition state (x ) 0) is smaller than the average potential energy of the unfolded state, leading to the observed anti-Arrhenius behavior ( Figure 5 . The distributions of first passage times for folding (black) and unfolding (red) observed during a 2.7 × 10 10 -step kinetic MC at 475 K. Approximately 4700 folding and unfolding events were observed. A folding first passage time is defined as the time elapsed from when the particle enters the unfolded region from the buffer region (having previously been in the folded region), until it re-enters the folded region. The unfolding first passage time is defined similarly. The semilog plot of the histograms of the first passage times is shown as circles, while the lines represent the best-fit exponential curve. of the rate of folding. Despite the enthalpic driving force favoring the transition state, the free energy of activation for folding remains positive at all temperatures examined (as the calculated PMF along the x coordinate shows). This is because the entropy of the transition state is smaller than the entropy of the unfolded state because of the larger accessible configuration space along the y coordinate ( Figure 1 ). The entropic destabilization of the transition state, which (as in protein folding) can be described as acting as a "bottleneck", more than offsets the enthalpic stabilization, leading to the observed positive activation free energy for folding.
Often the observed folding rates of proteins show nonmonotonic behavior with respect to the temperature; the folding rate increases with temperature at low temperatures as in normal Arrhenius behavior, switching to anti-Arrhenius behavior at higher temperatures, when the folding rate decreases with increasing temperature. This phenomenon is rationalized in terms of a negative activation heat capacity. The activation heat capacity is defined as the temperature derivative of the activation energy, and a negative value of the activation heat capacity indicates that the unfolded state has a larger heat capacity than the transition state. The observed negative heat capacity of activation of protein folding has been variously interpreted as being due to the hydrophobic effect 33, 42 or to the difference of the distribution of energies of the molecular conformations experienced as a function of temperature. 34, 52 The curvature of the Arrhenius plot is related to the activation heat capacity. The present simplified two-dimensional system does not have a large enough heat capacity of activation to reproduce this turnover from Arrhenius to anti-Arrhenius behavior within the temperature range we have investigated. Thus, the results extracted from this model are applicable only to the anti-Arrhenius temperature regime of the protein folding process. Figure 7 shows the number of direct round-trip transition events N direct observed during MC simulations of N MC ) 5 × 10 9 steps as a function of temperature. We use the number of transitions as a measure of the efficiency of conformational sampling, which determines the rate of convergence of thermodynamic quantities extracted from the simulations. The results of Figure 7 show that the conformational sampling efficiency of the uncoupled simulation varies non-monotonically with the temperature. There is a 40-fold increase in transitions from 300 to 474 K, the temperature at which the maximum is observed. This decreases for temperatures higher than 474 K, reaching a 10-fold reduction at 800 K (relative to the maximum). As the results in Figure 7 show, this behavior mirrors almost exactly the behavior of the harmonic mean (k f
) -1 of the folding and unfolding rates (from Figure 6 ) as a function of temperature (we note that our use of the term "harmonic mean" differs from standard usage by a factor of 2, which is natural given that we are considering a round trip, i.e., a single "transition event" involves two conformational transitions). The agreement between the harmonic mean of the rates and the number of direct round trip transitions is expected for a twostate activated equilibrium, since the average time of a roundtrip excursion from the folded to the unfolded state and back is the sum of the average folding and unfolding times τ f ) k f
RE Simulations Using MC on the Continuous Potential.
In a recent paper, 20 we analyzed the convergence and efficiency of RE using a discrete model for folding and unfolding. We found that when the physical kinetics shows antiArrhenius temperature dependence, there exists an optimal maximal temperature beyond which the efficiency of the RE method is degraded. Similar behavior is expected from RE simulations using the continuous two-dimensional potential, with possible differences arising from the more complex nature of the present model, where the folded and unfolded states have internal structure. We performed RE simulations on the continuous two-dimensional potential with MC as the dynamic propagator and RE proposals made periodically between adjacent temperatures every N X MC steps. The efficiency of conformational sampling was monitored by counting the number of temperature-conditional transition events N TE defined in section 2.3 above.
In order to directly compare with the results obtained previously, we first performed RE using two replicas. Although such a simulation would not be realistic in general for a protein system due to poor energy overlap and very inefficient temperature exchange, it is feasible in the two-dimensional potential. The result for a 2 × 10 9 -step simulation where the lower temperature is held fixed at 296 K and the upper temperature varies from 296 to 789 K is shown in Figure 8 (green, red, and blue dots). We see behavior similar to that seen for the discrete model studied previously: the number of temperature-conditional transitions N TE has non-monotonic behavior and exhibits a maximum at an optimal high temperature given by the maximal harmonic mean of the folding and unfolding rates (474 K). This maximum point is approximately independent of the rate at which attempted temperature exchanges occur. While the location of the maximum is in agreement with our previous results, 20 the magnitude of the number of transition events is not. We have shown that, for NRE simulations employing a two-state model (folded and unfolded states), the number of transition events is given by the average over all temperatures of the harmonic means of the folding and unfolding rates, provided that the rate of temperature exchanges is sufficiently fast. 20 In the continuous model, we find that the number of transitions is significantly lower than that predicted from the average of the harmonic means of the rates (Figure 8, black  dashed line) . This may be due to the finite rate of temperature exchanges, deviations from the pure Markovian kinetics of the two-state discrete model, or a combination of these effects. To test whether this reduced number of transitions is due to insufficiently fast temperature exchange attempts, we performed several simulations in which we varied N X (the number of MC steps between attempted temperature exchanges). We see in Table 1 that N TE is approximately constant provided that the attempted exchange rate is faster than a critical value of N X ≈ 500. For less frequent exchange attempts, we see a substantial decrease in the number of transitions. Thus, the number of unfolding and refolding transitions cannot be increased simply by increasing the rate of attempted exchanges.
Non-Markovian Effects Revealed by Comparison of Continuous and Discrete RE Simulations.
To explore causes for the observed transition deficit, we performed simulations using the discrete NRE model (Figure 2 ) using kinetic parameters derived from the two-dimensional continuous potential ( Figure 6 ). To map the rates determined using the continuous potential to the discrete model, we used the folding and unfolding rates directly, expressed in units of 10 -6 per MC step. Different values of R were used for the F 1 F 2 h F 2 F 1 and U 1 U 2 h U 2 U 1 , and were set to 10 6 /N X multiplied by the empirical acceptance rate when both replicas are in the folded or unfolded state (0.853 and 0.395, respectively).
If we compare the observed number of transitions seen in the continuous model with the number predicted by the NRE model with the same rate parameters (Table 1) , we see that there is good agreement when the attempted exchange rate is small, but substantial disagreement when it becomes larger. In particular, while the number of transitions using the continuous model reaches a plateau value at N X ≈ 1000, the predicted number of transitions in the NRE model continues to increase, asymptotically approaching the value predicted by the average of harmonic means. Similarly, comparison of the predicted and observed number of transitions as a function of temperature ( Figure 8) shows a significant overestimation of the transition rate by the NRE model, and shows that this overestimation is much more severe when the rate of attempted temperature exchanges is fast. For example, while the N TE predicted from the NRE model has essentially reached the asymptotic limit when N X ) 20 (blue curve), the observed N TE values are essentially unchanged relative to those obtained when N X ) 200 (compare blue and red circles). The continuous two-dimensional model thus appears to contain an inherent "speed limit", which prevents it from achieving the transition rates expected for a fully Markovian system, even if the temperature exchanges are attempted frequently.
One possible origin of this speed limit is that the average effective rates are different in the coupled and uncoupled systems. To test this, we analyzed the kinetics of the continuous RE simulation by using the NRE model to "reverse-engineer" the apparent rates by estimating the mean residence times and branching ratios for various RE macrostates. If the system is Markovian, then the rate k tot given by the inverse of the mean residence time is the sum of the rates exiting that state. The rate corresponding to a given edge can then be estimated by multiplying k tot by the fraction of residences that exit via that edge (the branching ratio). The results are shown in Table 2 . The reverse-engineered rates generally agree with the uncoupled folding and unfolding rates estimated from kinetic MC, and this is true for both rapid and slow attempted temperature exchange rates. Therefore, the temperature exchanges do not perturb the average kinetics of the system, and cannot be a cause of the limit on the transition rates at rapid temperature exchange rates.
In order to further investigate the origin of the observed speed limit, we calculated the MFPTs for temperature conditional folding and unfolding, i.e., the average time for a replica unfolded at low temperature to become folded at low temperature (regardless of path), or vice versa. The resulting MFPTs for the continuous potential are shown in Table 1 . We see there that the N TE speed limit arises exclusively from a limitation in the fastest achievable unfolding rate, since the folding process Figure 8 . The dependence of the number of temperature-conditional transition events NTE (section 2.3) on the temperature of the hightemperature replica for a two-replica simulation on the continuous potential (circles), and comparison with predicted transition events using the discrete NRE model (Figure 2) (curves) . For all simulations, one replica was fixed at 296 K and the other replica was scanned from 296 to 789 K. The black dashed line corresponds to the discrete model prediction in the large-R limit. The solid curves are the predicted N TE using the NRE model with temperature-dependent folding and unfolding rates taken from the kinetic MC simulations on the continuous potential (shown in Figure 6 ) and using an R corresponding to an attempted temperature exchange. The circles are the NTE values observed in 2 × 10 9 MC step RE simulations on the continuous potential. The green, red, and blue data correspond to NX values of 1 000, 200, and 20, respectively. is independent of N X and is not rate limiting. This can be understood by noting that the values of R corresponding to the N X values used are at least 2 orders of magnitude larger than the folding and unfolding rates. To unfold, the system need only make use of temperature exchange transitions that correspond to R (i.e., the solid cyan arrows of Figure 2 ). Since R is already much larger than the other rates, changes to it due to changes in N X will not significantly change the MFPT for folding. On the other hand, the unfolding process (if it occurs via an indirect route, which is likely given the very small value of k u1 ) requires the system to use a "wR edge" (i.e., a dashed cyan arrow in Figure 2 ). Since w ≈ 10 -4 for the temperatures used here, wR is now slower than or comparable to the folding and unfolding rates, and therefore changes in N X can make a substantial impact on the unfolding MFPT. Thus, the N TE speed limit can be traced to the kinetics of temperature conditional unfolding, and must arise from some difference between the unfolding kinetics in the continuous potential and the fully Markovian NRE model.
One obvious way in which the continuous and NRE models differ is that the macrostates in the continuous potential have spatial extent, unlike the NRE states which lack internal structure. This means that a finite time is required for the particle to transit the nonequivalent microstates that make up the two wells. In fact, we observe that the correlation time for diffusion in the x direction in the unfolded well at 474 K is approximately 1 400 MC steps. This time scale is of the same magnitude as the N X value at which the speed limit effect of Table 1 begins to occur, suggesting that there may in fact be a connection between the observed N TE speed limit and conformational diffusion within the free energy wells. Such dependence of the kinetics on the internal structure of the macrostate can lead to non-Markovian behavior.
Formally, a process is Markovian if and only if the observed propagators (Green's functions) do not depend on the history of the trajectory prior to the current state, i.e., for all states x 1 , x 2 , x 3 and all times t 1 < t 2 < t 3 . Although eq 4 could be used to directly detect deviations from Markovian behavior, previous work has typically used other analysis methods to detect such deviations. 29, 53, 54 For example, in a Markovian process, the rate matrix K determines the propagators via the master equation where p(t) is the vector of propagators at time t. The formal solution of eq 5 is given by p(t) ) e Kt p(0), and therefore e Kτ can be thought of as a transition matrix T(τ), i.e., the matrix of probabilities of being in state x j at time τ given that the system was in state x i at time 0. If we denote the eigenvalues of K by λ 1 > λ 2 > ‚‚‚ and the eigenvalues of T(τ) by µ 1 (τ) > µ 2 (τ) > ‚‚‚, then µ i (τ) ) e λ i τ . This can be used as a test of Markovian behavior, since T(τ) can be empirically estimated from a trajectory. Different values of the lag time τ will yield different values of µ i (τ); however, τ/ln µ i (τ) should be independent of τ if the kinetics is Markovian. 29, 54 Alternatively, the Markov property can be tested by analyzing the transition probabilities as a function of lag time using an information theoretic measure based on Shannon's entropy. 53 We have chosen to detect deviations from Markovian kinetics by examining the observed residence time distributions and branching ratios, which provides insights into the physical origin and the mechanism by which the non-Markovian effects enter into the stochastic process. In our simulations on the continuous potential, we have found that the residence time distributions in the macrostates are exponential to within statistical uncertainty (data not shown), and thus by themselves are consistent with Markovian kinetics. The branching probabilities, however, are significantly dependent on the preceding macrostate. We focused on transitions entering and leaving the thermodynamically favored U 2 F 1 macrostate (or its symmetry-related state F 1 U 2 ). We ran several trajectories using different rates of attempted temperature exchange and tallied the number of times each macrostate sequence (X,U 2 F 1 ,Y) was observed in each (where X,Y ∈ {F 2 F 1 ,U 2 U 1 ,U 1 F 2 }). These counts were transformed into normalized branching probabilities, where P(X|Y) denotes the history-independent branching probability of next visiting macrostate X given that the system is currently in macrostate Y, and P(X|Z,Y) denotes the history-dependent branching probability of next visiting macrostate X given that the system is currently in macrostate Y and had been in macrostate Z immediately prior (Table 3) .
If the kinetics is Markovian, then the history-dependent and corresponding history-independent branching probabilities will be equal: from which it follows that history-dependent branching probabilities that differ only in the history condition will also be equal: This is clearly not the case for the data in Table 3 . For example, we see that the history-dependent branching probabilities P(U 1 F 2 |F 2 F 1 ,U 2 F 1 ) and P(F 2 F 1 |F 2 F 1 ,U 2 F 1 ) differ significantly from their corresponding history-independent branching probabilities P(U 1 F 2 |U 2 F 1 ) and P(F 2 F 1 |U 2 F 1 ), and the branching probability P(U 1 F 2 |F 2 F 1 ,U 2 F 1 ) is significantly smaller than P(U 1 F 2 |U 1 F 2 ,U 2 F 1 ). This is most pronounced when the rate of attempted temperature exchanges is fast.
Examination of the kinetic scheme of Figure 2 indicates that the deviations from Markovian behavior seen in Table 3 are consistent with a reduction in the number of temperatureconditional round-trip conformational transition events. If the unfolding rate at low temperature is negligible, then a lowtemperature folded conformation unfolds predominantly via indirect paths of the form
In the former case, the F 2 F 1 P(x 3 ,t 3 |x 1 ,t 1 ;x 2 ,t 2 ) ) P(x 3 ,t 3 |x 2 ,t 2 ) (4) a Maximum likelihood estimates determined using P(a1|b,c) ) #(b,c,a1)/∑i #(b,c,ai) and P(a1|b) ) ∑i #(ci,b,a1)/∑jk #(cj,b,ak), where #(i,j,k) is the number of occurrences of the ordered triple (i,j,k). b Bayesian credible intervals under a uniform prior given by the 0.025 and 0.975 quantiles of the distribution P(p) ∝ p n (1 -p) N-n , where n and N are the numerator and denominator, respectively, of the fraction used to calculate the maximum likelihood estimate.
P(X|Z,Y) ) P(X|Y) P(X|Z,Y) ) P(X|W,Y)
f U 2 F 1 step is more likely to be reversed when the temperature exchange rate is rapid (Table 3) , as is the F 1 U 2 f F 2 U 1 step in the latter case (which follows by symmetry from the U 2 F 1 f U 1 F 2 results of Table 3 ). Thus, increasing the rate of attempted temperature exchanges increases the probability of counterproductive backtracking relative to the Markovian case, resulting in a decrease in the rate of temperature-conditional unfolding events, and therefore a corresponding decrease in N TE (since temperature-conditional unfolding was shown above to be ratelimiting).
Although the results presented here do not identify the physical origin of the non-Markovian kinetics, we hypothesize that it is due to the finite time required for diffusion of the particle within the macrostates. This effect does not arise in the NRE model, since, in there, the macrostates have no internal structure, and the probability of making a transition to a given macrostate at any instant dt is the same, regardless of which macrostate the system was in previously or how long it has been in the current macrostate. The behavior of the continuous system within the wells is not Markovian, since the system has memory that is mediated by conformational diffusion within the macrostate. This correlation in time of the particle's position (and energy) implies that there is a maximal effective value of the rate of statistically independent temperature exchanges, which is limited by the time required for conformational relaxation within the folded and unfolded macrostates.
3.4. Dependence of RE Efficiency on the Number of Replicas. The above results were obtained with two replicas, which is not typical for RE simulations that would be carried out for peptides and proteins. To investigate the effect of adding additional replicas, we performed a series of simulations of 2 × 10 9 MC steps with 2 to 15 replicas distributed uniformly in T -1 from 296 to 789 K. The results are shown in Figure 9 . One important issue that arises when considering such a set of results is the appropriate measure of conformational sampling efficiency of RE. If we consider the total number of transition events N TE (direct and indirect) in all replicas, then we would see for the most part a monotonic increase of efficiency as a function of the number of replicas N simply because the number of indirect "channels" for transitions is linearly increasing. This measure of efficiency, however, implicitly assumes that computer power is inexpensive and that the convergence rate of the simulation is the important limiting factor. If both computer resources and the convergence rate are limiting factors, a more appropriate measure is the computational efficiency calculated as the number of transition events per replica (N TE /N). According to this measure, a RE simulation with N + 1 replicas is considered more efficient than one with N replicas only if the introduction of the additional replica provides more than a proportional increase in the number of transition events at the temperature of interest.
We find that the efficiency increases strongly as a function of N when N is small, reaches a maximum, and then decreases with N for larger N (Figure 9 ). This pattern is unchanged as a function of the rate of attempted temperature exchanges, showing a scaling approximately consistent with the results in Table 1 . The trends seen here are qualitatively similar to that seen previously in the NRE two-state discrete model 20 with finite R. In that work, we attributed the decrease with increasing number of replicas beyond an optimum value in part to a combinatoric effect that decreases the relative size of the "target" space of configurations in which a replica is at the temperature of interest relative to the total temperature/configuration space. It is reasonable to assume that a similar effect is occurring here as well. We will address this in a future communication.
The results in Figure 9 were obtained with a relatively uniform distribution of temperatures. It is of interest to consider the effect on efficiency of changing that temperature distribution. In our previous work, 20 we concluded that, in the context of the discrete network model in the "large R" limit, the optimal temperature distribution is one replica at the temperature of interest, and the rest at the temperature that maximizes the harmonic mean of the folding and unfolding rates. That model, however, was limited in its realism in that it did not have explicit energy distribution functions. Furthermore, it is clear from the results presented in the previous section that very large effective values of R may not be achievable in real systems. The continuous two-dimensional potential studied here provides a better test system for studying these questions.
In Figure 10 we show the relative number of temperatureconditional transition events in 2 × 10 9 MC steps for three different temperature distributions of 11 replicas: (A) uniformly distributed in T -1 from 296 to 789 K, (B) 6 replicas uniformly distributed in T -1 from 296 to 474 K (the optimal temperature) and the remaining 5 "bunched up" at the optimal temperature, and (C) 5 replicas bunched up at the optimal temperature with the remaining distributed in the 296 to 474 K range but strongly skewed toward the optimal temperature. Temperature distribution B provides more than a 50% increase in efficiency relative to the uniform distribution over the large temperature range. This is consistent with our discrete model results, and indicates that it is possible to include temperatures that are "too high" when the system exhibits anti-Arrhenius kinetics. However, we can increase the efficiency even further (to more than a factor of 2.5 over the baseline result) by skewing the temperature distribution to increase the number of replicas in the vicinity of the transition temperature (distribution C). Previous work by Hansmann et al. has suggested that such concentration of the temperatures near a bottleneck can improve temperature mixing. 26 However, the improved efficiency may simply be due to the increased number of replicas near the optimal temperature. The clarification of the relative contributions from these two effects will also be addressed in a future communication.
Conclusions
One of the challenges of studying the computational efficiency of RE has been the difficulty in running molecular simulations sufficiently long to obtain full convergence and meaningful statistics. This is particularly daunting if such simulations must be run multiple times to assess the effect of differences in simulation protocols and parameters. The use of simplified model systems allows for thorough theoretical, conceptual, and computational analysis of the problem that can provide insights into the factors that limit the efficiency of RE in more realistic molecular systems.
Our previous work made use of a highly simplified discrete model for protein folding with two conformational states at several temperatures. 20 While this system did provide useful insights, it was limited in a number of ways, and, in particular, was fully Markovian. Here we have described a two-dimensional continuous potential function and an associated move set that allows us to perform MC and RE MC simulations in a system that is small enough to quickly converge but yet is rich in a complexity that is reminiscent of molecular systems. While many of the results are consistent with those observed previously, novel effects are also seen. In particular, we have confirmed that the efficiency of RE in more complex systems is fundamentally limited by the time scale of conformational diffusion within basins, as we had anticipated. 20 We expect that such behavior will also be present (perhaps even more strongly) in molecular systems.
There are many unresolved questions raised by this work. One question for which our two-dimensional system would be a good model is for studying the relationship between conformational and thermal diffusion. Optimization of the diffusion of replicas in temperature space has been a major focus of recent theoretical and computational study of the RE method. 3, [21] [22] [23] [24] [25] [26] [27] However, the convergence of thermodynamic quantities is not limited by thermal diffusion per se, but by the exploration of the conformational space of the system. While very poor thermal diffusion obviously defeats the purpose of RE by effectively reducing it to a set of parallel uncoupled simulations, it is not clear that further optimization of thermal diffusion that is already "reasonably good" will automatically improve convergence. Some recent work has begun to address the role of basin-tobasin transitions. 18, 28 Similarly, some work on the optimization of thermal diffusion has emphasized the role of temperature bottlenecks, 26 which may turn out to be fundamentally conformational in nature. The exact relationship between thermal and conformational diffusion remains to be fully clarified, and we look forward to studying this and other questions using simplified continuous and discrete models of RE.
