Our aim in this paper is to give Sobolev's inequality for Riesz potentials of functions in generalized Morrey spaces with variable exponent attaining the value 1 over non-doubling measure spaces. The main result is oriented to the outrange of the well-known Adams theorem. MSC: Primary 31B15; secondary 46E35; 26A33
Introduction
The boundedness of fractional integral operators on Morrey spaces is known as the Adams theorem. Recently, many endpoint results have been obtained for this theorem, and in this paper we extend them to generalized Morrey spaces with variable exponent attaining the value  over non-doubling measure spaces.
In  Morrey observed that a weaker regularity sufficed in order that the solutions in elliptic differential equations were smooth [] . This observation grew up to be a useful tool for partial differential equations in general. Nowadays, his technique turned out to be a wide theory of function spaces called Morrey spaces; see also [] . The (original) Morrey space L p,λ (R N ) with  ≤ p < ∞ and  < λ ≤ N is a normed space whose norm is given by
We are oriented to building up a theory of a metric measure space (X, d, μ) for which the notion of dimension is not equipped with μ, where d is a distance function and μ is a Borel measure. For example, we encounter the situation where more than one dimension comes into play. 
x ∈ E j , e ∈ {, }  ⊂ R  .
Then the Hausdorff dimension of E is  while each E j is a union of closed cubes in R  .
As the second example shows, when we consider the subsets in R  , it is natural to approximate them with sets having different dimension. Faced with such an inconvenience, we work on a separable metric space X equipped with a nonnegative Radon measure μ, where the notion of dimensions of X and μ does not come into play. We assume that μ {x} =  (.)
for all x ∈ X. By B(x, r) we denote the open ball centered at x of radius r > . We assume  < μ B(x, r) < ∞ (.) for x ∈ X and r >  for simplicity. We write d(x, y) for the distance of the points x and y in X. We are interested in the operator of the form f → X K(·, y)f (y) dμ(y), where f is a μ-measurable function with a certain μ-integrability. Note that (.) is indispensable because we envisage examples in which K : X × X → [, ∞] has singularity at the diagonal. Meanwhile, (.) does not lose any generality; it is just a matter of restricting X to supp(μ).
Let G be a bounded open set in X. Our argument to follow heavily depends upon its diameter d G . Let p ≥ , ν >  and k > . Define the Morrey norm f L p,ν,β;k (G) by
is the set of all μ-measurable functions f for which the norm
In this paper, we aim to understand how the fractional integral operators behave in generalized Morrey spaces with variable exponent attaining the value  over non-doubling measure spaces. We obtain the following constant exponent case as a corollary of a more general theorem in non-doubling and variable exponent setting (see Theorem . below). The result is new even for a constant exponent case. for all z ∈ G and
We remark that U α, extends naturally the fractional integral operator defined by Kokilashvili on R N []. We also remark that an extension to quasi-metric spaces was performed in [] . Theorem . describes the missing part of the Adams inequality, which we recall now.
In the endpoint case, when p = , two natural questions about Proposition . arise. . Can we prove a similar result by enlarging L q,λ (R N ) slightly?
. Can we prove a similar result by shrinking
The second question is considered in [] . We aim to consider the first question in the present paper. It is the condition on μ that counts in the present paper; we do not postulate on μ the so-called doubling condition. Recall that a Radon measure μ is said to be doubling if there exists a constant C >  such that μ(B(x, r)) ≤ Cμ(B(x, r)) for all x ∈ supp(μ) (= X) and r > . Otherwise, μ is said to be non-doubling. In connection with the r-covering lemma, the doubling condition had been a key condition in harmonic analysis. However, Nazarov, Treil and Volberg showed that the doubling condition was not necessary by using the modified maximal operator [, ]. The idea of replacing d(x, y) with d(x, y) in (.) originates from these papers. In the present paper, we show that this idea works even for Riesz potentials.
Here 
Our result can be readily translated into the Morrey space
Keeping our fundamental result, Theorem ., in mind, let us describe our results in full generality. We seek to establish Sobolev's inequality for Riesz potentials of functions in generalized Morrey spaces with variable exponent attaining the value  over non-doubling measure spaces, which will extend the results in our earlier papers [-] . In the present paper, we show that a modification enables us to obtain boundedness results in generalized Morrey spaces with variable exponent attaining the value  over non-doubling measure spaces even when
We consider variable exponents p(·) and q(·) on X such that
) whenever x ∈ X and y ∈ X.
In general, if p(·) satisfies (P) (resp. q(·) satisfies (Q)), then p(·) (resp. q(·)) is said to satisfy the log-Hölder (resp. loglog-Hölder) condition. Observe that these conditions are much weaker than Lipschitz continuity. Next, we redefine the Riesz potential. Recall that we are working on a bounded subset G of X. For a bounded μ-measurable function α(·) : X → (, ∞) and a constant κ > , we define the Riesz potential of (variable) order α(·) for a nonnegative μ-measurable function f on G by
Here and in what follows, we tacitly assume that f =  outside G. Observe that this naturally extends the Riesz potential operator
We also assume
for α(·) appearing in the definition of the operator U α(·),κ . Now, we are going to formulate our results in full generality. First of all, we set
here we assume
Note that ( ) holds for some c ≥ e if and only if there is a positive constant K such that
Now, we redefine and extend the definition of Morrey norms adapted to the function . Let k >  be a fixed parameter and let G be a bounded subset of X. Let us denote by d G the diameter of G. For bounded μ-measurable functions ν : X → (, ∞) and
Denote by f L ,ν,β;k (G) the smallest value of λ satisfying (.). Note that ν and β need not be continuous. 
and for all balls B.
In view of the integral kernel of ( -) -α/ (see [] ) and the Adams theorem, we have
is bounded as long as
, the number q not being finite, the boundedness assertion (.) is no longer true. Hence, Proposition . can be considered as a substitute of (.). Proposition . shows that the price to pay is the factor log(e + What is different from the classical setting endowed with Lebesgue measure is that we need to take an attentive care of the parameters k appearing in (.). For example, unlike the doubling measure spaces, we need delicate geometric observations (see (.) for example).
Among many other function spaces, Morrey spaces with variable exponents are worth investigating because our result Theorem . shows that the smoothing effect that the fractional integral operators enjoy is local. It is believed that p in the definition of L p,ν;k (G) measures the local integrability, while ν seems to control the global integrability.
Here we make a historical remark about the research of this field. Finally, we explain some notations used in the present paper. The function χ E denotes the characteristic function of E. Throughout the present paper, let C denote various constants independent of the variables in question. In analogy with p ± and q ± , we define α ± , β ± and ν ± .
Sobolev's inequality in the case p -= 1
Recall that α : X → (, ∞), ν : X → (, ∞) and β : X → (-∞, ∞) are bounded μ-measurable functions and α -> . Throughout this section, we additionally assume that
Our first aim is to give the following Morrey version of Sobolev-type inequality for Riesz potentials
We consider the Sobolev exponent
and the new modular function Here we outline the proof of Theorem .. For ε >  and x ∈ X, and setting
we consider the logarithmic potential (of order ) 
Let ε >  be fixed. Then there exists a constant C >  such that Proof Recall that μ does not charge a point x (see (.) above) and that α ->  by virtue of (.). We thus have
Consequently,
From ( ), observe that the function t → t - (x, t) is nondecreasing on (, ∞) for fixed x ∈ X. With this in mind, for k > , which we specify in (.), we decompose and estimate the integral defining I  (δ) according to the level set {|f | > k}:
The first term is estimated by (.):
Recall also that ρ ε is defined by (.). Inserting them, we have
For y ∈ B(x, δ), from (P) and the boundedness of log p, q, β and ν, we deduce
Similarly, by (Q) we have
Consequently, it follows from (.) and (.) that
y) g(y) dμ(y) .
Recall now that J ε f (x) is given by (.). Observe also that
since ν -> , p -≥  and p, q, β are all bounded. Thus,
Now, the result follows.
In our earlier work, we obtained the following lemma, whose proof is simple; we do not recall the proof.
The quantity I  (δ) will be taken care of by using the next lemma.
Lemma . ([, Lemma .]) Let f be a nonnegative μ-measurable function on G such that
What remains to show for the proof of Theorem . is to give a boundedness property on Morrey spaces for J ε f (x).
Lemma . There exists a constant C >  such that
Proof For z ∈ G and  < r < d G , write
where
y) dμ(x) g(y) dμ(y)
by the Fubini theorem and a geometric observation. Since we are assuming (.), we can use a routine dyadic decomposition to obtain
y) dμ(x) g(y) dμ(y).
We now insert the definition of ρ ε (see (.) above) and we have
μ(B(x,  -j+ r)) dμ(x) g(y) dμ(y).

A geometric observation shows that μ(B(x,
Now, we invoke the assumption that ε >  and that r < d G . From these conditions, (.) and the definition of g, we deduce
Next, we claim that x ∈ B(z, r) and y / ∈ B(z, r) imply that
and that
Here we check only (.). When w ∈ B(z, d(z, y)), we have
We use (.), (.) and (.) for J  (x) to obtain
Consequently, from (.), (.) and the assumption that β is a bounded function, we obtain
Recall that ν ->  and that β is bounded. Therefore, it follows that
for x ∈ B(z, r). Hence, we see that
From (.), (.) and (.), we conclude (.).
Now we are ready to prove Theorem .. http://www.journalofinequalitiesandapplications.com/content/2013/1/12
Proof of Theorem . We may assume that f ≥ . For δ > , write
according to (.). In view of Lemma ., we find
we obtain
By Lemma ., we obtain 3 Sobolev's inequality in the case p -= 1 and q -> 0
Let p -=  and q -> . In this section, we assume that there exists a constant q  >  such that
whenever  < s < t < ∞ and x ∈ X. A direct consequence of (.) is that 
). Assume that p(·), q(·), α(·) and ν(·) satisfy (.) and (.). Then there exists a constant C >  such that
for all z ∈ G and
For ε >  and x ∈ X, we let
as before. Note that this definition extends naturally (.). For a nonnegative μ-measurable function f on G, we define the (non-linear) logarithmic potential
To prove Theorem ., we modify Lemmas . and . in the following manner, respectively.
Lemma . Let  < ε ≤ q  / and define
Proof We abbreviate {y ∈ B(x, δ) : d(x, y) -ε < f (y)} to E. For a constant k > , which will be specified in (.), we let
On E  k , using (.) and the dyadic decomposition, we estimate f very crudely to obtain x, d(x, y) 
If we pass to a continuous variable and keep in mind that α -> , then we obtain
In summary, we obtained
for all x ∈ G, where g(y) = f (y) p(y) (log(c + f (y))) q(y) . Hence, from (.), we deduce
We set
Then we have for y ∈ B(x, δ),
as we did in (.) and (.). Consequently, it follows that
Now the result follows.
The next lemma is a counterpart for Lemma ..
Lemma . Let f be a nonnegative
For each y ∈ G, we decompose
Then, using (.), (.) and a crude estimate of the integrand, we obtain
From this and the fact that f L ,ν,β; (G) ≤ , we deduce
Note that x ∈ B(z, r) and y / ∈ B(z, r) imply that
For L  , we insert (.) directly to obtain a pointwise estimate for x ∈ B(z, r):
As before, we decompose G \ B(z, r) dyadically to estimate L  (x) from above. The result is 
