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Abstract: We confirm the stability of Podolsky’s generalized electrodynamics by con-
structing a series of two-parametric bounded conserved quantities which includes the canon-
ical energy-momentum tensors. In addition, we evaluate the transition-amplitude of this
higher derivative system in BV antifield formalism and obtain the desirable generalized radi-
ation gauge condition by choosing appropriate gauge-fixing fermion. Within the framework
of Lagrangian BRST cohomology, we present the constructions of consistent interactions
in Podolsky’s model and when concentrating on the antighost number zero part of the
master action after deformation process, we get the Alekseev-Arbuzov-Baikov’s effective
Lagrangian which could be regarded as the non-Abelian extensions of the Podolsky’s the-
ory. Furthermore, we calculate the number of physical degrees of freedom in the resulting
higher derivative system utilizing Dirac-Bergmann algorithm method and show that it is
unchanged if the consistent interactions are included into the free theory.
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1 Introduction
The higher order mechanical systems are very active in contemporary physical researchs
which have bee analysed from different backgrounds and perspectives [1–4]. As had been
surveyed in a series of works, it was realized that Maxwell’s U(1) gauge theory is not the
unique one to describe the electromagnetic field and in fact the Generalized Electrody-
namics, originally proposed by Podolsky was seen to be the most likely appropriate and
successful candidate to illustrate the nature of electromagnetic phenomena [5, 6]. The
advantage of this modified form of the Maxwell’s electrodynamic theory is that in this for-
mulation, we are able to avoid divergences such as the electron self-energy and the vacuum
polarization current which puzzled us for a long time in history [7]. Within the framework
of Batalin-Fradkin-Vilkovisky (BFV) quantization, it is easy to check that the Podolsky’s
model has three first-class constraints generating gauge symmetries [8–10] by means of the
canonical Dirac-Bergmann algorithm. Later on, Bufalo and Pimentel [11, 12] perform a
complete BFV analysis of the extensions of the Podolsky’s model by adding scalar matter
fields and in this way, they acquire the fundamental Green’s functions as well as the gener-
alized Ward-Fradkin-Takahashi identities from the generating functional method. On the
other hand, motivated by the symplectic structure of the phase space, Nogueira et al. apply
the Fadeev-Jackiw symplectic quantization to the reduced order formalism of Podolsky’s
generalized electrodynamics with the aid of auxiliary fields [13]. This powerful symplectic
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method is also practical in the context of Alekseev-Arbuzov-Baikov’s effective Lagrangian
which could be considered as the non-Abelian extensions of the Podolsky’s theory [14].
Indeed, the Fadeev-Jackiw symplectic formalism shows to be more economical compared to
the Dirac’s quantization scheme which avoids the unnecessary calculations and classifica-
tion of the constraints in the quantization of gauge systems. Moreover, by the constructions
of BRST charge together with BRST-invariant Hamiltonian, Bufalo and Pimentel evalu-
ate the transition-amplitude of this non-Abelian theory by selecting suitable gauge-fixing
fermion and they believe that this important outcome is useful for subsequent analysis at
the quantum level [14].
However, the theories described by a Lagrangian depending on higher order derivatives
with respect to time have quite unsatisfactory property and it is often referred to as the
Ostrogradsky instability [15, 16]. This means that the Hamiltonian of the system is not
bounded from below and hence the energy of the dynamics can take an arbitrary negative
value. Furthermore, it is impossible to overcome these fatal defects generally by trying
to do any alternative canonical transformations. In view of this undesirable and notorious
behaviour, recently, Kaparulin, Lyakhovich and Sharapov proposed a new method to handle
the issues of stability in higher derivative theories [17–22]. In their works, a special class
of higher derivative models of the so-called derived type were investigated. Concretely, the
wave operator determining the equations of motion in these systems can be formulated
through a polynomial of arbitrary finite order in another lower order differential operator
which is usually named as primary wave operator. In the derived theory, a symmetry of
the free higher derivative system means there exists a linear operator that is commutative
with the primary wave operator. More importantly, every symmetry of the primary theory
will give rise to the n-parametric series of higher order symmetries of the field equations if
the order of the characteristic polynomial of the wave operator in derived theory is n. By
performing the Noether’s theorem, we are thus led to a series of n-parametric conserved
quantities [18, 19]. Especially, the spacetime translation invariance of the action functional
can be regarded as the most simplest symmetry of the primary wave operator which will
produce a series of conserved second-rank tensors including the standard canonical energy-
momentum tensors and the others are different independent integrals of motion. In this
way, although the canonical energy is unbounded in higher derivative system, these series
of conserved tensors can be bounded by choosing appropriate parameters and thus the
theory is stable in classical regime, which also persists at quantum level [17]. Inspired by
these ideas, the issues of stability in the extended higher Chern-Simons theory coupled to
a charged scalar field have been discussed extensively in [20–22]. Fortunately, due to the
wave operator of Podolsky’s generalized electrodynamics is factorable, we are able to show
that this higher derivative system is also stable both in free and interacting cases. Because
of this, they are considered as physically acceptable models.
Since the healthy theories with higher derivative terms possess extra degrees of free-
dom, these theories are necessarily constrained systems. Moreover, there may exist gauge
symmetry in the higher derivative theories analogous to the usual systems which is an essen-
tial component for interesting and appealing theories in modern theoretical physics. There
is no doubt that the most suitable and powerful tool to deal with the constrained system
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equipped with gauge symmetry is the BRST formulation developed by Becchi, Rouet, Stora
and Tyutin [23–25]. Through introducing the anticommutative variables, we can extend
the usual gauge symmetry to a larger group namely the BRST symmetry. The BRST
transformation is nilpotent and allows us to construct the action in either Lagrangian or
Hamiltonian forms, which both of them are equivalent. Later on, another big prominent
advance was made by Henneaux et al, who put forward that the ghost fields that appearing
in the BRST transformation rest on an intuitive geometric structure of the Koszul-Tate
and longitudinal differentials associated to the constraint surface and gauge orbits [26–28].
This remarkable fact implies that the homological perturbation theory turns out to be the
most appropriate approach to describe the BRST theory [29, 30] which also permits us
to establish the isomorphism between the algebra of observables (the gauge invariant func-
tions) of the original constraint theory and the BRST-cohomology at ghost number zero
level [31–33].
In this paper, we want to investigate the Batalin-Vilkovisky’s consistent interactions
in the Podolsky’s generalized electrodynamics and this would lead to the non-Abelian gen-
eralizations of such higher derivative theory which is usually referred to as the Alekseev-
Arbuzov-Baikov’s effective theory. To begin with, we introduce a collection of U(1) gauge
fields to write down the free Lagrangian density with higher derivative terms, from the
usual local U(1) gauge symmetries it is simple to construct the extended BV master action
in term of the fields and antifields [34–36]. Then by means of the antibracket, we are
able to directly determine the BRST transformation s of this free system which can be
decomposed as the sum between the Koszul-Tate differential and the exterior longitudinal
derivative along the gauge orbit, namely s = δ + γ [29, 37]. Subsequently, we deform the
extended master action by an expansion of the power series of deformation parameter g and
the deformed action S should also satisfy the master equation [38–49]. In this manner, cer-
tainly we receive a series of deformation equations by comparing the order of the parameter
g on both sides of the equation and after a detailed analysis, we find that the first-order
deformation belongs to the local BRST-cohomology group H0(s|d), here d is the exterior
spacetime derivative which will paly an essential role in our derivation. Expounded by the
work in [31, 32], the evaluation of the elements in H0(s|d) annihilated by s = δ + γ up to
a total derivative term can be expanded according to the antighost number. Upon to this
result and after a similar discussion, we derive the second-order deformation and the new
peculiar feature inherents to the calculation is the emergence of the constraint equations
for the coefficients appearing in the first-order deformation action. In fact, the consistency
condition satisfied by these coefficients is the famous Jacobi identity and therefore they
can be interpreted as the structure constants of some Lie algebra. The other higher order
deformation terms can be determined by a straightforward computation following the way
we derive the first- and second- order deformation and the procedure will be terminated
at the fourth-order deformation ultimately. Finally, adding up all these pieces together,
we will gain the desired deformed BV action of the original Lagrangian and the antighost
number zero part of this action can be interpreted as non-Abelian version of the general-
ized electrodynamics in the fundamental representation of some Lie algebra endowed with
non-Abelian gauge symmetries.
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The organization of this paper is as follows. In section 2, we investigate the issue of
stability and calculate the transition-amplitude of Podolsky’s generalized electrodynamics
with the generalized radiation gauge condition. Section 3 is devoted to the derivation of
the first- and higher-order deformations of the master action by means of the local BRST-
cohomology in the Batalin-Vilkovisky formalism. In Section 4, we compute the number of
physical degrees of freedom and illustrate the stability of the resulting interacting system.
The final section of this paper is for discussion and further works.
2 Generalized Electrodynamics
2.1 Degrees of freedom
Let us consider the Lagrangian density of Podolsky’s generalized electrodynamics described
by the gauge fieldsAµ in (1+3)-dimensional spacetime with metric gµν = diag(1,−1,−1,−1)
as follows [11]
L = −1
4
FµνF
µν +
1
2m2
∂µF
µν∂λFλν (2.1)
here the strength field is Fµν = ∂µAν − ∂νAµ and we use the metric gµν raises and lows the
indices.
As is well known that all gauge theories are constrained Hamiltonian systems and in
view of this, the Dirac analysis [51] is regarded as the most powerful tool to investigate
the dynamics systematically in these higher derivative constrained systems. Following the
spirit of Ostrogradsky’s approach [15, 16], it is necessary to introduce additional variables
to account for the higher derivative nature
Γµ = ∂0Aµ (2.2)
and the corresponding canonical momenta (Aµ,Γµ) are defined explicitly as
piµ =
∂L
∂A˙µ
− ∂ν ∂L
∂(∂νA˙µ)
, φµ =
∂L
∂Γ˙µ
(2.3)
then a direct calculation shows
pii = F i0 +
1
m2
∂i∂λF
λ0 − 1
m2
∂0∂λF
λi, pi0 =
1
m2
∂i∂λF
λi,
φi =
1
m2
∂λF
λi, φ0 = 0
(2.4)
the basic Poisson brackets between them are given by
{Aµ(x), piν(y)} = δνµδ3(x− y), {Γµ(x), φν(y)} = δνµδ3(x− y) (2.5)
in terms of these variables, the canonical Hamiltonian is thus obtained in a standard manner
through the Legendre transformation
Hc =
∫
d3x(piµA˙µ + φ
µΓ˙µ − L)
=
∫
d3x(pi0Γ
0 + pijΓ
j +
m2
2
φjφ
j + φi∂
iΓ0 + φi∂jF
ij +
1
4
FijF
ij
− 1
2
(Γj − ∂jA0)2 − 1
2m2
(∂jΓj − ∂j∂jA0)2)
(2.6)
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Roughly speaking, even if the Lagrangian of a free system does not include the higher
derivative terms, the number of physical degrees of freedom may be altered if adding consis-
tent interactions among the gauge fields. Especially, once the higher derivatives are involved
at the free level, this issue becomes more prominent. In the Dirac’s analysis of constrained
systems, the first main step is to extract the primary constraints from the definition of
the momenta and then the primary constraints are required to be conserved by the time
evolution under the operation of the Poisson bracket with the enlarged total Hamiltonian.
In this way, the identities will generate the secondary constraints and so on. It is simple to
obtain the following primary, secondary and tertiary constraints from (2.4) and (2.6)
Φ1 ≡ φ0 ≈ 0, Φ2 ≡ pi0 − ∂iφi ≈ 0, Φ3 = ∂ipii ≈ 0 (2.7)
one can easily check Φ1,Φ2,Φ3 have vanishing brackets with all the other constraints,
therefore, we assert that there are three first-class constraints in Podolsky’s model. It is
instructive to count and compare the degrees of freedom of the free system (2.1) before
and after the BRST-BV deformations as will be discussed in subsequent sections. Noting
that for each first-class constraint, there is one degree of freedom which is not physically
important and has to be removed from the theory. Since the total number of canonical
variables in the phase space is 16, thus the number of physical degrees of freedom of the
original theory is equal to [29, 52]
N = (16− 2× 3)/2 = 5 (2.8)
which is larger than the usual Yang-Mills theory due to the higher derivative nature in the
system (2.1) as we can expect.
2.2 Stability
Generally, as stated above, the higher derivative theories contain more degrees of freedom
per dynamical variable as compared to the lower derivative theories, usually these extra
degrees of freedom are ghost-like, and their excitation can lower the energy of the system
without bounds. This phenomenon also can be seen directly from (2.6) that the canonical
Ostrogradski Hamiltonian is a linear function of some momenta and hence it is unbounded
from below. When quantum counterpart is considered, the higher derivative term will
violate the unitarity of the theory which implies the appearance of associated negative
norm states at the quantum level, commonly known as ghost states. In order to remedy
this problem, to begin with, let us write down the equations of motion of the gauge fields
Aµ
∂ρF ρµ +m2∂ρF ρµ = 0 (2.9)
then a crucial observation is that this dynamical system is a derived model [19], to be more
precise, the primary wave operator W which defines the primary free field theory is given
by
Wµν = δµν− ∂µ∂ν , WµνAν = 0 (2.10)
with the aid of (2.10), the wave operator in (2.9) has the following factorable structure
M = W (W +m2), MµνAν = 0 (2.11)
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hereM,W are understood as matrix differential operators and the order of the characteristic
polynomial of the wave operator is two. Furthermore, to probe this factorisation, it is
convenient to introduce two new dynamical variables absorbing the higher derivatives of
the original fields
η1 = WA, η2 = (W +m
2)A (2.12)
as well as the following action functional
S1 [η1, η2] =
∫
d4x
[
η1(W +m
2)η1 + η2Wη2
]
(2.13)
then the equations of motion of the new fields are simply expressed as
δS1
δη1
= (W +m2)η1 = 0,
δS1
δη2
= Wη2 = 0 (2.14)
and from these expressions we obtain, by upon substitution of (2.12), the dynamic equations
of motions for the gauge fields Aµ in (2.9). This apparent fact signifies that the formulae
(2.12) establish a one-to-one correspondence between the solutions of systems (2.1) and
(2.13). Therefore, we argue that these two systems are equivalent to each other and can
be regarded as two different representations of the same theory which are usually named
A- and η-representations. From this point of view, we are capable of demonstrating the
issues of stability in Podolsky’s generalized electrodynamics by constructing a series of
two-parametric conserved quantities.
To show this, it is manifest that the fields η1 and η2 are independent degrees of freedom
in the action functional which is kept invariant under the spacetime translations xµ →
xµ − εµ. Under this observation and with the help of Noether’s theorem, we are led to the
following conserved currents Jµ(ηi) as well as the canonical energy-momentum tensors by
the standard rule
∂µJ
µ(ηi) = −µ∂µηiν δS1
δηiν
, Jµ(ηi) = Θ
µ
ν (ηi)
ν , i = 1, 2 (2.15)
the primary outcomes in [18] show that any derived theory with n-th order characteristic
polynomial admits n-parameter series of conserved quantities which can be expressed as
the linear combinations of Θµν (ηi). In the present case, we have
Θµν =
2∑
i=1
βiΘ
µ
ν (ηi) (2.16)
after a simple calculation, it is not hard to gain the explicit expressions of Θµν (ηi)
Θµν (η1) =
1
4
δµνF
1
ρλF
ρλ
1 − F 1νλFµλ1 − η1ν∂ωFωµ1 −
1
2
m2δµν η1ωη
ω
1 ,
Θµν (η2) =
1
4
δµνF
2
ρλF
ρλ
2 − F 2νλFµλ2 − η2ν∂ωFωµ2
(2.17)
for the sake of clarity, here we use the notation F ρλi = ∂
ρηλi − ∂ληρi . It is worth remarking
that all of the conserved quantities in this series are related to the time translation symme-
try by a Lagrange anchor [17]. In particular, notice that the canonical energy-momentum
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density of the original higher derivative system is included into this two-parametric con-
served second-rank tensors, though it is always unbounded. As interpreted in [17–19], the
component Θ00 captures the property we are interested in which has the sense of the energy
density of the theory. In this manner, the total energy of the higher derivative system is
provided by the integral
E =
∫
d4xΘ00 (2.18)
more explicitly, when µ = ν = 0, the 00-component in (2.16) can be simplified in the form
of
Θ00 =β1(
1
4
F 1ρλF
1
ρλ − η10∂ωFω01 −
1
2
m2η1ωη
ω
1 ) + β2(
1
4
F 2ρλF
2
ρλ − η20∂ωFω02 ) (2.19)
on the other hand, making using of the equations of motion (2.14), one simply gets
∂ωF
ω0
1 +m
2η01 = 0, ∂ωF
ω0
2 = 0 (2.20)
afterwards, in the consideration of the metric gµν = (1,−1,−1,−1), it is helpful to rewrite
the expression of the 00-component as
Θ00 =β1(
1
4
F 1ρλF
1
ρλ +
1
2
m2η1ωη1ω) +
1
4
β2F
2
ρλF
2
ρλ (2.21)
now once this two-parametric summation contains bounded conserved quantities, we are
able to infer that the original higher derivative dynamics is stable and this requirement can
be achieved by
β1 > 0, β2 > 0 (2.22)
under such condition, clearly the 00-component is both bounded and positive, though the
canonical energy is unbounded from below.
2.3 Batalin-Vilkovisky formalism
The Batalin-Vilkovisky (BV) formalism [34–36] or named the antifield formalism in the
framework of Lagrangian quantization of gauge systems as a natural generalization of the
BRST method is equipped with additional antifields as well as a new canonical structure
known as the antibracket. Specifically and for simplicity, focusing on the irreducible gauge
theories, in the background of BV formalism one needs to introduce a collection of extra
fields φ∗i with ghost number gh(φ
∗
i ) < 0 called antifields on the n-dimensional manifold
besides the original fields φi. If compared to the BRST approach, in that case we have a
set of fields φi with ghost number gh(φi) ≥ 0 only. Now within the BV framework, we
denote the extended set of fields by φA = (Aµ, ηa, η¯a, Ba) containing the classical fields Aµ,
the ghost fields ηa associated with the gauge invariance, the antighost fields η¯a and the
Lagrangian multiplies Ba for the gauge fixings together with the corresponding antifields
φ∗A = (A
∗µ, η∗a, η¯∗a, B∗a) with opposite Grassmann parity. In this manner, one obtains a space
constituted by the local functionals of the whole fields which is naturally endowed with
an odd Poisson bracket ( , ), called antibracket and hence this resulting field/antifield
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space acquires an odd phase space structure. Concretely, for arbitrary two local functionals
F (φA, φ∗A), G(φ
A, φ∗A), the antibracket is defined by [37]
(F,G) =
∫
M
(
δrF
δφA
δlG
δφ∗A
− δrG
δφA
δlF
δφ∗A
)dnx (2.23)
here the summation over A is understand and the l, r superscripts on the functional deriva-
tives denote that they are taken from the left or from the right respectively. In such a
way, the fields φA and antifields φ∗B behave as coordinates and momenta and we can regard
them as conjugate variables. To say more, the antibracket satisfies graded commutation,
distribution and Jacobi relations as we can imagine, and in particular, the antibracket has
ghost number 1.
In the irreducible gauge theories, the central role in the BV formalism is the master
action S0 which encodes all of the necessary information about the original gauge theory
including gauge transformations, the equations of motion and the Noether’s identities.
The master action S0 is a functional of ghost number 0 which is in principle completely
determined by requiring [26]
(S0, S0) = 0 (2.24)
and this is the so-called master equation. On the other hand, it is well known that the
solution to the master equation exists and the construction of such master action starts
with the classical action as its boundary condition while the higher order terms are added
by assigning antifields an irreducible generating set of gauge transformations with gauge
parameters replaced by ghosts. Generally speaking, a proper minimal solution of the master
equation in irreducible gauge theories is given by [29]
S0(φ
A, φ∗A) =
∫
dnx(L+A∗µa Rµab ηb + F abcη∗aηbηc + η¯∗aBa) (2.25)
here Rµab are the gauge generators, F
abc are the structure functions and the "proper" means
that Sαβ = ∂rα∂lβS0 is a matrix of rank N on the stationary surface constrained by the
equations of motion and N is the number of fields φA [50]. Indeed, the proper condition
makes it possible to give the desired gauge-fixed action in the procedure of quantization
of the general gauge theory. Also it is worth to remark here that the total solution of the
master action is uniquely defined up to anticanonical transformations as the BRST charge
does.
At the quantum level, in order to evaluate the path integral of system (2.25) precisely,
a gauge condition is essential to remove redundant degrees of freedom and this aim can be
accomplished by adding a non-minimal term [29]∫
d4xη¯∗λ (2.26)
which makes no influence on the solution of classical master equation, here η¯ are the
antighosts of ghost number minus one, λ are the auxiliary field and η¯∗, λ∗ are the cor-
responding antifields. In this way, for (2.1), one finds that the full solution of classical
– 8 –
master equation with this new non-minimal sector included reads
S0 =
∫
d4x(L+A∗µ∂µη + η¯∗λ) (2.27)
to implement the generalized radiation gauge condition, it is necessary to take a gauge-fixing
fermion Ψ of the form
Ψ =
∫
d3xη¯(∂µAµ +

m2
∂µAµ − α
2
λ) (2.28)
here α is an arbitrary constant and notice that the transition-amplitude of the original
gauge theory is independent of α. Taking advantage of the gauge-fixing fermion, one could
reach the gauge-fixed action SΨ by inserting (2.28) into the solution S0
[
φA, φ∗A
]
of the
master equation through
SΨ = S0
[
φA, φ∗A =
δΨ
δφA
]
(2.29)
elimination of the antifields by means of the gauge-fixing fermion, we have
η¯∗ = −(∂µAµ + 
m2
∂µAµ − α
2
λ), A∗µ = ∂µη¯ (2.30)
and the gauge-fixed action (2.29) turns out to be the effective action
SΨ =
∫
d4x
[
L − (∂µAµ + 
m2
∂µAµ − α
2
λ)λ− η¯η
]
(2.31)
here  is the usual D’Alembert operator. Finally, integration over the auxiliary field λ in
the path integral, it is simple to acquire the transition-amplitude of Podolsky’s theory as
follows
Z =
∫
[DAµ] [Dη] [Dη¯] exp
i
~
∫
d4x(L − 1
2α
[
(1 +

m2
)∂µAµ
]2
− η¯η) (2.32)
in the above expression, we exactly obtain the covariant form for the transition-amplitude
with generalized radiation gauge condition
(1 +m−2)∂µAµ = 0 (2.33)
and the ghost fields are decoupled from the gauge fields. As a consequence, one can easily
check that the path integral of gauge-fixed action of the antifield formalism agrees with the
path integral of gauge-fixed action of the Hamiltonian formalism in [11, 12]. In the latter
case, the integration over the momenta leads to a numerical factor which can be absorbed
into the measure.
3 BRST-BV deformations
3.1 Deformation equations
As an application of the deformation theory of the master action, let us consider the fol-
lowing free Lagrangian density by introducing a set of gauge fields Aaµ for a = 1, ..., N
S¯0
[
Aaµ
]
=
N∑
a=1
∫
d4x(−1
4
F aµνF
µν
a + ∂µF
µν
a ∂
λF aλν) (3.1)
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here we use the metric gµν raises and lows the indices such as
F aµν = ∂µA
a
ν − ∂νAaµ, Fµνa = gµαgνβF aαβ, Aµa = gµνAaν (3.2)
obviously, the number of physical degrees of freedom in (3.1) is 5N and the total Lagrangian
density is invariant under the local gauge transformations for gauge fields
∆εA
a
µ = ∂µε
a (3.3)
for arbitrary functions εa(x) and with the aid of this symmetry, the minimal solution of the
master action of (3.1) is given by
S0
[
Aaµ, A
∗µ
a , η
a
]
=
∫
d4x(−1
4
F aµνF
µν
a + ∂µF
µν
a ∂
λF aλν +A
∗µ
a ∂µη
a) (3.4)
here the repeated indices denote summation and the BRST symmetry is canonically gen-
erated by the antibracket and master action S0 through the action
s = (S0, ·) (3.5)
as emphasized in [26, 29], the BRST generator s = δ + γ of the general irreducible gauge
theory can be divided into two parts called Koszul-Tate differential δ and the exterior
longitudinal derivative γ which act on the generators of the BRST complex in the following
way
δAaµ = 0, γA
a
µ = ∂µη
a, δηa = 0, γηa = 0,
δA∗µa = ∂νF
µν
a + 2∂ν∂
µ∂iF
iν
a − 2∂j∂j∂iF iµa , γA∗µa = 0,
δη∗a = −∂µA∗µa , γη∗a = 0
(3.6)
in addition, we introduce the Grassmann parities, antighost, pureghost and ghost numbers
of the whole fields (φA, φ∗A) which are useful for the derivation of the deformations of the
master action [29]
(Aaµ) = 0, (A
∗µ
a ) = 1, (η
a) = 1, (η∗a) = 0,
agh(Aaµ) = 0, agh(A
∗µ
a ) = 1, agh(η
a) = 0, agh(η∗a) = 2,
pgh(Aaµ) = 0, pgh(A
∗µ
a ) = 0, pgh(η
a) = 1, pgh(η∗a) = 0,
gh(Aaµ) = 0, gh(A
∗µ
a ) = −1, gh(ηa) = 1, gh(η∗a) = −2
(3.7)
As illustrated in [38–40], a consistent deformation of the classical action and the cor-
responding gauge invariance induces a consistent deformation of the master action which
meanwhile is preserved by the master equation we mentioned above. Inspired by this, Biz-
dadea and his collaborates had done extensive works on the constructions of deformations of
the master action through the BRST cohomological approach in various contexts of gauge
theories which can be consulted in [41–47]. In detail, after the deformation procedure,
there will exist additional interacting terms in the action usually named consistent inter-
actions and the deformed gauge transformations are close on-shell in such resulting action.
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More precisely, if we do the deformation by the introduction of parameter g, then express
the deformed master action in terms of the parameter as
S = S0 + gS1 + g
2S2 + ...... (3.8)
and we assume the deformation of the master action is consistent, thus it follows from the
above assertion that the deformed quantity should still fulfill the master action
(S, S) = 0 (3.9)
expanding (3.9) and comparing the power series of g order by order, there is no difficulty
in obtaining the following deformation equations of the master action
1 : (S0, S0) = 0,
g1 : 2(S0, S1) = 0,
g2 : 2(S0, S2) + (S1, S1) = 0,
g3 : (S0, S3) + (S1, S2) = 0,
g4 : 2(S0, S4) + 2(S1, S3) + (S2, S2) = 0,
g5 : (S0, S5) + (S1, S4) + (S2, S3) = 0,
......
(3.10)
3.2 First-order deformation
Now let us solve the deformation equations of the deformed master action in the standard
procedure of perturbative expansion order by order. In the beginning, we concentrate on
the first-order deformation term in (3.10) which generally takes the form of S1 =
∫
d4xω1
and satisfies the functional equation
0 = sS1 =
∫
d4xsω1 (3.11)
here ω1 is a local functional and we see that the first-order deformation of the master action
is s-cocycle modulo the total derivative d at ghost number zero. Using the decomposition
of s = δ + γ, the above s-exact equation is equivalent to
sω1 = δω1 + γω1 = ∂µk
µ
1 (3.12)
here kµ1 is a local current functional and the functional ω1 is required to fulfill gh(ω1) =
(ω1) = 0. To find out the solution of (3.12), let us expand the ω1 according to the antighost
number [41–43]
ω1 = ω
(0)
1 + ω
(1)
1 + ...+ ω
(I)
1
(3.13)
the antighost number of ω(i)1 is i and it is evident to see from (3.6) and (3.7) that the
Koszul-Tate differential δ lowers the antighost number whereas the exterior longitudinal
derivative γ keeps the antighost number. In this way, comparing the antighost number on
both sides of (3.12), this equation can be decomposed into a series of recursive equations
γω
(I)
1 = ∂µk
µ(I)
1 , δω
(I)
1 + γω
(I−1)
1 = ∂µk
µ(I−1)
1 , δω
(i+1)
1 + γω
(i)
1 = ∂µk
µ(i)
1
(3.14)
– 11 –
up to total derivative terms for i = 0, ..., I − 2 and the terms in (3.13) are determined
successively from these equations. As explained in [41, 43], the highest antighost number
I term should be strictly satisfied γω(I)1 = 0 which implies the component ω
(I)
1 of highest
antighost number belongs to HI(γ). On the other hand, our analysis depends crucially
on the fact that HI(δ|d) vanishes for I > 2 for Yang-Mills type theory [31, 32], and
consequently we can assume that the first-order deformation ω1 is truncated at the ω
(2)
1 , or
in other words we have
ω = ω
(0)
1 + ω
(1)
1 + ω
(2)
1
(3.15)
thus the (3.14) turns out to be
γω
(2)
1 = 0, δω
(2)
1 + γω
(1)
1 = ∂µk
µ(1)
1 , δω
(1)
1 + γω
(0)
1 = ∂µk
µ(0)
1
(3.16)
from the fact γω(2)1 = 0 and since the antighost number of ω
(2)
1 is 2, it is reasonable to
suppose ω(2)1 in the general form of
ω
(2)
1 =
1
2
fabcη
∗
aη
bηc (3.17)
here the constant fabc is antisymmetric with respect to the indices b and c, that is
fabc = −facb (3.18)
under this assumption, we deduce
δω
(2)
1 =
1
2
∂µ(−fabcA∗µa ηbηc) + γ(fabcA∗µa ηbAcµ) (3.19)
comparing (3.16) to (3.19), the ω(1)1 is given by
ω
(1)
1 = −fabcA∗µa ηbAcµ (3.20)
which further leads to
δω
(1)
1 =f
a
bc(−∂νFµνa − 2∂ν∂µ∂iF iνa + 2∂j∂j∂iF iµa )ηbAcµ (3.21)
On the other hand, it is obvious to check that due to the antisymmetry of the strength
F aµν with respects to µ, ν, we simply get
γF aµν = 0 (3.22)
and keeping this in mind, a straightforward calculation shows
γ(
1
2
fabcF
µν
a A
b
µA
c
ν − 2fabc∂iF iνa ∂j(AbjAcν)− 2fabc∂iF iνa AjbF cjν)
'fabcFµνa ∂µηbAcν + 2fabc∂j∂iF iνa (∂jηbAcν +Abj∂νηc)− 2fabc∂iF iνa ∂jηbF cjν
'− fabcηb∂µ(Fµνa Acν)− 2fabcηb(∂j(∂j∂iF iνa Acν)− ∂ν(∂j∂iF iνa Acj)− ∂j(∂iF iνa F cjν))
=− fabcηb∂µFµνa Acν − fabcηbFµνa ∂µAcν − 2fabcηb(∂j∂j∂iF iνa Acν − ∂ν∂j∂iF iνa Acj)
− 2fabcηb∂j∂iF iνa F cjν + 2fabcηb∂j(∂iF iνa F cjν)
=fabcη
b(∂νF
µν
a A
c
µ − 2∂j∂j∂iF iνa Acν + 2∂ν∂j∂iF iνa Acj −
1
2
Fµνa F
c
µν + 2∂iF
iν
a ∂
jF cjν)
(3.23)
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here ' denotes the equivalence up to a total derivative term which could be absorbed into
the definition of current of kµ(0)1 as we can see from (3.16). Now for the purpose of obtaining
consistent deformation terms in S0
[
Aaµ, A
∗µ
a , ηa
]
, it is necessary to emphasize that the sum
of δω(1)1 and γω
(0)
1 should be total derivative terms, in the meantime, we must also demand
fabcη
bFµνa F
c
µν = 0, f
a
bcη
b∂iF
iν
a ∂
jF cjν = 0 (3.24)
since these terms boil down the requirement of the total derivative terms of the sum between
(3.21) and (3.23) which result in the extra antisymmetric condition
fabc = −f cba (3.25)
for the indices a, c. At this point, the solution of (3.16) takes the concrete form of
ω
(0)
1 =
1
2
fabcF
µν
a A
b
µA
c
ν − 2fabc∂iF iνa ∂j(AbjAcν)− 2fabc∂iF iνa AjbF cjν (3.26)
then putting all of these pieces ω(i)1 together, we have completely obtained the first-order
deformation term S1 of the deformed master action S as
S1 =
∫
d4x(
1
2
fabcF
µν
a A
b
µA
c
ν − 2fabc∂iF iνa ∂j(AbjAcν)− 2fabc∂iF iνa AjbF cjν
− fabcA∗µa ηbAcµ +
1
2
fabcη
∗
aη
bηc)
(3.27)
Subsequently, in the consideration of the second-order deformation, let us rewrite the
deformation equation (S1, S1) + 2(S0, S2) = 0 in the form of local functional
s11 + 2sω2 = ∂µk
µ
2 (3.28)
here (Si, Sj) =
∫
d4xsij and for convenience we divide s11 into three parts s11 = s
(0)
11 +
s
(1)
11 + s
(2)
11 according to the antighost number, or in detail using the canonical relations
(Aaµ(x), A
∗ν
b (y)) = (A
∗ν
b (y), A
a
µ(x)) = −δab δνµδ4(x− y),
(ηa(x), η∗b (y)) = (η
∗
b (y), η
a(x)) = −δab δ4(x− y)
(3.29)
and after a careful but direct computation we have
s
(1)
11 = −(faibf icd + faicf idb + faidf ibc)A∗µa ηbηcAdµ,
s
(2)
11 = −
1
6
(faibf
i
cd + f
a
icf
i
db + f
a
idf
i
bc)η
∗
aη
bηcηd
(3.30)
similarly, in order to investigate the solution to (3.28), we develop ω2 as
ω2 = ω
(0)
2 + ω
(1)
2 + ω
(2)
2
(3.31)
here agh(ω(i)2 ) = i. In this way, the equation (3.28) turns out to be
s
(2)
11 + 2γω
(2)
2 = ∂µk
µ(2)
2 ,
s
(1)
11 + 2δω
(2)
2 + 2γω
(1)
2 = ∂µk
µ(1)
2 ,
s
(0)
11 + 2δω
(1)
2 + 2γω
(0)
2 = ∂µk
µ(0)
2
(3.32)
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up to total derivative terms. By inspecting every term on both sides of (3.32), we observe
that the sum of s(2)11 and 2γω
(2)
2 can not be a total derivative term, therefore they should
vanish, namely
s
(2)
11 = 0, ω
(2)
2 = 0 (3.33)
and an interesting result will emerge from this
faibf
i
cd + f
a
icf
i
db + f
a
idf
i
bc = 0 (3.34)
such relation is the usual Jacobi identity which will play a key role in our discussion below,
since it allows us to formulate the deformation terms at different orders of the deformed
master action in a relatively elegant and compact form. Analogously, substituting the
ω
(2)
2 = 0 into (3.32) and a similar analysis shows that the only solution for s
(1)
11 , ω
(1)
2 is
s
(1)
11 = 0, ω
(1)
2 = 0 (3.35)
the deformation equation (3.28) is simplified drastically with the help of the identity (3.33)
and (3.35) that the s(1)11 , s
(2)
11 , ω
(1)
2 , ω
(2)
2 do not show up in (3.28). Therefore, we just need to
solve the third equation in (3.32) which means only s(0)11 , ω
(0)
2 terms survive in s11 and ω2
respectively.
Remembering that the Jacobi identity (3.34) and relations (3.18), for subsequent dis-
cussions, it is convenient for us to recast the above expressions into the simple matrix form.
To do so, let us introduce a basis of matrix generators (Γa)ij = Γiaj satisfying
[Γb,Γc] = f
a
bcΓa (3.36)
and we also require the coefficients Γiaj normalized as tr(ΓaΓb) = δab, of course these
automatically fulfill the Jacobi identity
[Γa, [Γb,Γc]] + [Γb, [Γc,Γa]] + [Γc, [Γa,Γb]] = 0 (3.37)
and noting that in the mathematical literature, these Γa constitute the generators of some
Lie algebra g and thus from now on, we can take the gauge fields Aaµ, strength fields F aµν
and the ghost fields/antifields ηa, η∗a in the Lie algebra g-valued form, that is we do the
replacement
Aaµ → Aµ = AaµΓa, F aµν → Fµν = F aµνΓa, ηa → η = ηaΓa, η∗a → η∗ = η∗aΓa (3.38)
as a result, in terms of the matrix generators Γa, we are capable of rewriting the first-order
deformation S1 in a more concise way
S1 = tr
∫
d4x(
1
2
Fµν [Aµ, Aν ]− 2∂iF iν∂j [Aj , Aν ]− 2∂iF iν
[
Aj , Fjν
]
−A∗µ [η,Aµ] + 1
2
η∗ [η, η])
(3.39)
remarkablely, we stress here that this compact form of the deformation terms will make the
expressions of our results less cumbersome and more intuitive.
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3.3 Higher-order deformation
We turn back into the deformation equations (3.10) and our aim in this section is to find ap-
propriate higher-order deformation terms which satisfy these deformation equations. First
of all, for the sake of brevity we divide S1 into two sectors
Sg1 = tr
∫
d4x(
1
2
Fµν [Aµ, Aν ]− 2∂iF iν∂j [Aj , Aν ]− 2∂iF iν
[
Aj , Fjν
]
),
SA1 = tr
∫
d4x(−A∗µ [η,Aµ] + 1
2
η∗ [η, η])
(3.40)
here Sg1 is the pure gauge part and S
A
1 involves the antifields terms only. Under such
decomposition and using Jacobi identity, it is easy to establish the following deformation
equation
(SA1 , S
g
1) + sS2 = 0 (3.41)
the solution of above equality takes the form of
S2 =tr
∫
d4x(−1
4
[Aµ, Aν ] [A
µ, Aν ] + ∂µ [A
µ, Aν ] ∂i [Ai, Aν ] + 2∂µ [A
µ, Aν ]
[
Ai, Fiν
]
+ [Aµ, F
µν ]
[
Ai, Fiν
]
+ 2∂µF
µν
[
Ai, [Ai, Aν ]
]
)
(3.42)
this solution can be examined by a length but direct calculations with the aid of Jacobi
identity. Similarly, as far as the third-order deformation term is concerned, we set up the
following deformation equation
(SA1 , S2) + sS3 = 0 (3.43)
which can be worked out as
S3 =tr
∫
d4x(−2∂µ [Aµ, Aν ]
[
Ai, [Ai, Aν ]
]− 2 [Aµ, Fµν ] [Ai, [Ai, Aν ]]) (3.44)
to proceed further, we focus the attentions on the fourth-order deformation S4 at order
g4 and because of the fact (S2, S2) = 0, the deformation equation 2(S0, S4) + 2(S1, S3) +
(S2, S2) = 0 turns out to be
(SA1 , S3) + sS4 = 0 (3.45)
in this manner, we have the solution
S4 =tr
∫
d4x([Aµ, [A
µ, Aν ]]
[
Ai, [Ai, Aν ]
]
) (3.46)
Now we are in the position to determine the fifth-order deformation in the deformed
master equations (3.10), again taking advantage of the Jacobi identity, it is not hard to
check that
(S1, S4) = 0 (3.47)
while (S2, S3) = 0 is fairly obvious, thus it follows from (3.10) that the consistency at order
g5 implies S5 = 0 and subsequently all other deformations with orders higher than four are
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equal to zero, Si = 0 for i ≥ 5 precisely. To conclude, the solution of the deformed master
equation, consistent to all orders of the deformation parameter g is given by
S = S0 + S1 + S2 + S3 + S4 (3.48)
to simplify this expression, let us introduce the field strength Fµν together with the covariant
derivative Dµ
Fµν = Fµν − g [Aµ, Aν ] , Dµ = ∂µ − g [Aµ, ] (3.49)
the antighost number zero part S˜0 of the deformed master action S should provide the
Lagrangian action of the interacting theory which can be expressible in the manner of
S˜0 [Aµ] = tr
∫
d4x(−1
4
FµνFµν +DµFµνDλFλν) (3.50)
it is essential to remark here that the Lagrangian density (3.50) describes the Alekseev-
Arbuzov-Baikov’s effective Lagrangian which can be obtained from the generalized elec-
trodynamics by making use of enlargement of the gauge group to non-Abelian ones [14]
and the deformed solution (3.48) contains all the information on the gauge structure of the
resulting interacting theory. Moreover, evidently the system (3.50) is invariant under the
corresponding deformed transformations
δεA
a
µ = ∂µε
a − gfabcAbµεc (3.51)
for arbitrary functions εa. By comparing the original transformation (3.3), we find that the
deformation procedure modifies the gauge transformation and in addition, the (3.51) is the
usual local non-Abelian gauge transformation if we interpret the deformation parameter g
as the coupling constant among gauge fields.
The above consequence enables us to formulate the total solution of the deformed
master action including the non-minimal term in the form of
S =S˜0 + tr
∫
d4x(A∗µ∂µη − gA∗µ [η,Aµ] + 1
2
gη∗ [η, η] + η¯∗λ) (3.52)
for the purpose of calculating the path integral of this non-Abelian coupling system at the
quantum level, analogously, an appropriate gauge-fixing fermion has to be selected as
Ψ = tr
∫
d3xη¯(∂µAµ +

m2
∂µAµ − α
2
λ) (3.53)
in this way, one obtains the following identifications of the non-trivial values of the antighost
fields
η¯∗ =
δΨ
δη¯
= −(∂µAµ + 
m2
∂µAµ − α
2
λ), A∗µ =
δΨ
δAµ
= ∂µη¯ +

m2
∂µη¯ (3.54)
plugging these relations back into (3.52) and after integrating out the auxiliary field λ, we
simply get the transition-amplitude of the non-Abelian system (3.50)
Z =
∫
[DAµ] [Dη] [Dη¯] exp
i
~
(S˜0 + tr
∫
d4x(− 1
2α
[
(1 +

m2
)∂µAµ
]2
− ∂µη¯(1 + 
m2
)D¯µη))
(3.55)
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here D¯µ = ∂µ + g [Aµ, ] and this formula precisely coincides with the expression in [14]
derived from the constructions of BRST charge and BRST-invariant Hamiltonian in BFV
quantization method. Obviously, as we can see, the path integral in BV formalism shows
to be more convenient and efficient than within the Hamiltonian BRST formalism, though
these two methods are equivalent.
4 Resulting interacting theory
4.1 Degrees of freedom
Let us turn the attentions to the calculations of the number of physical degrees of freedom
of the resulting interacting theory (3.50) and we proceed using the standard Ostrogradski
formalism. To implement this method, for the components of every index a, we define the
corresponding canonical momenta for the independent dynamical variables (Aaµ,Γaµ = A˙aµ)
piµa =
∂L
∂A˙aµ
− ∂ν ∂L
∂(∂νA˙aµ)
, φµa =
∂L
∂Γ˙aµ
(4.1)
after a straightforward computation, we simply get
piia = F i0 + 1
m2
DiDλFλ0 − 1
m2
D0DλFλi, pi0a = 1
m2
DiDλFλi,
φia =
1
m2
DλFλi, φ0a = 0
(4.2)
together with the standard Poisson brackets
{Aaµ(x), piνb(y)} = δabδνµδ3(x− y), {Γaµ(x), φνb(y)} = δabδνµδ3(x− y) (4.3)
a usual Legendre transform immediately yields the canonical Hamiltonian in the form of
Hc =tr
∫
d3x(piµA˙µ + φ
µΓ˙µ − L)
=tr
∫
d3x(pi0Γ0 + pi
iΓi + φ
i(
m2
2
φi +DiΓ0 +D
jFij + 2g [A0,Γi]− g [A0, ∂iA0 + g [A0, Ai]])
+
1
4
F ijFij − 1
2
(Γi − ∂iA0 − g [A0, Ai])2 − 1
2m2
(Di(Γi − ∂iA0 − g [A0, Ai]))2)
(4.4)
It is easy to determine the primary constraints Φa1 ≡ φ0a ≈ 0 in (4.2) and the primary
Hamiltonian is given by
HT = Hc + tr
∫
d3xu1Φ1 (4.5)
here the u1 is the Lagrange multipliers and when varied independently, it ensures the
primary constraints. Furthermore, the preservation of the primary constraint over time is
acquired through the Poisson brackets between Φa1 with the primary Hamiltonian which
leads to the secondary constraints
Φa2 ≡ (pi0 −Diφi)a ≈ 0 (4.6)
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while conserving Φa2 in time
0 ≈ Φ˙a3 = {Φa2, HT } (4.7)
a collection of new constraints will emerge and in order to acquire their exact expressions,
by means of the canonical commutative relations we have
{pia0 , HT } = (g(
[
∂iA0, φ
i
]− ∂i [φi, A0])− 2g [Γi, φi]+ g2([[A0, Ai] , φi]+ [Ai, [φi, A0]]))a
(4.8)
as well as
{(−Diφi)a, HT } = (Dipii + g
[
Γi, φ
i
]
+ 2gDi
[
φi, A0
]
)a (4.9)
combining (4.8) and (4.9) together, it is immediately to get the tertiary constraints
Φa3 ≡ {(pi0 −Diφi), HT } = (Dipii − g
[
Γi, φ
i
]− g [A0, Diφi])a (4.10)
afterwards, we will proceed to the determination of the new constraints from the conserva-
tion equations
0 ≈ Φ˙a3 = {Φa3, HT } (4.11)
and there is no difficulty in carrying out
{(Dipii)a, HT } = (−g
[
Γi, pi
i
]
+ gDj
[Fij , φi]+ g2Di [[φi, A0] , A0]) (4.12)
a similar but direct calculation gives us
{(−g [A0, Diφi])a, HT } = (g [A0, Dipii]+ g2 [A0, [Γi, φi]]+ 2g2 [A0, Di [φi, A0]])a
(4.13)
together with
{(−g [Γi, φi])a, HT } = (g [Γi, pii]− gDj [Fij , φi]+ g2 [[A0, DiA0] , φi]− 2g2 [A0, [Γi, φi]])a
(4.14)
then a careful summation works out
Di(
[[
φi, A0
]
, A0
]
) + 2
[
A0, Di
[
φi, A0
]]
+
[
[A0, DiA0] , φ
i
]
=
[[
φi, A0
]
, DiA0
]
+
[
A0, Di
[
φi, A0
]]
+
[
[A0, DiA0] , φ
i
]
=
[[
φi, A0
]
, DiA0
]
+
[
A0,
[
Diφ
i, A0
]]
+
[
A0,
[
φi, DiA
0
]]
+
[
[A0, DiA0] , φ
i
]
=− [A0, [A0, Diφi]]
(4.15)
putting all of these results together, we succeeded in gaining the new constraints as follows
Φa4 ≡ {Φa3, HT } = g(
[
A0, Dipi
i − g [Γi, φi]− g [A0, Diφi]])a = g([A0,Φ3])a ≈ 0 (4.16)
obviously, no additional constraints are obtained from the consistency of the constraints Φa3
and the iterative process stops here.
In the current context, making using of the Jacobi identity, we observe that every Φai
has vanishing brackets with all the other constraints and hence there are three first-class
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constraints for every index a. In conclusion, the number of physical degrees of freedom of
the resulting interacting theory is equal to
N = (16− 2× 3)N/2 = 5N (4.17)
which coincides with the number of physical degrees of freedom of the free higher derivative
system (3.1). This can happen, since the inclusion of consistent interactions should not
change the number of degrees of freedom which also can be seen by comparing the number
of first-class constraints in two different systems.
4.2 Stability
Finally, let us provide a simple explanation on the issues of stability in the non-Abelian
higher derivative system and for convenience, it is better to divide the resulting Lagrangian
into two parts
S˜0 = tr
∫
d4x(−1
4
FµνF
µν +
1
2m2
∂µF
µν∂λFλν + U(A)) (4.18)
here the U(A) stands for the self-interacting terms among the gauge fields and the equation
of motion of the gauge fields Aµ takes the form of
(W (W +m2))µνAν +m
2U
′
µ(A) = 0 (4.19)
here U ′µ denotes the Euler-Lagrange derivative of U with respect to Aµ
U
′
µ(A) =
2∑
k=0
(−1)k ∂
k
∂xµ1 ...∂xµk
∂U
∂(∂µ1 ...∂µkAµ)
(4.20)
then in a similar way, it is necessary to introduce a suitable set of dynamic fields
η1 = − 1
m2
WA, η2 =
1
m2
(W +m2)A (4.21)
which fulfill the relation
η1 + η2 = A (4.22)
here the ηi are all four-component fields valued in the Lie algebra form. At this stage, let
us establish the following action functional which is parameterized by α, β
S1 [α, β, η1, η2] = tr
∫
d4x
[
α
2
η1(W +m
2)η1 +
β
2
η2Wη2 − U(αη1 − βη2)
]
(4.23)
and the equations of motions are given by
δS1
δη1
= α(W +m2)η1 − αU ′(αη1 − βη2) = 0,
δS1
δη2
= βWη2 + βU
′
(αη1 − βη2) = 0
(4.24)
especially, notice that when α = −β = 1, using (4.21), the dynamic equations (4.24) turn
out to be (4.19) which implies that in such special case, the two systems are equivalent.
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Next, as we have already demonstrated previously, once the action (4.23) is invariant under
the spacetime translations, the Noether’s theorem will produce two-parametric conserved
second-rank tensors [17–19]
Θµν = αΘ
µ
ν (η1) + βΘ
µ
ν (η2) + (Θ
µ
ν )int(αη1 − βη2) (4.25)
here the term (Θµν )int denotes the energy-momentum tensors associated with the self-
interactions and the quantities Θµν (ηi) are the energy-momentum tensors of the free theories
satisfying
(W +m2)η1 = 0, Wη2 = 0 (4.26)
or more explicitly
Θµν (η1) = tr(
1
4
δµνF
1
ρλF
ρλ
1 − F 1νλFµλ1 − η1ν∂ωFωµ1 −
1
2
m2δµν η1ωη
ω
1 ),
Θµν (η2) = tr(
1
4
δµνF
2
ρλF
ρλ
2 − F 2νλFµλ2 − η2ν∂ωFωµ2 )
(4.27)
again here we define
F ρλi = ∂
ρηλi − ∂ληρi , i = 1, 2 (4.28)
for the case of our interest, taking advantage of (4.26), the 00-component of the above
conserved energy-momentum tensors becomes
Θ00 = tr
[
α(
1
4
F 1ρλF
1
ρλ +
1
2
m2η1ωη1ω) +
1
4
βF 2ρλF
2
ρλ
]
+ (Θ00)int(αη1 − βη2) (4.29)
analogously, when α = −β = 1, upon substitution of (4.21) into (4.29), we find that
this two-parametric conserved quantity includes the energy density of the original higher
derivative interacting system (4.18). With these results in hand, if we choose
β1 > 0, β2 > 0 (4.30)
both of the free factors for η1 and η2 are stable. Now as explained in [17, 53–55], even if the
interaction term (Θ00)int is not positive definite, the energy can still have a local minimum
in a neighborhood of zero solution. These theories with such "locally stable" behavior [53–
55] are also considered as physically acceptable models which could be studied by means of
perturbation expansion.
5 Conclusion and discussion
In this paper, we investigate the stability of Podolsky’s generalized electrodynamics with the
aid of a series of conserved quantities including the standard canonical energy-momentum
tensors in the higher derivative theory. These conserved quantities are derived from the
higher order symmetries connected with the spacetime translation invariance of the action
functional. Especially, the 00-component can be bounded depending on appropriate values
of the parameters in the conserved tensors and in this manner, it will stabilize the dynam-
ics of the higher derivative system, though the canonical energy is usually unbounded from
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below. Then we consider the inclusions of consistent interactions in the Podolsky’s model
through the deformation viewpoint of the master equations within the framework of BRST
antifields approach. By means of the local BRST cohomology and the standard homological
perturbative expansion procedure, there is no difficulty for us in obtaining the deformation
terms of the extended master action order by order via solving a collection of recursive
functional equations. We show that the fifth-order and the corresponding higher-order de-
formations vanish precisely because of the obstruction of consistent local self-couplings. As
we can anticipate, the final expression after the deformation process is the non-Abelian
extension of the original generalized electrodynamics or the so-called Alekseev- Arbuzov-
Baikov’s effective Lagrangian theory formulated in the form of the non-Abelian curvature
terms with higher order action of the ordinary derivative replaced by the covariant deriva-
tive. In this way, the resulting interacting theory can be regarded as taking values in the
fundamental representation of some specific Lie algebra determined from the coefficients
fabc we choose. Also we demonstrate that once the free derived theory is stable, it is also
true for the inclusions of interactions of derived models.
There are many interesting and further generalizations of this work. In particular, it
is natural to consider this deformation in the case of the gauge fields together with higher
derivative matter fields in the free Lagrangian including the massless real scalar fields, the
massive complex scalar fields and Dirac spinor fields. The main difference in these situations
are the existences of two different types of couplings in the first-order deformation. One
is only for the gauge fields and the others involving the matter fields should possess some
global invariances which lead to the conserved currents due to the Noether’s theorem. Of
course, from the consistency of the first-order deformation, we will acquire the minimal
couplings between gauge and matter fields after the deformation procedure. The issues
of stability both in the free and interacting systems can be analyzed in a similar way
along the idea in our discussions. Another application of this paper is to the Chern-
Simons theory with higher-order derivative terms with respect to the U(1) gauge fields or
the higher-order Maxwell-Chern-Simons-Podolsky theory and the relevant route with the
corresponding computations are analogous to our derivations presently. In such system,
the primary wave operator is no longer the Maxwell operator of order two but the Chern-
Simons operator of order one. In this form, the characteristic polynomial will give rise to
four additional conserved tensors and the linear combination of these conserved quantities is
in fact a quadratic form in terms of the gauge field with respect to its derivatives. Now the
higher derivative dynamics is stable if these parameters and the coefficients in Lagrangian
ensure the positive definite of this quadratic form.
Besides the idea of deformations of the master action in BV formalism, one further
direction of this line which will be significant is that we may apply the similar Hamiltonian
BRST-invariant method to the Podolsky’s higher derivative model. In such situation, taking
advantage of the auxiliary fields, we are able to reduce the higher derivative to first order and
the number of dynamical variables of the resulting system will be twice than the original one.
Afterwards, it is direct to obtain the BRST charge and the BRST-invariant Hamiltonian
from the standard method in the procedure of BRST quantization and we should express
the deformed Hamiltonian and the BRST charge in terms of power series expansion of
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the deformation parameter. Then for the purpose of gaining the consistent interactions,
it is reasonable to require that the nilpotency of the BRST charge and the commutativity
between the Hamiltonian and BRST charge should be preserved which will give rise to a
set of iterative equations coming from the perturbative expansion order by order. Through
solving these equations recursively, we are able to receive various consistent interaction
terms at different orders in the free system for the gauge fields. We might obtain the
non-Abelian Lagrangian action by extracting the first-class Hamiltonian of the interacting
theory after the deformation as we can imagine. In addition, such Hamiltonian BRST-
invariant deformations also can be employed into Podolsky’ theory within the Ostrogradsky
formalism in a parallel way. All of these would be interesting to exploit in future.
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