Prior to dividing, the cell copies its genetic material to produce two identical sets of chromosomes that are termed sister chromatids. The time interval between replicating the genome (S phase of the cell cycle) and segregating the sister chromatids into newly forming daughter cells (M phase of the cell cycle) can be hours, months or even years. Given that our genomes are chock full of repeated DNA sequences, gene families and oft-used motifs, identifying over time which chromatids are sisters can be a sticky business. The solution appears simple: glue sisters together from the time of synthesis until segregation. Elucidating both the structure of that glue, a protein complex termed cohesin, and mechanisms through which cohesins are regulated fostered a diversity of models [1] . Resolving these models is of significant interest given that cohesins are also critical for chromosome condensation, DNA replication and repair, ribosome maturation and proper deployment of transcription programs ( Figure 1A ) [2] . Notably, mutations in cohesin can result in aneuploidy (a characteristic of cancer cells), severe developmental maladies, or both [3] . Two articles published in Science by Gligoris and colleagues and Huis in 't Veld and colleagues solidify an expansive body of evidence that three cohesin subunits, Mcd1(Scc1/RAD21), Smc1 and Smc3, form a closed ring [4, 5] .
X-ray crystallographic analysis of a subset of cohesin interactions further suggest that, while SMC proteins are highly conserved, Mcd1 binds to distinct domains within Smc1 and Smc3, suggesting that each association may be differentially regulated during cohesin-DNA interactions. Here, I discuss the broader implications of the cohesin ring and why the study of cohesin remains in its infancy.
What Does Structure Have To Do with It? At least five proteins are required to maintain sister chromatid cohesion: Smc1, Smc3, Mcd1(Scc1/RAD21), Scc3(Irr1/SA1,2) and Pds5 (all capitals denote vertebrate proteins). Vertebrate cells contain a sixth cohesin-binding factor, Sororin, which is also essential for cohesion. Early findings in yeast revealed that cohesins are recruited to DNA during S phase and subsequently converted to a cohesion-competent state by the S phase factor Ctf7/Eco1. Interactions between Ctf7/Eco1 and PCNA (DNA replication processivity factor) and other studies thus led to the model that cohesion is established through the tethering together of cohesins bound on each sister [6] . Structural analyses of cohesins, however, significantly altered the cohesion landscape [7] [8] [9] [10] . SMC proteins are elongated proteins (w100 nm) that fold in half at a centrally located hinge. Anti-parallel coiled coils extend from the hinge, bringing globular amino and carboxyl termini in registration to form an ATPase head domain. Smc1,3 proteins dimerize through hinge-hinge interactions on one end with additional evidence that Smc1,3 heads transiently associate at the other end. Smc1,3 head associations are capped (or bridged) by Mcd1 to form a contiguous ring. In turn, Mcd1 recruits Scc3 and Pds5 ( Figure 1B ). Similar to other cohesin subunits, Scc3 and Pds5 are essential for cohesion even though they do not participate in the contiguous ring structure [11] . The notion that cohesins form a ring spawned an 'entrapment' model of cohesion. If cohesin rings could be deposited on DNA before S phase, then subsequent passage of the DNA replisome would entrap both sister chromatids [8, 9] . In pursuing this model, Huis in 't Veld and colleagues examined transmission electron microscopy (TEM) micrographs of recombinant dimeric (SMC1,3) and tetrameric (SMC1,3, SA1 and Mcd1/RAD21) human cohesins, focusing on complexes in which elongated coiled-coil structures were easily discernible. SMC1,3 dimers (tethered together by hinge-hinge association) form flexible and often open (SMC1,3 heads apart) structures, although a significant population of dimers retained SMC1,3 head interactions. In contrast, tetrameric cohesins formed a closed ring-like structure with SMC1,3 heads capped by Mcd1 that were uniformly positioned w25 nm apart [5] . In the adjoining article, Gligoris and colleagues analyzed cohesins assembled in vivo. Here, the authors modified each of the three subunit interfaces (Mcd1-Smc3, Smc3-Smc1 and Smc1-Mcd1) to allow for inducible covalent cross-links that resist detergent denaturation. Indeed, cross-links produced structures that migrated during gel electrophoresis as trimeric complexes, indicative of a closed ring [4] . Thus, both studies confirm that SMC1,3 heads are bridged by Mcd1/RAD21 to produce a closed ring [4] [5] [6] [7] [8] [9] [10] .
If [5] , adding credence to the closed ring structure.
Think Outside the Single Ring: Is Cohesion Mediated through Cohesin-Cohesin Interactions? By any account, ''cohesin complexes that mediate sister chromatid cohesion must dissociate from DNA to allow chromosome segregation'' [5] . When tested directly, however, the single ring entrapment model proved incorrect [12, 13] . Pds5 is an essential cohesion factor that is required for cohesion maintenance during mitosis. Cells synchronized in mitosis contain tightly paired sister chromatids, but separate upon Pds5 inactivation. The single ring entrapment model requires that one or both of the sister chromatids lose cohesin for cohesion loss. Instead, chromosomes fully retained cohesin binding -sister chromatids did not dissociate by escaping from a single ring [12, 13] . The inescapable conclusion is that deposition factors decorate each sister with cohesins and that cohesion arises through subsequent modification (Eco1/Ctf7) to produce cohesin-cohesin interactions that tether together the two sisters. If true, surely there must be evidence of such interactions. To date, a limited number of studies report co-immunoprecipitation of alternatively tagged Mcd1 and the ability of Mcd1 to link alternatively tagged Smc1,3 complexes [9, 14] . SMC capping protein associations may be conserved given evidence of Mre11 dimerization atop SMC-like Rad50 ATPase head domains [15] . Gligoris and colleagues exploited their covalently cross-linked cohesin complex (Mcd1-Smc3, Smc3-Smc1 and Smc1-Mcd1) to test for cohesin-cohesin interactions by immunoprecipitation [4] . Cross-links did not extend to either Pds5 or Scc3/SA1,2, however, both of which are essential for cohesion. Thus, the inability to co-immunoprecipitate alternatively tagged cohesin complexes provides an important starting point from which additional cross-links can be incorporated to test for intermolecular cohesin associations.
Really -Think Outside the Ring: Is DNA Entrapped within the Ring Lumen? While the formation of a cohesin ring is now certain, numerous issues remain regarding cohesin structures that mediate cohesion. Front and center is whether the ring represents the final cohesin conformation. Keep in mind that the cohesins analyzed were assemblies of recombinant proteins required to survive mechanical disruption, detergents and TEM staining procedures [5] . Moreover, Huis in 't Veld analyzed only those structures in which elongated coiled-coil domains were readily identifiable -excluding analyses of a significant percentage of folded or potentially oligomerized structures. The question is worth considering given evidence from atomic force microscopy that cohesins adopt conformations that are half the length of those selected for analyses by Huis in 't Veld and colleagues [5, 16] . It is at least worth entertaining models that cohesin complexes fold over -possibly to clamp onto DNA [11] . If true, SMC1,3 head and hinge domains may come into close proximity. Indeed, fluorescence resonance energy transfer (FRET) studies suggest that Pds5 associates with both SMC1,3 hinges and heads [17] . Folding may be a conserved feature given that Nse5,6 appear to bind Smc5,6 hinges in addition to other SMC domains [18] . Findings by Huis in 't Veld and colleagues are especially intriguing. These authors induced extensive cross-links along Smc1,3 to map cohesin proximity domains. Mass spectroscopy provided some surprises in that intermolecular cross-links between Smc1,3 extend significantly up from the hinge to link coiled-coil regions [5] , reducing the effective lumen size ( Figure 1B) . EM micrographs similarly document that Smc2,4 coiled coils in condensin complexes remain closely apposed along their length [7, 10] , despite arguments to the contrary [19] .
The most significant obstacle in understanding cohesin function in vivo is the lack of a map regarding the path of DNA in/around/through cohesin. To date, the only findings relevant to this question emanate from the SMC-like Mre11,Nbs1,Rad50 complex in which DNA does not pass through the lumen but instead threads between ATPase head domains of Rad50 dimers that are capped by Mre11 dimers [15] . This is a satisfying possibility in which DNA becomes positioned nearest the ATPase domains most likely to exert force (DNA looping for condensin, DNA tethering by cohesin, registration of distal cis DNA elements for transcription) (Figure 1) . Regardless, popular models focus on DNA entrapment with Smc1,3 coiled coils. X-ray crystallography mapped Mcd1 binding to a Smc3 head-proximal region of the coiled coil, an 'exit gate' interface through which DNA might escape from cohesin ring entrapment [4, 20] . While this remains a viable and important model, expressing amino-to-carboxy terminal fusions of Smc3-Mcd1 (distal from the site mapped above) support cell viability, suggesting that any linkage that closes the ring will suffice [20] . The field looks forward to not only future testing of this model, but considered discussions of any model that appears supported by persistent yet inconvenient truths.
A new study shows that, when rats discriminate different textures using their whiskers, both spike-rate and spike-timing information in somatosensory cortex contribute to their perceptual decisions. An elegant information theory analysis shows these contributions to be complementary.
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Neuroscientists have long wondered about the language of the brain. Do different regions communicate via their neuronal firing rates, by the precise timing of individual spikes, or by some combination of the two? It is well established that both 'rate codes' and 'timing codes' carry information about sensory inputs [1] [2] [3] , but less clear is whether timing information is used by downstream neural circuits to guide behaviour. Answering this challenging question requires separating the information available in spike rate and in spike timing, and connecting these quantities to behaviour on a trial-bytrial basis. Previous studies have tended to conflate rate and timing information [2, 4] and have used information theory to examine how neural responses reflect stimuli, but without always linking these responses to behaviour [1, 5] . A new study by Zuo et al. [6] , reported in this issue of Current Biology, takes us forward by showing that spike timing patterns, in both primary and secondary rat somatosensory cortex, make specific trial-by-trial contributions to
