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Abstract
Most of the existing autoregressive models presume that the observations are perfectly
measured. In empirical studies, the variable of interest is unavoidably measured with various
kinds of errors. Thus, misleading conclusions may be yielded due to the inconsistency of the
parameter estimates caused by the measurement errors. Thus far, no theoretical result on the
direction of bias of the lag order estimate is available in the literature. In this note, we will
discuss the estimation an AR model in the presence of measurement errors. It is shown that
the inclusion of measurement errors will drastically increase the complexity of the problem.
We show that the lag lengths selected by the AIC and BIC are increasing with the sample
size at a logarithmic rate.
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1. Introduction and the Model
Measurement errors are common in real-life data. For instance, variables that are related
to expectations and unobservable characteristics like human capital, productivity and ability
are often measured with errors. Many aggregate economic data also suffer from measure-
ment errors. The errors can be caused by the aggregation procedures of the data collection
agencies, or subtle differences in the definition of the economic variable across different coun-
tries. Applying standard estimation procedures to these variables with measurement errors
will lead to a wrong conclusion, which has significant policy implications. This note consid-
ers time-series models contaminated by measurement errors. The existence of measurement
errors not only affects the estimation of model parameters, but also the choice of the lag
length. Measurement errors have two opposite effects on the lag order selection. On one
hand, the model is misspecified and we tend to select a higher order. On the other hand,
the selected order will tend to zero as measurement errors increase. Therefore, the direction
of bias is unknown. We study how the model parameters and the variance of measurement
error distort the selection of the lag length of an AR model. We will focus on the AR(1)
model for its tractability (Chong, 2001). Suppose our variable of interest, y∗t , follows the
process
(1− βL)y∗t = εt (t = 1, 2, ..., T ) , (1)
where L is a lag operator such that Ly∗t = y
∗
t−1, εt ∼ i.i.d.(0, σ2ε), σ2ε < ∞. We assume
β ∈ (−1, 1) such that the process y∗t is stationary. The true values of {y∗t }Tt=1 are not
observable. Instead, we observe
yt = y
∗
t + ut (t = 1, 2, ..., T ) , (2)
where {ut}Tt=1 is the measurement error process. For simplicity, we study the case where













γi = βγi−1(i > 1)
, (3)






t−j). Let the true lag order and
the estimated lag order be p0 and p̂ respectively. We examine the performance of the Akaike
Information Criterion (Akaike, 1973) and Bayesian Information Criterion (Schwarz, 1978).
We follow closely the notations of AIC and BIC in Hannan (1980). For an AR(p) model,
the corresponding AIC and BIC are
AIC(p) = ln bσ2p + 2p/T (4)
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