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Abstract 
Extended logic programming augments conventional logic programming with both default and 
explicit negation. Several semantics for extended logic programs have been proposed that extend 
the well-founded semantics for logic programs with default negation (called normal programs). 
We show that two of these extended semantics are intractable; both Dung's grounded argumen- 
tation semantics and the well-founded semantics of Alferes et al. are NP-hard. Nevertheless, we 
also show that these two semantics have a common core, a more restricted form of the grounded 
semantics, which is tractable and can be computed iteratively in quadratic time, Moreover, this 
semantics i a representative of a rich class of tractable semantics based on a notion of iterative 
belief revision. 
I. Introduction 
The semantics of  logic programs with two kinds of negation, default negation and 
explicit negation, has been studied extensively in the recent literature (e.g. 
[1,4, 9, 12, 16, 18, 19, 24-27]). Logic programs with default and explicit negation are 
called extended logic programs. The added expressive power of  extended logic pro- 
gramming has been exploited in a variety of domains, such as reasoning with actions 
[17,27], diagnosis and program debugging [28], argumentation and political debate 
[4, 9], and reason maintenance [30]. 
In a ground logic program with negation, a semantics maps a program to a set of  
assumptions of the form not ~ where ~b is a ground atom. There are two fundamentally 
different approaches to defining semantics of logic programs with negation: skeptical 
and credulous. A skeptical semantics defines a unique extension of  the least model 
semantics for conventional logic programs, while a credulous emantics defines many 
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possible maximal extensions. The skeptical approach captures the intuitive notion of  
cautious reasoning; the set of  assumptions i usually constructed by an iterative, mono- 
tonic process [5]. 2 This property, called "iterative constructibility" in the literature, is 
important because it means that programs can produce output incrementally; once an 
assumption is established, it is never retracted. 
Some of the skeptical semantics proposed for extended programs are extensions 
of the well-founded semantics for normal programs [15] (see, for example, [1, 9,24 
27, 30, 31]). The goal in general is to define a constructive, yet consistent semantics for 
extended programs. The semantics of  normal programs is a well-understood subject. 
In particular, the well-founded semantics is contained in any reasonable semantics. 
Moreover, it can be tractably computed by an iterative, monotonic process. As a result, 
the well-founded semantics erves as a cautious, tractable core for other semantics of 
normal programs. 
In contrast, the semantics of  extended programs is still an active area of  research. 
First, when explicit negation is involved, the concepts and techniques used in formu- 
lating semantics for normal programs become inadequate, since the resulting semantics 
may be inconsistent. An inconsistent semantics is hardly acceptable as a way to char- 
acterize the semantics of  a program, since the notion of  logical consequences in this 
case becomes trivial. 3 Secondly, logic programming with two kinds of negation is a 
nonmonotonic formalism whose application area largely lies in those problems where 
available information is often incomplete. In these problems, new information may 
cause contradiction. As a simple example, consider the fact that, normally, we expect 
lights to come on when we turn on the switch. This can be expressed by the following 
clause: 
lights_on ~ switch_on, not abnormal 
But what if we turn on the switch and find there is no light? Clearly, the logic program 
that represents all this information should not be treated as inconsistent. 
The problem of resolving contradiction has been the main focus of the various 
semantics for extended programs. With regard to this goal, we believe one should be 
prepared to answer the following questions: 
• Are the various semantics tractable and, if not, why? 
• Do these semantics accommodate incremental computation of answers (iterative con- 
structibility)? 
• Is there a cautious core semantics for extended programs, analogous to the well- 
founded semantics for normal programs, that is tractable and accommodates incre- 
mental computation? 
2 The ideal skeptical semantics of Alferes et al. is a hybrid semantics that does not fit either of these models; 
it is unique but it is not constructed bya monotonic, iterative process. We discuss this semantics in detail 
in Section 5. 
3 But there are approaches to inconsistency without rivializing the notion of logic consequences; .g. the 
paraconsistent approach [3]. 
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The tractability question is important because it determines whether there exists a 
feasible implementation for ground programs. Moreover, the tractability of a semantics 
for ground programs is a good indicator of the inherent complexity properties for 
non-ground programs. 
Some of these questions have been investigated in [30, 31], where the authors show 
that the contradiction removal semantics [25] for extended logic programs is NP-hard 
[30, 31]. They also propose an alternative semantics based on global revision that is 
tractable. A global revision semantics consists of two distinct phases. First, it constructs 
the well-founded model for an extended program by treating explicitly negated atoms 
as distinct propositions. Second, it revises the well-founded model to eliminate con- 
tradictions. In a global revision semantics, no knowledge is available until a program 
is revised as a whole. Hence, it does not support incremental computation. Moreover, 
there is no clear relationship between this global revision semantics and other promi- 
nent semantics for extended logic programs, namely, Dung's grounded argumentation 
semantics and the well-founded semantics of Alferes et al. 
In this paper we propose a new tractable semantics for extended logic programs that 
accommodates incremental computation and forms a common core for Dung's grounded 
argumentation semantics and Alferes et al.'s well-founded semantics. Our semantics i  
based on the concept of iterative belief revision where a reasoning agent incremen- 
tally establishes his beliefs by following an iterative process that builds on previous 
knowledge. The iterative process terminates when no new beliefs are generated. Once 
a belief is established, it can never be retracted. This type of belief revision has not 
been explicitly investigated in the literature. The only previous semantics that appears 
to be compatible with the notion of iterative belief revision is the grounded semantics 
proposed by Dung [9]. For this reason, our study of iterative belief revision begins 
with Dung's semantics. 
Dung defines the meaning of a ground program as the least fixpoint of an acceptabil- 
ity operator d :  ~di(O) .  To recast his semantics in the framework of iterative belief 
revision, we show that the acceptability operator ~ '  is the composition N o Jff of two 
functions where JV generates assumptions and ~ revises them to maintain consistency. 
The new assumptions generated by the acceptability operator d = N o Y at each step 
of the iteration process used to compute I Isli(~) are guaranteed to appear in the least 
fixpoint and hence can be output immediately. The decomposition of d into N o j lr 
is important because the two functions can be computed independently and results are 
combined. 
Unfortunately, we show that it is NP-hard to compute Dung's grounded seman- 
tics. Similarly, we show that a different semantics, the well-founded semantics for 
extended programs proposed by Alferes et al. [1], is also NP-hard. The sources of 
the intractability in these two semantics are different: one is due to the restriction 
to sound arguments, and the other is due to retracting as few assumptions as possible, 
commonly known as the minimal change property. These insights lead us to discover 
a new grounded semantics, called the common grounded semantics, that is tractable 
and iteratively constructible. This semantics entails both Dung's and Alferes et al.'s in 
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the sense that the assumption set constructed by it is a subset of those by the other 
two semantics. This property has two important implications. First, since there is no 
universally agreed semantics for logic programs with default as well as explicit nega- 
tion, it is important o understand how some of the previously proposed semantics 
are related. The revelation of the relationship between Dung's semantics and the one 
by Alferes et al. is a major step towards this goal. This result is particularly interesting 
since it hinges upon the important property of tractability: Despite the fact that they are 
in general incompatible, they have an important, relatively substantial common subset. 
Second, the common grounded semantics provides an efficient mechanism to compute 
an upper-bound approximation to both of them. 
We subsequently generalize the common grounded semantics to produce a frame- 
work for defining a rich class of grounded semantics based on iterative belief revision. 
Each of the semantics in this class uses a different choice for the functions ~ and 
W to generate assumptions and to perform belief revision. We give sufficient condi- 
tions for such a semantics to be "well-defined", tractable, and sound (in the sense that 
a noncontradictory program is always guaranteed a consistent semantics). We present 
two applications of this framework. First, we construct a more informative grounded 
semantics than the common grounded semantics by employing a less restrictive belief 
revision function. Second, we construct a tractable semantics for extended programs 
with assumption-derivin9 clauses (the clauses whose head is an assumption ot q~). 
A clause of this form specifies that an assumption holds under the condition specified 
in the body of the clause. Since the so-called coherence principle [23] can be specified 
by such clauses, the new semantics provides a tractable, coherent argumentation 
semantics for extended programs with integrity constraints. 
The results presented here should be of potential interest to the nonmonotonic reason- 
ing community as well, as Dung's argumentation framework is not restricted to logic 
programs only, but serves as a general formalism for nonmonotonic reasoning [11]. 
The next section presents the basic definitions for extended programs. Section 3 
reformulates Dung's semantics in terms of belief revision and show that the grounded 
semantics is intractable. Section 4 introduces the common grounded semantics and 
shows it can be computed in quadratic time. In Section 5 we further show that the 
semantics proposed by Alferes et al. is also intractable, and the common grounded 
semantics i  again an upper-bound approximation to it. Section 6 describes the general 
framework of iterative belief revision with applications. Additional related work is 
discussed in Section 7 with final remarks given in Section 8. 
2. Background 
We assume a language that contains a collection HL of individuals, called (ground) 
atoms, ~b,q~,...,~b~,q~~,...; and a collection not(HL) of assumptions of the form 
notq~,~b c HL. Any subset of not(HL) is called an assumption set. Atoms of the 
form ~b ~ are explicitly negated atoms. We use this notation to emphasize that they are 
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syntactic objects to start with. In addition, we assume in the language a distinct, special 
atom I ~ HL, which denotes contradiction and may be used to express constraints. 
A clause is of  the form q~ ~-- tpl . . . . .  tpk, nott0k+l . . . . .  not~0n, where k,n>~O,~b E 
HL U {3-}, and ~oi's are individuals from HL. When q~ C IlL it is called a program 
clause, and when ~b = _1_ it is called an (integrity) constraint. We sometimes denote 
a clause by c ~ ~,/3 where ct denotes the set of  the atoms in the body, and/3 the set 
of the assumptions. 
A normal program is a set of program clauses, wherein individuals such as ~b and 
~~ are distinct propositions. An extended program (or just a program) is a set of  
program clauses and constraints. In extended logic programming, whenever we derive 
q5 and ~b ~ we have a contradiction. This can be expressed by adding the set F± = 
{1  ~ ~b, ~b ~ I ~, ~b~ E HL}. From now on, when we refer to a program P, we assume 
the constraints in F± are always included. Other constraints are possible. For example, 
if we do not want complementary assumptions, say not ~b and not q6~, to be assumed 
at the same time, we can write 3_ ~ not tk, not q6~. 
Let P be a set of clauses and S be an assumption set. We define a derivation relation 
~-d as follows: PUS ~-d c iff there is a clause c ~--E P, or inductively, there is a clause 
c ~ ct, fl E P such that for each p E ~ U/3, either P U S ~-d P or p is an assumption 
in S. 
A program P is said to be noncontradictory iff P)t- a 3_. 
In the sequel, if not specified otherwise, P denotes a fixed but arbitrary extended 
program. Dung's notion of argumentation framework consists of  a program P, a set 
AS C not(HL) of assumptions of interest, and two attack relations. We will mention 
P only and specify attack relations separately. The default AS is not (HL), but very 
often we are interested only in the set of  the assumptions that appear in the bodies of  
the clauses in P, denoted not(P),  since these are the assumptions that may be used 
to carry out additional derivations. In particular, this is the convention we adopt when 
we use examples for the illustration purposes. 
3. The grounded argumentation semantics 
An argument is a set of assumptions. The argumentation semantics of  Dung [9, 10] is 
based on the intuitive notions of  attacks on arguments, and acceptability of arguments. 
Definition 3.1. An argument A is said to be sound, w.r.t, to a program P, iff there 
exists no noncontradictory subset pt of  P such that pt U A ~-d / .  
Note that an argument being sound is independent of  whether P is contradictory or 
not. This treatment is more general than that of  Dung's, since the notion of soundness 
is not trivialized in case of  contradictory programs. Consider, for example, 
P = {a ~--;a~ ~---;b ~ notc ;b  ~ ~-- notd}. 
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The arguments {note} and {notd} are both sound, though the argument {notc, notd} 
is unsound. 
The following proposition immediately follows from this definition of soundness. 
Proposition 3.1. Given a program P, (i) the empty argument is always sound; and 
(ii) if an argument A is sound, then any BC_A is also sound 
The central question is when an argument is considered acceptable. This is based 
on two kinds of attack relations between arguments. 
Definition 3.2. Let P be a program and A and B be sound arguments. Then 
• A is said to be RAA-attacked (reductio ad absurdum) by B if P U A U B I-a 4_. 
• A is said to be g-attacked (groundly attacked) by B if P U B ~-a ~, for some 
not ~ E A. 
• A is said to be attacked by B if it is either RAA-attacked by B or g-attacked by B. 
Definition 3.3. A sound argument A is acceptable w.r.t, an assumption set S iff for 
any sound argument B that attacks it, B is g-attacked by a sound subset of S. 
The notion of acceptability can be used to define a function, Dung's acceptability 
function De, over sets of assumptions as 
De(S) = {not ~b Inot q~ E A, A is acceptable w.r.t. S}. 
It is easy to verify that the function ~p is monotonic, i.e., from S] C_$2 we have 
~p(S])CDe(S2). Hence, according to the fixpoint theory, commonly referred to as 
the Tarski-Knaster fixpoint theorem [29], we know De has a least fixpoint over the 
domain consisting of all the subsets of not(HL). This least fixpoint of ~p is defined 
as the grounded (skeptical) semantics of P. 
Note that the fixpoint theory is applicable to nonground programs (i.e., programs 
with variables). This means that the semantics can be defined easily for these programs 
without the need of instantiating them. However, we also know from the fixpoint theory 
that only when the function ~e is continuous, the least fixpoint can be computed 
iteratively from the smallest element in the domain. It is known that this is the case 
for finite propositional programs, or when the assumption set AS of interest is finite. 
In the sequel, if not said otherwise we assume AS is finite. 
3.1. Grounded semantics as iterative revision 
In this section we provide a reformulation of Dung's grounded semantics in terms 
of iterative belief revision. 
First, considering the acceptability of arguments instead of individual assumptions i
disastrous computationally, since the number of arguments i exponential to the number 
of assumptions. Here we show that the acceptability of an argument coincides with the 
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acceptability of all the individual assumptions in it. This result is essential in relating 
argumentation-based mantics with non-argumentation-based semantics. 
Theorem 3.2. Given a program P, a sound aroument A is acceptable w.r.t, an 
assumption set S iff for each notq5 E A,{not~b} is acceptable w.r.t. S. 
Proof. (4=) Assume for any not q~ E A, {not qS} is acceptable w.r.t. S and show A is 
acceptable w.r.t.S. 
Let not q~ E A. First consider the case that (not q~} is acceptable because for any 
sound argument B, P U B t-d ~b implies P U S r kd 3, for some not ~ E B, where S t C S 
is sound. Clearly, this trivially holds for A, since not ~ E A. Thus, we only need to 
show (a) A is sound, and (b) for any sound argument B that RAA-attacks A, a sound 
subset S~-C S g-attacks B. 
To prove (a), for the sake of contradiction, let us assume that A is not sound, i.e., 
there exists a noncontradictory subprogram P~ such that pt U A kd 3_. Since {not qS} is 
sound, there exists a minimal A ~ CA such that P~ 0.4' ~d 3- but U UA' U {not qS} Fd 3-. 
Since {not ~b} is acceptable, there exists not ~ E A', and hence not ~ E A, such that there 
is a sound S ~ C S such that P U S ~ kd ~. This implies that {not 4} is not acceptable, 
contradicting the hypothesis that every assumption i  A is acceptable. 
To prove (b) we consider an arbitrary sound argument B such that P U A U B ~-d 3-. 
Let A' CA and B' -CB be such that C = B' U (A' - {not ~b}) is sound but C U {not qS} 
is not. By the assumption that not q5 is acceptable, there exists not ~ E C such that 
P U S kd 3. Since every assumption is acceptable w.r.t. S individually, not ~ ~ A. It 
follows that not ~ E B. This shows A is acceptable w.r.t.S. 
(3 )  Similar but simpler. It is thus omitted. [] 
Due to this theorem we are able to reformulate the notion of acceptability. 
Definition 3.4. An assumption ot ~ is acceptable w.r.t, an assumption set S iff for 
any sound argument B that attacks {not qS},B is g-attacked by a sound subset of S. 
Note that if {not q~} is acceptable, then {notch} must be sound, and hence the 
condition of {not 4~} being sound is dropped. 
Due to Theorem 3.2, the function ~p can be redefined as 
De(S) = {not q5 [not q5 is acceptable w.r.t. S}. 
Further, as we will see, there is a special interest in splitting this function into two 
parts. 
Definition 3.5. Define the following function over sets S of assumptions (where B is 
a sound argument and S' is a sound subset of S): 
~JVp(S) = {not q5 I VB, B g-attacks {not q~} =~ 3 S',S'  g-attacks B}, 
~p(S)  = {not c~ IVB, B RAA-attacks {not 4~} ~ 3 S', S' g-attacks B}. 
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The following fact is easy to verify. 
Lemma 3.1. ~p(S) = ~e(S)  A ~A~p(S). 
Hence, to compute ~p(S) one can compute ~Jf fe(S)  and ~p(S)  independently 
and then take the intersection. The function ~e can be seen as a composite function 
in the following way. Consider the definition below: 
eKe(N, S) = {not ~b I not ~b ~ N and not ~b E ~e(S)} .  
With this definition, it is easy to check that the following equation holds: 
~e(s) = %(~xp(s) ,  s). 
The function c~e can be defined equivalently by a unary function ~e,s  (called a 
Curried function). We then can define ~e as 
Based on this equation, we can interpret the notion of acceptability as belief revision: 
~Jffe generates assumptions which are then revised by the operator ~P ,s .  This differs 
from almost all the previous approaches to belief revision, either in the context of 
propositional theories (e.g. [13]), or in the context of extended logic programming and 
RMS (e.g. [7, 25, 30]), where a revision operation is performed after the entire theory 
is determined contradictory. For a knowledge system with a large collection of data, 
possibly with frequent update requests, this is a formidable task. In contrast, revision 
in terms of the operator ~P ,s  o ~p is performed on the fly. We will have more to 
say about this later in the paper. 
Example 3.1. Let P = {a ~ ~-- notb; b ~-- notd; e ~-- nota; a ~-- notc}. The grounded 
semantics (w.r.t. not(P)) can be calculated by 
S0=0 
S1 : ~e(So)  n ~Jffe(So) = {notd, nota} to {notd, not c} = {notd} 
$2 : ~tp(S1 ) N ~Jffp(S1 ) = {not d, not a, not c} to {not d, not c} 
= {notd, not c} 
ss = ~1, (  s2 ) n ~xp(  s2 ) = $2. 
Or, equivalently by 
So=0 
S1 = ~te ,  so o ~Jffe(So) = ~gte, so({not d, not c}) = {not d} 
$2 = ~te ,  s, o ~Xe(S1  ) = ~e,s ,  ({not d, not c}) = {not d, not c} 
Ss = ~e,  s2 o ~e(S2)  ~- $2. 
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3.2. The grounded semantics is intractable 
Unfortunately, computing the grounded semantics i NP-hard, since it is NP-complete 
to determine whether an atom is derivable from a sound argument. 
Theorem 3.3. Give a program P and an atom dp, it is NP-complete to determine if  
there is a sound argument B such that P U B t-d q~. 
Proof .  First, it is straightforward to check that the problem is in NP. A nondeterministic 
Turing machine can simply guess an argument B, and then deterministically verify in 
polynomial time whether ~b can be derived from P U B. 
Next, we show the problem is NP-hard by a polynomial-time many-one reduction 
from the well-known 3-SAT problem to it. Let (U, C) be an instance of 3-SAT where 
U is a set of variables (propositional symbols) and C a set of clauses, each of which 
contains three literals. Assume there are n clauses in (U,C), where n>~ 1. The goal is 
to find an assignment of variables in U such that all the clauses in C are satisfied. 
Such an assignment is called a model. For this purpose, we construct a program P 
from (U, C) as follows: For each clause xi V Yi Vzi E C, where xi, yi, and zi are literals, 
put three program clauses into P: 
C i 4-- notx~ 
ci *-- not y~ 
Ci 4-- notz~ 
where ci is a new symbol, and x~ = xi ~ if xi is an atom, and x~ is the atomic part 
of xi if xi is a negated atom (i.e. if xi is ~a then x~ is a); similarly for y~ and z~. 
In addition, P has the program clause 
) ~--- C I~. . .~C n
and for each x E U, P has a constraint 
± ,--- notx,  notx  ~ 
Assume B is a sound argument such that P U B ~-d ~b. Since the only way to derive 
3_ is by using a constraint clause _J_ ~ notx, notx "~, B being sound implies there is 
no variable x for which both notx and notx ~ are in B. Thus, B induces a partial, 
consistent interpretation IB such that Is(x) = true if and only if notx ~ E B. Note that 
since P U B F-d ~b, every clause in U is satisfied already by IB. Since the remaining 
variables can be assigned arbitrarily, a model exists, i.e. (U,C)  is satisfiable. 
On the converse, if (U,C)  is satisfiable then a model of (U,C)  exists, say M. 
Let SM be the set of assumptions corresponding to M. That is, if M(x)  = true then 
notx  ~ E SM and i fM(x)  =false then notx E SM. The fact that every clause is satisfied 
by M implies P U SM ~-a dp. Since M is a model and thus no variable x is both true 
and false in M, Su does not contain both notx and notx ~. Thus, P U SM)Z-d J-, i.e. 
SM is a sound argument. 
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Therefore, there exists a sound argument B such that P UB~-dCb iff (U,C) is satisfi- 
able. [] 
4. A tractable grounded semantics 
We have shown that requiring an argument o be sound in attacks and counter- 
attacks renders the semantics intractable. Then, a natural question is whether there 
exists a restricted form of grounded semantics, which is efficient o compute, and can 
be considered as an upper-bound approximation to the grounded semantics. 
In this section, we show that such a semantics can be obtained by dropping the 
soundness requirement on arguments. We revise the notions of attack and acceptability 
and define a variant of the grounded semantics, called the common grounded semantics 
(CGS). More important, we show that the common grounded semantics is computa- 
tionally attractive since it can be computed in quadratic time. 
4.1. The common grounded semantics 
We first redefine the RAA-attack relation so that attacks can be captured locally. 
At the same time, the domain of attacks is expanded to include unsound argu- 
ments as well. In the following definition, we focus on attacks on individual 
assumptions. 
Definition 4.1. Let P be a program and B an argument. An argument {notq$} is said 
to be RAA-attacked by B iff there exist subsets P '  C P and B ~ C_ B, such that P~ U 
{not ~b} U B' is a minimal set satisfying U U {not ~b} U B' kd 3_. 
The minimality requirement ensures that each assumption in {not q$} U B ~ and each 
clause in P '  is necessarily involved in a derivation of 3_. For example, with 
P = {a ,--- not p; b ~ not c; b ~ ~ not d}, 
{not p} is not RAA-attacked by B = {not c, not d}, since for no p'c_ p, P'U{not p}UB 
is a minimal set satisfying P~ U {not p} U B ka 3_. In fact, the only such minimal set 
is P"  U B where P" = {b ~-- not c; b ~ ~ not d}. 
The definition of g-attack is the same as before except hat when we say A g-attacks 
B, we no longer insist that A and B be sound. 
Definition 4.2. Let P be a program and S an assumption set. Define de(S)  = 
dVp(S) N ~p(S)  where (with B being an arbitrary argument) 
dVp(S) -- {not q$ I for any B,B g-attacks {not ~b} ~ S g-attacks B} 
~p(S) = {not ~b I for any B,B RAA-attacks {not ~b} ~ S g-attacks B} 
The following claim is easy to verify. 
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Lemma 4.1. The operator ~¢e is monotonic. That is, for any assumption sets S1 and 
$2, if $1 C $2 then ~¢e(S1 ) C_C_ ~¢e($2). 
Definition 4.3. The common grounded semantics (CGS) is defined by the least fixpoint 
of the acceptability operator de.  
As shown in the following proposition, the assumption set constructed by CGS is a 
subset of the one by Dung's grounded semantics. 
Proposition 4.1. Let W be the least fixpoint of the operator de  and W' be the least 
fixpoint of the operator ~p. Then W C_ W'. 
Proof. By a straightforward induction on the fixpoint iterations that construct W and 
W I. [] 
By allowing unsound arguments to attack, the semantics changes in a subtle way. 
For any unsound argument B that attacks A, if there is a sound subset of B that also 
attacks A, then nothing changes. Thus, the only situation where CGS may deviate 
from Dung's original grounded semantics is when there is an argument B which is 
necessarily involved in a derivation of an atom ~b as well as in a derivation of _1_. 
There are two situations in which the use of an unsound argument B makes differ- 
ence: (i) the derivations of a pair of complementary literals ~b and q5 ~ depend on B, 
and (ii) the derivation of one of them depends on B and the other is derivable without 
resorting to any assumptions. These two situations can best be explained using the 
following two examples. 
Example 4.1. Consider 
P --- {a~--- notb; d~--- notb~; b~-- notc; b~+ -- notc}. 
Since the only way to derive b, or b ~, is by using the unsound argument {not c}, 
both assumptions notb and notb ~ are acceptable in Dung's semantics but neither is 
in CGS. 
In this example, one may argue that, since Dung's attack relation is defned over 
sound arguments, it does not distinguish unsound arguments from "unsound" program 
clauses. When in doubt on whether there is something wrong with the argument or 
with the program fragment, the reasoner specified by CGS becomes conservative by 
allowing more attacking arguments and hence accepts less assumptions. 
Example 4.2. Consider 
P - -  {a~-; a~*--notb; d~-nota~}.  
The grounded semantics i  {nota ~ } and CGS is 0. 
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This example illustrates that CGS may miss reasonable assumptions since it does 
not single out those unsound arguments that can help derive an atom, which is con- 
tradictory to what can be derived without using any assumptions. Indeed, the reason 
that the assumption ot a ~ above is reasonable (and in fact desirable) is because a 
is derivable using clauses involving no assumptions. This is in fact a special case of 
coherence [23], which can be enforced by clauses such as not 49~ ~ 49. This will be 
treated in Section 6.2 where we will show that these assumptions can be preserved 
without causing the semantics to be intractable. 
The main interest in CGS lies in the fact that when unsound arguments are allowed 
to attack, the computation becomes regular and hence much simpler. This is to be 
shown in the rest of this section. 
4.2. Computing the common grounded semantics 
4.2.1. Computing sVp 
We define a function ~ over sets S of assumptions as 
~(S)  = {not 49]P U S,Y- d 49}. 
Denote the function composition ~ o ~ by ~e 2. 4 
Theorem 4.2. o~2(S) = sV],(S). 
Proof. (i) .~e2(S) c ~(S) .  Assume not 49 E ~2(S). This means P U ~(S)~ d 49. Let 
B he any argument such that PUB ~-d 4 9. Clearly, B ¢ ¢. Then, by the definition o f~e,  
we know B - ~(S)  _C{not 4 I P U S Fd 4}. We claim B - ~(S)  ¢ 0. As otherwise 
B _ ~(S) ,  and from P U B F~ 49 we get P U ~(S)  ~-a 49, resulting in a contradiction. 
Therefore, there exists at least one not 4 E B, P U S F-a 4. By the definition of sffe, we 
know not 49 E sire(S). 
(ii) .Arp(S)C~2(S). Assume not49 E ~Are(S). This means, if PUB Fd 49 for any 
argument B, we have PUS F-d 4, for some not 4 E B. If for any argument B, PUB,Y--~ 49, 
then clearly P U ~(S))Z-d 49, and thus not49 E ~2(S). Now let B he any argument 
such that P U B ~d 49 and consider each B' C_ B such that B' is a minimal set satisfying 
P U B' Fd 49. Since not 49 E ~Ue(S), we have P U S F-d 4, for some not 4 E B'. Hence 
note ~ ~(S) .  It follows P U o~e(S)~ 49. Hence, by definition, not49 E ~e2(S). [] 
Let nl be the number of atom occurrences in P and n2 be the size of AS C not (HL). 
Let n = nl +n2 denote the input size. It is easy to see that computing ~(S)  is bounded 
by O(n), as each clause needs to be used at most once and computing set complement 
is bounded by O(n). Hence, computing ~2(S)  is still bounded by O(n). It follows 
from Theorem 4.2 that 
Lemma 4.2. Computing Jffe(S) is bounded by O(n). 
4 This operator has been studied previously by Van Gelder [14] and Baral and Subrahmanian [2]. 
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4.2.2. Computing ~tp 
In the definition of ~p(S), an assumption ot t h is acceptable if every argument B
RAA-attackJng it is g-attacked by S. Computing acceptable assumptions by enumerating 
all the arguments obviously takes exponential time. Here we provide an alternative 
definition of ~te(S) and show its computation takes linear time. 
The idea is to compute the set of the assumptions that cannot be accepted. Intuitively, 
each RAA-attack is the result of some derivation that leads to ±, using some clauses 
and the set D of assumptions in them. That is, pt U D is minimal, where P' C_ p, 
satisfying Pt U D ~-d ±. When we consider the acceptability of an assumption ot 
w.r.t. S, if not ¢ is in such a D, then not ¢ is RAA-attacked by B = D - {not ~} (and 
any superset of it). If each such D is g-attacked by S, then not ~ is acceptable. Hence, 
not ¢ is not acceptable if one of those D's is not g-attacked by S. This may be phrased 
more precisely as: any assumption ot q5 that cannot be accepted ue to an RAA- 
attack by argument B must be involved in a derivation of _L that uses no assumptions 
not ~ E B such that P U S ~-d ~. If we can identify this set, its complement is then the 
result of ~lp(S). 
We first describe a program reduction that narrows the search for unacceptable 
assumptions to a subset of program P. 
Definition 4.4. The reduced program Ps, generated from program P by an assumption 
set S, is defined as 
Ps = {~b ~ ~,~EP IPUS fl-a ~, for each not~E/~}. 
Next we identify the set of the assumptions that are not acceptable. 
Definition 4.5. Let Ps be the program obtained from program P by S. The support 
of ~b w.r.t. Ps, denoted Sees(~b), is defined inductively as: 6ees(tk) is the smallest set 
satisfying, for each clause ~b ~ ct, f lEPs,  if Ps U not(Ps) ~-d ~, for all ~ E e, then 
C_ 6eps(tk) , and inductively, Aeps(~ ) C Sfes(q~), for each ~Ect. 
The following fact is easy to verify. 
Proposition 4.3. I f  6eps( ± ) # O, then Ps U Sees(±) ~-d ±. 
We now show that, under RAA-attack, the set of the assumptions that are acceptable 
is exactly the complement of 6¢ps(± ). Denote this complement by 6~es(±). 
Theorem 4.4. ~te(S) = 6¢es(_l_). 
Proof. (i) We show ~te(S)C_ 6aes(l). Assume not ~b E ~p(S). From this assumption 
we know that for any argument B, if pi U {not ~b} U B I, where P' C_ P and B' C__ B, is 
minimal satisfying pt U {not ~b} U B ~ ~-d Z, then P U S ~-d ~, for some not ~ E B. Since 
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B' is also such an argument RAA-attacking (not ~b}, we have not ¢ E B'. Recall that 
Ps is obtained from P by removing clauses whose body contains any not ¢ such that 
P U S kd ~. This implies that each derivation of 3_ through not q5 in P has been made 
impossible in Ps. As a result, not ~b cannot participate in a derivation of J_ in Ps. That 
is, not ~b ¢ Aaes(±). 
(ii) Show 6ees(L) C ~e(S). For this purpose, we assume not ~b ¢ ~e(S)  and show 
not ~b E Aces(Z). By this assumption, there exists an argument B such that P'U {not qS} 
U B, where P~ _C p, is a minimal set satisfying P~ U {not ~b} U B ka 3-, and for any 
note E B, PUSf-a~. This implies that, for each clause ~o *-- c~,t E P~, tiC_B, and 
consequently for any not ~ E t ,  P U S)/- d ¢. Then by definition, we have P~ = P', and 
hence P~ U {not ~b} UB is still minimal satisfying P~ U {not ~b} UB kd 3-. This leads to 
{not ~b} U B C 3ees(_l_ ) which implies not ~b E "Tes(±). [] 
Lemma 4.3. Computing ~p(S) is bounded by O(n). 
Proof. Due to Theorem 4.4, we only need to consider the problem of computing 
6eps(3- ). First, reducing P to Ps takes linear time since each clause in P needs to be 
used at most once. For exactly the same reason, computing 6ees(±) also takes linear 
time. Finally, computing the complement Aces(3_) is linear. Thus, computing ~p(S) is 
bounded by O(n). [] 
Theorem 4.5. Computing the common grounded semantics is bounded by O(n2). 
Proof. The least fixpoint of the operator de  can be computed in at most O(n) steps. 
It follows from Lemmas 4.2 and 4.3, and the fact that computing the intersection is
linear, CGS can be computed in O(n 2) time. [] 
5. CGS as a tractable approximation to WFS0 
An interesting aspect of CGS is that it is also a tractable approximation to other 
semantics. In this section, we show this for an important semantics recently introduced 
by Alferes et al. [1]. 
Alferes et al. first introduced the ideal skeptical semantics (1SS) based on the el- 
egant idea that the best scenario is the maximal one that admits (in the sense of 
set inclusion) any other admissible scenario. Then, the grounded ISS, called WFS0, 
is defined by an iteratively constructed subset of ISS. These semantics are enforced 
by the coherence principle, which says whenever we can derive ~b, we should as- 
sume not q5 ~. For the purpose of comparison, we will not enforce coherence in this 
section when giving the definitions of these semantics. As we will see (cf. Sec- 
tion 6.2), coherence can be expressed by constraint clauses such as notch ~ ~ q~. 
In particular, the enforcement of this principle is not a cause of intractability in these 
semantics. 
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Using the terminologies developed in this paper, we define 
Definition 5.1. An assumption set W is said to be consistent with a program P iff 
P U V¢ U {_L ~ ~p, not ~ol~o E HL}~d 2_. 
Definition 5.2. Let P be a program and S be an assumption set. An assumption ot q5 
is weakly acceptable 5 w.r.t. S iff notq5 E JVp(S). An assumption set W is admissible 
w.r.t. S iff it is consistent with P, and for each not 4~ E W, not ~b is weakly acceptable 
w.r.t.S. The ideal skeptical semantics (ISS) is defined by the greatest admissible set 
satisfying: for any other admissible set W t, W U W' is again admissible. 
ISS can be viewed as an instance of the optimal fixpoint theory, studied earlier 
by Manna and Shamir [20,21] . It can be shown that for normal programs, ISS is 
an optimal fixpoint of the operator ~p2 (cf. Section 4.2 and also [33] for the prop- 
erties of ~p2). It is known that the optimal fixpoint uniquely exists but is difficult to 
compute [22]. 
Definition 5.3. Let P be a program and ISS be its ideal skeptical semantics. Define a 
function d~e over sets S of assumptions as 
d~p(S)  = ~(S)  n ISS. 
The well-founded semantics for extended programs (WFSO) is defined by the least 
fixpoint of the operator d~p.  
Theorem 5.1. Given a program P, it & NP-hard to determine if an assumption & in 
its WFSO. 
Proof. For the reduction used in Theorem 3.3, simply add into P an additional program 
clause 
I +-- ~b, notd 
where d is a new symbol. We show that notd is in WFS0 iff (U,C) is unsatisfiable. 
First note that (i) any assumption ot~p E not(P) is trivially weakly acceptable, 
since q~ does not appear in the head of any clause; (ii) not(P) is the least fixpoint 
of Jffp; and (iii) the ISS of P coincides with its WFS0. Thus, its WFS0 is equivalent to 
the intersection of all maximal consistent subsets of not (P). In addition, since {not d} 
is consistent with P, it is in at least one maximal consistent subset of not(P). 
Now suppose notd is in WFS0 and we show that (U,C) is unsatisfiable. Suppose 
this is not true, i.e., (U,C) is satisfiable. Then it has a model, say M. Let SM be the 
set of assumptions corresponding to M. Note that SM is a maximal consistent subset 
of not(P). It follows that P U SM ~-d q~ and consequently P u SM u {notd} ~d 1. 
5 It is called acceptable in [1]. This terminology has been used earlier in this paper to refer to a different 
concept. 
398 J.-H. You et al./ Theoretical Computer Science 170 (1996) 383-406 
Hence, notd ¢~SM. This contradicts the assumption that notd is in WFS0 and therefore 
in every maximal consistent subset of not (P). 
Now assume (U, C) is unsatisfiable and show notd is in WFS0. Clearly, that (U, C) 
does not have a model implies that for any consistent assumption set S, P td S~d q~. 
Thus, not d is in every maximal consistent subset of not (P), and hence in WFS0. [] 
Corollary 5.2. Given a pro#ram P, it is NP-hard to determine i f  an assumption is in 
its 1SS. 
The same reduction can in fact be used to show that any semantics that is based 
on the intersection of all maximal consistent subsets is intractable. Note that preserv- 
ing assumptions maximally is the same as removing assumptions minimally. Thus, 
any skeptical semantics that is based on removing assumptions as few as possible is 
intractable. This explains the precise difference between CGS and WFS0. 
Example 5.1. Let 
P = {_k~ nota; _/_~ nota, notb}. 
With respect o not(P), its WFS0 is {notb} but its CGS is the empty set. 
From this example, we can easily see that CGS is not minimal in that it may 
"over revise" a generated set of assumptions by removing more assumptions than 
necessary. However, nonminimal revision is often useful in practice. For example, 
in repairing a broken system of components, it is often more cost-effective to re- 
place a sufficient subset of the components rather than spend the extra time to find 
the minimal subset - particularly if the behavior of the components i interdepen- 
dent. For applications where minimal revision is desirable, tractable semantics can be 
used as a mechanism for efficiently generating an upper-bound approximation to the 
set of assumptions to be removed. It is an open question how to refine revisions 
in the direction of minimality while still maintaining tractability. The more informa- 
tive grounded semantics presented in Section 6.1 represents a first attempt in this 
direction. 
We now show that CGS can serve as an upper-bound approximation to WFS0. 
Theorem 5.3. Let P be a program, W be the set of assumptions corresponding to 
WFSO and W' the set of  assumptions corresponding to CGS. Then W' C W. 
ProoL By an induction on the sequence of constructing the least fixpoint: So = O, 
and Si+l = ~¢e(Si), for all i~> 1. (Recall that CGS is defined by the least fixpoint of 
the operator de(S)  -- /fie(S)N ~p(S).) The base case is trivial. For the inductive 
case, assume ~¢e(Si)C_ISS and show de(Si+l)C_lSS. In this case, for each not~o 
in ~e(Si+l) but not in de(Si),  by the definition of Jffp, we know not ~o is weakly 
acceptable w.r.t. Si. By the induction hypothesis, we know Si C ISS, and hence not ~p 
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is weakly acceptable w.r.t. ISS. We thus only need to show that {not go} U ISS is 
consistent with P. Suppose this is not true. Then we have 
PUISSU {not go} U {_k +-- ~,not ~ I ¢ E HL} ~d --[-. 
This implies that not go is not in every maximal weakly acceptable set (known as pre- 
ferred extension [8]). This contradicts to the well-known result that every assumption 
in the well-founded semantics i  contained in every preferred extension [8]. [] 
Dung's grounded semantics in general is different from WFS0. For example, with 
the program 
P = {a*-- notd; d*-- notc; d~< -- notc}, 
the grounded semantics is {not d} while both CGS and WFSO are the empty set. 
Despite the difference, our result shows that these two semantics have an important 
common subset. 
6. An iterative framework for belief revision 
In this section we describe a general framework for iterative, noumonotonic belief 
revision and present wo applications of it. In this framework the intended seman- 
tics is determined by the least fixpoint of an operator, which we call an assumption 
operator. 
Definition 6.1. Let P be a program and S be an assumption set. An assumption op- 
erator q~e is a unary function over sets of assumptions, generally defined as 
• e(s) = ~k(s)  n . . .  n ~(s )  n y (s )  
where k>~0, ~i 's  and Jr" are unary functions over sets of assumptions. 6 
The intended use of this definition is as follows: the function JF, which may be 
composed of other functions, generates assumptions which are then revised (in fact 
constrained by intersection) by the revision operators ~li. 
Different operators may yield different semantics. A semantics of this class is guar- 
anteed to be tractable if the underlying assumption operator can be computed tractably. 
More precisely, if computing the assumption operator takes O(g~) time, where ~ is a 
polynomial, then computing the resulting semantics is bounded by O(n × ~).  
As a special case, when k = 0 no revision is specified. This is the case for normal 
programs. In fact, it can be shown that if ~p = ~,  then the least fixpoint of ~Pp 
corresponds to the well-founded model (cf. [2, 14]). 
6 Recall that he same operator can be expressed bya function composition: ¢}e(S) = ~t~ o. . .  o ~t~ oJV'(S), 
We will however focus on the former expression. 
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That an operator @p is monotonic is essential to guarantee the existence of the 
least fixpoint. However this can be determined by each participating function being 
monotonic. 
Theorem 6.1. Let @p(S)= ~k(S)N . . .  N~I (S )N  ~Ar(S). (be is monotonic if  each of 
the participating functions is monotonic. 
ProoL By an easy induction on the number of participating functions. [] 
The existence of the least fixpoint of (be is independent of whether a program 
is contradictory or not. Thus, even a contradictory program is defined semantically. 
However, we also want to know when a consistent semantics i  guaranteed. This leads 
to the notion of sound revision operators. 
Definition 6.2. Let P be a program. A revision operator ~ is said to be sound w.r.t, an 
assumption generation operator JV" iff, for any assumption set S, whenever P U S f- d 2- 
we have P U (~(S) n JV(S))/-  d 2-. 
Theorem 6.2. Let P be a noncontradictory program such that cbp(S) = ~(S)NJIr(S),  
where ~ and Jff are monotonic functions. Further assume ~ is a sound revision 
operator w.r.t. Y .  Then for the least fixpoint of @p, denoted fix (@p), we have 
P Ufix(@p),Y- d 2-. 
Proofi Since P is noncontradictory, we have P~-d 2_. Using the fact that ~ is sound 
w.r.t. ~,, it is easy to show by induction (or transfinite induction when @p is not 
continuous) that P U fix(@e)Y-d 3_. [] 
The reason that the grounded semantics (CGS as well) is consistent whenever pos- 
sible can be seen as a result of a sound revision operator. It is easy to verify that the 
revision operator ~e (cf. Definition 3.5) is sound w.r.t. ~ .  
The framework proposed here can accommodate v ry general notions of acceptabil- 
ity, which may be useful for formalizing alternative attack relations, or for applications 
where there are multiple attack relations. 
6.1. A more informative grounded semantics 
Sometimes the grounded semantics appears to be too skeptical. For example, consider 
the following example that Dung uses to illustrate the argumentation framework. 
Example 6.1. (Why Tweety does not fly, Dung [9]). 
fly(x) *--- bird(x), not abb(x) 
fly~ (x ) ~ penguin(x), not abp( x) 
bird(x) ~-- penguin(x) 
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abb(x ) ~ penguin(x), not abp(x )
penguin( tweety ) ~-- 
Although the very idea of the argumentation framework suggests that Tweety does not 
fly, since an abnormal penguin (a/b) is more specific than an abnormal bird (abo), the 
grounded semantics yields the empty assumption set, and thus it has no conclusion 
over whether Tweety can fly or not. Dung shows that the credulous argumentation 
semantics can correctly capture the intended meaning of this program. However, it is 
known that even credulous emantics for normal programs are not tractable (cf. [6]). 
It can be argued that in general RAA-attack is weaker than g-attack: any RAA-attack 
from B to not q5 should be neutralized by B being g-attacked by SU {not ~b}. This leads 
to the following more tolerable revision operator: 
#t~(S)  = {notch I for any B,B RAA-attacks {not ~b} 
S U {not qS} g-attacks B} 
The following claims are easy to verify. 
Lemma 6.1. (i) ~p is monotonic. 
(ii) ~p(S)  C__ ~6Pe(S). 
Thus, the semantics defined by the least fixpoint of the operator ~¢6Pe(S) = ~S~e(S) 
N JVe(S) is well-defined. In addition, a semantics based on ~e is more informative 
than a semantics based on ~e. The following proposition guarantees that a semantics 
defined this way assigns a consistent semantics for any noncontradictory program. 
Proposition 6.3. ~bae is a sound revision operation, w.r.t, dVp. 
Proof. It suffices to show that given an assumption set S, P U S y- d 3_ implies P U 
(JVe(S) N ~6ep(S))f- d 1. For the sake of contradiction, assume it does not hold, i.e., 
P U S f- d _1_ and P U (JVe(S) n ~6~B(S)) ~-d 1. Let B = JVe(S) N 9~6'~p(S). Consider 
any not qg0 CB - S. Clearly, not ~b0 is RAA-attacked by B - {not ~b0}. By the definition 
of ~6ep, we know there exists not ~1EB - S such that B - (not ~0} is g-attacked by 
S U {not ~b0}, i.e., P u S U {not ~b0} ka qS1. Continuing, since B is finite, we have 
P u S u {not 4'0} ~d ~ 
PUSU {not q~n-l} kd q~n 
P U S U {not ~bn} kd q~k 
where q~k = 4)i, for some 0 ~< i ~< n. That is, a loop is formed. This implies that at least 
not ~bk ~/Vp(S), which is contradictory to the assumption that not ~bkEB- S. [] 
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As we have already shown that computing ~ is tractable (cf. Theorem 4.2), the 
tractability of this new semantics can be guaranteed by showing that computing ~5#e 
is also tractable. 
Proposition 6.4. Given an assumption set S, the problem of computin9 ~5a?(S) is 
tractable. 
Proof. We present a naive algorithm whose tractability and correctness are easily ver- 
ifiable. 
Recall that we showed in Theorem 4.4 that ~s(_L) is exactly the set of assump- 
tions that are not acceptable in the grounded semantics due to RAA-attacks. Since 
~p(S) C ~5:e(S), we only need to consider, for each not ~bES:es(3-), whether not q~E 
gt~e(S), i.e., if for each argument D that RAA-attacks not ~b, S U {not ~b} g-attacks 
D, then not ~bE~5:?(S). 
Let not ~ E ~(S) .  Say an assumption set D is RAA-attacking a#ainst not ~ if 
there exists a subprogram U s C Ps such that P~ U {not qS} U D is minimal satisfying 
P~ U {not ~b} UD Fd 3- (in other words, D is the set of assumptions in the clauses in Ps 
that are necessarily involved in a derivation of 3-). Though enumerating all such D's 
may require exponential time, it takes linear time to obtain the union of all such D's 
(by a straightforward trace of the program). Denote this union by U, ot¢~. Let N, otO = 
{not~ E 5es(3-)iP U S U {notq~} ~-d ~}. If U.ot~- N, ot~b no longer RAA-attacks 
not q~, then not q~ E ~5:e since every RAA-attacking argument has been g-attacked by 
SU{not q~}; otherwise, not q~ ~ ~5:e since at least one RAA-attacking argument is not 
g-attacked by S U {~b}. [] 
This modification of the belief revision operator also solves the problem that some- 
times Dung's original belief revision operator may remove an assumption unnecessarily. 
Consider 
P = {a *-- not b; b +-- not c; .1_ +-- a, b}. 
According to our formulation, with So = 0, the grounded semantics can be determined 
by first computing ~g:?(S0) = {not c} and :~e(S0) = ~, and then taking the intersection. 
Hence, the grounded semantics i specified by the empty set of assumptions. From the 
belief revision point of view, {not c} does not need to be revised at all, since it does 
not cause any trouble. It is removed simply because the assumption ot b, which is 
g-attacked by it, RAA-attacks it. 
6.2. Extended logic pro#rammin9 extended 
As another example of applying the general framework introduced in this paper, 
we consider a programming extension by allowing the head of a clause to be an 
assumption. That is, a clause may take the form 0 ~ ~,]~ where 0Enot(HL). We call 
a clause of this form an assumption-derivin9 clause. From now on an extended program 
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may include zero or more assumption-deriving clauses. For the obvious reason, we also 
assume a program P always contains the constraints {± ~- tk, not q~ ]~bEHz}. 
An immediate application of this form of extended programming is to specify the 
so-called coherence principle as given in [23], which states that whenever we believe 
in tk, not ~b ~ should be assumed true. This can be viewed as part of a user's program, 
or being "compiled" from an extended program (without assumption-deriving clauses) 
in order to satisfy the semantic property of coherence. In the latter case, one only 
needs to add to this program the set of clauses 
{not ~b ~-- qS~,not ~b ~ ~ Cpl~pEHt}. 
In this extended logic programming framework, we consider a reasoning agent whose 
beliefs are obtained, in terms of assumptions, as the result of (i) default assumptions; 
(ii) derived assumptions; and (iii) revising these assumptions. This can be formulated 
by the following equation: 
Cp(S) = Rp(S) fq Hp o Np(S) 
where Np(S) is a function that generates default assumptions, Hp adds derived assump- 
tions, and Re performs revision. Specifically, we define 7 
Ne(S) = ~A;p(S) (Definition 4.2) 
Hp(S) = {not ~b ]P U S t-d not ~b or not ~bES} 
Rz,(S) = ~s(±)  
where ~s(±)  is an extension of the notion of support as given in Definition 4.5 to 
account also for derived assumptions. 
Definition 6.3. Let Ps be a program obtained from program P by S. 
The support of ~b w.r.t. Ps, denoted ~s(~b) where ~ is either an atom or an 
assumption, is defined inductively as: ~ees(~) is the smallest set satisfying, for any 
clause ~b ~-- g,~EPs, i fPsUnot (Ps )  F-d 3, for all ~E~, then /~C ~es(~b), and induc- 
tively, ~s(~)  c ~s(¢b) for each cEg, and ~ps(nOt z) C_ ~s(qS), for each notzE/L 
Example 6.2. Let P = {a ~-- notb;a ~ ~-- not c;not b ~-- b~;b ~ ~-- notd}. With S = 0, 
we have ~s(_ l_)= {notb, notc, notd}. 
It is easy to see that both Re and Hp are monotonic. Thus, the operator Re is 
monotonic and the semantics based on its least fixpoint is well-defined. It can be 
shown that the operator Rp is also sound w.r.t..Mp. Thus, the semantics i consistent for 
noncontradictory programs. In addition, it can be verified that computing this semantics 
is bounded by O(n 2). 
7 Note that he derivation relation ~-d, and the program reduction (Definition 4.4) can be used directly for 
extended programs with assumption-deriving clauses. 
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7. Other related work 
The semantics based on the notion of contradiction removal (e.g., CRS in [25] 
and CRSX in [27]) employ a method to identify some minimal sets of base assump- 
tions. First, there are noncontradictory programs that are considered not revisable un- 
der CRSX, and thus their semantics are not defined in it. Second, minimal revision 
in CRSX is defined w.r.t, base assumptions. E.g., with P = {_1_ ~ a;a +-- notb;b *-- 
not c; e ~ not d}, while the unique CRSX model makes everything undefined (by re- 
moving not d), the grounded semantics only "removes" not b, and as the result we still 
have not d and believe in c. 
A number of attack relations have been studied in [4], but no skeptical semantics 
is studied. It would be interesting to investigate how the interactions of these attack 
relations may be thought of as belief revision. 
8. Final remarks 
One of the main contributions of this paper is a reformulation of Dung's grounded 
semantics, which yields two results: (i) the notion of acceptability has a compelling 
interpretation i terms of belief revision, and (ii) there is a tractable grounded seman- 
tics, called the common grounded semantics. These results lead to a general iterative 
framework for nonmontonic belief revision, where a semantics is characterized by an 
assumption generation function and a belief revision function. We have shown some 
specific examples of applying this framework to obtain other tractable semantics. 
In particular, we have shown that, due to different reasons, the grounded semantics 
of Dung, as well as the well-founded semantics for extended programs proposed by 
Alferes et al., are intractable. However, the common grounded semantics is a common 
subset of both of these semantics. It thus can be considered as a tractable approximation 
to these semantics. 
Although in this paper we have focused on skeptical semantics, we note that each 
acceptability operator can be used to specify a credulous emantics by considering its 
maximal fixpoints (cf. [9]). 
Our framework for iterative belief revision relies on the assumption that the function 
• p is continuous and hence computable by finite approximations. The question remains 
open as how to deal with nonground programs with an infinite domain of assumptions. 
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