Abstract-An adaptive and reliable transmission scheduling algorithm for wireless sensor networks based on the low-cost estimation of channel states is proposed to jointly optimize the superframe length and reliability. We establish a hierarchical scheduling framework, which includes a global centralized timeslot scheduling (GCTS) and a local distributed channel scheduling (LDCS). On one hand, GCTS aims to guarantee the global optimality of timeslot allocation, during which a mathematical reliability model is built to avoid the resource waste and to improve the transmission reliability. On the other hand, LDCS allocates channel resource according to actual electromagnetism environment. During LDCS, the channel model is established by the dynamic programming method and takes both probing cost and channel quality into consideration, which alleviates the uncertain and time-varying interference and overcomes the blindness of traditional methods. In contrast with previous works that do not consider link reliability and channel probing cost and often assume two channel states, our scheduling algorithm performs reliably for arbitrary number of channels and arbitrary number of channel states. Extensive simulations under a variety of network environments have been conducted to validate our theoretical claims.
I. INTRODUCTION
The need for reduced cabling, which leads to both the possibility of faster setup times for equipment and the possibility of communication in areas too harsh for using cables, and the added mobility have triggered research on the use of wireless communication in industrial systems like production systems including robots, control loops, and other automation applications [1] . Even Wireless Sensor Networks (WSNs) add a lot of benefits to the context of industrial communication, they also suffer from a number of disadvantages, such as high error probability. Lost or delayed data may cause industrial applications to malfunction.
The transmission scheduling in the context of Time Division Multiple Access (TDMA) can achieve robust and collision-free communications [2] . Time is slotted into intervals of equal length in TDMA Medium Access Control (MAC) protocols, which is called timeslots. The duration of one timeslot is equal to the time required to transmit a packet and return an ACKnowledgement (ACK). A collection of timeslots that repeat cyclically are grouped into superframes. The radio spectrum is divided into channels with small frequency bands, which can realize parallel transmissions and enhance network throughput. Related works have been studied in [3] [4] [5] [6] . Although these TDMA scheduling approaches can find minimum length schedule, minimum energy schedules or fairness-based schedule, they do not account for reliability. However, reliability in WSNs is particularly significant. The reliability expresses the probability of a successful packet delivery from a source node to the destination node [7] . On each wireless link, the Packet Loss Rate (PER) of 10%-30% are common [8] , which significantly decrease the end-to-end reliability. An example in [7] shown that assuming 10% PER and 3 transmission attempts on each link, 99% of packets are received over one hop. After 10 hops, the success probability is only 76%. Previous works in [9] [10] [11] conclude that hop-by-hop retransmission is very important for achieving end-to-end reliability.
Furthermore, in order to communicate more reliably and efficiently, the knowledge of Channel-State Information (CSI) is required to estimate and model the channels. It is very likely that a network can perform better if more information is available and effectively utilized. A straightforward method to obtain all the channel states is to probe all channels in the network. The challenge in exploiting multiple channels is that each node will likely have only limited information about the instantaneous transmission quality of the individual channels. This problem can be overcome by sending control packets on all channels and informing the quality of channel by the receivers [12, 13] . However, this probing process will incur overhead, consume more energy, waste more communication resources, and prevent neighboring sensors from simultaneously utilizing channels. Thus, each probe process is associated with a probing cost. However, channel probing must be done efficiently to realize trade-off between obtaining useful channel information and consuming communication resources (timeslots and channels). Related works have been studied in [14] [15] [16] . In [17] , the combination of timeslot scheduling and channel scheduling is studies for WirelessHART network. However, the method in [17] is 978-1-4673-2237-9/12/$31.00 ©2012 IEEE Proceeding of the IEEE International Conference on Information and Automation Shenyang, China, June 2012 static and does not take the actual wireless environment into consideration. This paper proposes a framework including both Global Centralized Timeslot Scheduling (GCTS) and Local Distributed Channel Scheduling (LDCS), which could support reliable communication to an application. The commonality and differences between our work and previous works are highlighted below within the context of our main contributions:
First, we propose a joint strategy of centralized timeslot scheduling and distributed channel scheduling, which is the first attempt to the best of our knowledge. The reliability are considered in the scheduling, while study in [16, 17] does not. However, the requirement of reliability is required in many applications due to the brittle wireless medium.
Second, we do not restrict the number of channels to be finite as in [14] . Meanwhile, our method of channel modeling doesn't need much resource to calculate it and is simpler than [15] . We probe channels before transmissions and associate each probe process with a well defined probing cost that is more accurate. The probing cost shall be updated on line.
The remainder of this paper is organized as follows: The network model and interference model are described in Section 2. The adaptive and reliable transmission scheduling with low-cost estimation of channel states for WSNs is specified in Section 3. We present the numerical results in Section 4 and conclude the paper in Section 5.
II. SYSTEM MODELS AND ASSUMPTIONS
We model the network as a directed graph G= (V, E). V is the set of network nodes, which includes one centralized control node V 0 called Network Manager (NM), and N normal nodes V i (i = 1, 2, ...N ). E = (e 1 , e 2 , ...e M ) is the set of directed links. We assume that if node i can receive data from node j, they establish a link (i, j).
Due to the broadcast nature of wireless links, a link may interfere with other links when they transmit on the same channel. We use an interference model to define which set of links can be active simultaneously without interfering. Because the physical interference model is less restrictive and entails more capacity than the pair-wise interference model, we introduce the physical interference model in this paper [18] . In the physical interference model, successful transmission over a link (i, j) depends on the Signal-toInterference-Noise-Ratio (SINR) at node j. Given P ij be the transmission power of node i, G ij be the channel gain between node i and node j, and η j be the thermal noise at node j, the SINR at node j in the presence of other transmissions is:
In (1) We assume that all nodes are synchronized and have same transmission range R. Every node can transmit data by using Q channels in set Ω = {1, 2, . . . , Q}. If node i communicates with node i, they must have same channels, i.e., Ω i ∩Ω j = ∅, where Ω i denotes the set of usable channels by node i.
III. ADAPTIVE AND RELIABLE TRANSMISSION SCHEDULING WITH LOW-COST ESTIMATION OF CHANNEL

STATES
The Adaptive and Reliable transmission Scheduling with low-cost estimation of Channel states (ARSC) is executed by two-steps: GCTS and LDCS.
A. Global Centralized Timeslot Scheduling (GCTS)
We utilize Integer Linear Programming (ILP) to formulate the timeslot scheduling problem. Initially, we develop a set of necessary and sufficient conditions that ensure all links can be scheduled conflict-freely with minimum superframe length; then, we extend the conflict-free timeslot scheduling to account for the reliability.
Firstly, decision variables x ijt and y t are defined as follows.
x ijt is used to indicate whether timeslot t has been allocated to link (i, j) and y t is used to indicate whether timeslot t has been allocated. From the definitions of x ijt and y t , we can conclude that x ijt ≤ y t .
Secondly, the ILP formulation of the conflict-free timeslot scheduling is stated as follows.
ILP 1: conflict-free timeslot scheduling problem
subject to:
Objective (2) is to minimize the superframe length over M timeslots (M is the total number of links in the network, which is the maximum number of timeslots for communication). Constraint (3) ensures that two adjacent links that shares a common node must be assigned different timeslots and one node can not transmit and receive simultaneously. Constraint (4) is to represent the timeslot status. Constraint (5) is the transformation of SINR requirement in equation (1) . Φ is a big integer number and is chosen to reduce the number of judgments. If link (i, i) is active in timeslot t, (5) is equal to (1); however, if link (i, i) is inactive in timeslot t, (5) shall not be satisfied and the judgment stops. Constraints (6) and (7) are the definitions of x ijt and y t .
Then, based on ILP 1, we will take account to the endto-end reliability. The end-to-end reliability can be satisfied by MAC retransmissions [7] . However, more retransmissions cause larger delay and energy consumption. Therefore, the number of retransmissions should be optimized. We consider the situation that node i returns an ACK after correctly receiving a packet from node j in a timeslot, and node j will stop transmitting the packet after receiving ACK. We assume that ACK will not be lost. Let r be the end-to-end reliability and r k be the reliability on kth hop (k = 1, 2 . . . , h). The end-to-end reliability r on a path consisting of h hops can be represented as
Let A(k) and T k respectively denote the number of transmission attempts and the average number of retransmissions needed on kth hop. Based on A(k), T k can be calculated as:
Supposing the per-hop reliability is equal and per-hop packet loss rate p is constant, that is r k = r 1/h (k=1, 2, . . . , h). Therefore, A(k) is also a constant, which can be simply denoted as A . r k can be represented as
and A is log p (1 − r 1/h ). Replacing r l in (9) with (10), equation (9) shall be rewritten as
We add a reliability constraint to ILP 1 to guarantee the end-to-end reliability. The timeslot scheduling considering the reliability is denoted as ILP 2 and is exactly same as ILP 1, except for adding a reliability constraint. ILP 2 is formulated as follows and the reliability constraint is shown in (12) .
ILP 2:
y t subject to:
In (12), T max is the limitation for transmission attempts.
In order to find a simple method to solve ILP 2, we introduce a timeslot allocation table Ar to obtain a much simpler parameterized formulation denoted as ILP-2(t, Ar). In Ar, each entry a ij corresponds to a link and its value records how many timeslots have been allocated to link (i, j).
ILP-2(t, Ar):
Constraint (12) in ILP 2;
It is well known that timeslot scheduling is NP-hard and solving its ILP may take long time especially for large networks. As pointed out in [4] , a state-of-art solver (CPLEX 7.0) could solve the timeslot scheduling with no more than 10 nodes to optimality. Thus, we need to design a polynomial time heuristic algorithm to approach the optimal solution regardless of the network scale. By relaxing the integer variable x ijt to [0, 1], we can obtain the corresponding LPRelaxation (LPR) formulation. We use the solution of LPR as a guideline to schedule the timeslots. Process is repeated until no more timeslots can be scheduled. We define a new variable Y ijt as
As an entry, Y ijt is used to fill with a scheduling table Y. Y is indexed by 3-tuples (i, j, t), in which i and j are used to denote link (i, j) and t is used to denote the correspondent timeslot. The relaxed formulation of the timeslot scheduling problem is respresented as LP(Y).
LP (Y):
Based on LP (Y), a LP-relaxation Heuristic Algorithm (LPHA) can be executed through five steps.
Step 1: initialization
Step 2 Step 3: examining optimality in decreasing order of X ijt Let (i, j, t) be the first to be selected in the solution, do
Step 4: check reliability
Step 5: loop from Step 2 The heuristic algorithm LPHA is a polynomial time algorithm. The second step solves the LP(Y) with the number of variables and constraints bounded by O(M 2 ). The running time is O(M 2 ) in the third step. And, this heuristic algorithm has O(M 2 ) iterations. Hence, the total running time is bounded by O(M 4 ). After receiving the dissemination of the timeslot scheduling result from V 0 , each node extracts its sub-schedule and records it. In an allocated timeslot, every node should choose one channel for each transmission, which is called channel scheduling. The detailed channel scheduling is described in next subsection.
B. Local Distributed Channel Scheduling (LDCS)
In order to overcome interference and enhance reliability, every node needs to probe channels and obtains the quality information of channels before transmissions. Obviously, the probing process will waste time and will bring more collisions to neighbor nodes using the same channels. In this paper, we take the probing cost into consideration.
We assume that all channel states vary independently and identically from timeslot to timeslot and from node to node. Let Π be the set of time-variant strategies of probing channels. Let π be one of the time-variant strategies in Π, which probes channels in the order of π (1), . . . , π(τ − 1), and then transmits over channel π(τ ). Let c(k) denote the probing cost of probing channel π(k) and c π denote the overall probing cost that probes all channels under strategy π. Then, the overall probing cost c π is calculated by:
Because the number of channels is finite in networks, the optimal strategy π * must exists. We set c π = 0, if τ = 1 . Meanwhile, since the longest probing process is done through all channels and chooses one for transmission, we can derive
where |Ω| is the cardinality of channel set Ω.
We model the probing cost as a function of probing time and probing collisions. The probing time under strategy π is (τ − 1)T , where T is a constant that represents the time percentage of one timeslot used for probing one channel. T should satisfy that T < Duration of one timeslot/ |Ω| . Denote T s as the duration of one timeslot, the probing time of one channel should satisfy that T < T s / |Ω|.
The probing collisions are figured up based on the idea of the load-based model [18] . We assume that the final superframe length calculated in the above subsection is M . Node i records the number of packets transmitted and received at channel π(k), noted as U ik every M timeslots (k = 1, 2 . . . , |Ω|). Denote S i as the set of neighbor nodes of node i. Then, the total number of packets transmitted and received at channel π(k) by node i is
where U total denote the total number of packets transmitted and received at channel π(k) by node i and all its neighbor nodes in S i . The average number of packets U total transmitted and received at channel π(k) by node i in one timeslot is
Furthermore, the collision strengths are different between node i and its neighbor nodes due to the different distances. In order to model the collisions more accurately, we introduce d
−α ij
as a weight value. The meaning of d
is same as that of in Section 2. The average weighted number of packets transmitted and received at channel π(k) is further represented as (19) .
Because longer probing time and stronger collisions will result in larger probing cost, we define that the probing cost for probing channel π(k) by node i is proportional to the probing time and collisions. Therefore, the probing cost for probing channel π(k) by node i can be calculated as
Before finding the optimal channel scheduling strategy, we define three strategies. (a) Probing policy: at each step, the sender S has a set of un-probed channels C ⊆ Ω that would be Ω at the beginning of the super-frame, and has determined the transmission success rate of the probed channels. It continues probing channels in set C and decides the probing order. (b) Selection policy: choosing the best probed channel in set Ω − C for transmission. (c) Backup policy: using an un-probed channel in set C for transmission.
During the channel scheduling, we aim to achieve the following objective:
In (21), J π is the network utility under strategy π, which is defined as the difference between the transmission success rate r π(τ ) by using channel π(τ ) and the overall probing cost c π under strategy π. J * is the maximum network utility. {r k } k∈Ω are independent random variables.
Let r max denote the maximum value of transmission success rate among probed channels in (Ω − C) and 0 ≤ r max ≤ 1. Probing (k) denotes the action that the sender probes channel k for k ∈ C; Selection (r max ) denotes the action that the sender utilizes the best channel in (Ω − C) for transmission; Backup (k) denotes the action that the sender utilizes the un-probed channel k for transmission, k ∈ C; π(r max , C) denotes the action taken by strategy π when the channel state is (r max , C).
We use the dynamic programming [20] to represent the decision process of (21), which is shown in (22). In (22), c(k) is the probing cost of probing channel π(k); C ⊆ Ω is the set of un-probed channels. The first one on the right side of (22) represents the network utility of probing the best channel in C; the second one represents the network utility of using the best channel in (Ω − C); and the last one represents the expected network utility of using the best channel in C for transmission. Meanwhile, it is easy to proof that V (•, C) and V (r max , •) are non-decreasing functions.
From (22), we know that the channel scheduling can be decided according to the network utilities. If we choose Probing (k), it means that the network utility of Probing (k) is the largest. This situation can be formulated as:
Analyzing (22) and referring to [16] , we can deduce the following lemmas.
Lemma 1 [16] . Consider any state (r max , C). If V (r max , C)= r max , then V ( r max , C) = r max for all r max ≥ r max .
Lemma 2 [16] .
Then, the optimal strategy π * can be formulated as
Next we will analyze the case that C has only one element k and then extend the conclusion to the case that C has more than one element.
If C = k, the two bound values in (23) can be written as follows.
Meanwhile, when C = k, the network utilities under three strategies are
where function f (x) indicates the network utility when adopting strategy x.
Supposing that r k is uniformly distributed in [0,1] and c(k) takes the values of 1/18, 1/8, and 1/4, we can obtain the network utilities as (27).
Equation (27) is visualized in Fig.1 . From Fig.1, if c( 
strategy is optimal; Thus, we can choose Selection(r max ) for simplicity; if the probing cost is greater than 1/8, the strategy of Probing (k) is never be selected. Otherwise, if c(k) > 1/8, b k < a k and we can choose strategies according to (24). In conclusion, the probing cost c(k) determines the optimal strategy of channel scheduling.
To the case that C has more than one element, we calculate the values of a i , b i (i ∈ C), and probing cost, and choose the optimal strategy according to the conclusion of Figure 1 and (24). A Policy-based Channel Scheduling algorithm (PCS) is proposed to find optimal strategies.
The PCS is executed by the following rules.
Step 1: searching k * as (28).
Step 2: replacing C with C − k * and repeating first step, with l denoting the result of this step. The strategy π * (r max , C) is defined as follows for state (r max , C):
IV. PERFORMANCE EVALUATION
The performances of the ARSC algorithm are evaluated by simulation and physical experiment. We utilize OPNET10.0 and MATLAB 7.5 to solve the ARSC algorithm and the optimal strategy. Furthermore, the physical experiment platform is established in a factory and the ARSC algorithm is applied in real environment.
A. Reliability Analysis
T k in (11) is analyzed in cases of different end-to-end reliability r, packet loss rate p, and path hops h. The variation of T k is shown in Fig.2 . Fig.2(b) depicted the influence on T k because of the changeable values of h and p with the increasing r. The value of T k varies more greatly with R than in Fig.2(a) . The fluctuation range is from 1.28469 to 3.01299 and the value of T k converges to 3 finally. Fig.2(c) depicted the influence on T k because of the changeable value of h and r with the increasing p. The fluctuation of T k is stable when p > 0.4 and the fluctuation range is from 2.749183 to 3.01415. Fig.2 demonstrates that the reliability model in (11) is robust to the variation of end-to-end reliability, packet loss rate, and path hops. The number of retransmissions could be 2 and 3 timeslots, and 3 in most of situations.
B. Simulation Results
We evaluate the ARSC algorithm from three aspects: total number of timeslots in a superframe, satisfaction degree of reliability, and network throughput. The total number of timeslots in a superframe is the number of timeslots that can guarantee all links to communication without interference. The satisfaction degree of reliability s r is defined as s r = N umber of allocated timeslots N umber of timeslots f or guaranteing reliability .
The network throughput N (T r) is defined as the average traffic per timeslot, which is represented as
where c is the electromagnetic propagation velocity, whose value is 3 × 10 8 m/s. Since c is a constant, we can simply use ((
y t ) to represent the network throughput. We utilize MATLAB 7.5 to find the optimal solution for ILP 2(t, Ar) and utilize OPNET 10.0 to solve the heuristic algorithm ARSC: joint LPHA and PCS. The simulation parameters of OPNET 10.0 are listed in Table I . The simulation results are shown in Table II . The number of timeslots in a superframe and the network throughput obtained by the optimal strategy and the heuristic algorithm ARSC are shown in Fig.3 and Fig.4 , respectively.
The following conclusions can be got by analyzing the simulation results. (1) LPHA is close to optimal strategy when the network scale is smaller than 5 nodes. When the network has 10 nodes, the timeslot number of the heuristic algorithm is 1.2 times than that of the optimal strategy. When the network scale is big than 10, the variable of both algorithms grow rapidly, and even the CPLEX 7.0 can not find an optimal solution in 10 hours.
(2) Because the optimal algorithm can not be found when the number of nodes is bigger than 10 in 10 hours, we can only obtain some values of network throughput when the network scale is small. However, the heuristic algorithm can be performed in a large network. From Figure 5 , the network throughput of our heuristic algorithm is more than 85% of the optimal strategy when the number of nodes is smaller than 5. And the network throughput of our heuristic algorithm increases near linearly when the network has more than 5 nodes.
(3) For small network, e.g., 6 nodes, the reliability can be satisfied in most of applications. However, when the network scale is bigger than 10 nodes, the number of timeslots grows rapidly. In order to satisfy the deadline, the reliability is sacrificed and the value of S r is small. Trade-off between timeliness and reliability should be considered in future work.
In Fig.5 , ARSC algorithm is compared with the nonadaptive algorithm. Two interference nodes are placed near the simulated network and randomly transmits data on IEEE STD 802.15.4 channels. In Fig.5 , the transmisson success rate of ARSC algorithm is higher because of the adaptive channel 
V. CONCLUSION AND FUTURE WORK
In this paper, we proposed an adaptive and reliable transmission scheduling algorithm with low-cost estimation of channel states for multi-channel WSNs. Our algorithm aims at maximizing the network throughput. In particular, our scheme effectively addressed the problem of end-toend reliability. We modeled the reliability and the channel probing process more accurately, and proposed a combination scheduling algorithm of global centralized timeslot scheduling and local distributed channel scheduling. Through simulation and experiment, we showed that the proposed algorithm is effective and significantly gets closer to the optimal strategy.
There are still a number of challenging questions for future research. First, we considered the reliability in average retransmission number sense. However, statistic or maximum number of retransmissions should be considered rather than the average number of retransmissions for strict QoS. The second question is how to probing the channel effectively. Previous work overcomes this problem by sending control packets on all channels and informing the quality of channel by the receivers. However, this probing process will incur overhead, consume more energy, waste more communication resources, and prevent neighboring nodes from simultaneously utilizing the channel.
