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PARABOLIC EQUATIONS WITH DYNAMIC BOUNDARY CONDITIONS
AND DRIFT TERMS
A. KHOUTAIBI, L. MANIAR, D. MUGNOLO, A. RHANDI
Abstract. The aim of this paper is to study the wellposedness and L2-regularity, firstly for a
linear heat equation with dynamic boundary conditions by using the approach of sesquilinear
forms, and secondly for its backward adjoint equation using the Galerkin approximation and
the extension semigroup to a negative Sobolev space.
1. Introduction
In this paper, we consider the wellposedness of the heat equation with dynamic boundary
conditions and drift terms in the interior and in the boundary
∂ty − d∆y +B(x).∇y + c(x)y = f in ΩT
∂tyΓ − δ∆ΓyΓ + d∂νy + b(x).∇ΓyΓ + ℓ(x)yΓ = g on ΓT ,
y|Γ(t, x) = yΓ(t, x) on ΓT ,
y(0, ·) = y0 in Ω,
y|Γ(0, ·) = y0,Γ on Γ,
(1.1)
where Ω is a bounded domain of RN , with smooth boundary Γ = ∂Ω of class C2, N ≥ 2.
Further, y|Γ denotes the trace of a function y : Ω → R, ν(x) is the outer unit normal field
to Ω in x ∈ Γ, ∂νy := (ν.∇y)|Γ, d, δ are positive real numbers, c ∈ L∞(Ω), ℓ ∈ L∞(Γ),
B ∈ L∞(Ω)N and b ∈ L∞(Γ)N . Further, we denote by ΩT := (0, T ) × Ω, ΓT := (0, T ) × ∂Ω,
for T > 0, and by yΓ the trace on Γ of a function y : Ω → R. Finally, ∆ is the Laplace
operator, ∆Γ is the Laplace-Beltrami operator on the Riemannian sub manifold Γ, ∇Γ is the
tangential gradient on the Riemannian sub manifold Γ, y0 ∈ L2(Ω), y0,Γ ∈ L2(Γ) are the
initial states, and the inhomogeneous terms f and g are respectively in L2((0, T ) × Ω) and
L2((0, T ) × Γ). We emphasize that y0,Γ is not necessarily the trace of y0. Recall that the
boundary Γ of the open set Ω ⊂ RN can be viewed as a Riemannian manifold endowed with
the natural metric inherited from RN , given in local coordinates by
√
detGdy1...dyN−1, where
G = (gij) denotes the metric tensor. Putting (g
ij) = (gij)
−1, the so called Laplace-Beltrami
operator ∆Γ is given in local coordinates g by
∆Γu =
1√
detG
N−1∑
i,j=1
∂
∂yi
(√
detGgij
∂u
∂yj
)
.
We recall also the surface divergence theorem∫
Γ
∆Γu v dσ = −
∫
Γ
〈∇Γu,∇Γv〉Γ dσ, (u, v) ∈ H2(Γ)×H1(Γ), (1.2)
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where 〈∇Γ·,∇Γ·〉Γ is the Riemannian inner product of tangential vectors, and σ is the (N−1)-
dimensional Lebesgue surface measure on Γ. The Laplace-Beltrami operator with domain
H2(Γ) is self-adjoint and dissipative on L2(Γ), and it thus generates an analytic C0-semigroup
on L2(Γ). Hence, ‖y‖L2(Γ) + ‖∆Γy‖L2(Γ) defines an equivalent norm on H2(Γ). Moreover,
‖y‖L2(Γ) + ‖∇Γy‖L2(Γ) gives an equivalent norm on H1(Γ). We refer to [14, Chapter 2] or
[26, Sections 2.4 and 5.1] for more details.
Problem (1.1) is extensively studied in the literature in several works, see [4, 8, 9, 10, 15,
18, 19, 20, 24, 28], without drift terms, i.e. B = 0 and b = 0. In [21], the authors have
considered the case of an interior drift (i.e., B 6= 0, b = 0), but without Laplace-Beltrami
operator term (i.e., δ = 0). We show first that the homogeneous equation generates an
analytic C0-semigroup, using additive perturbation results for analytic C0-semigroups. The
wellposedness and regularity of inhomogeneous equation (1.1) will be deduced using analytic
C0-semigroups results again. This is a standard approach but for the sake of completeness,
we will give all details.
For a control aim, it is also very interesting to study the wellposedness of the inhomogeneous
backward adjoint equation associated to (1.1)

∂tψ + d∆ψ − c(x)ψ + div(ψB(x)) = f in ΩT ,
∂tψΓ + δ∆ΓψΓ − d∂νψ − ψB.ν − ℓ(x)ψΓ + divΓ(ψΓb(x)) = g on ΓT ,
ψ|Γ(t, x) = ψΓ(t, x) on ΓT ,
ψ(T, ·) = ψT ∈ L2(Ω) in Ω,
ψΓ(T, ·) = ψT,Γ ∈ L2(Γ) on Γ
(1.3)
for every f ∈ L2(0, T ; (H1(Ω))′) and g ∈ L2(0, T ;H−1(Γ)) and a given final data ψT =
(ψT , ψT,Γ) ∈ L2.
In the case where B = b = 0, the above adjoint equation is similar to the initial-value
dynamic boundary equation (1.1), and its wellposedness can be deduced easily, see [17]. The
case of regular coefficients B and b can be reduced to a system like equation (1.1). But,
in control systems, these coefficients are only L∞, and hence the terms div(ψB(x)) and
divΓ(ψΓb(x)) have only a distributional sense, see for instance [13, 12, 7] for the case of heat
and Navier-Stokes equations with static boundary conditions (Dirichlet, Neumann and Robin
boundary conditions). Here, we consider the dynamic boundary conditions which is different
and deserves much more attention. To study the wellposedness of this adjoint equation
and the regularity of its solutions, we need to introduce first some extrapolation spaces (or
negative Sobolev spaces), in order to give a sense to the above two terms. After showing some
intermediate results, we can use results on the extrapolated semigroups to the dual space of
the domain of a sesquilinear form to achieve this aim, which is the main novelty of this paper.
2
2. Study of The initial-value Dynamic boundary equation
In this section we study the wellposedness and regularity properties of solutions of the
inhomogeneous linear system
∂ty − d∆y +B(x).∇y + c(x)y = f in ΩT ,
∂tyΓ − δ∆ΓyΓ + d∂νy + b(x).∇ΓyΓ + ℓ(x)yΓ = g on ΓT ,
y|Γ(t, x) = yΓ(t, x) on ΓT ,
y(0, ·) = y0 in Ω, yΓ(0, ·) = y0,Γ on Γ.
(2.1)
In the sequel, we will need the functions spaces : The real Hilbert spaces (and tacitly their
complexifications if necessary) L2 := L2(Ω)× L2(Γ) with the scalar product given by
〈U, V 〉
L2
= 〈u, v〉L2(Ω) + 〈uΓ, vΓ〉L2(Γ) , U = (u, uΓ), V = (v, vΓ) ∈ L2,
and for k ∈ N∗, Hk := {(u, uΓ) ∈ Hk(Ω)×Hk(Γ) : u|Γ = uΓ} endowed with the scalar product
〈U, V 〉
Hk
= 〈u, v〉Hk(Ω) + 〈uΓ, vΓ〉Hk(Γ) .
We recall that Hk is densely embedded into L2. We need also the time space
E1 := {f ∈ L2(0, T ;H2) : f ′ ∈ L2(0, T ;L2)}.
Equipped with the scalar product
〈f, g〉 =
∫ T
0
〈f(t), g(t)〉
H2
dt+
∫ T
0
〈
f ′(t), g′(t)
〉
L2
dt,
E1 is a Hilbert space which is densely and compactly embedded into L
2(0, T ;L2). Moreover,
it is known that E1 →֒ C([0, T ];H1), see [17, Proposition 2.2].
The wellposedness of (2.1) will be done by writing it as an initial value Cauchy problem in
the space L2. To do this, we introduce the operators
A0 =
(
d∆ 0
−d∂ν δ∆Γ
)
, D(A0) = H2
B =
(−B(·).∇− c(·)IdL2(Ω) 0
0 −b(·).∇Γ − ℓ(·)IdL2(Γ)
)
, D(B) = H1.
A = A0 + B, D(A) = H2.
Hence, (2.1) can be written as the initial value Cauchy problem{
Y ′(t) = AY (t) + F (t), t ∈ (0, T )
Y (0) = Y0 ∈ L2,
(2.2)
where we set
Y (t) :=
(
y(t, ·)
yΓ(t, ·)
)
, Y0 :=
(
y0
y0,Γ
)
, F (t) =
(
f(t, ·)
g(t, ·)
)
. (2.3)
In [17, Proposition 2.1], (see also [20]), the authors showed that the operator A0 generates an
analytic C0-semigroup on L
2. Here we are going to prove that A also generates an analytic
C0-semigroup on L
2. To this purpose, we state the following lemma.
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Lemma 2.1. Consider the sesquilinear form a on L2 defined by
a(U, V ) = d
∫
Ω
∇u.∇vdx+ δ
∫
Γ
〈∇ΓuΓ,∇ΓvΓ〉Γ dσ +
∫
Ω
uvdx+
∫
Γ
uΓvΓdσ
for U = (u, uΓ) and V = (v, vΓ) in D(a) = H1. Then
(1) a is densely defined, closed, symmetric, positive and continuous.
(2) IdL2 −A0 is the operator associated with a.
(3) The operator B is continuous from H1 to L2.
Proof. The first and the second assertions were proved in [17, Proposition 2.1]. For the third
assertion, we have
‖BU‖2
L2
= ‖B.∇u+ c.u‖2L2(Ω) + ‖b.∇ΓuΓ + ℓ.uΓ‖2L2(Γ)
≤ 2
(
‖B.∇u‖2L2(Ω) + ‖c.u‖2L2(Ω) + ‖b.∇ΓuΓ‖2L2(Γ) + ‖ℓ.uΓ‖2L2(Γ)
)
≤ C‖U‖2
H1
,
where C = 2max(‖B‖∞, ‖b‖∞), ‖c‖∞, ‖ℓ‖∞), for U = (u, uΓ) ∈ H1. Thus, B ∈ L(H1,L2). 
We have now the following generation result.
Proposition 2.2. (a) The operator A0 generates a cosine operator with associated phase
space H1 × L2.
(b) The operator A with domain D(A) = H2 generates a cosine operator function with
associated phase space H1 × L2, hence also an analytic C0-semigroup of angle π/2 on L2.
Proof. The first assertion was proved in [20, Theorem 2.3]. For the second assertion, we have
A = A0 + B. Since by Lemma 2.1 B is bounded from H1 to L2, the claim follows again by
Lemma 5.3 of [21]. 
We equip the space H2 with the scalar product and its associated norm
〈U, V 〉A = 〈U, V 〉L2 + 〈AU,AV 〉L2 , ‖U‖A =
(‖U‖2
L2
+ ‖AU‖2
L2
)1/2
,
which is exactly the graph norm of the operator A. We recall that X1 := (H2, 〈·, ·〉A) is a
Hilbert space embedded densely and continuously in L2.
We have the following results.
Proposition 2.3. (i) The graph norms ‖ · ‖A and ‖ · ‖A0 of operators A and A0 are
equivalent on H2.
(ii) (L2,X1)1/2,2 = H
1.
Proof. To prove the first assertion, we setM = max
(
d−1‖B‖∞, δ−1‖b‖∞
)
andm = max (‖c‖∞, ‖ℓ‖∞).
Therefore, by Young’s inequality, one has
‖B(h1, h2)‖2L2 = ‖B(x).∇h1 + c(x)h1‖2L2(Ω) + ‖b(x).∇Γh2 + ℓ(x)h2‖2L2(Γ)
≤ 2
(
‖B(x).∇h1‖2L2(Ω) + ‖c(x)h1‖2L2(Ω) + ‖b(x).∇Γh2‖2L2(Γ) + ‖ℓ(x)h2‖2L2(Γ)
)
≤ 2Md‖∇h1‖2L2(Ω)N + 2M.δ‖∇Γh2‖2L2(Γ)N +m
(
‖h1‖2L2(Ω) + ‖h2‖2L2(Γ)
)
≤ 2M 〈−d∆h1, h1〉L2(Ω) + 2M〈d(∂νh1)|Γ − δ∆Γh2, h2〉L2(Γ) +m(‖h1‖2L2(Ω) + ‖h2‖2L2(Γ))
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≤M‖d∆h1‖2L2(Ω) +M‖d(∂νh1)|Γ − δ∆Γh2‖2L2(Γ) + (M +m)
(
‖h1‖2L2(Ω) + ‖h2‖2L2(Γ)
)
≤ (M +m) (‖A0(h1, h2)‖2L2 + ‖(h1, h2)‖2L2)
for every (h1, h2) ∈ H1. Furthermore,
‖(h1, h2)‖2A =‖A(h1, h2)‖2L2 + ‖(h1, h2)‖2L2
= ‖A0(h1, h2) + B(h1, h2)‖2L2 + ‖(h1, h2)‖2L2
≤ 2 (‖A0(h1, h2)‖2L2 + ‖B(h1, h2)‖2L2)+ ‖(h1, h2)‖2L2
≤ 2(m+M + 1) (‖A0(h1, h2)‖2L2 + ‖(h1, h2)‖2L2) .
Since both (H2, ‖ · ‖A) and (H2, ‖ · ‖A0) are Banach spaces, it follows from the above estimate
and the open mapping theorem that the norms ‖ · ‖A and ‖ · ‖A0 are equivalent. So, this ends
the proof of Assertion (i). For the assertion (ii), by Assertion (i) and [17, Proposition 2.1],
we have (L2,X1)1/2,2 = (L
2,D(A0))1/2,2 = H1. 
As a direct consequence of the above generation and interpolation results, we obtain the
following wellposedness result of the initial value Cauchy problem (2.2). The proof can be
done similarly as in [17].
Proposition 2.4. Let f ∈ L2(ΩT ) and g ∈ L2(ΓT ). With the notations in (2.3) the following
assertions hold.
(1) If Y0 := (y0, y0,Γ) ∈ L2, then the Cauchy problem (2.2) (and hence System (2.1)) has a
unique mild solution, i.e. a function Y ∈ C([0, T ];L2) given by
Y (t) = S(t)Y0 +
∫ t
0
S(t− s)F (s)ds, t ∈ [0, T ],
where
(
S(t)
)
t≥0
is the semigroup generated by A. Moreover, there exists a constant C > 0
such that
‖Y ‖C([0,T ];L2) ≤ C(‖Y0‖L2 + ‖f‖L2(ΩT ) + ‖g‖L2(ΓT )).
(2) If Y0 ∈ H1, the Cauchy problem (2.2) (and hence System (2.1)) has a unique strong
solution Y , i.e. a function Y ∈ E1 satisfying (2.1) for a.e. t ∈ (0, T ). Moreover, there exists
a constant C > 0 such that
‖Y ‖E1 ≤ C(‖Y0‖H1 + ‖f‖L2(ΩT ) + ‖g‖L2(ΓT )).
Proof. The first assertion follows from the fact that A is the generator of an analytic C0-
semigroup (S(t))t≥0 and hence enjoys maximal L
2-regularity. For the second assertion, since
(L2,D(A))1/2,2 = H1, F ∈ L2(0, T ;L2) and U0 ∈ H1, our claim follows from [5, Theorem 4.3],
see also [24, Theorem 2.5]. 
3. Study of the backward adjoint equation
In this section, we are going to study wellposedness and regularity of solutions to the inho-
mogeneous backward adjoint equation (1.3). To this end, we need to do some preparations.
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3.1. The backward adjoint Cauchy problem. Since A is densely defined and closed, the
adjoint operator A∗ in the Hilbert space L2 exists and is densely defined. In the following
definition, we recall the definition of A∗ and the backward adjoint equation of (1.1).
Definition 3.1. a) The adjoint operator of A is the operator A∗ defined by
A∗ : D(A∗) ⊂ L2 → L2,
D(A∗) = {(u, uΓ) ∈ L2 : ∃c > 0,∀(v, vΓ) ∈ H2, | 〈A(v, vΓ), (u, uΓ)〉 | ≤ c‖(v, vΓ)‖L2},
∀ ((u, uΓ), (v, vΓ)) ∈ D(A∗)×D(A), 〈A∗(u, uΓ), (v, vΓ)〉L2 = 〈(u, uΓ),A(v, vΓ)〉L2 .
b) The backward adjoint problem of (1.1) is the Cauchy value problem{
−Φ′(t) = A∗Φ(t), t ∈ [0, T ],
Φ(T ) = ΦT
(3.1)
for given ΦT = (ϕT , ϕT,Γ) ∈ L2.
It is well known that the family (S(t)∗)t≥0 is an analytic C0-semigroup with generator the
operator A∗. Thus, we have the following wellposedness results for the homogeneous adjoint
backward problem (3.1).
Proposition 3.2. 1. For every ΦT := (ϕT , ϕT,Γ) ∈ L2 (resp. ΦT ∈ D(A∗)), the homo-
geneous backward problem (3.1) has a unique mild solution (resp. classical solution)
Φ ∈ C([0, T ];L2) (resp. Φ ∈ C([0, T ];D(A∗)) ∩ C1([0, T ];L2) given by
Φ(t, ·) = (S(T − t))∗ΦT , t ∈ [0, T ].
2. If ΦT belongs to the real interpolation space (L
2,D(A∗))1/2,2, then (3.1) has a unique
strong solution Φ which belongs to L2(0, T ;D(A∗)) ∩H1(0, T ;L2).
Proof. The assertion 1 is obvious, sinceA∗ is the generator of the adjoint semigroup (S(t)∗)t≥0.
The assertion 2 is a consequence of [5, Theorem 4.3]. 
Now, we prove some embedding results of D(A∗). For this, we need the following lemma.
Lemma 3.3. (1) Consider the sesquilinear form b on the real Hilbert space L2 defined by
b(U, V ) =
∫
Ω
vB.∇udx+
∫
Γ
vΓb.∇ΓuΓdσ +
∫
Ω
c(x)uvdx+
∫
Γ
ℓ(x)uΓvΓdσ
for U = (u, uΓ) and V = (v, vΓ) in D(b) = H1. Then, b is continuous and a-form bounded,
that is {
D(a) ⊂ D(b),
∃α, β ∈ R+,∀U ∈ D(a), |b(U,U)| ≤ αa(U,U) + β‖U‖2L2 .
(3.2)
Moreover, the bound α can be chosen such that α < 1.
(2) Consider the sesquilinear form q on the real Hilbert space L2 defined by
q(U, V ) = d
∫
Ω
∇u.∇vdx+ δ
∫
Γ
〈∇ΓuΓ,∇ΓvΓ〉Γ dσ, D(q) = H1.
Then, the sum c := q + b is continuous and there exist ω > 0 and λ > 0 such that for all
U ∈ H1
c(U,U) + ω‖U‖2
L2
≥ λ‖U‖2
H1
. (3.3)
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Proof. For the first assertion, the continuity of b follows from the the boundedness of B, b,
c and ℓ, and the Cauchy-Schwarz inequality. Setting M1 = max
(
d−1‖B‖∞, δ−1‖b‖∞
)
and
M2 = ‖c‖∞ + ‖ℓ‖∞, by Young’s inequality, we have for every U ∈ H1
|b(U,U)| ≤ dǫM1‖∇u‖2L2(Ω)N + δǫM1‖∇ΓuΓ‖2L2(Γ)N + (
dǫ−1
4
M1 +
δǫ−1
4
M1 +M2)‖U‖L2
≤ α(ǫ)a(U,U) + β‖U‖L2 ,
where α(ǫ) = ǫM1(d + δ) and β = (
dǫ−1
4 M1 +
δǫ−14
M 1
+M2). Since α(ǫ) → 0 as ǫ → 0. For
the assertion (2), let U = (u, uΓ) ∈ H1 and set M := ‖B‖∞ + ‖b‖∞, m := ‖c‖∞ + ‖ℓ‖∞ and
α˜ := min(d, δ). Hence,
c(U,U) = d
∫
Ω
∇u · ∇udx+ δ
∫
Γ
〈∇ΓuΓ,∇uΓ〉Γ dσ
+
∫
Ω
uB.∇udx+
∫
Γ
uΓb.∇ΓuΓ dσ +
∫
Ω
c(x)|u|2 dx+
∫
Γ
ℓ(x)|uΓ|2 dσ
≥ α˜
(∫
Ω
∇u · ∇udx+
∫
Γ
〈∇ΓuΓ,∇ΓuΓ〉Γ dσ
)
−M
∫
Ω
|u||∇u|dx
−M
∫
Γ
|uΓ||∇ΓuΓ|dσ −m
∫
Ω
|u|2 dx−m
∫
Γ
|uΓ|2 dσ.
By the Cauchy-Schwartz inequality, we have for every ǫ > 0
c(U,U) ≥ (α˜−Mǫ)
(∫
Ω
|∇u|2 dx+
∫
Γ
〈∇ΓuΓ,∇ΓuΓ〉Γ dσ
)
− (Mǫ
−1
4
+m)‖U‖2
L2
.
Choosing ǫ such that (α˜ −Mǫ) ≥ α˜
2
and a constant ω > 0 such that ω ≥ α˜
2
+ (M4 ǫ
−1 +m),
we obtain (3.3) with λ = α˜2 . 
We state the following embedding results.
Proposition 3.4. D(A∗) →֒ H1 with dense and continuous embedding.
Proof. By [23, Theorem 1.19], the sesquilinear form t := a+ b+β and its adjoint sesquilinear
form t∗ = a+b∗+β with domain D(t) = D(t∗) = H1 are accretive, closed and continuous. So,
they induce densely defined operators T and T ∗ on L2 such that D(T ) ⊂ H1 and D(T ∗) ⊂ H1
given by
D(T ) = {U ∈ H1 : ∃Z ∈ L2 such that t(U, V ) = 〈Z, V 〉
L2
, ∀V ∈ H1},
T U = Z.
D(T ∗) = {U ∈ H1 : ∃Z ∈ L2 such that t∗(U, V ) = 〈Z, V 〉
L2
, ∀V ∈ H1},
T ∗U = Z.
An integration by parts and (1.2) yield that H2 ⊂ D(T ) and T (y, yΓ) = ((1+β)Id−A)(y, yΓ)
for all (y, yΓ) ∈ H2, i.e., T is an extension of (1 + β)Id − A to D(T ) which implies that
(1 + β)Id − A∗ is an extension of T ∗ to D(A∗). Since both A∗ and T ∗ are generators,
it follows that D(A∗) = D(T ∗). Thus, finally D(A∗) ⊂ H1. Since t∗ is densely defined,
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accretive, continuous and closed, it follows from [23, Lemma 1.25] that D(T ∗) in dense in H1
endowed with the norm
‖U‖t =
(‖U‖2
L2
+ t(U,U)
) 1
2 , U ∈ H1,
as t∗(U,U) = t(U,U). On the other hand, by (3.2), we obtain that for all U ∈ H1,
‖U‖2t ≤ (1 + α)a(U,U) + (1 + 2β)‖U‖2L2
≤ C‖U‖2
H1
,
with C = max(d(1+α), δ(1+α), (1+2β)). Since both (H1, ‖ ·‖H1) and (H1, ‖ ·‖t) are Banach
spaces, it follows from the above estimate and the open mapping theorem that the norms
‖ · ‖H1 and ‖ · ‖t are equivalent and the density of D(T ∗) in (H1, ‖ · ‖H1) follows. For the
continuous embedding, consider the constants ω and λ defined in Lemma 3.3. Therefore, for
every U = (u, uΓ) ∈ D(A∗), one has
t∗(U,U) + ω‖U‖2 = c(U,U) + (β + ω + 1)‖U‖2
L2
≥ c(U,U) + ω‖U‖2
L2
≥ λ‖U‖2
H1
. (3.4)
On the other hand,
t∗(U,U) + ω‖U‖L2 = 〈T ∗U,U〉L2 + ω‖U‖2L2
= 〈(β + 1)U −A∗U,U〉
L2
+ ω‖U‖2
L2
≤ ‖A∗U‖L2‖U‖L2 + (1 + β + ω)‖U‖2L2
≤ (2 + β + ω)‖U‖2A∗ .
Hence, (3.4) yields ‖U‖H1 ≤ C‖U‖A∗ , where C =
√
2 + β + ω
λ
and ‖U‖A∗ denotes the graph
norm of U with respect to A∗. So, the proof is complete. 
Now, let H−1 denote the dual space of H1 with respect to the pivot space L2, that is, the
space of all continuous linear functionals on H1, equipped with the (dual) norm ‖Θ‖H−1 =
sup
‖U‖
H1
≤1
| 〈Θ, U〉
H−1,H1 |. Recall that
(
H
−1, ‖ · ‖H−1
)
is a Hilbert space. In the forthcoming
definition, we define some useful linear forms that will be used to characterize the elements
of H−1.
Definition 3.5. (a) For (θ, θΓ) ∈
(
H1(Ω)
)′ ×H−1(Γ), we denote by [ θθΓ ] the linear form on
H
1 defined by[
θ
θΓ
]
: H1 → R, (v, vΓ) 7→ 〈θ, v〉(H1(Ω))′,H1(Ω) + 〈θΓ, vΓ〉H−1(Γ),H1(Γ) .
(b) For F = (f, g) ∈ L2, we define the linear forms θf , θg,Γ and ΘF respectively on H1(Ω),
H1(Γ) and H1 by
θf : H
1(Ω) −→ R, v 7−→ 〈f, v〉L2(Ω) ,
θg,Γ : H
1(Γ) −→ R, v 7−→ 〈g, vΓ〉L2(Γ) ,
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and ΘF =
[
θf
θg,Γ
]
, i.e.,
〈ΘF , (v, vΓ)〉 = 〈f, v〉L2(Ω) + 〈g, vΓ〉L2(Γ) .
(c) For F ∈ L2(Ω)N and FΓ ∈ L2(Γ)N , we define the extension to the operator divergence
(resp. tangential divergence) as linear form on H1(Ω) (resp. on H1(Γ)) as follows
div(F ) : H1(Ω)→ R, u 7−→ − 〈F,∇u〉L2(Ω)N = −
∫
Ω
F.∇u dx+ 〈F.ν, u|Γ〉H− 12 (Γ),H 12 (Γ) ,
divΓ(FΓ) : H
1(Γ)→ R, u 7−→ − 〈FΓ,∇ΓuΓ〉L2(Γ)N = −
∫
Γ
FΓ.∇ΓuΓ dσ.
(d) For u ∈ H1(Ω), we define the Laplace operator and the canonical generalized conormal
derivative, still denoted ∂νu and ∆u, as the unique elements respectively of H
− 1
2 (Γ) and
(H1(Ω))′ fulfilling
〈∆u, v〉(H1(Ω))′,H1(Ω) +
∫
Ω
∇v.∇udx = 〈∂νu, v|Γ〉H− 12 (Γ),H 12 (Γ) , v ∈ H1(Ω),
and recall that ∂ν : H
1(Ω) → H− 12 (Γ) is linear and coincides with the normal derivative in
the trace sense if u ∈ H2(Ω). We refer to [11, Lemma 5.1.1] for more details.
For these extensions, we have the following properties.
Proposition 3.6. (i) For every (θ, θΓ) ∈
(
H1(Ω)
)′ ×H−1(Γ) one has [ θθΓ ] ∈ H−1 and∥∥[ θ
θΓ
]∥∥
H−1
≤ max(‖θ‖(H1(Ω))′ , ‖θ‖H−1(Γ)). (3.5)
(ii) For any F = (f, g) ∈ L2 the linear forms θf , θΓ,g, ΘF are continuous.
(iii) For any F ∈ L2(Ω)N and any FΓ ∈ L2(Γ)N , div(F ) and divΓ(FΓ) are continuous.
(iv) For any U = (u, uΓ) ∈ H1(Ω)×H1(Γ), the linear forms ∆u and ∆ΓuΓ are continuous.
Proof. For the first assertion, if θ ∈ (H1(Ω))′, for any V = (v, vΓ) ∈ H1, one has
| 〈Θ, V 〉 | ≤ | 〈θ, v〉 |+ | 〈θΓ, vΓ〉 |
≤ ‖θ‖(H(Ω))′‖v‖H1(Ω) + ‖θ‖H−1(Γ)‖vΓ‖H1(Γ)
≤ max(‖θ‖(H1(Ω))′ , ‖θ‖H−1(Γ))‖V ‖H1 ,
and the continuity of Θ =
[
θ
θΓ
]
and the estimate (3.5) follows. For assertion (ii), for any
v ∈ H1(Ω), we have
| 〈θf , v〉 | = | 〈f, v〉L2(Ω) | ≤ ‖f‖L2(Ω)‖v‖L2(Ω) ≤ ‖f‖L2(Ω)‖v‖H1(Ω).
Thus, the boundedness of θf follows. Similarly, one can prove the boundedness of θg,Γ and
ΘF . For assertion (iii), let F ∈ L2(Ω)N . The linearity of div(F ) is obvious and by continuity
of F.ν and the trace we obtain, for all u ∈ H1(Ω),
|〈divF, u〉| ≤
(∫
Ω
‖F‖2
RN
dx
)1/2 (∫
Ω
‖∇u‖2
RN
dx
)1/2
+K‖u|Γ‖H 12 (Γ)
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≤
(
‖F‖L2(Ω)N + K˜
)
‖u‖H1(Ω),
for constants K > 0 and K˜ > 0. So, div(F ) is continuous, and similarly, for FΓ ∈ L2(Γ)N ,
divΓ(FΓ) is a continuous linear form on H
1(Γ). For the last assertion (iv), the continuity
of ∆u follows from the above definition, and by ∆ΓuΓ = divΓ(∇ΓuΓ) and (iii), ∆ΓuΓ is
continuous. 
Now, we can state the following characterization results of H−1.
Proposition 3.7. (i) For every Θ ∈ H−1, there exists ((f0, g0), (F1, G1)) ∈ L2 × (L2)N
such that Θ =
[
θf0−div(F1)
θg0,Γ−div(G1)
]
, i.e., for all V := (v, vΓ) ∈ H1
〈Θ, V 〉
H−1,H1 = 〈f0, v〉L2(Ω) + 〈F1,∇v〉L2(Ω)N + 〈g0, vΓ〉L2(Γ) + 〈G1,∇ΓvΓ〉L2(Γ)N .
and
‖Θ‖H−1 = max(‖f0‖L2(Ω), ‖g0‖L2(Γ), ‖F1‖L2(Ω)N , ‖G1‖L2(Γ)N ). (3.6)
(ii) The map J : L2 −→ H−1, F =: (f, fΓ) 7−→ ΘF is injective linear and continuous.
(iii) Endowing the space (H1(Ω))′ ×H−1(Γ) with the norm
‖(θ, θΓ)‖∞ = max(‖θ‖(H1(Ω))′ , ‖θΓ)‖H−1(Γ)),
the map
K : (H1(Ω))′ ×H−1(Γ) −→ H−1, (θ, θΓ) 7−→
[
θ
θΓ
]
is surjective, linear and continuous.
(iv) Let a function Θ : [0, T ] −→ H−1, t 7−→ Θ(t) =
[
θ(t)
θΓ(t)
]
, be in L1(0, T ;H−1). If θ and
θΓ have weak derivative on [0, T ] then Θ has a weak derivative on [0, T ] and
Θ′ =
[
θ′
θ′
Γ
]
. (3.7)
Proof. To show assertion (i), consider the Hilbert space E := L2 × (L2)N with its canonical
scalar product. The mapp T : H1 −→ E, (u, uΓ) 7−→ ((u, uΓ), (∇u,∇ΓuΓ)), is an isometry.
Set G := T (H1) equipped with the norm of E, and S = T−1 : G → H1. Let Θ ∈ H−1, then
the map G ∋ (Y,Z) := ((y, yΓ), (z, zΓ)) 7→ 〈Θ, S(Y,Z)〉H−1,H1 is a continuous linear form on
G. Therefore, by Hahn-Banach Theorem, it can be extended to a continuous linear form Φ
on E, with ‖Φ‖E′ = ‖Θ‖H−1 . By the Riesz representation Theorem, we know that there exist
(f0, g0) ∈ L2 and (F1, G1) ∈ (L2)N such that, for all (Y,Z) := ((y, yΓ), (z, zΓ)) ∈ E,
〈Φ, (Y,Z)〉E′,E =
∫
Ω
f0y dx+
∫
Ω
F1z dx+
∫
Γ
g0yΓ dσ +
∫
Γ
G1zΓ dσ.
Hence, for every V ∈ H1, we have
〈Θ, V 〉
H−1,H1 = 〈Θ, STV 〉H−1,H1 = 〈Φ, TV 〉E′,E
=
∫
Ω
f0v dx+
∫
Ω
F1.∇v dx+
∫
Γ
g0vΓ dσ +
∫
Γ
G1.∇ΓvΓ dσ.
On the other hand, it is easy to see that for all (Y,Z) ∈ E, one has
| 〈Φ, (Y,Z)〉E′,E | ≤ max(‖f0‖L2(Ω), ‖g0‖L2(Γ), ‖F1‖L2(Ω)N , ‖G1‖L2(Γ)N )‖(Y,Z)‖E ,
and taking Y0 = (f0, F1), Z0 = (g0, G1), we obtain
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| 〈Φ, (Y0, Z0)〉 | = ‖f0‖2L2(Ω) + ‖g0‖2L2(Γ) + ‖F1‖2L2(Ω)N + |G1‖2L2(Γ)N
≥ ‖(Y0, Z0)‖E max(‖f0‖L2(Ω), ‖g0‖L2(Γ), ‖F1‖L2(Ω)N , ‖G1‖L2(Γ)N ),
and the equality (3.6) follows from ‖Θ‖H−1 = ‖Φ‖E′ . The assertion (ii) is a general result,
since we identify L2 and its topological dual
(
L
2
)′
and consider L2 as a pivot space (see [2,
5.2 Remark 3]). So, J is the canonical embedding from L2 into H−1 and by (i)
‖ΘF‖H−1 ≤ ‖F‖L2 for every F ∈ L2.
Let us prove the third assertion (iii). The linearity of K is obvious. For the surjectivity, let
Θ ∈ H−1, by (i) there exist (f0, F1), (g0, G1) ∈ E such that
〈Θ, h〉 =
∫
Ω
f0h1dx+
∫
Ω
F1.∇h1dx+
∫
Γ
g0h2dσ +
∫
Γ
G1.∇Γh2dσ, h = (h1, h2) ∈ H1.
Hence, Θ =
[
θ
θΓ
]
= K((θ, θΓ)), where
〈θ, u〉 =
∫
Ω
f0udx+
∫
Ω
F1.∇udx, 〈θΓ, uΓ〉 =
∫
Γ
g0uΓdσ +
∫
Γ
G1.∇ΓuΓdσ.
Thus, K is surjective. The continuity of K follows from (3.5). The last assertion (iv) follows
from the fact that if v (resp w) are the weak derivative of θ (resp θΓ) then, for all scalar test
functions φ ∈ D((0, T ))
∫ T
0
φ′(t)Θ(t)dt =
∫ T
0
K ((φ′(t)θ(t), φ′(t)θΓ(t))) dt = K ∫ T
0
(φ′(t)θ, φ′(t)θΓ)dt
= K(
∫ T
0
φ′(t)θ(t)dt,
∫ T
0
φ′(t)θΓ(t)dt) = −K(
∫ T
0
(φ(t)v(t)dt,
∫ T
0
φ(t)w(t)dt)
= −K
(∫ T
0
φ(t)v(t), φ(t)w(t)
)
dt = −
∫ T
0
φ(t)K(v(t), w(t))dt.
Thus K(v,w) is the weak derivative of Θ. 
3.2. Extrapolation of the operator A∗ to the dual space H−1. Fix U ∈ D(c∗) = H1
and consider the functional
Θ(V ) := −c∗(U, V ) = 〈U, V 〉
L2
− a(U, V )− b∗(U, V ), V ∈ H1,
where β is defined in Lemma 3.3. It follows from the continuity of c∗ that Θ is continuous on
H
1, and hence Θ ∈ H−1 . Thus, it can be represented as
Θ(V ) = 〈A−1U, V 〉H−1,H1 ,
where A−1U ∈ H−1 depends on U . Using the fact that c∗ is sesquilinear, we see that A−1 is
a linear operator which maps H1 into H−1. Some characterizations of A−1 are given in the
following proposition.
Proposition 3.8. (i) A−1 ∈ L(H1,H−1). Moreover, for all (u, uΓ) ∈ H1, we have
A−1(u, uΓ) =
[
d∆u+div(uB)−cu
δ∆ΓuΓ−d∂νu−uB.ν+divΓ(uΓb)−ℓuΓ
]
.
(ii) A∗ is the part of A−1 in L2 .
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Proof. The first assertion follows from the continuity of c∗. On the other hand, using the
notation of Definition 3.5, it holds that for all U := (u, uΓ) ∈ H1 and V := (v, vΓ) ∈ H2
〈A−1U, V 〉H−1,H1 = −c∗(U, V ) = −q(U, V )− b(V,U) = 〈U,AV 〉L2 (3.8)
= 〈(u, uΓ), (d∆v −B.∇v − c.v,−d∂νv + δ∆ΓvΓ − b∇ΓvΓ − ℓvΓ)〉L2
= −d
∫
Ω
∇u.∇vdx−
∫
Ω
uB.∇v dx−
∫
Ω
c.u.v dx
− δ
∫
Γ
〈∇ΓuΓ,∇ΓvΓ〉Γ dσ −
∫
Γ
uΓb.∇ΓvΓ −
∫
Γ
ℓuΓvΓdσ
= −d
∫
Ω
∇u.∇vdx−
∫
Ω
uB.∇v dx+ 〈uB.ν, v|Γ〉H−1/2,H1/2 − ∫
Ω
c.u.v dx
− δ
∫
Γ
〈∇ΓuΓ,∇ΓvΓ〉Γ dσ −
∫
Γ
uΓb.∇ΓvΓ −
〈
uB.ν, v|Γ
〉
H−1/2,H1/2
−
∫
Γ
ℓuΓvΓdσ
=
〈[
d∆u+div(uB)−cu
δ∆ΓuΓ−d∂νu−uB.ν+divΓ(uΓb)−ℓuΓ
]
, (v, vΓ)
〉
H−1,H1
.
For the second assertion, for all (U, V ) ∈ D(A∗)×D(A), the identity (3.8) yields
〈A−1U, V 〉H−1,H1 = 〈U,AV 〉L2
= 〈A∗U, V 〉
L2
which shows that A−1U = A∗U for all U ∈ D(A∗), and this achieves the proof. 
The operator A−1 can also be seen as an unbounded operator on H−1 with domain
D(A−1) = H1, and such that
〈A−1U, V 〉 = −c∗(U, V ) for all U, V ∈ H1.
The following result shows that the semigroup (S∗(t))t≥0 extends from L
2 to the larger
space H−1 (see [23, Theorem 1.55]).
Proposition 3.9. The operator A−1 with domain D(A−1) = H1 generates an analytic semi-
group (S−1(t))t≥0 on H
−1. Moreover
S−1(t)U = S
∗(t)U for all U ∈ L2 and t ≥ 0.
Proof. We have c∗+(β+1) = a+b∗+β = t∗ (β is the constant defined in Lemma 3.3, and t the
sesquilinear form defined in the proof of Proposition 3.4). Sine t∗ is densely defined, accretive,
continuous, and closed sesquilinear form on the Hilbert space L2, we have by [23, Theorem
1.55], that the operator A−1 + (β + 1)J , (with J defined in Proposition 3.7), generates an
analytic semigroup on (H1)′ = H−1, and its restriction to L
2 coincide with the semigroup
generated by A∗ + β + 1. Thus, our claims follow from results of bounded perturbations of
analytic semigroups. 
To study the wellposedness of the inhomogeneous backward adjoint equation (1.3), we need
to introduce the time space
W1 := {U = (u, uΓ) ∈ L2(0, T ;H1) : ∂tu(t) ∈ L2(0, T ; (H1(Ω))′) and ∂tuΓ(t) ∈ L2(0, T ;H−1(Γ))},
which satisfies the following properties, see [6, Theorem 2, Chapter 5].
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Proposition 3.10. (i) Equipped with the norm
‖U‖W1 =
(
‖(u, uΓ)‖2L2(0,T ;H1) +
∥∥∥[ ∂tu∂tuΓ ]∥∥∥2L2(0,T ;H−1)
)1/2
the space W1 is a Banach space.
(ii) For any U ∈W1, there exists a sequence (Un)n∈N of C∞([0, T ],H1) such that Un → U in
W1 and Un(t)→ U(t) in H1 a.e. t ∈ (0, T ).
(iii) W1 is continuously embedded in C([0, T ];L
2) equipped with the norm of uniform conver-
gence.
(iv) Suppose that U ∈W1 then the mapping t 7→ ‖U(t)‖L2 is absolutely continuous on [0, T ],
with
d
dt
(‖U(t)‖2
L2
) = 2
〈
U ′(t), U(t)
〉
H−1,H1
for a.e. 0 ≤ t ≤ T. (3.9)
(v) E1 is continuously embedded in W1.
Proof. The assertion (v) follows from the fact that L2(0, T ;H2) embeds continuously in
L2(0, T ;H1) and H1(0, T ;L2) embeds continuously in H1(0, T ;H−1). For assertion (i), let
Un := (un, un,Γ) be a Cauchy sequence of W1. Hence, (Un), (∂tun) and (∂tun,Γ) are Cauchy
sequences respectively of L2(0, T,H1), L2(0, T ; (H1(Ω))′) and L2(0, T,H−1(Γ)). Thus (Un)
converges to U := (u, uΓ) in L
2(0, T,H1), ∂tun and ∂tun,Γ converge to v and w respectively in
L2(0, T ; (H1(Ω))′) and L2(0, T ;H−1(Γ)). On the other hand, as un → u in L2(0, T ;H1(Ω))
and un,Γ → uΓ in L2(0, T ;H1(Γ)), then ∂tun,Γ → ∂tuΓ in D′(0, T ;H−1(Γ)) and ∂tun → ∂tu
in D′(0, T ; (H1(Ω))′). Hence, ∂tu = v and ∂tuΓ = w. It follows that U ∈W1 and Un → U in
W1, and thus we are done. For the second assertion, by Theorem 2.1 of [16], we know that the
space C∞([0, T ];H1) is dense in W1; so there exists a sequence (Vk)k∈N in C
∞([0, T ];H1) such
that Vk → U in W1, in particular, Vk → U in L2(0, T,H1). Hence, there exists a subsequence
(Vkn)n∈N of (Vk) such that Vkn → U a.e. in H1. Setting Un = Vkn , we obtain the desired
sequence. To prove assertion (iii), let U := (u, uΓ) ∈ W1. By assertion (ii), there exists a
sequence (Un)n∈N of C∞([0, T ];H1) such that Un → U in W1 and Un(t) → U(t) in H1 a.e.,
t ∈ (0, T ). For any n,m ∈ N and t ∈ [0, T ], one has
d
dt
(‖Un(t)− Um(t)‖2L2) = 2 〈U ′n(t)− U ′m(t), Un(t)− Um(t)〉L2 .
Therefore, for all s, t ∈ [0, T ], one has
‖Un(t)−Um(t)‖2L2 = ‖Un(s)− Um(s)‖2L2 +
∫ t
s
d
dτ
‖Un(τ)− Um(τ)‖2L2dτ
= ‖Un(s)− Um(s)‖2L2 + 2
∫ t
s
〈
U ′n(τ)− U ′m(τ), Un(τ)− Um(τ)
〉
L2
dτ
= ‖Un(s)− Um(s)‖2L2 + 2
∫ t
s
〈
U ′n(τ)− U ′m(τ), Un(τ)− Um(τ)
〉
H−1,H1
dτ
≤ ‖Un(s)− Um(s)‖2L2 + 2
∣∣∣∣∫ t
s
∣∣∣〈U ′n(τ)− U ′m(τ), Un(τ)− Um(τ)〉H−1,H1∣∣∣ dτ ∣∣∣∣
≤ ‖Un(s)− Um(s)‖2L2 +
∫ T
0
(‖U ′n(τ)− U ′m(τ)‖2H−1 + ‖Un(τ)− Um(τ)‖2H1) dτ.
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Hence, for any s ∈ [0, T ], we obtain
sup
0≤t≤T
‖Un(t)− Um(t)‖2L2 ≤ ‖Un(s)− Um(s)‖2L2
+
∫ T
0
(‖U ′n(τ)− U ′m(τ)‖2H−1 + ‖Un(τ)− Um(τ)‖2H1) dτ. (3.10)
Therefore, fixing any s ∈ (0, T ) such that Un(s) −→ U(s) in L2, and since
Un −→ U in L2(0, T,H1), U ′n → U ′ in L2(0, T,H−1),
one has
‖Un(s)− Um(s)‖2L2 +
∫ T
0
(‖U ′n(τ)− U ′m(τ)‖2H−1 + ‖Un(τ)− Um(τ)‖2H1) dτ → 0 as n,m→∞.
So by (3.10), sup
0≤t≤T
‖Un(t)−Um(t)‖2L2 → 0 as n,m→∞. This shows that (Un)n∈N is a Cauchy
sequence in C([0, T ];L2), and consequently (Un)n∈N converges to V ∈ C([0, T ];L2). Since we
also know that Un(t)→ U(t) for a.e. t ∈ [0, T ], we deduce that V = U . We similarly have
‖Un(t)‖2L2 = ‖Un(s)‖2L2 + 2
∫ t
s
〈
U ′n(τ), Un(τ)
〉
L2
dτ.
So, identifying U with V above and using (3.7), we obtain as n→∞
‖U(t)‖2
L2
= ‖U(s)‖2
L2
+ 2
∫ t
s
〈
U ′(τ), U(τ)
〉
H−1,H1
dτ (3.11)
≤ ‖U(s)‖2
L2
+ 2
∫ t
s
∣∣∣〈U ′(τ), U(τ)〉
H−1,H1
∣∣∣ dτ
for all 0 ≤ s, t ≤ T . Then integrating with respect to s and using the inequality
| 〈U ′(τ), U(τ)〉
H−1,H1
| ≤ ‖U‖H−1‖U‖H1 ,
we obtain
T‖U(t)‖2
L2
= ‖U‖2L2(0,T ;L2) + 2T
∫ T
0
| 〈U ′(τ), U(τ)〉
H−1,H1
|dτ
≤ ‖U‖2L2(0,T ;L2) + T
∫ T
0
(‖U ′(τ)‖2
H−1
+ ‖U‖2
H1
)
dτ.
Finally,
sup
0≤t≤T
‖U(t)‖2
L2
≤ C
(
‖U‖2L2(0,T ;H1) + ‖U ′(τ)‖2L2(0,T ;H−1)
)
, (3.12)
where C = 1 + T−1. The assertion (iv) follows from (3.11). 
3.3. Wellposedness results. After all the above preparations, we are now ready to study
the wellposedness of the adjoint backward parabolic equation (1.3). In the sequel, we give a
sense to solutions of (1.3) and establish the relation between such solutions and solutions of
the following abstract backward Cauchy problem{
−Ψ′(t) = A−1Ψ(t)− F (t), t ∈ [0, T ],
Ψ(T ) = ΨT ∈ L2,
(3.13)
where F :=
[
f
g
] ∈ L2(0, T ;H−1).
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Definition 3.11. Let UT := (uT , uT,Γ) ∈ L2, f ∈ L2(0, T ; (H1(Ω))′) and g ∈ L2(0, T ;H−1(Γ)).
Let U = (u, uΓ) ∈W1. We say that (u, uΓ) is a weak solution of (1.3) if (u, uΓ) satisfies∫ T
0
〈∂tu, v〉(H1(Ω))′,H1(Ω) dt− d
∫
ΩT
∇u.∇vdxdt−
∫
ΩT
cuvdxdt−
∫
ΩT
uB.∇vdxdt
+
∫ T
0
〈∂tuΓ, vΓ〉H−1(Γ),H1(Γ) − δ
∫
ΓT
∇ΓuΓ.∇ΓvΓdxdt−
∫
ΓT
ℓuΓvΓdσdt−
∫
ΓT
uΓb.∇ΓvΓdσdt
=
∫ T
0
〈f, v〉(H1(Ω))′,H1(Ω) dt+
∫ T
0
〈g, vΓ〉H−1(Γ),H1(Γ) dt
(3.14)
for each (v, vΓ) ∈ L2(0, T ;H1) and
(u, uΓ)(T, ·) = UT . (3.15)
Now, we can state the following existence result of weak solutions to the inhomogeneous
backward adjoint equation (1.3).
Theorem 3.12. The inhomogeneous backward adjoint equation (1.3) has a unique weak so-
lution U ∈W1. Moreover, we have the estimate
max
0≤t≤T
‖U(t)‖2
L2
+ ‖U‖2L2(0,T ;H1) + ‖U ′‖2L2(0,T ;H−1) ≤ C(‖F‖2L2(0,T ;H−1) + ‖UT ‖2L2). (3.16)
Considering (3.14)-(3.15) with the data f˜(t) = −f(T − t) and g˜(t) = −g(T − t), one can
pass from statements about (3.14)-(3.15) to the statements
∫ T
0
〈∂tu, v〉(H1(Ω))′,H1(Ω) dt+ d
∫
ΩT
∇u.∇vdxdt+
∫
ΩT
cuvdxdt+
∫
ΩT
uB.∇vdxdt
+
∫ T
0
〈∂tuΓ, vΓ〉H−1(Γ),H1(Γ) + δ
∫
ΓT
∇ΓuΓ.∇ΓvΓdxdt+
∫
ΓT
ℓuΓvΓdσdt+
∫
ΓT
uΓb.∇ΓvΓdσdt
=
∫ T
0
〈
f˜ , v
〉
(H1(Ω))′,H1(Ω)
dt+
∫ T
0
〈g˜, vΓ〉(H1(Γ))′,H1(Γ) dt
(3.17)
for each (v, vΓ) ∈ L2(0, T ;H1) and
(u, uΓ)(0, ·) = UT , (3.18)
and vice versa, by means of the transformation t′ = T − t.
Before proving this theorem, we prove a lemma in which we give a construction of approx-
imate solutions.
Lemma 3.13. (i) There exists a sequenceW = (Wn)n≥1 ⊂ H1 such thatW is an orthonormal
basis of L2, and orthogonal basis of H1.
(ii) Let Hn be the subspace of H1 spanned by {Wk}1≤k≤n, F :=
[
f
g
] ∈ L2(0, T ;H−1) and UT ∈
L
2. For each n ≥ 1, there exists a unique absolute continuous function Un : [0, T ] −→ Hn
such that〈
U ′n(t),Wk
〉
L2
+ c(Un(t),Wk) = 〈F (t),Wk〉H−1,H1 for a.e., 0 ≤ t ≤ T, k = 1, · · · , n,
(3.19)
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and
〈Un(0),Wk〉L2 = 〈UT ,Wk〉L2 , k = 1, · · · , n. (3.20)
(iii) There exists a constant C, depending only on Ω, T , ‖B‖∞, ‖b‖∞, ‖c‖∞ and ‖ℓ‖∞, such
that
max
0≤t≤T
‖Un(t)‖2L2 + ‖Un‖2L2(0,T ;H1) + ‖U ′n(t)‖2L2(0,T ;H−1) ≤ C(‖F‖2L2(0,T ;H−1) + ‖UT ‖2L2). (3.21)
Proof. For the first assertion, since H1 embeds compactly in L2 and the sesquilinear form
〈·, ·〉
H1
is symmetric, continuous and coercive on H1, then Theorem 6.2.1 of [25] says that
there exists (Wn) an orthonormal basis of L
2 which is orthogonal in H1 endowed with his
scalar product 〈·, ·〉
H1
. To prove the second assertion, we are going to use the Galerkin
approximation following [6]. For any n ∈ N∗, we set
Un(t) :=
n∑
k=1
dkn(t)Wk, (3.22)
with dkn : [0, T ] → R are the coordinates functions of Un in the basis {Wk}1≤k≤n of Hn. We
hope to select the coefficients dkn(t), 0 ≤ t ≤ T, k = 1, · · · , n, so that
dkn(0) = 〈UT ,Wk〉L2 , k = 1, · · · , n, (3.23)
and 〈
U ′n,Wk
〉
L2
+ c(Un,Wk) = 〈F,Wk〉H−1,H1 , for a.e. 0 ≤ t ≤ T, k = 1, · · · , n. (3.24)
Note first that 〈
U ′n(t),Wk
〉
L2
= (dkn)
′(t).
For ekl := c(Wl,Wk), k, l = 1, · · · , n, let us further write Fk(t) := 〈F (t),Wk〉H−1,H1 , k =
1, · · · , n. Hence, it follows the linear system of ODE
(dkn)
′(t) +
n∑
l=1
ekld
l
n(t) = Fk(t), k = 1, . . . , n, (3.25)
subject to the initial conditions (3.23). According to standard existence theory for ordi-
nary differential equations, there exists a unique absolutely continuous function dn(t) =
(d1n(t), · · · , dkn(t)) satisfying (3.23) and (3.25) for a.e. 0 ≤ t ≤ T . Hence, Un defined by
(3.22) solves (3.19)-(3.20) for a.e. 0 ≤ t ≤ T . Let us prove the energy inequality (3.21).
Multiply equation by dn(t), sum for k = 1, · · · , n, and then recall (3.22) to find
〈
U ′n(t), Un(t)
〉
L2
+ c(Un(t), Un(t)) = 〈F (t), Un(t)〉H−1,H1 (3.26)
for a.e. 0 ≤ t ≤ T . We proved in Lemma 3.3 that there exist constants ω > d and λ > 0 such
that, for all n ∈ N∗,
c(Un(t), Un(t)) + ω‖Un(t)‖2L2 ≥ λ‖Un(t)‖2H1 . (3.27)
Furthermore, | 〈F (t), Un(t)〉H−1,H1 | ≤ ‖F (t)‖H−1‖Un(t)‖H1 ≤
1
2
(ε−1‖F (t)‖2
H−1
+ ε‖Un(t‖2H1),
and 〈U ′n(t), Un(t)〉L2 =
1
2
d
dt
‖Un(t)‖L2 for a.e. 0 ≤ t ≤ T . Consequently, (3.26) yields the
inequality
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ddt
‖Un(t)‖2L2 + 2c(Un(t), Un(t)) ≤ ε−1‖F (t)‖2H−1 + ε‖Un(t)‖2H1 .
Furthermore, (3.27) implies that
d
dt
‖Un(t)‖2L2 + (2λ− ε)‖Un(t)‖2H1 ≤ ε−1‖F (t)‖2H−1 + 2ω‖Un(t)‖2L2 . (3.28)
Taking ε = 2λ, we obtain
d
dt
‖Un(t)‖2L2 ≤ C1‖Un(t)‖2L2 + C2‖F (t)‖2H−1
for a.e. 0 ≤ t ≤ T C1 := 2ω and C2 := (2λ)−1. Thus, Gronwall’s inequality yields
‖Un(t)‖2L2 ≤ eC1t
(
‖Un(0)‖2L2 + C2
∫ t
0
‖F (s)‖2
H−1
ds
)
.
Since ‖Un(0)‖2L2 ≤ ‖UT ‖2L2 , by (3.20), we obtain the estimate
max
0≤t≤T
‖Un(t)‖L2 ≤ C(‖F‖L2(0,T ;H−1) + ‖UT ‖L2).
Now, using (3.28) and the above estimate, we obtain
‖Un‖L2(0,T ;H1) ≤ C(‖F‖L2(0,T ;H−1) + ‖UT ‖L2)
for some constant C > 0. Now, fix any V ∈ H1, with ‖V ‖H1 = 1, V = V1 + V2, where V1 ∈
span{Wk}1≤k≤n and V2 ∈ (span{Wk}1≤k≤n)⊥. Since the functions {Wn}n≥1 are orthogonal
in H1, it follows that ‖V1‖2H1 ≤ ‖V ‖2H1 . Using (3.24), we deduce, for a.e. 0 ≤ t ≤ T , that〈
U ′n(t), V1
〉
L2
+ c(Un(t), V1) = 〈F (t), V1〉H−1,H1 .
Then, (3.22) implies that〈
U ′n(t), V
〉
L2
=
〈
U ′n(t), V1
〉
L2
= 〈F (t), V1〉H−1,H1 − c(Un(t), V1).
Consequently, since ‖V1‖H1 ≤ 1,
| 〈U ′n(t), V 〉H−1,H1 | ≤ C (‖F (t)‖H−1 + ‖Un(t)‖H1) .
Thus,
‖U ′n(t)‖H−1 ≤ C (‖F (t)‖H−1 + ‖Un(t)‖H1) ,
and ∫ T
0
‖U ′n(t)‖2H−1dt ≤ C
(∫ T
0
(‖F (t)‖2
H−1
+ ‖Un(t)‖2H1)dt
)
,
and the proof of (3.21) is complete. 
Now, we give the proof of Theorem 3.12.
Proof. According to the energy estimates we see that the sequence (Un)n≥1 is bounded in
L2(0, T ;H1), and (U ′n)n≥1 is bounded in L
2(0, T ;H−1). Consequently, there exists a sub-
sequence (Unp)p≥1 and a function U := (u, uΓ) ∈ L2(0, T ;H1), with U ′(t) =
[
∂tu
∂tuΓ
]
∈
L2(0, T ;H−1), such that
Unp ⇀ U in L
2(0, T ;H1), U ′np ⇀ U
′ in L2(0, T ;H−1). (3.29)
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Next, fix an integer m and choose a function V ∈ C1([0, T ];H1) having the form
V (t) =
m∑
k=1
dk(t)Wk(t), (3.30)
where dk are smooth functions. We choose n > m, multiply (3.19) by dk(t), sum over
k = 1, · · · ,m, and then integrate with respect to t to find∫ T
0
(〈U ′n(t), V (t〉L2 + c(Un(t), V (t))) dt = ∫ T
0
〈F (t), V (t)〉
H−1,H1 dt. (3.31)
We set n = np and recall (3.29), to find upon passing to weak limits that∫ T
0
(〈U ′(t), V (t)〉H−1,H1 + c(U(t), V (t))) dt = ∫ T
0
〈F (t), V (t)〉H−1,H1dt. (3.32)
This equality holds then for every function V ∈ L2(0, T ;H1), since functions of the form (3.30)
are dense in this space. We see furthermore, by Proposition 3.10, that U ∈ C([0, T ];L2) (after
possibly being redefined on a set of measure zero). Hence, in particular〈
U ′(t), Z
〉
H−1,H1
+ c(U(t), Z) = 〈F (t), Z〉
H−1,H1 (3.33)
for each Z ∈ H1 and a.e. 0 ≤ t ≤ T , and this proves (3.17). In order to prove U(0) = UT , we
first note from (3.32) that∫ T
0
(
− 〈V ′(t), U(t〉
H−1,H1
+ c(U(t), V (t))
)
dt =
∫ T
0
〈F (t), V (t)〉
H−1,H1 dt+ 〈U(0), V (0)〉L2
(3.34)
for each V ∈ C1([0, T ];H1) with V (T ) = 0. Similarly, from (3.31), we obtain∫ T
0
(
− 〈V ′(t), Unp(t〉H−1,H1 + c(Unp(t), V (t))) dt = ∫ T
0
〈F (t), V (t)〉
H−1,H1 dt+
〈
Unp(0), V (0)
〉
L2
.
Using once again (3.29), we deduce that∫ T
0
(− 〈V ′(t), U(t〉
H−1,H1
+ c(U(t), V (t))dt =
∫ T
0
〈F (t), V (t)〉
H−1,H1 dt+ 〈UT , V (0)〉L2 ,
since, by (3.22), Unp(0) −→ UT in L2. Since V (0) is arbitrary and by (3.34), we conclude
that U(0) = UT . Moreover, the estimate (3.16) follows from (3.21). To prove the uniqueness
of weak solutions, it suffices to check that the only weak solution of (3.17)-(3.18) with F ≡ 0
and UT ≡ 0 is U ≡ 0. To prove this, observe that from (3.33) we deduce, using (3.9), that
1
2
d
dt
‖U(t)‖2
L2
+ c(U(t), U(t)) =
〈
U ′(t), U(t)
〉
H−1,H1
+ c(U(t), U(t)) = 0. (3.35)
Since
c(U(t), U(t)) ≥ λ‖U(t)‖2
H1
− ω‖U(t)‖2
L2
≥ −ω‖U(t)‖2
L2
,
Gronwall’s inequality and (3.35) imply that U ≡ 0. 
In the next proposition, we prove useful characterizations of weak solutions to (1.3).
Proposition 3.14. The following assertions are equivalent.
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(1) Ψ is the weak solution to (1.3) corresponding to (ψT , ψT,Γ) ∈ L2.
(2) Ψ ∈ L2(0, T ;H1) and for all (z, zΓ) ∈W1, with z(0, ·) = zΓ(0, ·) = 0, we have∫
ΩT
ψ (B.∇z + cz) dxdt+ d
∫
ΩT
∇ψ∇zdxdt+
∫
ΓT
ψΓ(b · ∇ΓzΓ + ℓzΓ)dσdt
+ δ
∫
ΓT
∇ΓψΓ∇ΓzΓdσdt+
∫ T
0
〈∂tz, ψ〉(H1(Ω))′,H1(Ω) dt+
∫ T
0
〈∂tzΓ, ψΓ〉H−1(Γ),H1(Γ) dt
=
∫
Ω
z(T, x)ψT (x) dx+
∫
Γ
zΓ(T, x)ψT,Γ(x) dσ
−
∫ T
0
< (f(t), z(t) >(H1(Ω))′,H1(Ω) dt−
∫ T
0
< g(t), zΓ(t)) >H−1(Γ),H1(Γ) dt.
(3) Ψ ∈ L2(0, T ;L2) and for all (z, zΓ) ∈ E1, with z(0) = zΓ(0) = 0, we have∫
ΩT
ψ (∂tz − d∆z +B.∇z + cz) dxdt+
∫
ΓT
ψΓ (∂tzΓ − δ∆ΓzΓ + b · ∇ΓzΓ + ℓzΓ + d∂νz) dσdt
=
∫
Ω
z(T, x)ψT (x) dx+
∫
Γ
zΓ(T, x)ψT,Γ(x) dσ
−
∫ T
0
< (f(t), z(t) >(H1(Ω))′,H1(Ω) dt−
∫ T
0
< g(t), zΓ(t)) >H−1(Γ),H1(Γ) dt.
(3.36)
Proof. To prove that (1) ⇒ (2), it suffices to integrate by parts in time. For the implication
(2) ⇒ (3), we use the Green formula. For (3) ⇒ (1), it suffices to prove the uniqueness
of Ψ ∈ L2 satisfying (3.36). Let U, V ∈ L2(0, T ;L2) two solutions of (3.36). Then, for all
Z := (z, zΓ) ∈ E1 with z(0) = zΓ(0) = 0, one has
〈U − V, ∂tZ(t)−A0Z(t)− BZ(t)〉L2(0,T ;L2) = 0.
The version of Proposition 2.4 for problem (2.2) says that, for every Ψ := (ψ,ψΓ) ∈ L2(0, T ;L2),
there is a function Z = (z, zΓ) ∈ E1 with z(0) = zΓ(0) = 0 such that Ψ = ∂tZ −A0Z − BZ.
Hence,
〈U − V,Ψ〉L2(0,T ;L2) = 0
for every Ψ ∈ L2(0, T,L2). Thus, U = V and the uniqueness follows. 
We need the following definition of solutions to the Cauchy problem (3.13).
Definition 3.15. Let F :=
[
f
g
] ∈ L2(0, T ;H−1), and ΨT := (ψT , ψT,Γ) ∈ L2. A function
U := (u, uΓ) is said to be a strong solution to (3.13) if U ∈ L2(0, T ;L2) ∩H1(0, T ;H−1) and
fulfills (3.13) in H−1 for a.e. t ∈ [0, T ]. A function U := (u, uΓ) ∈ L2(0, T ;L2) is called a mild
solution of (3.13) if U ∈ C([0, T ];H−1) and satisfies
U(t) =(S(T − t))∗ΨT −
∫ T
t
S−1(r − t)F (r)dr, t ∈ [0, T ].
In the following, we show existence and uniqueness of the solution of Cauchy problem (3.13)
and its relation with the one of the adjoint backward equation (1.3).
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Proposition 3.16. Let ΨT := (ψT , ψT,Γ) ∈ L2, f ∈ L2(0, T ; (H1(Ω))′), g ∈ L2(0, T ;H−1(Γ)),
and set F :=
[
f
g
]
. Then the following assertions are true.
(1) There is a unique mild solution Y ∈ C([0;T ];H−1) to the backward Cauchy problem (3.13).
(2) The mild solution to (3.13) from (1) is the unique strong one.
(3) The mild solution to the backward Cauchy problem (3.13) is the weak solution to the
backward adjoint equation (1.3).
Proof. The assertion (1) is a consequence of the generation of semigroup given in Proposition
3.9. For the second assertion (2). By [5, Theorem 4.3], there is a L2-maximal regularity for
the Cauchy problem (3.13) on (H−1,D(A−1))1/2,2 = (H−1,H1)1/2,2 = L2 (see [16, Proposition
2.1]), then for any F ∈ L2(0, T ;H−1) and any ΨT ∈ L2, the Cauchy problem (3.13) possesses
a unique strong solution U ∈ L2(0, T ;L2) ∩H1(0, T ;H−1) which is the unique mild solution
to (3.13). For the third assertion, let U be the mild solution to (3.13), so by (2), it is a strong
solution to (3.13). Integrating by parts, we obtain, for all Z := (z, zΓ) ∈ E1 with z(0) = 0
and zΓ(0) = 0, that
∫ T
0
< F (t), Z(t) >H−1,H1 dt =
∫ T
0
< ∂tU +A−1U,Z(t) >H−1,H1 dt
= [〈U(t, ·).Z(t, ·)〉
L2
]T0 −
∫ T
0
〈U, ∂tZ〉L2 dt+
∫ T
0
〈U,A0Z + BZ〉L2 dt
= 〈Z(T, ·), U(T, ·)〉
L2
−
∫ T
0
〈∂tZ −A0Z − BZ,U〉L2 dt.
Since U ∈ L2(0, T ;L2), by Proposition 3.14, U is the weak solution to (1.3). 
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