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co n ca ten a tio n s o f  even ts an d  ch aracters, a su rrea listic  and  
seren d ip itou s y ear , a year  o f  stra in in g  at gn ats and tiltin g  at 
w in d m ills , in w h ich  the u n th in k a b le  becom es the in ev ita b le , th e  
incred ib le  m u st be in fla ted  before it can be b e lieved , and nearly  
ev eryb od y  seem s at rad ian t in terv a ls  th e  lea st b it crazy .
from "The Year of the W ombat", Francis Watson (1974)
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ABSTRACT
This thesis describes the experimental investigation and theoretical modelling of 
a large volume, cylindrical plasma discharge surrounded by a layer of cooler plasma 
at much lower density.
The plasma is created by a radio frequency discharge at one end of the 
WOMBAT apparatus, which is a cylindrical vacuum chamber 2 m long and 1 m in 
diameter. The plasma is typically immersed in a uniform axial magnetic field of 
7.2 mT.
Under normal operating conditions the plasma is created with between 
10-500 W of input RF power. The filling pressure of argon is 40 m Pa which 
corresponds to a neutral number density of 1019 m '3. The resultant plasma has an 
electron tem perature of 2-10 eV and a plasma density of 1015 - 1017 m'°. The 
plasma potential is always greater than 20 V and at times rises to 50 V.
The plasma is diagnosed with Langmuir probes, with interferometry of both 
whistler and electron cyclotron harmonic waves, and with a retarding field energy 
analyser. The operation of these diagnostics is critically discussed.
Theoretical methods for estimating both the heating of the neutrals and the 
degree of neutral excitation are developed, especially in the difficult parameter range 
where the neutral mean free path is of the order of the chamber diameter. A simple 
model for radiation power loss, which is appropriate to the relatively low plasma 
densities typical in W OM BAT, is constructed.
The dynamics of the ions and the electrons are also examined. The radial loss 
of ions due to gradients in the plasma potential is analysed and the particle and 
energy balance of the plasma is modelled.
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A NOTE ON UNITS
The rationalized MKSA system of units has been used throughout this thesis. 
Further, the clear recommendations for the representation of physical quantities 
embodied in the AAEC "Handbook of Units and Quantities" (Rocke, 1984) have 
been adopted.
Many senior researchers in the Field of plasma physics continue to use one of 
the cgs systems of units, the most common being the 3-dimensional Gaussian 
system. Equations involving electric or magnetic quantities cannot be directly 
translated from such a 3-dimensional system to the 4-dimensional MKSA system. 
Fortunately, experimentally determined quantities are easily translated. Some useful 
equivalences between the MKSA and cgs systems are listed below.
Q u a n t i t y ty p ic a l  v a lu e cgs e q u iv a le n t
magnetic field 7.2 mT 72 gauss
chamber base pressure 0.2 mPa 1.5 x 10'6 torr
chamber Filling pressure 40 rnPa 3.0 x 10'4 torr
vacuum pump 
gas throughput
1 W ^
1 Pa m V 1 J
7.5 torr Is'1
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1CHAPTER 1 
INTRODUCTION
This thesis describes the experimental investigation and theoretical modelling of 
a large volume, cylindrical plasma discharge surrounded by a layer of cooler plasma 
at much lower density. This configuration is of particular interest because it models, 
in the laboratory, situations relevant to the naturally occurring auroral arcs and to 
particle beams injected into the ionosphere.
The mean free paths for most processes in our plasma were at least at least 
as great as the plasma diameter and were often many orders of magnitude greater. 
This has posed particular problems for modelling the particle and energy balance of 
the plasma. In addition, traditional diagnostic techniques such as Langmuir probes 
had to be used with caution and in general had to be calibrated against more 
sophisticated techniques involving the dispersion of certain types of plasma waves.
The impetus for this work was to further investigate the interaction of an 
electron beam with a weakly ionized plasma. Above some limit, which depends on 
the beam and plasma characteristics, large amplitude bursts of waves are observed 
in the system. Simultaneously, bursts of light and of electrons with energies above 
the ionization threshold are observed together with a marked increase in the plasma 
density. These phenomena have collectively been termed the beam-plasma discharge 
(BPD) and have been observed in both laboratory and space experiments. The 
BPD is typically observed in plasmas where the mean free paths for most atomic 
collisional phenomena are much larger than the dimensions of the volume of space 
involved.
Theoretical understanding of the BPD is not yet complete. Although several 
qualitative explanations of the BPD (Rowland et al., 1981; Szuszczewicz et al.,
21982; Boswell et al., 1984) have been advanced, it became evident in the initial 
stages of our BPD research tha t  any quantitative desciption would require a 
detailed understanding of the hot cylindrical plasma formed by the BPD and its 
interaction with the surrounding cold gas and plasma. The growth rates of the
various instabilities postulated depend on the equilibrium plasma density and 
electron energy distribution. Determination of these involves not only the ionization 
rate but also the various particle and energy loss mechanisms. However, as the 
BPD is inherently non-uniform in both space and time, the associated plasma is 
difficult to diagnose. These difficulties are exacerbated by the small radial extent of 
the plasma.
Hence, it was decided to simulate the large amplitude bursts of waves, which 
are the apparent cause of the accelerated electrons which provide the enhanced 
ionization of the BPD, in the W OM BAT apparatus with a large, spatially limited, 
radio frequency (RF) source at one end of the experimental chamber. This
investigation has become a major research effort and has proceeded in parallel with 
the BPD work (which is the topic of another thesis in this department).
The historical background to the current interest in the BPD is outlined in 
the following section. Our work in the W OMBAT apparatus is compared to other 
large volume plasma experiments in section 1.2 and a synopsis of the thesis is 
presented in section 1.3.
1.1 H is to r i c a l  B a c k g r o u n d
Auroral arcs occur above regions close to both poles, at heights of about 
100 km although their structure probably extends to 1 Rg (6000 km). Arc systems 
have a transverse extent of more than a thousand kilometres but they display a 
filamentary fine structure, the so-called arc elements, with a typical width of only
70-200 m (Vallance Jones, 1974). This width is of the order of 1-10 N2+ or 02 + ion
gyro-diameters. The generation mechanism of Auroral Kilometric Radiation may be 
considerably affected by the arc elements since both the growth rate and the 
frequency of the waves depend on the nature of the plasma in the generation region.
31.1 .1  Space E x p er im en ts
Understanding of natural beam processes such as the Aurora, and of the 
ionosphere itself, has been greatly increased by controlled charged particle beam 
experiments in space.
The first artificial electron beams were injected into the ionosphere during the 
rocket flight Aerobee 17.03 in 1969 which was followed in 1970 by the first of the 
Echo sounding rocket experiments. Rocket borne experiments continue to the
present day and include the Soviet-French ARAKS (1978), SCEX (1984), and 
MAIMIK (launched in 1985). Beam experiments have also been mounted on 
satellites such as EXOS-B (1982) and SCATHA (1982). The Spacelab I flight and 
others, including SEPAC and P1CPAB, were launched aboard the NASA space 
shuttle.
When these beams are sufficiently wfeak tha t  no catastrophic instabilities are 
generated in the surrounding plasma so tha t  they retain their single-particle 
character, they can be used to map geomagnetic field lines, detect geomagnetic 
conjugates and measure the plasma density and electric fields. Further they allow 
the controlled study of collisional effects such as excitation and ionization of the 
atmosphere and spreading of the beam (Szuszczewicz, 1985).
However much recent work has been with higher beam currents, w'here the 
beam-plasma interaction becomes turbulent. Such turbulent processes are known to 
play a crucial role in the acceleration of particles in the radiation belts and the 
aurora and in creating the extra ionization of the BPD (Boswell and Kellogg, 1983).
1.1.2 P rob lem s w ith  Space E x p er im e n ts
The investigation of fundamental plasma properties in space is attended by 
several important problems. A space craft emitting an electron beam in a vacuum 
will rapidly charge to a such a positive potential tha t  the beam no longer escapes. 
In the presence of an atmosphere the beam creates a plasma; the return current 
from this plasma reduces the charging and allows some of the beam to escape. The 
current and velocity of this final beam are crucially dependent on the composition
4of the atmosphere in the spacecraft vicinity, the strength of the beam-plasma 
interaction, and on the nature, especially the conductivity, of the spacecraft exterior.
Once the beam current exceeds the turbulent threshold the amount of 
ionization increases very rapidly. Consequently, more plasma is created, the return 
current increases and a significant proportion of the beam can escape from the 
spacecraft vicinity. Unfortunately, the resulting situation is very complex and so 
data  analysis or quantitative prediction become extremely difficult. Further, as the 
atmosphere in the spacecraft vicinity is frequently heavily contaminated by out- 
gassing and rocket fumes, experimental results may not reflect magnetospheric 
conditions accurately.
Another problem is th a t  diagnostics mounted on the spacecraft are close to the 
beam source. This has been addressed to some degree by the deployment of 
‘m other-daughter’ rocket payloads, such as ELECTRON 2 (1982), but measurements 
of the spatial dependence of particle and wave properties around the beam remain 
difficult.
1 .1 .3  L a b o r a t o r y  E x p e r i m e n t s
With these problems inherent in the analysis of space-investigations of 
fundamental phenomena, the development of experimental and numerical simulations 
was inevitable. The first experimental work took place in the very large NASA 
vacuum facilities at Plum Brook and continued at Chamber A, Johnson Space 
Centre. More recently, large vacuum chambers have been used in the ISAS and 
SIMLES programs, which supported SEPAC and PICPAB respectively. These 
chambers are sufficiently large to allow full scale simulation of space experiments 
(SIMLES has a volume of 300 m 3 and Chamber A more than 8000 m3).
In addition, numerous smaller experiments were established, many of which 
examined aspects of the beam-plasma interaction. The WOMBAT apparatus, 
described in chapter 2, was commissioned in 1982 in order to further the 
investigation of the BPD. T hat investigation provided the major thrust of our 
experimental work prior to tha t  described in this thesis.
51.2 Large V o lu m e P la sm a  E xp erim en ts
A plasma must possess several specific characteristics if it is to serve as a
reasonable model for the plasma produced in the BPD. The plasma must be
cylindrically symmetric with a warm central core surrounded by a cool low density 
background plasma. It should be close to equilibrium in so much as the ionizing 
electrons are part of a Maxwellian distribution rather than a beam-like distribution. 
A magnetic Field should be coaxial with the plasma and be sufficiently strong tha t  
the electrons are magnetized yet leaving the ions only weakly magnetized. This
magnetic field is required both to produce a cylindrical plasma and to assist in
maintaining the radial electron density and tem perature gradients. Finally, to allow 
easy access for diagnostics, the plasma diameter should be at least 15-20 cm.
Several research groups have produced large plasmas in multipole confinement 
devices. Limpaecher et al. (1973) produced a plasma by means of electron emission
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from hot filaments spaced around the inside walls of the vacuum vessel. A second 
approach generates the plasma with a Kaufmann source which produces a large 
diameter, diverging beam of ions with energies of tens of electronvolts (Arnal, 1977). 
The beam is neutralized by electrons from emissive filaments placed close to the 
exit orifice of the ion source.
In the absence of a magnetic field, both of these methods produce large, 
reasonably uniform plasmas. However, the plasmas become very non-uniform when a 
magnetic field is applied. Further, the filaments evaporate, contaminating probes and 
other diagnostic equipment while the primary ionizing electrons can produce 
undesirable instabilities in the plasma. Some of these problems are ameliorated by 
producing the plasma with a microwave source and allowing it to drift into the 
magnetic surface containment volume (Pomathiod et ah, 1984). When an axial 
magnetic field is applied, however, the size of the plasma is reduced from more than 
one meter in diameter to less than 10 cm (i.e. the diameter of the source), which is 
too small for our purposes.
Coakley et al. (1978) contrived an ingenious arrangement of filaments situated
6behind the bar magnets which confine the plasma. This system produced a uniform 
plasma in an axial magnetic field without interference from the ionizing primary 
electrons and was seriously considered as it satisfied virtually all our requirements. 
The final decision to build W OM BAT using an RF source was made after 
considering the thermal and contamination problems caused by the filaments in a 
Coakley-type plasma device, especially the requirement of a large cooling system. A 
further limitation is the difficulty of producing a hot plasma core surrounded by a 
cool outer plasma in such a device.
1.3 T hesis  O utline
The WOMBAT appara tus is described in chapter 2 and the associated 
diagnostic techniques are discussed in chapter 3. The results of measurement of
plasma parameters over a wide range of plasma conditions are presented in 
chapter 4.
Various processes involving neutral atoms are discussed in chapter 5, together 
with a resume of all the collision cross-sections which are required in the subsequent 
analysis. The neutral processes include heating of the neutrals, the excitation of 
neutrals to metastable and resonant states, and the energy losses due to radiation.
The dynamics of the charged species are derived in chapter 6. The 
recombination rate and the particle and energy balances are calculated. Radial loss 
of ions due to acceleration by gradients in the plasma potential is also treated in 
this chapter.
The results of the work are summarized in the concluding chapter and the 
directions for further investigations arising from this work are suggested.
7CHAPTER 2
DESCRIPTION OF THE WOMBAT APPARATUS
Every one is the son o f  his own works
Miguel de Cervantes (1547 - 1831)
The main design criterion for the apparatus was experimental versatility. This 
was realized by constructing the apparatus with a large, uniformly magnetized 
volume. Good diagnostic access ensured th a t  most of this volume was accessible 
while easy access for maintenance sped up modification and repair.
The WOMBAT apparatus, shown schematically in figure 2-4, consists of a 
non-magnetic, 304 stainless steel vacuum vessel 7 mm thick, 1 m in diameter and 
2.4 m long, with its axis running East-W est. A 20 cm internal diameter flanged 
port was mounted on the domed, eastern end. The plasma was generated by an RF 
exciter coil, coupled through a 7 mm thick glass bell jar, 20 cm in diameter and 
50 cm long, mounted on this flange.
The western end was completely formed by a removable domed lid. This lid 
was suspended from a girder so tha t  it was easily rolled back to provide access to 
the chamber. The pumping system was connected through a 15 cm diameter pipe 
attached to a flange in this lid. Neoprene O-rings were used as the main sealing 
method throughout the whole apparatus. Both the edge of the lid and the end of 
the vacuum vessel were reinforced with 5 cm square stainless steel rings.
Ten diagnostic ports with 2.5 cm l.D. were mounted radially on the vessel. 
Four of these were mounted, equally spaced around a plane 0.6 m from the lid. 
Another four were mounted a further metre away. In addition, an extra port was 
mounted top and bottom close to the lid ring. Two of the lower ports were used to

F igure 2-2: Interior of the WOMBAT chamber
F ig u re  2-3: Motorized radial probe assembly
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F ig u r e  2-4: Schem atic o f the W O M B A T  a pp ara tus
feed cu rren t th ro u g h  to  the  m agne tic  fie ld  coils w h ile  the  d rive  shaft fo r a 
m o to rized  probe occupied the  th ird .  A  num ber o f sm alle r p o rts  were used to  feed 
s ignals and c o n tro l probes th ro u g h  in to  the  cham ber.
2 .1  V a c u u m  S y s t e m
The cham ber was evacuated by a 450 Is '1 tu rb o  m o lecu la r pum p backed by a 
30 Is '1 tw o-stage ro ta ry  pum p. The p u m p in g  cha rac te ris tics  o f a vacuum  line  a t low  
pressures can be sum m arized  in te rm s o f its  cross-sectional area A c and its  C laus ing  
fa c to r  K (P ira n i and Y a rw o od , 1961). T he  C lausing  fa c to r fo r a pum p ing  line  is
the  p ro b a b ility  th a t a p a rtic le  w h ich  passes the en trance  ape rtu re  reaches the fa r
11
end; it is independent of pressure and depends only on geometry. The effective 
Clausing factor for a pump is the probability tha t  a particle entering the pump is 
successfully removed from the system.
Thus the particle flux out of the chamber through an aperture with Clausing 
factor K is ( l / 4 ) n ocAcK, where no is the density of particles in the chamber and c 
is their mean velocity.
The Clausing factor for our line, Kj , is
KL =  (1 +  0 .75L /D ) '1
where D is the line diameter and L is the length of the line measured along its 
axis, incremented by D for each of the two right angle bends. Thus
Kl =  8.7 x 10'2
The Clausing factor for the pump, Kp, can be estimated from its specifications 
in room temperature air. The quoted speed at a pressure of 100 m P a  is 450 Is'1. 
So the throughput is
Q =  45 Pa  Is'1 =  45 rnW
which is equivalent to 1.1 x 1019 particles per second. At 300 K and 100 m Pa 
nQ =  2.4 x 1019 m '3 and c =  468 m s '1. The pump aperture is 15 cm in diameter 
so ( l / 4 ) n QcAc =  5.0 x 1019 particles per second.
Q
The Clausing factor for the whole pumping system, KTQT is given by
Ktqt  =  6.7 x 10'2
15 - 0
Since room temperature argon has a mean velocity of 400 m s '1, the predicted 
particle loss rate at 100 m Pa  is (1 /4)nQcAcKTQT =  2.8 x 1018 particles/second 
which is equivalent to a speed of 105 Is'1. This agrees with the measured speed of 
(100 ±  10%) Is'1.
When pumping down from atmospheric pressure, the chamber typically reached
12
10 m Pa after about 90 minutes and atta ined its ultimate base pressure after a day 
or so, though these times increased after long exposure to the atmosphere. The base 
pressure was typically about 0.2 m Pa though on occasion it fell to half of this.
The gas inlet was mounted on a radial port at the eastern end and pressure 
was monitored by both ionization and Pirani gauges. Argon was used as the normal 
fdling gas because of its ease of ionization and since the various cross-sections are 
well documented.
2.2 M a g n e t i c  F ie ld
For most experiments it is important to have a uniform magnetic Field, B. For 
example, the dispersion of whistler and electron cyclotron harmonic waves, which 
depend on B , are used in plasma diagnosis and any spatial variation of B greatly 
complicates the analysis of dispersion measurements. More importantly, since the 
plasma is usually almost collisionless, magnetic field gradients can introduce 
anisotropy and spatial non-uniformity into the electron velocity distribution.
To produce an optimally flat uniform magnetic field on axis the coil was 
computer designed with additional windings to compensate for end effects. The 
magnetic field was created by a solenoid wrapped on an aluminium former, coated 
with insulating transformer enamel, 0.84 m diameter and 1.60 m long, positioned co­
axially within the vacuum chamber. The principal winding consisted of two layers of 
plastic insulated 4.5 mm diameter copper wire which extended over the entire 
former length, excepting two 4 cm gaps, a metre apart, to allow probe access. Four 
further layers, two 15.9 cm and two 12.3 cm in length, were added at each end to 
counter the solenoid end effects and thus enhance the uniformity of the field on 
axis. A schematic of the solenoid windings is shown at the bottom of figure 2-5.
The supplementary windings at the coil ends ensure the magnetic field on axis 
is uniform to better than 0.5% over the one metre distance between the two probe- 
planes. Most of the remaining variation is due to the irregularities in the 
background magnetic field which is of the order of 3 x 10'5 T. This background 
field is principally caused by the interaction of the ea rth ’s magnetic field with the 
steel structural members of the laboratory building.
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F i g u r e  2-5: Schematic of coil windings and graph of axial field strength
The axial field remains constant to ± 1% in the radial direction out to a 
radius of 30 cm but close to the coil former the gaps and steps in the coil windings 
cause larger variations. Even so the magnetic field strength at the former is uniform 
to ± 1% in the central 80 cm of the coil out to the wall. This variation of B
Z
with distance z (measured along the chamber axis) and radius is shown in figure 
2- 6 .
During the first two years of operation presence of the large magnetic coils in 
the vacuum chamber added considerably to the total outgassing load. The coil 
former had been coated v/ith transformer enamel to improve its insulation and was 
baked under infra-red lamps for several hours to drive off volatile components before 
winding.
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F ig u r e  2-6: Radial profile of axial magnetic field along the axis
Under typical running conditions the coil temperature rose appreciably. For 
instance, a current of 21.6 A through the coils was required to produce the typical 
field of 7.2 mT; as the coils comprised a total of 1.8 J? resistance this resulted in a 
power input of about 850 W and the coil temperature reached 80 - 100°C after a 
few hours of running. Consequently, some relatively low volatility compounds were 
evaporated from the enamel and the coil insulation. These condensed on cooler 
surfaces, coating the walls of the chamber with a wax-like layer. This condensate 
resisted solvents and was only removable by abrasion.
The insulating wax-like layer significantly perturbed the plasma. The magnetic
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fie ld  l im its  e lectron  cu rre n t to  the a x ia l d ire c tio n  w h ile  the ion w a ll cu rren t is 
p re d o m in a n tly  rad ia l. Large vo ltages can b u ild  up on the in su la tin g  w a lls  w h ich  
seriously a lte r  the  p lasm a e q u ilib r iu m . T o  restore co nd uc tin g  boundary co nd itions  a 
fine , earthed bronze mesh was placed over the cham ber w a lls . T h is  mesh became 
som ew hat co n ta m in a ted  a fte r tw o  years and was replaced.
2.3 P ro b e  S y s tem s
The a ppara tus  was equipped w ith  three types o f m o to r d riven  probe systems. 
T he  f ir s t  o f these are the ra d ia l probes, (A ) in figures 2-1 and 2-4, w h ich  can scan 
fro m  the  cham ber w a ll to  the axis and 10 cm  beyond. T he  m oto rized  rad ia l probe 
assem bly is illu s tra te d  in fig u re  2-3
T he  second is the  ro ta t in g  probe (B ) w hich  scans th ro ug h  the p lasm a from  
side to  side to  w ith in  10 cm  o f the w a ll. The th ird  (C ) consists o f a probe m ounted 
on a tro lle y  w h ich  can be d riven  a x ia lly  from  one end o f the  u n ifo rm  m agne tic  fie ld  
vo lum e  to  the o the r.
Dielectric Insulation Stainless Steel Tubing Glass
6 mm
1 0 m m
Copper Central
Conductor
F igu re  2-7: Schem atic o f probe c o n s tru c tio n
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Probes A and B consisted of either 1 mm bare copper wire enclosed in glass 
tubing or co-axial cable, supported within 6 mm stainless steel tube; in the former 
case the stainless steel tube itself formed the co-axial shield. In both configurations 
5-10 mm of the central conductor extended past the end of the support tube. This 
is illustrated schematically in figure 2-7.
Such probes could be used as Langmuir probes to determine density and 
temperature of the plasma. In addition, pairs of these probes could be used to study 
transmission of whistler and electron cyclotron harmonic test waves through the 
plasma; the measured dispersion of these waves also allowed the derivation of the 
plasma density and temperature. These diagnostic methods are outlined in chapter 3.
The stainless steel probe support tubes were also used to mount a small 
retarding field energy analyser which measured the velocity distributions of electrons 
and ions in the plasma as a function of position.
The axial trolley C was used as a platform upon which one or more probes 
could be mounted. Both the 6 mm probes described above and 3 mm solid-shield 
co-axial wire were used. The energy analyser could also be mounted on the trolley, 
in order to measure axial variations of the velocity distributions.
2.4  R F  G e n e r a t i o n
The plasma was created by applying RF fields to the antenna around the 
glass bell-jar. The RF signal was generated by a commercial transceiver with a 
maximum output of about 100 W. The transceiver was normally operated at 
7.3 MHz though frequencies of 3.5, 14, 28 and 80 MHz were also investigated. This 
signal could be gated with a rise/fall time of 10 microseconds.
The output was passed through a 10 dB linear amplifier to provide up to 
1 kW power continuously or 2 kW pulsed. This was matched to the plasma and 
antenna by the balancing network shown in figure 2-8. In normal operation S.W .R.’s 
of 1.05 or better were routinely obtained.
Although both single loop and multiple-turn helical antennae were tried the
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R.F.'Transmitter Amplifier Antenna
2 .4  -  4 .5  nF
390 -  480 pF
F ig u r e  2 -8 : Schem atic o f the  RF system
F ig u r e  2 -9 : The R F antenna
resu lts  quo ted  in  C ha p te r 4 were taken w ith  an an tenna  o f the  fo rm  shown in 
fig u re  2-9 w h ich  was spec ia lly  w ound  to  e ffic ie n tly  couple to  the  p lasm a by e xc it in g  
w h is tle r  waves ( Bosw ell, 1984 ).
A t  a ty p ic a l o pe ra ting  pressure o f 40 m P a  a p lasm a cou ld  be s truck  by 10 W 
o f R F  pow er o r less. Once s tru c k , i t  could  be m a in ta in e d  by powers as low  as
0.1 W
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CHAPTER 3
PLASMA DIAGNOSTICS
But opt ics  sharp it needs I  ween 
to see what is not to be seen
John Trumbull (1750-1831)
Knowledge of im portant macroscopic parameters of the plasma, which include 
the number density and mean energy of each of the species, is essential to most 
experimental plasma studies. In this experiment several techniques were used to 
measure these parameters.
The best known method involved using the probes, described in Section 2.4, as
Langmuir probes. The problems of interpreting Langmuir probe characteristics
obtained in the presence of a magnetic field are addressed in Section 3.1 with
reference to both theoretical and experimental studies.
<
When these probes were terminated with higher impedances, so that negligible 
currents were drawn, they could be used to measure potentials in the plasma. 
Particularly, such high impedance probes were used to detect signals when 
measuring the dispersion of electromagnetic and electrostatic waves in the plasma. 
Since the dependence of the dispersion on the plasma parameters is known these 
interferometric measurements can be used to derive the values of those parameters. 
The use of whistler waves to derive the plasma density, and of electrostatic electron 
cyclotron harmonic waves to calculate both density and electron temperature are 
outlined in sections 3.2 and 3.3 respectively.
The most extensively used diagnostic is the electrostatic or retarding field
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energy analyser which is described in section 3.4. It allows direct measurement of 
the velocity distributions of electrons and ions as they escape from the plasma. 
When the retarding field is zero the ion current is proportional to the plasma 
density while analysis of the ion velocity distribution allows the determination of the 
plasma potential. In view of the central role played by results from the RFEA in 
describing the plasma its theory of operation is discussed in detail as well as 
phenomena which may affect or degrade its performance.
3.1 L an gm uir  probes
The Langmuir probe is very commonly used in plasma diagnostic techniques 
owing to its extremely straightforward construction and to the elegant simplicity of 
the associated analysis which is valid over a wide range of plasma conditions of 
experimental interest. Further it is particularly useful since it, unlike most wave 
propagation or spectroscopic methods, allows local measurement of plasma 
parameters. In an ideal situation one requires no more than a power supply, an 
ammeter and a piece of insulated wire, bared at the tip, to measure the plasma 
density, the electron temperature and the plasma potential. The use of Langmuir
probes to determine these three crucial plasma parameters in the ideal case is 
widely understood and is comprehensively reviewed by Chen (1965).
The Langmuir probes used were made of 0.8 mm diameter copper wire,
20-40 mm long, and aligned with the magnetic field. They were mounted on the
various probe carriage systems described in section 2.3.
3.1 .1  S tan d ard  T echniques
The standard  techniques for Langmuir probe analysis must be modified in the 
presence of a magnetic field. In order to clarify the later discussion of such 
modifications we shall first briefly review the standard method, appropriate in the 
absence of a  magnetic field.
In essence, the method involves measuring the probe characteristic, i.e. the 
current collected by a probe immersed in the plasma as a function of the voltage
applied to it. At very positive potentials the ion current collected by the probe is
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negligible; this condition is known as electron saturation. Similarly the electron 
current becomes negligible at sufficiently negative potentials giving ion saturation. 
The ratios of the absolute magnitudes of these saturation currents to the probe 
surface area are used to determine the plasma density.
As the potential increases above the ion saturation region the electron current 
increases at a rate dependent on the electron velocity distribution function. If the
ion temperature is sufficiently low the ion current remains constant until the probe
potential reaches to within 1 - 2  kTe/e  of the plasma potential and the sheath 
begins to disappear. As this constant value of the ion current is known from the 
ion saturation region it can be subtracted from the total probe current to leave the 
electron current. For a Maxwellian velocity distribution this electron current 
increases as exp( e V /k bT e ) where V is the probe voltage and T e the electron 
temperature. Fitting such an exponential to the measured electron current 
determines the electron temperature.
As the probe voltage increases above the plasma potential, ^p, the probe 
ceases repelling electrons from the bulk plasma and so collects essentially all 
electrons reaching the probe vicinity. For a cylindrical probe, this saturated electron 
current increases more slowly than the previous exponential rate as V increases 
further above </>p. The ion current decreases rapidly as the probe potential
approaches the plasma potential until, when V exceeds by a few kbT./e  (usually 
less than one volt), the ion current becomes negligible. These two effects, the
saturation of the electron current and the slowing of the rapid decrease in the ion
current with increasing probe voltage, cause a sharp alteration of the slope of the
probe characteristic. The probe potential at this ‘knee’ is equal to the plasma 
potential and so the latter can be determined.
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3 .1 .2  T h e o r y  o f  a L a n g m u ir  P r o b e  in  a M a g n e t ic  F ie ld
However, the simple theory above, first outlined by Langmuir and Mott-Smith 
(1926), and many of its generalizations developed by later authors, are not valid for 
a plasma immersed in a sufficiently strong magnetic field. The limiting field is 
usually taken to be tha t  for which when the mean electron gyro-radius is less than 
or comparable to the probe radius; for the typical plasma conditions in WOMBAT 
the mean electron gyro-radius, re, is about 1 mm while th a t  for ions, r., is of the 
order of centimeters. Under such conditions the disturbance caused by the probe no 
longer remains localized and the current drawn by the probe may be dominated by 
plasma conditions far from the probe itself.
The difficulties inherent in analysis of a Langmuir probe in a magnetic field 
are well illustrated in the continuing contribution to the field by Laframboise et al. 
Their latest published work on the theory of axially symmetric probes in collisionless 
magnetoplasmas (Rubinstein and Laframboise 1982, 1983) applies when the probe 
radius is small compared to the Debye length; this occurs in WOMBAT plasmas 
with densities below 10lj m '3. They derived upper and lower limits for both 
electron and ion currents as a function of the probe voltages. However these limits 
are separated by up to an order of magnitude or more, especially for the moderate 
magnetic field case pertinent to our experiment. They suggested that a theory 
which could fill this gap quantitatively would require numerical orbit calculations on 
a prohibitive scale.
Our plasma also lies just within the bounds of validity for Sanm artin’s 
analysis (1970). He develops an asymptotic analysis of electron collection in the 
presence of a strong magnetic field. The analysis is based on the assumptions that 
the electron and ion temperatures are comparable, tha t  both the mean electron 
gyro-radius rg and the Debye length AD are smaller than or comparable to the probe 
radius R p, and that the probe radius is in turn smaller than or comparable to the 
electron mean free path A and the ion gyro-radius r..
Under such conditions electron transport across the magnetic field is markedly
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reduced so the tubular region containing the magnetic field lines which intersect 
with the probe, the ‘magnetic shadow’ of the probe, is depleted of electrons 
whenever the probe potential is more positive than for ion saturation. If anomalous 
cross field transport processes, e.g. due to turbulence, are negligible then the 
disturbance due to the probe extends a distance of order RpA/re in either direction 
along the shadow.
There is a collisionless layer within the shadow region near the probe which 
Sanmartin divides into two layers: an outer layer where the potential is 
approximately constant and an inner layer where the potential decays to its value 
on the probe. Electron flow through the inner layers can be treated one 
dimensionally so tha t  a detailed description of the potential is not needed. The 
electron depletion causes the potential in the outer layer to be significantly more 
positive than the probe potential and it may become more positive than the plasma 
potential. This overshoot diminishes as the probe potential becomes more negative.
Several consequences of this model are evident. Since the net current into the 
outermost, ‘shadow’, region and hence the current to the probe, is due to diffusion 
the probe characteristic will continue to reflect collisional effects even when the 
collision length is much greater than the probe diameter. The shape of the shadow 
region is largely independent of the shape of the probe along the field direction; the 
current to the probe is thus the same as to a thin plate the same size as the probe 
cross-section.
Further, since the shadow region can have considerable extent along the field 
lines, often the order of the machine length, the probe electron current will be 
affected by plasma conditions far away and the probe is no longer a strictly local 
diagnostic.
Our use of Langmuir probes to determine plasma potential, density, and 
electron temperature will be briefly described in the following sections, making 
reference to both the theory and experimental corroboration where it is available.
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3.1 .3  P l a s m a  D e n s i ty
If all other factors remain constant, both the ion and electron currents to the 
probe will increase with density. Since the absolute magnitude of the electron 
current is very sensitive to any anomalous transport phenomena the ion saturation 
current alone is generally used to determine the plasma density. Under a wide 
range of conditions the ion current, L , is approximately proportional to the density 
and the main endeavour of most investigators has been to find the absolute value of 
the proportionality factor. However, as we are able to determine the plasma 
density absolutely from the dispersion of whistler waves, and thus can calibrate the 
probe (c.f. section 3.2), we are most concerned with the parametric dependence of 
this factor so as to be able to estimate the range of validity of a particular 
calibration of the probe.
Sanmartin does not trea t the ion current specifically but quotes the early orbit 
theory of Laframboise which states tha t  1 , is independent of magnetic field and 
proportional to density whenever the mean ion gyroradius is much greater than the 
probe radius. Rubinstein and Laframboise have since found an upper bound for 1 + 
which increases linearly with probe voltage and is independent of magnetic field. 
This agrees with our observed probe characteristics where the ion current increases 
linearly for probe voltages up to 100 V or more.
Effec t o f  m a g n e t ic  f ield  on  ion c u r r e n t
Brown et al. (1971) investigated Langmuir probes in magnetic fields of up to 
0.4 T and compared the derived densities with those obtained with microwave
interferometry. They found tha t  the magnetic field-free theory underestimated the
density by up to a factor of four and tha t  there was a weak magnetic field
dependence; the ion current typically dropped by 25% as the field increased from 0.1 
to 0.4 T. At lower fields the dependence appeared stronger but this result was
ambiguous since it was uncertain whether the ion temperature remained constant 
throughout the range. The magnetic dependence was ascribed to streaming: as the 
ions become more magnetized their approach to the probe becomes more one­
dimensional and the apparent surface area of the probe is reduced.
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Cohen (1969) extended the magnetic field-free theory of Su and Lam to 
analyse ion saturation currents in magnetoplasmas. However the importance of 
collisional effects in his theory caused the saturation current to be proportional to 
the neutral density and inversely proportional to B2. We compared the ion current 
to the plasma density obtained from whistler measurements and found no significant 
neutral density dependence as the neutral pressure increased from 4.5 to 100 mPa.
Chen et al. (1968) used a synthesis of methods due to Lam and Laframboise 
to infer densities from ion saturation currents and compared them to microwave 
measurements. The comparison showed no significant magnetic field dependence.
In our own case the ratio of ion current to density decreased almost exactly as 
B '1/ 2 as B increased from 1.8 to 14.4 m T even though r ./R  was greater than 200 
throughout the range. This decrease is more than can be expected from streaming 
effects and its cause is unclear.
D e p e n d e n c e  of  ion  c u r r e n t  on p l a s m a  d e n s i ty
Brown and Chen found tha t  the ion current was proportional to density over 
the range 1015 and 1017 m '3. However the current dropped a little below this at 
higher densities. A similar microwave calibration by von Goeler, Motley and Ellis 
(1968) for the higher density range 1016 to 1018 m '3 found tha t  the current varied 
as n3/ 4.
Since I continued to increase with probe voltage there was no true saturation 
current. Instead we followed the practice of von Goeler et al. and took the current 
at Vp =  -50 V to be proportional to density. This current was then calibrated
against the absolute density derived from the whistler measurements. Such a 
calibration was reasonably stable in time but changed slowly; it could vary by a 
factor of two after a hundred hours of cumulative plasma exposure, presumably 
because of probe surface contamination.
As we had found a significant magnetic field dependence the probe was 
recalibrated whenever the magnetic field was altered. Conversely recalibration was
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unnecessary after changes in the neutral gas pressure. The most common mode of 
operation involved calibrating the probe at the plasma centre then drawing the 
probe through the plasma from one side to the other, providing a radial profile of 
the density.
D ep en d en ce  o f  ion curren t on p la sm a  tem p era tu re
All the ion collection theories pertinent to our parameter range predict th a t  
the ion saturation current is proportional to the electron thermal velocity. The 
value of this velocity is constant to within 10% across the central 15 cm of the 
plasma but falls rapidly to below 50% of the peak value at radii greater than 
15 cm.
This electron tem perature  dependence arises because ions are accelerated to 
about the ion sound speed in the plasma pre-sheath (Emmert et al., 1980). The 
plasma pre-sheath occurs in both unmagnetised and strongly magnetised plasmas 
since the ion and electron fluxes to the wall are parallel. The lower ion mobility
causes a lower ion loss rate at points of the plasma further from the walls.
Consequently, the centre of the plasma is richest in ions and has the highest
potential.
However, in our plasma the ions are not magnetised and are lost
predominantly radially. Therefore, the ion loss is independent of the axial position, 
there is no accumulation of ions at the plasma centre, and there is no pre-sheath.
Corroboration of this prediction is found in the lack of variation of probe 
sensitivity with neutral pressure. This sensitivity, (I / n e), remains constant to within 
30% while the mean electron velocity drops by a factor of ten, as the pressure 
increases from 4 to 100 mPa. Thus there was no necessity to correct for the 
electron temperature profile when determining the density profile from the ion 
current.
Ion  stream in g  effects
However, the ion current may have been affected by the non-Maxwellian ion
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velocity distribution at large radii. In the central plasma core the ions have a 
thermal velocity distribution with a tem perature close to tha t  of the neutral atoms, 
i.e. about room temperature. As ions fall through the plasma potential step of 
about 10 V a t a radius of 15 cm they are accelerated radially outwards so tha t  at 
larger radii the ion velocity distribution is tha t  of an almost mono-energetic beam. 
All the accelerated ions have gyroradii sufficiently large to ensure that they strike 
the wall before being able to return inwards. Charge exchange collisions will create 
some thermal ions, especially for high neutral pressures.
For such beam distributions streaming effects, such as suggested by Brown et 
ah, may become important. The effective area of the probe would be reduced from 
27rR L to 2R L , where L is the probe length, as the ion flow became 
unidirectional and perpendicular to the field. Depending on the importance of the 
thermal background the ion current would be reduced by a factor of up to n. The 
plasma density is low in the wings of the plasma and the whistler wavelength there 
is many times the length of the machine. These long wavelengths have precluded 
checking this possibility with whistler dispersion techniques (c.f. section 3.2).
3 .1 .4  E le c t r o n  T e m p e r a tu r e
The increase of electron current as the probe voltage becomes more positive
refects the electron velocity distribution and so enables determination of the electron 
temperature. The ion current must be estimated in order to find the electron
current; the ion current will remain linear to within about 2kbT e/e  of the plasma 
potential and can be extrapolated from the ion saturation region.
Sanmartin gives an expression for the electron current 
Ie =  I0 exp(Xp)( 1 - A exp(Xp) ) (3.1)
where Xp =  eVp/ k bT e, Vp is measured with respect to the plasma potential. 
A =  Rp/ ( 7rre(37)1//2) where q(Z.) is Spitzer’s factor; for singly ionized argon
7  =  0.582 (Spitzer, 1962). Thus A typically varies between about 0.09 and 0.12 as 
the electron tem perature ranges from 6 eV down to 3 eV. IQ is related to the
random current collected by a spherical probe in the absence of electric and 
magnetic fields
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The ion current extrapolation is only valid when Xp < -2, and, as A is small, 
the last term in equation (3.1) contributes less than 2%. This is less than the 
uncertainty in the electron current itself and can be ignored. Thus Ig varies as 
exp(Xp), exactly as for the magnetic field-free case.
Both Brown and Chen et al. confirmed this exponential variation of electron 
current experimentally. Brown found the value of the electron temperature to be 
with 50% of tha t  measured with an electrostatic energy analyser while Chen noted 
th a t  the temperature agreed to within 30% of expected temperature inferred from 
the known ion temperature.
We, however, found tha t  plots of l n( I )  versus V were not always linear so 
tha t  the electron current did not vary exponentially with V . Figure 3-1 shows two 
traces, one typical of the non-exponential case. The linear trace shows the electron 
current varying exponentially over almost 3 e-foldings with T c =  4.5 eV. The slope 
of the other trace decreases smoothly as Vp increases, the equivalent temperature 
increasing from 2.1 to 7.5 eV. Plainly the electron temperature cannot be derived 
from such traces with any confidence.
The reason for these non-exponential characteristics is not certain. The most 
obvious possibility was th a t  the electron velocity distribution was, in fact, strongly 
non-Maxwellian. This is unlikely since electrons with less than 11.5 eV energy 
cannot escape over the plasma potential and so have a long containment time. As 
they can have only elastic collisions their distribution should be very close to 
Maxwellian. Another possibility, tha t  the electron velocity distribution was 
anisotropic and tha t  the difference between parallel and perpendicular temperatures 
invalidated Sanm artin’s results, was ruled out when the dispersion of electron 
cyclotron harmonic waves (c.f. section 3.3) confirmed tha t  the two temperatures are 
not significantly different.
A third possibility, tha t  the electron current collection is limited by wall 
effects, is the most likely. In ion saturation negligible numbers of electrons are
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Probe Potential  (V)
F ig u r e  3 -1 : M easured L a n g m u ir probe traces
co llected  and the  region o f d is tu rbe d  p lasm a is l im ite d  to  the probe v ic in ity .  As 
the  probe vo ltage  increases to w a rd  the  p lasm a p o te n t ia l the  e lectron cu rren t 
increases and the  d is tu rbe d  shadow region extends fu r th e r  a long the fie ld  lines. 
Since the  mean free pa th  fo r sca tte rin g  is a lw ays g rea te r th an  the m achine length  
e lec tron  d iffu s io n  is p r in c ip a lly  due to  s ca tte rin g  fro m  n e u tra l a rgon. F or a n eu tra l
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pressure of 40 mPa, the mean free path for electrons with a 3 eV Maxwellian 
distribution is about 6 m and it is never less than 1 m for temperatures less than 
10 eV. The Langmuir probe is near the centre of the tank which is only two 
metres long. It is probable tha t  at probe potentials approaching the plasma 
potential the disturbed region of plasma extends to the walls and the electron 
current is consequently reduced. The slower increase of electron current with V , 
and the correspondingly higher derived temperatures, are thus probably spurious.
Clear evidence of wall effects limiting the electron current is given by the 
electron current characteristics taken in cold plasmas, where the electron temperature 
is below 1 eV, either in the outer wings of the plasma or late in the afterglow. 
Whereas the electron current to a cylindrical probe in a magnetoplasma usually 
increases without bound as Vp increases, in these cold plasmas the current actually 
saturates for sufficiently positive. The collision length for electrons in these 
plasmas is more than ten times the machine length and so the cross field diffusion 
coefficient is very low. At positive probe voltages the ‘magnetic shadow’ of the 
probe is depleted of electrons and the current saturates at a limit set by the 
diffusion rate. As the probe voltage increases the diameter of the shadow region 
increases too and with it the surface area through which electrons can diffuse. 
However, the distance which they must diffuse across the field to reach the probe is 
also proportionately increased so the total current does not alter appreciably.
However for those traces which are linear, the derived temperatures generally 
agree to within 50% of those found by energy analysis of wave dispersion. The 
temperatures estimated with Langmuir probes are essential for study of the cold 
plasma in the wings as, in this region, th a t  part  of the high energy tail above the 
plasma potential, the only portion of the electron distribution accessible to the 
energy analyser, contains too few electrons to detect.
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3 .1 .5  P la s m a  P o t e n t ia l
In the absence of a magnetic field, the plasma potential is readily identified by 
a rapid change of slope in the probe current characteristic, the ‘knee’, as probe 
voltage passes through the plasma potential and the electron current saturates. 
However the electron current to a finite probe in a magnetoplasma does not 
sa tura te  and the ‘knee’ may not be discernible. Chen notes that finite ion
tem perature also rounds the knee and tha t  even when the knee is found in the 
presence of a magnetic field its position is no longer simply related to the plasma 
potential.
In Sanm artin’s model the potential overshoot in the inner layers, which varies 
with probe voltage, acts as an effective plasma potential for the probe and 
consequently the knee in the characteristic is blurred.
Our observations agree with these viewpoints and probe characteristics taken in 
the central plasma core did not have a knee. The knee observed in cold plasmas 
was a result of the apparent electron saturation when the region of plasma
disturbed by the probe interacted with the wall and thus did not necessarily 
indicate tha t  the probe voltage had reached the plasma potential.
A rough estimate of the plasma potential can be obtained from a method due
to Chen. He found tha t  the plasma potential was a voltage r/kbT /e  above the 
floating potential, the potential where the probe draws no nett current. For 
cylindrical probes in a magnetoplasma 77 varied between 4.1 - 4.6. This was useful, 
for instance, to determine the range where the linear ion current extrapolation was 
valid. Since the upper limit of validity was about 2kbT /e  below the plasma 
potential it can be approximated by the voltage ( rj- 2  )kbT e/e  above the floating 
potential.
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3 .2  D is p e r s io n  o f  W h is t le r  W a v e s
The linear dispersion of electrom agnetic  waves in a cold uniform 
m agnetop lasm a was first investigated  by H artree  (1931) and Appleton (1932) who 
approx im a ted  it by the so-called A ppleton-H artree  dispersion relation
k 2c2 =  u,2 +
2. CO pe ( ^  — ^pe. )
2. _ co2) + Sv.r\ 2 0 1
where A 2 =  ^Oc e  Scrv. 0  -V ^  COA^O
and  9 is angle of p ropagation  w.r.t.  the m agnetic  field.
(3.2)
This approxim ation  is valid for collisionless plasm as when the frequency u  is 
sufficiently high th a t  ionic effects are negligible; usually uj is required to be greater 
th an  the lower hybrid frequency, u>IH.
The +  and - signs in the denom inato r of (3.2) represent the right and left 
handed  circularly polarized waves respectively. As the left handed wave is 
evanescent a t  frequencies above the ion gyrofrequency we need consider only the 
right hand  wave. T hen , considering only purely longitudinal propagation, equation 
(3.2) simplifies to
k 2c2 =  u,2 +
O
When u>ce is known, a  single m easurem ent of k for given u> determines and 
th u s  yields ne.
T he wavelength was measured using an in terferom etric technique. The source 
signal was fed into an a n te n n a  fixed a t  the p lasm a centre  and was received on 
ano ther  m ounted  on the axial trolley. The best signal to noise ratios were achieved 
when both an tennae  were formed as loops with their axes perpendicular to the 
m agnetic  field. The sum  of the  received signal and a reference were fed into a 
spec trum  analyser, which acted as a narrow  band receiver screening out the 
background RF noise from the p lasm a source. The o u tp u t  from the spectrum  
analyser, the log-intensity of the summed signal, was p lo tted  on a chart recorder
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F ig u r e  3 -2 : W h is tle r  in te rfe ro g ra m
aga inst a vo ltag e  p ro p o rt io n a l to  the p o s itio n  o f the  tro lle y  to  fo rm  the 
in te rfe ro g ram s . F igu re  3-2 ty p ifie s  the exce llen t in te rfe ro g ra m s  th a t were ob ta ine d  
a long the axis  and illu s tra te s  the u n ifo rm ity  o f e lectron  dens ity  a long th a t ax is  a t 
low  pressures.
A t  pressures > 100 m Pa, the mean free paths fo r e lectrons and ions become 
com parab le  w ith  the  m ach ine  length  and the re  is a consequent decrease in  a x ia l 
e lectron  d en s ity  as one moves fu rth e r fro m  the  source. T he  density  a t a g iven 
p o s itio n  can s t i l l  be es tim a ted  from  the average w h is tle r  w ave leng th  in the v ic in ity  
p rov ided  th a t  the dens ity  g ra d ie n t is no t to o  large.
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However the potential on axis is not always solely due to the whistler waves 
propagating parallel to B . The source antenna excites waves which propagate at all 
angles 9 such tha t  |0| < 0 where 9c is the angle at which the group velocity is 
zero. For high densities, when u>pe ;» u>ce, sin0c «  ^ / ^ ce (Fisher and Gould, 1969). 
The fields on this resonance cone become very large. Further the reflection of this 
cone from the boundaries of the plasma has been observed by Boswell (1975) and 
Ohnum a and Gonfalone (1979). The axial position at which the reflected cone 
converges is marked by a rapid change of phase. Care was exercised to avoid these 
convergence points in the interferometry of the parallel waves.
100 150
Wavenumber (m"1)
F i g u r e  3-3: Measured whistler dispersion relation
The curves represent plasma densities of (a) 1.4, (b) 1.8, 
and (c) 2.2 x 1017 m '3
Interferometry was possible using frequencies 0.25 u>ce < u> < 0.7 u ce with 
consistently good results a t  w =  0.5 A comparison of the measured dispersion
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and the theoretical curves is made in figure 3-3 and shows tha t  the density can be 
estimated to better than 20%. The increased uncertainties in the wavelength of the 
higher frequencies is due to the intrusion of resonance cone effects at successively 
fewer wavelengths from the origin.
3.3  D isp ersion  o f E lectron  C yclo tron  H arm on ic  W aves
3 .3 .1  D isp ersio n  in a M a x w ellia n  p la sm a
Electron cyclotron harmonic (ECH) waves are electrostatic waves which only 
exist in magnetoplasmas with a finite electron temperature. These waves are 
strongly damped for all angles of propagation except for those nearly perpendicular 
to the magnetic field. In this case, and for a plasma with a Maxwellian electron 
velocity distribution of tem perature T e, the dispersion relation simplifies to
©o
co(cj - rvoce)
0
where p. =  ^  (k p)2, p2 =  2mekbT e/(e B )2. is the perpendicular wavenumber of
the ECH wave of angular frequency u>; u>ce and wpe are the electron cyclotron and 
plasma frequencies respectively and I is the n th order modified Bessel function. 
One may note tha t  p is the r.m.s. gyroradius of the electrons. In principle it is
possible to determine both wpe and p, and thus both electron density and
temperature, from the measurement of the dispersion of waves of a number of
frequencies. However when wpe is much greater than u> the dispersion becomes 
essentially independent of density as shown in figure 3-4 (Christopoulos and
Christiansen, 1974). At the typical magnetic field of 7.2 mT, = 4n x 108 Hz. 
Most of our dispersion measurements were taken in the first harmonic band, 
u) < u < 2u , so the high density limit was used when w > 5 u> =  6.3 GHz.
This represents plasma densities larger than about 1016 m‘3.
Figure 3-5 allows comparison between measured dispersion for waves in the 
first three harmonic bands with the theoretical curves, which have been fitted w.r.t. 
T e, for the high density limit. A set of five to ten measurements of k , , each for
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W a v e l e n g t h  (mm)
F ig u r e  3 -4 : H igh  dens ity  l im it  o f E .C .H  w ave length
from  C h ris to p o u lo s  and C hris tiansen . (1974)
d iffe re n t u>, a llow ed  and p to  be de te rm ined  to  w ith in  1% and 3% respective ly, 
e nab ling  an accurate  abso lu te  c a lib ra tio n  o f the m agne tic  fie ld  s treng th
s im u ltan e ou s ly  w ith  the d e te rm in a tio n  o f the pe rpend icu la r e lectron  tem pera tu re .
As the dens ity  decreases to  below  2 x 101J m '3, the d ispersion in the f irs t  
th ree  ha rm on ic  bands, u;ce < u  <  4u;ce , becomes increas ing ly  dens ity  dependent. 
T he  upper h y b r id  frequency lies in the f ir s t  tw o  h a rm on ic  bands and is the l im it in g  
frequency fo r sm all k . , as can be seen in  figure  3-6 (T he  e xpe rim en ta l p o in ts  and 
th e o re tica l curves re flec t a va ria t io n  o f e lec tron  te m p e ra tu re  w ith  dens ity  and hence 
appear to  be ir re g u la r ly  spaced.) O n ly  a few m easurem ents o f k suffice to
d e te rm ine  ng to  w ith in  10% th ro u g h o u t the range 1014- 1015 m '3. The e lectron 
te m p e ra tu re  can be s im u ltaneous ly  d e te rm ined  to  w ith in  5%.
B o th  figures 3-5 and 3-6 show an exce llen t agreem ent between the measured
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1.0  1. 5  2 . 0
Wavenumber (103m )
F ig u r e  3 -5 : M easured e lectron  c y c lo tro n  ha rm on ic  wave
d ispers ion  re la tio n
d ispers ion  and the  curves f it te d  under the  assum ption  th a t the pe rpend icu la r 
e le c tron  v e lo c ity  d is t r ib u t io n  is M a x w e llia n . H ow ever th is  agreem ent does no t a llow  
us to  c o n firm  the n a tu re  o f the  d is t r ib u t io n  since, as is shown in  the  second p a r t o f
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(b) 0.94, (c) 1.17, (d) 1.71, (c) 2.00
( p )  d e n s i t y  limit.
this section, the form of the dispersion curves remains relatively unchanged even 
when the distribution function is significantly non-Maxwellian. For such 
distributions p  remains a good estimate of the r.m.s. gyroradius and so the mean 
perpendicular electron energy can still be determined with good accuracy.
3.3 .2  I n t e r f e r o m e t r y  o f  E C H  w a v e s
Typically interferometry in a plasma involves the signal received on a moving 
antenna being combined with a reference signal in a square law detector. However 
the external reference signal becomes unnecessary for the case of ECH waves since 
the received signal consists of the sum of two waves. One is the ECH contribution 
itself while the other is a capacitive signal due to the root of the dispersion relation 
a t  k =  0 (Harp, 1965). The latter is many times larger than the ECH signal and 
acts as the phase reference in the experiment( Christopoulos and Christiansen, 1974).
0 10 20 30 60
2 n/ ^ ( c m ' 1)
F ig u r e  3-6: Electron cyclotron harmonic wave dispersion
at lowr densities. u  e/ ^ ce =  (a) 0.66,
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In practice a fixed antenna was placed at the centre of the plasma in line 
with the radial probe. Both launching and receiving antennae were L-shaped, with 
2-4 cm of 1 mm copper wire accurately aligned parallel to the magnetic field and 
joined to the centre conductor of the respective coaxial probe. Lengthening the 
portion of the antenna improved the electrostatic field strength but required
proportionally greater accuracy of alignment to avoid loss of resolution for small 
wavelengths. Wavelengths as small as 2.5 mm were successfully measured, this 
limit reflecting the thickness of the antenna itself.
Usually the fixed antenna was used to launch the waves since a mobile probe 
introduced the problem of the reference intensity varying due to resonances of the 
capacitive reference signal within the vacuum vessel. As with the whistler
interferometry, the received signal was passed through the spectum analyser acting 
as a narrow band receiver and the logarithmic intensity was plotted on the chart 
recorder versus the position of the radial probe. A set of such interferograms is 
shown in figure 3-7. Since the number of wavelengths is often large, the relative 
error in determining the wavenumber is reduced.
The interferograms of figure 3-7 were all taken in the central region of the 
plasma and the radial uniformity of the wavelengths reflects the constant electron 
temperature across this region. Other scans which include the cooler wings of the 
plasma show the wavelength so much as halving, with a consequent four-fold drop 
in T , thus allowing the radial profile of the perpendicular temperature to be 
determined as in figure 4-6 The ECH waves propagated both up and down such 
temperature gradients, which simultaneously involved equally steep density gradients.
3 .3 .3  E le c tr o s ta t ic  E le c tr o n  C y c lo t r o n  H a r m o n ic  W a v e s  in  a N o n -  
M a x w e l l ia n  P l a s m a
The standard analysis of ECH wave dispersion (Bernstein, 1958) assumes that 
the perpendicular electron velocity is exactly Maxwellian. As the parallel electron 
velocity distribution is known to be non-Maxwellian (the tail ‘temperature’ differs 
from that  of the bulk distribution), it is important to estimate the effect of a non-
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F ig u re  3 -7 : E le c tron  cy c lo tro n  ha rm on ic  wave in te rfe ro g ram s
W ave frequencies u  =  (a) 1.65, (b) 1.85, (c) 1.96 u>ce
M a x w e llia n  d is tr ib u tio n  on the EC H  d ispers ion . In  p a r t ic u la r , we w ill  inves tiga te  
the  e rro r in  the derived  e lectron  te m p e ra tu re  and dens ity  caused by using  the 
s ta n d a rd  analysis when the  d is tr ib u t io n  is a c tu a lly  n o n -M a xw e llia n .
C onsider a w a rm  m agne top lasm a w ith  a m agne tic  fie ld  B B z. The
40
condition tha t  a small amplitude electrostatic wave can propagate perpendicular to 
the magnetic field is tha t  <f,z =  0 where £^is the relative dielectric permittivity 
tensor. Lominadze (1981) gives the form of
’ - 2
species
f  d c ^ dCn
[ CO COc  ^Jco co, j  (r\-oc ) fi2- ^C.
rv- - *0 x
where the first sum is over all species in the plasma, 
o = - / m 'V rr\0
is the plasma frequency of the given species; nQ, q and m are its equilibrium 
density, charge and mass respectively.
u =c — —
rrv
is the cyclotron frequency of tha t  species.
f> =  k i , c j ,
cOc
Q = 0/0 
' C
where o and k are the frequency and wave number of the wave in question. J n is 
the nth order Bessel function.
f0(c1 ,cz) is the species’s equilibrium velocity distribution function. For a 
Maxwellian plasma of temperature Te this has the form
f0(ci>cz) =  ( __ — ____ \  a &Xp( -  r a C j- )  \ (3.3)
\ 2 r ; k bl i l  \ 2Rbte/ \ZRbTJ
We shall introduce a non-Maxwellian distribution governed by the parameter 6
fo(c±’cJ  = _ ! _  ( J H —
L4-& \2_7\kfcT
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where the parallel velocity distribution, g(cz) is arbitrary subject to the
normalization condition
-o
. j g(Cj) de, = 1
- -o
However, as the distribution is not Maxwellian, T is not a true temperature but 
merely a parameter.
Velocity (vth)
F i g u r e  3-8: Non-Maxwellian velocity distributions
The distributions correspond to equation (3.4) with 
6 =  (a) -0.5, (b) -0.3, (c) 0, (d) 0.4, (e) 2.0
For positive 6 the distribution (3.4) has a greater proportion of particles at 
speeds greater than the mean speed than (3.3), with a consequent reduction at low 
velocities and it even becomes hollow for 6 > 1 (c.f. figure 3-8). Conversely for
negative values of 6 the distribution is more sharply peaked about  c± =  0 than the 
Maxwellian. These effects on the distribution function are clearly reflected in the
r.m.s. velocity
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< c±2 > = 2 kbT
V L4-& )
(3.5)
A useful measure of the effective temperature, for the perpendicular component of a 
non-Maxwellian distribution is the mean energy, kbT <>ff; by equation (3.5)
T  || =  T* (1±1A\ (3.6)
V 1 + 6 /
At frequencies above the electron cyclotron frequency the contributions from 
any ionic species become negligible (Stix, 1962) since they are smaller than the 
electron contribution by about the mass ratio. So the sum over species need include 
only the electrons. With fQ as in equation (3.4)
= — L _  ) / Wqcc,)
so 5  =  1 - 4 A
P V  ( 14 & )
-cjoO ft
£  f
- °o J  oC- rv
e  * ( l -& * S sxZ) x d x  (3.7)
where the substitution x =  
Now
i rr\ C x has been made and A = (u /u  )'v p e ' c e '
~o
f  -  <X*z 2.
\  et c ßx) x d x =  J -  ,J 1
o Z<X
oO
o
b>
b e
\  e fa)  x dx
o
= - — ( J_ e^I.C^/2.00)
^<X V ZCK /
setting // = /32/ 2 and a =  1
•O
 ^ e dx -  4^  e ^ T^C^o
where I is the modified Bessel function of the first kind and
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C —yS*’ 2.
 ^ e . 3 a c d**
1 N /  \ -  ß / Z<X
- i -  X  f  -  e  U P 1
a  V 0. r
a= 1
f  %  (  ^  ^  L ‘r ' )
Noting tha t  In(/z) =  I (//) and tha t
1 , ] _ 2 .°*-
cx -  r\ oc 4- rv E T ot -  <r\
Equation (3.7) simplifies to
=  1  -
/Ut ( \
__ 2  J X L f 0 - V )  e  + 5, (fx  e ' ^ X ^ J l  (3.8)
+ f'd
The convergence of this series is very slow and so an alternative form must be 
sought if the dispersion relation is to be evaluated conveniently.
First we note tha t  the generating function for modified Bessel functions is
2  CoSCrvO) —
2r ooe>© (3.9)
rv* -  «O
and, by symmetry,
Z i  s . ;(v C (3 6 )  -  o (3.10)
r\^ -  -O
Combining the equations (3.9) and (3.10) we obtain
2 .  1 ^ ( 2 )  CoS [ ( . * - - M S ]  =
c v - oQ
Integrating equation (3.11) w.r.t. 6 over (0,7r) yields
2- coo©
e .  Co6 (.<*-©) (3.11)
s i t  ©£  CooCx©) d-©
— ^  ^ CoS ^ ( o t-o ')  ©1 (*©
-  - o
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oO oC- r \
=  S i r v ( ^ )  (  ,T ° Cir) +  £  ( - ) * g f j  T ^ z O )
^ oc  ^ o^2-- rx7- /
Noting tha t  (-)nIn(z) =  In(-z) and setting z —
S\rv C°cA) s -yuLC O S©' <r ZocGOsC?*^ d ©  — " X ^ ^ O  -v <_* —- --- -  TrSfjJ' \ oL-yx '
Lastly, by equation (3.9) with 0 =  0, one sees tha t
I0M  = ^  -2 . Z  T „ c r )
-yuccas 0
6 io~ t°CT\ )
CoS(.°C© )<d©
\ oc7- - ^
or ^  Z  ^  =  - L  +  4 ____
X ^ o O \
_yuu C U  CoS Q )
Cos^e)cA 9 (3.12)
thus
0 /^ -
t ^ cno
I oC -IX‘
=  - 1  -c
2* -yucU-^ooSö)
Svrv oCTY
( \  -yucU* cos©i) coyote de (3.13)
Substituting equations (3.12) and (3.13) into equation (3.8)
t.  =  1 +
^ C U S > ) V ©UVCC1\ J
—f .^ cv-v-cos e^
^ l— cos 9 ^  C o S < d ©
and the dispersion relation becomes
✓  . r- ^ r _xccw cos© )
* ; + 1 =  _____  \ e. (\-wu+cose)) costed©
A s ^ c c r c  Z  '
Since A is proportional to ne the high density limit is given by
(3.14)
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A
so th a t  at high densities the dispersion is still independent of density.
With a Maxwellian plasma at low densities we were able to use the fact that 
the upper hybrid frequency, u>UH, was a limiting frequency as k —> 0. Taking the 
small k , limit of (3.14), and retaining only terms linear in /x, the dispersion relation 
becomes
lx
i + JLtilfL = \ Cos ote C ( u c o s e  U e
=  l +  AL (  u & )
for non-integral q . So the limiting frequency is given by
lim - 1 =  A =
CO
or u),. =lim V C O  ^  +  o  C e _
Thus the density determination is unchanged by the modified distribution.
For the Maxwellian plasma, given the density, we used the dispersion relation 
to find an expected value of //, /cexp, for each (u;/u>ce). Then if the measured 
wavelength was A
A V  = - H i
Designating the expected value of n derived from equation (3.14) as /iexp(6)the 
calculated electron tem perature is
k .T  -b e
trvoo,
4 " ^
CO)
If the plasma distribution function were non-Maxwellian then
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kbT* =
4-"^ z
If we were to analyse our results under the assumption tha t  the distribution were 
still Maxwellian we would calculate a temperature, T ca]c, related to T by
k b T caic =  kbT * A * * * » » ^  (3.15)
I £> )
For fixed ne and uj/ ujce, // is a function of 6 alone. Then differentiating 
equation (3.14) w.r.t. 6
-L ( U s. ■+■ o ^ y x ' )
At
77 U  OOS ö  )
~  ___  \ es CoS $  (©)
where f(0) =: — j j J  £ (  1 v CoS ©) C \ ^  v cos 0))^ — ( j*k-\ ) ( W to6 ©)
and
&
(3.16)
Evaluating equation (3.16)at «5 =  0
"F ( l-v coS©>
L  C * * * * * ' >  ~  ~ \  e~ CoS U v u '  ) ( W c o o © )  c^ö
A, ' Sv)voC7T i
since _\_
At
oZ
S vk.oC1T 5
__ yx. C V4- cos © )
0- CoS C 1+ c o s© ) d©
is, in general, nonzero we have /i(0) =  -/i(0) 
So, for all n and uj/ u
i^(S) = /x(0) +  <5/z(0) +  higher terms 
«  m(0)(1-«5)
so now equation (3.15) becomes
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k bT calc k.T* A*-*0 ' -  k T  14 &
/ a U )  k ' " ( U 2 . S X  t - S )
For small 6 this last term is approximately kbT eff(l +  2<$2). Thus T ca]c 
good estimate of T ff even for significantly non-Maxwellian distributions.
provides a
3.4 R e t a r d i n g  F ie ld  E n e rg y  A n a ly s e r
While Langmuir probes are extensively used to determine the tem perature and 
density of both space and laboratory plasmas, Langmuir’s theory is, strictly 
speaking, only valid for isotropic, approximately Maxwellian plasmas. The presence 
of a static magnetic field limits their use since velocity distributions may be 
anisotropic. Further, Langmuir probes cannot determine the details of the electron
velocity distribution for high energies with any precision since such details are too 
sensitive to variations in the ion saturation current.
The retarding field energy analyser (RFEA), or gridded electrostatic energy 
analyser has been a widely adopted alternative when either of these limitations 
becomes important (Mau, 1974; Hopman et ah, 1977; Jones, 1979).
The construction and theory of operation will be outlined in the following two 
sections. The succeeding sections discuss the factors which cause differences between 
the measured and actual ion and electron energy distributions. The most important 
factor, described in section 3.4.3, is the change in the distributions due to the effect 
of the sheath between the plasma and the analyser. Sections 3.4.4 and 3.4.5 deal 
with the effects of neutral gas and plasma within the analyser. Section 3.4.6 
describes the effects involving surfaces within the analyser including primary 
reflection, secondary emission, changing work functions and build up of insulating 
layers. Lastly, section 3.4.7 examines the effects of the finite size of the various 
components of the analyser. These include field penetration and lensing fields, pitch 
angle selection and effects due to the finite grid areas.
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3.4 .1 C o n s t r u c t i o n
Two R F E A ’s were used; a schematic, illustrating the geometry and the control 
and detection circuitry pertinent to both, is shown in figure 3-9.
G i G* G, G0
Chart
Rec
P l a s m a
F i g u r e  3-9: Schematic of retarding field energy analyser
The larger of the two analysers was encased in an earthed copper cylinder 
60 mm long and 31 mm in diameter, presenting a 25 mm diameter aperture to the 
plasma; this aperture was sometimes covered with an earthed grid G Q. The other 
three grids G 1? G 2, and G3 were spaced behind GQ at  3 mm intervals, separated by 
P.T.F.E.  (teflon) insulating rings. All the grids were of 40 wire/cm knitted copper 
mesh with, as the wire diameter was 0.1 mm, a transmission factor of 
approximately 40%. The collector, a copper plate, was a further 3 mm behind G3>
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Each of the grids and the collector could be individually raised to a potential,  Vj, 
V 2, V3 and Vc respectively. Ic, the curren t from the collector, flowed to earth  
th rough  a resistor R, the voltage across R being measured on a chart  recorder. 
T he value of R was chosen between 102 f? and 10° i?, depending on plasma density, 
to  maximize the voltage drop  across the resistor while keeping it less than  a few 
mV.
The construction  of the  smaller analyser was similar though the case was 
40 m m  long and only 13 m m  in d iam eter w ith an 8 m m  ape rtu re  to the plasma.
3.4 .2  T heory  o f  O peration
The classical R FEA  involves only one grid, the repeller, in front of the 
collector which is held a t  a  sufficiently large potential to repel species of which ever 
charge polarity is not desired. The collector is then held a t  a potential,  V , 
repulsive to the desired species so th a t  as the m agnitude of Vc increases only
particles of successively higher energies are collected (Simpson, 1961). This
configuration has severe inherent problems associated with defocussing fields 
(S tephanakis  and B ennett,  1968), and with prim ary reflection and secondary electron 
emission from the collector. These problems are largely obviated  by operating  the 
analyser in the filter lens mode. This involves an ex tra  grid, usually between the 
repelling grid and the collector, which is held a t  the d iscrim inating voltage while the 
collector itself is a t  a po ten tia l  a t t ra c t iv e  to the species being analysed.
3 .4 .2 .1  E lectron  Energy A n a lys is
The potentials  on the grids and collector are il lustra ted  in figure 3-10(a) for 
the case of electron analysis. For typical operating  conditions the m agnetic field 
s treng th  is 7.2 m T  and the  perpendicular electron tem p era tu re  is less than  6 eV so 
m ost electrons have gyro radii the order of 1 mm or less. Since the p lasm a is 
virtually  collisionless electrons are constra ined to field lines and  so, for electron 
analysis, the axis of the ana lyser m ust be aligned with the magnetic field and only 
the  parallel velocity d is tr ibu tion  is determ ined.
The first grid is held a t  ground to shield the p lasm a from the internal fields
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F ig u re  3-10: Retarding field energy analyser grid potentials
of the analyser. Although this means that all particles analysed will have passed 
through a sheath layer formed at this grid, if V is raised to the plasma potential 
it so disturbs the plasma that interpretation of the measurement is very difficult
(Mau, 1974).
The second grid is held positive to repel positive ions. Any negative ions, 
(originating from impurities) will be trapped in the plasma by the plasma potential 
and will not affect the measurements. V2 must be greater than <}> , the plasma
potential, so it is usually set at +50 V.
The third grid acts as the discriminator. When V3 =  0 electrons of all
energies reach the collector but once V3 is positive only tha t  fraction of the
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electrons with parallel kinetic energy exceeding eV., can be collected. In order to 
collect all electrons which pass the discriminating grid and to recollect any 
secondary electrons emitted the collector is held at +50 V.
3 .4 .2 .2  Ion  E n e r g y  A n a ly s is
Even though the ion gyroradii are larger than those of electrons a room 
temperature argon ion has a gyroradius of about 2 cm, still comparable to the 
dimensions of the analyser, so analysis of ions is limited to velocities parallel to the 
magnetic field. However outside the main body of plasma ions are accelerated 
radially to such large velocities tha t  energy analysis perpendicular to the field is 
possible.
The grid potentials for ion analysis are shown in figure 3-10(b). The shield 
grid Gj is still held a t  0 V. However G,, becomes the discriminator while G 3 is 
held at a voltage below zero, usually -20 V. This is to reduce field penetration 
effects when the collector, acting as the repeller, is biased to large negative values. 
Although the usual electron temperatures of 3-6 eV require a repeller voltage of 
only -50 V, at pressures below 10 m Pa the electron velocity distribution develops a 
high energy tail with appreciable numbers of electrons at energies of more than 
100 eV. The very negative repeller voltage then required would cause greater field 
penetration in the discriminator and would result in an apparent pressure dependent 
energy resolution. The interposed grid G3, held a t  a constant potential, prevents 
this.
3 .4 .2 .3  C o llec to r  C u r r e n t
For either ions or electrons the collected current I is a function of theC
discriminating voltage, Vd
- Ö
Ic = jnqA I  f  C C>«') C'» dc'i
U d
1  rr \od z =  c^Vd
where n is the density of plasma at the analyser orifice, q is the species charge,and
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A is the area of the aperture, c^s th a t  component of the velocity which is parallel
to the axis of the analyser.
-O
f(c„) =  5  i n t J ( c l l c , ) T r ( c Ll c , )  d i t i
o
where f(c||,cJ_) is the velocity distribution function at the entrance of the 
analyser and T r(c||)C±) is the transmission factor, i.e. the probability tha t  a particle 
of the given velocity will reach the collector from the aperture. T may depend on 
the grid voltages and the species involved.
In an ideal analyser T r is a constant determined only by the transparency of 
the grids. Then
I = ^ 3 \  a  ( e )
2_rrv J
e V d
where g(E) is the parallel energy flux distribution function
g(E)dE =  me » \ 2/n Cj_ ( itc x , 0  dc^.) dc,
o
For a Maxwellian parallel velocity distribution 
g(E)dE =  exp( - E / k ^ d E / k ^ , ,
g(E) is obtained from Ic by differentiation w.r.t. the discriminator voltage (Kuedyan, 
1978)
Z \ r f \
g(E) -
n. A~Tr ^ Vc( \Jd -  £ / e
However, care must be taken before the measured g(E) can be equated to the 
energy distribution of particles within the plasma. The most important factor, 
described in the next section, is the change in g(E) due to the effect of the sheath 
between the plasma and the analyser.
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3.4.3 Effect of th e  S heath
Electrons in the plasma are at a higher tem perature than the ions and are 
much lighter. Consequently, although the plasma is initially exactly neutral, the 
higher electron velocities allow them to escape to the walls along magnetic field 
lines, at a greater rate than the ions until the electron depleted plasma charges to a 
sufficiently positive potential - the plasma potential. This serves both to contain
the majority of the electrons and to enhance the ion escape rate by accelerating 
them from the plasma. In WOMBAT this potential is always greater than 20 V 
and can reach more than 50 V. The bulk of the plasma is at a potential within 
( l / 2 ) k bT e/e  below the plasma potential so tha t  the fall to ground potential at the 
walls occurs in a localized layer, the sheath (Franklin, 1976).
Effect on ions
The sheath extends a few Debye lengths from the wall and so is up to 1 cm 
thick at the very lowest plasma densities, 1014 m '3, and is typically less than 1 mm. 
Since the density of electrons capable of ionization drops sharply in the sheath and 
in view of its small volume relative to the bulk of the plasma, the  proportion of 
ionization in the sheath, compared to the total volume, is clearly less than 1% and 
is typically far less than 0.1%. Thus essentially all ions reaching the analyser were 
created in the main plasma volume and have therefore gained kinetic energy 
equivalent to the height of the sheath as they escaped from the plasma.
In the absence of collisional effects the ions analysed would have a beam-like 
velocity distribution with an energy spread of order kbT e reflecting the variation of 
plasma potential along the field lines. Any collisions with cold neutral atoms in the 
sheath would increase the energy spread.
A typical trace is illustrated in figure 3-11. The plasma potential lies between 
the voltage at which the characteristic has its steepest slope (i.e. a t the maximum 
of the ion energy distribution function) and tha t  corresponding to the most energetic 
ions. Since these exact voltages are difficult to determine, especially if there is any 
noise on the characteristic, we adopted a more objective method of analysis. We
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V3 (volts)
F ig u re  3- 1 1 : RFEA ion current characteristic
took the voltage, V , at the intersection of the steepest tangent to the 
characteristic with the high energy baseline and assigned it to the plasma potential, 
4>p. If the ions have a Maxwellian distribution about <f>p, of temperature T., then 
V. — 6 +  k.T.. V. is always within 2-3 V of 6 since the characteristic is soint b i int J
steep there.
The total scattering cross-section for argon ions in the neutral gas decreases 
with increasing ion energy and is of order 10'18 m2 (Cramer, 1959). This cross- 
section represents the sum of effects due to resonant charge transfer and elastic 
scattering. Thus at the typical operating pressure of 40 m Pa the collision length is 
greater than 10 cm so that collision effects in the sheath can be ignored. However 
at higher filling pressure and low plasma density these effects would become 
important.
Due to the disparate masses of electrons and argon atoms there is negligible 
momentum transfer during ionization so tha t  an ion is created with the velocity of 
its parent neutral. These velocities have a Maxwellian distribution with a 
tem perature about 300 K =  0.026 eV. Even with appreciable charge-exchange
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neutral heating this initial temperature of the ions is less than 0.05 eV (c.f. chapter 
5). However the spread of initial ion plasma-potential energies is many times larger 
than this so the details of the ion temperature are rapidly lost in the spread of 
drift velocities and cannot be resolved at the analyser.
E ffec t  on e le c tro n s
Clearly the plasma potential, which expels ions, will trap  electrons. Electrons 
with parallel energies less than eVp will not reach the analyser. Thus the analyser 
measures only the high energy tail of the electron distribution. This limitation is 
inherent since any modification which allowed the analyser to collect lower energy 
electrons would deplete the affected field lines of electrons, raise the local plasma 
potential, and clearly disturb the region of plasma being measured. If the plasma 
were sufficiently collisional an analyser with a small aperture, or a very low 
transparency first grid, might draw so little current tha t  the measured volume could 
be kept close to its original state by particles diffusing from adjacent volumes. 
This situation is exactly analogous to tha t  encountered when operating a Langmuir 
probe in a magnetic field.
The elastic collision cross-section for electrons in argon is always less than
2.5 x 10'19 m2, (Erode, 1933), so at a neutral pressure of 40 m Pa the collision 
length is greater than 0.5 m. The effect of collisions in the sheath is thus
negligible and the electron energy distribution at the analyser accurately reflects the 
high energy tail of the electron distribution in the plasma. Both theoretical work in 
argon discharges at low pressures (Vriens, 1973) comparable to those used in our 
plasma, and experimental results from medium pressure (0.1-4 kPa) discharges
(Golubowsky et al., 1968) in a variety of inert gases, indicate tha t  appreciable
deviations from a Maxwellian distribution of electron energies can occur. This
deviation, characterized by relatively lower densities of high energy electrons, is
ascribed to inelastic collisions which excite or ionize the neutrals. Electron
temperatures derived from the analyser are often double those obtained with either
Langmuir probes or ECH wave dispersion. However, the electron distribution in the 
tail is still extremely close to Maxwellian over many e-foldings (c.f. figure 3-12)
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F i g u r e  3-12:  RFEA electron current characteristics
In summary, retarding field energy analysis of the plasma determines the 
plasma potential, through analysis of the ion energy distribution, and, further, the 
temperature  of the high energy tail of the electron energy distribution.
3.4.4 Effec t  of  N e u t r a l s  w i t h i n  t h e  A n a l y s e r
The operation of the analyser can be affected if particles have collisions with 
neutrals after entering the front aperture. Such collisions alter the energy of the 
particle in question and may, if ionizing, even give rise to new particles. Further,  
when collision cross-sections are dependent on the energy of the incident particle 
they systematically distort  the energy distribution.
Without  differential pumping neutrals cannot be excluded from the analyser 
and an upper bound for the pressure, below which neutral gas effects are negligible, 
must  be determined. This level will be set when less than 10% of those particles 
which would otherwise be collected are prevented from this by a collision within the
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analyser. The important volume is tha t  between the plasma and the discriminator 
grid; once a particle has passed this grid the grid fields will accelerate it to the 
collector even if it subsequently has a collision. The distance between the 
discriminator and the collector, L, is 6 mm for ions and 9 mm for electrons. The 
mean free path, A, must be sufficiently large that exp(-L/A) > 0.90 or
approximately A > 9 L.
For ions the sum of inelastic and resonant charge transfer cross-sections is of 
order 10'18 m 2. Thus the limiting density will be 2 x 1019 m"3, which is equivalent 
to 80 mPa. However, as the ions are initially almost mono-energetic, the slower 
scattered ions are readily identified and the plasma potential can still be determined 
when only a few percent of the ions remain unscattered. At a pressure of 500 m Pa 
only a third of the ions are scattered to lower energies while a t  the highest pressure 
used, 1.6 Pa, we expect tha t  20% of the ions remain unscattered. At this high 
pressure a third of the ions collected have been scattered to energies below 5 eV; 
this low energy distribution has a ‘tem perature’ of about 2 eV.
The determination of the plasma density from the ion current is much more 
pressure sensitive and is probably not reliable above 100 mPa. As shown in figure 
4-3, the ion current decreases more rapidly than the electron current for such 
pressures.
The sum of the average cross-sections for the excitation and ionization of 
argon by electrons is less than 3 x 10'20 m 2, which implies tha t  inelastic electron- 
neutral collisions should not affect the results for neutral pressures below 1.6 Pa. 
The electron energy distributions remain accurately Maxwellian over several e- 
foldings, even at the highest pressures, with no evidence of a disproportionate 
number of low energy electrons.
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3 .4 .5  E ffects o f P la sm a  w ith in  the A n alyser
The interaction of a warm magnetoplasma with an earthed plane is well 
understood but the mathematics involved in calculating the particle flows and 
variation of the potential to better than first order is complicated. When the
earthed plane is replaced by a set of metal meshes through which particles tlow, :ne 
tractability of the problem is reduced further. Fortunately, our plasma usually 
operated in a low density regime where the situation is particularly simple since the
plasma Debye length, AD, is large compared with the distance, d, between the wires
of the mesh.
The analyser mesh has forty wires per cm, each 0.1 mm in diameter, so
d =  0.15 mm. For plasma densities below 3 x 1016 m"3 AD > 0.15 mm. Thus for
these low densities the first grid creates an almost planar ground potential and
excludes the plasma from the analyser.
As the plasma density increases to 3 x 1017 m‘3, however, AD drops to
0.05 mm and the potential between the mesh wires will rise some way toward the 
plasma potential. Plasma will then be able to leak through the first grid. The 
degree of field penetration and the subsequent plasma flow is difficult to estimate 
but since AD d /2  the field penetration, and the plasma flux, should be small.
The density after the first grid will then be considerably reduced, the Debye length 
at the second grid will be larger and operation from thereon will be as for the low 
density case. The useful density range is probably extended to at least 3 x
1017 m '3 when the extra earthed grid GQ is mounted at the front of the analyser.
At densities of 1018 m '3 and higher AD falls to 0.025 mm and below. Then
d/AD > 6 and field penetration between the meshes will be close to total. The
plasma density beyond the first grid will then be virtually the same as in the main 
plasma so field penetration of the second grid will occur and so forth filling the 
analyser with plasma and preventing useful measurement.
A further criterion for the operation of an analyser is given by Green (1970).
If, after the repeller, the transmitted charged species has too high a number density,
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the potential change due to its space charge may increase the potential between the 
grids to above tha t  of the discriminator, creating a ‘virtual grid’. This causes gross 
distortions in the derived distribution functions (Jones, 1979).
Electrons can only escape longitudinally whereas ions can escape both 
longitudinally and radially. Since the total loss rates of each are equal at 
equilibrium the electron current density to the analyser will exceed tha t  of the ions 
and the space charge effects will be greatest for electrons. After two earthed grids 
the electron flux will be of the order of 
J =  - e c - I rrVe- Tr
Green gives a criterion for the current density before the discriminator,
essentially equivalent to the Child-Langmuir limit,
J < _4q l fn  /
n \ € < -  Ai r*Y-Z
This suggests tha t  space charge effects will become important for densities of the 
order of 4 x 1016 m‘3 and above. However, as is shown in section 3.4 , the 
transparency of the grids to electrons is reduced below' the ideal value by finite-T± 
effects. So the useful density range is increased to above 1017 m '3, w'here operation 
is already affected by plasma penetration of the grids.
3 .4 .6  S u r f a c e  E f f e c t s
Surface phenomena can greatly influence the important, yet often poorly 
understood, boundary conditions of laboratory plasmas. In order to ensure 
repeatability, modern research into surface phenomena is usually conducted under 
conditions of extreme cleanliness and purity . Consequently, the results are difficult 
to relate to experiments with conventional levels of contamination (some exceptions 
include Milloy’s work on the w'ork functions of contaminated metals, refered to in 
section 3.4.6.3, and the investigation of thermal accommodation on contaminated 
surfaces discussed in section 5.2).
To obtain measurements of electron induced secondary emission under 
conditions relevant to our experiment we have refered only to work done before or 
about 1940. At tha t  time all-glass apparatuses were pumped by mercury vapour
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diffusion pumps with liquid air vapour traps. Since such systems had a typical base 
pressure of no better than 0.1 m Pa («10 '6 torr), all investigations would have been 
affected by gas absorbing onto target surfaces.
Bruining (1938), one of the most important early researchers of secondary 
emission phenomena, was keerdy aware of the problem of gas contamination and 
created ‘clean’ targets by evaporating metal on to a substrate at high vacuum. 
However, at 0.1 m Pa monolayer formation times are of the order of a second and 
his own requirement " that the measurements should be carried out very rapidly" 
was probably not adequate. Gimpel and Richardson (1943) out-gassed their target 
a t  900°C for several hours and took measurements while it was at 300-600°C. 
Although this would have driven off all bar the last few monolayers of absorbed gas 
it is now known (Hagstrum and D’amico, 1960; Hagstrum 1960) tha t  all but the
most refractory substances may be held at a temperature within a few degrees of 
their melting point without achieving an atomically clean surface. Thus it is
reasonable to assume tha t  the results of both these, and other contemporary, 
workers were from contaminated surfaces. We expect tha t  this makes them more
pertinent to our experimental situation.
The most important surface effect within the RFEA is secondary emission. 
This phenomenon will be reviewed in the next section with particular attention to 
the relevant energy ranges and materials. The effect of secondaries on the measured 
energy distribution functions will be examined in section 3.4.6.2. The last section
will consider the effects of changing work functions.
3 .4 .6 .1  S e c o n d a ry  E le c t ro n  E m is s io n
The surface phenomenon most widely discussed in the context of the collection 
of particles from plasma is tha t  of secondary electron emission (e.g. Kollath, 1956; 
McDaniel, 1964). This emission occurs when a beam of sufficiently energetic ions or 
electrons impinges on a surface, ejecting electrons to form an electron flux in the 
reverse direction. For incident electrons the reverse flux is augmented by the
backscatter of primary electrons.
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F igure  3-13: Secondary electron energy distribution
(from McDaniel,  1964)
E lectron  induced secondary  em ission  and prim ary electron  reflection
When a monochromatic electron beam, of energy E , impinges on a metal 
surface the reverse electron flux has a characteristic energy distribution which is 
largely independent of the target material. A typical distribution is illustrated in 
figure 3-13 and shows contributions from three distinct mechanisms, each 
approximately limited to a specific energy range.
A proportion of the incident electrons are elastically reflected at the surface. 
These electrons, in the narrow peak around E , constitute group I. The remaining 
primary electrons penetrate into the metal and are scattered by collisions with 
atoms. Some of these primaries diffuse back to the surface and, if still sufficiently 
energetic, escape over the surface potential barrier. Such ‘re-diffused primaries’ have 
energies up to Ep and form group II. As the energy loss rate is less for collisions 
with heavy atoms, energetic electrons in high Z targets, such as platinum or 
uranium, may become isotropically distributed without appreciable energy loss. The 
proportion of re-diffused primaries then approaches the theoretical maximum value of 
0.5.
In the process of scattering and slowing down, the primary electrons cause 
excitation and ionization within the solid, primarily by interaction with the outer 
shell electrons. Electrons so freed are true secondaries and the fraction which
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diffuse to the surface with sufficient energy to escape are the observed group III 
electrons; their number may exceed the number of primaries.
The energy distribution of true secondaries ejected from a metal is virtually 
independent of the primary energy and has a sharp maximum at a few 
electronvolts, the value of the maximum generally lying between 1.4 and 2.2 eV 
(Kollath, 1947). More than 90% of true secondaries have an energy less than 
20 eV. Clearly groups II and III cannot be distinguished on the basis of energy as 
there will be both slow re-diffused primaries and particularly energetic true 
secondaries. The boundary between the groups is usually chosen arbitrarily between 
20-50 eV.
The total yield of secondaries, 6, for each incident primary electron depends 
both on the incident energy and the target material. The analyser and its grids are 
made of copper and this will determine the secondary flux since the P.T.F .E. 
insulators, although having a higher intrinsic secondary yield, will rapidly charge up 
negatively until they receive a negligible electron current.
For copper 6 is unity when E p is about 200 eV and it rises to a maximum of 
about 1.3 for E p =  600 eV. The principal surface contaminant is Cu,,0, a 
semiconductor, which has an almost identical peak yield of between 1.19-1.25 
(Haydon, 1964).
The yield for small incident energies is uncertain. The problem of secondary 
emission caused by slow' electrons was addressed by Bruining and de Boer (1938) in 
part  III of their seminal series on secondary emission. They found that for silver 
and barium, the true secondary yield was approximately proportional to the primary 
energy for E p < 40 eV. Silver, which has a yield very similar to tha t  of copper for 
E p > 20 eV, had a low primary energy yield of 6 =  E p/80 eV.
Contemporary work by Gimpel and Richardson (1943) found no evidence of 
true secondaries at primary energies below 30 eV, though this result is uncertain 
since they were unable to produce monochromatic primary beams at these low 
energies. They found tha t  the reverse flux was composed entirely of elastically
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reflected primaries and tha t  the reflection coefficient was about 0.24, independent of 
the primary energy over a range from 0.2 to 1.0 eV. This finding contrasts with 
the earlier results of Farnsworth and Goerke (1930), also working with copper, who 
concluded tha t  the coefficient of reflection decreased to zero for small E . Howeverp
this, in turn, might have been due to their problems with varying contact
potentials. Bruining’s results for silver and barium suggest a slow decrease in the
reflection coefficient as E increases above 5 eV.p
In summary, at low impact energies the total secondary yield from copper is 
most likely to consist of elastically reflected electrons, corresponding to about a 
quarter of the incident flux, and a true secondary yield which will increase linearly 
with E , the two components becoming approximately equal at Ep =  20 eV. It
must however be stressed tha t  secondary yields are extremely sensitive to the 
presence of surface contamination so may deviate significantly from the values 
reported above.
Io n  in d u c e d  s e c o n d a ry  em iss io n
The mechanisms for electron induced secondary emission depend on the kinetic 
energy of the impinging electron. Although kinetic ejection induced by energetic 
ions may have yields of several electrons per ion, the process is unimportant for 
primary energies less than 1 keV. However, ions with lower primary energies can 
still eject electrons by a process of potential ejection. The mechanisms of both direct 
and two stage potential ejection have been discussed in detail by Hagstrum 
(1953a,b, 1954a,b). According to Hagstrum, potential ejection involves an 
interaction between the potential of the incoming ion and electrons in the 
conduction band of the metal when the ion is within a nanometer or so of the 
surface. Electrons are ejected with a maximum energy of E. - 2^ where E. is the 
ionization energy of the ion species and <j> is the work function of the surface 
material. Clearly potential ejection is energetically impossible when E. < 2< f>. For 
the case of argon ions incident on copper E. =  15.8 eV and <f> «  4.6 eV so 
E. - 24> —  6.6 eV, indicating potential ejection is possible.
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The process most likely to neutralize an argon ion as it approaches the metal 
surface is tha t  of direct Auger neutralization, which can occur when the approaching 
ion reduces the height of the work function for that portion of the surface closest to 
it. It is then possible for an electron to tunnel from the metal, through the 
reduced potential barrier, to the ion ground state, neutralizing it and simultaneously 
giving its excess energy to a second electron in the conduction band. This second 
electron may escape from the metal directly or else may be scattered out after 
possibly multiple collisions. If it loses too much energy in collisions or is internally 
reflected from the surface barrier the electron will be trapped in the metal.
Two consequences of this mechanism are apparent: the yield of electrons is at 
most one per ion and possibly significantly less, and, as the kinetic energy of the 
ion is not directly involved, the yield should be independent of tha t  energy. Both 
these suppositions are borne out by experiment.
Potential ejection can also take place through a two stage Auger process where 
the neutralizing electron tunnels to a metastable level of the ion, neutralizing it but 
leaving it in an excited state . When a second electron tunnels to the ground state 
the atom de-excites ejecting the electron in the metastable level into the continuum. 
This two stage process can produce faster electrons, and has a higher yield per ion
than the direct process, but it depends on the existance of a metastable level of the
ion iso-energetic to a filled level in the metal conduction band and so is much less 
likely.
Since there are no published da ta  on secondary yields for low energy argon 
ions impinging on gas covered copper we will estimate these yields by analogy to 
similar cases.
The electron yields of Am on atomically clean tungsten and molybdenum are
0.095 and 0.12 respectively and, in accordance with expectation, they are constant
to within 3% over a range of impact energies between 0-1000 eV (Ilagstrum, 1956a).
The secondary electron yield of all the noble gas ions incident on clean 
tungsten drops to half when the tungsten is covered by a monolayer of N„, though
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the effect becomes less marked as the incident energy increases to 1 keV (Hagstrum, 
1956b). The effect of adsorbed layers is even more marked for A r+ on tan ta lum  
and platinum (Parker 1954). Here the clean metal yields are about 10'2 for
incident energies less than 20 eV. After treatm ent with N, the yield on tan ta lum  
fell by a factor of ten, and was a further factor of ten smaller when the clean 
metal was treated with 0,2. For platinum the factors were about four with either 
gas.
A most useful analogy can be made for the case of Ar+ on molybdenum. For 
direct Auger neutralization the precise energy level structure is not as im portant as 
the height of the surface barrier. Both copper and molybdenum have work 
functions of 4.6 eV and so should have similar yields. Hagstrum (1956a) has
determined the energy distribution of the secondaries ejected from clean molybdenum 
by 40 eV argon ions. The energy distribution is small for energies near zero, rises 
to a peak between 2-4 eV, then falls sharply so tha t  no electrons are ejected with 
energies greater than 6 eV. The energy distribution is relatively constant for
incident energies less than 100 eV and the total yield is 0.12. This contrasts with 
the later measurement of Mahadevan et al. (1965) of 0.07.
The same group (Carlston et ah, 1965) gave the yield of 500 eV Ar^ on
copper as about 0.05 and found tha t  it increased almost proportionally to the
incident energy for energies above 500 eV.
For our case of A r+ impinging on gas-covered copper with energies less than 
100 eV, it seems safe to assume an energy distribution similar to th a t  for
molybdenum and in particular tha t  the maximum secondary energy is 6 eV. The
total yield is almost certainly less than the high energy value of 0.05 for clean 
copper. The extent, nature and effect of the adsorbed gas is imponderable but 
probably reduces the yield to at most 0.01-0.02.
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3 .4 .6 .2  S p u t t e r in g  a n d  Io n  R e f le c t io n
Ions impinging on a metal give rise to two further effects which, though not 
secondary emission, do result in a reverse particle flux and are thus best treated 
here.
Firstly, ions may be reflected at the surface. The coefficient of reflection is 
likely to be low owing to the efficiency of Auger neutralization. For Ar+ on clean 
tungsten and molybdenum the reflection coefficients are less than 0.2% and 0.1% 
respectively, and are independent of energy. For incident ion energies below 200 eV 
gas contamination reduces the reflection coefficient by about a factor of four.
Secondly, ions may sputter neutrals from the target. For the 40-100 eV Ar+ 
on copper this yield is determined to be between 0.01-0.2 atoms per ion (Henschke 
and Derby, 1963; Woodyard and Cooper, 1964). Since the process does not perturb 
the measured current it may be ignored.
3 .4 .6 .3  E ffect  o f  S e c o n d a r ie s
Knowing the order of magnitude of all the various surface effects it is possible 
to estimate their importance on analyser operation.
E le c tr o n  en er g y  a n a ly s i s
The polarities of the voltages on the analyser grids for electron energy analysis 
are illustrated in figure 3-10(a). Ions from the plasma will not reach the repeller, 
grid 2, and so will only interact with the analyser by striking the shield G 1? and 
the extra shield GQ if it is present. Secondary electrons caused by such ion impact 
will be indistinguishable from low energy electrons from the plasma and so represent 
a distortion of the measured distribution.
The same is true for electron impact on the shielding grids. Secondaries so 
produced will also distort the distribution. Since the yield per electron is so much 
higher than tha t  expected from ions, 0.24-0.50 as against 0.01, the contribution from 
the latter can be ignored.
True secondaries created when the electron flux impinges on the repeller grid
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cannot escape its potential well, as only a negligible proportion will have an energy 
exceeding the necessary 50 eV. Elastically scattered electrons can escape and this 
will be considered in the next section.
Only electrons whose energy exceeds eVd, where Vd is the discriminating 
voltage, can reach the plane of the discriminator G3. A proportion of these 
corresponding to the grid transparency T r will pass through but the remainder will 
strike and possibly cause secondaries. The transmitted electrons and secondaries are 
accelerated to the collector. True secondaries will not escape from the attractive 
collector but reflected electrons will be lost. However the reflection coefficient is 
essentially independent of energy so the reflection attenuates the whole distribution 
evenly without distortion; this is equivalent to reducing the nett transparency of the 
grids in front of the collector.
Secondaries from the shield grid augment the low energy distribution in a 
constant and predictable way but the total yield from the discriminator depends on 
the high energy distribution and, further, varies with the discriminator voltage. We 
will now estimate the effect of secondaries from the discriminator.
If I2 is the total current which has passed grid 2, and it has a parallel energy 
flux distribution g(E) as defined in section 3.4.2, then the current which passes
through the discriminator without collision is I0 where
° Q
*3 =  j
where Tr is the grid transparency, Ed =  e \ ’d, and E is the energy of the electrons 
when they reach the zero potential plane between repeller and discriminator, i.e. the 
energy with which they would strike an earthed plane at the plasma edge.
The electrons which strike the discriminator have been retarded by Ed so their 
distribution function g (E) is given by g (E) =  g(E + Ed). If y(E) is the 
secondary yield for an electron of energy E impinging on copper then the secondary 
yield from grid 3 is I where
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i, =  ( i - T r ) i t  5 t5 ( ) u £ « ) c l x
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The total current collected is Ic =  I.} + Ig and the derived energy flux
distribution, G(E), is proportional to —
 ^Va
<=o
G(E) C*. T r  — ( V - T r ) ——  [ ^ t x ' )  o ^ ( x - v t  W *
C J i-i
After reversing the order of differentiation and integration, and integrating by parts 
one obtains
G(E) Tr o^ce) -  C i - T r )j  ^ ufs>) q^e)  a ^ 'u>^cx+e)<*x (3.17)
since y(E) is bounded and g(E) —► 0 as E —> oo. y(0) is non zero since, although 
no true secondaries can be generated for zero impact velocity, arbitrarily slow 
electrons can be reflected.
When g(E) is negligibly small for E > 60 eV, as for instance for a Maxwellian 
distribution with kbT e < 10 eV, The value of the integral (3.17) can be well 
approximated when y(E) is approximated by the linear function
y (E) =  r +  7E
where r =  y(0) is the reflection coefficient and 7E is the yield of true secondaries. 
For copper r =  0.24 and 7 is about 1.2 x 10‘J eV '1.
Then equation (3.17) becomes
G(E) A g(E) + B
o O
oO
=  Ag(E) +  B 5 o>(-x-v£ )  d X
o
where A =  T r +  r ( l - T r) 
and B =  7 (1-T f)
For a Maxwellian distribution
69
g(E)dE =
d E
-^leT^ e
^ ( x  + E) d x  -  k.to'Te <j(0
o
and G(E) oC ( A + BkbTt )g(E)
This shows that secondaries from the discriminator will not distort the 
measured distribution function, but will only amplify it. This is a direct 
consequence of the self-similar property of a Maxwellian distribution, in th a t  the 
distribution of energy flux beyond the retarding potential is still Maxwellian with 
the same temperature. Whenever g(E) is Maxwellian G(E) remains so too, even 
when the functional form of y(E) is arbitrary. Consider
' c >0 <^Cx) <*X
O «C. / 0
<»o
CX> <^Cx) 
o
 ^ Cx) ckE - (Au
where the value of the integral is now independent of E. Comparing this to 
equation (3.17) confirms tha t  G(E) o g(E), whenever g(E) is Maxwellian.
If the plasma distribution is Maxwellian, g(E) will be augmented by shield 
secondaries at low energies, but for Vd > 10 V the measured distribution will be 
unaffected by surface effects and will reflect the true temperature.
All other distributions are not self-similar and so may be distorted. The 
Druyvesteyn distribution, usually encountered in plasmas at higher pressures than 
used in W OMBAT, serves as an illustrative example. This distribution has far 
fewer high energy electrons than the Maxwellian of equivalent mean energy, kbT ^ ; 
since its energy flux distribution is
g(E)dE =  _Jr__ €LX^ f -  JL (J:__
TvKbT e  L TT \  kbTe
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F i g u r e  3-14: Secondary effects on a Druyvesteyn distribution
(a) the actual (-------) and measured (------- ) distributions;
(b) the ratio of the measured to the actual distribution.
But exp(c2)erfc(f) is a monotonically decreasing function of The
Druyvesteyn distribution has proportionally fewer high energy electrons than the 
Maxwellian and as the effect of secondaries from the discriminator is to increase this 
difference, the effect becomes more marked for increased secondary yields. This is 
illustrated in figure 3-14 where g(E) and the measured G(E) are compared for the 
values of y(E) appropriate to the analyser and for a mean energy of kbT e =  6 eV.
To summarize, for electron energy analysis, there is always a low energy
secondary contribution to the distribution. For energies above this a Maxwellian
distribution will be rendered accurately but  for non-Maxwellian distribution the real 
g(E) will be closer to Maxwellian than the measured distribution.
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Ion energy analysis
The situation is much simpler for ion energy analysis. With the voltage
polarities shown in figure 3-10(b) it is clear tha t  secondaries generated by electron 
and ion collisions with the shield and discriminator grids will not reach the
repeller/collector. However ions impinge on the collector with an energy which is 
the sum of the plasma potential and the magnitude of the collector potential,
normally 70-90 eV. The electric Field between the collector and grid 3 will
accelerate away any secondaries generated on the collector. An ion which ejects a 
secondary electron is thus counted twice: once when it is neutralized at the surface 
and a second time when the secondary electron is lost. Reflected ions are clearly 
not counted at all. However since the ions have a relatively narrow energy spread, 
typically about 5 eV, and since the coefficients of both secondary emission and
reflection are nearly independent of energy, the effects will do no more than
a ttenuate  the distribution evenly. Thus the measured ion energy flux distributions
are free from distortions due to surface effects.
Transmission of secondary electrons
One point about secondary emission requires some clarification. The discussion 
above has tacitly assumed tha t  all secondaries generated from a grid will pass 
through it. However, if one assumes tha t  the primary electrons move parallel to
the magnetic field and impinge upon a cylindrical grid wire then only the fraction 
( 1 -c o s (7t/ 4 )  ) will be elastically reflected through the grid. As our grid wire 
centres are spaced at 5 w'ire radii separation the secondary electrons must be 
emitted at least an angle $  forw-ard of the grid plane, w'hcre sin^ is approximately 
0.25. With this correction, the proportion of reflected primaries transmitted reduces 
to l-cos( - <f>) =  14%;
Allowing for the fact tha t  both rediffused primaries and true secondaries are
emitted with a cosine distribution, the transmitted fraction reduces to
-i. (  \ ~  Svrv <£) — ^  COS C ^  ~  ^ ~  ^  /o
which would be transmitted. Since the fields at the discriminator would tend to
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reduce even this fraction it might appear that, with the exception of high yield 
surfaces, secondary emission could virtually be ignored. This is certainly the case 
for electron beams since their perpendicular temperature is much less than their 
parallel energy, and consequently few secondaries are observed. However the effect 
of the finite perpendicular electron tem perature is tha t  the proportion of collisions 
near perpendicular to the analyser axis is greatly increased and the fraction of 
transm itted secondaries rises to near 50%. Other finite perpendicular temperature 
effects are discussed in section 3.4.7.
3 .4 .6 .4  C h a n g in g  W o r k  F u n c t io n s
Several authors have discussed the difficulties in obtaining accurate da ta  since 
work functions of metal surfaces change during the course of an experiment. This 
change is most commonly a ttr ibu ted  to the formation of chemically unstable 
adsorbed films of both the primary plasma constituents and impurities. Coating all 
surfaces with microscopically rough colloidal graphite is reported to obviate the 
problem by virtue of tha t  m ateria l’s chemical and electrical stability (Stephanakis, 
1968).
Changing work functions were measured directly by Milloy (1973) who 
investigated the effects of bombarding low energy electrons (< 13 eV) and K+ ions 
onto various metal surfaces. The work functions of gold, platinum, copper, 
aluminium and stainless steel increased by about 200 mV after ion bombardment, 
then slowly decreased over a period of hours to a new equilibrium level above the 
initial value. The work functions of gold, platinum and copper were similarly
increased by electron bombardment but those of aluminium and stainless steel 
decreased by 300 mV. When the metal surfaces were slightly contaminated with 
vacuum grease the effect was greatly increased with the work function of all metals
decreasing by up to 2 V after electron bombardment and only relaxing to the
original value after several hours.
In the context of the W OM BAT experiment, the problem is two-fold. Firstly, 
if there is an appreciable difference in the work functions of the grids and the
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collector, i.e. an appreciable contact potential between them, then the voltages 
applied to them externally will differ from those perceived by the particle flux. 
This will distort the measured energy distributions. Secondly if there is a contact 
potential between the analyser and the chamber walls, the measured plasma 
potential with respect to the analyser may differ from the true plasma potential, 
which is determined with respect to the chamber wall, since the chamber area is 
much greater than tha t  of the analyser.
Lacking the resources to coat the apparatus with colloidal graphite we 
minimized the problem by axially terminating the plasma with a copper sheet and 
making the analyser and its grids of the same material. Since all these surfaces 
had a similar history of exposure to plasma and air, contact potentials should have 
remained small. Although the exact magnitudes are clearly very sensitive to surface 
contamination it is probable that contact potentials remained less than 0.5 V 
(Elford, 1985).
3 .4 .6 .5  F o r m a t io n  o f  O x ide  L a y e rs  on  th e  C o l le c to r
The analyser performance was far more obviously affected by the formation of 
oxide layers on the collector. Since copper oxide is a semiconductor the layer can 
act as a capacitor and charge may build up on the surface. If the whole surface 
area, A, of the collector were covered with oxide to a thickness d then the 
resistance to the collected current would be R =  pd/A, where p is the resistivity of 
the layer. The capacity of the layer would be C =  t KA/d where K is the
dielectric constant of the oxide. Thus the time constant for response to changing 
currents would be RC =  peQK, independent of the thickness.
Knowing the value . of K and estimating RC allows an estimation of p .  
Capacitive effects typically had a time constant of about one second so, noting that 
the dielectric constant for copper oxide is 18.1
P =  R C /c0K - 6.109 J?m
Crystalline copper oxide has a cubic structure, 0.43 nm on a side so the thickness 
of a monolayer of oxide should be approximately the same. Using this dimension 
the resistance of a monolayer on the collector of the large analyser is R
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R =  (4.3 x IO'10 m)(6.109 f2m)/(1.2 x 10‘4 m 2) =  2 ki7 
since the collector is 4 cm in diameter. Typically, the collector current is no larger 
than  100 /zA which represents a drop of 0.2 V over a monolayer. At higher 
currents, or if the oxide layer were allowed to accumulate to an appreciable 
thickness, the voltage drop would become comparable to the voltage on the collector 
and significantly degrade the analyser performance. The problem was overcome by 
regularly renewing the analyser grids and collector.
3 .4 .7  F in ite  Size Effects
The purpose of a retarding field energy analyser is to determine the component 
of a particle velocity distribution in a given direction. Ideally the analyser would 
be infinite in extent perpendicular to tha t  chosen direction, though perhaps having a 
finite entrance aperture, and the equipotential surfaces within would all be exactly 
planar. In practice, of course, analysers have sides and, if the retarding fields are 
generated by grids, those grids are not perfectly transparent and the resulting 
equipotentials are not planar.
Several investigators have sought to minimize the problems associated with 
finite size. Prokopenko et al. (1972) constructed an orifice probe with a very large 
aspect ratio; the 12 cm diameter collector was specifically placed only 1 cm behind 
the very small 0.132 mm diameter orifice in order to ensure tha t  wall effects were 
minimized. This enhanced degree of planar symmetry permitted the use of a more 
detailed current collection theory but, in spite of that, there w'ere clear deviations of 
the experimental characteristics from this ideal. These deviations could be ascribed 
to other finite size effects such as field penetration and defocussing lens effects at 
the aperture and the effects of internal grids. Their results further suggested tha t  
analysers with smaller aspect ratios could significantly overestimate the value of the 
electron temperature for the plasma. It is clearly necessary to estimate the 
magnitude of the various finite size effects on the analysis of results from our 
anlayser.
Two of the effects of the finite grid wire diameter and spacing which have
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been widely discussed in the literature are field penetration, causing non-planar 
equipotentials, and focussing due to finite grid aperture size. These will be discussed 
in sections 3.7.1 and 3.7.2 below. A third effect, th a t  of pitch angle selection will 
be treated in section 3.7.3 while section 3.7.4 considers the effect of perpendicular 
ion velocity.
3 .4 .7 .1  F ie ld  P e n e tra t io n
As the potential at the discriminator grid is, by definition, the most repulsive 
potential in the analyser, the potentials of the grids on either side are smaller. In 
the plane of the discriminator grid the potential a ttains its maximum value at the 
grid-wire surface but is reduced in the grid apertures by the fields due to the 
adjacent grids. This reduction is known as field penetration and represents a limit 
on the analyser energy resolution since some particles with energy less than the 
discriminator potential will still be transmitted by tha t  grid by passing through the 
lower potential near the centre of a grid aperture.
The transparency of the grid to such sub-cutoff leakage particles is higher than 
one would expect from purely geometric considerations since the curvature of the 
equipotential surfaces near the grid wires can channel particles through the low 
potential region. This is illustrated in figure 3-15 for the simple case where the 
particles form a monoenergetic cold beam normal to the grid plane. The energy of 
the particles is less than the grid potential but greater than the mimimum of the 
potential in between the grid wires. Equipotentials are represented by dashed lines 
while the surface whose potential matches the beam energy is marked by a bold 
solid line. The fine solid lines represent the particle trajectories; only trajectories in 
the right half of the diagram have been plotted in order to increase clarity.
In the example chosen the width of aperture between the blocking 
equipotential (bold lines) is 20% of the grid wire spacing so for a square grid this 
represents a geometric transparency of about (0.2)2 =  4% for leakage of particles of 
this specific subcutoff energy. This may be compared with the geometric 
transparency of (0.6)2 =  36% for high energy particles. However the diagram shows
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F ig u re  3-15: Electron trajectories for field penetration
tha t  the effect of the components of electric field parallel to the grid plane is to 
deflect extra particles through the aperture. This increases the effective aperture 
width to about 50% and the effective transparency to (0.5)2 =  25%. Clearly this
effect will extend to particles above the cutoff too, increasing the effective grid
transparency. However, increasing the initial energy of the particles decreases the
effect of the deflecting fields so tha t  in the high energy limit the effective
transparency is approximately the geometric transparency.
The effective transparency is very sensitive to the grid wire geometry and the 
potentials on the adjacent grids. Its evaluation for a magnetized beam with a finite 
perpendicular temperature is extremely complicated but it is clear that if there is
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appreciable field penetration then sub-cutoff particles will leak through a t rates 
greater than expected from purely geometric transparency. It remains to investigate 
the amount of field penetration in the analyser.
Field  P e n e tra t io n  b e tw e e n  P ara lle l  W ires
The analytic determination of the fields in the vicinity of a square mesh is 
difficult but a useful insight into the behaviour of such fields is gained by analogy 
with the simpler case of a grid composed of parallel wires. This problem was first 
solved by Maxwell and a comprehensive treatm ent is given by Spangenberg (1948).
Spangenberg considers a grid in the (x,y) plane constructed from infinitesimally 
fine wires parallel to the y-axis and spaced a t  intervals ‘a ’ in the x-direction. The 
grid is located at z =  0 while the adjacent grids are modelled by plane electrodes 
at z =  ±d. Then the potential, V, is given by
v(x,z) = A f d ± i )  -  B _ 2 _ ( e. ~  + 1 j + c
 ^ d ' 4 - n d V  v ^ ' /
where A,B,C are constants chosen to match the potentials at the adjacent 
electrodes, and on the grid. If we take the potential of the electrode at z =  -d to 
be the reference, V(x,-d) =  0, then we may set the potential on the grid to be V , 
and tha t  on the other electrode to be V2. Taking the same grid and wire spacing 
as for our square mesh gives a =  0.25 mm and d =  3.0 mm. So the potential on 
the reference electrode
_  ZpTTCl — 2-TTd.
v  (x,-d) =  — 2. e  +  0
Z+Tvcl ^  V ^  /  /
rl
—  =  75.4 so the argument of the logarithm is very close to 1.
CL
and V(x,-d) »  ^  B " COS (  4- C
V V o . 7 /
Since e '75'4 < 2 x 10 i5J the potential will be negligibly different from zero if C 
is set to zero and B is of order unity.
At the other electrode V(x,d) =  V2
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V = Z ( \ - Qj v
( X (
ATTfl 2 3 d
- Z e  a  cos( 2JTTX -) 4 '  ')
= 2. A -£>cx 
^ T T c \
2_A -  E> (3.18)
since e47rd/ a ;»  e27rd/ a j
In  the  g rid  p lane the  p o te n tia l has lo g a r ith m ic  s in g u la ritie s  a t the g rid  w ires 
(x ,z ) =  (na ,0 ), n in te g ra l. H ow ever the  e q u ip o te n tia ls  near these s in g u la ritie s  are 
a p p ro x im a te ly  c irc u la r so one set m ay be f it te d  to  the  surface o f g rid  w ires o f f in ite  
rad ius . F o r the square mesh the g rid  w ires were 0.05 m m  in  rad ius so r / a  =  0.2. 
C hoosing  the  p o te n tia l a t th is  surface to  be V
V (r ,0 )  =  A -  Zrv (  1 -  Z CoS ( i Z l )  -V l )  (3.19)
-
so V j  =  A  - / iB  (3.20)
where /x =  ^  £n- I Z. S ^  ( 2Ü1) \  —  Z 1  ^  10
2SKcK I y CK./ \
S o lv ing  (3.18) and (3.20) y ie lds
A  =  e(  V r i*V 2 ) 
B =  e(  2 V r V 2 )
where e =  --------
W e w il l  consider the  case fo r p os itive  V’1 so V  >  0 and V  > V 2 b u t the 
resu lts  are c lea rly  d ire c t ly  analogous fo r negative  V  .
T he  cosine te rm  in  equa tion  (3.19) shows th a t the  p o te n tia l w il l  have a 
m in im u m  a t x =  (n +  l / 2 ) a .  Le t <^(z) =  V (a /2 ,z )
then  <^ >(z) = \-v e
ZTTt
2JTT d
$><t> _  a  _  b  r  \ 
d  d  ^
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—  v
-  0  a t ^  ~  a  A \  
2 T v
Le t <6(z0) =  ^ max then
. =  t \  +  _2_  rm ax
2-TTct
The p o in t (a /2 ,z Q) is a sadd lepo in t o f the p o te n tia l and AW =  V  - is
the  am o un t o f fie ld  p e n e tra tio n .
Le t £ =  ( V j  - V 2) / V 1 then 
A  =  V J(1 +  +  f ) )
B =  V j f l  +  n +  2/x(l +  f))
I f  6 =  (V  - ^ max) / V  , i.e. the re la tive  fie ld  p e n e tra tio n  
then 6 =  fi( 1 +  f )  -(a /27 rd )( (1 +  f ) l n ( l  +  f )  - f  In f)  
where on ly  te rm s o f f ir s t  o rder in  //. have been re ta ined.
As o u tlin e d  in  section 3.4.2 the  g rids  on e ithe r side are a t a p p ro x im a te ly  the 
same p o te n tia l so V 2 «  0 and f  w 1.
Then 6 «  2fi - . 3  —  0  • O \4-
d t TT
F or ion ana lysis the  ad jacen t g rids  are a t zero p o te n t ia l so V 1 =  V d and 
AW =  SWd =  1.4 x 10 '2 V d (3.21)
F o r the  e lectron case the  ad jacen t g rids , the ion repe lle r and the  co llec to r, are a t 
+  50 V  w h ile  the d is c r im in a to r  is a t a negative  p o te n tia l 
so W1 =  (50 V  - V d)
and \AV\ =  1.4 x 10 '2 ( |FJ +  50) (3.22)
T h is  ana lysis is how ever conserva tive  in th a t i t  is fo r the p a ra lle l w ire  case. 
T a k in g  the e x tra  w ire  fo r the mesh case in to  account reduces the average d istance 
o f po in ts  in  a g rid  a pe rtu re  fro m  the nearest g rid  surface and thus  w ill  reduce fie ld  
p e n e tra tio n .
F or a 50 eV ion beam  equa tion  (3.21) represents a reso lu tion  o f b e tte r than
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0.7 V while for 10 eV electrons the resolution, calculated with equation (3.22), is 
similar. This degree of field penetration is quite acceptable but it must be stressed 
th a t  it is a direct result of the low transparency of the grid. Had the grid been 
made of a high transparency mesh, such as the 95% transparency mesh of 
Stephanikis et al. which had a =  0.8 mm and r =  0.0125 mm, the relative field 
penetration would have been about 25%. Recognition of this problem forced 
Stephanikis to adopt "pill box" twin layer grids.
3 .4 .7 .2  Lens E ffec ts
A mesh separating two regions with different electric fields acts as a lens for 
charged particles. This is clearly illustrated by the particle trajectories shown in 
figure 3-15 where initially parallel trajectories become divergent. The simplest, and 
usual^ approach is to take the magnetic field free case where the first order 
approximation for the focal power, f, of a circular aperture between two fields of 
strength and E2, for particles of energy eVQ, is
(Zworykin et al., 1945). If the aperture has a radius r then the maximum angular 
deflection for particles with small pitch angles will be (Simpson, 1961)
For an accelerating grid at a potential V& between two earthed grids at a 
spacing of d, E 1 =  -E 2 =  V /d .  The particle is accelerated so VQ > V& and 
6 < r/2d. For our grids, 9 is 0.02 (about 1°) and can be neglected. However, 
many particles have very low energies at the discriminating grid, so the grid 
apertures act as very short focal length lenses and scatter the particles appreciably. 
However as this scattering takes place after transmission through the discriminating 
grid all the transmitted particles will be accelerated to the collector regardless of 
the amount they were scattered.
The analysis is greatly complicated by inclusion of a magnetic field. Simpson 
warns tha t  magnetic fields are potentially misleading as periodic focussing effects can 
result in the pitch angle distribution of the transmitted particles being highly non-
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uniform and very sensitive to experimental parameters. Such effects and their 
application to RFEA techniques have been considered in great detail by Anderson et 
al. (1967a, 1967b). Their analysis predicts transmission probabilities for particles as 
a function of their initial energy; these transmission functions have a high degree of 
structure and decay rapidly as energy increases. Unfortunately, their analysis is not 
readily applicable to our experimental configuration. The structure in their 
transmission functions is clearly a consequency of having a point source for particles, 
in the absence of collisions the angular phase of particles remains coherent and 
periodic focussing occurs. Further, they considered transmission through a single 
aperture whose radius was less than the average gyroradius of the particles with a 
resultant a ttenuation of the more energetic particles. These effects, which dominate 
their analysis, are rendered of secondary importance in our case since our plasma 
source is large compared with the analyser and consequently the plasma particles 
have no angular phase coherence, while the grids represent an array of apertures 
whose total diameter is several times the average electron gyroradius.
In the absence of an appropriate treatm ent the importance of the lens effects 
in the presence of a magnetic field is best estimated from the magnetic field-free 
results. This is justifiable since the lens effects occur due to the electric field 
irregularities close to the grid which have a scale length of about the grid wire 
diameter (i.e. 0.1 mm) while the average electron gyrodiameter is typicaly 2 mm or 
more. For particles with small pitchangles, i.e. c Cy, electrostatic forces will
dominate and, as previously shown, the deflection remains small. Particles with 
parallel velocities smaller than their perpendicular velocities will both be
electrostatically deflected and be prone to magnetic effects.
Since an angular deflection mixes the parallel and perpendicular components of 
velocity the parallel velocity of those particles is extremely sensitive to lens effects.
Particles whose initial parallel velocity is greater than the perpendicular 
thermal velocity will not be significantly deflected by any grid except the 
discriminator, and the deflection due to this grid will not affect their probability of
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collection. Thus the measured distribution function for such, more energetic, 
particles will remain undisturbed by lens effects.
3 .4 .7 .3  P i tc h  A n gle  Selection
In most experimental situations the particles being analysed have a non-zero 
perpendicular temperature. The significance of this is illustrated by considering a 
particle with a perpendicular velocity sufficiently large tha t  its gyrodiameter is 
greater than the width of the apertures in the grid; if the parallel velocity of this 
particle is very much greater than its perpendicular velocity then the probability of 
its passing through the grid is approximately the geometrical transparency while if 
the parallel velocity is so small tha t  the particle would take more than one 
gyroperiod to cross the thickness of the grid then the particle would certainly strike 
the grid and the transmission probability would be zero. For a magnetic field of 
7.2 mT all electrons with a perpendicular energy, l /2 m v ±2, greater than 0.04 eV 
will have gyrodiameters larger than the grid aperture. As the perpendicular electron 
temperature is typically 2-6 eV, the transmission probability of almost all particles 
will have a strong dependence on their parallel velocity.
Since this effect decreases the transparency of grids to slow particles the 
effective temperature of the measured distribution will be increased over the actual 
value. DeNeef and Theiss (1979) investigated the transmission of particles through 
a pair of apertures, one behind the other. Though they were interested in R FE A ’s 
with such single apertures, rather than meshed grids, their results can be used to 
model transmission through a grid of finite thickness. If the two apertures are 
chosen to be the same size and separation as the front and back sides of an 
aperture with finite thickness then the transmission probabilities are equal in the 
field free case. Their results show significant changes in the transmitted distribution 
function for parallel energies as high as ten times the perpendicular temperature. 
However, these results cannot be directly applied to our case since their numerical 
results have not been extended to the field free case. Further their analysis is 
specific to the case where the distribution function is an isotropic Maxwellian.
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It is clearly necessary to model the situation with an arbitrary parallel velocity 
distribution and to include the effects of the magnetic field. Ideally the analysis 
would include the effects of field penetration and focussing but these introduce far 
too much complexity. The model will therefore be developed for the electric field 
free case but even so should remain accurate for particles with high parallel 
velocities, since these are largely unaffected by the detailed near-field of the mesh, 
and should serve to estimate the magnitude of effects for slower particles. The 
mesh will be modelled by a flat plate, of thickness equal to the mesh wire diameter, 
with square holes of the same size and spacing as those of the mesh. As is 
illustrated in figure 3-16, the wire spacing and diameter are given by a and d 
respectively; a =  2.5 x 10'4 m, d =  10‘4 m.
F ig u r e  3-16: Diagram of grid
Now consider a particle with velocity components c and c(|. In a magnetic 
field of strength B it will have a gyroradius rL
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frVC-^L
c^B>
where m and q are the particle mass and charge. Since the particle’s guiding 
centre is moving along a field line perpendicular to the mesh-plane, the projection of 
the particle trajectory onto tha t  plane will be a circle of radius rL>
As the mesh has a thickness d the particle takes a time t =  d/Vy to pass 
through it. During this time the projection of the particle will have subtended an 
arc of 6 radians.
0 —  ^  ^ c .
The particle will be transm itted  if, and only if, this arc lies wholly within an 
aperture. This is illustrated in figure 3-16, where the projection of the trajectory is 
shown as a broken line and th a t  portion lying within the grid is shown as a solid 
line. In the case shown the particle struck the mesh.
To fully determine the position of the arc it is necessary to specify both the 
position of the guiding centre and the angular position of the arc. For our plasma 
these will all be uniformly distributed; the probability of transmission will be an 
average over these parameters.
For the actual calculation an equivalent but more convenient choice of 
parameters is obtained by specifying the position of one end of the arc and the
angle of the chord subtended by it. The probability th a t  the arc lies wholly inside
an aperture is calculated for each angle and then the average overall angles is
taken. By virtue of the D4 (i.e. eight-fold) symmetry of the mesh one only need 
consider angles between 0 and 7r/4. T wo  quite different situations are encountered 
in normal particle energy analysis. The first is for electrons where both the parallel 
and perpendicular velocities have Maxwellian distributions with similar temperatures. 
The other situation is for ion analysis where the perpendicular temperature of the 
ions is small, 0.03 to 0.1 eV, while the parallel energy is much larger, 20 eV or
more.
If the length of the chord subtended by the arc exceeds V^w, where w =  a-d, 
the width of the aperture, then the probability of transmission is zero. Thus we
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need only consider cases for which 2Rsin(0/2) < V2\v. However if c is drawn from 
a perpendicular velocity distribution with a temperature of 6 eV, then 90% of 
particles have rL > 4 x 10‘4 m so 9 < 1/2. If c is also drawn from a 6 eV 
distribution then about 85% of particles would have 9 < 1/2 independently of their 
c . value. So, for this typical example, more than 98% of the cases for which 
transmission probability is non-zero will have 9 < 1/2. Since an arc for which 
9 < 1/2 deviates from its chord by no more than 6% of its length, the arc is well 
approximated by tha t  chord. This approximation is least accurate for small c,,, the 
region most likely to be in error because of electric field effects.
The projected segment of arc is even more linear for the case of ions. Since 
w . =  1.7 x 104 Rad s '1 for B =  7.2 mT, 9 =  1.7 x 10'4 Rad for a parallel ion
Cl
energy of 20 eV.
F ig u re  3-17: Co-ordinate system for mesh model
T r a n s m is s io n  P r o b a b i l i t y
Consider a chord of length •£ =  R0 =  d where £  < w, at an angle <f> to the
C u
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side of the aperture as illustrated in figure 3-17. The probability that this chord lies 
wholly within the aperture is given by
P(^) = -L ( oo -  £ . c o s 4 > ) ( c o  — t  4> )
a2-
and the total probability, averaged over <f>
P l
4-
7T
^ P (  ci (3.23)
= ^  _ 4 -e ( c o - 1 )
CL 2- • 't tC L 2'  ^  4  '
For small lengths, €- < <  w, P
transmission probability.
_  d_  ) , the geometrical
a
For w < £  < \/2w the total probability is still non-zero but not all <f> are 
allowable. In order to remain within the aperture 
a r c c o s ( ^  ) < <f> < —
£ 4
P2 = ^  l P( d 4 
^nccos C w / c )
■ ‘ / f 7, - =0 <■"»
For •£ > Vzw the transmission probability is zero.
As these formulae depend only on •£ =  d ----  they give the transmission
Cu
probability of a particle as a function of its velocity components. If the c± have a 
Maxwellian distribution of temperature T ± then we can average over all c , to 
obtain the mean transmission probability for a particle with a given parallel 
velocity.
Suppose tha t  cN =  ac th, c } = v 2khT±/m  then
-£ < w when ^  <*- C+v^
d
and w < C < y/2w when ^  ^  ^  <—4k
cA d
Setting [i — ^  the mean transmission probability is
d
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p(c") = \  "P CclO  d cx +  ^ ^ccA) T^CCiCjdCj.
0 /^<4K
where Pj and P 2 are given by (3.23) and (3.24) respectively and f(c± ) is the 
perpendicular velocity distribution function.
f ( c j d c ± = ( — )  )  C x . d cW J  V ZkbTx)
The first integral is
[ • —  i * - — }o  '  ^ v T T j_ /  (X 1  '7TOC2-  V /
_  2 _ w ^ :
a 2- s
_  . , 2.
t v ^ (3.25)
using the substitution y =  d  C l,
W C
Similarly the second integral is
3 U v ^ J  V 2_ ^ T x  ) T x a 2 V
2  + Ä L -
4  ' o d v T - d l
\ _1  -a n ^ o s /5 ± i
Z M c x
c ^ d c ^
I
V* f
2. J
_ Z-W A*- i ^
a 2- 4
j^l - 1  I  "?srT> v^ (3.26)
using y =  J  ^
’ W C ,v
fh e  second integral (3.26) cannot be evaluated analytically in closed form 
because of the arctan(y) term but the two integrals can be combined to give one 
integral which can then be evaluated numerically.
Ptc,p = \ e ' ^ '
J ^ O J -  °
«(y) = [ 1 - TVwhere
Effec t  on t h e  M e a s u r e d  D i s t r i b u t i o n  F u n c t i o n
1
It is now possible to calculate the distortion of a distribution function by its
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Energy (eV)
F ig u r e  3-18: Finite perpendicular temperature effects on a
Maxwellian distribution
Before (--------) and after (-------■) passing through a grid.
kKT , =  k .T  „ =  6 eV
passage through a grid. This is illustrated in Figure 3-18 where a Maxwellian 
distribution is shown before and after passing through a grid. Both the parallel 
and perpendicular temperatures were taken to be 6 eV. The loss of a great 
proportion of particles with small parallel velocities is clearly evident. Comparison of 
figure 3-18 with an actual measured electron distribution, figure 3-19, shows the 
same features and suggests tha t  pitch angle selection is the dominant effect a t  low 
parallel velocities.
The distorted distribution asymptotes to the original distribution at higher 
energies so if the distribution is accurately Maxwellian its temperature can be 
estimated from the high-energy tail. Many of the measured electron distributions 
are Maxwellian to four or five e-foldings and so we have great confidence in the 
derived temperatures.
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F i g u r e  3-19: Measured electron energy distribution
RFEA electron characteristic (integrated current) (-------)
and the corresponding electron energy distribution (------ )
It is necessary to note that  only the shield grid causes these effects. As
electrons are accelerated toward the ion-repelling grid, their parallel energy is
increased by 50 eV or so and the proportion of particles which have perpendicular
velocities comparable to their parallel velocity becomes negligible.
The situation at the discriminator is complicated but exactly analogous to that  
for secondary generation there. Consequently if the distribution arriving at the 
discriminator is exactly Maxwellian then the measured distribution will also be 
exactly Maxwellian with the same temperature.  However the secondary production 
at  the grid, which produced extra low velocity electrons, acted to amplify any 
deviations from a perfect Maxwellian in the incident distribution. The pitch angle 
selection depletes the low velocity electrons and so the measured distribution will be 
closer to Maxwellian than the incident one. Our confidence in measuring
temperatures  from the tail of the distribution is thus sustained.
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For the ions, the perpendicular temperature is less than one electronvolt while 
the parallel energy is typically 20 eV or more so pitch angle effects are negligible 
and the transmission probability is always the simple geometric transmission 
probability.
3 .4 .7 .4  Io n s  w i th  L a rg e  R a d ia l  V e lo c it ie s
Measurements of our plasma (c.f. chapter 4) show that  the radial profile of 
the plasma potential typically has a maximum in the plasma centre, it decreases by 
about 10-15 V at a radius of 10 cm and is approximately constant for radii greater 
than 15 cm. Consequently, when analysing the axial ion flux at radii greater than 
15 cm, the ions, which all originate from the central region, may have a radial 
energy of up to 15 eV in addition to an axial energy of order 20 eV. With such 
large radial velocities, almost comparable to the axial velocity, many ions will strike 
the analyser walls. Since the walls are formed by the insulating P.T.F .E. spacers 
they should rapidly build up enough charge to repel further ions. Incoming ions 
would then be elastically reflected and the analyser should operate essentially 
unimpaired, though its transient response might be affected.
However, when operating at these radii, distortions in the ion energy 
distribution are evident with a greatly increased number of low energy ions; this is 
illustrated in figure 3-20. The ion energy distributions at radii less than 7.5 cm are 
sharply peaked at an energy corresponding to the plasma potential. At radii of 
7.5 cm and greater the measured distributions become very broad, with a peak well 
below the maximum ion energy and an appreciable number density of slow ions.
These distributions may be partly due to end effects. If the plasma were 
perfectly cylindrically symmetric then the potential gradient at 10 cm radius would 
give rise to purely radial fields and the axial ion energy would be unaffected. 
However, near the ends of the plasma these potential gradients will also have an 
axial component. Ions accelerated down these gradients will have both their radial 
and axial energies increased and this results in a much larger spread of axial 
energies.
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F ig u re  3-20: Radial profile of the ion axial energy distribution
End effects cannot explain the very low energy ions measured as all ions reach 
the first grid of the analyser with an energy at least equivalent to the plasma 
potential. They must be slowed down by collisions or retarding electric fields. One 
possibility is tha t  ions are being diffusely, rather than specularly, reflected from the 
analyser walls. This would mix radial and axial velocity components and thus 
create ions with low axial energies.
In steady sta te  any neutralization on the surface would be balanced by an 
incident ion flux. Such incident ions would still have an axial velocity 
corresponding to 20 eV or so and so could eject ions adsorbed on the surface. Such 
a process could also produce low energy ions.
Since the plasma potential corresponds to the most energetic ions, and as some 
ions always reach the collector without wall-collisions, the determination of the 
plasma potential should be unaffected by the wall effect. In steady state the total
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flux of ions, a measure of the plasma density, should also be unaffected since the 
total flux can only be depleted by reflection of ions out of the analyser or enhanced 
absorption by conducting surfaces within the analyser other than the collector.
Reflection is unlikely since the ion would have to be scattered through nearly 
180° and further be almost elastically scattered in order to be able to climb over 
the sheath at the analyser entrance. This would require strong axial fields rather 
than the predominantly radial fields produced by ions on the walls.
If ions scattered from the walls had a thermal axial velocity distribution then 
pitch angle selection would enhance their absorption by the grids. However, no 
evidence of very slow ions is seen so this is also not significant.
Thus large radial velocities can distort the measured ion axial energy 
distribution but it appears tha t  the values of both the plasma potential and the 
plasma density are still valid.
3 .4 .8  S u m m a r y  of F a c to r s  A ffec t ing  th e  R F E A
The greatest effect on the electron and ion energy distributions measured with 
the RFEA is tha t  of the plasma sheath. The sheath traps electrons in the plasma 
so tha t  only the high energy tail of the electron energy distribution can be 
measured, i.e. those electrons whose axial velocity in the plasma, Cy, is large enough 
to allow them to escape
me,,2 > e<f>p
The ions are accelerated in the sheath to a beam-like energy distribution, from 
which the plasma potential can be directly derived.
Collisional effects limit the operation of the RFEA at higher neutral densities. 
Analysis of the ion energy distribution is limited to pressures below 100 mPa. The 
measurement of electron energy may be valid beyond this pressure since the 
measured electron energy distributions remain Maxwellian even at pressures of 
l.G Pa.
The RFEA operates over the whole range of plasma densities routinely
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obtained, i.e. 1014 - 101' m '3. Operation is precluded at higher densities due to 
field penetration and space charge effects.
The most important surface effect within the RFEA is tha t  of electron induced
secondary electron emission from the grids. Secondaries emitted from the earthed
shield grids are not distinguishable from the primary electron flux so tha t  the true 
electron distribution can not be determined for electron energies less than about 
5 eV. Secondaries from the discriminator grid do not affect a Maxwellian 
distribution but distributions which are non-Maxwellian are distorted by these 
secondaries and become even less Maxwellian, though the effect is small.
The dominant effect of the finite size of analyser elements is the pitch angle
selection. Contrary to the effect of secondaries from the shield grids, pitch angle
selection depletes the measured distribution of low energy electrons, i.e. electrons 
whose parallel velocity is less than the mean perpendicular velocity. The high energy 
tail of a Maxwellian distribution is unaffected while non-Maxwellian distributions are 
distorted to become more Maxwellian.
The measured ion distributions are unaffected by secondary emission or pitch 
angle selection. However, the effects of large perpendicular ion velocities casts some 
doubt on the accuracy of plasma density measurements in the outer regions of the 
plasma.
The RFEA worked well and reliably in a wide range of plasma conditions. It 
provided crucial details of the radial variation of the plasma potential which would 
have been difficult to obtain by other means.
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CHAPTER 4
EXPERIMENTAL RESULTS
The macroscopic quan ti t ie s  fundam ental to the description of a plasma such as 
ours are the p lasm a density, p lasm a potential and electron tem pera tu re .  In order to 
develop an understanding  of the  p lasm a and of its particle and energy balance these 
macroscopic quantities  were measured as functions of the experimentally  controlled 
param eters ,  i.e. neutra l pressure, magnetic field and inpu t RF power. The plasm a 
could be sustained, and useful m easurem ents were taken, while each of these
param eters  varied over abou t two orders of m agnitude.
The following section briefly outlines the approach taken to  collect the da ta .  
T he m easurem ents of density , electron tem p era tu re  and plasma potential
respectively, are presented in the succeeding three sections. T he special phenom ena 
associated with varying the RF power have led to this being t rea ted  in a separate  
section, 4.5.
This chap te r  aims principally to present the results; the  discussion and 
in terp re ta t ion  will largely be left to chapters 5 and 6.
4.1 Methodology
The aim of the experim ental investigation was to determ ine the response of 
the plasma as the external param eters  were varied over as wide a range as
practicable. The m easurem ent of p lasm a charac teris tics  a t  all possible combinations 
of external param eters  would have been prohibitively time-consum ing even if only a 
m odest num ber of representa tive  values had been chosen for each param eter.
Instead, a set of s tandard  conditions were chosen and then  the plasma was 
examined as a single p aram ete r  was varied alone. These s tan d a rd  conditions were a 
pressure of 40 m P a ,  25 W of RF power and a 7.2 m T  m agnetic  field.
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The qualitative behaviour of the plasma as the pressure or magnetic field was 
varied was largely independent of the values of the other parameters. For instance, 
considering the variation of the plasma with pressure, the plasma density still 
peaked at the same pressure, fell off a t  the same rate for higher and lower 
pressures, and only its absolute value changed with RF power or magnetic field.
Measurements were taken for neutral pressures between 0.007 and 1.6 Pa. 
Problems with stability, outlined below, sometimes precluded measurement at the 
lowest pressures. The magnetic field was varied from 0.9 mT to 14.4 mT. The 
upper limit was imposed by the main coil power supply; more than 3.3 kW was 
required to maintain a field of 14.4 mT.
The situation was more complex when the RF power was varied. At powers 
between 40 and 150 W, depending on conditions, the plasma ‘changed mode’ and 
the plasma density increased by a factor of four or more. To investigate this ‘mode 
change’ the power was varied from 5 to 500 W for three different magnetic fields 
and two neutral pressures. The magnetic fields were 3.6, 7.2 and 14.4 m T while 
pressures of 40 and 80 m P a  were used. Using the lower pressure of 20 m Pa did 
not produce results significantly different from those at 40 mPa. At still lower 
pressures, the plasma was insufficiently stable to obtain reliable measurements.
4 .1 .1  C h a r a c t e r i s t i c s  M e a s u r e d
For each given set of parameters the plasma density and plasma potential 
were measured with the small energy analyser as functions of radius. This involved 
measuring the ion energy distribution function at the chamber centre and a t  twelve 
radii, the last being within 1 cm of the wall. The plasma was assumed to be 
symmetric about the geometric centre of the chamber.
Electron temperatures were determined both in the low energy ‘bulk’ of the 
energy distribution, using Langmuir probes and E.C.H.W. interferometry, and in the 
high energy tail by measuring, with the energy analyser, the energy distribution of 
the electrons escaping over the plasma potential. All these methods were used to 
determine the central electron temperature.
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Radial electron temperature profiles were measured using both Langmuir probes 
and E.C.H.W. interferometry. At radii greater than 5 cm the electron temperature 
fell so rapidly tha t  only negligible electron fluxes escaped over the plasma potential. 
J his prevented measurement of electron energy distribution functions at greater radii 
and so radial ‘tail’ electron temperature profiles could not be determined.
Attempts were made to measure axial profiles of the plasma characteristics. 
However moving the small energy analyser along the axis resulted in serious
perturbations, even though this analyser was less than 2 cm in diameter. The 
plasma would fluctuate between modes and the resulting data  could not be easily 
interpreted. Measurements with Langmuir probes, which perturbed the plasma to a 
lesser degree, suggested tha t  density and electron temperature were constant to 
within 50% along the axis for pressures less than 40 mPa.
The plasma in the source region was not investigated in this work. The 
plasma in this region and, in particular, the mechanisms whereby the RF power is 
coupled to tha t  plasma are the subject of another thesis in this department.
4 .1 .2  R e p e a t ib i l i ty  a n d  S ta b i l i ty
The reliability of the measurements rests on the accuracy with which the 
external parameters are set to the nominal values and the variability of plasma 
characteristics for given, constant, parameters.
The magnetic field and the RF power could both be set to within one percent
while the two-digit (0.7-9.9) pressure display resulted in precisions from 1% to worse
than 10%. Once set the values of all these parameters drifted on a time scale of 
minutes, mainly due to thermal effects. By continual monitoring, and readjusting 
where necessary, all parameters were kept to within 10% of their nominal values.
The pressure measurement is the least accurate. Redhead (1969) noted that
the sensitivity of nominally identical ionization gauge heads varied by ±15%, mainly 
due to variations in the grid to filament spacing. The magnetic field was checked 
w'ith a Hall probe and calibrated with ECU wave dispersion and is accurate to 
within 1% of the nominal value.
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The variability of plasma characteristics posed more serious problems since it 
was more difficult to counter. There were two different sources for this variability, 
cither large amplitude noise or spontaneous mode changing. The large amplitude 
noise was usually periodic with a frequency between 100-500 Hz. Its amplitude 
could be minimized by careful fine-tuning of the RF antenna matching capacitors. 
The nature of this instability is not fully understood. The plasma column proved 
to be a sensitive receiver for a wide spectrum of external electrical interference. 
When this was too severe, experiments were postponed.
The plasma could also ‘change modes’ spontaneously. The resulting plasma 
presented a significantly different impedance to the original and had a plasma 
density either a few times higher or more than ten times lower. At low pressure or 
RF power the plasma simply extinguished. The plasma could also oscillate between 
modes at frequencies of up to hundreds of Hertz, either regularly or irregularly, 
giving the appearance of very large amplitude noise. The original mode could 
sometimes be restored by altering the tuning alone; however, often either power or 
pressure had to be changed, the discharge struck in the desired mode and then the 
parameters restored to their former values.
By carefully adjusting the current in the source coils, a peaked radial density 
profde could be obtained; the optimum source field was about 50% greater than 
tha t  in the main chamber. The total amount of plasma was two to five times 
greater than tha t  in the absence of the source field. However, this peaked profile 
was very sensitive to the source-field and required careful turning. Worse, at the 
standard  conditions, it was particularly unstable and would eventually charge mode 
to either a lower density or to a hollow profile, sometimes within minutes or even 
seconds. A complete set of measurements for given parameters took at least one 
hour so this instability was intolerable, particularly as it was not easy to tunc the 
plasma back to the same high density. It is not clear whether this mode changing 
represents the same phenomenon as tha t  associated with the mode change with 
increasing power.
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For this initial survey of plasma characteristics the more stable hollow profile 
was chosen as standard, even though this clearly complicated the theoretical 
analysis. The source field coils were not used. To further ensure repeatability the 
tuning of the RF antenna system was always such tha t  the standing wave ratio was 
near 1, i.e. there was negligible reflected power.
4 .1 .3  D a ta  A n a lys is
All da ta  presented in this work were recorded directly from the appropriate 
probe or energy analyser on to a chart recorder. Capacitive filtering was used 
whenever RF interference became appeciable.
These records were either digitized by hand or analysed directly and the 
results entered into a computer to facilitate plotting. No smoothing or processing of 
the da ta  took place other than where it is explicitly mentioned.
4.2 P la sm a  D e n s ity
The ion saturation current to the energy analyser, at the centre of the plasma, 
has been shown to be proportional to the plasma density by calibration against the 
whistler interferometer. This correspondence could not be shown at larger radii, as 
the whistler interferometer could not operate at the low densities there.
The radial profiles of ion saturation to both the energy analyser and the 
Langmuir probes were very similar, increasing confidence tha t  they represented the 
density. However, as explained in section 3.4.7.4, the ion energy distributions as a 
function of radius suggest that the large radial ion velocities in the outer regions of 
the plasma may perturb the density measurements. With this reservation noted,
the radial profiles of the ion saturation current will be presented in terms of the 
equivalent plasma density, so as to facilitate comparison with the central densities.
The variation of plasma density with magnetic field is shown in figure 4-1, for 
magnetic fields less than 17 mT. ( The standard field is 7.2 mT, where the 
electron cyclotron frequency is 200 MHz ). At zero magnetic field the plasma 
diffuses isotropically from the source so there is a small, but non zero, density on
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Magnetic F ie ld  (mT)
F ig u re  4 -1 : V a r ia tio n  o f cen tra l d en s ity  w ith  m agne tic  fie ld
F ig u re  4 -2 : R a d ia l p ro files  o f p lasm a d en s ity  versus m agne tic  fie ld
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F ig u r e  4 -3 : V a ria tio n  of plasm a density w ith  pressure (--------
The electron saturation current to the energy 
analyser, a rb itra ry  units, is also shown (— — —
axis . The  dens ity  increases a p p ro x im a te ly  lin e a rly  above 2 m T , b u t increases more 
s low ly  above 10 m T  u n til i t  appears to  sa tu ra te  a t the h ighest fie lds we could 
produce. The sequence o f rad ia l p ro files in  figure  4-2 illu s tra te s  the tra n s itio n  from  
a d iffuse  p lasm a to  a w ell defined co lum n as the m agnetic  fie ld  reaches 3.6 m T .
The  dens ity  v a ria t io n  w ith  pressure has a broad m a x im u m  for n eu tra l 
pressures between 15-50 m Pa, shown in figu re  4-3 (the  s tandard  pressure has been 
chosen a t 40 m P a). A t  h igher pressures the dens ity  decreases a p p ro x im a te ly  
inve rse ly  w ith  pressure. The e lectron  s a tu ra tio n  c u rre n t, also shown in th is  figu re , 
becomes very unstab le  as the pressure exceeds 100 m Pa. T h is  corresponds to  the 
pressure a t w h ich  the p ro b a b ility  o f io n iz a tio n  w ith in  the  analyser becomes 
app rec iab le  so th a t a weak discharge may occur w ith in  the analyser. The shie ld 
g rid  shou ld  iso la te  the d is c r im in a to r and co lle c to r fro m  such a discharge so th a t the
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F ig u r e  4-4: Radial profiles of plasma density versus pressure
ion saturation current will continue to be proportional to density until the pressure 
reaches 500 m Pa, when the probability of ion-neutral collisions within the analyser 
become important.
0
The variation of the radial profiles of ion saturation current with pressure are 
shown in figure 4-4. The profiles are similar except that the ion current in the 
plasma wings, i.e. a t radii greater than 15 cm, decreases with pressure.
4.3 E le c t r o n  T e m p e r a tu r e
The parallel and perpendicular temperatures of the bulk electrons were 
determined from Langmuir probe characteristics and E.C.H.W. interferometry 
respectively. They are shown in figure 4-5, as a function of pressure. As discussed 
below, the parallel electron energy distribution always appeared to have a high 
energy tail. The Langmuir probe characteristic is quite insensitive to the tail of the
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distribution and would have been unaffected. There is no direct evidence to suggest 
th a t  the perpendicular distribution was appreciably non-Maxwellian. Moreover it wras 
shown in section 3.3 tha t  when the distribution is slightly non-Maxwellian our 
methods of analysis provide a good estimate of the mean perpendicular electron 
energy.
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F ig u re  4-5: Variation of electron temperature with pressure.
Temperatures were measured with Langmuir probes on the 
axis ( X ), with E.C.H.W. dispersion on the axis ( ^ )  and 
in the wings (Q ) ,  and with the energy analyser on the
axis (*+•).
The radial profile of the bulk electron temperature is shown in figure 4-6. 
The radial variation of perpendicular and parallel temperatures, agree very well. 
This profile is largely independent of the external parameters.
The energy analyser can only measure the energy distribution of electrons 
which have escaped over the plasma potential; these electrons represent the high 
energy tail of the electron distribution within the plasma. Paradoxically, even
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F ig u re  4-6: Radial profile of electron temperature.
Temperatures were measured with Langmuir probes (V ),  
with E.C.H.W. dispersion propagating up (O) and 
down (Q )  the density gradient.
though the electron-electron collision length is usually several times the length of the 
chamber, this high energy tail is often remarkably close to Maxwellian and can be 
characterized by a temperature. The variation of this temperature with pressure is 
also shown in figure 4-5. At some pressures the distribution is not Maxwellian and 
different temperatures may be fitted to the distribution at high and low energies; 
these limits are represented by the vertical bars in the figure.
At pressures below 20 m Pa the tail distribution itself develops a high energy 
tail. The distribution remains approximately Maxwellian for energies less than 
10-20 eV above the plasma potential but it is superimposed on a distribution which 
is constant out to hundreds of volts. At 20 m Pa this latter distribution involves 
less than 3% of the electrons but the proportion rises to 10% at 15 mPa, 30% at 
10 mPa, and 40% at 7 mPa. At these low pressures such energetic electrons are 
unlikely to have a collision within the chamber and it is probable tha t  they 
represent runaway electrons created in the source.
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While both bulk and tail electron temperatures are clearly dependent on 
pressure they show no significant variation over the whole range of either magnetic 
Field or RF power.
4.4 P la sm a  P o te n t ia l
In direct correspondence to figure 4-2, figure 4-7 shows the transition to a 
central column of plasma as the magnetic field reaches 3.6 mT. The plasma 
potential changes from being relatively uniform across the central portion of the 
discharge to having a well defined central peak, about 20 cm in diameter, 
surrounded by a region of constant potential which extends to the wall.
Figure 4-8 shows that the central peak occurs at all pressures though the 
value of the central potential decreases steadily as the pressure increases. The 
central potential always exceeds the potential near the wall by 10-15 V, regardless 
of magnetic field or pressure.
4.5 V aria tion  w ith  Input P o w er
For low powers the plasma density increases roughly as the square root of the 
input RF power; the standard power of 25 W lies in this region. However at a 
power of about 100 W the plasma suddenly ‘flicks’ to a new mode with a density 
four to ten times the previous value. This ‘flick’ is deceptive since the impedance 
presented by the new mode is significantly different from the old and the standing 
wave ratio is no longer unity. The new mode draws more power from the RF 
source which accounts for the suddenness of the density change. If the antenna is 
constantly retuned so tha t  the SWR remains near unity as the power increases, the 
curves of figures 4-9 and 4-10 are obtained, which are more nearly continuous with 
power. The neutral density is 40 and 80 m Pa in figures 4-9 and 4-10 respectively. 
Each figure shows the plasma density variations for magnetic fields of 3.6, 7.2, and 
14.4 mT.
The density increase at low powers remains unchanged but at a power of 
between 40-150 W the density begins to increase more quickly. At high powers the
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F ig u re  4-9 : V aria tion  of plasma density w ith  RF power
Pressure : 40 mPa, M agnetic Field : 3.6 (X), 7.2 (A), 
14.4 (-}-) m T
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F ig u re  4-10: Variation of plasma density with RF power
Pressure : 80 mPa, Magnetic field : 3.6 ( X) ,  7.2 (2^), 
14.4 (-+-) mT
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F ig u r e  4-11: Variation of electron saturation current with RF power
increase slows again and appears to be approximately proportional to the square 
root of power once more. However, there is a great deal of difference in the
detailed power dependence for each of the six conditions shown. This dependence is 
reproducible and is independent of whether power is increasing or decreasing.
The actual power at which the density begins to increase more rapidly is 
difficult to determine ow'ing to structure within each curve. Generally, the critical 
power decreases with pressure and also appears to decrease with increasing magnetic 
field as B '1. The density before the rapid increase is even more difficult to 
determine but appears to increase with magnetic field. The pressure dependence of 
the critical density is unclear.
The electron saturation current, shown in figure 4-11, is irreproducible in the 
transition region but generally continues to increase smoothly with power, without 
being affected by the ‘mode change’.
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F i g u r e  4 -1 2 :  Variat ion of p lasma potent ial  with RF power
However the p las ma potent ial  is s trongly affected and collapses in the higher 
power region. Figure 4-12 shows tha t  the central  p lasma potent ial  increases steadily 
wi th power to a peak value ju s t  before the beginning of the t ransit ion.  It then 
decreases to less than  hal f its former value as the power increases further.  At 
higher powers the potent ia l  remains  low, increasing only very slowly. The effect on 
the  radial  profile of the p lasma potent ial  is shown in figure 4-13. The fall in the 
potent ia l  occurs near the wall as well as in the centre so the central  peak in the 
potent ia l  is main ta ined,  though it is somewhat  reduced.  At  high powers the 
potent ial  in the  wings is no longer const ant  but  decreases toward the wall and the 
size of the  potent ial  drop a t  the edge of the central  peak is markedly reduced.
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F ig u r e  4-13: Radial profiles of p lasm a potential versus RF power
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CHAPTER 5
PROCESSES INVOLVING NEUTRALS
In order to model a weakly ionized plasma it is crucial to understand the role 
of neutral atoms. Neutrals are involved in the majority of loss processes in the 
plasma so tha t ,  for instance, the electron tem perature  for a given RF power input 
is almost solely a function of neutral density. This chapter will be devoted to
deriving expressions for various neutral processes which will be necessary for the 
total description of the plasma developed in the next chapter.
Many im portant plasma phenomena occur through two body collisions so the 
rates of such processes can be expressed in terms of a collision cross-section. In our 
plasma, most of the collisions involve an electron so it is of crucial importance to 
know the cross-sections, and their electron-energy dependence, for the main processes. 
These include elastic collision with neutrals and inelastic collisions which excite or 
ionize. The most important cross-sections, and their averages over a Maxwellian 
distribution of electron energies, are reviewed in section 5.1.
The total heating and ionization rates depend not only on the central values 
of the electron tem perature and density but also on the radial profiles of these 
quanitities. In order to model the plasma with as few parameters as possible 
standardized radial profiles were adopted. Section 5.1 outlines how these were used 
to obtain total rate functions for the entire plasma volume.
The radial profile of the neutral density depends on the corresponding 
variation of the neutral temperature. This temperature must be known in order 
th a t  the density dependent rates of processes such as ionization can be determined; 
the heating of the neutrals is examined in section 5.2
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When an energetic electron collides inelastically with a neutral the neutral may 
be ionized directly or raised to an excited state. If the state is metastable the 
average lifetime is sufficiently long tha t  a second electron may collide with it. As 
relatively low energy electrons can ionize a metastable atom, the total ionization 
rate can be considerably enhanced by this two-step process. The contribution
depends on the equilibrium density of metastable atoms which in turn depends on 
the rate of diffusion to the walls. The radiation emitted by resonant states
decaying to the ground sta te  is readily absorbed by other ground state atoms so 
th a t  the gas is opaque to these wavelengths. The population density of such
resonant states may therefore be significantly enhanced and thus lead to effects 
analogous to those associated with the metastables. Both these processes are 
examined in section 5.3.
Atoms excited to states which are not metastable or resonant, or excited from 
metastable or resonant states but not ionized, decay rapidly emitting photons. Since 
our plasma is optically thin at these wavelengths such photons are lost and
represent another energy loss mechanism. The radiation losses are estimated in the 
last section, 5.4.
Direct measurement of the neutral temperature, the density of metastable 
states, and the radiation loss is possible using sophisticated spectroscopic techniques, 
although extremely difficult.
The heating of the neutrals can, in principle, be determined from the change 
in the Doppler width of the Ar I line radiation. However, when the gas
temperature rises by 50% from 300 K to 450 K the Doppler width of the 69G.5 nm 
line increases by only 0.3 pm (0.003 Angstroms) from 1.4 pm to 1.7 pm. Such small 
changes are beyond the resolution of our spectroscopic system. The problem is
compounded by the low line intensities radiated by the plasma. Ar I radiates on 
many lines with similar intensity and consequently none of the lines is very strong.
The density of atoms in metastable states can be measured with laser 
spectroscopic techniques while both the density of atoms in resonant states and the
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total radiated power can be determined with VUV spectroscopy. Unfortunately, we 
did not have access to the requisite equipment.
5.1 E lectron  C ollision  C ross-S ection s
Knowledge of the cross-sections for the most important electron-argon processes 
is crucial to any understanding of the plasma behaviour. These cross-sections are 
presented in this section together with their averages over both the electron energy 
distribution and the chamber volume. These averages allow the total chamber rates 
for the various processes to be estimated in terms of the central density and 
electron temperature. The estimated rates will be used in examining the plasma
particle and energy balance in chapters 5 and 6.
5 1 0°  2 5 1 O' 2
Electron Energy (eV)
F ig u r e  5-1: Elastic (-------) and momentum exchange (-------)
cross-sections for electrons in argon
The total elastic collision cross-section for mono-energetic electrons and neutral 
argon is shown in figure 5-1. The experimental da ta  of Ferch et al. (1985) were
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used fo r energies below  20 eV and those o f de Heer et a l. (1979) a t h igher energies. 
T he  same figu re  shows the  m om en tum  tran s fe r cross-sections measured by F rost and 
Phelps (1964). H ow ever, as m easurem ents by subsequent inve s tiga to rs  disagreed 
w ith  F ro s t and Phelps a t low  energies, fo r energies below 0.4 eV th e ir values have 
been replaced by the sem i-em p irica l M E R T  expansion o f Ferch et al.
1 01 2 5 
Electron Energy (eV)
F ig u r e  5 -2 : Ine lastic  cross-sections fo r e lectrons in  argon :
io n iza tio n  from  the g round  s ta te  (-------- ) and from  the
m etastab le  states( X  ), e x c ita tio n  to  the m etastable  
states ( A  ) and e x c ita tio n  to  a ll non-m etastab le  
sta tes ( ).
Rapp and G olden (1965) measured the io n iz a tio n  cross-section o f argon over a 
large, fin e ly  d iv id e d , energy range. H ow ever to  g ive b e tte r agreem ent w ith  the 
c o m p ila tio n  o f more recent resu lts  by de Heer et a l. these d a ta  have been scaled by 
0.905. The scaled cross-section is shown in  figure  5-2. T h is  figu re  also presents the 
cross-section fo r e x c ita tio n  o f n eu tra l g round  s ta te  argon to  the  m etastable  3P 2 and 
3P0 levels (B o rs t, 1974) and the cross-section fo r the io n iz a tio n  o f a tom s in  these 
m etas tab le  sta tes (D ix o n  et a l., 1973).
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The last cross-section presented is for the excitation of neutral argon from the 
ground state to any non-metastable state. This is a semi- empirical result and 
represents the residue when the cross-sections for ionization and metastable 
formation are subtracted from the measured total inelastic collision cross-section (de 
Heer et ah, 1979).
The most accurate of these cross-sections appear to be those for elastic and 
momentum transfer collisions, as most other published da ta  lie within 10% of the 
cross-sections chosen here. Agreement becomes very poor for energies at and below 
the Ramsauer minimum so tha t  we have chosen the very recent results of Ferch et 
al. which are representative of the most accurate measurements.
The absolute accuracies claimed for the remaining cross-sections by their 
authors are ± 20% for ionization and excitation to the metastable and ± 50% for 
ionization from the metastable states. In view of the accumulated errors inherent in 
the calculation of the non-metastable excitation cross-section its uncertainty is likely 
to be at least ± 50% rather than the conservative ± 30% claimed.
The electron-argon collision frequency for a given process is no<ac>  where nQ 
is the neutral argon density, a  the cross- section for tha t  process and < > denotes 
the average over the electron velocity distribution f(c). The velocity distribution 
was taken to be Maxwellian but it must be noted tha t  the collision frequency is 
very sensitive to the distribution. A slight deviation from the Maxwellian in the 
tail of the distribution may, for instance, double the ionization frequency.
The average cross-sections ö
5  = < g c >
< c>
are shown in figures 5-3 and 5-4. The thermal average cross-section for momentum 
transfer is defined as
a  =  <  * >
< c 2><c>
Cross-sections such as tha t  for ionization which are zero below some threshold 
energy E th, rise rapidly, and then remain approximately constant for higher energies,
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F i g u r e  5-3 :  A ve rage  e last ic  an d  m o m e n t u m  t r ansfer  cross-sections.
C u rv e s  label led as in figure 5-1
are  bes t  p resen ted  in an  A r rh en iu s  p lot (  i.e. a  plot  of the  lo g a r i t h m  of a  q u a n t i t y  
ve rsus  reciprocal  t e m p e r a t u r e ) .  It is th en  a p p a r e n t  t h a t  the  th e r m a l  ave rage  cross- 
sec t ions  have  an  a p p r o x i m a t e  e xpo nen t ia l  de pende nce  on -E  h/ k bT  . F igure  5-4 also 
sh ow s th e  to ta l  ine last ic  c ross-sect ion,  i.e. th e  s u m  of the  cross-sect ions for 
io n iz a t ion  a nd  exc i t a t ion .
W h e n  cons ider ing  th e  energy ba l ance  of th e  p l a s m a  one requi res  th e  to ta l  
coll ision f requency over  the  vo lu me  for each  process.  T h is  f requency d epend s  no t  
only on th e  cen t r a l  va lues  of th e  e lec t ron  dens i ty  a n d  te m p e r a t u r e s  b u t  also on 
th e i r  rad ial  profiles.  T o  simplify th e  desc r ip t i on  of  th e  p l a s m a  s t a n d a r d  profi les have  
been chosen;  these  a re  typ ica l  of th e  profi les nea r  th e  s t a n d a r d  va lues of  the  
e x t e r n a l  p a r a m e te r s .  We have  a s s u m e d  t h a t  the  p l a s m a  is radial ly  s y m m e t r i c  and  
ax ial ly  un iform.
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Ol 0-24
Inverse Temperature (eV'1)
F i g u r e  5 -4 :  Average ine lastic  cross-sections.
Curves labelled as in figure 5-2, and the to ta l  
ine last ic  co ll is ion cross-section ( ).
The  s tandard  p ro f i le  for the normalized  p lasma dens ity  is taken as P (r) =  
n ( r ) / n ( 0 )  .
^  A .  rT ■> v
X <  1 
X >  lP »  =
f  1 + IO X (  1 -  i  X 1 )
G
8 ~  S ' z  
3 X
where x =  ( r / R s); R g =  0.1 m is the rad ius o f the source.
S im i la r ly  P T (r)  =  T , ( r ) / T e(0) .
P T (r) =  ( 1 +  0 .8x2 ) ' 1
The  to ta l  rate, R, over the vo lum e for a given process is
R =.  5 t \ o r \ t C r>  <  <3- C >  [ T e C r ) ]  d v
f  Rw
. =  ( \ „ r \ t CO) 2 . ^ l _  \  < ( T C >  [  T e CO) "PT Cr>]  r  d s
(5.2)
. =  r\o n . C O )  P  ( T e t O ) ) (5.3)
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where F (T e(0)) is the total rate function for the process; it is a function of central 
electron temperature alone. The total functions for the inelastic processes are shown 
in figure 5-5.
2 -
1
5 -i 
2 -
1 0"19
Inverse Temperature (eVH)
F ig u re  5-5: Total inelastic rate functions.
Curves labelled as in figure 5-2.
When considering the total effect of electron momentum exchange in the 
chamber the principal interest is in the amount of energy lost by the electrons to 
the neutral gas. This is given by an integral like tha t  in equation 4.3 with the 
integrand weighted by a factor 2me/m. . kbT g (see section 5.1.1), and the
resulting rate function F-j is shown in figure 4.19. For electron temperatures 
between 2-10 eV this can be approximated to within ± 10% by
F e, =  6.0 x 10'38 (kbT j 2 W m '6eV'2 (5.4)
The rate functions in figure 5-5 are roughly approximated by exponentials of
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F ig u r e  5-6: Total momentum transfer rate function
inverse electron temperature. However the approximation is considerably enhanced if 
the rate functions are scaled by powers of T g. Such scaled rate functions are shown 
in figure 5-7. The scaling factors were half integral powers of T c, chosen to 
optimize the exponential approximation for temperatures between 2-10 eV.
The rate functions for ionization from the ground state  (Oi), excitation to the 
metastable states (0m), ionization rom the metastable states (mi), and excitation to 
non-metastable states (Ox) are respectively
F 0. =  1.5 x 10'16 exp(-17.3/t) t 3/ 2 m V 1
FQm =  1.4 x 10'16 exp(-14.6/t) t m6s‘1
F mi =  1.4 x 10'14 exp( -4 .7 /t)  t 1/ 2m6s‘1
F0x =  7.5 x 10'17 exp(-13.4/t) t 3/ 2m6s‘1 (5.5)
t is the electron temperature in eV.
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Inverse Temperature (eV)
F ig u r e  5 -7 : Scaled ine las tic  ra te  fu nc tio ns .
C urves labelled as in figure  5-2.
In the fo llo w in g  chapters these ra te  fu nc tio ns  w ill  be used to  estim a te  the 
to ta l rates o f the  associated processes. A lth o u g h  they are n u m e rica lly  sm all they 
a lw ays appear in  co n jug a tio n  w ith  the  num erica lly  large e lectron  and neu tra l 
densities. In o rder to  p rov ide  a guide to  the size o f such p ro du c ts  we w ill  a dop t a 
d im ension less rep resen ta tion  o f the p lasm a ch arac te ris tics . W e w il l  set
t  =  T  ( 0 ) / (  1 eV  )
N =  N 0/ (  1019 m '3 )
n =  ne( 0 ) / (  1016 m ‘3 )
A t  the s tanda rd  n eu tra l pressure o f 40 m P a , N =  1 w h ile  n =  1 corresponds 
to  a cen tra l e lectron  dens ity  o f 1016 m '3, w h ich  is near the  geom etric  mean o f the 
extrem es o f p lasm a dens ity  ro u tin e ly  encountered.
F o r exam ple , in th is  rep resen ta tion , the e lectron  h ea ting  o f the neu tra ls , Q pl is
g iven by
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Q c l  =  n 0 n e F e l ( T e)
=  6.0 x 10'3 N n t2 W
It is readily seen tha t  near standard conditions QeJ is of the order of 100 mW.
5.2 H ea t in g  o f  N e u tr a l  P ar t ic le s
Neutral gas heating is of interest because of its effect on the neutral density. 
However, this effect depends on the experimental situation. When gas is heated in a 
sealed volume its pressure rises proportionally to the tem perature T Q but the density 
remains constant, in the absence of chemical phenomena. Conversely, if the gas is 
maintained at constant pressure, density decreases as T 0_1. Our situation lies 
between these -two since gas flows into the chamber a t  a constant rate and is lost 
through pumping.
The gas flow is controlled by a needle valve connected to the chamber by 
more than 2 m of 5 mm I.D. tubing and is therefore thermally isolated from the 
chamber and the gas flow is independent of chamber temperature.
The chamber is pumped by a turbomolecular pump through a pumping line 
1.8 m long and 15 cm in diameter. As outlined in section 2.1, the pumping 
characteristics of a pumping system at low pressures can be summarized in terms of 
the Clausing factor, which is independent of pressure and temperature. The particle 
loss rate from the chamber is
Particle loss rate =  ^  nQc A c K.
In the course of an experimental run the input gas flow is kept constant. Once 
the system has come to equilibrum the particle loss rate must equal this input. 
Thus the neutral flux, nQc, at the aperture will be constant for a given gas flow, 
and will be independent of the RF power, the magnetic Field, or the final pressure. 
The mean velocity is proportional to the square root of the neutral temperature; 
this implies tha t  the neutral density at the aperture will be inversely proportional 
to the square root of the tem perature there.
T),aperture  0  ^ 0 , aperture
1 / 2
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This relation holds only for the steady state  so tha t  transient heating processes, 
such as during pulsed discharges, will render it invalid.
By the continuity equation
. i H i  =  r\0' -  V  ( rv0U )  (5.6)
a t
where nQ* is the creation rate per unit volume, and U  is the average velocity or 
drift velocity. In the steady state  the neutral density at any position will be 
constant in time so th a t  both sides of equation (5.6) are zero. Further, in the 
absence of creation nQU  is a constant for the whole volume. The integral of nQU  
over the whole chamber gives the average flow of the gas between the gas inlet and 
the pump. The pump speed is 100 Is'1, the chamber volume is 1800 1 and the inlet 
is about 1.5 m from the pump orifice so U  is of the order of 0.1 m s'1, which is 
negligible compared to the thermal speed. Hence the drift velocity is essentially 
zero throughout the chamber.
Intuitively, one would expect this to imply th a t  the flux through any plane, 
( l / 4 ) n Qc, would be constant over the volume. This can be illustrated by an 
elementary mean free path  argument.
Consider the number of molecules, F+, crossing unit area of the plane x =  0 
from the negative side to the positive in unit time. 
r + =  ( l /4 )n 0c
However, if the gas is non-uniform then nQ and c are no longer the values at x =  0 
but reflect the conditions in the region where the atoms had their last collision, at 
x =  -/iA say, where A is the mean free path and n is a number of order unity 
(Chapman and Cowling, 1970). Then
r + = ( l /4)n0 C [  X * - jjS*  ]
= O /4.) (  <\0 C l  *  = Ol -  r\oC ) ]
where A has been taken as small compared with the scale length for variation of
Similarly f , the number of molecules crossing from positive to negative x ,is
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r. = (V4)noc t x =
r  0 /4 ) ^ 0 c  [ x  = 0 ]  -v yuL>v ^  ( a Qc
The nett particle flux is
r - r = i  a x  )
+ 2  / d x
and in general ( \ 0 U" =  ^  yufX V  ( f\<> C )
Thus zero mass flow implies nQc constant. However, even the most refined 
mean free path arguments have serious difficulty in properly describing diffusion due 
to thermal gradients (Chapman, 1928). A far more rigorous approach is to evaluate 
the appropriate integrals over the velocity distribution function.
When considering a gas in steady state  it is often considered almost axiomatic 
th a t  the pressure, and hence nQc2, must be uniform throughout the volume. This is 
clearly inconsistent with constant flux. Braginskii (1965) noted tha t  the pressure of 
a gas will remain constant along a tem perature gradient only if the collision 
frequency is independent of velocity. When the collision frequency is velocity 
dependent the exponent of c in the conserved quantity , in general, differs from two.
Following the method of Mitchner and Kruger (1973) we can write
n0U  =  "D p Y  ( Bo k b T 0 ) +  "DT r\o  Y  ( k bT 0 )
kfc»T0 K bT 0
where Dp and DT are equivalent to the pressure and thermal diffusion coefficients 
respectively.
k bT0
\  1
( _ \ dc
J Vcoo
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V H  .)
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f  r a c 2“ __
3 J veo
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£ die
where ^(c) is the collision frequency of atoms with speed c and f is the 
Maxwellian velocity distribution, 
f (c) -rn v / —
V t t  V Z f e ^ T o /  V 2. V^.v>”To
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If z/(c) =  nQcr(c)c where a is the neutral-neutral collision cross-section then, if a 
is independent of c
0-0
"oU = — ------  [  cJ’ 1  d c
3 r \ « c ;  J
= — !—  z  K  [ c T d t )
3  f \ 0cy \  J0
> 2l v ( t \ J )
3  ~
and zero mass flow implies nQc constant.
This result is dependent on the velocity dependence of i'(c). Tait (1886) 
derived a collision frequency on the basis of an elastic hard sphere model. He 
found
i/(c) =  n0cr CC )  ^
c t o  = o-0 ^  e  •+ (. 2.x 4 - - ^ )  ^  e r f
"Xx
2.KtoTo
The velocity dependence of u is most easily appreciated by noting tha t  it can 
be approximated to within 2.5% by
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"(c) = n0%/ ^ T T T
Using T a i t ’s iv(c) gives
Q
3
.  _ _  V v o t
n U = U OCp >  V  ( ^ 0 C )
c ~
where a =  0.18. This is partway between the simple mean free path result, a =  0, 
and the situation of uniform pressure, a  =  1. Corrections could also be made for 
the decrease of a0 with increasing velocity, and the persistence of velocity after 
collisions. We shall take the simple case, a =  0, and take nQc constant.
The previous derivations assumed that the effect of ionization was negligible. 
For a plasma generated by 100 W of RF the ionization rate is about 1019 ions/s 
(c.f. section 6.5), most of which are lost to the walls. The flux of neutrals through 
a surface 10 cm in radius which surrounds the ionization region, required to replace 
those neutrals lost through ionization, is 1019 m ^ s '1. The thermal flux across this 
surface is 4 x 1021 m ^ s '1 so tha t  the neutral recirculation flow is indeed negligible 
in comparison. At powers in excess of 1 kW this effect may result in some 
decrease in the central neutral density.
Having noted tha t  the value of nQc is close to constant everywhere in the 
chamber, tha t  value can be determined by a density or pressure measurement, at a 
known temperature, a t  any point within the chamber. Since some gauges measure 
density and infer the pressure it is important to recognize the temperature 
dependences of the different methods used to determine pressure.
Some gauges, such as quartz-spring or capacitive-diaphragm manometers 
measure pressure directly. Ionization gauges, however, measure neutral density. The 
ionization gauge readout is calibrated to read pressure as if the gas were at room 
temperature. So, regardless of the actual gas temperature, the density is given by
no =  P i„d________
( k t  2.Q& k )
where P. d is the indicated pressure.
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Other gauges which determine the pressure by measuring gas properties such 
as thermal conductivity (Pirani) or viscosity (rotating vane) may have different 
tem perature sensitivities. Usually such gauges are configured so tha t  the Knudsen 
number, Kn, is in the range 0.01 - 10, where Kn is the ratio of the gas mean free 
path to the internal gauge dimensions. Viscosity and thermal conductivity then vary 
approximately linearly with density. However some such gauges include temperature 
compensation and, in fact, measure true pressure. Caveat emptor!
To determine the density profile in the chamber we shall first examine the 
major processes of neutral heating and cooling, then use this to estimate the 
temperature profile. The heating processes are those due to electron collisions 
(section 5.1.1), and to collisions or charge-exchange with ions (section 5.1.2). Cooling 
is primarily through contact with the walls (section 5.1.3) but effects due to the gas 
flow are also examined in section 5.1.4. The neutral heating is examined for both 
high and low densities in sections 5.1.5 and 5.1.6 respectively.
5.2.1 E le c t r o n - N e u t r a l  E la s t ic  C oll is ions
The ratio of argon atom  to electron masses means tha t  the energy transfer per 
collision is relatively low. The average energy transfer rate per volume is
nenoI/m - 5 _ k b C-rt - T 0)
( -v  r O  Z
where u is the energy averaged momentum exchange collision frequency (Mitchner 
and Kruger, 1973).
C ■£ r t y c *  >  _  5 ^  c
<  ±  (YV O 7 >
o m is the electron-argon momentum transfer cross section and < > denotes 
averaging over the electron velocity distribution.
We expect tha t  neutral temperatures will be no greater than 103 K (0.1 eV) 
and, as T p > 2 eV, the T Q term can be neglected. So, since m g <c mQ, the average 
energy transfer rate per unit volume is
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2 2n nnm a c _  < m e  >e 0 e m  e
rr\0
The total electron-neutral clastic heating rate, Qeel, was derived in section 5.1 
(c.f. figure 5-6).
Qeel =  nQne 6.0 x 10'38 t 2 W m6 
=  6.0 x 10'3 n N t2 W
If k, T =b  e 5 eV, then t =  5 and <Q re
ÜL II 0.15 nN W
If kKT =b  e 10 eV, then t =  10 and Qe"  = 0.60 nN W
5.2.2  I o n - N e u t r a l  C o ll is io n s
In contrast to electron-neutral collisions, where the fractional energy exchange 
per collision was low, ion-neutral collisions are extremely efficient. For an elastic 
collision, on average half the energy difference is exchanged. Of an even greater 
importance are resonant charge transfer collisions, i.e. charge transfer between an 
atom and an ion of the same element. If an energetic ion has such a collision with 
a cold neutral the ion is neutralized, a cold ion and an energetic neutral result, and 
the energy exchange is total.
Because of the large radial electric fields at about 10-15 cm radius ions can 
acquire large radial energies. The plasma potential drops approximately 10-15 V at 
this radius for most plasma conditions and then remains constant out to the wall. 
It is shown in section 6.3 tha t ,  under some conditions, almost all ions created fall 
radially to the wall. This implies a large current of 15 eV ions travelling to the 
wall. At an input power of 100 W the ion current density will be 1-2 Am'2.
Recent opto-galvanic measurements in the cathode fall region of a neon glow 
discharge ( Doughty et al-., 1985) have confirmed tha t  resonant charge transfer can 
be an important heating source. They found gas temperatures of twice ambient 
temperatures at current densities of between 1-10 Am '2.
To estimate the neutral heating due to these ions we shall consider all ions to 
have 15 ev energy across a plateau region extending from a radius of 10 cm to the 
wall. Heating due to collisions with less energetic ions in the centre or in the
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acceleration region will be ignored as both the energy and collision frequency of such 
ions are smaller.
The cross-section for elastic collisions is about 4 x 10'19 m 2 (Cramer, 1959) 
while tha t  for charge transfer has been measured between 4 x 10‘19 m2 and 11 x
10'19 m 2. (Henchman, 1972). We shall use an intermediate value of 8 x 10'19 m 2.
At a neutral density of nQ =  N 1019 m '3 the mean free paths for elastic collisions, 
Ae), and for charge transfer, Ax, are 0.25/N m and 0.13/N m respectively. For a
density of 1019 m '3 (N =  1) only 2% of ions reach the wall without a collision and 
for higher densities virtually all of the kinetic energy of the ions is transferred to 
the neutrals.
At densities lower than 1019 m '3 more ions reach the wall without collision.
For nQ =  2 x 1018 m"3, corresponding to the lowest pressures used, only half the 
ions collide with neutrals. Further the mean free path for energetic neutrals is
1.3 m, greater than the chamber diameter. At such low densities an energetic
neutral, produced in a collision with an ion, may lose its energy to the walls 
w ithout heating the bulk neutral gas at all. As the heating in this case is 
intimately connected with the gas-wall interaction, consideration of densities below 
1019 m '3 will be postponed until after section 5.1.3, where that interaction will be 
described.
For the higher densities we can assume that the energetic neutrals thermalize 
and add their energy to the bulk gas. Then the gas is heated some 15 eV for 
every ion produced. The total rate of ionization R. is the product of the neutral 
and electron densities and a function of electron temperature
R i =  n 0 n e F i ( T e)
But F .(T J  is an extremely rapid function of T p; as kbT e increases three-fold 
from 2 eV to 6 eV, F .(Tc) increases by a factor of several hundred. So T e must be
known very accurately in order to estimate R. even to within a factor of two.
However, a reasonable upper bound can be obtained for R. from a consideration of 
the available power.
129
The maximum rate of ionization would be tha t  obtained if all the RF power 
coupled into the plasma went into ionizing atoms. However, as explained in section 
6.5, only a fraction of the power is absorbed in the creation of ions. For an electron 
temperature of 4 eV the fraction is 82%.
If the input RF power is 25 W and the plasma potential is 40 V then, by 
section 6.5, the energy cost per ionization is 72 eV. At most 15 eV will be
transferred to the neutrals so the maximum heating power is
I S
—  82% 25 W =  4.3 W
At an RF power of 250 W the plasma potential will be lower, e.g. 25 V. Then, if 
the electron temperature is still 4 eV, the energy per ionization will be about
57 eV. The heating power is
IS
~  82% 250 W =  54 W
The actual energy transfered to the neutrals by the ions will be less than this 
because of power loss to the walls. T ha t problem will be addressed in sections 5.2.5 
and 5.2.6.
5 .2 .3  H e a t  E x c h a n g e  at  th e  W a l l
When a gas atom strikes a wall, a t temperature T  , it may be trapped on the 
surface and, at some subsequent time, be re-emitted with an average kinetic energy 
2kfcT w. This represents complete thermal accommodation with the surface. However, 
complete accomodation is only one of several possible interactions; at the opposite 
extreme the atom can be specularly reflected, making an elastic collision with no 
energy exchange.
The atom may also undergo lobular scattering from the surface, i.e. direct re­
emission after having been trapped on the surface for a short time, where the 
direction of its velocity is within about 30° of the reflection angle and varying 
amounts of energy may be exchanged (Smith +  Saltsburg, 1967). In situations 
where, as is usual in medium vacuum experiments, the wall surface is coated with a 
layer of adsorbed gas, the incoming atom  can sputter one or more of these atoms
off the surface.
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The average energy transferred to the surface can be defined in terms of an
accomodation coefficient a .  then the energy transfer can be written
“ ( i mc02 - 2kbTJ
where cQ is the initial atomic speed. If specular reflection is the dominant 
interaction^c* will be close to zero. Conversely, if most atoms are trapped on the 
surface then a will near unity. (For non-equilibrium situations, such as atomic 
beams impinging on the surface, a  may be negative or even exceed unity (Hinchen 
and Malloy, 1967)). For rare gas atoms, having been directly inelastically scattered 
by clean metal surfaces, a is independent of the incident energy and the surface
temperature over a wide range (Barker and Auerbach, 1985). However, the
probability of trapping is strongly dependent on both.
The total heat loss from the gas to the wall, Qw, is
o O
Qw = ( m 1/ 4)1^ 0 f(cM c) ( Y  mcZ “ ^ dc
where A is the wall area and n0 the gas density at the wall. If the gas near the 
wall has a Maxwellian velocity with a temperature T g then
f(c) =  - ±  ( J 2 — ' \ Z e x |p (  \  c *
V t t  \ Z t e b T 9 /  \ 2 . f e b T V
So, substituting x r x \ c _  "z
Qw =  A ( l /4 )n 0c f  e  X C X -  o t  c*x
J o  T«j
=  - h -  -  T v s , )
where a is now a mean value over the integral.
E s t i m a t i o n  o f  t h e  a c c o m m o d a t i o n  fac to r
(5.7)
a  can vary with both wall and gas temperature and is clearly sensitive to the 
level and nature of surface contamination. Most investigations of thermal 
accommodation have concentrated on very clean pure metals. Apparently there has
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been no published work on contaminated stainless steel so that the accommodation 
must be estimated from the published da ta  for other metals.
The accommodation coefficient for argon on clean platinum at  300 K has been 
measured as 0.9 and 0.6, while it is 0.3 on clean tungsten at the same temperature 
(Roberts, 1930; Rowley et al., 1933; Menzel and Kouptsidis, 1967). a increases as 
the surface becomes contaminated, either with adsorbed argon gas or with other 
molecules, (Thomas, 1967). Measurements with argon impinging on contaminated W, 
T a  and Ge gave a fairly uniform value of 0.9 (Kostoff et ah, 1967). As no effort 
is made to keep our walls chemically clean we can assume a high contamination 
level which suggests a high value of a.
On the other hand, when the gas tem perature increases to more than a few 
hundred degrees above the wall temperature, specular reflection becomes dominant. 
Fast neutrals have too much energy to be trapped by the surface potential, and 
their collision times are short, so tha t  little interaction is possible (Menzel and 
Kouptsidis, ibid.).
It is difficult to estimate the importance of these opposing effects. A 
compromise is to set a =  1 for the thermal gas, i.e. those atoms with an energy of 
less than 0.1 eV, on account of the dirty surface, and set a much smaller for the 
accommodation of the very fast neutrals of 1 eV or more. This ‘fast’ 
accommodation factor would be somewhere between 0.1 and 0.5. Janda et al. (1980) 
found the accommodation coefficient for energetic argon neutrals on clean tungsten 
was 0.2 over the wide range of gas temperatures they examined (0.03-0.2 eV). We 
assume that  the accommodation is similar on steel, but to take account of our 
contaminated surface, the value must be higher. We shall therefore take a =  0.33, 
recognizing tha t  this value has a large uncertainty.
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5 .2 .4  H eat  Loss due to  G as F lo w
The Clausing factor for the pumping orifice in the chamber was calculated to 
be 0.067 in section 2.1. This means tha t  6.7% of the gas atoms which cross the 
orifice plane are lost and replaced by an equal number of room tem perature atoms 
from the gas inlet; this is equivalent to these atoms colliding with a surface and 
being completely thermally accommodated. The remaining 93% of the atoms are 
scattered out of the orifice. At densities below 1019 m '3 the neutral mean free path 
exceeds the pump line diameter and most back-scattered atoms will have made a 
collision with a least one surface, so tha t  their tem perature will have been reduced 
to tha t  of the wall. At higher densities back-scattering from neutrals wdthin the 
pump line will become more important and the thermal accommodation will 
decrease.
Hence, the pump orifice is equivalent to a solid surface whose accommodation 
coefficient is near 1 at low densities and decreases at high densities. As the area of 
the pump orifice is much less than 1% of the total chamber surface its effect is 
negligible and the heat loss due to the gas flow can be ignored.
5.2 .5  N eu tra l  H ea t in g  at H igh  D en s it ie s
When the neutral density exceeds 1019 m‘3 the mean free path for ions in the 
gas is less than 10% of the chamber diameter. Consequently, essentially all the 
15 eV kinetic energy gained by an ion as it is accelerated in the central field, is 
transferred to the neutral gas. At the low degree of ionization in our plasma the 
heating due to elastic electron collisions is much less than tha t  due to the ions and 
can be ignored. We shall now investigate the neutral tem perature profile which 
results from the ion heating power Q..
As the temperature changes the value of n0c will remain constant. This value 
of nQc will be designated P, if the initial pressure is pQ m Pa then a t  300 K
r =  0.96 x 1020 p0 r n V 1
When the scale of changes in T Q is large compared with the mean free path 
the classical theory of heat conduction is a good approximation. Then the heat flux, 
q, at a point is proportional to the temperature gradient
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q =  -K V T 0 (5.8)
where K is the coefficient of thermal conductivity. For an ideal gas and the 
temperature range of interest, K is well approximated by the Sutherland formula 
(Chapman and Cowling, 1970)
K =  ^  5  77 . fr*» C (5,9)
O C T c )
where a (T Q) is Sutherland’s approximation for the temperature dependence of the 
collision cross section
a (T 0) =  2.70 x 10 19(1 +  S /T 0) m 2
S =  148 K, so this cross-section is equivalent to an argon atomic diameter of 
3.58 x 10'10 m at room temperature. By equation (5.9)
K =  1.78 x IO' 2 W m ^ K ' 1 a t  300 K
which confirms tha t  Sutherland’s approximation is within the uncertainty range of 
experimental determinations.
Noting tha t  T Q — ^  rA° c  equation (5.8) becomes
a>
q = - Z U l c  v  ( c l )
loTm Vz
1— t  - 8
where ß — ^  ~  8 - 3 8  * v°  (5.10)
\ 0 2 .  <4 crc T o )  \ -V S  /  T o
Now consider an arbitrary volume V enclosed by a surface S. The total heat 
content of the volume, H, is
H =  \rio ^ l ztu , To c*.V
=  5  n . ,  3 / 2 .  C « / 8  d v
_  Sf \  c dv
where 7 =  3>7f f7
16
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The total heat flow into the volume due to conduction, Q, is
Q  =  1  A  • *  *
= 5 ß v C c 3) .  cis
5 v  c (2> CVC5)) cW
by equation (5.10) and Gauss’s divergence theorem.
If P (r)  is the power deposition density then the total power deposited in the 
volume is P T where 
P T =  \  P dV
The time rate of increase of the heat content is the sum of Q and PT so tha t
^ P -  Gt w PT 
t .
^  $ c  dV^ =  $ V I p V  C? )  dV 4 \ PdV
so _  'S. ^ f  ~~ P  dV -  O
Since V is arbitrary, the integrand must be zero everywhere.
)s c ’ *) 4. P
In steady state =  0 so that
v (.£ vCcM') = -  p
F’or large T (), ß  varies only slowly as cr(TQ) decreases to its high temperature limit. 
So, if the gradients in T Q are not large
V  ~ 0 and ß  ~ " P  (5.11)
To determine the solution to this differential equation we require two 
boundary conditions. One is found by noting tha t  c must be finite at r =  0 and 
the other is obtained by considering the heat flow to the wall.
Suppose the total power deposited in the gas is QT watts. In the steady state 
all this power must flow out to the wall. Hence by equation (5.7)
Qt watts =  Ak 5 ^  ( Toj - T v , )  (5.12)
where a is the average value of the accommodation coefficient over the chamber 
wall; A is the chamber surface area; T and T are the temperatures of gas near
S g w
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the wall and of the surface itself, r  is 1020 pQ nrf'V1 for a pressure of pQ m Pa, as 
before.
The cylindrical surface of the chamber is formed by the magnetic coil former. 
During normal operation this reaches a temperature of 80-100°C after a few hours. 
We shall take T w =  363 K (90°C) and define an effective speed cw
c =  439 m s'1
W
Substituting this in equation (5.12) gives
2 ^  -2. B  <o Itc =  C w +  -- -----------------------
g TT1  U P ro0
— C 1 +  ^ t/^> ") (5.13)
where cg is the mean gas velocity near the wall. Equation (5.13) is equivalent to
\  =  T „(l  +  Q/P0)
where Q is the heating power in watts  and pQ is the filling pressure in millipascals. 
At the standard pressure of 40 m Pa, a heating power of 40 W would raise the 
tem perature of the gas near the wall to twice tha t  of the wall itself, with a 
consequent 30% decrease in the density there.
As an initial approximation we shall assume that  the gas temperature and 
heating terms are cylindrically symmetric and tha t  heat loss to the ends is 
negligible.
— 3Then the homogenous solution to equation (5.11) is c =  A +  Bln(r). Since c 
is finite at the chamber axis B =  0 and so the inhomogenous solution is completely 
determined if the value a t  the wall is known.
To examine the variation of the radial temperature profile with the power 
deposition profile three different representative power profiles were chosen and 
equation (5.11) solved for each. In each case the total power deposited in the 
volume was Q watts. These profiles were:
f  Z  Q
Vw
O < r- <
(a) Tco*
0 r <
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(b) P ( r ) -
2 z ( o O  7 \
Q .
Z)R j
2.(oO tt l R
_  ( ^ e ^ ( \ - r \
R s )
0  < r  < Rs
<  *• <  R w
(C-) P cr->= ____
IT L Rvm2*
°  <  r  <  R V4 (5.14)
^  900
t- 800 - - 8 0 0
700 -
r - 600600 -J
Wall Surface -  4001000  -
Temperature
- 2 0 0500 -
20
Radius (cm)
F ig u r e  5 -8 : T em p e ra tu re  and power depos ition  p ro files ,
as shown in  equations (5.14) and (5.15)
P ro file  (a) corresponds to  hea ting  in  the  c e n tra l p lasm a reg ion; i t  represents 
the  h ea ting  p ro file  to  be expected i f  e lec tron  hea ting  were d o m in a n t. P ro file  (b) is 
th a t  w h ich  one w ou ld  expect from  ion cha rge -trans fe r hea ting . The mean free pa th
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has been taken to be A =  10 cm. For low density conditions the mean free path is 
long and a uniform heating profile, (c), results. The solutions are:
( a ) co> -
O ) C  b ) r  ^
r V
— * Q  (  3C. u. -4- ( - h  1 (t -)) 0 < r <  R2ttl_£ V 4 s
C w3 -  a  «/Vfe) R*< r
f c j  +  a  t l -S O  -  4  ( £  ) l ) 0 < .  r < ^ s
Z • foTt l_ß
(
^ 2 -t
Rs< r
C  4  «  t O  t-<  £ V s j (5.15)
The three heating profiles and the resulting temperature profiles are shown in 
figure 5-8. They are suprisingly similar given the difference in heating profiles. 
The central and wall temperatures as a function of input power are shown in figure 
5-9; They have been calculated for profile (b) with a filling pressure of 40 mPa. 
Even when the gas temperature has risen to more than three times the chamber 
surface temperature, a t  100 VV heating power, the central temperature exceeds the 
gas temperature at the wall by less than 20%. The radial density variation is thus 
less than 10%.
Including the heat loss to the ends will make the temperature even more 
uniform so tha t  the neutral tem perature can be approximated as being constant 
across the chamber. The inclusion of end effects increases the surface area available 
to cool the gas so tha t  the gas tem perature is reduced.
Setting T q as the gas temperature we have
r o T w(l +
„0 =  2.2 x 10 '7 p0(l +  m *3
where the initial neutral pressure is pQ m Pa and the input power is Q watts.
(5.16)
It must be stressed tha t  this result is valid only when the ion-neutral mean 
free path is several times less than the chamber diameter. At a given pressure this 
may be true at low power but as the power increases the gas is heated, its density
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Figure 5-9: Temperature of the gas at  the centre (—
and at  the wall (-------) of the chamber.
drops, and the mean free path may become too long. The analysis in the next 
subsection will then become pertinent.
For a given ion flux to the walls the power absorbed by the gas drops at low 
density; in many situations the steady state temperature will be at a balance point 
between a situation of low temperature , high density, high power input and one of 
high temperature,  low density, low power input.
5 .2 .6  T h erm aliza tion  of E n ergetic  N eu tra ls
The main heating mechanism for the neutral gas is through charge exchange 
and elastic collisions with ions. The products of these collisions are neutrals with 
energies hundreds of times greater than the mean thermal energy of the background 
gas. At low densities the mean free path for neutral-neutral collisions may be 
comparable to, or much larger than, the chamber diameter,  so that  a large fraction
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of the initial ion energy will be lost to the walls rather than to heating the bulk 
gas. We shall develop a simple model for the transfer of energy from energetic ions 
to the neutral gas in the presence of walls.
A energetic neutral generated in a collision between a thermal neutral and an
ion, can lose its energy either through inelastic collisions with the walls or in an
inelastic collision with a second thermal neutral.
In an elastic collision between particles of equal mass the average energy 
exchange is half the energy difference. Elastic collisions will be modelled by setting 
the energy exchange to be exactly half the energy difference. This means that an
energetic neutral of energy EQ, making an elastic collision with a thermal neutral, 
produces two energetic neutrals of energy Ej «  ^  EQ. This pair of neutrals still 
each have an energy many times the average thermal energy of the neutral gas and 
so their thermalization must be examined in turn. Successive elastic collisions lead 
naturally to a set of discrete levels Ef. The series terminates at the r th level when
f *
Er ~ ( 2)  Eq becomes comparable to the thermal energy of the background gas. 
Neutrals in this last level are assumed to thermalize with the gas. In our case the 
series terminates at the 8th level.
Ions give energy to the neutrals through elastic collisions as well as charge 
exchange. This results in some ions having energies of approximately ^  EQ. These 
ions are treated in a manner exactly analogous to tha t  for the neutrals and a 
matching system of discrete energy levels develops.
Ions are assumed to be absorbed on the wall so tha t  all their kinetic energy is 
absorbed there. A thermal neutral subsequently evaporates from the wall. It is 
known that  energetic neutrals have predominantly elastic collisions with the walls 
(c.f. section 5.2.3) and this will be modelled by assuming tha t  there is a probability 
of a tha t  the neutral is completely thermalized in a given wall collision, where o is 
the thermal accommodation factor, or else it is elastically reflected. The thermal 
neutrals are assumed to be completely accommodated in their collisions with the
wall.
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5 .2 .6 .1  M ean  Free P a th  for Collis ions w ith  the W all
The mean free path of neutrals for collisions with the walls depends only on 
the chamber geometry. Consider a gas, of number density n, uniformly distributed 
in a volume V which has surface area S. Suppose tha t  the velocity distribution is 
isotropic and uniform. Then, if a fraction, f(c)dc of the gas particles have a speed
in the range (c,c+dc), the total collision frequency, i^ T, of these particles with the
wall will be
=  4- t \ c  ? c o  d c  S 1 4
The total number of these particles is nf(c)dc V so the average collision 
frequency of a single particle, zv, will be
jy =  f \ C  $ C O  d c  S  -  C. S  
r\ de V 4 v
and the mean free path is A^
A =  C_ =  4 V _
V s
For a cylinder of length L, radius R
A =  2 R L
w  — —— —  i
R 4- L.
Our chamber has a radius of 0.44 m and is 2.4 m long so Aw =  0.74 m.
5 .2 .6 .2  D iscrete  E nergy  Level M odel for N eu tra l  T lierm alization
The tliermalization of the kinetic energy of the ions can be simply modelled by 
a system with discrete energy levels, shown schematically in figure 5-10. There are 
nine energy levels, 0 - 8 ,  the r th level having an energy, E r, of approximately 2'rEQ. 
There are I ions and N neutrals in this level. Ions are lost from a level by 
collisions with the wall, a t a rate W , elastic collision with neutrals, Hr, and charge 
transfer , Xr. Neutrals also lose energy through inelastic collisions with the wall, Lr, 
and elastic collisions with thermal neutral atoms Kr. The proportion of the atoms 
which are ionized or in the non-thermal levels is assumed to be sufficiently small 
th a t  the collision rate between atoms or ions in these levels is small compared to
th a t  with the thermal atoms M.
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Consider an ionization rate R.; in the steady state  R. ions, each with energy 
Eq and velocity cQ, will flow from the central plasma region towards the chamber
walls. Some of the ions will charge-exchange, others will collide elastically and the
remainder will reach the wall.
Let Ax , Ae be the collision lengths for charge-exchange and elastic collisions, 
and the rates of primary ions charge exchanging, colliding elastically with a neutral
or reaching the wall be XQ, HQ and W Q respectively. Then as the ions have an
almost radial velocity
W o =  R i exP( _d/ Ai ) 
where J_  — J_
and d =  0.34 m is the path length between the edge of the central plasma region 
and the wall. Similarly the collision rates are
Xo =  R i(! • exP( ‘d / Ai )) —
R.c
'X*
'X
Ho = Rj(l - exp( -d/A1 ))
=  R.c
A t
"X c
where c =  1 - exp( -d/ Aj )
Each charge exchange creates a neutral, which also has energy EQ and velocity 
cQ. This situation is illustrated schematically in figure 5-10; there are NQ such 
neutrals, and they are created at rate XQ. The rate of loss to the walls is LQ and 
rate of elastic collisions with thermal neutrals is KQ. If these atoms are uniformly 
and isotropically distributed in the volume then one can express LQ and KQ in terms 
of NQ and cQ.
L0 =  N0c0
'A co
K0 =  N0c0 J _
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where AQ is the mean free pa th  for collisions between energetic and thermal neutrals, 
o is the accom m odation  coefficient for fast neutra ls  on the surface. As explained in 
subsection 5.1.3, a  is expected to be small, between 0.1 and 0.5. Because the 
higher energy levels of the model are discrete a is in terpre ted  as the probability of 
com plete  accom m odation in a given surface collision; o ther collisions are treated as 
elastic.
In the steady s ta te  XQ =  KQ +  L0 which determ ines NQ
X  =  N o  c 0  4.  N a C o o i  =  C o
^ 0  -------- ------------------------ ----------
"X0
N0 =  No
Co
_L^ J _  4- _2L_
^ o ^  w
In an elastic collision between particles of equal mass the average energy 
transfer  is half the energy difference. We shall assume th a t  the  energy is exactly 
shared in elastic collisions. T hus  when a primary ion, of energy E (J, collides with a 
the rm a l atom , of average energy ^  kbT Q, both the ion and the a to m  will have the 
energy E j  =  (EQ +  ^  kbT Q) afterwards.
There are I} ions of energy Ej and velocity Cj and they are lost to the walls 
and  through collisions. T he loss ra tes are
Wj =  N ■ g-' U| =  N. c ,  ~X,= N,C, (5.17)
X w Xt  X x
In steady s ta te  these loss ra tes will balance with the ra te  of creation of slow 
ions th rough elastic collisions w ith  therm al neutrals, H0
H„ = w, +  H, +  X ,  =  H, 2ll_
I 1 (5.18)
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T he level 1 ions which collide elastically will produce ions of energy 
E 2 =  (Ej +  ^  kbT 0) and so on, creating  a hierarchy of ion energies, E f.
E, = i  (E,.i + 1  V 'o )
= ( l )  + 1 tebT° ( 1 -  ( z) )
E quations such as (5.17) and (5.18) will apply to each level so
H =  H ^ 2 .r r - i  ------
■ V
(5.19)
= M0 ( * iH  -
T i l /
w r = Hr 2 l£  = R i  ^
^Xw
‘ w  ^ /'liV v \ r r  ^o
\. xt Jl )
( 2 i ' \ ( h ) r r > l
H Xe1
r  z oCr =  H r e  ___
The energetic neutra ls  also have elastic collisions and so also have a hierarchy
of energy levels, with N r a tom s in the r th level having energy E r. These a tom s are 
lost to  the walls and through collisions a t  the rates Lr and K r respectively where
L =  N C rr r ------------
K =  N Cr-r r -------- (5.20)
The r th level is populated  by charge exchange, X f, and by elastic collisions
w ith  ions from the ( r - l ) ,fl level, Hf . Each neutra l from the ( r - l ) th level which has
an elastic collision with a therm al neutra l produces tw o r th level neutrals, so the
population  ra te  by this m echanism is 2K r . In the steady s ta te  population ra tes
m u s t  balance the depopulation  ra tes so
2 K , +  H . +  X =  K +  Lr-1 r-1 r r r
N r Cr _!_b u t K +  Lr r
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r -1
so JL Mr  C r =  Z  ^
A<> M
_  Z  Mr-.C,., 
A q
+ R l t m$
where * \ x- - L  (5.21)
'X z  'A x A x A t A
Since M Co — X n =  R l
A H A
the solution to equation (5.21) is
N r  c  
A .
r  -  RC. 
, ^ [(£ *>)( 2.a m nA o /i - cM)
where — A 3 A £ / ' 2 .A * (5.22)
A-j. ' s. Ao A t  )
Equations (5.20) and (5.22) define Lr and Kr in terms of R. and the collision 
lengths.
At lower energies the collision lengths Aß, A  ^ and particularly AQ are 
dependent on velocity and become smaller, hence interaction with the gas increases 
and losses to the walls become proportionally less important. Since Eg, the energy 
of level 8 , is approximately only twice the mean thermal energy of a gas at room 
temperature the level 8 particles will thermalize readily. It will be assumed that  all 
energy lost from this level by collisions is absorbed by the thermal gas (designated 
"M" in figure 5-10). This closes the system of equations describing the levels.
As the model ignores collisions between levels it is important that the total 
number of particles in Ir and Nr is much less the total number of neutrals in the 
chamber. At high power levels the energetic population may become an appreciable 
proportion of the neutral gas, mainly due to Ng and N? increasing, and the sequence
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will have to be terminated at a higher level. Subject to these conditions, it 
transpires tha t  the final gas temperature is virtually independent of where the series 
is terminated. The heating of the Maxwellian gas can now be calculated from 
figure 5-10 and the rate coefficients derived above. This calculation is simplified by 
noting the two following identities based on particle conservation.
Ions are neutralized by direct collision with the wall or by drifting to the wall 
after charge exchange. Since the ions in Ig which collide elastically are supposed to 
eventually lose all their energy to the thermal gas, Hg will also be treated as a 
charge exchange rate. The neutralization rate must balance the ionization rate so
B 8
Rj =  «2 V4r 4. x r + (5.23)
o o
The schematic in figure 5-10 shows the flow of energetic particles from which 
one may deduce the loss rate of thermal atoms from M. Clearly each ionization, 
charge transfer, or elastic collision removes a thermal atom and promotes it to Nr 
or Ir- Similarly each ion neutralization or energetic neutral-wall collision adds a 
wall temperature atom to M, while Hg and Kg explicitly add energetic atoms. So
8 8 Q e> B
Rj +  2 .  ^  r  +■ 2 . ~~ 2  2  •+ 2  r  ■V 2. VAg A- ^3
°  o  o  O  D o
or, by using equation (5.23)
8  Ö 1  8
2  l x r a- 2  Kr =- 2  Lr * VA& A VC8 (5.24)
O O  O o
The probability tha t  a thermal atom is struck by an energetic particle is 
independent of the speed of the former when the energetic particle has more than a 
few times the mean thermal energy. So the mean energy lost from the thermal gas
3
for each atom collisionally promoted is — kbT Q, whereas the mean energy of a 
thermal atom striking the wall is 2kbT Q. Noting that the collision frequency for 
thermal atoms with the wall is ^  TAg, where Ag =  7.9 m 2 is the chamber surface 
area, we can write the energy balance for the thermal gas as
8
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~  e> - h
Xr ■*• .^VCr  ^ 4- 2_V^ to 0^ . ~  T A
2  V o o o
O o C»
~  2_ Vr. ^ T" s (^ VJ r 4- •£. Xr 4- tL L.r 4\A ^4 ■'^ ■8  ^8 +  ^'S ^
8
by equation (5.19) Eg =  EQ ( ^ )  + | ^ bX ( '" ( i ) )  ~  ^ o (  2.) Z
so using equations (5.23) and (5.24)
8 S
Eo ( i )  ( h8 + O  = i  ( PAS -* 3 Rl ‘ 3 ^ 0
o
-  -h te.toTs c T A s  + 4^ ft. V q  ^  L r  )  (5.25)
The terms in equation (5.25) are all density dependent, so we shall adopt a 
density scaling
9 = nQ/ (  1018 m '3 )
In our experiment 9 > 2 and is usually greater than 3. Then
_  I
Ao^»
-  (_ ©. \o 'Ärf \ 'S A . VO '** )- V<N 2. ~  VXv,
©
similarly Ap =
> *  = 2  >•
All the lengths A: to A5 can be expressed in terms of AW
choosing a = "q~
j - -  i  +  - L
"A w *A©
=■ _ L  *  ® _
3 X ,  3 > w
_  G + \
3  "Av*
„
1 WJ
pTII00
nc£0z ( V 'r =  s 004)V i c e u )  /
e =  1 - exp(- d  j
A , 7
= l -
By equation (5.21)
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WoC/3 rl ^ «Ä ~ R_ * / ' e y  i e \ B _  fc l e O
Xo V©+V / V ©4» /  Z V ©41 /
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2 -  L r - ^  o •*- £. MrCr  04
o ‘ Xv,
8
Z Ree 4_ 2 .  Ri«- /  2.®N
2>(e+») v ' ©41 /
R e t r  /  i e X *  _  2. / 2 » * ' \ l
L  V ) 3> \  ©41 /  J
Re (  2 .0  \  ^ \  1 + ( 2
U v .  ' L V 3 3 e A  Z e /  J
Re
f
O - ' V ©4» '
This last approximation is accurate to 3% when 9 > 3.
Since £ r- > E o ( ^ )  c r ^  c0 C i )
so the total number of energetic neutrals is
8 B \ «”
N E =  h Nr < Re fe i f  V s e \
Co ° ^ ©*» '
r > O
<. R. c 3 Xw
C-o CU Ö © — ' ^ ( — )  \  © 4 \ /
(5.26)
149
So Np decreases at small 9 due to the e term; this reflects tha t  little energy is 
transferred from the primary ions at low densities. At high densities all the energy 
of the primary ions is transferred but the collisional depopulation of the levels, 
represented by the (1.80 -  l) term in the denominator of equation (5.26), is so fast 
th a t  the absolute population levels drop. By numerical evaluation one can show 
th a t  NE/0 has a maximum value
V 80
the maximum being achieved for 9 zx 3-10.
The total number of neutrals is 
nQV =  1.5 x 1018 9
and we require N£ much less than this, say no more than 1%.
Then NP < 10'2 nnVE o
which implies R. < 1.2 x 1020 s '1
An ionization absorbs about 60 eV of RF energy (c.f. section 6.5) so 1.2 x 
1020 s '1 is equivalent to more than 1 kW. At power levels less than this the model 
will remain valid.
( -  C
and K8 A_Z
> U
so we may ignore the contribution from Hg and
At room tem perature TAg = 39 x 1021 s '1. Through numerical comparison
e
R +  ^  lO * TA js
O
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for all densities, at power levels below 100 W, and for densities above 1019 m '3, at 
power levels up to 1 kW. So approximating equation (5.25) and transforming 6 to 
N/10, the conventional form for density
£  5 k *  ( . T o - X v , ) (5.27)
As expected, there is little heating at low densities and, at high densities, this 
formula correctly approaches the high density limit, given by equation (5.16) with Q
=  R iEö€-
At low ionization rates, where the criterion of non-interaction between the 
levels is satisfied, the greatest weakness of the model is in its treatm ent of wall- 
losses for the higher levels. These losses have been estimated on the assumption 
th a t  the energetic particles are uniformly distributed throughout the volume. This 
assumption is patently violated at high densities where the ions may lose all their 
energy, and the resulting energetic neutrals be thermalized, within a few centimetres. 
However, since wall losses are progressively less im portant at higher densities, the 
fact that this assumption is invalid has little bearing on the heating. Hence 
equation (5.27) remains a good approximation at all densities.
Knowing the proportion of power absorbed by ionization the heating of 
neutrals by ions can be estimated (c.f. sections 5.1.5 and 5.1.6). For an input RF 
power of 25 W about 80% or 20 W will be absorbed by ionization. Each ionization 
requires ( EQ. -f e<j!>p + 4KbT e ) =  (15.76 + 45 +  16) eV =  77 eV and produces a 
15 eV ion. If all of these ions' kinetic energy is transferred to the neutrals the 
heating power is
Q n =  11. SO % Z 5  VM ~
With a neutral pressure of p0 =  40 m Pa the central temperature will increase by 
(c.f. equations 5.13,5.22)
A T ,  = T ^ - T w ’  )(:y$) ~ 3 S °C
The density decrease will thus be only 5%. At an input RF power of 500 W 
the density decrease will be of the order of 25% as the temperature increases by 
80%.
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5.3 M e ta s ta b le  and R eso n a n t  N e u tr a l  A to m s
The cross-sections for excitation to the first excited levels, the IS levels, are 
large compared with those to higher levels and the energy absorbed represents one 
of the main electron cooling mechanisms. This effect will be discussed in chapter 6. 
Further, as the metastable states have lifetimes of the order of minutes for radiative 
decay, there is an appreciable probability tha t  a second electron may collide with, 
and ionize, the excited atom.
Although the resonant states have radiative decay lifetimes of the order of
1-10 ns the emitted radiation is strongly reabsorbed by ground state atoms. Thus 
the resonant radiation can be trapped and then only escapes to the walls by
multiple steps. If the trapping is sufficiently strong the density of atoms in resonant 
sta tes  becomes appreciable and may be comparable to the metastable density. For 
some plasma conditions the density of metastable and resonant states is many times 
greater than tha t  of the ions and, as the threshold for ionization of the lower 
excited states is about 4 eV, the total ionization rate is significantly augmented 
(Jolly, 1977; Ferreira et al., 1983).
The first four excited states of argon, 3P 2, 3P J, 3P Q, !P , have energies of
11.55, 11.62, 11.74 and 11.83 eV respectively. These states are sometimes referred 
to by the Paschen notation l s 5, l s 4, l s 3, and l s 2, respectively. The 3Pj and 1P J
are resonant states; they can mix through spin-orbit coupling and hence decay to 
the !S0 ground state  via an electric-dipole transition. Their radiative decay times 
are 10 and 2.5 ns respectively (Knox, 1957) as confirmed by time-of-flight 
measurements (Marrus and Schneider, 1970). However, neither the 3P„ nor the 3P Q 
can decay to the lower states via allowed electric dipole transitions and are 
m etastable states. The 3P Q sta te  can decay either to the 3Pj state by a magnetic 
dipole radiative transition or the 3P 2 state  through an electric-quadrupole radiative 
transition. The 3P 2 sta te  itself can decay only by spin-dependent magnetic 
quadrupole radiation to the ground state. The calculated lifetimes of the 3P 2 and 
3P q s tates are 56 and 45 seconds respectively (Small-Warren and Chiu, 1975) while
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experiment has only been able to establish a lower bound of 1.3 seconds (Van Dyck 
et ah, 1972).
About twenty other states have been observed to decay directly to the ground 
state  (Worden, 1980) and can thus be resonantly absorbed. Of these, the four most 
important transitions are those from levels which have 14.09, 14.15, 14.25 and 14.30 
eV energy and which are designated 2s4, 3d2, 2s2, and 3s* , respectively, in Paschen 
notation. However, the cross-section for excitation to these levels is much less than 
tha t  of the lower resonant lines and they will be ignored. The error thus
introduced is less than the 50% uncertainty in the cross-sections for populating the
lower states themselves.
Atoms in excited states other than the metastable levels have radiative decay 
times, r, of the order of 10'8 to 10'7 s. The probability of being further excited or 
ionized in th a t  time is 
P = m  < ac >ex  e
where a is the cross-section for the process and < > denotes an average over 
the electron velocity distribution. Assuming tha t  the cross-section is comparable to 
tha t  of metastable argon (Vriens and Smeets, 1980) < ac > has a maximum value 
of 1013 m V 1 a t high T g. For ng =  1016 m '3, P ex is of order 10'4. So, a negligible 
fraction of these excited states will be ionized. P ex is even lower at the typical 
temperatures of our plasma and we shall ignore the step-wise excitation or
ionization from other than the metastable and resonant states. Under this
assumption all atoms excited to higher levels will radiatively cascade to the 
metastable or resonant states.
The creation rates of both the resonant and metastable levels can be estimated 
as the sum of direct excitation and cascade contributions. These combined rates are 
derived in section 5.4. The loss rate due to ionization is proportional to the 
equilibrium density of these states, which in turn depends on the loss rate to the 
walls. Excited atoms de-excite upon reaching the wall (Stedman and Setser, 1971) 
and so reflection from the walls can be ignored.
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The quenching rates for argon metastables and resonant states are negligible. 
Golde (1976) has collated the experimental measurements of both the two and three 
body quenching rate coefficients. The mean rates, and the deduced quenching 
frequencies at a neutral density of 1019 m '3, are shown in Table 5-1. These losses 
are clearly much smaller than those due to diffusion and can be ignored.
T able  5-1: Two and three body quenching rates
3 p  3 p  3 p  l p
r 2 r 0 ’ r l* r l
two body rate 1.4 x 10‘21 m 3s '! 5.4 x 10'21 m3s '1
three body rate 1.3 x 1CT44 m6s‘1 1.0 x 10'44 m6s_1
two body frequency 1.4 x 10‘2 s*1 5.4 x 10'2 s '1
three body frequency 1.3 x 10'6 s*1 1.0 x 10'6 s '1
The loss of metastables can be properly treated as self-diffusion but the 
resonant atoms have a more complicated behaviour. Although any exact wavelength 
of resonant light has a well defined absorption length, the average over the line 
profile diverges, so it is impossible to use a diffusion formalism. The integral 
equations governing these two situations will first be framed to highlight their 
similarity, and then these equations will be discussed separately.
5.3 .1  T ransport E q u ation s
The metastable density a t  a point x  , nM(x) is the sum of particle fluxes 
from all points within the volume. The contribution from the volume dV at r is
where uQ is the frequency of collisions of metastables with neutrals; R0M is the 
metastable creation rate and is the frequency of ionization of metastables. uQ
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and i^ M1 depend on both the electron density and temperature  and thus vary with r. 
P(x ,r )  is the probability that  a metastable created at  r  will reach x. If the velocity 
dist ribut ion is isotropic, and since radiative decay is negligible,
p <x ’r ) =  * * *
where £  =  \ X — £ |
and A is the metastable-neutral collision length. Both A and P(x ,r)  are functions of 
the metastable speed so, properly, P ( x , r ) / c  must be averaged over the velocity 
distribution. Jeans (1925) found that  wherever P(x ,r)  was appreciable it was within 
1% of exp(- 1.04Ü/A) where A is the mean of the collision length over the velocity 
distribution. Hereafter we shall use
A = >  -  Q.(aS\
1 - 0 4
and approximate < ~ P ( x , r ) >  =  -------------- C -  Q-/x )
Integrat ing over contributions from the whole volume
"m(x ) =   ^ F c  { ' ' o ^ *<■:,•> * R 0„ -  dr
defining K(x, r)  = P(x , r)  ( -  1 e x ip  ( - f \ _
\  ■£ J  4-TT Z,Z \
and f(x) —  ^ " P C x . r )  ^ 0 dlr
(5.28)
nM(x) " \ K <*£ Ä
This is a Fredholm linear integral equation of the second kind, (see, e.g., Courant  
and Hilbert, 1953).
In discussing the resonant states we shall follow the t reatments in the review 
by Cowan and Dieke (1948) and the contemporary work of Holstein (1947, 1951). 
The t ransport  equation for the density of resonant states differs markedly from tha t  
for metastables  since the lifetime is so short. The " transport" of resonant excited
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atoms occurs primarily by transfer of radiation. If the density of resonant excited
atoms at x is n R(x) then the time rate of change of nR will be the sum of the
local excitation rate, R r , less the local ionization rate ^RInR(x), plus the nett
number of resonant photons absorbed. Suppose tha t  the probability of a photon 
being transmitted from r  to x  without absorption is T (x ,r)  =  T (2 ,);  £. =  lx -r l
Then the probability of being absorbed within d£ of x is
T( t )  - T( ß ,+d£ ) = - d t
T(£) was defined as the transmission probability averaged over the frequency 
profile of the line so
o O
T(t) =  \  V i - J )  zsJp (  -  _i_ A
where P(^) is the line profile and A(v) is the absorption length for tha t  frequency. 
For low pressure, room temperature, argon the lines will have a Doppler profile 
with
where uQ is the line centre frequency, the line full width at half maximum is 
2(ln2) Av  and C is the speed of light.
When the density of neutrals is constant throughout the chamber (Holstein,
1947)
aw = a0 = x ,  f  -  fy -V o W t
P C V )  L '  a v  /  J
and A0 =  AW) =  STT T J3o_
r \ °" X x  %
where gQ =  1 for the ground state and gR =  3 for the resonant states.
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The time rate of change of the number of resonant states at a given point is 
the sum of the radiative decay rate and the creation rate, less the ionization rate 
from the resonant states, and plus the total rate a t  which resonant photons from 
elsewhere are absorbed at the point. If r is the radiative decay time then the mean 
number of photons emitted at r  in unit-time is n R(r) /r .  So
-  V o -  n RoO -v [  ____  * 1  K <-r > ^
>  , r r  W ) AT? e *  * *  X
As we are considering only the steady sta te  i L n R(x) =  0
Aire.1 de x
setting K(x,r) \
Ö C .  I -v- X  V < ^
and f(x) =  R r — --------
14- 'C V
nR(x) — ^ K. Cx; r -) r \  ^Cr ) ok-*" — ^ C x ) (5.29)
This derivation implicitly assumes tha t  the chamber walls are non-reflecting 
and tha t  the time of flight of the photon is small compared to the lifetime of the 
state.
We now have a transport equation, in integral form, for both the metastable 
and resonant atom densities. In principal these equations can be solved numerically 
for any given situation, to arbitrary accuracy. However, this would have to be 
done over the full range of all the various parameters before the general behaviour 
could be ascertained. Therefore, we shall investigate the qualitative analytic 
behaviour of the solutions to estimate the two-stage contribution to the total 
ionization, which is the point a t  issue.
157
5 .3 .2  M e ta s ta b le  D e n s i ty
The central core of the plasma has a radius of about 0.1 m and is more than 
a metre long. Since the creation and destruction, i.e. ionization, rates are functions 
of radius alone we can trea t the situation as if it had infinite cylindrical symmetry. 
The only 6 and z dependence in equation is in the function of -£, =  \ x - r |  and this 
can be integrated out. Choosing co-ordinates such th a t  x =  (x,0,0) and r  =  (r,0,z),
t  = (  X 7" -4- r  z -  Z x r"  c o s  © ■+ 2. r  a
and nM(x) r_.gr
VD X
where g(xr)
$ s
 ^ dt dbö
V -
2.Tv
Jo 2JTT*X
oO
^ l^o C c b ©
C -V c - — Ix r  cos 6 ) z (5.30)
Expanding KQ through Gegenbauer’s addition theorem and integrating over 6
c 0,0g(x ,r) =  \  V\C c , x  ; / O  c (w
A  t
where h(r,x;/x) c  <  X
r  > x
(5.31)
Transforming to dimensionless units
A =  0  • Co 5  1 — O • l r o e k - s
C5- N
so at 300 K uQ =  C = 2 - 3 x  lO ^ N  $> '
X
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F ro m  section 5.1 F ig u re  5-4
^M I (0 )  =  n e<  a M ic >  =  x  IO  ( - 3 - 4 / 0  r \ 0  S
so * W ° )  -  o .^ O  e»4p (  -  3>*4 / O  ' t  ^  (5.32)
F o r ty p ic a l tem pera tu res  the  R .H .S . o f equation  (5.32) varies between 0.2-0.7 n /N .
A lth o u g h  equation  (5.30) has no know n general so lu tio n  in  closed fo rm , an 
a p p ro x im a te  so lu tion  exists w hen there  is neg lig ib le  io n iz a tio n  o f m etastables and 
w hen A is sm a ll. T hen, p ro v id e d  x ,r  are no t too  close to  zero the  m od ified  Bessel 
fu n c tio n s  in  the  in teg ra nd  o f equation  (5.31) can be a pp ro x im a ted  by th e ir  
a s y m p to tic  l im its
oO
so g (x ,r)  ~  \  —  _L <L^p (  \ r  \
, 27v vT x  V 'X r  /  al
— 2 l  '  £ ,  (
2_-K '  “X '
T hen , i f  ^M1«  equation  (5.30) becomes
R
nM(x) =  i  J -  ' (5.33)
°  ' \ T  '  27\ V r x  \  *X /
Now we define
F ,( x )  = o  <  X  < R w 
cA\vervo\s<i
- I" R ^ ex)
o
o  <. x  < R.
1 \ 
SZk %
G (x ) = (5.34)
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then equation (5.33) becomes
F i (x ) =  ^ ^  p2_CO^
" ° 0
This has the form of a convolution integral, so, denoting 
transforms of F 1? F 2 and G by fj(u>), f2(u>) and g^ (u>) respectively, where
g(w)
we obtain
y P  \  U s » .\  G -C x)  cKX ^
-oO
fi(w) = (fiM + f2W) gjM
and proceeding formally
f i H  =  f2M  g|M
I -  a  C ui)
Let h(u>) =  g(u>)
\ —  Q^too )
and suppose that h(u>) is the Fourier transform of a function 
equation (5.36) represents a convolution and
nM(x)
VZTTv o V,
J  -L  R ^ C c -5  U  C X - r 5  'T F  oLr
By equations (5.34) and (5.35)
oO
g M»
i \ OslX
ZT\'X
-«•*0
e  £ , ( ' ^ V X
° °
—  1 s  (- ^ )  e .  d U t
the Fourier
(5.35)
(5.36)
H(x). Then
(5.37)
1\ c o 'X t
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^ o V ^ /v  CtoX')
7VU) *X
SO h ( c v )  —
"^TC-V^rv C
"7T oo'X — ^rcA '^^  (- oo’^ ')
h(w) has no singularities and is well behaved, so we can find the inverse 
transform
r  t w x
H(x) =  y -^ -  ^ ^  WCv '^) 0 ^
-°o
/I L - ( I t) ^rcA-^/v oo cAcoTT co — cS-f tAr^s. to
This cannot be evaluated in closed form but one can approximate 
h(w) — ■=■ ( 1 +  u 2 J '1/ 2 (5.38)
Equation (5.38) is accurate to better than 10% for all u  and has the correct 
asymptotic behaviour for large u .  With this approximation
H(x) =
O Q
i a  \ y  t 4- Ui-2-
r =  X  ,  V- V C 0 
Ov V 2TV (¥)
So substituting this approximating function into equation (5.37)
" m W  =  - L \  C  R ^ l r )  J] : \ \ - r \  \
2 l\~ \
j ro  v o x  \
Although this result is not valid too close to x =  0 it should provide a useful 
estimate of nM(x) for larger x. Such an estimate can be used as a starting point 
for iterative methods used to solve the exact inhomogenous equation.
1G1
A t low neutral densities, when the collision length is equal to or greater than  
the  source radius =  0.1 m, the m etas tab le  density will have little s truc tu re  and
should be well approx im ated  by a parabolic profile
n M(r) =  nM<°) (  1 -  £ )  (5-39)
where a ^  R , the wall radius.w ’
A t higher neutra l densities, where A < R g, the m etas tab le  density will reflect 
the profile of the creation ra te  and be of the form equation (5.39) for small r but 
w ith  a =  R .
S
W ith  these assum ptions we can take  advan tage  of the fact th a t  equation 
(5.30) becomes simpler for x =  0. Then
p t> Q
nM(°) = \  f c o  \ K0 ( r ^  ckj^ r~&r
0  ‘ X  * \r V o
where f(r) =  (  V0 -  CO ) A £ ^ C O  (5.40)
F u r th er ,  for certain forms of f(r) the integral can be eva lua ted  analytically. 
Specifically for
f(r) d
Ckr
Equation  (5.40) can be in tegra ted  by parts . Since f(r) is approxim ately  
parabolic for values of ^  less than  its first zero, Sj =  1.2558, it is particularly  
ap p ro p ria te
f(r)
So R M(r) can be approx im ated  as proportional to f(r), R M(r) =  Af(r). If A is 
chosen to be R g/ s 1 =  0.08 m, then  f(r) goes to zero a t  the edge of the source
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region. R m(r) is set to zero for r > Rg. The value of A is chosen by normalizing 
the integral of Af(r) within the source region to the calculated total metastable 
creation rate, nQneF M(Te).
n on eF M =  27rLRs2A
=  2.2 x 10'2 A m3 
thus A =  44 nQn F m m '3
ivMI(r)nM(r) can be approximated by Bf(r)nM(0). This is reasonable for large A 
when the metastable density is fairly uniform over the source region. When A is 
small, so that the metastable density does vary over the central region, the kernel 
g(0,r) decreases rapidly with r and so the value of the approximation at larger radii 
will not greatly effect the value of the integral in equation (5.40). Normalization 
gives
"MiW =  44 f(r K nM(°)r mi(T J  m'3 
With these forms
5 A co 'V..CO c v c o l  \  « „ (O A 'jd /v  r-&r
' * v„V-
=  \ fA o fA -e_ ^  o r»\ F' t\_ n\   ^°  A
-3 x.
where I0 =
2.W wo
\ t c D  I kot 0,^
o ‘ ^
The double integral becomes
oo
t =   ^ Ct . Q  -  ^ 7 . C l)) \
® V0V -
*s/-x
A o
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«O
Kij(x) H j
X
Since R
5,s
Sj, I0 depends only on 7 =  Rs
I2 2l  -*■ 3 0 CS.) U K s Us> 
nHs,1 L U M ?  N J
For values of A < <  Rg, 7 > >  1 and we can use the asymptotic forms for the 
various modified Bessel functions.
i2 = + u 0 (Sv> s . z J  i _  ±_ + 0
V v s »  V+s.* ' z  8"5
For 7 > >  1 the first term is dominant so
1 -  V2 ——~
Ir2****
This approximation is too small near 7 = 1  but the form
^>1-+ O.feZ
is within 5% of the actual value for all 7 > 1.
For the case of small A just  considered we have assumed that  n (r) has an 
approximately parabolic profile of the same form as above, i.e. nm(r) =  nm(0)f(r). 
In this case equation (5.40) becomes
nJO) = \ \  "„(0) + (n 0neF0l„ - nc„m(0)Fm. )  ]  (5-41)
Vo
We shall transform to dimensionless units to investigate the behaviour of 
equation (5.41). Then setting n m =  nrn(0)/( 10‘16 m '3 ) we obtain 
7 =  Rs =  0.56 N, 
uQ =  2.2 x 103 N s' 1
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then I2 =  "r2 =  N2
y * - 0 . b Z  N ^ Z .
and 2 nm =  11.4 N2 exp(-12.9/t) n t3//2
N 2- * !
- 2.80 exp(-4.7/t) nnmN t1//2 2.80
so nm =  5.7 exp(-12.9/t) nN2t 3/ 2
- 1.4 exp(-4.7/t) nnmN t1/ 2 (5.42)
The L.H.S. of equation (5.42) represents the loss of metastables due to 
diffusion, the first term on the R.H.S. is the creation rate and the last term is the
loss rate due to ionization. For nN =  1 and an electron tem perature of 5 eV the 
two loss rates are approximately equal and approximately 50% of all metastables 
created will be ionized.
Adopting fj(t)  =  exp (-12.9/t) t 3/ 2
and f2(t) =  exp (-4.7/1) t 1/ 2
—y
we obtain nm =  14 N2n f2(t) £  I b /4  N n
For conditions nN =  1 and t =  5, n jn(o) is about half the electron density or 
5 x 10'4 of the neutral density. At high values of the neutral and electron densities, 
i.e. Nn > 10, nm reaches a limiting proportion of the neutral density: 
nm < 10 N f1( t ) / f 2(t) =  10 exp(-8.2/t) Nt 
For t =  3 n (0) < 8.0 x 10'4 n„
and t =  10 n (0) < 1.8 x 10'2 n„m v > 0
At these high densities the loss of metastables is almost entirely due to
ionization.
165
5 .3 .3  R eson an t S ta te  D e n s i ty
One can solve equation (5.29) numerically to find n R(x) in terms of the 
plasma parameters. However we can estimate an upper limit on the resonant 
density through a simple approximation.
Holstein (1951) investigated equation (5.44) for the homogenous case, when Rr 
=  i' j.j =  0, in a cylindrically symmetric situation. He found th a t  when nR(x) had a 
parabolic radial profile the density decayed as
= - 9  nRcx) (5'43)
S t  *
for large t, w'here g was the escape factor and r was the radiative decay rate. g 
may be regarded as the reciprocal of mean number of emissions and absorptions of 
an individual quantum before it reaches the wall a t  r =  Rw,
\  l
^  ’ V 4 /v ( .r .w
Aq is the mean free path for line centre photons.
Equation (5.43) is, however, the slowest decay rate possible for a cylindrical 
situation; for any other profile the decay rate will initially be higher, until the 
profile has relaxed to the stable parabola. So, using equation (5.43) we will obtain 
an upper bound for the resonant density.
If we assume the resonant atoms have an approximately parabolic distribution
"rW = "r(°) ( ' -
then the total loss rate of resonant radiation, d R, would be
/iR =  3 /  fNt i o )
where L is the length of the plasma. This loss rate must equal the nett creation 
rate of resonant states. Using the total resonant creation rate derived in section 5.3
fVo T « .) “ C i •€.} ^ (5.44)
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To investigate the behaviour of equation (5.44) we transform to the 
dimensionless units
then F r ( T J  =  5.7 x 10‘17 exp(-12.9/t) t 3/ 2 m 6s '1 
and FR.(T J  =  1.4 x 10‘14 exp(-4.7/t) t 1//2 m6s*1 
g =  7.3 x 1(T4 ( 1 - 0.08 ln(N) ) 
so equation (5.44) becomes
5.7 x 1018 exp(-12.9/t) N n t3/ 2 s '1 
=  1.4 x 1018 exp(-4.7/t) nnRt !/ 2 s '1
+  1.3 x 1021 nRN_1 s '1 (5.45)
For t =  5
4.1 Nn =  nnR +  1.1 x 103 nRN_1
The L.H.S. term in equation (5.45) represents the total creation rate. The first 
term in the R.H.S. of equation (5.45) is the loss rate due to ionization, and the last
term is the loss rate to the walls. Clearly, for standard conditions, N and n both
of order unity, the wall loss dominates over losses due to ionization. Indeed 
ionization losses do not become comparable until nN > 103. This condition was 
never met under routine operation and so we assume tha t  ionization losses are
negligible and all resonant radiation is lost to the wall.
By equation (5.45) the equilibrium resonant atom density is
nR =  4.4 x 1CT3 exp(-12.9/t) nN2t 3/ 2
The resonant density only becomes comparable to the electron density at neutral
densities in excess of 1020 m '3 , provided there is enough RF power to maintain the 
electron temperature.
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5.3 .4  T w o -S ta g e  Ion iza t ion
Since the ionization of resonant states is negligible the two stage ionization 
rate is simply tha t  due to ionization of metastables. The enhancement of the 
ionization rate due to the two-step process can now be calculated. The total one 
stage ionization rate is
R q. =  1.5 x 1019 exp(-17.3/t) nN t3/ 2 s '1 
The two stage ionization rate is
RMi =  1.4 x 1018 exp(-4.7/t) nnMt 1//2 s '1 
=  8.0 x 1018 n2N2 fj( t)  f2(t) ( 1 +1.4 nN f ^ t ) ) ' 1 s '1 
=  5.7 x 1018 exp(-12.9/t) nN t3/ 2 a s"1 
where a = ( 1 +  ( 1.4 nN f9(t) )_1 )_1
For Nn > 10 , when essentially all metastables created are ionized, the 
limiting value of R MJ is
R.\li =  0-38 R i exP (4 -4 /t)
So two stage ionization is most important at low temperatures and high 
densities. For instance, in this high density limit 
t =  2 R... =  3.4 R.Mi l
t =  3 R K1. = 1.6 R.Mi l
t =  10 R . .. =  0.6 R.Mi l
The effect decreases with (Nn) for low densities. At nN =  1 and t =  3
RMi/ R i =  0.54.
The total ionization rate is R.
1
R i =  R 0I R Mi
=  RNj (1 +  0.38 exp(4 .4 /t)a ) .  (5.46)
One can repeat the previous analysis for the low neutral density, large A case, 
assuming a broader metastable profile. However, the contribution to the ionization 
will not be appreciable and we can use equation (5.46) as a good approximation for
all neutral densities.
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5.4 R ad ia t ion  Losses
Loss of radiant energy is an important factor in the energy balance of most 
steady state, high temperature laboratory plasmas. In principle, the estimation of 
this loss involves predicting the complete spectrum, a calculation involving the 
population and depopulation rates between the innumerable states not only of the 
neutral atom but of its various ionic states as well. In practice, a range of 
simplifications reduce the problem to tractable, though still onerous, proportions. 
The general problem of estimating radiation losses from low density plasmas has 
been comprehensively reviewed by McWhirter and Summers (1984), hereafter refered 
to as SM. This section follows their approach, as outlined in the review and, in 
particular, their earlier work (Summers and McWhirter, 1979), where radiation from 
argon is specifically treated.
The broad mechanism for generation of radiation is simple; the kinetic energy 
of the plasma electrons is transferred by collisions to the internal energy of atoms 
and ions or to further ionization. Line radiation and recombination continua result 
from electrons making bound-bound and free-bound transitions, respectively, in the 
fields of positive ions. Bremsstrahlung, arising from free-free transitions, is not 
significant for electron temperatures less than hundreds of electronvolts and need not 
be considered for our plasma.
The key assumptions made by SM in the estimation of radiation loss will be 
briefly outlined below, and the resulting predictions applied to our plasma. The 
limitations of these assumptions and their probable ramifications are discussed at the 
end of the section.
5.4 .1  Sum m ers  and M c W h ir te r ’s P la sm a  R a d ia t io n  M odel
SM assume tha t  the plasma is optically thin to its own radiation. Where 
substantial absorption of resonance radiation takes place, the probability of re­
emission must be much greater than tha t  for ionization or de-excitation by 
collisions. Effects due to strong electric and magnetic fields are ignored. Stepwise 
ionization is ignored; the consequence of this is th a t  all the energy that goes into
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excitation by electron collisions always appears ultimately as radiation. Similarly, the 
presence of metastable atoms and ions is ignored and thus all ions must decay or 
cascade directly to their ground state.
To calculate the line emission one requires detailed energy level and oscillator 
strength data  for all ions of interest. Where such da ta  was not available it was 
estimated by SM using multi-configuration codes. Collision strengths for many 
important levels had been calculated but where none were available a complex 
scheme of iso-electronic interpolation and semi-empirical scaling was used to estimate 
them. Many of the resulting coefficients were accurate to no better than a factor 
of two. Thus, to the accuracy of the final results, it proved sufficient to include 
only those lines which had been excited by direct electron collision from the ground 
sta te  and which involved changes in the principal quantum  number of 0 or 1 only. 
These lines (leading lines) were generally the strongest.
Recombination rates are required to all levels of the ions, though for electron 
densities below 1022 m '3 only radiative and dielectronic recombination are significant. 
In radiative recombination the electron primarily populates lower levels of the 
recombined ion, emitting a single photon. Conversely, dielectronic recombination 
populates higher levels, w'ith the emission of a stabilizing photon. The recombined 
electron then cascades, usually to the ion ground state. Recombination rates were 
calculated subject to a complex system of assumptions, simplifications and empirical 
compensations. The total emitted radiation included the contribution from the 
kinetic energy of all electrons.
At electron temperatures below 20 eV ionization and recombination occur 
predominantly between adjacent degrees of ionizations. The rate of change of 
density of a particular ion can then be expressed in terms of the densities of the 
adjacent levels. In the steady state  this rate of change is set to zero and the 
densities of all the levels of ionization are related by a simple linear system of
i
equations. The solution of this system is termed the steady state ionization
balance.
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The ionization balance is affected by significant populations of metastables; 
ionization from the metastable level and ‘trapping’ of cascading recombination 
electrons into metastable levels alter the terms which determine the balance. 
However, inclusion of metastable effects makes the calculation of the ionization 
balance much more complex (Summers, 1977) and this has not yet been attempted 
for the argon system.
We shall now examine the magnitude of the radiation power loss predicted by 
SM. The exact integration of power density over the radial density and temperature 
profiles will be performed in the manner of section 5.1.
SM derive a radiation power function, i.e. the power radiated per unit volume 
per atom and per electron in tha t  volume; their derivation assumes a steady state 
ionization balance. This function is shown in the Arrhenius plot in figure 5-11. Also 
shown are the power functions obtained by assuming tha t  the gas is entirely
neutral, and entirely singly ionized. As may be seen the total radiated power
densities have an approximately exponential dependence on l / k bT e, for temperatures 
between 2-30 eV.
A typical plasma generated by 100 W of RF power, at a neutral density of
1019 m '3, would have ne =  1016 m '3 and kbTe =  5 eV, so tha t  SM would predict
tha t  the total radiated power would be QR =  10 W. However, under the
assumptions of SM’s model, the radiated power loss includes all the energy
transferred from the electrons to ionization and excitation. Since these are the 
dominant power losses so QR should also be of order 100 W. SM provide radiated 
power loss functions, Rx(T e), for the individual argon ions Arx+ for x =  0 to 18. 
Estimating the total power loss as if all the gas were in the given ionization state 
we find Q r =  130, 18, 15, and 9 W for neutral argon, A r+ Ar2+, and Ar3+.
Clearly the steady state  ionization balance is heavily weighted towards ionized
species.
The key assumptions in the ionization balance is tha t  the predominant ion loss 
is through recombination. However, as discussed in sections 6.1 and 6.3, wall losses
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o1 0-34
Inverse Temperature (eVH)
F ig u r e  5-11: Radiated power loss functions for
steady state  ionization balance (------ ), for gas composed
of neutrals ( O ) or singly ionized ( ^  ), and according 
to the simplified radiation model (-------)
are dominant in our plasma and volume recombination is negligible. So the average 
degree of ionization is much less than for an astronomical or strongly magnetically 
confined plasma. Our plasma is never more than 1% ionized and the proportion of 
Ar2+ can be neglected.
Further, the metastable states serve as an important energy sink. Since their 
decay time is much longer than their diffusion time to the wall, the energy of 
excitation to the metastable is not subsequently radiated.
In summary, with our low levels of ionization radiation, loss is mainly due to 
the neutrals. Atoms excited to the metastable or ionized states do not lose this 
energy through radiation but carry it to the walls.
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Temperature (eV)
F ig u r e  5 -1 2 : C om parison  o f S M ’s rad ia ted  power loss functions
(-------- ) and the to ta l ine las tic  power loss fu n c tio n  (-------- )
In the ze ro -d im ensiona l m odel o f S \ l ,  a ll the  energy lost by the free electrons 
in ine las tic  co llis ions e ve n tu a lly  appears as ra d ia tio n . A t  ou r ty p ic a l n eu tra l and 
p lasm a densities, the p r in c ip a l ine lastic  losses are fo r ine las tic  co llis ions w ith  the 
n e u tra l g round sta te , e ith e r e x c it in g  the a tom  or io n iz in g  it .  The  cross-sections fo r 
m u lt ip le  io n iz a tio n  (B leakney , 1930) or s im u ltaneous io n iz a tio n  and e x c ita tio n  
(L a tim e r and St. John, 1970) are a lways m uch sm a lle r and can be neglected fo r our 
range o f e lectron  tem pera tu res . In the previous section the p ro b a b ility  o f e lectron  
co llis ions  w ith  excited  sta tes was also shown to  be neg lig ib le  fo r our low  e lectron  
densities. T h is  agrees w ith  the  assum ptions o f van der S ijde (1972) whose argon 
discharge opera ted  in c o n d itio n s  s im ila r to  ours. T hu s  the to ta l energy absorbed 
and, in  zero-d im ensions, the  to ta l energy rad ia ted  by the  n eu tra l a tom s is the sum 
o f c o n tr ib u tio n s  due to  io n iz a tio n  and e x c ita tio n  fro m  the g round  state. 15.76 eV 
are requ ired  to  ion ize an argon a tom  and 11.58 eV is the w e igh ted  average energy
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to create a metastable atom. The average energy absorbed in an excitation to a 
non-metastable state  will lie between these energies and we have taken it to be 
14.7 eV. The rates for these processes have been derived in section 5.1 so the 
power loss density can be calculated.
A comparison of the total inelastic power loss with SM’s neutral radiation loss 
is shown in fig 5-12. There is a marked shortfall with SM’s value being more than 
ten times higher at a temperature of 2 eV and still more than three times higher at 
10 eV. The discrepancy may be partly due to the different cross-sections used. The 
experimental cross-sections we have used for processes other than ionization are 
quoted to no better than 30-50% accuracy. SM were no more confident of the
absolute accuracy of the calculated cross-sections, upon which they rely heavily, and
estimated their power loss functions to be accurate to within a factor of two.
Further, although SM claim their results are insensitive to electron density the 
probability of electron collision with excited states becomes appreciable for the 
relatively high densities, 1019 m '3, on which their calculations are based. If they
have taken this step-wise excitation into account the calculated radiation loss would 
be considerably enhanced. Excitation from metastable states could also have 
increased the radiation loss but it is not clear how SM modelled this; they only 
remarked that ' th e  behaviour of metastable levels has not been included in the
present calculation".
5.4 .2  S im plified  M od el  for P la s m a  R ad ia t ion  Loss
In view of the serious uncertainty as to whether SM’s model is pertinent to 
our case we thought it advisable to estimate the radiation loss according to a very 
much simpler model, limited by the cross-section data  to which we had access.
As recombination is negligible we need only consider the rate of excitation 
from the ground state  to non-metastable states. We will denote the total rate of 
such excitations, summed over all final states, R . R is the rate of excitation
OX OX
per atom, per electron, per unit volume for electrons of a given temperature. Of 
these excitations, some will be to the resonant states 3P 1 and 1P r  Since the
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Inverse Temperature (eV’1)
F ig u r e  5 -1 3 : Average cross-sections fo r e x c ita tio n  to  h igher states
(-------- ) and to ta l e x c ita tio n  to  resonant
or m etas tab le  sta tes (--------)
com bined s ta tis t ic a l w e ig h t o f the resonant states is the same as th a t o f the 
m etas tab le  states, and as th e ir  energies are very s im ila r  we assume th a t th e ir  cross- 
section  fo r e x c ita tio n  w ill  be equal. T h is  agrees w ith  the assum ptions o f V riens and 
Smeets (1980) in  fo rm u la tin g  th e ir  sem i-em p irica l model o f e x c ita tio n  to  excited 
sta tes. Then the ra te  fo r d irec t e x c ita tio n  to  the resonant levels w ill  be equal to  the 
ra te  fo r d ire c t e x c ita tio n  to  the m etastab les, R Qr =  R om- T he  ra te  fo r e x c ita tio n  to  
the  h igher excited  sta tes w ill  be R x, where
R =  R - Rx ox or
The e lectrons exc ited  to  the h igher excited  states w ill  ra p id ly  cascade dow n. 
As m entioned  in  section 5.2, the lines associated w ith  the h ighe r resonant lines are 
re la t iv e ly  weak so m ost o f these e lectrons w ill  cascade to  one o f the fo u r lowest
exc ited  levels.
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.2 1  0 " 17 —
Inverse Temperature (eV'1)
F ig u r e  5 -1 4 : T o ta l and scaled ra te  fu nc tio ns .
Curves labelled as in  figu re  5-13
The fra c tio n  reach ing  the m etastab le , as opposed to  the  resonant, levels can 
o n ly  be accura te ly  es tim a ted  by a de ta iled  ana lys is  o f the cascade decay sequences 
and the  re la tive  e x c ita tio n  cross-sections. Such an ana lys is , im p lic i t  in the w ork o f 
SM  and o f F e rr ie ra  et a l. (1983), is beyond our resources so, n o tin g  th a t rough ly  
equal num bers o f tra n s itio n s  te rm in a te  on the m etastab le  and the  resonant levels, 
we w ill  assume they are equa lly  like ly  cascade end po in ts . T hu s  h a lf the e lectrons 
exc ited  to  the h igher s ta tes w ill  cascade to  the m etastab le  s ta te . Then the to ta l 
c rea tion  ra te  o f m etastab les, the sum o f d ire c t e x c ita tio n  and the cascade 
c o n tr ib u tio n , R M, can be w r it te n
R . . =  R +  4 - (R  - R ) =  JL (R  +  R )
M  om 2 .  v ox o m '  2 L  V om o x '
T he  com bined ra te  fo r resonant c rea tion  is equal to  R .m
The cross-sections fo r e x c ita tio n  to  h igher sta tes and fo r the  com bined crea tion
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rate of resonant and metastable atoms, averaged over the electron velocity 
distribution, are shown in figure 5-13. The total and scaled total rate functions are 
shown in figure 5-14. For electron temperatures between 2-10 eV the total rate 
function for metastable creation is within 20% of 5.7 x 1018 exp(-12.9/t) nNt3/ 2 s '1.
1 0-34
Inverse Temperature (eV*‘)
F ig u re  5-15: Total (-------) and scaled (-------■) power loss functions
for the simplified radiation model
Each cascading electron radiates on average 3 eV as it decays to the lower 
levels, while each resonant state  radiates 11.7 eV as it decays to the ground state. 
So the radiation power loss function, F rad, is
Ffad =  R x  X 3 e V  +  R R X 1 L 7  e V
This function is shown in figure 5-11 where it may be compared with the 
various calculations of SM. Ironically, it is very similar to the steady-state 
ionization balance rate function even though the assumptions underlying them are 
completely different; SM’s rate function is below that  of the neutral atom because of
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the high degree of ionization of their plasma whereas ours has been reduced by 
wall losses. The volume total and scaled total radiation power loss functions 
shown in figure 5-15 For kbT e between 2.5-10 eV it is within 5% of
F rad =  10‘34 exp(-12.4/t) t 3/ 2 Wm*6
the
are
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CHAPTER 6
CHARGED PARTICLE PROCESSES
This chapter discusses the phenomena associated with ions and electrons. 
Gaseous-phase recombination is treated in the first section. Electron elastic collisions 
and, in particular, their effect on ion tem perature and radial electron diffusion are 
discussed in section 6.2.
The radial flow of the ions under the combined influences of electric and 
magnetic fields is considered in section 6.3. An equation of radial motion is derived 
and used to derive the radial profiles of ion density and mean radial energy in 
terms of the radial profile of the ionization rate. This allows an estimate of the 
mean ion containment time.
In section 6.4 we consider the balance of the ion and electron loss rates from 
the plasma and its effect on the plasma potential while section 6.5 examines the 
balance of input power against energy losses.
6.1 Recombination
In a steady state the mean lifetime, r, of a charged particle in the plasma is 
the ratio of the total number of such particles to the nett creation rate. For ions 
we have, from section 5.1,
' = R, { ^  dV
_  q^co^) o. »V3_________________________________
a© qc_Co'> Z e_*Jp C— t 3'2* rwfc s“1
=  1.6 x 10'6 exp(16.4/t) N S  . (6.1)
As t increases from 3 to 10, r decreases from ~r 73 /xs to ~  0.2 /xs.N M
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The argon two body recombination rate is negligibly small (Massey and 
Gilbody, 1974) so tha t  recombination proceeds through a three body process. The 
argon ion first forms a diatomic molecular ion, which subsequently recombines
Ar+ + 2Ar Ar2+ +  Ar (6.2)
Ar2+ + e' Ar +  Ar (6.3)
Both these reactions are exothermic and Ar denotes an excited state . The
recombination coefficient^« for A r2+ via reaction (6.2), and its dependence on both 
electron and ion temperature, have been investigated by Mehr and Biondi (1968). 
They found
a = 7.5 x 10'15 f 2/3( —  Y 2/3 m V 1
3oo K
For room temperature ions and t =  5 the mean lifetime of an A r9+ to
recombination is
'2  =  k  0.26 s
This is a lower bound on the lifetime, only attained when all the ions have formed 
molecular ions and yet it is clearly much longer than the observed lifetime. If the 
experimental work of Dahler et al. (1962), at pressures above 10'2 torr, is
extrapolated down to our typical pressures it suggests th a t  only 10‘4 of the argon 
ions would form molecular ions. Such a small fraction of molecular ions is 
supported by the later work of Lui and Conway (1975) who found the rate
coefficient for reaction (6.1) to be 2.3 x 10'43 m6s‘1. This rate coefficient decreases
with the square of the neutral temperature (Bohme et al., 1969). At room 
temperature the lifetime of argon to forming a molecular ion is ^ _ 4 .3 x 104 s.
So the formation of A r2 + is the rate limiting step in the recombination 
process. As it is much less than  the loss rate to the walls the proportion of Ar2 + 
never becomes appreciable and recombination can be totally neglected in our plasma.
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6.2 E lectron  E lastic  C ollis ions
The average energy of electrons in our plasma is several times smaller than 
the lowest excitation levels of either atomic or ionic argon. Therefore most electrons 
will interact with argon only through elastic collisions. Electron-electron collisions 
are also elastic at non-relativistic velocities, as are what can be termed ’electron-wall 
collisions’ i.e. the reflection of electrons by the sheath fields near the walls.
The frequencies of these various elastic collisions will be discussed in the first 
subsection. Elastic collisions with cold atoms or ions results in a nett heating of 
these heavy particles with a consequent cooling of the electron distribution. The 
heating of neutrals by electron collisions has been treated in section 5.2.1 so tha t  
ion heating alone will be considered in section 6.2.2. Radial electron transport due 
to collisions will be considered in the last section.
6.2 .1  E lastic  Collision Frequencies
All elastic collision cross-sections have a strong electron-energy dependence and 
so the average collision frequencies will, in turn, be dependent on the electron 
energy distribution. We shall assume th a t  the electrons have a Maxwellian 
distribution.
The average cross-section for elastic collisions with neutral argon is, to within 
10%, 3.2 x 10'20 t m2 (c.f. figure 5-3) for temperatures between 2-10 eV. Thus the 
collision frequency is i^ e0
ue0 no < ae0c > 2.1 x 105 Nt3/ 2 s’
The electron-electron collision frequency is u
Transforming to dimensionless units gives
In A =  11.95 +  £  ln(t3/n )
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and uce =  4.1 x 104 n t '3/ 2 ln(d) s '1 
=  4.9 x 105 n t '3/ 2 (1+x) s '1
where x =  ~ ^  (6-4)
For our plasma x is usually less than 0.3.
The electron-ion Coulomb collision frequency differs from i^ ee because the ion
velocities are much lower than those of the electrons. Correcting for this velocity
difference yields (Mitchner and Kruger, 1973)
"ei = e^-e, -  3 - 5  x i o 5 r\L > 7~ ( u x )
The electron-wall collision frequency, jvew, is determined by the length,
L =  1.5 m, of the plasma. Then
"ew = -  A - 5  x \ 0 S t  * ft- '
For comparison, the total neutral argon inelastic collision frequency (c.f. figure 
5-4) varies between 5.2 x 102 N s '1 and 2.3 x 105 N s '1 as the electron temperature 
rises from 2 to 10 eV.
At the standard conditions the pressure is 40 m Pa so N =  1, and t is about 
5. Then the highest collision frequency is u «  2 x 106 s '1. This corresponds to a 
mean free path of 0.6 m, which is about half the length of the plasma. Under the 
same conditions the total Couloumb collision frequency is about 7 x 104 s '1 so the 
mean free path for Couloumb collisions is more than a hundred times the machine 
length. The electron distribution remains approximately Maxwellian, at least for 
low energies, only because of the long electron containment time. Electrons with 
less than 15 eV energy cannot escape axially or radially nor can they have inelastic 
collisions. Of course a sequence of favourable collisions might accelerate an electron 
to a high velocity and allow it to escape but since the plasma potential represents a 
energy of up to 10 kbT e the number of such escapes is negligible.
At the optimum pressure the mean free paths for elastic and inelastic collisions 
are both approximately equal to the length of the machine. At lower pressures only 
a small proportion of the energetic electrons created in the source have inelastic
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collisions before they are lost, so tha t  the power coupled into the plasma is reduced. 
At higher pressures the RF power is efficiently transferred to the plasma but the 
electrons are cooled by inelastic collisions with the neutrals. Further, ion cross field 
diffusion is enhanced by the higher ion-neutral collision frequency. Their combined 
effect is to decrease the plasma density as the pressure rises above the optimum.
Electrons collide with the wall sheath a t least as often as they have any other 
collision so it is intriguing to speculate whether there is any effect on the diffusion 
rates, either cross field or in velocity space. A collision with a steady, uniform 
sheath, perpendicular to the magnetic field, merely reflects th a t  component of the 
electron’s velocity parallel to B. However the sheath potential structure arises from 
a fine balance between the ion flux and the high energy tail of the electron 
distribution. Thus any disturbance or instability in the body of the plasma might 
cause fluctuations in the sheath which would scatter the parallel velocity of 
impinging electrons.
It is also possible tha t  the sheath might sustain surface waves ( Chen, 1985 ) 
though none have yet been observed. These would create electric fields parallel to 
the wall and so scatter electrons across the magnetic field lines.
6 .2 .2  Ion  H e a t i n g
The rate of energy transfer, qe-, from the electrons to a cold ion gas is exactly 
analogous to tha t  for heating of the neutrals (c.f. equation 5.11), with the electron- 
ion Couloumb collision frequency being substituted.
<lci =  r \ t  V e c
rA o  2 .
=  * i o " z  cx2- (  U 0 O  W tv C 3 (6.5)
where x is as defined in equation (6.4).
However this heating rate is only appropriate to the ions in the centre of the 
discharge, which have not acquired large radial velocities. In the outer regions of 
the plasma the ions have radial directed energies which greatly exceed the electron 
thermal energies of approximately 1 eV so the energy transfer is actually from the
ions to the electrons.
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If ion heating is assumed to have a parabolic profile, decreasing to zero at a 
radius of 10 cm, then the total heating rate is Qp.
= S «W
=  1.1 X 10‘3 nV1/ 2 (1+X) W
This is only the order of a milliwatt and is negligible compared to the other causes 
of electron cooling.
6 .2 .3  R ad ia l D iffusion  o f  E lectrons
In a uniform magnetic field electrons can flow across the field lines either 
through collisions with heavy particles or through interaction with the fields 
associated with turbulence. Electron-electron collisions cannot result in any nett 
cross field diffusion since, owing to the symmetry of such collisions, they do not 
result in any change of the centre-of-mass velocity.
The treatment of collisional cross-field diffusion is considerably simplified when 
the electron-heavy particle collision frequency, ^eH, is independent of the electron 
energy. Then thermal diffusion is identically zero and the radial diffusion velocity 
cr is given by (McDaniel, 1964)
--  (eE
e  Xe** * w  J -V <\c. V
For B =  7.2 mT w =  1.26 xce
and cr =  — rAe,
q , 2- B2-
109 Hz so wce2 :» z^eH2
- i -  § L  C D  « . f c *  \^)
D e  5k-
( 6 . 6 )
Consider a point in WOMBAT at a radius of 10 cm, where the gradients of 
both </>p and nekbT e are close to their maximum values. The plasma potential drops 
by 10 V over a distance of about 5 cm so E «  200 V m '1 and eE «  3 x 10'17 N.
For the standard electron density and temperature profiles
_ I %
J- — (  lO t
( I t
where t refers to the central temperature. For typical temperatures equation (6.5) 
shows tha t  the inward flow due to the electric field is two to three times larger 
than the outward diffusion down the pressure gradient.
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The electrons in the outer regions of the plasma, i.e. a t radii greater than 
15 cm, are cold and are confined by a large plasma potential. Since losses to the 
walls will thus be negligible, and as there is no appreciable recombination, there can 
be no nett current into the outer regions of the plasma from the central column. 
This situation differs from the predictions of equation (6.6) since the latter was 
derived assuming a constant electron collision frequency. The actual collision 
frequency is more complicated, being the sum of the electron-neutral collision 
frequency, which increases roughly as c3, and the electron-ion collision frequency, 
which decreases as c'3. A proper treatm ent would thus necessarily include thermal 
diffusion effects.
Such a treatm ent is precluded in our case as we have insufficient knowledge of 
the actual electron energy distribution. Energetic electrons are created in the source 
with energies far larger than the thermal energy. These electrons have a large 
cross-section for elastic collisions with neutrals and, since their mean perpendicular 
velocities are large, they will be able to diffuse radially very rapidly. Even though 
they form only a small proportion of the electrons they could make an important 
contribution to the radial flux. Therefore careful modelling of the radial electron
diffusion would require detailed measurements of the three-dimensional electron 
energy distribution throughout the volume.
A cautionary note is added to the subject of cross-field electron diffusion by 
reflecting tha t ,  more than th irty  years after Bohm proposed his contentious diffusion 
law (Bohm, 1949), researchers in controlled fusion still report, but cannot explain, 
cross field electron and energy transport which is 'anomalous’ by more than a factor 
of ten. If such collective or turbulent phenomena are present in our plasma to any 
significant degree the predictions of the single-particle diffusion equations would no 
longer be valid.
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6.3 Ion D y n a m ic s
The mean gyro-radius of room temperature singly-charged argon ions is 1.4 cm 
when the axial field strength is 7.2 mT. Thus, unless there is significant heating of 
the ions, the motion of the ions will be strongly affected by the magnetic field. 
However the sharp radial gradients in the plasma potential correspond to large 
radial electric fields, of the order of several hundred V m '!, which can accelerate ions 
to sufficiently high velocity tha t  they strike the wall. If we limit consideration of 
the ion dynamics to radii less than 15 cm we can ignore ion-neutral collisions as a 
first approximation. With this simplification the ion dynamics can be determined 
by evaluating the single-particle trajectories of the ions in the crossed electric and 
magnetic fields.
6.3 .1  R ad ia l E q uation  o f  M otion
Since we ignore dissipative forces (collisions) we can adopt a Lagrangian 
formulation. The general Lagrangian, L, for an ion in electric and magnetic fields 
is
L =  KE - q<?i» +  q A .c (6.7)
where KE and c are the ion kinetic energy and velocity respectively, 4> is the 
electric potential, and A is the magnetic vector potential. We will take <f> and A as 
the steady, i.e. time-averaged, components of the respective potentials.
Adopting cylindrical co-ordinates (r,0,z) and the notation
,  •  * l x
c =  (r,r0,z)
KE =  £  m.( r2 +  r202 +  z2 )
As the plasma is assumed to be cylindrically symmetric the plasma potential <f> =  
<^ >(r,z); we will set the value of <f> a t  the walls to be zero. Since V x A =  B and 
B =  B , a simple form for A is A =  "jT Br0 where 9  is the unit vector in the 6  
direction. Thus equation (6.6) becomes
L =  m.( r2 +  t292 +  z2 ) - q^(r,z) +  £  qBir20
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In the absence of non-conservative forces
(Lb
/  \  _
V Ö J
for each co-ordinate a. Thus
rmr =  rmr62 -(- qBör - q ^  <^(r,z)
i  (m.r2e +  ±  qBr2) =  0
( 6 . 8)
(6.9)
mjZ =  -9 ^ ( r , z )  =  qEz (6.10)
By equation (6.8) 6 is a cyclic co-ordinate so that the term (m.r20 +  ^  qBr2) is a 
constant of the trajectory. <j> is almost independent of z over most of the length of 
the W OMBAT plasma so th a t  equations (6.7),(6.8) de-couple from (6.9). This latter 
equation represents acceleration in an axial electric field and becomes important only 
near the ends of the plasma. Equations (6.7),(6.8) now determine the radial 
trajectory of the ion. By equation (6.8)
rze + v 7’ — |p (6.11)
where p is a constant determined by, for instance, the initial velocity of the ion.
Noting th a t  the ion cyclotron frequency is
_U) . — ____Cl ------rcr
0
r 2-
1.
Z
co cL
Substituting this in (6.7) and omitting the i subscript
r =  p2 -
2.
I oor f
4-
Multiplying by d r /d t  and integrating w.r.t time we find
KEr(t) =  S -  ■£ -  -L « x w J t 1 -  ^cr) (6.12)
where KEf is the radial kinetic energy mr2, and S is a constant of the motion. If
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the velocity and position of the ion are known at any instant then equations 
(6.10),(6.11) determine the position, and thus velocity, at all subsequent times and 
the trajectory is determined.
A clear starting point is when an ion is created by the ionization of an atom. 
Suppose an ion were to be created at radius rQ with initial radial and tangential 
velocities cr and ct> Then at tha t  instant
r =  c , , ! >  =  ct , F '
so p =  r0(c, +  i  a-cr0)
and S =  2 _ rncr2 + tv\ ( -+ *) + U
where U(r0) =  |m w . 2r02 +  q^(r0)
Then, at some subsequent radius x,
KE (x) =  S -  ~  (6.13)
— 4r rrxc.r1' 4-  wt  r0 ) * ( I -  r° } O (.To') -  Utx)
L -
KEf(x) must clearly remain non-negative throughout the trajectory; x values 
where KEf(x) =  0 mark reflection points which limit the trajectory. The x values 
of all trajectories have a lower bound, either a t  x =  0 or some finite value, but 
they do not necessarily have a upper bound within the chamber. Since the initial 
ion thermal energy is small compared to the variation in the plasma potential the 
position of this upper limit is determined mainly by the last twm terms of equation 
(6.12). If U(x) is monotonically decreasing then KEr(x) will remain positive for all 
ions, i.e. all cr and ct, for all x > r.
U(x) < U(r) iff x > r (6.14)
Then all ions reach - the wall. In practice U(x) need only be monotonically
decreasing for radii where there is still appreciable ionization. Condition (6.13)
holds for all plasmas created in W OM BAT at magnetic field strengths less than 
10 mT. This means tha t  every ion created will be accelerated to the wall and will 
reach it in an average time of less than half a gyro-period. In a cylindrical plasma 
which is magnetically confined the ions are accelerated towards the ends by the pre-
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sheath, an axial electric field which penetrates to the centre of the plasma. This 
field accelerates ions to the order of the ion sound speed by the time they reach the 
sheath, whereupon they are lost (Emmert et ah, 1980). When ions are being 
created in the plasma, the plasma appears as a constant current source and the pre­
sheath field is a result of the inertial resistance of the ions. Consequently when 
there is a large radial ion loss rate the pre-sheath disappears and the axial ion loss 
rate is very much reduced to the diffusion loss rate a t  the ion temperature.
As the magnetic field increases above 10 mT the central 10 cm of the plasma 
potential profile flattens and may even become slightly inverted. Then cooler ions in 
the centre will be confined and will not reach the wall. Since the axial loss is far 
less than the radial loss,the density of confined ions will be enhanced over 
unconfined ions provided the former are in the minority. As the magnetic field 
increases further the potential becomes flat out to larger radii, more ions will 
become confined, the radial loss rate will drop and eventually a pre-sheath will 
apear and the plasma will revert to the classical 1-D situation. Equation (6-14) is 
the important criterion in determining the degree of magnetic confinement of any 
plasma where the ratio of the mean thermal ion gyro-radius to the plasma diameter 
is small.
Having derived the equation of motion for an ion trajectory we can determine 
the steady state density and velocity distribution as functions of position once the 
volume creation rate, and the velocity distribution of ions at creation are specified 
throughout the volume . In the next section we will determine the contribution to 
these functions at a given radius from ionization at smaller radii. In the section 
thereafter we will find the complementary contribution from ionization at larger 
radii. Only the medium magnetic field case, where none of the ions are confined,
will be considered.
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6.3 .2  Ionization  at Sm aller  Radii
Suppose tha t  the ionization rate per unit volume, R.(r), is a known function of 
radius alone. The total ionization rate RT is then
R. vg
Rt =  ^ dtV -  2L-TVL.  ^ > r- (AT
As there is negligible momentum transfer during an ionizing electron-atom 
collision the initial velocity distribution of the ions is tha t  of the neutrals. As 
shown in section 5.2, the neutral temperature, although possibly elevated above 
room temperature, is essentially constant throughout the volume. So the initial ion 
velocities have a Maxwellian distribution characterized by a temperature, T Q, which 
is independent of radius.
Now consider two annuli, Ar and A , of length L and with radius r and x and 
thickness dr and dx respectively, with r < x. Then the rate at which ions with 
velocities cr, c are created in Ar is R (r)
R (r) =  R.(r)27rrdrL ( _________\  f ___ ^  f~ c r ^  -V- c j
As all these ions will reach the wall they will pass through A . Their density 
in Ax is nx(cr,ct)
n (c ,c ) — R -  C r )
= r dr f  jt\_____W  f  - ^  __ (6.15)
X C x  W t v VWTJ  V /
where cx =  cr(x) is the ion’s radial velocity when it reaches Ax; cx is determined by 
equation (6.13). We can now determine the contribution to the radial energy 
distribution from inner radii by integrating over all r < x. We will define a 
normalized radial energy e where
t mV =  ekbT o
C X = * /
where cth is the thermal speed.
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For each Ar we will integrate over only those cf, ct which result in radial
energies at Ax which lie in the range (e, e +  de)kbT Q. By equation (6.13)
z.
t(x) =  (  =. V , >  +■ C v t  4- u t r , x )  (6.16)
e < e(x) < e +  de (6.17)
where tj =  -Jr — 0  -c_u^  Zr l
u(r,x) = -L  (  U C O  -  U O O )
Rt,"T>o '
= *7 *- C r* —x M  4- C 4 Cr> —4 Cx))
k.v,To
v = V _ v-fc , v k -
C-4^
rL is the r.m.s. ion gyro-radius (in the absence of electric Fields) of ions at 
temperature T Q. For r too much less than x, u(r,x) may exceed e. Particles from 
such radii do not contribute to the sum at all. Only radii between r and x
contribute to the integral, where u(r ,x) =  e.
Equations (6.15),(6.16) define an elliptic region of phase space over which one 
must integrate the velocity distribution. It is
(_ €= — o O  X ^  ^-rjr
"  L  1 <  v * <  *  L x  r"*- -]
and ß( c)  < I Vr  ( <  (*> ( €  + d e  )  *. ß (  (=) + d e  / 2_ßCe)
where ß( e)  =  £  - u )  — C V«. + / ? r ) Z (  t ~  r V K* ) J  (6.18)
Equation (6.17) represents two regions, for positive and negative vr respectively.
For simplicity we will adopt the notations
a =  (e - u) 1/ 2 * ------
v r 2-
ß  =  0 (0
Then, noting that the integrand is even in v , the integral of the Maxwellian 
velocity distribution over the allowed volume is
Ij =  ~  1 \  Z e » 4 p ( - V r l )  dLVr<A-Vt
— "I r —
This represents the fraction of particles created at r which reach x with a radial 
velocity of e1' 2^ .  Evaluating the inner integral
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- r | r  4-°4-
ij =  ^ t 2 ) ( -  ß>*) ß c w t
7T 9 _/j r _ esc
Now transforming to v =  -r]V -f a sinö 
ß 2 =  e - u - (vt +  r?r)2 (  I -  L* )
=  (e - u)cos20
d v t  -  x d e
ß  V x 2-- r 2-
then
(vt2 +  /?2) =  ( ^ ] r  -  c< s ^ e ' ) 2- -v - u ' j c o s ^ e
=  e - u +  r?2(r2 - x2) +  ( X-'j — f ^ L  S w ,© )
We note that
- r?2(r2 - x2) =  5 l  (  4>Cr) — cJ>C >o) =  ^  Cr(x) 
febTo
so I, = *  e *  [  -  U  -  $  [«HP (- M  - X E  r ^ e ) 1} J g g
Now, by (6.15), the energy density function, N (x,e)de, is
N (x,e)de
X CvK-f'e
 ^ Ri CO T VCO r dJ- (6.19)
where N (x,e) is the density of ions, created at smaller radii, which have radial 
energy ekbT Q at x.
6 .3 .3  Ion ization  at Larger R adii
In treating the contribution to the energy distribution from ionization at larger 
radii function an important difference to the preceding case arises: whereas all ions 
created at smaller radii passed through the outer annulus, now only those ions 
created at the outer annulus with sufficiently large, inwardly directed, radial 
velocities will reach the inner one. However, since we have assumed no collisions, 
an ion passing through Ax from without cannot be trapped within and it must pass 
through once more as it escapes to the wall. Further, by equation (6.13), it will
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have the same radial speed on each traversal, though the direction of the velocity 
will clearly be reversed. Thus ions created a t  larger radii either contribute to the 
density of the inner annulus twice for a given arrival energy or not at all.
Recasting equation (6.16)
c(x) =  (  ^  ^ -  Vr *- -  C v t  - w ' l r ) 7' -  <X(.r,x) (6.20)
where we have set a(r,x) =  -u(r,x) > 0 to emphasize th a t  this pseudo- potential 
has changed sign. Equations (6.17),(6.19) determine a hyperbolic region of phase 
space
— oo < v < oo 
-ß(e +  de) < vr < -/9(e)
ß(<) =  C < fc +  O  + C V t  +  O r ) 2 ( r 2 - _ , ) ] ^
x i
v is unbounded since an arbitrarily large tangential velocity can be balanced by a 
sufficiently large negative radial velocity.
As before we set
J- V
a =  (e +  a) *- ,------
Vr2-- x*-
Noting tha t  each particle is counted twice the integral of the Maxwellian 
distribution over the region is
oö
J2 = ^  5 <LK'P (^ v t7')  ^ 2 -e^ p  ( -  ciVp-cAv^
-« o  -(f$ cie
*o
-e 4^p (.- v*”2-) p cU/t
Now transforming to v =  - tjv +  q sinh 9
ß2 = (e +  a) cosh2( 9 )
cAv -t — ^ cA©
then vt2 T  ß 2 — v ^ r  — SvrvK 9  -V c k ) Co sW1 ©
— €r — ^ C r ,x )-V - (  K SJ -  V<c-vcv S u x k o ) 2"
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80 l 2 =
T\
(  5  C r ,x ) -  «")J « * { - ( * ' 1  “  j E | j -  Sl^ e )Z\  f P l
^  w
and N+(x,c) de =  de I R c Cr} T ^ C r )  r O r
X C^w-Je %
Now the total density of ions a t  x with energy e 
NT(x,e)de =  [ N + (x,e) +  N (x,e) ]de
To normalize this function and produce an energy density function we need 
the total density of ions at x, i.e. n(x). This is just  the integral of NT w.r.t. 
energy.
r oo
n(z)= / Nr (x,e)de
Jo
The mean radial energy KEf(x) is
oO
KEr(x) = \ Kj-p Cx,
J AHex') ~ °
The mean radial velocity, cr(x), is a little different. Since the ions from large 
radii pass through Ax twice, with opposite velocities, their nett contribution to the 
mean velocity is zero. Thus
Cr(:
r 00\  N_ ( x , o  fe
oO
Hex') J *
6 .3 .4  T h e  M o m e n t s  o f  th e  E n e r g y  D i s t r i b u t i o n
The density of ions at x is the sum of two triple integrals
« x
R ’v. Cr ) "Xv l O r ö<r cA.fc
o ^ r  + X Te
\ R l  Cr') I^Cr) r  C^rJo  J x x CwvTe ( 6. 21)
Noting tha t  r* is defined by u(r*,x) =  e we can reverse the order of
integration.
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00 a5 d r  dfc
e-^> rs r*
A x ^ 
$ \
dfc d r
c = o t  ^  (r f k ;
then
X oO
nfx) = \  R U O  r  \  - r . C r )  dfc Or
J o  j  -TeCja^-x
KW co
\  ^  ^  ^ "X ^
o f eX Ov. X
Now
wo
 ^ X t Lr) dfc ^   ^ < ^ C 5 t c (\ > - e )  U ^ U )  dfc
f 5  ^
■»L
where Hje) : X   ^x / |  -  ^  U r s * v ^  1 V X d©
- ^ 2 -
Similarly
(6.22)
(6.23)
hd'T1  ^ j 'Z x *--r *-
^ X j . C r ' t  d t  = (  e » ^  ( 5 t ^ x > - €  )  dfc (6.24)
where H (e) --
oo ____
X  [ i  ~ ( x ^  -  f t-**- r s v X e )  S x d e
 ^ V i X x * -  ' 7 r X x 2-
(6.25)
Integrals (6.21 ),(6.23) are difficult because H + (e) and IIj(e) have a very 
complicated e dependence; there are both e and c-u terms involved. A successful
approach was to expand H(e) in terms of series of confluent hypergeometric
functions with (c-u) as argument. Then the integration w.r.t e could be done
analytically and the series were collapsed back to an integral form. The full
mathematical derivation of this process is, a t  times, tortuous and has been reserved 
for an appendix. However, the main thread of the argument is outlined below.
First consider the case r < x and let 
c =  e - u(r,x) > 0
\
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H (0 -
X
Tt / x
—“TT 
z
-  ^  C - * 7- ^ 3-) £  .^- ( ~ )
fc=o  ^=o V * ’
Zj O l r T ^ r  (j»fc<fc) 
f i k * i r
Zic «c
J ’ vc! k\ M C - j ^ c )  (6 .26)
where M (-j,k+l,c) is hum m er’s function of the first kind, a confluent hypergeometric 
function. When j is a positive integer M(-j,k-fl,c) is a polynomial of degree j in c. 
We can now perform the integration w.r.t. e and then express the result as an 
integral of more convenient form.
We have
c*o
\ e * Y > ( " § t r  1 c U
^  y Yi*
-  5 > U ,0  - u u .m ) ic. P(J4^) (JCj + i ,  £~vi, u )
r  d )
p ' ’3  \ - k
—  -X- C ) )  f c l  ) e .  t  ( u O  o U
U o
SO
S T  v C r )u.
d e
f e
=• t  ( r f  iarrnu*iL> (6.27)
V b o  j :0  ' X /  J • t - ^
Now reversing the order of integration and summation and then evaluating the 
resultant series this becomes
^  _ vüreo , P
\ C - ^ r 7-)  \  ^
ilT X=o 1^ t ' c  /"°  V  -t c U -O  C t + t  C i - f V x O ) * * *
-  \  e  C ^ 2,r V (  \+  Vl C l- r*-/x1 )') )  cU
J r f  /
S Vr C u t )  c W*. Cl- n /)cx ;
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Finally we transform t =  ta n 2(0)___
X l * r l
let F(r,x) =  2- [ «.vU f ^ U'x > -  ^  ( 1 -1^  c o s ^ l f  16.281
Ä  »  ^ L x*-rr xX t/x-VWn
then Rl Cr ) r
r 00\ T , t o cit
VT
dr
 ^ R.;. Cr > r  P  Cr(K> dT
To evaluate the second part of equation (6.21), where r > x, we proceed in a 
similar fashion. First we expand H + (e)
H J O  = :__ ( «.-jp { -  (*n -  < d r  s A e ) !l  a©
rL*> J I f '
— 0*0
— C*\Q (xV r c ^ U l X ^ k ^ UCy^*  ^^ lc)(6.29)
TIT- ^ j  = °  ' K\ j '  P l k > t )
where U(a,b,c) is Rum m er’s function of the second kind, also a confluent 
hypergeometric function.
oO
£ ) c ‘  U C i . t q ^ . 1 , 0  £
to 0
— Xrf ^>V itr.x ') U C ( a)
-  cvt - C y v '5'-*-1)
^  tr,*')  ^ ^  ^  t  C ^ - t )  cM
r t > - )  °
 ^ X ,  C O  dfc 
*  'Te
t  “  e^4p (  ^C rpO  -  'O1^ )
oO oO
. £ 4  ( r >“ <i); C l i Ä i i
\£aO  3 = 0 fc:'. y! PCK+O o
(6.30)
This is very similar to equation (6.27) with r and x interchanged. By direct 
analogy to equation (6.26), equation (6.27) becomes
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\ \  ( 3kr,x> - v| (^ x l u*?o)Tl d-Q
r iK  <" O V  X 2-V 2 t "1 J  /  \ ~ ^ C G C } &
r  *-
oO
so J  ^  ^  r  ^ CO <*fc okT
x  C v w  X  O V ~ i T
—  ^ ^ i i L l r ^ p  C 5  kr.x)  ^ F Cx.r') ckr
* e-^w
thus n(x) =  (  E i^ 2 _ L  F(r,x)(*X- + R;&->r-eMp(i.tr.x>) R x . O t V  (6.31)
°  ^  Ac Cw_
The corresponding form for the mean radial velocity is far simpler. The 
integrals collapse down until v(x) can be evaluated explicitly
x
v(x) -  _ J_____  ^ R/v t r )  r  d r
OCX) X O
This is exactly the velocity expected if all the ions created accelerate radially to the 
wall and axial losses can be neglected.
The integrals representing the mean radial energy are more complicated than 
equation (6.28). Further, the derivations required to obtain them are far more 
intricate than those above since some of the intermediate confluent hypergeometrics 
cannot be represented in integral form. I liese energy integrals are presented here 
without proof.
KE Cx> — ftteT0 [
* ex»9 ( -  4W ex r ( £ c r.x> 1- rt-toc^ e),)N
O X^r»- X*
. r *  r -n<
4" R J o  \ V“ ■€-'>V ^ C « “,X> \ CoS2© x
J tt ° 0" 2--x *-
» d o  dr.
x2_r^ x«-
The derivations above are formal and operations such as interchange of 
integration and summation have not been explicitly justified. However, one can show 
th a t  all the sums converge absolutely and the integrals are square in te g r a te  so that 
all the intermediate steps are legal. As an added check, the final forms for density
K tr ) r  { u  fQX Cose ( x ^ r 2-)V^v-2© y s 2> r 1co’*2© [ -
Cos ©
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and mean energy were compared numerically to the appropriate integrals of equation 
(6.21) w.r.t energy. They agreed exactly for all values of the parameters.
6 .3 .5  P arabolic  P la s m a  P o te n t ia l  Profile
Let us consider Equation (6.31) with a parabolic plasma potential profile. This 
is appropriate to the the central region of our plasma.
=  ^(0) - A r2
For our plasma <j!>(r) decreases by 15 V as r increases from 0 to 15 cm. Thus 
A «  700 V m '1.
We shall define £ -
-  d>QQ 
X*- — r v
Then, for T =  300 K £  «  165 m '1
For B =  7.2 rnT r? =  . i £ f -  =  J =  24  m_1-
2 - C a^  (8
T}2 =  2.2 x 10‘2 £ 2 
independent of temperature.
Since r f  C  £ 2 we can approximate F(r,x).
\
F(r,x) = 1 {  - 4 - S ^ e  x.2 H d  ^
i F  o L 4 >/ \ u o J ^d
X*-
Consider the central ion (plasma) density under this approximation.
n(0) =  r\Cx)
X - P o
r *
-  \  r  Ptr,x') cXr
X - P o  ° C ^ x
r d
4- ^  - ^ > v C 5 )  ^ C x , 0  d r
x - o ^  ^
The first integral goes to zero in the limit (despite the 1/x term) so
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U-
X-
0 (0 ) =• ^  1 ^ Cr) U ' - r 1)) j e ^ ( - H V H ^ e )  ^  ^
X'Do V Cw. o y 1- 'l1 Coo e
r 1-
In the limit as x -► 0 the inner integral becomes
r r-»1-
5 ( -  £  r 2- -V^ yO-e )
r r O  «rfc( S r )
n(o) =  ^  C ctr)  X^ ( £  r )  Ar
X 'Pv Caw
I <7V Cr) C 2  0  d r
Ow
2L
For r > r=r =  1.2 cm erfc( r r  ) < 5 x 10' ’. R.(r) is approximately constant for
radii less than 1.2 cm so
00
n(0) «  'ClT j -^ a*£g CO <Xr
_  R; C o >
1—*
Caw ~
Since the radial profiles for ionization and plasma density are similar, the ion 
containment is approximately
r \ to )
Ret
0  U  Z j
-  J  —  •1 2-fe.^
= V  ^ ^  n
1 2-^VA
^  .
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Evaluating equation (6.1) gives confinement times of 73 and 12 /zs for electron 
temperatures of 3 and 4 eV, respectively. This is excellent agreement.
The longer confinement times implied by the higher densities observed after 
the ‘mode’ change (c.f. section 7.2) could be explained if the plasma potential profile 
were flattened slightly in the plasma centre. As voltage changes involved are of the 
order of kbT0 /e  =  26 mV, they are very difficult to observe.
6 .4  P la sm a  C harge B a lan ce
In the steady state the total fluxes of electrons and ions to the walls must be 
equal. This balance is maintained by the plasma potential, <f> .  As < f> ^ becomes 
more positive the flux of electrons diminishes while th a t  of ions increases.
Recombination is negligible in our plasma so in the steady state each ion 
created will reach the wall. Thus the total ionization rate equals both the ion and 
the electron loss rates.
Consider a tubular element of our plasma, of length L parallel to the axis and 
cross-sectional area A. If A is small we can assume th a t  both n and T aree e
constant within the tube, excepting end effects. If the electron energy distribution 
is exactly Maxwellian we can express the total single-stage ionization rate within the 
tube, Rq., in terms of the average ionization cross-section calculated in section 5.1 
(c.f. figure 5-4).
Roi = IN o ^ t f \L .
where a  =  3.5 x 10'20 exp(-16.4/t) rn2
(to within 5%) for temperatures less than 20 eV, and c =  6.7 x 105 t 1/ 2 m s'1. 
Taking L =  1.5 m
Rq. =  3.5 x 1021 exp(-16.4/t) n N t1/ 2 A m 'V 1
As the electrons are strongly magnetized the only nett loss of electrons will be 
to the ends but they can be lost only to the metal chamber wall since the wall at 
the source end is glass. Such a nonconducting wall will charge negatively with 
respect to the plasma until there is no further electron flux. For a Maxwellian 
energy distribution the loss rate to the metal wall, 4e, is
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— k  r \ ^ c  ■e^ Ap C~
' te-ioT«.
=  1.7 x 1021 exp(-^» /t) n t 1/ 2 A  m 'V 1 
where 4> — <f>p/ {  1 V o lt  ) and ^  ^
E q ua tin g  crea tion  ra te  to  loss ra te , R 0. =  A 
2.1 e x p (-1 6 .4 /t)  N =  exp(-(/>/t)
so <f> =  16.4 - t  ln (2 .1  N ) (6.32)
The observed p lasm a p o te n tia l has a s im ila r  n e u tra l dens ity  dependence: the 
ce n tra l p lasm a p o te n tia l decreases fro m  50 V  to  33 V  as the pressure increaes fro m  
10 m P a to  1.6 Pa (N  =  0.25 to  40). However the observed values o f <j> exceed 
those p red icted  in  equation  (6.29) by 30 V.
These h igh values o f the  p lasm a p o te n tia l can on ly  be exp la ined  i f  the e lectron  
energy d is tr ib u t io n  has a la rge r p ro p o rt io n  o f e lectrons w ith  energies above e<£p. 
W e w ill  consider a M a xw e llia n  d is tr ib u t io n  w ith  a h igh energy com ponen t 
superim posed upon i t .  The  h igh  energy e lectrons a ll have su ffic ie n t energy to  
escape the p lasm a p o te n tia l and have an average speed o f v =  v x 106 m s '1 pa ra lle l 
to  B .  F o r energies between 40 and 100 eV, v is between 4 and 6.
The h igh energy com ponen t fo rm s a p ro p o rt io n , 6, o f the  to ta l e lectron  
d en s ity , w ith  the  rem ainder hav ing  a M a x w e llia n  d is tr ib u t io n  o f te m p e ra tu re  t  eV. 
W e w ill  suppose th a t t  is s u ffic ie n tly  sm all th a t the num ber o f e lectrons w ith  
energies greater than  e</>p is m uch less than  the num ber in  the h igh  energy 
com ponen t.
Such a d is tr ib u t io n  is reasonable in  our case. The R F  pow er in  the source 
w ill  p r im a r ily  be absorbed by the e lectrons because o f th e ir  h igh  m o b ility .  H o t 
e lectrons s tream  from  the source in to  the  p lasm a reg ion. Some w ill  escape to  the 
w a ll a t the fa r end. O thers, e ithe r in i t ia l ly  less energetic o r a fte r co llis ions, w ill  be
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trapped by the plasma potential. These newly trapped electrons are thermalized in 
successive collisions, and represent the dominant plasma heating mechanism.
Since the cross-section for elastic collisions is about ten times greater than for 
the total cross-section for all inelastic collisions (c.f. figures 5-3,5-4 and section 6.2) 
the trapped electron velocity distribution should be isotropic. The total inelastic 
collision frequency is also less than the electron-electron coulomb collision frequency, 
at 4 eV it is five times less, so the electron distribution should be approximately 
Maxwellian, especially for the lower energies.
As the high energy electrons cannot be contained by the plasma we will 
assume they are generated in the source, traverse the plasma once, and escape. The 
ionization cross-section varies between 2.0 - 2.5 x 10'20 m 2 for electron energies 
between 35 and 250 eV (c.f. figure 5-1); we will take an constant intermediate value 
of cth =  2.2 x 10'20 m 2 for all electrons in this energy range.
A proportion exp(- nQcrHL) =  exp(-0.33N) of the escaping electrons will have 
traversed the plasma region without ionizing a neutral. If the remainder caused an 
average of 77 ionizations each we can recalculate the ionization-loss balance.
The dominant loss rate will be due to the high energy component
A = I  r\e  V A
e
— 6 lo  rxV A r e f1" s  w|
The total ionization rate will now be
Rq. =  (l-<$) 3.5 x 1021 exp(-16.4/t) n N t1/2 A m 'V 1 
+  6 1022 {l-exp(-0.33 N)} nv 77A m 'V 1
Equating RQ. and A ■
(l-<5) 0.35 exp(-16.4/t) n N t1/ 2
=  6v {1 - ?7(l-exp(-0.33 N))}
For N < 1 77 will be near 1 and <£ will be small.
6 «  0.35 exp(-16.4/t) exp(0.33 N) N t1//2v ']
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When N =  1, t  =  4 and V =  5, 8 will be approximately 2.3 x 10'3. This is the 
proportion of a 4 eV Maxwellian which would escape over a 24 V plasma potential. 
The high energy component causes about 20% of the ionization.
This derivation serves primarily a heuristic function; it serves to show th a t  a 
small proportion of high energy electrons can appreciably alter the plasma potential. 
The actual amount of ionization is crucially dependent on the electron energy 
distribution between the ionization and escape energy. Small derivations from the 
Maxwellian alter both the total ionization rate, and the resulting plasma potential 
significantly. Unfortunately the distribution in this energy range is difficult to 
measure. The energy analyser measures energies above e</>/* and the Langmuir
probe measures only the lower energies reliably.
G.5 P o w e r  B a l a n c e
The RF power is primarily coupled to the electrons so the energy flow in the 
plasma is revealed by examining the processes which absorb energy from the
electrons. The electrons lose energy through elastic collisions with atoms and ions 
as well as inelastic collisions which excite or ionize. Further, the electrons which 
escape the plasma carry energy to the walls. We will first examine the power 
balance for a Maxwellian electron energy distribution, using the formulae derived in 
previous sections, and then discuss the implications of the high energy tail.
The total electron-neutral heating rate, Q0el, and tha t  for electron-ion heating, 
Q.cl, are derived in sections 5.2.1 and 6.2.2 respectively.
Q0el =  6.0 x IO'3 nN t2 W 
Q.el =  1.1 x 10’3 n2t ‘V2 W
The excitation of neutral argon was treated in section 5.3.2. The power lost
to radiation, Qrad, and to creation of metastablcs, Q m, were found to be
Q rad =  10 exp(-12.4/t) nN t3/ 2 W
Qm =  10.7 exp(- l2 .9 /t)  nN t3/ 2 W
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The excitation of ions was not specifically treated. The total rate depends on 
ne2 whereas the neutral excitation rates depend on nenQ. Since the cross-sections are 
comparable the ion excitation rate will be smaller than the neutral rate by the ratio 
nQ/ n e. This represents a factor of about a thousand fold so the power loss due to 
ion excitation is negligible compared to tha t  for neutral excitation and the former 
will be ignored.
Ionization and electron escape can be treated simultaneosly since, as explained 
in the previous section, they must occur at the same rate. The ionization energy for 
argon is Eq. =  15.76 eV but this is only a fraction of the energy involved. The ion 
is created at a positive potential <£p, so an energy e</>p is lost with each ion as it 
escapes to the wall. If the electrons had an isotropic Maxwellian velocity 
distribution then each escaping electron would carry an average energy of 2kbT p: the 
average axial energy of escaping electrons would be kbT p while the further kbT e 
represents the average energy due to the perpendicular velocities. In our plasma the 
average axial energy of escaping electrons is 2-3 kbT e, where T e is the temperature 
of the low energy lbulk’ electrons, and the perpendicular velocity distribution is 
unknown. We shall estimate the total as 4k. T .b e
The total energy required for a single stage ionization is 
En. +  e<{> +  4k. IOi b e
The escape energies of ions and electrons are the same for two-stage ionization from 
the metastable but the initial ionization energy EM, is only 4 eV. The total powers 
absorbed in single and two-stage ionization are defined to be Q 1 and Q2 
respectively. From sections 5.2 and 5.3
Q 1 = 1.5 x 1019 exp(-17.3/t) ( EQ. +  c$p +  4kbT o ) nN t3/ 2 s '1
Q 2 =  5.7 x 1018 exp(-12.9/t) ( EMI +  e<^ p +  4kbT e ) nN t3/ 2 a s '1
where a =  {1 +  (1 +  1.4 exp(-4.7/t) n N t1/ 2) '1 J '1
The total power loss is the sum of these contributions.
Q t OT ~  Q q +  Q i  +  Q r a d  +  +  Q l  +  Q 2
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E l e c t r o n  Temperature  (eV)
F ig u re  6 -1 : T o ta l power absorbed by the p lasm a
Q t o t  is shown in  figure  6-1, as a fu n c tio n  o f te m p e ra tu re , a t s tanda rd  co nd itio ns  o f 
pressure and power.
A t  s tandard  co nd itio ns , the RF power is 25 W  and pressure is 40 m P a  ( N = l) .  
T he  p lasm a produced has t  =  4 and n =  0.3. F o r these co n d itio n s , the ion heating  
is less than  1 m W . T he  n e u tra l hea ting  is 0.03 W . The powers absorbed by 
m e tas tab le  crea tion  and ra d ia tio n  are 1.0 and 1.1 W  respective ly . T he  to ta l power 
requ ired  fo r io n iza tio n  is 8.5 W  o f w h ich  a bou t 30% was due to  the  tw o-stage 
process. Io n iza tion  represents abou t 80% o f the to ta l 10.6 W  absorbed, w ith  
m e tas tab le  p ro du c tion  and ra d ia tio n  losses each accoun ting  fo r a b o u t h a lf the 
rem a inde r. The d iv is ion  o f the in p u t pow er fo r s tanda rd  co nd itio ns  is illu s tra te d  in  
f ig u re  6.2.
The sh o rt fa ll in pow er ca lcu la ted  fo r the s ta nd a rd  co n d itio n s  h ig h lig h ts  the 
s e n s it iv ity  o f a ll the processes to  the e lectron  te m p e ra tu re . I f  the  te m p e ra tu re
increases 25% to  t  =  5 the  pow er absorbed rises to  35 W  - a th re e fo ld  increase.
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E l e c t r o n  Temperature  (eV)
F ig u r e  6 -2 : P ro p o rtio n s  o f in p u t pow er absorbed by d iffe re n t m echanism s.
(a) tw o-s tage  io n iz a tio n , (b) sing le stage io n iza tio n , (c) c rea tion  o f 
m etastab les, (d ) ra d ia tio n , and (e) neu tra l hea ting  by e lectrons
The  h igh  energy com ponen t o f the e lectron  d is tr ib u t io n  w ill  also have some 
e ffect. In the previous section , these h igh energy e lectrons increased the io n iz a tio n  
ra te  by a bo u t 20%. The cross-section fo r the c rea tion  o f m etastables fa lls  sha rp ly  
w ith  increasing  e lectron  energy so Q m w ill  no t be s tro n g ly  effected. The cross- 
section  fo r non -m etas tab le  e x c ita tio n  rem ains apprec iab le  and so the ra d ia tio n  power 
loss w ill  p ro ba b ly  be enhanced by abo u t as m uch as the io n iz a tio n . In  v iew  o f the 
u n ce rta in tie s  in  the  cross-section d a ta  used ou r neglect o f the h igh  energy 
c o n tr ib u t io n  w ill  n o t s ig n if ic a n tly  increase the  u n c e rta in ty  in  the  energy balance.
207
CHAPTER 7 
CONCLUSION
7.1 Aims
The impetus for the work described in this thesis was provided by the 
experimental difficulties posed by our investigation of the beam-plasma discharge. 
We intended to create a large experimentally accessible RF plasma to act as a well 
understood baseline for our continuing work on the BPD. Our aims can be
summarized under three headings:
1. To create a large, uniform, RF generated magneto-plasma in a chamber 
with good diagnostic access
2. To establish and test a set of diagnostics, developing a sound and detailed 
understanding of their operation so th a t  their limitations in more difficult 
experimental situations would be appreciated.
3. To develop a quantitative understanding of both the spatial variation of 
plasma characteristics and the dependence of these characteristics on the external 
parameters.
The first two aims have essentially been met. Substantial progress has been 
made toward the third even though the behaviour of the plasma is often too 
complex, or too sensitive to those characterics we could not measure to sufficient 
precision, to allow accurate prediction. Our model of the plasma steady sta te  is 
outlined in the next section together with the probable route to this steady state  
from the initial plasma breakdown.
A summary of our results is presented in section 7.3 and possible directions for 
the continuation of this work are discussed in the final section, together with some 
other points which have arisen.
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7.2 M odel o f  the  P la sm a
T he RF power couples to the p lasm a by heating electrons in the source region; 
the electrons produced can have energies in excess of 100 eV directed along the field 
lines. Some of these energetic electrons escape over the p lasm a poten tial to the wall. 
Since gas-phase recom bination is negligible in our p lasm a such energetic electrons 
co n s t i tu te  the d o m in an t  electron loss. The high electron loss ra te  due to these 
energetic electrons causes the high plasm a poten tia ls  observed, especially a t  RF 
powers ju s t  below the ‘m ode’ change.
A t low neutra l densities the  mean free path  is so long th a t  few of these 
electrons have a  collision in the length of the cham ber and m ost escape. Only a 
small proportion  of the input RF power is coupled to the bulk p lasm a so the 
resulting p lasm a density is low. E lectrons which do not escape serve to heat the 
plasm a, m ain ta in ing  the electron tem pera tu re  aga inst the cooling effects of 
ionization, exc ita tion  and elastic collisions.
The plasm a in the outer regions of the p lasm a is trapped  by the high plasm a 
poten tia l .  Since ^ cer is large, energetic electrons do not diffuse in to  the ou ter
regions so electrons there remain cold. Their one electronvolt tem pera tu re  is 
possibly m ain ta ined  by the 15 eV ions which are ejected from the central core.
The ions are ejected by large radial electric fields near the edge of the p lasm a 
column. These self-consistent fields confine electrons to the central core by 
balancing the ou tw ard  diffusion of electrons down the steep p lasm a density gradient.
The ejected ions can also charge exchange w ith  neutra l argon. This charge 
exchange is the main source of neutra l heating. A t high inpu t RF powers the
neu tra l  tem p era tu re  reach twice the am bient.
Electrons can raise the neutra l  argon to excited s ta tes .  M etas tab le  s ta tes  are 
sufficiently long lived th a t  they may receive further electron collisions and become 
ionized. This tw o-stage ionization process can increase the to ta l  ionization ra te  
several fold. N eutra ls  raised to non-m etastab le  s ta te s  decay radiatively and up to 
10% of the inpu t RF power m ay be lost as rad ia tion . These excitation process
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become relatively more im portant at low electron temperatures and high neutral 
densities.
The dependence of the plasma density on the RF power, in particular the 
density increase at the ‘mode’ change, remains poorly understood. Both the axial 
electron current (c.f. figure 4-11) and the radial ion current to the walls increase 
steadily with power throughout the range where the ‘mode’ change occurs. This 
indicates tha t  the total ionization rate does not change discontinuously at the 
‘mode’ change.
The plasma potential drops rapidly a t  the change (figure 4-12) but there are 
no significant changes in either the temperature of the low energy bulk electrons or 
of the escaping electron flux. This suggests tha t  either the high energy electrons 
from the source become more efficiently thermalized after the change or tha t  the 
distribution of electrons created by the source has altered. The latter possibility 
seems more likely since the RF impedance of the source antenna changes 
appreciably, although this might be a consequence of the density increase.
Since the density increases four-fold while the ionization rate (as deduced from 
the steady state  ion and electron loss rates) apparently remains the same, the 
average confinement time for electrons and ions must also have quadrupled. The 
electron confinement time is determined by tha t  of the ions so the ion confinement 
time has increased. The radial profiles of the plasma potential do become flatter
after the change, in particular, the fields at the column edge are markedly reduced. 
However the cause of these changes is unclear.
7.2 .1  E v o lu t io n  o f  the  P la sm a
A probable route for the evolution of the plasma from the initial breakdown 
to the steady state  can now be traced. The plasma is first created in the vicinity 
of the antenna, in the source region which is enclosed in glass. Electrons and ions 
diffuse along the field lines into the main chamber; the plasma is still neutral so its 
plasma potential is near zero and the axial diffusion is ambipolar. The ions have a 
gyroradius of about 2 cm and as there are no radial fields radial diffusion is 
negligible.
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As the plasma reaches the metal end wall, electrons are rapidly lost from the 
plasma until it charges to a positive plasma potential. This creates a positive radial 
field accelerating ions out of the column. Electrons and ions diffuse ambipolarly 
across the field until the wall is reached. Electrons continue to diffuse radially 
outward, down the electron pressure gradient until the plasma potential in the outer 
regions of the plasma becomes appreciably negative with respect to the central 
column. The electric field at the column edge then becomes sufficient to balance the 
pressure-driven diffusion and a steady s ta te  is attained. The electrons in the outer 
regions have a very long lifetime and so can diffuse to cancel any D.C. electric 
fields, resulting in a constant plasma potential.
7.3 S u m m a r y  o f  R e s u l ts
The first two aims have been met. A large volume of well diagnosed RF- 
generated plasma has been created in an extremely uniform magnetic field and a 
detailed understanding of the operation of our diagnostics has been achieved. In 
particular, the dispersion of electron cyclotron harmonic waves in a non-Maxwellian 
plasma has been investigated, as well as several non-ideal effects within the 
electrostatic energy analyser. These included the distortion of the measured electron 
energy distribution functions due both to the effect of surfaces within the analyser 
and to finite perpendicular electron velocities.
The plasma characteristics have been measured over a large range of each of 
the external parameters. This has allowed the plasma behaviour to be studied and 
provided an accurate basis for the theoretical modelling.
Theoretical methods for estimating both the heating of the neutrals and the 
degree of neutral excitation have been developed, especially in the difficult parameter 
range where the neutral mean free path is of the order of the chamber diameter. A 
simple model for radiation power losses has been constructed which is appropriate  to 
the relatively low plasma densities typical in W OMBAT.
The dynamics of the ions and the electrons in the plasma have been examined. 
The analysis of the radial loss of ions from a cylindrical collisionless magneto-
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plasma, due to gradients in the plasma potential, was found to be especially 
important. This analysis determines the radial profiles of the ion density and 
energy in terms of the ionization rate, the plasma potential, and the neutral gas 
temperature. It will be applicable to a variety experimental situations such as low 
pressure laser discharges, glow discharges, and, in particular, electron beam-generated 
plasmas.
In conclusion, a sound understanding of the plasma has been developed which 
has allowed us to construct a model for the plasma which has good qualitative 
agreement with our experimental observations. However, far more detailed and 
precise measurements, especially of the electron velocity distribution, will be 
necessary before a complete quantitative understanding of the plasma can be gained.
7.4 S u g g e s t io n s  for F u r t h e r  W o rk
As mentioned immediately above there is a clear need to improve the diagnosis 
of the electron energy distribution. However, as information about the distribution 
is required over more than 10kbT p, the problem is formidable. It might be possible 
to derive higher moments of the distribution from dispersion measurements and then 
reconstruct the distribution. As the distribution function is probably discontinuous 
at e<£p, and is almost certainly bi-modal, such moment-methods are not necessarily 
stable.
This thesis has considered only the steady state  of the plasma so an obvious 
extension is to investigate dynamic processes. Work already done in the after glow, 
but not refered to in this thesis, has given insight into equilibration times. 
Observations of the striking of the discharge, on a microsecond timescale, would 
help to confirm the hypothesis on the evolution of the steadystate, advanced in 
section 7.3.
The outer regions of the plasma represent a large volume of fairly uniform, 
non-turbulent, cold electrons. This might be useful for wave dispersion 
measurements or cold blanket studies. It also allows the investigation of the 
interaction between an ion beam and a cold electron gas.
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APPENDIX A
EXPANSION OF THE MOMENT INTEGRALS IN TERMS OF 
CONFLUENT HYPERGEOMETRIC FUNCTIONS
We wish to expand complete integrals of the form
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N. B. The numbered capt ions  to the right  of some equat ions  refer to identities in 
G ra ds tevn  and Rhyzik (1980) [GR , and to Abramowi tz  and Stegun (1964) [AS}.
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This provides the identity used in equation (6.26).
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we m ust first remark on 2L ^  ( ^ o C  (XT^
Let y =  a
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3 &,3
X ^7 2.
now e fcLoC^) - J ^  €l
° °  ^2- —x  / 8
[ .G f ^  6  A ö C, »53 
[ £ $ .  G b i 6 - 3 ]
lC0Cx^  ) dx
o fc 7_^ x  / er .
= QO 2. ( e V:0
S £  K
• o  •> - x 2--
( r ^ / j  l e'*7s ax
30 a - - z K
- 2-fc J^IL  ^ e /8 x ^ KC x ) dx
thus )  =  2 ^  2 r  ^ e  ^  X  ^  \C ^ C X c X 'T l-  > d x
ve. V^2_ r r -  f 0*0 - x 1/ © ^ ^  ^
- 2 .  £  X K x "Ti )  dx
le t z =  c and q =  j - L  CoVW <^>
t ; c  I  < * h  > -  j i  i “  c~‘ ( > * ♦  j V i 4Wf*. *x  ^  K ^ d ' f c x ^ d X
o  fc. c/2. . p ° °  —2^ 2iZ Secret» k“ 2- c 4"VxK^  ^  e ^  e ^  X V;tC<ex)dx
o  t  ^—* *9 f~
2 ^  ° °  i
- - o o  xt-ZiA
2 C +ör\W4 C  e  4  X V^C-löOcAX
4 ^  m !  o
— X2:
j  C- ^  x  ^ ^ C ^ x ^ d xnow Ü G R  G - G 3 1 - 3 ]
^ fc/2- n^ 2 ^ '4-'2x4' 2/^ )
=  7 ^  ( 4 - )  P ( ^ r r v +^ ) P ( ^ 4 . ^ )  U k , o )
Z ~  V_T' /  ’ v ~ ~  ,T2.
w here U (a ,b ,c ) is K u m m e l’s fu n c tio n  o f the  second k in d .
SO Cr K ^  }
°0 ^
“ -V^vWct b. C O  ^>ecK cf>
where b K>f^  ( c )  “  fL
V T\
P0t+«x4-t) r ( r ^ - i )  lul
r<v\
This provides the equality used in equation (6.29).
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