Abstract. Palette images are widely used on the World Wide Web (WWW) and in game-cartridge applications. Many images used on the WWW are stored and transmitted after they are compressed losslessly with the standard graphics interchange format (GIF), or portable network graphics (PNG). Well-known 2-D compression schemes, such as JPEG-LS and JPEG-2000, fail to yield better compression than GIF or PNG due to the fact that the pixel values represent indices that point to color values in a look -up 
Introduction
Image compression usually operates on one or more intensity planes of digitized images. For computer graphics images, frequently each color is mapped to an index from a look-up table and the indices of the pixels are then compressed, usually losslessly. The size of the look-up table is much smaller than that of the color intensity space. Hence, this "color palette" approach can generally achieve a better compression ratio for images with limited color.
Highly compressed palletized images are used in many applications. For example, palletized images are widely used on the World Wide Web ͑WWW͒. Many images used on the WWW are stored and transmitted as graphics interchange format ͑GIF͒ files, which use Lempel-Ziv compression. Lempel-Ziv compression treats the data as a 1-D sequence of index values. The portable network graphics ͑PNG͒ format was designed to replace the GIF format. PNG is an improvement over GIF and, fortunately, unlike GIF, it is also patent-free. An image stored as a lossless PNG file can be 5 to 25% smaller than the GIF file of the same image.
Since palette images are widely used in WWW applications, many techniques have been investigated to improve compression performance of palette images. 1 Several researchers [1] [2] [3] [4] [5] [6] have investigated reindexing color maps to improve the compression gain of predictive techniques, such as JPEG-LS and JPEG-2000. Memon and Venkateswaran 3 treated the problem as a general smoothness maximization problem. Zeng et al. suggested an index-difference-based reindexing method. 4 Batatiato et al. 6 and Spira and Malah 5 suggested color reindexing methods based on the approximate solution to a traveling salesman problem ͑TSP͒. Pinho and Neves have given an improved version of Zeng's algorithm. 2 Other researchers have also investigated color-palette-based reordering techniques. 1 According to the survey paper of Pinho and Neves, 1 Memon's and Venkateswaran's reindexing scheme yields the best compression gain when JPEG-LS or JPEG-2000 is used.
Ausbeck 7 introduced the piecewise-constant ͑PWC͒ image model, which is a two-pass object-based model. Boundaries between constant color pieces and domain colors are determined in the first and second passes, respectively. The PWC image model was shown to yield the best compression on palette images that have more than 32 colors. 8 Recently, Forchammer and Salinas 8 developed a 2-D version of prediction by partial matching ͑PPM͒. The coder developed by Forchammer and Salinas yields better compression gains on images that have less than 32 colors; of course, it is slower than PWC since the technique is based on PPM.
The block-sorting compression ͑also known as BW94, Burrows-Wheeler compression͒ technique introduced by Burrows and Wheeler 9 had a great impact in the data compression area. Since the name Burrows-Wheeler compression ͑BWC͒ is more widely used in the literature, we use it here. Compression gains of BWC on text or image data are better than with Ziv-Lempel techniques, with comparable speed, [9] [10] [11] while its compression performance is close to that of context-based methods, such as PPM. The scheme of the Burrows-Wheeler coder is presented in Fig. 1 . The first step performs the alphabetical ͑lexical͒ sorting transformation, which is widely called the Burrows-Wheeler transformation ͑BWT͒. The second step is the move-tofront ͑MTF͒ coding 12 ͑transformation͒. The MTF coding originally was introduced by Bentley et al. 12 and was independently discovered by Elias 13 ͑called recency ranking by Elias͒. The last stage utilizes a statistical coder, such as the Huffman or arithmetic coder.
An MTF coder starts with an identity permutation of the size of the alphabet used in the underlying data source. For example, when an MTF coder is implemented for character-based data, the identity permutation is constructed from the set of ͕0, ... ,255͖. Whenever a new character or symbol is received from the underlying data string, the coder outputs the index of the symbol. In addition, if the symbol is not at the front of the list, the coder adjusts the permutation ͑list͒ by simply moving the symbol to the front of the existing permutation. In essence, a new permutation is generated for each symbol in the data string.
The first block-sorting-based 1-D scheme for compression of color-mapped images was investigated in Ref. 14, where the author introduced the linear order transformation ͑LOT͒. Later, in Ref. 15 , it was shown that while the MTF coder may be required to obtain better compression gains when the underlying data stream is text, it may not be necessary for some image data. In particular, the authors showed that by transforming image data with the BWT and utilizing a hierarchical arithmetic coder, 16 about 8% more compression can be attained over the well-known blocksorting coder bzip2. Most recently, our studies have shown that when inversion ranks 17 are used after a block-sorting transformation, such as BWT, followed by a structured arithmetic coder, compression gains improve 14% with respect to bzip2. However, as reported in Ref. 14, the LOT's forward transformation is much faster than the BWT's, while the reverse transformations of both techniques require almost the same amount of time. Furthermore, LOT requires less memory than BWT. When the data string elements are 8 bit, such as ASCII characters, LOT requires 256 additional integer indices ͑pointers͒. Yet, for the same ASCII data, BWT requires 4n integer indices ͑pointers͒, where n is the size of the data string. This paper is organized as follows. In Sec. 2, we expose the reader to the BWT and the LOT. Section 3 briefly explains inversion ranks. Section 4 describes a TSP-based reindexing algorithm. In Sec. 5, we present our experimental results and compare them to the well-known techniques such as bzip2, GIF, PNG, and other compression techniques that utilize reindexing schemes for reordering palette colors. Section 6 discusses the effect of transformations for image data. Finally, in Sec. 7, we conclude our discussion. 
Let ᭠ indicate the lexicographic order relationship between any two strings. Then, the rows of H are in the form of
where
We define column k of matrix H by the array
and write C k for C k ͓1, ... ,n͔. Let I ͑1 ഛ I ഛ n͒ be the index pointing the row I in H ͑H I ͒, which corresponds to the original string s. When the forward BWT is applied to a string s it yields a pair, namely the index I and the last column C n of H. The reverse of BWT, given I and C n , retrieves the original string H I = s. For example, string s = ͓c a c a b͔, after constructing the matrix S and by lexically sorting its rows we obtain the following matrix The original string appears in row 5. Hence, the sender sends the index 5, which corresponds to the row index of the original string s in H, as well as the last column ͑C 5 = ͓c c a a b͔͒ to the receiver. The receiver, on obtaining C 5 , can construct C 1 by sorting the elements of C 5 . Once C 1 and C 5 are both constructed, the receiver obtains the permutation = ͓3 4 5 1 2͔, which maps C 5 to C 1 . Applying to each C i ͑1 ഛ i ഛ 3͒ yields the successive columns of the matrix H, that is C 2 , C 3 , and C 4 . Since the receiver knows the original index of s in H, the receiver can recover the string s.
The block-sorting transformation just described is called BWT. The group-theoretical 18 and the combinatorial properties 19, 20 of the BWT have been studied extensively. Among others, an efficient implementation of the BWT is given in Refs. 9, 11, and 21-23.
A simpler block transformation, LOT, is first introduced in Ref. 14. Later in Ref. 19 , it is delineated to the BWT and shown that the data transformed by either transformation is in the inverse set of each other. Here, we briefly describe the LOT transformation.
The linearly ordered matrix S of a string s is formed as the follows:
1.
Starting with s = ͓s 1 s 2 ...s n ͔, form an n ϫ n matrix S by cyclically left-shifting the successive rows. Thus, we scan C 1 from top to bottom and determine the first unused ͑unmarked͒ entry that has a value a. This is the third element of s. In our example, this is the first entry where
We then eliminate consideration of the first entry from the matrix ͑C 1 , C 2 ͒. Since C 1,2 = c is determined, the process is repeated to get the fourth element of s. Again, we scan C 1 to determine the position of the first unused entry that contains C 1,2 = c. By finding the first unused entry that contains the value c at position four in C 1 , we discover that the fourth element of s is C 4,2 = a. This entry is eliminated from further consideration. Finally, to find the fifth element of s, we scan to find the first unused entry that has value a in C 1 . Since the first entry that has a value a is used previously, the second entry is considered, C 2,1 = a. Therefore, the last element of s is C 2,1 = b, and s = ͓c b c a a͔. The LOT just described has context length one, while the BWT has 10 context length n. One can generalize the block-sorting transformations to have context length m, where 2 ഛ m ഛ n. Schindler 21 used this fact in the implementation of his szip compression program, where he uses context level 12. Schindler's work was explained more throughly by Yokoo. 20 For the discussion of different contextual block-sorting algorithms, interested readers can refer to Refs. 20 and 21.
Inversion Ranks
All the variants of the block sorting compressor ͑e.g., bzip2, szip͒ utilize the MTF coder on the data stream, transformed with Burrows-Wheeler, before actually sending the data stream to an encoder such as the arithmetic or Huffman encoder.
Recently, we have shown that better compression than GIF, PNG, and bzip2 can be obtained when inversion ranks are used in the second step of a block-sorting based coder. 17 To keep this paper concise, we only briefly describe inversion ranks. For further information, interested readers can consult Refs. 19, 25, and 26.
Definition 3.1. Let M,be a multiset permutation of elements from an underlying set S = ͕1,2, ... ,k͖. Let ᭪ denote catenation of data strings. We define the inversion rank vector D = D k for M as follows:
x 1 is the position of the first occurrence of i in M. ii.
And for j Ͼ 1, x j is the number of elements y in M, y Ͼ i occurring between the ͑j −1͒'st and j'th occurrence of i in M.
For example, for the multiset permutation M = ͓1,1,2,3,1,2,4,3,4,2,4͔, we have S = ͑1,2,3,4͒. Ini- we need the knowledge of the multiset described by the frequency vector The receiver then proceeds to insert the second 2 into M. From D, the receiver determines that between the first 2 and second 2, there is one element that is greater than 2. So, starting from the location of the first 2 in M, the receiver skips one blank and inserts the second 2 into the second blank position. Similarly, for the third 2 the receiver determines from D that between the second and third 2s, there are three elements that are greater than 2. Therefore, the receiver inserts the third 2 into the fourth blank position, after the second 2. Hence, M = ͓1,1,2,−,1,2,−,−,−,2,−͔. Continuing the above procedure, the receiver can fully reconstruct M.
Ordering of Color Indices
There are several reindexing techniques in the literature 1 that aim to improve the compression performance of predictive techniques, such as JPEG-LS and JPEG-2000. Some of these reindexing methods utilize approaches based on the TSP to reduce prediction errors.
A recent example of such a technique is given by Battiato et al. 6 They propose an approximate solution to TSP and showed that their technique is faster than other reindexing techniques. They built a TSP model to minimize the sum of the differences between the values of neighboring pixels in a given image.
We explore the possible benefit from reindexing the colors in an image before we apply the BWT and later inversion method ͑B + INV͒. However, we note that the known reindexing techniques are not designed to optimize the compression performance of B + INV. Thus, we strongly believe that finding an optimal reindexing method to improve the compression gain of B + INV is an open problem that requires further investigation.
In this paper, we use a TSP-based reindexing algorithm similar to the one presented in Ref. 6 
where i , j =1, ... ,N. By calculating edge weights between the colors, we generate the weight matrix W:
͑2͒
After calculating the weight matrix, we apply the crossentropy ͑CE͒-based TSP algorithm 27 to find a closed path that covers all the colors. The TSP algorithm is set to maximize the sum of the edge weights in the closed path to cover edges with higher weights. According to Ref. 6 , a simple Hamiltonian path in a graph of maximum weight gives an optimal reindexing scheme for differential lossless compression techniques. To achieve this maximization we set the CE-based TSP algorithm to maximize the following cost function:
where u ij = 1 when c i and c j are adjacent colors in the closed path, and u ij = 0 otherwise. Maximizing the sum of the edge weights in a closed path yields a smaller entropy since the colors that appear frequently together will be relabeled with new values such that the difference between those colors will be smaller. For example, in a pixel sequence if colors c i and c j appear together the most, then the edge weight between them will be the largest. Thus, this edge will be part of the closed path formed by the TSP algorithm. When colors c i and c j are relabeled based on the closed path, they will be labeled with consecutive values.
To relabel the color indices, we must determine where the labeling should start. Since we are trying to label the colors that appear together frequently in the sequence close to each other, we must determine the colors that appear together the least number of times and label them far from each other. After we find the closed path that maximizes the sum of the weights, we remove the edge with the minimum weight. Let us assume that the minimum weighted edge is between the colors c i and c j . Then, we create a path from c i to c j by removing the edge between these colors. Finally, we start relabeling by labeling c j as zero and continue relabeling until c i is reached. Since the closed path has the edges with higher weights, after the relabeling, the sum of differences between the relabeled colors will be reduced dramatically.
We give an example to clarify the algorithm just described. Let us consider an image with four colors and the following pixel sequence 33221211123300100220011200333011.
Based on the sequence, the numbers of occurences of the color pairs are as shown in Table 1 , and for the sequence just given, the following weight matrix is calculated using Eq. ͑1͒: Figure 2 shows the colors and the corresponding weights. Since the TSP algorithm is trying to maximize the sum of the weights, the resulting close path is 0 to 1 to 2 to 3 to 0. The sum of the weights for this route is 14. The edge with minimum weight is the edge between colors 2 and 3. Thus, we create a path from color 3 to color 2 as 3 to 0 to 1 to 2 by removing this edge. Then, we start relabeling from color 2, we obtain the relabeling, as shown in Fig. 2 . Thus, color 0 is relabeled with 2, color 1 is re-relabeled with 1, color 2 is re-relabeled with 0, and finally color 3 is relabeled with 3. After the relabeling the sequence becomes 33001011103322122002211022333211.
Then, the sum of the differences between the relabeled colors becomes 24. The sum of differences between the colors in the original sequence was 26.
Experimental Results
This section presents experimental results and provides discussion on the performance of various techniques. All the test images utilized in our work were obtained from the ftp site, ftp://ftp.ieeta.pt/~ap/images and previously were used as test images in Ref. 1 . Three of the test images are shown in Figs. 3-5 . All of the test images are converted from PPM format to GIF, PNG, and BMP ͑bitmap͒ formats using the version 1.2.3 of the Gimp program. We notice that the BMP formatted, or GIF compressed images generated by the Gimp program are slightly different in size than the ones that may be obtained using the Unix utility function "ppmtogif" or some other software, such as "xv". This may be because each program may encode the header information differently. Thus, for some of the test images the bits per pixel ͑bpp͒ values for GIF compression scheme reported in Ref. 2 or some other papers may vary slightly from our results presented in this paper. Fig. 2 Example for traveling salesman algorithm utilized in this paper. that first transform the image with LOT and BWT followed by the appropriate ranking scheme X, recency ͑MTF͒ or inversion ͑INV͒ ranks. Once the ranking technique X is applied, the output is encoded with the structured arithmetic coder that was originally introduced by Moffat et al. 16 and improved by Fenwick. 11 We did not list the results of B + MTF since B + MTF is a part of bzip2's implementation. In columns labeled L − X and B − X, the corresponding algorithms do not use any ranking method in the second step. Hence, we used the symbol −X to indicate that method X is excluded from the process. In each table, the average and weighted average compression results are presented in bits per symbol ͑bps͒ or bpp.
As shown in Table 2 , the best weighted average compression in bps is obtained by B + INV. B + INV achieves compression gains of 37.9% over GIF, 33.3% over PNG, 25.6% over gzip, and 12.5% over bzip2, while it outperforms all other 1-D techniques. The second-best weighted average compression result is achieved by L + INV. The compression performance of the L + INV technique is approximately 9% worse than B + INV. However, as mentioned earlier, L + INV is much faster than B + INV since LOT is a context-level one transformation as opposed to context level n and uses less memory than the BWT transformation. The third-best weighted average compression result is obtained by bzip2. This well-known coder is composed of the BWT and MTF transformations in addition to a modified Huffman coder. The fourth-best weighted average compression is achieved by L + MTF. Note that all the transformation-based techniques yield better compression results, in terms of weighted average bit per symbol, than GIF and PNG, with the exception of the L − MTF technique. Apparently, L − MTF and the B − MTF perform comparably. Although B − MTF yields approximately 1.2% better compression than L − MTF in terms of weighted average bps, L − MTF performs better than B − MTF for most of the images that have a high number of colors. As we can see in Figs. 6 and 7, both transformations yield similar output as expected. Although in images, the neighboring pixel values are highly correlated, it is hard to find similar long patterns in different regions of an image. For images with fewer colors this may not be true. Thus, B − MTF performs slightly better than L − MTF on images that have fewer colors.
Unlike the results presented in Table 2 , where the results were presented in bps, the results in Table 3 are presented in bpp so that we can have a fair comparison with the results presented in Ref. 1 . Table 3 shows the results of reindexing schemes. The results presented under the columns titled Memon, Zeng, mZeng, and Battiato are taken from Table 1 of the recently published survey paper of Pinho and Neves. 1 In Table 3 , under the column titled T + B + INV, we present the results of the B + INV technique, which is combined with our TSP-based reindexing scheme. In the proposed column, we present the results of our new technique. Our new technique is simply a combination of T + B + INV and B + INV. When the number of colors in an image is less than 32, the TSP-based reindexing scheme helps B + INV to yield better compression gains. Our algorithm uses the B + INV technique for images that have more than 31 colors and for images that have less than 32 colors it uses the T + B + INV technique. This improves our compression gain close to 1% for the 18 test images used in Table 3 .
From the compression results shown in Table 3 , it is clear that our proposed technique yields the best compression gain in terms of weighted average bpp. Our proposed scheme achieves 73.0% better compression gain over Battiato's technique, while it yields 46.5% better compression gain over Memon's technique, which is the best method among the reindexing schemes presented in Ref. 1 .
In Table 4 , we present the compression results of images with and without dithering for the test sets of "Natural1" and "Natural2." These test images were also obtained from the same ftp site mentioned earlier. They are color quantized. Also, in each set there are those different groups of images, namely, those with 256, 128, and 64 colors, both with and without dithering. In each color group ͑with and without dithering͒, there are 23 images in Natural1, while there are 12 images in Natural2. Our proposed technique yields 15.1 to 16.5% better compression gains on average for images without dithering, and 18.0 to 26.0% for images with dithering.
It is clear that our proposed algorithm yields slightly better compression gain over B + INV, as expected. The reindexing algorithm aims to minimize the sum of differences between the values of the neighboring pixels. This minimization does not boost the performance of B + INV because B + INV does not depend on the differences between the values of the neighboring pixels. If a reindexing algorithm is specially modeled for the B + INV technique, the results might be improved. At this time, we are not aware of any preprocessing technique that can help inversion ranks to increase compression gain. This requires further investigation and should be material for future research.
Effect of Transformations
It is well known that neighboring pixel values in an image are highly correlated. Most often, in a given gray-colored image, the difference between the values of two neighboring pixels will not exceed ±10. Of course, this is not true when neighboring pixel values are in different regions or edges. In general, if a pixel's neighbor is on an edge, the absolute difference of neighboring pixel values may be quite high ͑Ͼ30͒.
The forward BWT sorts the lexical sequences in increasing order. When an image is BWT transformed, frequently, pixel values tend to group together "nicely," except for some peaks that may occur due to edges. Figures 6 and 7 display the output of 3000 elements of the BWTed and LOTed gate image, respectively. These 3000 elements are taken from the same exact coordinates of BWTed and LOTed gate image data. Notice the similarities between Figs. 6 and 7. In both figures, most of the values occur between 30 and 45. However, it appears that similar values tend to group together in Fig. 6 better than in Fig. 7 .
Contrary to the nature of image data, in text data, frequently, the values between neighboring characters may differ significantly. For any given sentence, we have spaces Fig. 8 we can easily observe that the elements of BWTed "Book1" are grouped together more, and most of the values are between 105 and 120. On the contrary, in Fig. 9 , we see an oscillation between neighboring data elements and the values are in the range of 30 and 120. Obviously, neighboring values of BWTed text data tend to group together and are in close range to each other. Hence, when an arithmetic coder is utilized after the MTF or inversion ranks, we obtain better compression. However, when the same process is applied to LOT-transformed text data we do not obtain as good compression.
In general, we observed that after the BWT transformation is applied to an image, similar pixel values tend to group together. This grouping is smoother for images that have less than 32 colors. For images that have more than 31 colors, groups may not be as smooth since it is hard to find the same exact pattern in different regions in images that have a high number of colors. Therefore, in image data, dependencies are more on neighboring pixels, and LOTtransformed images, such as the "Gate" image, resemble the BWT transformed data, as can be seen in Figs. 6 and 7. Hence, when MTF or inversion ranks is applied to BWTed or LOTed image data, in terms of weighted average bps, L + MTF and bizp2 ͑B + MTF͒ or L + INV and B + INV, differs approximately 5 to 9%, respectively.
It is apparent from the results shown in Table 2 that inversion ranks are more appropriate for image compression than the MTF. In addition, the inversion ranks definitely improves the compression gain of both transformations, namely, the LOT and the BWT. 
Conclusion
All variants of the block sorting coder ͑e.g., bzip2, szip͒ first transform a given data stream with the BWT and then utilize the MTF transformation before coding the resulting data stream with an arithmetic or Huffman coder. In this paper, we investigated, various 1-D compression techniques for color palette images. We showed that among the 1-D techniques, blocks-sorting-based compressors that utilize inversion ranks in the second step yield better compression than all the other 1-D compressors. Moreover, our proposed technique provides compression gains in terms of weighted average bps over the set of test images on the order of 38.9% over GIF, 33.3% over PNG, and 12.5% over bzip2.
We also showed that for various sets of test images our proposed reindexing-based scheme yields results superior to the best reindexing scheme, namely, that of Memon and Venkateswaran. Our technique achieves 46.5% better compression on average on synthetic images, while it yields 15.1 to 16.5% better compression for various nonsynthetic, natural images, and 18.0 to 26.0% for the corresponding set of dithered images.
