Abstract-This contribution addresses the problem of area coverage by a team of Autonomous Underwater Vehicle. The case addressed is the one in which the area map is not known in advance but adaptively estimated on-line by the vehicles themselves as they move along the area. The approach proposed is distributed, i.e., the vehicles in the team exchange information among themselves and autonomously take individual decisions on where to move next on the basis of the available information. Communication constraints among the vehicles, in terms of communication range and bandwidth, are explicitly taken into account by the algorithm, and can be dependent by the spatial position in the covered area. The paper proposes a series of algorithms for adaptive sampling with communication constraints in which the communication constraints are expressed in terms of connectivity of the graph of the vehicles. Depending on the structure of the graph (ordered serial graph, ordered tree graph, etc.) the algorithms take the structure of a distributed dynamic programming approach or of minimum spanning tree graph searching.
INTRODUCTION
Adaptive area coverage ( [1] , [2] ) has several nontrivial practical applications in the marine field, including (but certainly not limited to):
• environmental monitoring, where the goal is to estimate a map of an environmental quantity (e.g., salinity or temperature) through en-route sampling of the water column; by estimating on-line the variability of the oceanic field the vehicles must autonomously increase/decrease the spatial sampling rate as the oceanic field exhibits higher/lower variability [3] ; • SLAM (Self-Localization and Mapping) techniques, where the area map is built incrementally as the exploration progresses by defining appropriate landmarks linked to the variability of the area [4] ; • area patrol for security, where a given area must be covered in order to ensure its clearance from intrusions with a pre-defined level of confidence (usually expressed in terms of probability density functions); regions in the area more affected by ambient noise may require increased inspection rate to guarantee the desired level of confidence [5, 6] .
Adaptive area coverage is a distinct item with respect to networked autonomous robots. However, the growth in the performance and capabilities of mobile robots is making it more and more attractive to pursue adaptive coverage with autonomous vehicle teams. In particular, multi-robot systems, either in land, air or at sea, offer potential advantages in performance, robustness and versatility for sensor-driven tasks such as survey, exploration, and environmental monitoring.
Whenever the vehicles in the team cooperate in the fulfilment of the mission objective, i.e., the adaptive map is locally built merging the information gathered by the vehicle in a distributed manner and communicated to the adjacent vehicles, communication among the vehicles plays a critical role. In the Autonomous Underwater Vehicles (AUVs) case, communication among the vehicles is implemented through acoustic modems. However, acoustic communication is affected by well known problems as for communication range and bandwidth, which are a function of the local environmental conditions, in particular of the local sound speed profile in the water column [7, 8] . Also the sound speed profile is usually not known in advance and may vary in space as the vehicles travel along different regions of the area.
This paper tackles the problem of adaptive mission planning for a team of AUVs cooperating in an area coverage task subject to communication constraints, in the form of range-limited communication capabilities. The specific area coverage task discussed in the paper is an environmental monitoring mission (e.g., measurement of the temperature field), but the distributed optimization methodology can be applied in a straightforward manner to other area coverage tasks. The environmental mission case is taken as a basis here to relate it to our previous research [3, 9] and to the same benchmarking cases there discussed. In the environmental case, mission adaptation aims at maintaining a desired accuracy on the reconstruction of the environmental field, through estimation of the local smoothness properties of the field itself as new measurements become available. The accuracy of the environmental map is ensured exploiting the approximation properties of Radial Basis Functions (RBFs) [3] . The innovative contribution of this work is in the exploitation of an additional degree of freedom of the adaptive algorithm: this is employed to spread the AUV team over the investigation area (i.e., maximizing area coverage) while at the same time preserving the connectivity of the team in the form of a graph communication structure where the distance between at least two adjacent nodes is kept below a prescribed threshold. In particular, two different graph structures are considered: the first is a serial graph configuration, in which the vehicles are rigidly ordered; the second, more general and flexible, is a reconfigurable tree-graph structure, in which the optimal graph is recomputed at each iteration. In the first case, already proposed in [9] , the (locally optimal) adaptive movement of the team is determined by a distributed dynamic programming approach, stemming in quite a natural way from the serial structure of the communication graph. In the second case, a distributed version of the minimum spanning tree graph searching algorithm is implemented. As it may be expected, while the second case offers additional flexibility, it is computationally more demanding with respect to the dynamic programming approach, in terms of local computation to be performed by each vehicle, and also in terms of communication exchange among the vehicles.
Simulation results are shown for the second case on the benchmark case already reported for the dynamic programming case in [9] . One interesting aspect of the simulation results in both cases is that the motion of the team exhibits a behaviour resembling that of a formation-keeping team, although formation keeping is not programmed or even required by the mission.
II.
PROBLEM STATEMENT 
be the set of positions already sampled of which vehicle j has knowledge; note that ( ) j M include not only the measurement points of vehicle j but also the measurement points of the other vehicles, that have been communicated to vehicle j. Within this setting, the information set available to vehicle j is defined as:
Let S be an estimation algorithm that computes an estimate ˆj θ of the quantity θ over the whole region A on the basis of the current available information
. On the basis of the estimation algorithm S and the available information set, one can define the estimation error:
The main objective of the mission is to survey the region so that the estimation error is everywhere below a given threshold. Moreover, it is desirable to spread the team over the region A, in order to obtain the maximum possible area coverage; however, since the vehicles share information, communication connectivity must be preserved among the team.
As for the estimation of the oceanographic map keeping the estimation error below the threshold, the distributed algorithm proposed in [3] is employed. The algorithm, briefly recalled in the following, is based on the approximating properties of Radial Basis Functions (RBFs) over irregularly sampled noisy data sets. Disregarding for the moment the problem of communication constraints, let us consider the choice of the next sampling point independently taken by vehicle j as soon as it has completed k j -th sampling measurement and it has available the information set properties as described in [3] and references therein, (3) can be replaced by:
where ( ) S x is the RBF approximation of the environmental map, Φ ⋅ is the norm in the RBF native space, which takes into account the smoothness of the estimated map, ( )
spectral factor, depending solely on the specific RBF choice (e.g., Gaussian, multiquadrics, exponential, …),
( )
h ρ x is the fill distance representing the minimum distance among samples of the map. In the present context, the fill distance is the exploring radius ( ) 1 j k ρ + ; by evaluating Equation (4) on the local approximation of θ , and solving for the fill distance, each vehicle selects an exploring radius so that the error of the estimation map is below the required threshold at every point inside the circle. Note that the RBF approach is not critical for the method: any other way of getting an estimate of (3) from the data, without knowledge of the true map ( ) θ x , can be applied here as a replacement of the RBF method. As an example, the estimate of the spatial correlation length, as in [10] , can be used to compute the exploring radius.
The selection of the specific point ( )
influence the expected accuracy of the estimated oceanic field: hence this additional degree of freedom can be used to satisfy the other mission requirements, in particular the communication range constraints. This is the basis for the two approaches described in the following sections.
III. SERIAL COMMUNICATION GRAPH STRUCTURE: DISTRIBUTED DYNAMIC PROGRAMMING
To maintain communication links, it is assumed in this section that the team has a chained serial structure: the team members are labeled from 1 to n, and each vehicle is the node of a mobile serial network, with static topology. This means that the j-th vehicle must maintain direct communication links only with vehicle (j-1) and (j+1), as shown in Fig. (1) . The index j indicates the position of the vehicle into the serial network. Communication from each vehicle in the team to each other vehicle is always possible through multi-hop links, given the complete connectivity of the serial graph structure. Within this section, it is assumed that the delay in transmitting the communications along the graph is negligible with respect to the mission time-scales, i.e., movement from one sampling station to another or overall mission time.
Let us suppose that each vehicle shares the information about its exploring radius 
where 
where q, Q, n, are positive numbers and fd x A ∈ is the point, in the region A, whose distance from any other measurement point is largest. The scalar potential field defined in Equation (6) allows to spread the vehicles over the area taking into account the past sampling points (in the case of n = 2 the potential is that of electrical charges) and the zones where the density of measurements is lower (the point fd x attracts the mobile agents). The cost function based on (5) and (6) is minimized, roughly speaking, by the serial chain configuration that ensures the maximum distance of the vehicles from the past measurements and from each other, while maintaining the maximum range constraint and the accuracy constraint, since the possible choices are restricted to the points at the exploring radius distance from the current point. 3. Let s p be a generic element of ( ) j m P , i.e., the set of the candidate sampling points for the vehicle j, and let us recursively define
as the minimum cost related to the choice of s p as a new measurement point for the j-th vehicle, where sz c is an element of the cost matrix 1 j j C + Two fictitious start (S) and ending (E) node are added to the serial graph structure. The cost function is evaluated for each feasible sampling point of every node, beginning from the last node E, ( ) 0 f E = , and going backward until the node S is reached. The virtual nodes S and E do not contribute to the cost. The minimum-cost path from S to E indicates the optimal sequence of the sampling points for the AUV team, with respect to the cost function defined by (5), (6). Starting from the virtual node S, the sampling point for the first vehicle is chosen as the first step of the minimum-cost path; then the (j-1)-th vehicle sends the coordinate of the measurement point to the j-th vehicle; the procedure is then iterated along the serial structure until the last mobile agent of the network receives the coordinate of its sampling point from the (n-1)-th vehicle. This forward phase is schematically reported in Fig.2 . After the forward phase has been completed, all the vehicles move toward their next sampling point, perform and share their measurements, update the information set I and the estimate of the oceanographic quantity θ. The exploration ends when the bound of (3), approximated through (4), is satisfied over the whole experimental area. Note that, not only a dynamic programming approach has been used, but also that the solution itself is computed in a distributed fashion.
IV. ARBITRARILY CONNECTED COMMUNICATION GRAPH STRUCTURE: DISTRIBUTED MINIMUM SPANNING ALGORITHM
The distributed dynamic programming approach described in the previous section stems from the choice of a serial graph structure among the vehicles. While in certain situations this may be a viable choice, it is rather evident that in general the chained ordered structure imposes to the team more motion constraints than actually required by the problem. In other words, the serial graph structure may represent a too conservative approach. In this section we relax the assumption of ordered serial graph It is assumed that at the generic decision stage k the team starts from a communication graph structure linking all the vehicles with arcs of length not exceeding max D . In this way a message broadcasted by any vehicle can reach any other vehicle in a finite amount of time; in fact, at most, after 1 n − message repetitions if the communication structure is indeed a serial graph, as in the case of the previous section. The problem is to define the new configuration k+1 for the team (i.e., the next sampling point for each vehicle) maximizing the area coverage and preserving the communication constraints. The starting point is still the computation of the exploring radius performed locally by each vehicle in the team as described in Section II.
The next sampling point for each vehicle is chosen as thesolution of a distributed minimum-spanning tree problem in accordance with the following algorithm:
1. The j-th vehicle sends its exploring radius ( ) 1 j k ρ + to the other vehicles, then it computes its own research set ( ) j m P , in a manner similar as described in Section III, as a set of m equidistant points belonging to the circumference of radius
2. On the basis of the information about the exploring radius, each vehicle knows the research set of the other members in the team. The set of all possible combinations of measurement points is a fully connected virtual network among the n m × nodes belonging to the n research sets (see Fig. 3 ). From the widely used notation in graph theory, let G = (V;E) be the formal description of the fully connected network, where V denotes the set of nodes and E stands for the set of links between those nodes (edges). Over the network G = (V;E) each vehicle considers m sub-nets, connecting each point belonging to its own research set with every point belonging to each other vehicle research sets and these last ones among them (see It is rather clear that the distributed minimum spanning tree algorithm is computationally heavier than the dynamic programming one; moreover, it requires also a final auction phase among the vehicles, so that also the communication burden is increased in the minimum spanning tree case.
V. SIMULATIVE RESULTS
The benchmark problem for adaptive sampling used in [3] , [9] is reported here for the minimum spanning tree area coverage case. A team of three vehicles has to estimate the temperature map of a given area. The vehicles navigate from each sampling point to next; when at the station, they collect a depth profile of the temperature in the given location. As for the environmental field, a spherical "blob" of warmer water is inside the area (see Fig. 4 for a slice of the map). While such configuration is unrealistic, to say the least, in terms of true oceanographic conditions, it allows to easily verifying the team behaviour and the sampling behaviour. In particular, it is expected that sampling will increase where the temperature gradient is higher, i.e., in the proximity of the warmer area. Fig. 5 reports the intermediate steps of the exploration process when performed by a team of three vehicles applying the minimum spanning tree algorithms. Two observations can be drawn from the sequence: sampling density is indeed increased as the absolute value of the temperature gradient increases; the vehicles move as within a team, though no formation command has been coded in the algorithm. This emerging behaviour has already been noted in [9] as for the application of the dynamic programming approach to the same case. Note also that the formation is reconfigured accordingly to the needs of the mission. In a sense, this behaviour represents a compromise between a rigid formation, that preserves the communication range constraint, without optimizing on the area coverage, and the asynchronous motion of vehicles when optimizing on the area coverage aspect without caring about range constraints.
In terms of sampling efficiency, the complete paths and the total number of sampling stations required by the algorithm are shown in Fig. 6 . In Fig. 7 the same information is reported as for the dynamic programming application (from [9] ). Both simulations have been performed with the same set of parameters (accuracy threshold, etc.). The mission adapted through the minimum spanning tree algorithm terminates after 22 iterations, for a total of (22×3=66) sampling stations. The mission adapted with the distributed dynamic programming approach has been completed after 22 iterations, for a total of (25×3=75) sampling stations. The efficiency gain of the minimum spanning tree approach with respect to dynamic programming in this particular test is of about 13%. As it was expected, the greater flexibility in the configuration of the communication graph in the minimum spanning tree case succeeds in avoiding or at least limiting the decisions of sampling close to locations already sampled. This is not so for the dynamic programming approach, where in particular the last vehicle in the pre-fixed ordering has often little choice on where to sample next.
VI. DISCUSSION AND CONCLUSIONS
A methodological approach based on graph theory and distributed optimization has been presented and applied to the problem of adaptive sampling and area coverage in presence of rang/communication constraints. The topology of the graphs considered started from a serial, ordered, configuration to a tree configuration. The tree configuration is also re-configured adaptively during the algorithm (the root of the tree, as well as the branches, may change from one iteration to the next). A simple simulative benchmark has shown that indeed the reconfigurable tree structure is more efficient than the serial structure, at the expected price of an increase in computational burden and inter-vehicle communication demands. Whether the performance improvement can balance the increased complexity may depend on a case by case basis.
It has to be remarked that the tree structure is not yet the more general graph communication structure that can be defined over a team of vehicle. We are currently investigating on the possibility of extending the adaptive sampling algorithm to generic connected graphs.
The last remark is devoted to the emerging behaviour of the team when graph-based constrained optimization algorithms are applied: the trajectories generated in simulation seems to indicate that optimality is obtained by maintaining a formationlike structure in the team, with possible reconfigurations as new measurements become available. ACKNOWLEDGMENT This work has been partially supported by European Union, project UAN -Underwater Acoustic Networks, 7 th Framework Programme, grant agreement no. 225669..
