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Abstract
We consider critical site percolation on the triangular lattice in the upper half-plane. Let u1, u2 be two
sites on the boundary and w a site in the interior. It was predicted by Simmons et al. (2007) that the
ratio P(nu1 ↔ nu2 ↔ nw)2 /P(nu1 ↔ nu2) · P(nu1 ↔ nw) · P(nu2 ↔ nw) converges to K F as
n → ∞, where x ↔ y denotes that x and y are in the same cluster, and K F is a constant. Beliaev and
Izyurov (2012) proved an analog of this in the scaling limit. We prove, using their result and a generalized
coupling argument, the earlier mentioned prediction. Furthermore we prove a factorization formula for
P(nu2 ↔ [nu1, nu1 + s]; nw↔ [nu1, nu1 + s]), where s > 0.
c⃝ 2015 Elsevier B.V. All rights reserved.
MSC: 60K35; 82B43
Keywords: Critical percolation; Scaling limit
1. Introduction and main results
We consider critical site percolation on the triangular lattice. See [6] for a general introduction
and [13,14] for more recent progress in two dimensional percolation. A lot of attention has been
given to crossing probabilities and critical exponents, which are believed to be universal. In
particular it is believed that in the continuum limit of many two dimensional critical percolation
models, crossing probabilities are conformally invariant. However this has only been proved
E-mail address: R.P.Conijn@vu.nl.
http://dx.doi.org/10.1016/j.spa.2015.05.017
0304-4149/ c⃝ 2015 Elsevier B.V. All rights reserved.
R.P. Conijn / Stochastic Processes and their Applications 125 (2015) 4102–4116 4103
for site percolation on the triangular lattice by Smirnov [12]. Another interesting question is
whether it is possible to examine the higher order correlation functions. These are the functions
E[Xv1 Xv2 · · · Xvn ], where vi is a vertex and Xvi = 1{0 ↔ vi } is the indicator function of the
event that vi is in the open cluster of the origin. A possible approach to compute these correlation
functions might be via factorization formulas.
To state our main results we consider the hexagonal lattice, where every centre of a hexagon
is a site of the triangular lattice T in the closure of the upper half-plane H := {z ∈ C : ℑz > 0}.
In this lattice two neighbouring sites x, y ∈ T have |x − y| = 1. By Pη we denote the probability
measure of critical percolation on ηT, for η > 0. Let η > 0 and let the random set Q ⊂ H be the
union of all hexagons for which the centre is open. The points u, v ∈ H are connected if u, v are
in the same connected component of Q. We denote this by u ↔ v. Let, for u ∈ ηT, C(u) denote
the open cluster containing u. Let, for A ⊂ H,
C(A) :=

u∈A∩ηT
C(u).
Further we will denote the hypergeometric function by 2 F1(a, b; c; d) (see for example [1]). We
denote by S := {z ∈ C : ℑ(z) ∈ (0, 1),ℜ(z) > 0} the semi-infinite strip.
Our first main result is a factorization formula for the probability that three given vertices are
in the same cluster, where two of the vertices are on the boundary of the half-plane.
Theorem 1. Let u1, u2 ∈ R and w ∈ H and u1 ≠ u2, then
lim
η→0
Pη(u1 ↔ u2 ↔ w)2
Pη(u1 ↔ u2)Pη(u1 ↔ w)Pη(u2 ↔ w) = K F , (1.1)
where
K F = 2
7π5
33/2Γ (1/3)9
.
This factorization formula was heuristically derived, using Conformal Field Theory argu-
ments, by Simmons, Kleban and Ziff in [10]. Using the convergence of percolation exploration
interfaces to SL E6 (see e.g. [9,12]), a mathematical rigorous proof of an analog of this formula
in the continuum scaling limit was given by Beliaev and Izyurov in [3]. See Theorem 3 for their
result. That result is the starting point in the proof of Theorem 1. To obtain Theorem 1 from it
we state and prove a quite general and robust form of a coupling result for one-arm like events
(see Proposition 10 in Section 3.1).
Our second main result involves the limiting behaviour of P({u2, w} ⊂ C([u1, u1+s])), where
u1, u2 are on the boundary of the half-plane and w is in the half-plane. We have the following
theorem.
Theorem 2. Let u1 ∈ R, w ∈ H, s > 0 and u2 > u1 + s, then
lim
η→0
Pη({u2, w} ⊂ C([u1, u1 + s]))
Pη(w ∈ C([u1, u1 + s]))Pη(u2 ∈ C([u1, u1 + s])) = ψ(u1, s, u2, w), (1.2)
where ψ is the function
ψ(u1, s, u2, w) = eπx/3 ·
2 F1

− 12 ,− 13 ; 76 ; e−2πx

2 F1

− 12 ,− 13 ; 76 ; 1
 ,
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with x = ℜ(Ψu1,s,u2(w)) whereΨu1,s,u2 is the conformal map that transforms {H, u1, u1+s, u2}
to {S, i, 0,∞}.
Simmons, Ziff and Kleban studied in [11] the probability in the numerator in (1.2). They used
Conformal Field Theory arguments to find several predictions for formulas of the probabilities
in (1.2). Theorem 2 is a discrete analog of one of their predictions (Eq. (29) in Section III B
of [11]).
Our interest in these factorization formulas came from the paper [3] by Beliaev and Izyurov.
They rigorously proved an analog of the formula (1.2) above in the scaling limit, but with the
probability P(w ∈ C([u1, u1 + s])) replaced by s5/483 , see Theorem 4. However their theorem
involves probabilities where the cluster does not necessarily touch w, but comes within a certain
distance from it. More precisely, their formula is about the limits where first the mesh size, and
secondly the above mentioned distance tends to zero.
Remark. We believe that our coupling argument, Proposition 10, is more generally applicable.
For example Simmons, Ziff and Kleban also predicted in [11] a factorization formula for the
probability Pη(u2 ↔ w ↔ [u1, u1 + s]). We hope that as soon as an analog of this result in
the scaling limit has been proved, Proposition 10 can be used to prove this factorization formula
in a discrete setting. More recently Delfino and Viti heuristically derived in [4] (see also [15]) a
factorization formula for the probability P(x ↔ y ↔ w), where all three points are in the interior
of the half-plane. We also believe that Proposition 10 might be an ingredient for a rigorous proof
of a discrete analog of this factorization formula, again after the scaling limit analog has been
proved.
The rest of the paper is organized as follows. In Section 2 we introduce some notation and
sum up some preliminary results, which are crucial for our proofs. In Section 3.1 we state and
prove a quite general and abstract ratio limit result, Proposition 10, which is based on a coupling
argument. This proposition forms a key ingredient for the proofs of both main theorems. In
Sections 3.2 and 3.3 we give the proofs of our main results.
2. Notation and preliminaries
We begin with some notation. Let Ωη := {0, 1}ηT. Elements of Ωη will typically be denoted
by ω, ν and called configurations. We call a vertex v ∈ ηT open if ωv = 1, otherwise we say
that v is closed. For two configurations ω, ν ∈ Ωη we write ω ≤ ν if and only if ωv ≤ νv for all
v ∈ ηT. Let P ⊂ H, we write ωP ∈ {0, 1}ηT∩P for the restriction of ω to the vertices which are
contained in P . For two disjoint sets P, Q ⊂ H, and configurations ωP , ωQ we define ωP ×ωQ
to be the configuration ω˜P∪Q ∈ {0, 1}ηT∩(P∪Q) such that ω˜P = ωP and ω˜Q = ωQ . Let V ⊂ Ωη
be an event and A ⊂ H. We define the event
VA := {ω | ∃ ω˜H\A : ωA × ω˜H\A ∈ V }. (2.1)
Further, with some abuse of notation, for A ⊂ H, ωA ∈ {0, 1}A∩ηT and V ⊂ Ωη we write
Pη(V | ωA) for the conditional probability of V given that the configuration on A equals ωA.
Similarly we write {ωA} for the event that the configuration on A equals ωA.
For z = z1 + z2i ∈ H and a > 0, we write Ba(z) for the intersection of the half-plane with
the 2a × 2a-box centred at z. We denote annuli by A(z; a, b) := Bb(z)\Ba(z). A circuit in an
annulus A(z; a, b) is a sequence of neighbouring vertices in ηT, such that every vertex appears
at most once in the sequence, the last vertex is a neighbour of the first and it surrounds Ba(z). We
R.P. Conijn / Stochastic Processes and their Applications 125 (2015) 4102–4116 4105
Fig. 1. The events E
s1,s2
u1,u2 , E
s1,s3
u1,w , E
s2,s3
u2,w and E
s1,s2,s3
u1,u2,w . Note that the clusters in E
s1,s2,s3
u1,u2,w might be disjoint.
will often encounter annuli which intersect the boundary of H, in that case we will also consider
semi-circuits. A semi-circuit in an annulus A(z; a, b) is a sequence of neighbouring vertices such
that every vertex appears at most once in the sequence, the first and the last vertex are both on
the boundary ∂H and the semi-circuit ‘surrounds’ Ba(z). In other words a semi-circuit is a path
in H from the boundary of H to the boundary of H which disconnects Ba(z) from infinity. A
(semi-)circuit is called open if all its vertices are open. For a (semi-)circuit γ we denote by
int(γ ) the bounded connected component of H\γ¯ containing Ba(z), where γ¯ is the curve in the
plane described by γ . Further ext(γ ) is the unbounded connected component of H\γ¯ .
Let U := {z ∈ C : |z| < 1} be the open ball of radius one. For w ∈ H and a closed connected
set A ⊂ H we denote by ρ(w, A) the conformal radius of the component of w in H\A seen
from w. It is defined as follows. If w ∉ A, let V be the connected component of w in H\A.
Let φ : V → U be the unique conformal map with φ(w) = 0 and φ′(w) > 0. Then we set
ρ(w, A) := 1/φ′(w). Otherwise, if w ∈ A we set ρ(w, A) := 0. We can compare the conformal
radius with the euclidean distance from the point to the set, namely it follows from Koebe’s
1/4-Theorem and Schwarz’ Lemma that
1
4
ρ(w, A) ≤ min
x∈A |w − x | ≤ ρ(w, A), (2.2)
(see e.g. [2]).
We introduce the following events, which all represent the existence of clusters which come
close to certain vertices. See Fig. 1. For u1, u2 ∈ R, w ∈ H and s1, s2, s3 > 0,
E s1,s2u1,u2 := {C([u1, u1 + s1]) ∩ [u2 − s2, u2 + s2] ≠ ∅}; (2.3)
E s1,s3u1,w := {ρ(w, C([u1, u1 + s1])) < s3};
E s2,s3u2,w := {ρ(w, C([u2 − s2, u2 + s2])) < s3};
E s1,s2,s3u1,u2,w := E s1,s2u1,u2 ∩ E s1,s3u1,w.
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Although all these events depend on η, we omit this from the notation. They represent the discrete
versions of the events used by Beliaev and Izyurov in [3]. Note the difference between the events
E s1,s3u1,w and E
s2,s3
u2,w. This is to stay as close as possible to the events defined in that paper. As
mentioned before Beliaev and Izyurov considered the limits, as η → 0, of the probabilities of
the events above. That is
f s1,s2u1,u2 := limη→0Pη(E
s1,s2
u1,u2);
f s1,s3u1,w := limη→0Pη(E
s1,s3
u1,w);
f s2,s3u2,w := limη→0Pη(E
s2,s3
u2,w);
f s1,s2,s3u1,u2,w := limη→0Pη(E
s1,s2,s3
u1,u2,w).
The existence of these limits follows from the results in [8,12]. Namely the existence of the first
one (which is actually given by Cardy’s formula) was proved by Smirnov in [12]. The second and
third are described in the article on the one-arm exponent for critical 2D percolation [8], using
the so called exploration path, started at, respectively u1+s1 and u2+s2. The fourth one can also
be described in terms of exploration path. It is the intersection of the events: (1) the exploration
path starting at u1 + s1 swallows u2 − s2 before it swallows u1 or u2 + s2 and (2) the exploration
path, or union of nested exploration paths, comes s3 close to w in conformal radius. See [8] for
the definition of the exploration path and more details.
As Beliaev and Izyurov already mentioned in [3, Remark 4], the factorization formula they
proved, Proposition 4.1 in their paper, implies the following theorem.
Theorem 3 (Remark 4 in [3]). Let u1, u2, w and K F be as in Theorem 1. For every ε, s0 > 0
there exist s1, s2, s3 < s0 such that ( f s1,s2,s3u1,u2,w)2f s1,s2u1,u2 · f s1,s3u1,w · f s2,s3u2,w − K F
 < ε. (2.4)
The following theorem is the main result in [3], and will be used in the proof of Theorem 2.
Theorem 4 (Theorem 1.1 in [3]). Let u1, u2, w, s be as in Theorem 2. One has
lim
s3→0
lim
s2→0
s−5/483 ·
f s,s2,s3u1,u2,w
f s,s2u1,u2
= K1|Ψ ′u1,s,u2(w)|5/48G
ℜ(Ψu1,s,u2(w)),ℑ(Ψu1,s,u2(w)) , (2.5)
where Ψu1,s,u2 is the conformal map that transforms {H, u1, u1 + s, u2} to {S, i, 0,∞} and
K1 = 18π
5/48
5π · 25/48 H(0)
−1
G(x, y) = eπx/3 H(x) sinh(πx)−1/3

sinh(πx)2 sin(πy)2
sinh(πx)2 + sin(πy)2
11/96
, (2.6)
with
H(x) = 2 F1

−1
2
,−1
3
; 7
6
; e−2πx

. (2.7)
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The lemma below, proved by Beliaev and Izyurov, is an improvement of a result by Lawler,
Schramm and Werner in [8].
Lemma 5 (Lemma 2.2 in [3]). Let u1, w be as in Theorem 1 and let s > 0. One has
lim
s3→0
s−5/483 · f s,s3u1,w = K2|φ′(w)|5/48(sin(πω/2))1/3, (2.8)
where ω is the harmonic measure of (u1, u1 + s) seen from w; φ is a conformal map from H to
the unit disc such that φ(w) = 0, and
K2 = 185π . (2.9)
We end this section with a lemma which is a simple generalization of the FKG inequality.
Lemma 6. Let A ⊂ H and let B, E be increasing events. Let νA ∈ {0, 1}ηT∩A. If B is completely
determined by the vertices in H\A, that is B = BH\A, then
Pη(B ∩ E ∩ {νA}) ≥ Pη(B)Pη(E ∩ {νA}).
Proof of Lemma 6. The proof of this lemma is straightforward and we omit it. 
3. Proofs of the main results
3.1. Coupling of one-arm like events
The proof of our first main result, Theorem 1, has two ingredients. The first is Theorem 3. The
second ingredient for our proof is a coupling argument for one-arm like events which appeared
in somewhat different forms in [7] and more recently in [5]. However our coupling result is
developed in a more general framework of one-arm like events; see Definitions 7–9.
Our second main result, Theorem 2, also has this coupling argument as one of the main
ingredients. The other main ingredients for the proof of Theorem 2 are Theorem 4 and Lemma 5.
The proof of our coupling argument is along the lines of the sketch in [5]. In that paper, among
other very interesting results, a ratio limit theorem was proved. They proved that, for every a > 0
lim
η→0
Pη(0 ↔ C\[−a, a]2)
Pη(0 ↔ C\[−1, 1]2) = a
−5/48,
see Section 5.1 in that paper. Here we show that their arguments can be modified, which makes
them more generally applicable. In the arguments of [5], when a cluster comes s close to a point
z it means that the cluster touches the boundary of Bs(z). Hence the configuration in Bs(z) is
independent of the event that the cluster comes close. However, in our situation, when a cluster
comes close to a vertex z it means in some occasions that the conformal radius is small and
in other occasions it means that the cluster touches the interval [z − s, z + s], as we saw in
Section 2. Hence in our situation the configuration in Bs(z) is not independent from the event
that the cluster comes s close to z. This difference in measuring the distance of a cluster to a
point makes the arguments more complicated. Our way to solve these complications is to grasp
the essence which makes things work. This led us to the following formal definition of a class of
events which intuitively describe the occurrence of a cluster coming within a distance s from z.
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Definition 7. Let s,C > 0. Let z ∈ H and V ⊂ Ωη be an increasing event. We say that V is an
(s,C)-one-arm like event around z if, for every (semi-)circuit γ in A(z; s,C),
V
⊂ {Bs(z)↔ H\BC (z)}
⊃ {γ open} ∩ Vext(γ ) ∩ Vint(γ ) (3.1)
and
{I (z, s)↔ γ } ⊂ Vint(γ ),
where I (z, s) is the horizontal line segment [z, z + s/8] ⊂ H and Vint(γ ), Vext(γ ) as in (2.1).
For example, for every x, s,C ∈ R and a ∈ [1/8, 1], the events {Bas(x i) ↔ (x i + 2C(1 + i))}
and {I (x, s)↔ H\B2C (x)} are (s,C)-one-arm like events around x i, respectively x . In the proof
of Theorem 1 we will see that also certain events concerning a small conformal radius from z to
a certain cluster are (s,C)-one-arm like events.
Observe that the definition above implies that for every (semi-)circuit γ in A(z; s,C),
V ∩ {γ open} = Vext(γ ) ∩ Vint(γ ) ∩ {γ open}, (3.2)
where V is an (s,C)-one-arm like event around z.
If V is an (s,C)-one-arm like event around z, there is a certain open cluster which comes
within a distance s from z. For any such event V we will also consider a related event where this
cluster hits z. Intuitively a good candidate for such an event would be V ∩ {z ↔ H\BC (z)}, but
this is not appropriate: under this event the cluster C(z) and the earlier mentioned cluster, could
be disjoint. In other words, this event is too large. It turns out that the following definition is
suitable for our purposes.
Definition 8. Let V be an (s,C)-one-arm like event around z. Let V • be an increasing event. We
call V • a point version of V if, for every (semi-)circuit γ in A(z; s,C),
V •
⊂ V ∩ {z ↔ H\BC (z)}
⊃ {γ open} ∩ Vext(γ ) ∩ {z ↔ γ }. (3.3)
For example, for every x, s,C ∈ R and a ∈ [1/8, 1], the event {x i ↔ (x i + 2C(1 + i))} is
a point version of {Bas(x i) ↔ (x i + 2C(1 + i))} and {x ↔ H\B2C (x)} is a point version of
{I (x, s)↔ H\B2C (x)}. To state the coupling proposition we need one more definition.
Definition 9. Let z ∈ H and s,C > 0. Let V and W be (s,C)-one-arm like events around z. We
say that V,W are (s,C)-comparable around z if the events VBC (z) and WBC (z) are equal.
It follows easily from this definition, that equality also holds for any subset of BC (z). In other
words, let V,W be (s,C)-comparable around z, then VA = WA for every A ⊂ BC (z).
Our coupling argument is contained in the following proposition.
Proposition 10. Let C > 0 and z ∈ H. There exist increasing functions ε(s),m(s) : R+ →
(0, 1), with ε(s)→ 0 and m(s)→ 0 as s → 0 such that the following holds. For all s > 0, for
all η < m(s) and for every pair V,W ⊂ Ωη of (s,C)-comparable events around z and point
versions V • of V and W • of W we have Pη(V • | V )Pη(W • | W ) − 1
 < ε(s). (3.4)
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Before we give a proof of this proposition, we introduce some notation and state a lemma
which is crucial in the proof of Proposition 10.
Let C, s > 0 and z ∈ H. Let l(i) := 4−i C . Let N (s,C) = ⌊log4(C/s)⌋ − 2 and let Pi :=
H\Bl(i)(z). We define for every i ∈ {0, 1, 2, . . . , N (s,C)} the annuli AIi := A(z; 14 l(i), 12 l(i)),
AOi := A(z; 12 l(i), l(i)) and Ai := AIi ∪ AOi . We denote by Γ Ii the outermost open (semi-
)circuit in AIi and by ΓOi the innermost open (semi-)circuit in AOi , if they exist. Otherwise, if
there is no (semi-)circuit in AIi (resp. AOi ) we set Γ Ii = ∅ (resp. ΓOi = ∅). Let γI be a fixed
(semi-)circuit in AIi and γO be a fixed (semi-)circuit in AOi . The following observation is quite
standard. Conditioned on {Γ Ii = γI ;ΓOi = γO}, the configuration in int(γI ) ∪ ext(γO) is a
fresh independent copy of a percolation configuration.
Lemma 11. There exists a universal constant C1 ∈ (0, 1) such that the following holds. Let
z ∈ H, s,C > 0, i ≤ N (s,C) and let γI be a deterministic (semi-)circuit. Let V be an
(s,C)-one-arm like event around z. Then, for every ν ∈ VPi we have
Pη(Γ Ii = γI | V ∩ {νPi }) ≥ C1 Pη({Γ Ii = γI } ∩ {ΓOi exists} ∩ {γI ↔ ΓOi }). (3.5)
Proof of Lemma 11. It is sufficient to prove that, for every (semi-)circuit γO ,
Pη({Γ Ii = γI } ∩ {ΓOi = γO} ∩ {γI ↔ γO} | V ∩ {νPi })
≥ C1 Pη({Γ Ii = γI } ∩ {ΓOi = γO} ∩ {γI ↔ γO}). (3.6)
Namely (3.5) immediately follows from (3.6) after summing over the possible (semi-)circuits
γO .
Let γO be an arbitrary (semi-)circuit and
D = {Γ Ii = γI } ∩ {ΓOi = γO} ∩ {γI ↔ γO}.
Then the left hand side of (3.6) is equal to
Pη(D ∩ V ∩ {νPi })
Pη(V ∩ {νPi })
. (3.7)
It follows from (3.2) and Definition 7 that
Pη(D ∩ V ∩ {νPi }) = Pη(D ∩ Vext(γO ) ∩ Vint(γO ) ∩ {νPi })
≥ Pη(D ∩ Vext(γO ) ∩ {I (z, s)↔ γI } ∩ {νPi }).
The last probability is, by the observation about inner- and outermost (semi-)circuits, equal to
Pη(D)Pη(I (z, s)↔ γI )Pη(Vext(γO ) ∩ {νPi }). (3.8)
On the other hand the denominator in (3.7) is, again by Definition 7, less than or equal to
Pη(Vext(γO ) ∩ {νPi } ∩ {Bs(z)↔ γI }) = Pη(Vext(γO ) ∩ {νPi })Pη(Bs(z)↔ γI )
≤ Pη(Vext(γO ) ∩ {νPi }) ·
1
C1
Pη(I (z, s)↔ γI ), (3.9)
where the constant C1 comes from standard RSW and FKG arguments. A combination of
(3.7)–(3.9) gives (3.6). This finishes the proof of Lemma 11. 
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Proof of Proposition 10. We will describe a coupling of the conditional distributions given V
and given W , denoted by P˜. More precisely we construct P˜ such that, for ν, ω ∈ Ωη,
P˜(ν × Ωη) = Pη(ν | V ), P˜(Ωη × ω) = Pη(ω | W ). (3.10)
Furthermore P˜will be such that the probability that the two distributions are successfully coupled
(in a sense defined precisely below) goes to 1 as s tends to zero, uniformly in η. We will finish
the proof by showing how this coupling can be used to prove the proposition.
Let us first describe the coupling procedure. First we draw, independently of each other, νP0
and ωP0 according to, respectively Pη(· | V ) and Pη(· | W ). Next we draw, step by step, the
random elements νAi , ωAi , starting from i = 0.
Every step goes as follows. The outermost (semi-)circuits Γ Ii (ν), Γ Ii (ω) are drawn from the
optimal coupling of Pη(Γ Ii (ν) = · | V ; νPi ) and Pη(Γ Ii (ω) = · | W ;ωPi ). That is, the coupling
is such that P˜(Γ Ii (ν) = Γ Ii (ω) ≠ ∅ | νPi ; ωPi ) is as large as possible.
We say that this step of the coupling is successful if Γ Ii (ν) ≠ ∅ and Γ Ii (ν) = Γ Ii (ω) =: γ .
In that case we can finish the coupling procedure as follows. First we draw νext(Γ Ii (ν))∩Ai and
ωext(Γ Ii (ω))∩Ai from the appropriate conditional probability measures, independently of each
other. So νext(Γ Ii (ν))∩Ai is drawn from the probability measure Pη(· | Γ Ii (ν) = γ ; V ; νPi ).
Since V is an (s,C)-one-arm like event we have for every νint(γ ) ∈ {0, 1}ηT∩int(γ )
Pη(νint(γ ) | Γ Ii (ν) = γ ; V ; νext(γ )) = Pη(νint(γ ) | Vint(γ ); Vext(γ ); Γ Ii (ν) = γ ; νext(γ ))
= Pη(νint(γ ) | Vint(γ )),
where we used (3.2) in the first equality and independence of νint(γ ) and Vint(γ ) from the rest in
the second. The same holds for W . Now we use that V and W are (s,C)-comparable around
z. As we saw immediately after Definition 9 this implies that Vint(γ ) = Wint(γ ), hence the two
conditional distributions of the interior of γ are equal. Thus we can draw νint(γ ) according to
Pη(· | Vint(γ )) and take ωint(γ ) := νint(γ ).
If this step of the coupling was not successful, let γν and γω be the outcomes of Γ Ii (ν)
and Γ Ii (ω) respectively, we draw the random elements νAi , ωAi according to Pη(· | Γ Ii (ν) =
γν; V ; νPi ) and Pη(· | Γ Ii (ω) = γω;W ;ωPi ) independently of each other and continue to the
next step with i + 1.
If all steps, i = 0, . . . , N (s,C), of the coupling were not successful, we draw νRM and ωRM
according to the appropriate conditional probabilities, independently of each other, where
RM := Bl(N (s,C)+1)(z) ⊃ B2s(z). (3.11)
That this procedure defines a coupling for the measures in (3.10) follows from standard
arguments.
Let S denote the event that the coupling is successful (i.e. that some step in the above described
procedure is successful). The crucial property of this coupling is that
(Ωη × W •) ∩ S = (V • × Ωη) ∩ S, (3.12)
which follows easily from Definition 8. To see that P˜(S) → 1 as s → 0, note that it follows
easily from Lemma 11 together with RSW, FKG arguments that there exists a constant C2 > 0
such that for every i
γI
min
E∈{V,W }
ωPi
∈{0,1}Pi

Pη(Γ Ii = γI | E; ωPi )
 ≥ C2.
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Hence, for every step in the procedure described above, the probability that the coupling is
successful is at least C2. Thus
P˜(S) ≥ 1− (1− C2)N (s,C)+1 (3.13)
if η is small enough.
Now we show how this coupling can be used to prove the proposition. First rewrite the
quotient in (3.4)
Pη(V • | V )
Pη(W • | W ) =
P˜((V • × Ωη) ∩ S)+ P˜(V • × Ωη | Sc)P˜(Sc)
P˜((Ωη × W •) ∩ S)+ P˜(Ωη × W • | Sc)P˜(Sc) . (3.14)
We claim that
P˜(V • × Ωη | Sc) ≍ Pη(z ↔ H\B2s(z)); (3.15)
P˜(V • × Ωη | S) ≍ Pη(z ↔ H\B2s(z)); (3.16)
for η small enough. Similarly for Ωη × W •. Applying these claims together with (3.12) and the
fact that P˜(Sc) converges to zero as s tends to zero, uniformly in η as follows from (3.13), proves
the proposition.
It remains to prove the claims (3.15) and (3.16). At first sight one might think that these
bounds are easy consequences of RSW, FKG arguments. This is not completely true since we
have to deal with the condition that the coupling was not successful, respectively successful,
which are neither increasing nor decreasing events. Recall the definition of RM in (3.11). Let
P N := H\RM . It is sufficient to show that, for all suitable νP N × ωP N ,
P˜(V • × Ωη | νP N × ωP N ) ≍ Pη(z ↔ H\B2s(z)). (3.17)
First note that it follows from the coupling procedure that
P˜(V • × Ωη | νP N × ωP N ) = Pη(V • | V ∩ {νP N }).
First we prove that in (3.17), the left hand side is less than or equal to a constant times the right
hand side. To do this we introduce the event B, that there is an open (semi-)circuit in A(z; s, 2s).
We will prove this upper bound by showing that there exist universal constants C3,C4 > 0 such
that, for all suitable νP N
Pη(V • ∩ B | V ∩ {νP N }) ≥ C3 Pη(V • | V ∩ {νP N }); (3.18)
Pη(V • ∩ B | V ∩ {νP N }) ≤ C4 Pη(z ↔ H\B2s(z)). (3.19)
First we consider the lower bound (3.18). Let νP N be arbitrary. Using Lemma 6 and standard
RSW, FKG arguments we get that
Pη(V • ∩ B | V ∩ {νP N }) ≥ Pη(B)Pη(V • | V ∩ {νP N })
≥ C3 Pη(V • | V ∩ {νP N }).
This proves (3.18).
Next we prove the upper bound (3.19). Therefore let Γ denote the outermost open (semi-
)circuit in A(z; s, 2s). Since V is an (s,C)-one-arm like event, we have by Definition 7,
γ
Vext(γ ) ∩ {Γ = γ } ∩ {I (z, s)↔ γ } ⊂ V . (3.20)
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This, together with standard RSW, FKG arguments, implies that there exists a constant C5 > 0
such that
Pη(B ∩ V | νP N ) ≥ Pη(B ∩ Vext(Γ ) ∩ {I (z, s)↔ Γ } | νP N )
≥ C5 Pη(B ∩ Vext(Γ ) | νP N ), (3.21)
since Pη(I (z, s)↔ Γ | B; Vext(Γ ); νP N ) ≥ C5. Hence
Pη(V • ∩ B | V ∩ {νP N }) ≤ Pη({z ↔ Γ } ∩ B | V ∩ {νP N })
≤ Pη(z ↔ H\Bs(z)) · Pη(B ∩ Vext(Γ ) | νP N )Pη(V | νP N )
≤ 1
C5C6
Pη(z ↔ H\B2s(z)) · Pη(B ∩ V | νP N )Pη(V | νP N )
≤ 1
C5C6
Pη(z ↔ H\B2s(z)), (3.22)
where we used in the first inequality Definition 8. In the second inequality we used the fact that
V ⊂ Vext(Γ ) together with the fact that {z ↔ Γ } is independent of everything outside Γ (which
exists because of B). The third inequality follows from (3.21) and the existence of a universal
constant C6 > 0 such that Pη(z ↔ H\B2s(z)) ≥ C6 Pη(z ↔ H\Bs(z)). This gives the desired
inequality (3.19) and completes the proof of the upper bound in (3.17).
Next we consider the lower bound in (3.17). We prove that
Pη(V • | V ∩ {νP N }) ≥ C3 Pη(z ↔ H\B2s(z)). (3.23)
To prove this, we again use the event B. The inequality (3.23) follows immediately from the
following inequality
Pη(V • ∩ B | V ∩ {νP N }) ≥ C3 Pη(z ↔ H\B2s(z)), (3.24)
where C3 > 0 is the same as in (3.18). Similarly to (3.20), but now using Definition 8, we have
γ
{Γ = γ } ∩ Vext(γ ) ∩ {z ↔ γ } ⊂ V •, (3.25)
where Γ is the outermost circuit in A(z; s, 2s). Hence
Pη(V • ∩ B | V ∩ {νP N })
(3.25)≥

γ
Pη({Γ = γ } ∩ Vext(γ ) ∩ {z ↔ γ } ∩ {νP N })
Pη(V ∩ {νP N }) ,
≥ Pη(z ↔ H\B2s(z))

γ
Pη({Γ = γ } ∩ Vext(γ ) ∩ {νP N })
Pη(V ∩ {νP N }) ,
≥ Pη(z ↔ H\B2s(z))Pη(B ∩ V ∩ {νP N })Pη(V ∩ {νP N }) . (3.26)
It follows from Lemma 6 together with the fact that Pη(B) ≥ C3 that
Pη(B ∩ V ∩ {νP N }) ≥ C3 · Pη(V ∩ {νP N }). (3.27)
This completes the proof of (3.24) and finishes the proof of Proposition 10. 
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3.2. Proof of Theorem 1
Let u1, u2, w be fixed. Because of Theorem 3 it is sufficient to show that for every ε > 0,
there exists s > 0, such that ∀s1, s2, s3 < s : ∃η0 > 0 with the property that Pη(u1 ↔ u2 ↔ w | E
s1,s2,s3
u1,u2,w)
2
Pη(u1 ↔ u2 | E s1,s2u1,u2)Pη(u1 ↔ w | E s1,s3u1,w)Pη(u2 ↔ w | E s2,s3u2,w)
− 1
 < ε, (3.28)
for all η < η0.
In order to prove (3.28) we define the following events:
E s1,•u1,u2 := {[u1, u1 + s1] ∩ C(u2) ≠ ∅}; (3.29)
E•,s3u1,w := {ρ(w, C(u1)) < s3};
E•,s3u2,w := {ρ(w, C(u2)) < s3};
E s1,•,s3u1,u2,w := {[u1, u1 + s1] ∩ C(u2) ≠ ∅} ∩ {ρ(w, C([u1, u1 + s1])) < s3};
E•,•,s3u1,u2,w := {u1 ↔ u2} ∩ {ρ(w, C(u1)) < s3}.
Let C := (min{|u1 − u2|, |u1 − w|, |u2 − w|})/(2
√
2). We claim the following about the events
defined in (2.3) and (3.29).
1. Every event of the form E s1,s2,s3a1,a2,a3 or E
s1,s2
a1,a2 where the ai ’s are in {u1, u2, w} and each si is
in R+ or si = •, defined in (2.3) and (3.29), is, for each s j ≠ • an (s j ,C)-one-arm like
event around a j . For example E
s1,•,s3
u1,u2,w is an (s1,C)-one-arm like event around u1, and an
(s3,C)-one-arm like event around w.
2. The events {u1 ↔ u2}, {u1 ↔ w}, {u2 ↔ w}, {u1 ↔ u2 ↔ w} are point versions of respec-
tively E s1,•u1,u2 , E
•,s3
u1,w, E
•,s3
u2,w and E
•,•,s3
u1,u2,w.
3. Each event in (3.29) is a point version of the corresponding event E s1,s2,s3a1,a2,a3 or E
s1,s2
a1,a2 , where
the “•” is replaced by a positive number s j . E.g. E•,•,s3u1,u2,w is a point version of E s1,•,s3u1,u2,w and
E s1,•u1,u2 is a point version of E
s1,s2
u1,u2 .
4. Each pair of events of the form E s1,s2,s3a1,a2,a3 and E
s1,s2
a1,a2 where the ai ’s are in {u1, u2, w} and
each si is in R+ or si = •, defined in (2.3) and (3.29), are, for each j where both events
have s j ≠ •, (s j ,C)-comparable around a j . For example the events E s1,s2u1,u2 , E s1,s3u1,w, E s1,s2,s3u1,u2,w,
E s1,•u1,u2 , E
s1,•,s3
u1,u2,w are pairwise (s1,C)-comparable around u1.
Before we give proofs of these claims we show how Theorem 1 follows from them. We
factorize the numerator in (3.28) as follows
Pη(u1 ↔ u2 ↔ w | E s1,s2,s3u1,u2,w)2
= Pη(u1 ↔ u2 ↔ w | E•,•,s3u1,u2,w)2 · Pη(E•,•,s3u1,u2,w | E s1,•,s3u1,u2,w)2
·Pη(E s1,•,s3u1,u2,w | E s1,s2,s3u1,u2,w)2. (3.30)
The probabilities in the denominator in (3.28) can be factorized as follows
Pη(u1 ↔ u2 | E s1,s2u1,u2) = Pη(u1 ↔ u2 | E s1,•u1,u2)Pη(E s1,•u1,u2 | E s1,s2u1,u2) (3.31)
Pη(u1 ↔ w | E s1,s3u1,w) = Pη(u1 ↔ w | E•,s3u1,w)Pη(E•,s3u1,w | E s1,s3u1,w) (3.32)
Pη(u2 ↔ w | E s2,s3u2,w) = Pη(u2 ↔ w | E•,s3u2,w)Pη(E•,s3u2,w | E s2,s3u2,w). (3.33)
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Plugging this into the quotient in (3.28) and applying Proposition 10 to the 6 pairs of (si ,C)-
comparable events completes the proof.
It remains to prove claims 1–4 above. Some of these claims follow immediately, for the others
we use two standard properties of conformal radius. The first is (2.2). The second property is
monotonicity: the conformal radius is non-decreasing as the domain A decreases, (as is well
known and follows easily from Schwarz’ Lemma. See for example [2]).
We prove claim 1 for a particular event, namely E•,s3u1,w.
(a) It is increasing: Let ω ∈ E•,s3u1,w and ν ≥ ω, then C(u1)(ω) ⊂ C(u1)(ν). Here C(u1)(ω) means
the cluster of u1 under the configuration ω. Thus by monotonicity of the conformal radius
ρ(w, C(u1)(ν)) ≤ ρ(w, C(u1)(ω)) < s3 and ν ∈ E•,s3u1,w.
(b) E•,s3u1,w ⊂ {Bs3(w) ↔ H\BC (w)}: Suppose that ω ∈ E•,s3u1,w. It follows from (2.2) that
minx∈C(u1) |w − x | < s3. Further
√
2C ≤ |u1 − w|/2, which implies that ω ∈ {Bs3(w) ↔
H\BC (w)}.
Let γ be an arbitrary (semi-)circuit in A(w; s3,C). Let D := E•,s3u1,w
(c) {γ open} ∩ Dext(γ ) ∩ Dint(γ ) ⊂ D: Let ω ∈ Dint(γ ) and ν ∈ Dext(γ ). By definition there
exists ν˜ such that νext(γ ) × ν˜ ∈ D. With the second inequality in (2.2) this implies that
u1 ↔ γ in ext(γ ). Next let ω˜ be such that ωint(γ ) × ω˜ ∈ D. Then it is easy to see that
C(u1)(ωint(γ ) × ω˜) ∩ int(γ ) ⊂ C(γ )(ω) ∩ int(γ ). Monotonicity of the conformal radius
implies now that
ρ (w, C(γ )(ω)) ≤ ρ w, C(u1)(ωint(γ ) × ω˜) < s3.
Let υ := ωint(γ ) × {1}γ × νext(γ ). Note that C(u1)(υ) ∩ int(γ ) = C(γ )(ω) ∩ int(γ ). Thus
ρ(w, C(u1)(υ)) = ρ(w, C(γ )(ω)), and hence υ ∈ D.
(d) {I (w, s3) ↔ γ } ⊂ Dint(γ ): Let ω ∈ {I (w, s3) ↔ γ } and ν ∈ {u1 ↔ γ }. Then the first
inequality in (2.2) implies that ωint(γ ) × {1}γ × νext(γ ) ∈ D, hence ω ∈ Dint(γ ).
This completes the proof of claim 1 for this particular event. The proofs for the other
events and claims are very similar and we omit them. 
3.3. Proof of Theorem 2
We will use the notation
E s1,•,•u1,u2,w := {{u2, w} ⊂ C([u1, u1 + s])} . (3.34)
With this notation we can write the quotient in (1.2) as
P({u2, w} ⊂ C([u1, u1 + s]))
P(w ∈ C([u1, u1 + s]))P(u2 ∈ C([u1, u1 + s])) =
Pη(E s,•,•u1,u2,w)
Pη(E s,•u1,w)Pη(E
s,•
u1,u2)
. (3.35)
Similarly to the proof of Theorem 1 we factorize this as follows
Pη(E s,•,•u1,u2,w)
Pη(E s,•u1,w)Pη(E
s,•
u1,u2)
= Pη(E
s,•,•
u1,u2,w | E s,•,s3u1,u2,w)
Pη(E s,•u1,w | E s,s3u1,w)
· Pη(E
s,•,s3
u1,u2,w | E s,s2,s3u1,u2,w)
Pη(E s,•u1,u2 | E s,s2u1,u2)
· Pη(E
s,s2,s3
u1,u2,w)
Pη(E s,s3u1,w)Pη(E
s,s2
u1,u2)
. (3.36)
The first two ratio’s converge to 1 by Proposition 10, uniformly in η. Namely the involved events
are point versions and (s,C)-comparable, by similar arguments as in the proof of Theorem 1.
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We claim that the ratio
Pη(E s,s2,s3u1,u2,w)
Pη(E s,s3u1,w)Pη(E
s,s2
u1,u2)
(3.37)
converges to the function ψ(u1, s, u2, w), as η, s2, s3 tend to zero. To prove this claim we note
that
Pη(E s,s2,s3u1,u2,w)
Pη(E s,s3u1,w)Pη(E
s,s2
u1,u2)
= s
−5/48
3 · Pη(E s,s2,s3u1,u2,w | E s,s2u1,u2)
s−5/483 · Pη(E s,s3u1,w)
. (3.38)
Theorem 4 and Lemma 5 imply that the following limit of (3.38) exists: First send η to zero, after
that send s2 to zero and finally let s3 go to zero. This, together with the uniform convergence in
η of the first two ratio’s in (3.36), implies that the limit in (1.2) exists and is equal to
π5/48|Ψ ′u1,s,u2(w)|5/48G
ℜ(Ψu1,s,u2(w)),ℑ(Ψu1,s,u2(w))
25/48 H(0) · |φ′(w)|5/48(sin(πω/2))1/3 , (3.39)
where Ψ ,G, φ, H, ω are as in Theorem 4 and Lemma 5.
To finish the proof of Theorem 2 we have to simplify (3.39) and show that it is equal to the
function ψ(u1, s, u2, w) given in that theorem. Hereto let Π : H → H be a conformal map
such that the points u1, u1 + s, u2 are mapped to −1, 1,∞ respectively. Let w˜ = Π (w). Let
Ψ˜ : H→ S be the conformal map, such that Ψ = Ψ˜ ◦Π , thus
Ψ˜(z) = −i
π
arcsin(z)+ 1
2
i.
Further let φ˜ be the conformal map such that φ = φ˜ ◦Π . We have that
|φ′(w)| = |Π
′(w)|
2ℑ(w˜) , |Ψ
′(w)| = |Π
′(w)|
π
|1− w˜2| . (3.40)
Recall that x = ℜ(Ψu1,s,u2(w)), y = ℑ(Ψu1,s,u2(w)) and Ψu1,s,u2(w) = Ψ˜(w˜), thus
sinh(πx) = sinh(ℑ(arcsin(w˜))),
sin(πy) = cos(ℜ(arcsin(w˜))).
It follows from standard formulas for hyperbolic functions that
sinh(πx)2 sin(πy)2 = ℑ(w˜)2, (3.41)
sinh(πx)2 + sin(πy)2 = |1− w˜2|. (3.42)
Further note that
1
sinh(πx)
1/3  sinh(πx)2 sin(πy)2
sinh(πx)2 + sin(πy)2
11/96
=

sin(πy)2
sinh(πx)2 + sin(πy)2
1/6 
sinh(πx)2 + sin(πy)2
sinh(πx)2 sin(πy)2
5/96
. (3.43)
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Putting together the definition of G in (2.6) and equations (3.40)–(3.43) gives that (3.39) is equal
to
eπx/3 H(x)
H(0)
·

cos(ℜ(arcsin(w˜)))|1− w˜2| sin(πω/2)
1/3
. (3.44)
Recall that ωπ is equal to the angle at w˜ in the triangle with corners −1, 1, w˜. It follows easily
that
sin(πω/2) =

1
2
− |w˜|
2 − 1
2|1− w˜2| ,
and from formulas for hyperbolic functions, including (3.42), that
2 cos(ℜ(arcsin(w˜)))2 = |1− w˜2| + 1− |w˜|2,
which together imply that the last factor in (3.44) equals 1. This completes the proof of
Theorem 2. 
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