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Abstract—In this paper, we build autoencoder based pipelines
for extreme end-to-end image compression based on Ballé’s
approach [1], which is the state-of-the-art open source implemen-
tation in image compression using deep learning. We deepened
the network by adding one more hidden layer before each strided
convolutional layer with exactly the same number of down-
samplings and up-samplings. Our approach outperformed Ballé’s
approach, and achieved around 4.0% reduction in bits per pixel
(bpp), 0.03% increase in multi-scale structural similarity (MS-
SSIM), and only 0.47% decrease in peak signal-to-noise ratio
(PSNR), It also outperforms all traditional image compression
methods including JPEG2000 and HEIC by at least 20% in
terms of compression efficiency at similar reconstruction image
quality. Regarding encoding and decoding time, our approach
takes similar amount of time compared with traditional methods
with the support of GPU, which means it’s almost ready for
industrial applications.
Index Terms—image coding, image compression, deep learning,
autoencoder
I. INTRODUCTION
In recent years, image coding has seen lots of innovations
invoked by deep learning. Some deep learning approaches
have outperformed all traditional methods in terms of com-
pression efficiency and reconstruction quality. The state-of-the
art deep learning approach with open source implementation
was proposed by Ballé et al in 2018 [1], and open sourced on
github in 2019 [2]. The goal of the research is to improve the
approach and achieve better experimental results. 1
By learning from our previous research [3], and conducting
dozens of new experiments in exploring neural networks
architecture and hyper parameters space, we successfully out-
performed the previous state-of-the-art image coding method
(Ballé et al 2018) [1]2. With similar PSNR and MS-SSIM, our
approach achieved around 4% rate saving. We also proved that
replacing single convolutional layer with double convolutional
layers and smaller kernels before down sampling is an effective
way in improving model perforance of autoencoder models
used in image compression.
For faster experiments, we implemented the functionality
to encode, decode and evaluate images in batches, which is
around 10 times faster than previous approaches.
1© 2020 IEEE. Personal use of this material is permitted. Permission from
IEEE must be obtained for all other uses, in any current or future media,
including reprinting/republishing this material for advertising or promotional
purposes, creating new collective works, for resale or redistribution to servers
or lists, or reuse of any copyrighted component of this work in other works.
2The source code of our implementation is available in
bit.ly/deepimagecompressiongithub.
Another major contribution of this paper is the accurate
measurement of encoding and decoding time of the previous
state-of-the-art image coding method (Ballé et al 2018) [1],
and comparing it with that of traditional approaches like
JPEG2000 and HEIC. Experimental results show that our
approach only cost 12.12% more decoding time compared
with the baseline, which is quite good for 4% rate saving.
Compared with HEIC, our approach cost around 85% more
decoding time, which is not bad for 24.17% rate saving at
almost the same PSNR and MS-SSIM, and much better than
most deep learning approaches so far, which often require 10
to 1000 times decoding time comparing with HEIC even with
the support of GPU.
II. PRIOR ART
As we mentioned in our previous work [3], traditional
image compression methods were represented by JPEG,
JPEG2000 [4], BPG [5] and HEIC [6]. In comparison, deep
learning based methods were represented by generative ad-
versarial networks (GAN) [7], super resolution [8] and au-
toencoder [9] [1] [10] [11] . Among all deep learning based
methods with open source implementation, the autoencoder
model proposed by Ballé et al in 2018 [1] was the state-
of-the-art, and outperformed all traditional and other deep
learning based methods regarding reconstruction quality and
compression efficiency, thus we select it as our baseline to
compare.
A. Baseline Overview
The baseline was built on top of Ballé’s work in 2017 [9],
and the major difference is that it incorporates a hyperprior
to capture spatial dependencies in the latent representation.
This hyperprior relates to side information and was trained
jointly with the underlying autoencoder [1]. This innovation
yielded the state-of-the-art rate-distortion performance so far
in all published ANNs (artificial neural networks) with open
source implementation.
The structure of the baseline is shown in Figure 1. The left
side shows an image autoencoder architecture. The right side
corresponds to the autoencoder implementing the hyperprior.
The factorized-prior model uses the identical architecture for
the analysis and synthesis transforms ga and gs . Q represents
quantization. AE and AD represent arithmetic encoder and
arithmetic decoder, respectively. Convolution parameters are
denoted as: number of filters × kernel support height × kernel
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support width / down or up sampling stride, where ↑ indicates
up sampling and ↓ down sampling. N and M were chosen
dependent on λ [1]. For the baseline, we chose N = M = 192
when λ = 0.01.
The encoder subjects the input image x to ga, yielding
the responses y with spatially varying standard deviations.
The responses are fed into ha, summarizing the distribution
of standard deviations in z. z is then quantized, compressed,
and transmitted as side information. The encoder then uses
the quantized vector to estimate, the spatial distribution of
standard deviations, and uses it to compress and transmit
the quantized image representation. The decoder first recov-
ers from the compressed signal. It then uses hs to obtain,
which provides it with the correct probability estimates to
successfully recover as well. It then feeds into gs to obtain
the reconstructed image. [1]
Fig. 1. Network architecture of the baseline. [1]
III. PROPOSED METHOD
During our previous work [3], we did many experiments,
and did not record all the intermediate results, which made
it difficult to isolate the influence of each variable. Therefore,
when improving the baseline this time, we reduced the number
of variables that we modified simultaneously, so that we can
better track the differences caused by changing single variable.
We used very similar network structure as the baseline, only
replacing the kernel size from 5× 5 to 3× 3 and added one
additional convolutional layer before each down sampling or
up sampling. Experimental results shown that our modifica-
tions improved compression ratio by around 4% with similar
reconstruction quality.
Similar to our modifications in previous work [3], we added
one more convolutional layer before each down sampling or
up sampling. The difference is that we used the same number
of down sampling and up sampling as that of the baseline, to
better isolate variables in our experiments. Since the encoder
and decoder were similar in structure, we use encoder as
example to illustrate our improvement as in Figure 2. In
the encoder of Ballé’s approach, there are four convolutional
layers with kernel size of 5 × 5 and four down samplings. In
our approach, there are eight convolutional layers with kernel
size of 3 × 3 and four down samplings.
This modification is the best among dozens of experiments
for structural improvement. Experimental results have shown
that this modification works well and can provide around 4%
improvement on bpp with similar mean square error (MSE)
when the models were trained to 1 million iterations. The
reason why our modifications works better is possibly that
more convolutional layers before information loss caused by
down sampling can provide more parameters to learn image
features, so that the model can better capture details in image
compression. This is similar to our improvement in previous
work [3], but with more strict control on independent variables.
The size of kernels was reduced from 5 × 5 to 3 × 3
to maintain a relatively similar scale for overall convolution,
since the model has two convolutional layers instead of one
before each down sampling or up sampling in our approach.
This should not have much influence on the result but can be
isolated in future experiments.
IV. EXPERIMENTAL RESULTS
For the baseline, we only trained the model with lambda =
0.01 with 1M iterations. Each experiment took around 1 week
on single GPU (Nvidia GeForce GTX 1070).
All models were trained using CLIC professional-train
dataset [12] and evaluated using Kodak True Color Image
Suite [13]. The CLIC professional-valid dataset contains im-
ages that are too large to fit into the eight gigabytes memory
of Nvidia Geforce GTX1070, which would lead to incomplete
reconstructed images and incorrect evaluation metrics. CLIC
professional-train dataset contains more than 600 pictures
taken by professional cameras, with resolutions from standard
definition (SD) to high definition (HD), covering various sce-
narios. The Kodak True Color Image Suite contains pictures of
different categories, including scenarios in the wild, buildings
in the city, portraits, and sports, with resolution of either 512
× 768 or 768 × 512, in RGB color domain.
The baseline used RGB domain as the only supported
color domain, and we did not change that part during all our
experiments. Therefore, during preprocessing, we converted
all the training images from sRGB domain to RGB domain.
Each training image was randomly sliced to patches of
size 256 × 256. Ideally, this step belongs to preprocessing
and should be executed independent of the training process.
However, the baseline script directly included this step in the
training process, which might have some influence on dupli-
cating experimental results. Considering the training iterations
was more than 1 million, which was much larger than the
number of training images, the differences caused by randomly
slicing should be minimal and can be ignored. Therefore,
we did not change this part in our approach during these
experiments.
Among all models we trained, the best one was the one
described in Section III, which added one additional convolu-
tional layer before each down sampling or up sampling with
kernel size of 3 × 3 instead of 5 × 5.
A. Single-point comparison between the Baseline, Our ap-
proach, JPEG2000 and HEIC
We trained both the baseline and our approach to 1 million
iterations and observed that our approach can achieve signifi-
Fig. 2. Comparison between encoder structure of Ballé’s approach and our approach.
cantly lower bpp with similar MSE, and this trend is consistent
and stable throughout the training process.
As is shown in Figure 3, at the beginning, the MSE of our
approach is higher than that of Ballé’s approach. However, as
training went on, the MSE of our approach steadily decreased
to the same level as that of Ballé’s approach and reached a
stable status from 600k to 1M iterations.
Fig. 3. Comparison of MSE over training iterations between Ballé’s approach
and our approach.
As is shown in Figure 4, at the beginning, the bpp of our
approach was lower than that of Ballé’s approach, and as
training went on, this advantage maintained well till the end
of 1 million iterations. At the end of training, our approach
achieved around 4% reduction in bpp than that of Ballé’s
approach.
Note that the first 50K iterations were a bit different from
later iterations, as is shown in Figure 5. Our approach started
with a lower bpp, and Ballé’s approach started with a higher
bpp. The bpp of our approach then increased a bit till iteration
15k, while the bpp of the baseline decreased. From iteration
15k to 30k, the bpp of both approaches were very close
to each other. After iteration 30k, the bpp of our approach
started to decrease faster than that of Ballé’s approach. The
reason for this difference in the starting bpp still needs further
experiments to reveal.
Fig. 4. Comparison of bpp over training iterations between Ballé’s approach
and our approach.
Fig. 5. Comparison of bpp in the first 50K training iterations between Ballé’s
approach and our approach.
Averaged on all 24 pictures in Kodak True Color Image
Suite, our approach achieved better performance than all
previous standards, as is shown in Table I. Compared with
the baseline, our approach achieved around 4.0% reduction in
bpp, 0.03% increase in MS-SSIM and only 0.47% decrease in
PSNR. Compared with HEIC, our approach achieved around
24.17% reduction in bpp, at almost the same PSNR and MS-
SSIM.
Regarding encoding and decoding time, our approach takes
12.12% more decoding time than the baseline, and around 85%
more decoding time compared with HEIC with the support of
GPU. This is much better than most deep learning approaches
so far, which often requires 10 to 1000 times more decoding
time compared with HEIC.
TABLE I
COMPARISON BETWEEN JPEG2000, HEIC, BALLÉ’S APPROACH, OUR
APPROACH, OVER KODAK TRUE COLOR IMAGE SUITE.
Standard Average
bpp
Average
PSNR
Average
MS-
SSIM
Encoding
Time
(seconds)
Decoding
Time
(seconds)
Hardware
JPEG
2000
0.7934 32.60 0.9777 0.10 0.12 Intel
Core i7
2.8Hz
2 core
HEIC 0.5594 31.89 0.9693 0.15 0.10 Intel
Core i7
2.8Hz
2 core
Ballé
et al
2018
0.4419 32.03 0.9674 0.1222 0.1650 single
Nvidia
Geforce
GTX
1070
Our
Ap-
proach
0.4242 31.88 0.9677 0.2369 0.1850 single
Nvidia
Geforce
GTX
1070
Note that this is the minimum bpp that JPEG2000 could
achieve with the evaluation images on macOS Mojave 10.14.6.
Besides, the encoding time and decoding time for JPEG2000
and HEIC were estimated manually by encoding and decoding
all 24 images in Kodak True Color Image Suite on a MacBook
Pro laptop. The actual time should be slightly shorter since the
I/O time of SSD (solid state drive) was not subtracted.
For the baseline, the official script did not include timing
options, but we added it by ourselves to the baseline and
our approach. We pre-loaded the model before encoding and
decoding images and excluded I/O time when calculating
encoding and decoding time for the baseline and our approach.
Note that for some large pictures in CLIC professional-
valid dataset, the encoding time for our approach would be
significantly prolonged due to exceeding GPU memory limit.
When compressing some large images, the baseline and
our approach might raise alarm when GPU memory is not
sufficient. This usually would not cause problem if each image
was compressed using separate Python session but might cause
problem if many images were compressed one after another
in the same Python session. Typical problem was that the
reconstructed images were incomplete and had meaningless
blocks as in Figure 6 . This phenomenon might also happen
when there is no alarms at all, even ocassionally on small
images. It might be caused by random computation error of
GPU.
B. Other Observations
Pictures with alpha channel can’t be directly compressed
using the baseline or our approach. The alpha channel might
be missing in the reconstructed images, which would make the
reconstructed images look significanly darker than the original
ones.
Fig. 6. An incomplete picture processed by Ballé’s approach. Right-bottom
corner was incomplete due to exceeding GPU memory limit, competing with
other tasks in the same Python session or random computation error of GPU.
Another interesting observation is that the image com-
pressed by HEIC sometimes might lose one pixel in height
or width when compressing images with dimension of odd
numbers, resulting in a resolution different from that of the
original image. This change in resolution was unexpected, but
we got the same result after repeating the operation several
times on macOS Mojave 10.14.6.
V. CONCLUSION AND FUTURE SCOPE
In our improvement on Ballé’s approach [1], which is
the state-of-the-art image compression approach using deep
learning with open source implementation, we proposed an
improved autoencoder that outperformed JPEG2000, HEIC,
and Ballé’s approach in bpp at comparable PSNR and MS-
SSIM.
Compared with Ballé’s approach, our approach achieved
around 4.0% reduction in bpp, 0.03% increase in MS-SSIM
and only 0.47% decrease in PSNR.
Compared with HEIC, our approach achieved around
24.17% reduction in bpp, at almost the same PSNR and MS-
SSIM.
Regarding encoding and decoding time, our approach takes
12.12% more decoding time than the baseline, and around 85%
more decoding time compared with HEIC with the support of
GPU. This is much better than most deep learning approaches
so far, which often requires 10 to 1000 times more decoding
time compared with HEIC.
In conclusion, we successfully achieved the research goal
by improving the state-of-the-art image compression method
and achieving the new state-of-the-art results.
We truly believe that deep learning based approaches still
have lots of potentials in image and video compression, and we
plan to dedicate more time in improving our approach further
in the future.
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