In this paper, we design algorithms for clustering locally asymptotically self-similar stochastic processes. We show a sufficient condition on the dissimilarity measure that leads to the consistency of the algorithms for clustering offline and online data settings, respectively. As an example of application, clustering synthetic data sampled from multifractional Brownian motions is provided.
Introduction
In machine learning, cluster analysis aims to group a set of objects in a way that objects in the same cluster are more similar under some dissimilarity measure to each other than to those in other clusters. In practice, clustering analysis is usually performed to explore hidden patterns of a given dataset. As a common technique for statistical data analysis, it has nowadays been applied in many fields, including bioinformatics (Saldanha, 2004; Li and Godzik, 2006; Fu et al, 2012) , information retrieval (Jardine and van Rijsbergen, 1971; Tombros et al, 2002) , signal and image processing (Rubinstein et al, 2013) , geology (Juozapavičius and Rapsevicius, 2001) and financial analysis (Pavlidis et al, 2006; Bastos and Caiado, 2014; Ieva et al, 2016) . Many clustering analyses have a focus on clustering vector type data, as a result there is no shortage of such clustering algorithms (Xu and Wunsch, 2005) . However, it is known that, stochastic processes data are a quite different data type in machine learning, since their observations (sample paths) are sampled from processes distributions, not random vectors. Today clustering analysis on stochastic processes requires increasingly intense study, due to their vital importance to many applied areas, where the collected information are often ordered with respect to time. Examples of these time-indexed information include biological data, financial data, marketing data, surface weather data, geological data and video/audio data, etc. Like clustering random vectors, Clustering stochastic processes is also basically processed in two steps:
Step 1 Construction of a meaningful dissimilarity measure, under which two objects are close to each other.
Step 2 Construction of a clustering function based on the above dissimilarity measure, that is accurate and computationally efficient enough.
A natural question then arises: is it suitable to apply existing approaches for clustering finite sequences to cluster processes? These classical approaches include non-hierarchical approaches (e.g., K -means clustering methods) and hierarchical approaches (e.g., agglomerative method, divisive method) (Hartigan, 1975) , based on "naive" dissimilarity measures (for instance, Euclidean distance, Manhattan distance or Minkowski distance). The answer is negative, because there are at least 2 potential risks when applying the above approaches to cluster processes:
1. When the observations have great length, these approaches suffer from huge complexities. It is stated that classical algorithms are often computationally forbidding for clustering processes (Ieva et al, 2016; Peng and Müller, 2008) .
2. These approaches, without consideration of processes' paths features, might suffer from over-fitting problem. For example, clustering a periodic process (a path feature) based on Euclidean distance between the paths, will result in over-fitting the noises so that the algorithm will fail to capture that periodicity in forecasting.
Fortunately, the above two issues could be fixed, if one constructs an appropriate dissimilarity measure that captures the processes' path features (stationarity, Markov property, self-similarity, sparsity, seasons, etc.). Clustering processes is then performed to group any two sample paths into one cluster, if they are relatively close to each other under that dissimilarity measure. Examples of such dissimilarity measures include Peng and Müller (2008) ; Ieva et al (2016) ; Khaleghi et al (2016) . Especially in Khaleghi et al (2016) , a consistent algorithm is designed to cluster stationary ergodic processes, i.e., the estimated clusters output by the algorithm converges in probability or almost surely to the ground truths.
In our paper, we extend Khaleghi et al (2016) 's work to cluster another general type of stochastic processes -locally asymptotically self-similar processes. Consistent algorithms are obtained in this setting, since stationarity and ergodicity allow the process to present some featured asymptotic behaviors with respect to their length, rather than to the total number of paths.
The paper is organized as below. In section 2, we introduce a class of locally asymptotically self-similar processes. In Section 3, a dissimilarity measure and consistent algorithm for clustering both offline and online datasets are designed. A simulation study is performed in Section 6, where the consistent algorithms are applied to cluster multifractional Brownian motions, a representative of locally asymptotically self-similar process.
2 Locally Asymptotically Self-similar Processes 2.1 Self-similarity and Local Asymptotic Self-similarity Self-similar processes are processes that are invariant in distribution under suitable scaling of time. These processes can be used to model many time scaling random phenomena that can be observed in high frequency data from engineering, biology, finance and other areas. Self-similar process is quite a general benchmark process in the stochastic modeling, such as financial pricing models and stochastic heat equations. It is not stationary but tightly related to the stationary processes.
Definition 1 (Self-similar process, see Samorodnitsky and Taqqu (1994) 
. . , t n ≥ 0, and all c > 0,
where l aw = denotes equal in probability distribution.
From Definition 1, we see that a self-similar process with H > 0 is not stationary, however if the assumption H > 0 is relaxed to H = 0, then the corresponding process is a stationary process. If a self-similar process' increments are covariance stationary (its covariance structure is invariance subject to time shift), then its covariance structure can be explicitly given as below (Embrechts and Maejima, 2000) :
be a zero-mean (E(X (H ) t ) = 0 for all t ≥ 0) self-similar process with index H ∈ (0, 1) and covariance stationary increments. Then for any s, t ≥ 0,
Locally asymptotically self-similar processes are a natural extension of self-similar processes.
Definition 2 (Locally asymptotically self-similar process, see Boufoussi et al (2008))
where the convergence
− −−− → is in the sense of the finite dimensional distributions.
In (1), {X (H ) u } u is called the tangent process. It is shown in Falconer (2002) 
is unique in law, it then has stationary increments and it is self-similar with index H . The local asymptotic self-similarity extends the self-similarity, because it is also pointed out in Falconer (2002) that, any non-degenerate self-similar process X = {X (H ) t } t ≥0 with stationary increments is locally asymptotically self-similar and its tangent process is X itself.
Throughout this paper we assume the observed dataset satisfy the following:
The observed dataset consist of paths that are sampled from locally asymptotically self-similar processes with index H ; its tangent process has unique law with finite covariance structure; moreover, the tangent process is autocovariance-ergodic.
Since stationary processes with finite covariance structures are also covariance stationary, then it is important to note that Assumption (A ) indicates that the tangent processes of the observed processes have covariance stationary increments. This inspires us to introduce a covariance-based dissimilarity measure, to cluster the locally asymptotically self-similar processes. The assumption of autocovariance-ergodicity is sufficient for the clustering algorithms to be consistent.
In the following we list some well-known self-similar and locally asymptotically selfsimilar processes.
Example 1 Fractional Brownian Motion.
A fractional Brownian motion (fBm) {B H (t )} t (with Hurst index H ∈ (0, 1), see Mandelbrot and van Ness (1968)) satisfies Assumption (A ). Indeed, it is self-similar with index H and has covariance stationary increments.
Example 2 Processes of which the tangent is a fractional Brownian motion.
Let the process {Y t } t ≥0 satisfy the following:
where H (·) is a continuous function values in (0, 1), and for each t ≥ 0, B H (t ) is an fBm with index H (t ).
Example 3 Multifractional Brownian motion.
As one of the most natural extensions of fBm, multifractional Brownian motion (mBm) has broad applications in finance, as indicated by Lévy-Véhel (1995 ), Bertrand et al. (2012 and Bianchi et al. (2013) . In finance, it is shown that fBm is an excellent candidate to model long-term memory in stock markets (Comte and Renaul, 1998 and Sánchez et al., 2008) , while the Brownian motion can't capture this important feature. Note that fractional Brownian motion is not a semi-martingale, when its Hurst parameter is different from 1/2. Fortunately, unlike stock prices, several processes like stochastic volatil-ity, currency exchange rates, or short interest rates do not necessarily need to be semimartingales for a mathematical model to be arbitrage-free. For each of these processes, there is empirical evidence of long-term memory. We refer to Corlay et al. (2014) for stochastic volatility, Xiao et al. (2010) for exchange rates, and Ohashi (2009) for interest rates. Making the Hurst parameter time-dependent allows us to model different regimes of the stochastic process of interest. For example, in times of financial crisis, asset volatility rises significantly. Likewise, empirical evidence shows that there have been periods of different volatilities in either exchange rates or interest rates. This phenomena motivates researchers to introduce mBm into finance, since unlike fBm, the local regularity of volatilities driven by mBm allows changes over time. Let {B H (t ) (t )} t denote an mBm with Hurst function H .
We define the mBm {B H (t ) (t )} t ∈[0,1] through its harmonizable representation (see Benassi et al. 1997; Samorodnitsky and Taqqu, 1994; Bardet and Surgailis, 2013) :
where:
with Γ being the gamma function.
− The Hurst functional parameter H (·) belongs to the Hölder space C β ([0, 1]) for some β ∈ (0, 1).
− The complex-valued stochastic measure d W is defined as the Fourier transform of the real-valued Brownian measure dW . More precisely, for all f ∈ L 2 (R),
where f denotes the Fourier transform of f :
Clustering Locally Asymptotically Self-similar Processes
We present our main results in this section. Under Assumption (A), the tangent process has covariance stationary increments. Therefore we choose a covariance-based dissimilarity. The problem of clustering processes via their covariance structures then leads us to formulating our targets in the following way.
Definition 3 (Ground-truth G of covariance structures) Let
be a partitioning of N into κ disjoint sets G k , k = 1, . . . , κ, such that the means and covariance structures of x i , i ∈ N are identical, if and only if i ∈ G k for some k = 1, . . . , κ. Such G is called ground-truth. We also denote by G| N the restriction of G to the first N sequences:
A consistent clustering algorithm will aim to output the ground-truth partitioning G, as the sample size grows. Before stating these algorithms, we introduce the inspiring framework done by Khaleghi et al (2016) . Depending on how the information is collected, the stochastic processes clustering problems consist of dealing with two models: offline setting and online setting.
Offline setting:
The observations are assumed to be a finite number N of paths:
Each sequence is generated by one of κ different unknown process distributions. In this case, a consistent clustering function should satisfy the following.
Definition 4 (Consistency: offline setting)
A clustering function f is consistent for a set of sequences S if f (S, κ) = G. Moreover, denoting n = min{n 1 , . . . , n N }, f is called strongly asymptotically consistent in the offline sense if with probability 1 from some n on it is consistent on the set S:
It is weakly asymptotically consistent if lim n→∞ P( f (S, κ) = G) = 1.
Online setting: The observations, having growing length and number of scenarios with respect to time t , are denoted by
Then a consistent online clustering function is defined below:
Definition 5 (Consistency: online setting) A clustering function is strongly (RESP. weakly) asymptotically consistent in the online sense, if for every N ∈ N the clustering f (S(t ), κ)| N is strongly (RESP. weakly) asymptotically consistent in the offline sense, where f (S(t ), κ)| N is the clustering f (S(t ), κ) restricted to the first N sequences:
There is a detailed discussion on the comparison of offline and online settings in Khaleghi et al (2016) , stating that these two settings have significant differences, since using the offline algorithm in the online setting by simply applying it to the entire data observed at every time step, does not result in a consistent algorithm. Therefore an independent study on the consistent online clustering algorithms is meaningful. Inspired by the framework of Khaleghi et al (2016) , we consider the problem of clustering processes satisfying Assumption (A ). Without losing any generality, we assume that all the paths are sampled from zero-mean processes throughout the rest of the paper (if the observed path (X 1 , . . . , X n ) is not sampled from zero-mean distribution, we use the transformation X i = X i − X n for i = 1, . . . , n). We first introduce the following covariancebased dissimilarity measure, which is one of the main contributions of this framework.
Definition 6 (Covariance-based dissimilarity measure) The covariance-based dissimilarity measure d * between a pair of processes X (1) , X (2) (in fact X (1) , X (2) denote two covariance structures, each may contain different process distributions) is defined as follows:
• The sequence of positive weights {w j } is chosen such that d * (X (1) , X (2) ) is finite. We set w j = 1/ j ( j + 1) through this framework, but any summable (over j ) sequence of positive weights may be used.
• The distance ρ * between 2 equal-sized covariance matrices M 1 , M 2 is defined to be
with · F being the Frobenius norm:
for an arbitrary matrix M = {M i j } i =1,...,m; j =1,...,n ,
Introduction to the matrices distance ρ * is inspired by Herdin et al (2005) . The matrices distance given in Herdin et al (2005) is used to measure the distance between 2 correlation matrices. However, our distance ρ * is a modification of the one in the latter paper. Indeed, unlike Herdin et al (2005) , ρ * is a well-defined metric distance, as it satisfies the triangle inequalities.
For 1 ≤ l ≤ n and m ≤ n − l + 1, define ν * (x l...n , m) to be the empirical covariance matrix of a process X 's path (X l , . . . , X n ):
where M T denotes the transpose of the matrix M .
Recall that the notion of wide-sense ergodicity is given in Definition ? . The ergodicity theorem concerns what information can be derived from an average over time about the ensemble average at each point of time. For the weakly stationary weakly ergodic process X , being either continuous-time or discrete-time, the following statement holds: every empirical covariance matrix ν * (X l ...n , m) is a strongly consistent estimator of the covariance matrix C ov(X l , . . . , X l +m−1 ) under the Frobenius norm: for all m ≥ 1, we have
Next we introduce empirical covariance-based dissimilarity measure d * , serving as a consistent estimator of the covariance-based distance d * .
Definition 7 (Empirical covariance-based dissimilarity measure) For two processes' paths
n j ) for j = 1, 2, let n = min{n 1 , n 2 }, then the empirical covariance-based dissimilarity measure between x 1 and x 2 is given by
where we usually take m n = log n , the floor number of log n.
Remark that two observed paths have distinct lenths n 1 , n 2 , therefore in (7) we consider computing the distances between the parts of length n = min{n 1 , n 2 }. It is easy to verify that both d * and d * satisfy the triangle inequalities. This together with the fact that the processes are weakly ergodic, leads to the following result in Lemma 2, which is the key to demonstrate that our algorithms in the next section are consistent.
Lemma 2 For every pair of sequences
which are sampled from weakly stationary and weakly ergodic processes, we have
and P lim
Proof 1 Let X (1) , X (2) be two arbitrary wide-sense stationary ergodic processes. To be convenient we denote the covariance matrix of X
First, the weak ergodicity of the processes X (1) and X (2) tells that:
Observe that m,l ∈N w m w l < +∞. Then for fixed ε > 0, we can find an index J such that
Moreover, thanks to (10), there exists some N (which depends on the realizations X
Denote by
For all n j ≥ N , j = 1, 2, by using the triangle inequality, we obtain
Next we use the following two triangle inequalities
It follows from (13), (14), (11) and (12) that
which proves (8). The statement (9) can be proven analogously.
Remark 1 Thanks to (5) and the definitions of d * (4) and d * (7), we see that the triangle inequality holds for the covariance-based dissimilarity measure d * , as well as for its empirical estimates d * . Therefore for arbitrary processes X (i ) , i = 1, 2, 3 and arbitrary random vectors
Consistent Clustering Algorithms

Offline and Online Algorithms
In this section we state two consistent algorithms for clustering offline and online datasets respectively. We explain how the algorithms work, and proofs of consistency are also provided. It is worth noting that the consistency of our algorithms below relies on the assumption of knowing the number of clusters κ. The more general case for κ being unknown has been studied in Khaleghi et al (2016) in the problem of clustering strictly stationary ergodic processes. However in the setting of wide-sense stationary ergodic processes, the problem remains open. Algorithm 1 below first initializes the first two clusters using the two farthest observations among all observations, then assigns each remaining observation to the nearest cluster, under the empirical dissimilarity measure d * . More precisely, the sample x 1 , x 2 are assigned as the first and the second cluster center, respectively. Then for each k = 3, . . . , κ the k t h cluster center is sought as the path with the largest minimum distance from the already assigned cluster centers for 1, . . . , k − 1. By the last iteration we have κ cluster centers. Next, the remaining samples are each assigned to the closest cluster.
Algorithm 1: Offline clustering, with known κ Input: sample sequences S = {x 1 , . . . , x N }; number κ of clusters.
Assign the remaining points to closest centers:
We point out that Algorithm 1 is different from Algorithm 1 in Khaleghi et al (2016) at two points:
1. As mentioned previously, our algorithm relies on the covariance-based dissimilarity d * , in lieu of the process distributional distances.
2. Our algorithm suggests 2-point initialization, which is different from Algorithm 1 in Khaleghi et al (2016) . In our algorithm, we pick the two farthest observations and assign each to a different cluster at the initial stage. However, the initialization in Khaleghi et al (2016) is picking (randomly) one sample as cluster center. The latter initialization was proposed for use with k-means clustering by Katsavounidis et al (1994) . Algorithm 1 in Khaleghi et al (2016) requires κN distance calculations, while our algorithm requires N (N − 1)/2 distances calculations. It is very important to point out that, to reduce the computational complexity of our algorithm, it is fine to replace our 2-points initialization with the one in Khaleghi et al (2016) . However there are two reasons based on which we recommend using our approach of initialization:
Reason 1 For fixed number N , our empirical comparison of the two initializations show that the 2-points initialization turns out to be more accurate in clustering than the 1-point initialization.
Reason 2 Concerning the complexity, we have the following loss and earn: one one hand, the 2-points initialization requires N (N − 1)/2 steps of calculations, against κN steps for the 1-point initialization; on the other hand, in our covariance-based dissimilarity measure d * defined in (7), the matrices distance ρ * requires m 2 n computations of Eulidean distances, while the distance
given in (??) requires at least n 1 + n 2 − 2m n + 2 computations of Euclidean distances (see Eq. (33) in Khaleghi et al (2016) ). Recall that we take m n = log n in this setting. Therefore the computational complexity of the covariance-based dissimilarity d * makes the overall complexity of Algorithm 1 quite competitive to the algorithm in Khaleghi et al (2016) , especially when the paths lengths n i , i = 1, . . . , n are relatively large, or when the database of all distance values are at hand.
Next we present the clustering algorithm for online setting. As mentioned in Khaleghi et al (2016) , one regards recently-observed paths as unreliable observations, for which sufficient information has not yet been collected, and for which the estimators of the covariance-based dissimilarity measures are not accurate enough. Consequently, farthestpoint initialization would not work in this case; and using any algorithm for offline setting on all available data at every time step results in not only mis-clustering unreliable paths, but also in clustering incorrectly those for which sufficient data are already available. The strategy is presented in Algorithm 2 below: clustering based on a weighted combination of several clusterings, each obtained by running the offline algorithm (Algorithm 1) on different portions of data.
More precisely, Algorithm 2 works as follows. Suppose the number of clusters κ is known. At time t , assume a set S(t ) of N (t ) samples is observed, the algorithm iterates over j = κ, . . . , N (t ) where at each iteration Algorithm 1 is utilized to cluster the first j paths x t 1 , . . . , x t j into κ clusters. In each cluster the path with the smallest index is assigned as the candidate cluster center. A performance score γ j is calculated as the minimum distance d * between the κ candidate cluster centers obtained at iteration j . Indeed, γ j is an estimate of the minimum inter-cluster distance (see Cesa-Bianchi and Lugosi (2006) ). At this point we have N (t ) − κ + 1 sets of κ cluster centers c j 1 , . . . , c j κ , j = 1, . . . , N (t ) − κ + 1. Next, every sample x t i , i = 1, . . . , N (t ) is assigned to a cluster, according to the weighted combination of the distances between x t i and the candidate cluster centers obtained at each iteration on j . Algorithm 2: Online clustering, with known κ Input: number κ of target clusters.
Initialize the normalization factor: η ←− 0; 4 Initialize the final clusters: C k (t ) ←− , k = 1, . . . , κ; 5 Generate N (t ) − κ + 1 candidate cluster centers:
Assign each point to a cluster:
Remark that for online setting, our algorithm requires the same number of distance calculations as in Algorithm 2 in Khaleghi et al (2016) . They are both bounded by O (N (t ) 2 ). Our algorithm 2 then presents advantage in overall computational complexity. Finally we note that both Algorithm 1 and Algorithm 2 require κ ≥ 2. When κ is known, this condition is not a practical issue.
Consistency and Computational Complexity of the Algorithms
Theorem 3 Algorithm 1 is strongly asymptotically consistent (in the offline sense), provided that the correct number κ of clusters is known, and the marginal distribution of each sequence x i , i = 1, . . . , N is wide-sense stationary ergodic.
Proof 2 To prove the consistency statement we use Lemma 2 to show that if the samples in S are long enough, the samples that are generated by the same process covariance structure are closer to each other than to the rest of the samples. Therefore, the samples chosen as cluster centers are each generated by a different covariance structure, and since the algorithm assigns the rest of the samples to the closest clusters, the statement follows. More formally, let n min denote the shortest path length in S: n min := min {n i : i = 1, . . . , N } .
For k, k ∈ {1, . . . , κ}, denote by δ(k, k ) the covariance-based dissimilarity measure between the processes X (k) and X (k ) :
Also denote by δ the minimum non-zero distance between the processes with different covariance structures:
Since there are a finite number N of samples, by Lemma 2 there is n(k, k ) such that for n mi n > n(k, k ) we have
where G l , l = 1, . . . , κ denote the ground-truth partitions given by Definition 3. By (17) and applying the triangle inequality we obtain
Thus, for n min > n(k, k ) we have
In words, (18) and (19) mean that the samples in S that are generated by the same process covariance structure (corresponding to G k and G k ) are closer to each other than to the rest of the samples. Since the number of clusters κ is known and finite, then for n min large enough (i.e. n min > max{n(k, k ) : k, k ∈ {1, . . . , κ}, k = k }) to have (18) and (19) for all k, k ∈ {1, . . . , κ}, k = k , we obtain
This tells that the sample paths in S that are generated by the same covariance structures are closer to each other than to the rest of sample paths. Finally for n mi n large enough to have (20), we obtain
where as specified by Algorithm 1,
Hence, c 1 , . . . , c κ will be chosen to index sequences generated by different process covariance structures. To derive the consistency statement, we note that, by (20), each remaining sequence will be assigned to the cluster center corresponding to the sequence generated by the same process covariance structure.
Theorem 4 Algorithm 2 is strongly asymptotically consistent (in the online sense), provided the correct number of clusters κ is known, and each sequence x i , i ∈ N is weakly stationary weakly ergodic.
Proof 3 First, we show that for every k ∈ {1, . . . , κ}, P lim
For each δ(k, k ) defined in (16)
index the first sequence in S(t ) that is generated by X (k) . Define 
Recall that the sequence lengths n i (t ) grow with time. Therefore, by Lemma 2 for every j ∈ {1, . . . , J (k, k )} there exists some T 1 ( j ) such that for all t ≥ T 1 ( j ) we have
Moreover, by Theorem 3 for every j ∈ {m, . . . , J } there exists some
Recall that, by definition of m, S(t )| m contains sample paths from all κ covariance structures. Therefore, for all t ≥ T (k, k ) we have
(25)
Recall that (as specified in Algorithm 2) we have η :
Denote by M (t ) = max j ≥1 γ t j . By (26), for every k ∈ {1, . . . , κ} we obtain
On the other hand, by the definition of m, the sequences in S(t )| j for j = 1, . . . , m − 1 are generated by at most κ − 1 out of the κ process covariance structures. Therefore, at every iteration on j ∈ {1, . . . , m − 1} there exists at least one pair of distinct cluster centers that are generated by the same process covariance structure. Therefore, by (24) and (26), for all t ≥ T (k, k ) and l = k, k we have,
Noting that the clusters are ordered in the order of appearance of the different covariance structures, we have x t c j l = x t s l for all j = m, . . . , J and l = k, k , where the index s l is defined by (22). Therefore, by (24) for all t ≥ T (k, k ) and every l = k, k we have
Combining (27), (28), and (29) we obtain 1 η
for all l = k, k and all t ≥ T (k, k ), establishing (21).
To finish the proof of the consistency, consider an index i ∈ G k for some k ∈ {1, . . . , κ}. By Lemma 2, increasing T (k, k ) 
(31)
Since the choice of ε(k, k ) is arbitrary, from (31) and (32) we obtain argmin k∈{1,...,κ} 1 η
It remains to note that for any fixed N ∈ N from some t on (33) holds for all i = 1, . . . , N , and the consistency statement follows by the fact that k, k ∈ {1, . . . , κ} in the above argument can be arbotrarily chosen.
The next part involves discussion of the complexities of the above two algorithms.
1. For offline setting, our Algorithm 1 requires N (N − 1)/2 calculations of d * , against κN calculations of d in the offline algorithm in Khaleghi et al (2016) . In each d * , the matrices distance ρ * consists of m 2 n calculations of Eulidean distances. Then iterating over m, l in d * we see that at most O (nm 3 n ) computations of Euclidean distances, against O (nm n /| log s|) computations ofd for the offline algorithm in Khaleghi et al (2016) , where s = min
It is known that efficient searching algorithm can be utilized to determine s, with at most O (n log(n)) (with n = min{n 1 , n 2 }) computations. Therefore our Algorithm 1 is computationally competitive to the one in Khaleghi et al (2016) .
2. For online setting, we can hold a similar discussion as in Khaleghi et al (2016) , Section 5.1. There it shows the computational complexity of updates of d * for both our Algorithm 2 and the online algorithm in Khaleghi et al (2016) is at most O (N (t ) 2 + N (t ) log 3 n(t )) (here we take m n(t ) = log n(t )). Therefore the overall difference of computational complexities between the 2 algorithms are reflected by the complexity of computing d * and d (see Point 1). Kleinberg (2003) presented a set of three simple properties that a good clustering function should have: scale-invariance, richness and consistency. Further, Kleinberg (2003) demonstrated that there is no clustering function that satisfies these properties. As one particular example, he pointed out that the centroid-based Clustering basically does not satisfy the above consistency property. In this section we show that, although the consistency property is not satisfied, there exists some other criterion of efficiency of dissimilarity measure in a particular setting. It is the so-called efficient dissimilarity measure.
Efficient Dissimilarity Measure
Definition 8 (Efficient dissimilarity measure) Assume that the samples S = {x(ξ) : ξ ∈ H } (H ⊂ R q for some q ∈ N), meaning that all the paths x(ξ) are indexed by a set of real-valued parameters ξ. Then a clustering function is called efficient if its dissimilarity measure d satisfies that, there exists c > 0 so that for any x(ξ 1 ), x(ξ 2 ) ∈ S,
where · denotes some norm defined over R q .
As in Definition 8, clustering processes based on efficient dissimilarity measure will possibly be equivalent to clustering via classical distances in R q , such as Euclidean distance, Manhattan distance, or Minkowski distance. The latter setting has well-known advantages in clustering analysis. For example, Euclidean distance performs well when deployed to datasets that include compact or isolated clusters (Jain and Mao, 1996; Jain et al, 1999) ; when the shape of clusters is hyper-rectangular (Xu and Wunsch, 2005) , then Manhattan distance can be used; Minkowski distance, including Euclidean and Manhattan distances as its particular cases, can be used to solve clustering obstacles (Wilson and Martinez, 1997) . There is a rich literature on comparing the above three distances and discussing of their advantages and inconveniences. We refer to Hirkhorshidi et al (2015) and the references therein.
In the next section we present one excellent example, to show how to improve the efficiency of our consistent algorithms, for clustering self-similar processes with widesense stationary ergodic increments.
With the computation below we show the major 2 motivations of introduction to log *transformation:
Motivation 1 The log * function transforms the current dissimilarity measure to the one which "linearly" depends on its variable H .
Motivation 2
The value log * (x) preserves the sign of x, which leads to the consequence that large distance between x, y implies large distance between log * (x) and log * (y).
Applying the log * -transformation the covariances of Z (H ) h given in (35), we obtain
When v (H ) and h are small the items log v (H ) and log h are significantly large so log * (H |1 − 2H |V ar (X (H ) 1 )) becomes negligible compared to it. Thus we can write
In conclusion,
• When H 1 ∈ (0, 1/2] and H 2 ∈ (1/2, 1), log * C ov Z (H ) h (s), Z (H ) h (t ) turns out to be large, because we have
Taking advantage of the above facts we define the new empirical covariance-based dissimilarity measure to be where ν * * (Z (H 1 ) l ...n , m) is the empirical covariance matrix of Z (H 1 ) h , ν * (Z (H 1 ) l ...n , m), with each of its coefficients transformed by log * : let M = {M i , j } i =1,...,m; j =1,...,n be an arbitrary real-valued matrix, define return series. Our empirical results provides new evidence on both machine learning application literature and quantitative finance literature by showing the relative similarity of stock index returns of different economic entities in the world.
Test on Simulated Dataset
Data Simulation Methodology
Multifractional Brownian motion (mBm) is a general continuous-time Gaussian process with non-stationary increments. In fact, mBm has time-varying local Hölder regularity, which distinguish itself with Brownian motion and fractional Brownian motion. The moving average representation of mBm is introduced in Peltier and Lévy Véhel (1995) and provided below.
Definition 10 Let H (t ) ∈ (0, 1) be a Hölder function with t ∈ [0, ∞). Then the multifractional Brownian motion is defined with representation
where W denote the standard Brownian motion.
As shown in Ayache et al (2000) , the covariance function of mBm is
where D(t , s) = Γ(2t + 1)Γ(2s + 1) sin(πt ) sin(πs) 2Γ(t + s + 1) sin(π(t + s)/2) .
The mBm is considered to be asymptotically locally self-similar. We state this property in 7.
Proposition 7 (Asymptotically Locally Self-similar) Let W H (t ) (t ) be the multifractional Brownian motion as defined in Equation 37 with covariance structure as in Equation 38. Then W H (t ) (t ) is is asymptotically locally self-similar in the following sense:
where B H (t ) (s) is the fractional Brownian motion with Hölder exponent H (t ) and C t is a deterministic function of t .
We use Wood-Chan method to simulate the mBm paths. The simulation methodology is detailed in Wood and Chan (1994) . The basic idea is to simulation fractional Brownian motion (fBm) at first step. Then, the neighborhood kriging technique is applied to these fBm observations, and the mBm observation is "predicted" from kriging results.
To construct mBm paths with different pointwise Hölder regularity, we set the function form of H (t ) in each of the predetermined clusters. The general form of the pointwise Hölder exponent is
In our empirical study, we predetermine 5 clusters with different h i 's (i = 1, 2, . . . , 5). Specifically, h 1 = −0.4, h 2 = −0.2, h 3 = 0, h 4 = 0.2 and h 5 = 0.4. Note that when h i = 0, the Hölder exponent becomes 0.5, which is trivially the case of the Brownian motion. When H (t ) < 0.5, the simulated paths are rougher than the path of regular Brownian motion. When H (t ) > 0.5, the simulated paths are more smoother than the path of regular Brownian motion. In our baseline setting, we have 10 randomly simulated mBm paths in each cluster. Therefore, there are 50 mBm paths in total, as what we have in the offline dataset. The online dataset construction is based on partially observed offline dataset and will be described in more details later.
We then apply proposed clustering algorithm and determine the misclassification rate under different settings (offline vs. online). All the codes that reproduce the main conclusions in our simulation study can be found publicly online 1 .
Offline Dataset
We demonstrate the convergence of Algorithm 1 by conducting offline clustering analysis. Denote the number of observations in each time series by N (t ). That is, the length of simulated time series depend of observation time t . In this case, let N (t ) = 3t , where t is indexed from 1 to 50. On every time step, we conduct a simulation with 100 scenarios. The misclassification rate is calculated by averaging the error rate of each scenario. Figure 1 presents the converging performance of Algorithm 1 applying to offline data setting, as time increases. The dashed blue line plots the misclassification rates of Algorithm 1 without log * -transformation when measuring the covariance dissimilarity. The solid red line illustrates the misclassification rates of that with log * -transformation. Both approaches converge to lower misclassification levels, while the one with log * -transformation displays a faster convergence performance. When t = 35, the misclassification rate of algorithm with log * -transformation is 13% lower than that without it.
Online Dataset
The online dataset does not require observed time series to have same length, and can be regarded as the extension of the offline case. The purpose of online dataset is mimicking the situation where new time series are observed as time goes. In our study, we denote the number of observed time series as M (t ). Then define M (t ) = 30 + t −1 10 , where x Figure 1 : The graph illustrates the misclassification rates of clustering results offline dataset with the increase of time, using Algorithm 1. The solid red line represents the misclassification rates of offline algorithm with log * -transformation when measuring the covariance-based dissimilarity. The dashed blue line is obtained using the same algorithm but without log * -transformation on covariance-based dissimilarity. There are 100 runs on each time point to compute the averaged error rate. represents the largest integer than is smaller than real number x. That is, there are 6 time series in each cluster when t = 1. And the number of observed time series in each cluster will increase by 1 when time t increases by 10. The i -th time series in each cluster has N i (t ) observed points. And N i (t ) = 3[t − (i − 6) + ], where x + = max(x, 0). Figure 2 compares the misclassification rates of online algorithms using the online dataset,with and without the log * -transformation when measuring the covariance dissimilarity. The periodical pattern of adding new mBm paths in online dataset seems not to impact the converging performance of the online algorithms. The online algorithm with log * -transformation has faster convergence rate and generally lower misclassification rate then the one without log * -transformation as t ≥ 20. When t = 50, the outperformance of log * -transformation yields 12% lower misclassification rate.
Empirical Study: Clustering Global Equity Markets
Data and Methodology
We apply the proposed clustering algorithms into real-world dataset, and divide equity markets of major economic entities in the world into different subgroups. The motivation orients from the increasing quantitative finance literature which uses multifractional Brownian motion (mBm) to model the financial asset prices (Corlay et al, 2014) , especially stock price series (Bianchi et al, 2013) . The key benefit from mBm modeling is that the modeler can capture the time-varying uncertainty and information flow embedded in financial time series (Peng and Zhao, 2017) .
In financial economics, researchers usually cluster global equity markets by either geographical region or the development stage of the underlying economic entities. The reasoning of these clustering methods is that entities with less geographical distance and closer development level involve in more bilateral economic activities. Impacted by similar economic factors, entities with less "distance" tend to have higher correlation in stock market performance. This correlation then realizes as the "comovement" of stock market indices on global capital market.
However, the globalization is breaking the barriers of region and development level. For instance, in 2016 China became the largest trader partner with the U.S. (besides EU) 2 . China is not a regional neighbor of the U.S., and is categorized as a developing country by World Bank, in opposite to the U.S. as a developed country.
We cluster the equity markets in the world according to the empirical covariance structure of their performance, using Algorithm 1 and 2 as purposed in this paper. Then we compare our clustering results with the traditional clustering methodologies. The index constituents of MSCI ACWI (All Country World Index) are selected as the observations in data sample. Each of the observations is a time series representing the historical monthly returns of underlying economic entities. MSCI ACWI is the leading global equity market index and has $3.2 billion in underlying market capitalization 3 . MSCI ACWI contains 23 developed markets and 24 emerging markets, and 4 regions: Americas, EMEA (Europe, Middle East and Africa), Pacific and Asia. Table 3 presents all markets included in this empirical study. We exclude Greece market due to its bankruptcy after the global financial crisis.
We construct both offline and online dataset starting from different dates. The offline dataset starts from Jan. 30, 2009 to exclude the financial crisis period on 2007 and 2008. Under global stock market crisis, the (downside) performance of equity market is contagious and thus blurs the clustering analysis. The online dataset starts at Jan. 31, 1989, which covers 1997 Asian financial crisis, 2003 dot-com bubble and 2007 subprime mortgage crisis. Another key feature is that 14 markets are added to the MSCI ACWI index (at different time) since 1989, including 1 developed market and 13 emerging markets. Therefore, the case where new time series are observed is handled in online dataset.
Clustering Results
We compare clustering outcome of both offline and online datasets with separations suggested by region (4 groups) and development levels (2 groups). The factor with lowest misclassification rate is proven to be the corresponding factor that contribute to increase covariance based distance the most. In other words, this corresponding factor leads to the clustering of stock markets with most significant impact.
The Table 1 shows the misclassification rates for development levels are significantly and consistently lower than that of geographical region, for both algorithms (offline and online algorithms) and datasets (offline and online datasets). The clustering results seem to infer that geographical distance is less important when analyzing different groups of equity markets. The dominating factor is the development level of the underlying economic entities. The global minimum of the misclassification rate occurs when we use online algorithm on offline dataset. Table 2 presents the detailed clustering outcome under this circumstance. In each group, the correctly and incorrectly categorized equity markets are listed respectively. For instance, China (Mainland) market is correctly categorized along with other emerging market. Meanwhile Austria market, though being developed market in MSCI ACWI, is categorized to the group where most of the equity markets are emerging markets. The misclassified markets in the emerging group are Austria, Finland, Italy, Norway and Spain markets. The misclassified markets in the developed group are Malaysia, Philippines, Taiwan, Chile and Mexico markets. The classification rule is the covariance based distance defined in this paper. The empirical results suggest that several capital markets have irregular post-crisis performance which blurs the barrier between emerging and developed markets.
The contribution of this clustering analysis is twofold. First, we explored and determined principle force that brings structural difference in global capital markets, which potentially predicts the comovement pattern of future index performance. Second, we provide new evidence on the impact of globalization on breaking geographical barriers between economic entities. 
Conclusion
Inspired by Khaleghi et al (2016) , we introduce the problem of clustering wide-sense stationary ergodic processes. A new covariance-based dissimilarity measure is proposed to obtain consistent clustering algorithms for both offline and online settings. We have shown that the recommended algorithms are competitive for at least two reasons:
1. Our algorithms are applicable to clustering any strict-sense stationary ergodic processes whose covariance structures are finite.
2. Our algorithms are efficient enough in terms of their computational complexity.
As one application, we studied the problem of clustering a class of self-similar processes. For this particular type of processes, we suggest the so-called log * -transformation on the process' nonlinear covariance-based dissimilarity measure to improve the clustering performance. Empirical study is made on simulated paths of fractional Brownian motions.
The results show that log * -transformations largely increased the efficiency of the clustering algorithms. Finally, the clustering framework proposed in our paper focuses on the cases where the true number of clusters κ is known. The case for which κ is unknown is left to future research.
