In the classical work, receptive fields were mapped descriptions such as receptive fields or tuning curves.
Introduction tions of time. Neurons respond to these stimuli with action potentials or spikes. A model of the neuron proStimuli in the natural world are extremely complex, and vides some way of predicting the spike train from the a complete record of the sensory stimuli impinging on stimulus, and a receptive field model tells us that rather the nervous system would be immense. Yet the neurons than looking, for example, at the full history of the visual that sense, encode, and interpret these complex inputs movie leading up to a spike, the probability of a spike are generally characterized using extremely simple and will be determined only by some limited features of the low-dimensional descriptions. This raises the question movie such as the position of a spot or the weighted of whether these characterizations are merely utilitarian average of light intensity over a small region. Such modsimplifications, or whether they correctly and completely els are very useful, but raise an obvious question: given describe a real dimensionality reduction that takes place a candidate model, how do we test whether it is correct? in the nervous system. Here we address this question One idea is to compare the predicted versus actual for the target-selective descending neurons (TSDNs) probability of a spike at each instant of time; the model of dragonflies.
yields the predicted probability directly from the movie, A commonly used low-dimensional description, and and the actual spiking probability of the neuron can be one of the most productive concepts in neuroscience, determined by repeating the movie many times as in a has been the idea of a receptive field for visual neurons.
conventional poststimulus time histogram. But once the In the simplest and most qualitative view, the receptive predicted and actual probabilities, or equivalently the field outlines that region of the visual space to which time-dependent spike rates r(t), have been determined, a neuron is responsive. More quantitatively, we might there is still no obvious way to compare them. For examdistinguish subregions of the receptive field that are ple, it might be that calculating the mean square differexcitatory or inhibitory ("on" or "off"), so that the probaence between the predicted and actual spike rates bility of the neuron generating an action potential is would give a reasonable measure of their similarity. But it is not clear that this would capture our intuition about goodness of fit: should we, for example, weight more heavily differences at times where the measured reone instant of time, each in two dimensions. In principle sponse is most reproducible, or perhaps where the reone could imagine sensitivity to particular combinations sponse is maximal, or most likely to generate responses of position and velocity (e.g., circumferential motion), from downstream neurons? Even if we agree on a metric but the simplest hypothesis is that the probability of for comparing different models of the neural response, generating an action potential is a product of terms it is not clear that this metric would provide an interpretreflecting independent position and velocity sensitivity. able absolute measure of the quality of the model-a This is an enormous simplification, since the cells could score of 0.8 out of 1.0 seems better than 0.5, but is 0.8 instead signal complex features of the dynamic target good in absolute terms? trajectory-accelerations, turns, etc.-and since these Shannon's information theory (Shannon, 1948) proare high-level neurons involved in a complicated task, vides us with a model-independent way of asking how it would not be unreasonable to expect this complexity well a receptive field model captures the structure of to be reflected in the neural response. Thus, as for visual the neural response. Specifically, we can think of the neurons in vertebrate retina or mammalian cortex, the neuron as establishing some correlation between senreceptive field model of dragonfly TSDNs states that sory inputs and spike train output; the mutual informaspiking is determined by (and hence presumably ention between input and output provides the unique meacodes for the animal) a very limited set of features exsure of this correlation, which is consistent with several tracted from a rich dynamic world of visual inputs. intuitively plausible conditions. When we narrow our The set of TSDNs provides an interesting test case for view of the input stimulus from its full structure down studies of a neural code because behaviorally relevant to what is "visible" through the window provided by stimuli are encoded by a population of modest size but the receptive field, we necessarily lose some of this clearly not just by individual neurons. Much current information; stated more positively, a successful rethinking about coding in populations of neurons asceptive field model would have the property that the sumes the validity of a receptive field or tuning curve stimulus as seen through the receptive field captures model for individual cells, but direct tests of such models most if not all of the mutual information between the in natural stimulus contexts remain to be done. We have stimulus and the spike train. In this approach, the absosucceeded in recording simultaneously from most of lute quality of the receptive field model is measured by the population of TSDNs using a new flexible electrode the information loss, which has an immediate interpretatechnology, taking advantage both of the dragonfly tion in terms of the number of different sensory stimuli anatomy and of novel fabrication methods. Here we that can be reliably distinguished. Our goal in this paper focus on the analysis of these data one neuron at a time is to show how this general principle can be translated to test the validity of the receptive field model for each into practical tools for assessing the success of the cell. This preparation also provides us with an ideal receptive field picture in a reasonably natural stimulus model system in which to study more complex aspects context. Related recent work includes Agü era y Arcas of the neural code; subsequent work will consider popuet al. lation coding, the significance of single spikes for targetHere we apply these ideas to the target-selective detrajectory discrimination, and the effect of complexity scending neurons (TSDNs) of the dragonfly visual sysand correlations in the stimulus on the neural retem. Dragonflies make frequent aerial pursuits of flying sponse times. targets both for prey capture and for interactions with other dragonflies (Corbet, 1999). The cells most clearly Results involved in controlling the pursuit task are the TSDNs-a set of 16 bilaterally symmetric visual interneurons in We recorded the spiking activity of multiple TSDNs while the neck connective, descending from the brain and the dragonfly watched a movie of a small, dark target synapsing within the thoracic ganglia. The TSDNs have moving on a light background (Figure 1 ). The target several properties that make them good candidates for moved along 31 random, continuous trajectories, all being the chief guiding neurons linking vision to target drawn from the same probability distribution. One of pursuit behavior (Olberg, 1986; Frye and Olberg, 1995): these was repeated 30 times and the 30 remaining were they respond only to small spots moving in the visual presented only once. The goal of this paper is to propose field; they have large axon diameters, and therefore a simple receptive field model that characterizes the high-speed spike conduction as required for fast purresponse of these cells and, equally important, to test suits; and they do not synapse directly onto muscles, whether this model is correct. We do this by analyzing but spikes induced by intracellular stimulation of the the responses to the 30 repeated and 30 nonrepeated TSDNs do result in wing motion. TSDN responses detrajectories in slightly different ways. pend on both the position and velocity of the target: a The 30 repeated trajectories are well suited for studycell responds only if the target is in a particular range ing the precision of the neural response. A short example of positions (the position receptive field) and simultaneof the response of one the TSDNs is shown in Figure 1E . ously has a velocity from a particular range of vector Here the variability in the spike times between identical velocities (the velocity receptive field). If either of these stimuli gives a sense of the timing precision that can be conditions is not met, the cell does not fire. The position conveyed by these cells. The 30 nonrepeated trajectorreceptive fields for all of the TSDNs are large, often ies are better suited for quantifying the model because covering an area of the visual field that is 45Њ ϫ 45Њ they sample a larger fraction of the stimulus space. It or greater.
is reasonable to expect that these two quantifications For the dragonfly TSDNs, the simplest receptive field of the neural response should be related. For example, model is just a map of spike probability (i.e., spike rate) as a function of target position and (vector) velocity at if the timing and number of spikes were precise and consistent across repeated trials, then a good descripstimulus history preceding each spike would be quite tive model of the neuron should also exhibit this precicomplex. Instead of using this complex history, we hope sion; in particular, the receptive fields should have correto find a low-dimensional description of the stimuli that spondingly sharp, well-defined features. Here we use lead to a spike. The model we develop and quantify is ideas from information theory to make this intuition prea severe simplification: that the responses of the TSDNs cise. In the first section of the Results, we examine the are driven by instantaneous snapshots of the target poinformation content of the receptive field model, and in sition and velocity. the second section we look at the model-independent On observing a single spike at a particular time, we measure of information derived from the 30 repeated know more about the position and velocity of the target trajectories. We then compare these results to test how than we did before observing the spike. Specifically, much of the total information is captured by the model. before observing a spike, we can only base our estimate of target position on the prior distribution (Figure 2 ), but after we see a spike, we can localize the target more Information in Position and Velocity Receptive Fields precisely because we know that it is in the receptive The most general description of the target motion is a two-dimensional movie, and a full description of the field of the cell. Figure 3A shows position receptive fields The information in the independent receptive field model is just the sum of these two information values, I( x → ; spike) ϩ I( v → ; spike), since the statement of independence is equivalent to saying that the information values simply add. Like the assumption that the position and velocity receptive fields are the interesting things to calculate, this assumption of independence is also part of the model and will be implicitly tested in the next section. This sum is shown in Figure 6C for each cell (together with the total information per spike, which will be discussed in the next section). In addition to the information values, which are the (1) extrapolation of target position that is performed by
The important point of this equation is that it allows us the dragonfly. This interpretation is consistent with the to compare the total information (I t ) to the amount of observation that the cells with the largest values of inforinformation captured by a low-dimensional model (I( x → ; mation about velocity, and therefore most able to make spike) ϩ I( v → ; spike)). If the model is very good, then we the best extrapolation, are the ones that exhibit the exexpect these values to be very close, but if the model trapolation most clearly. This result is not surprising for is poor, we will find that spikes have significantly less a pursuit task: for example, in catching a ball, one information about the corresponding features of the reaches or runs to where the ball will be, not to where stimulus. it is at the time the reach is initiated.
This comparison is the primary goal of this paper, and The comparison and addition of the information valit is made directly in Figure 6C , where I t and I( x → ; spike) ϩ ues used in this section needs to be slightly qualified I ( projections of the rate onto the position axis would necIn general, the information in a neural response is essarily be less structured than its projection onto the determined by its entropy, reduced by the entropy of time axis, and hence information would be lost in the the noise in the response, which limits its capacity to construction of the receptive field model. More genertransmit meaningful information. Since we are focusing ally, no projection can result in a richer distribution of on the arrival time of single spikes, the total entropy is rates than observed along the time axis, and hence it easy to compute and the noise entropy can be estimated is this description that sets the limit on the information by repeating the same stimulus many times to determine conveyed by single spikes. the variability of the response. This quantifies the sense that the response to repeated stimuli indicates the preciDiscussion sion of a cell's response to features in the stimulus and can be easily calculated using the responses of the The primary purpose of this paper is to test whether TSDNs to the 30 repeated trials. Crucially, neither the the independent position and velocity receptive fields computation of the total entropy nor the noise entropy provide a valid and complete description of single spikes depends on any reference to features in the stimulus. in the dragonfly TSDNs. We can answer this question We refer to the difference of these entropies as the quantitatively by comparing the information in the retotal information, or I t . Thus, I t gives the single-spike ceptive field model (I( x → ; spike) ϩ I( v → ; spike)) to the total, information without assumptions about the features in model-independent information (I t ). If all of the total inthe stimulus that influence production of a spike (such formation can be accounted for by the receptive field as the receptive fields used in the previous section).
description, then we know that the description comThe information about a low-dimensional feature of pletely captures the stimulus features to which the cell the stimulus must always be less than the total informais responding. If not, we will be able to tell by how much tion (see Appendix). In our case, I t specifies the total the model falls short. For all cells studied here, we find information carried by single spikes and I( x → ; spike) ϩ that I( x → ; spike) ϩ I(v → ; spike) Ϸ I t , but that I( x → ; spike) ϩ I( v → ; spike) refers to the information that single spikes I( v → ; spike) generally falls short by 0.5 to 1.5 bits. That have about particular aspects of the stimulus, so it must always be the case that is, for all of the measured TSDNs, position and velocity Figure 1E , but in this simulation it is determined directly from the receptive field. This is used to determine the total information (Equation 8). This calculation is invariant to shuffling and rescaling of the time axis, and this is done in (D), which shows the rates from (C) reorganized into descending order with a normalized abscissa. Because the rate distribution in (B) is nearly identical to (D), the information values calculated from these distributions will also be very close. Of course, in an actual experiment, the distributions are found in a slightly different order: first we present the stimulus to the animal (A), then we determine the average spike rate (C), and from this we can determine the receptive field (B) and the rate distribution (D). Furthermore, in the experiments presented in this paper where the receptive field space is very large, we calculate the receptive fields by presentations of many trajectories, rather than the repeated presentation of the same trajectory. Finally, the trajectory here has been chosen so that its prior on the receptive field space is uniform. This is a simplification that allows us to compare by inspection the target position and spike rate distributions. Without this, as is the case in the experiments presented here, we must normalize by the prior. receptive fields account for most (70%-90%) of the inis completely independent of such assumptions about latencies and reflects the total information regardless formation in single spikes.
It is of some surprise that such a simple receptive of whether a single latency or multiple nonuniform latencies are active in the system. This is an important point: field description captures so much of the information for all of these cells. The dragonfly watches a compliin most neural coding models, one of the most severe dimensionality reductions is that the neuron only recated time history of a stimulus trajectory and extracts features from this that are useful in catching a target.
sponds to some finite history of the stimulus, and a proper test for completeness of a model must address This is a difficult task, requiring a high level of speed and precision, and there is no a priori reason for bewhether the correct amount of stimulus history is accounted for. Therefore, although more complex history lieving that the important features of the trajectory should be summarizable in terms of independent redependence or latencies could be relevant to interpreting the response, these features can have no more than ceptive fields.
That the total information is slightly larger than the 0.5 to 1.5 bits/spike. Given all of these possibilities, many of which could be useful in catching a flying target, it is information in the independent receptive field model indicates that there are additional features of the stimusurprising that the response of these high-level cells can be so simply described. lus that influence spiking that are not described by the model, but as this difference is small, we know that On the other hand, the simplicity of this model should not be overstated. Because it contains both position these features are not very significant in determining the single-spike response. Even though small, it is worth and velocity information, there is an implied dynamic. Examples of this can be seen in the evolving receptive speculating about features of the trajectories that are not captured by the independent receptive field model. field structure in Figure 4 and also in that several of the cells seem to extrapolate or predict target position A likely candidate is that the TSDNs might be responding to features of the joint position and velocity space (Results). As another example, we note that this model is at least comparable in complexity to a common model ( x → , v → ) that cannot be described in the independent position and velocity spaces. For example, selectivity for for the receptive fields of retinal ganglion cells that consist of a two-dimensional receptive field followed by target trajectories that are curved, or where velocity preferences otherwise vary with position, would require temporal filter (Rodieck, 1965), i.e., two independent filters, as with the dragonfly. In analogy to the ganglion a description in the joint space. There are other features of the target trajectory to which the cells could be recell temporal filter, it is worth noting that the velocity receptive fields of the TSDNs force a temporal composponding: for example, linear acceleration or curvature. The possibilities listed to this point are still within the nent to the response, in that all of the cells spike only when the target moves quickly through the receptive framework that the TSDNs are essentially responding to a stimulus event that occurred at a snapshot in time.
field; for this reason, most of the TSDNs spike in short, well-defined bursts, and only to the transient motion of Instead, the dragonfly could be extracting much more complex features from the short-or long-term history the target through the position receptive fields. Finally, we note from Figure 6C that the TSDNs carry approxiof the stimulus: for example, that the target visits positions in a particular sequence or that the stimulus affects mately 4 bits per spike, which is large compared to other central neurons (Rieke et al., 1997; Burač as and Albright, the TSDNs with several latencies. We emphasize that I t 1999). We can gain an intuition for this by imagining that cells' selectivity and have found that 70% to 90% of all 4 bits referred to position, in which case 3 indepenthe information provided by individual spikes can be dent spikes would give enough information to localize accounted for by the simple receptive field model. a target to one part in 2 12 or, for example, to reduce an attack angle uncertainty of 90Њ ϫ 90Њ to 1.5Њ ϫ 1.5Њ. It
Experimental Procedures
does not seem unreasonable that such cells could provide the speed and precision that is required to catch Our approach in this study was to record concurrently from multiple flying prey.
TSDNs in Aeshna canadensis and to determine the responses of the TSDNs to a moving target. Concurrent TSDN activity was reIn this work, we have both introduced a theoretical corded using an electrode array. framework and applied this framework to the analysis of particular experiments on the dragonfly TSDNs. We emphasize that the framework is very general, and that Figure 3 . Alternatively, we could have quantified the receptive field as the conditional distribution of the was computer controlled to give pseudo-random trajectories as illustrated in Figure 1C , which have the advantage that the TSDNs stimulus given a spike, P(stimulus|spike). These descriptions are related through Bayes' rule, do not habituate nearly as quickly as they do to simpler trajectories. The trajectories were constructed as a series of 240 straight line P(spike|stimulus) ϭ P(stimulus|spike)P(spike)/P(stimulus), (2) segments, each segment having a 0.25 s duration, connected endto-end with no pauses between the segments, giving a full trajectory where P(spike) is the overall spike probability, or the firing rate, of 1 min in duration. Each segment had a speed randomly chosen and P(stimulus) is the prior probability distribution of the stimulus from a flat distribution with a 40 cm/s cut-off and a randomly chosen presented in the experiment. direction uniform over 0 to 2. If the entire segment did not lie within
The information in the receptive field is a measure of the reduction the boundary of the screen, both a new speed and new direction in uncertainty of the target position or velocity upon observation of were chosen until the segment was contained entirely within the a single spike. Without knowledge of the spike arrival times, the screen. Thirty-one 1 min trajectories were presented to the animal target's position and velocity are known to be distributed according with half-minute rests between each presentation, during which the to the prior distributions, P( x → ) and P( v → ) (Figure 2 ). On occurrence target was kept stationary at the starting point of the subsequent of a spike from a particular cell at a given time, the target's position trajectory. One of the 31 trajectories was selected to be shown and velocity will be described by the probability distributions repeatedly, interleaved between each of the remaining 30 random P( x → |spike) and P( v → |spike) derived from the receptive fields of the trajectories. A complete experiment took 1.5 hr.
cell. If either of these distributions is more concentrated than the The coverage of stimulus space by the random trajectories is prior distribution, the uncertainty in the position and/or velocity has shown in Figure 2 . Note that in the (V x , V y ) representation, the velocity been reduced. The information content of a receptive field quantifies distribution was strongly peaked near V x ϭ V y ϭ 0; this is because the this reduction in the uncertainty, and, for position, is determined stimuli were constructed from a flat distribution of speeds (speed ϭ from (see Appendix)
√V 2 x ϩ V 2 y ), and each concentric annulus of constant speed had approximately the same number of segments in the stimulus, leaving 
