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Abstract
Tree-based algorithms are helpful tools for prediction, due to their abil-
ity to visualize the predictive model as a decision tree. However, tree-based
methods often suffer from an interpretability-accuracy trade-off, involving the
easy-to-interpret but suboptimally accurate single tree and optimally accurate
but complex ensemble of trees. Prediction rule ensemble (PRE) algorithms ad-
dress this dilemma through selecting and aggregating a small number of nodes
from an ensemble of trees while attempting to retain predictive accuracy. De-
spite their advantages, none of the available PRE algorithms allow for taking
into account clustered or nested dataset structures. Such structures may, for ex-
ample, occur in longitudinal designs, or in educational studies where students
may be nested in classrooms. Therefore, we propose several extended PRE
algorithms, employing either blocked bootstrap sampling or random-effects es-
timation, that allow PREs to take into account clustered dataset structures.
In a simulation study, mixed-effects PREs outperformed other PRE methods.
The mixed-effects PREs also show higher accuracy than linear mixed-effects
models and mixed-effects regression trees, on average, but especially in a non-
linear data structures. We illustrate the application of PREs for clustered data
regression problem involving student math achievement and classification prob-
lem involving individual smoking status. The mixed-effects PREs outperformed
other PREs, linear mixed-effects, and mixed-effects regression tree models in
classification dataset, but giving inferior result to linear mixed-effects model
in regression dataset. We conclude that mixed-effects PREs are a promising
tool to strengthen the efficacy of prediction rule ensembles in clustered dataset
structure.
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1Chapter 1. Introduction
Tree-based methods are classic nonparametric methods applied to regression
problems and widely used due to their interpretability. Through recursive par-
titioning, tree methods are providing an easy way to visualize decision rules for
predicting an outcome. However, single trees often give a suboptimal predic-
tive accuracy. The main cause for its meager results is its instability in which
small variations in the training data may yield an entirely different resulting
tree (Breiman, 1996; Turney, 1995).
A compelling solution to this issue is to aggregate the predictions of multiple
trees into a final prediction, a procedure widely known as ensembling. This
approach (utilized, for instance, in random forests and boosting) has been found
to improve predictive accuracy of tree methods significantly (Bauer & Kohavi,
1999; Breiman, 1996; Kohavi & Kunz, 1997; Maclin & Opitz, 1999). However,
the resulting ensembles usually produce a large number of trees, sacrificing the
interpretability of its results.
To address this trade-off between accuracy and interpretability, J. H. Fried-
man and Popescu (2008) introduced prediction rule ensemble (PRE), which
offers a framework for selecting and aggregating the nodes from the ensemble
of trees while optimizing predictive accuracy. For example, in predicting de-
mentia where age and experience of heart attack are taken as predictors, one of
the resulting rules may be: "if a person’s age is above 45 and has experienced a
heart attack, then his/her odds of having dementia would increase by 2." Such
a rule may not come close to covering all cases of dementia in a dataset, but
could provide predictions that are significantly better than random guessing.
In general, rules consist of a small number of conditions on the values of indi-
vidual input variables that are predictive to the outcome variable. An ensemble
of such rules can be generated in a way that is similar to bagged, boosted, or
random forest tree ensemble, or a combination of these approaches, after which
a smaller set of rules that contribute most to predictive accuracy is selected
using sparse regression. This method yields ensembles that are competitive in
precision with boosted tree and random forest ensembles (J. H. Friedman &
Popescu, 2008).
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Particularly, J. H. Friedman and Popescu (2008) introduced RuleFit ap-
proach, an algorithm for generating PREs that employs a tree boosting algo-
rithm to generate an initial ensemble of trees and lasso regression to perform
rules selection. Lasso regression allows for penalization of non-contributive rules
to zero, resulting in a sparse final rule ensemble. Although several alterna-
tive algorithms for deriving PREs have been proposed—for instance, SLIP-
PER (Cohen & Singer, 1999), Lightweight Rule Induction (Weiss & Indurkhya,
2000), ENDER (Dembczyński, Kotłowski, & Słowiński, 2010), and Node Har-
vest (Meinshausen, 2010)—J. H. Friedman and Popescu’s algorithm most ex-
plicitly aims to select a sparse final ensemble. The RuleFit algorithm was
originally developed in Fortran (J. Friedman & Popescu, 2012), but came in
with an R interface. Fokkema (2017) developed package pre to fully-integrate
J. Friedman and Popescu’s algorithm inside the R environment.
In many instances, researchers may want to fit PREs in clustered or nested
dataset. For example, in epidemiological studies, contextual factors such as
features of the neighborhood or the city regulation can have an impact on
individual health outcomes in a particular area, but not in the other area.
In such analyses, the clustered structure of the dataset should be taken into
account by including neighbor- or city-specific random effects in the model,
prompting the need of a mixed-effects model. Several tree-based algorithms
for taking clustered structure into account have already been developed (Eo
& Cho, 2014; Fokkema, 2017; Hajjem, Bellavance, & Larocque, 2011; Loh &
Zheng, 2013; Miller, Mcartor, & Lubke, 2017; Segal, 1992). However, none of
the existing rule-based methods allows for modeling clustered structures. In this
thesis, we introduce several approaches to take into account such clustered data
structures in PRE estimation, and compare the performance of the proposed
methods in simulated and existing datasets.
1.1 Prediction rule ensemble (PRE) approach
The rationale behind learning ensemble methods can be derived from the
following structural form:
yˆ = F (x) = a0 +
K∑
k=1
akfk(x) (1.1)
where K represents the size of the ensemble, x are the known joint values
of the predictor variables x = (x1, x2, ..., xn), and fk(x) an ensemble member
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or base learner. The predictions of an ensemble are taken to be a linear com-
bination of the predictions from each of the ensemble members fk(x), taking
{ak}K0 to be the corresponding coefficients. Each base learner fk(x) is a simple
function of the predictor variables, for example a rule, identity or polynomial
function.
In PREs, the formulation of base learners takes the form of rules that can
be derived from the nodes of decision trees. For instance, the eighth node
within a tree may be described as: r8(x) = I(x1 > 10) · I(x4 = ”No”), which
takes a value of 1 if the conditions apply and a value of 0, otherwise. First,
an ensemble of trees is generated on subsets of the training data as in random
forests or boosted tree ensembles (Fokkema, 2017; J. H. Friedman & Popescu,
2008). Subsequently, every node from every tree is included as a rule in the
initial ensemble. However, besides rules, the base learners can also take the
form of linear terms. Therefore, all predictor variables are also included as
linear terms in the initial ensemble. The use of linear terms may improve
sparsity and/or accuracy of the final ensemble, as rules may have difficulty
approximating purely linear functions of input variables.
A rule ensemble, therefore, is the collection of all such rules derived from all
resulting trees in which only a small subset may actually contribute to predictive
accuracy. Accordingly, to estimate ak parameters in Equation 1.1, the RuleFit
algorithm uses linear regression with a lasso penalty, resulting in a sparse final
ensemble of rules with non-zero coefficients.
1.2 Mixed-effects PREs
The model in Equation 1.1 can be extended to account for clustered dataset
structure by taking random effects into account, which results in the following
model:
F (x, z) = a0 +
K∑
k=1
akfk(x) + z>b (1.2)
where b is a vector with random effects predictions of length M , with M
representing the number of clusters. Further, z is a unit vector of length M ,
with the m-th entry taking a value of 1 if the observation is part of cluster
m, and 0 otherwise. Although we assume a single random intercept term here,
Equation 1.2 can easily be extended to include more complex random effects
structures.
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The akfk(x) of Equation 1.2, as discussed before, represents the rule ensem-
ble or fixed-effects while z>b represents the random effects. However, ak and
b values cannot be estimated simultaneously because of different estimation
methods. Therefore an iterative approach needs to be taken, or alternatively
all b has to be assumed zero.
1.3 Mixed-effects PREs estimation
In this study, we propose and evaluate four different methods to handle
clustered dataset structures:
1. No-cluster approach. We assume no random effects; that is b = 0, leaving
only ak to be estimated.
2. Clustered-sampling approach. Similar to 1), but a sampling approach is
used to account for the clustered structure. Blocked bootstrap sampling is
used assuming that the data is correlated within a cluster, but independent
between clusters. The method is to resample the clusters with replacement
from the training data (Cameron, Gelbach, & Miller, 2008; Jain &Moreau,
1987).
3. Partial mixed-effects approach. Assume b = 0 in estimating rules f(x),
then iterate between estimating ak and b.
4. Full mixed-effects approach. Estimate b values in estimating rules f(x),
that is, employ a mixed-effects regression tree algorithm for inducing the
initial rule ensemble, then iterate between estimating ak and b.
The estimation of a uses lasso regression in all algorithms. For both partial
and full mixed-effects approach, b is estimated using a traditional maximum
likelihood mixed-effects regression model. Convergence is reached when the
change in log-likelihood from one iteration to the next is below a pre-specified
threshold.
The current thesis aims to investigate the performance of each of these meth-
ods in terms of predictive accuracy, complexity, and computation time. The
remainder of this thesis is organized as follows: Section 2 presents a simulation
study to evaluate the performance of these four PRE methods to simulated
datasets with clustered structure; Section 3 illustrates the proposed PRE ap-
proaches by application to existing datasets with clustered structures; Section 4
provides a discussion and possible extension for future studies, closed by con-
cluding remarks.
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2.1 Aims
This simulation study aims to evaluate the performance of mixed-effects
PREs. To achieve this aim, we consider several desirable properties of the
mixed-effects PREs that we are trying to assess.
In terms of predictive accuracy, they should surpass any method that does
not take correlated structure into account, given that the correlated structure
exists in our data. We expect the mixed-effects PREs to give a more accurate
result than established mixed-effects methods, in this case, linear mixed-effects
regression and linear mixed-effects regression trees.
In terms of computation time, they should be able to provide reasonable
computation time although we expect that the computation time for mixed-
effects PREs will be longer than non-mixed-effects PREs due to of their stochas-
tic process.
Hence, this simulation study will primarily investigate predictive accuracy
and computation time of mixed-effects PRE methods, in comparison with other
widely-used mixed-effects and rule ensemble methods.
2.2 Data-generating mechanisms
For generating data, we varied the following data-generating parameters:
1. Sample size: N = 250, N = 1000.
2. Number of clusters: M = 10, M = 50.
3. Number of potential predictor variables X1 through XP : P = 20, P = 50.
4. Proportion of population variance of the normal distribution from which
the cluster-specific intercepts were drawn relative to the variance of the
fixed-effects linear predictor: Vσ2b = .2 and Vσ2b = .5.
5. True data generating model was specified as follow, as different algorithm
exhibits different sensitivity to specific characteristics of the dataset:
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(a) Linear fixed-effects, where: F(x)=
∑K
k=1 akfk(x) = X1+X2+X11+
X12
(b) Rule-based fixed-effects, where:
f1(x) = I(X2 > 20);
f2(x) = I(X12 < 20);
f3(x) = I(X3 > 16.6 ·X4 < 23.4);
f4(x) = I(X1 < 23.4 ·X11 > 16.6);
f5(x) = I(X14 > 16.6 ·X3 < 23.4 ·X13 < 23.4);
f6(x) = I(X4 > 16.6 ·X13 < 23.4 ·X14 < 23.4).
Hence, the fixed effect value is
F(x)=
∑K
k=1 akfk(x) = f1 + f2 + f3 + f4 + f5 + f6.
(c) Linear and rule-based combination of fixed effect is calculated with:
F(x)=
∑K
k=1 akfk(x) = (1/30)X1 + (1/30)X11 + f1 + f3 + f6.
(d) Tree-based fixed-effects, where:
f1(x) = I(X11 ≤ 16.6 ·X1 ≤ 20);
f2(x) = I(X11 ≤ 16.6 ·X1 > 20);
f3(x) = I(X11 > 16.6 ·X2 > 20 ·X12 ≤ 20);
f4(x) = I(X11 > 16.6 ·X2 > 20 ·X12 > 20);
a1 = 5, a2 = −5, a3 = 10, a4 = −10.
Hence, the fixed-effects value is
F(X)=
∑K
k=1 akfk(x) = 5f1 − 5f2 + 10f3 − 10f4.
The simulation was performed with 3 replications per cell. All potential
predictor variables X1 through XP were drawn from a multivariate normal
distribution with mean µ = 20 and standard deviation σ = 10. Inter-correlation
between potential predictor variables X1 through XP were fixed at ρXpXp′ = .25.
We also partitioned the sample into M equally-sized clusters. To generate
the random intercept for each cluster, a single value bm was drawn from a normal
distribution with mean 0 and variance σ2b . Random errors  were drawn from a
normal distribution with µ = 0 and σ equal to the variance of the true fixed-
effects predictor F(x). The value of the outcome variable y was calculated as
the sum of the fixed-effects F(x), the random intercept, and the error term.
2.3 Algorithm
In this simulation, we employed four methods for taking the clustered struc-
ture into account:
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• pre (no-cluster approach), in which PREs were estimated without ac-
counting for the clustered structure. This method was especially used to
contrast the result from mixed-effect approach compared to the unilevel
approach.
• prec1 (sampling approach), in which clustered/blocked bootstrap was
used to incorporate clustered structure in rule induction.
• prec2 (partial mixed-effects approach), in which the clustered structure
was taken into account only in coefficient estimation.
• prem (full mixed-effects approach), in which the clustered structure was
taken into account in both rule induction as well as coefficient estimation.
• tree, in which Linear Mixed-Model Tree (LMM Tree; Fokkema, Smits,
Zeileis, Hothorn, and Kelderman (2017)) method was used as a reference
to compare the performance of the mixed-effects PRE models.
• lme, in which Linear Mixed Model (LMM; Bates, Mächler, Bolker, and
Walker (2015)) method was used as a reference to compare the perfor-
mance of the mixed-effects PRE models.
2.4 Performance measures
Predictive accuracy of each method was assessed by calculating the corre-
lation between true and predicted outcome values in the test set. The test
observations were generated from the same population as the training observa-
tions but were assumed from new clusters. Hence, the random effects were not
used in prediction, and only fixed-effects terms were used.
Computation time was measured by the average number of seconds the
estimation algorithm took to converge on a single dataset. We considered the
worst-case computation time, which is the maximum amount of time taken on
datasets within a cell of the design, and average computation time which is the
average of the time taken on datasets within a cell of the design.
2.5 Software
R (version 3.3-2; R Core Team, 2016) was used for data generation and anal-
yses. We employed pre package (version 0.4-1; Fokkema, 2017) to fit all PREs.
As for performing partial and full mixed-effects PREs, the premixed package
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(version 0.0-1; (Fokkema, 2017);available on github MarjoleinF/premixed) was
employed. We set the number of trees to be grown in all PREs to 250, with max-
imum tree depths was 3. The boosting learn rates were set to .01 for all PREs.
Winsorizing was used by using .025 quantiles of data distribution. In fitting the
PRE models, 10-folds cross-validation was used for selecting the optimal value
of the penalty parameter λ in the final ensemble.
The estimation of LMM trees was implemented by the lmertree function
from the glmertree package (version 0.1-1; Fokkema et al., 2017; available from
CRAN). For estimating LMMs, the lmer function from lme4 package (version
1.1-14; Bates et al., 2015; available from CRAN) was employed using restricted
maximum likelihood (REML) estimation. Default setting were employed for all
LMMs and LMM trees fitted.
2.6 Results
2.6.1 Predictive accuracy
The predictive accuracies of the methods across the different fixed-effects
structures, sample size, number of predictors, and random effects variance are
depicted in Figure 2.1. With larger sample sizes, all methods showed improve-
ment in accuracy. On the other hand, increasing random-effects variance weak-
ened the predictive accuracies of all methods. The effect of increasing the num-
ber of predictors was not so clear. Increasing the number of predictors seemed
to reduce the performance of lme and all PREs in most cases, but improved
the performance of tree in most cases. Further, a larger number of predictors
showed little influence on predictive accuracies of all methods in most fixed-
effects structures, but it considerably weakened the accuracy of some methods
in the rule-based structure. Overall, the premmethod consistently outperformed
other PRE methods.
The predicted y-values of full mixed-effects PREs (prem) showed an average
correlation .550 (SD = .073) with the true y in test dataset. This method espe-
cially performed better than other PRE methods in tree fixed-effects structure
and smaller sample size.
Partial mixed-effects PREs with random-effects only in coefficient estimation
prec2 showed slightly lower correlation than prem with average .543 (SD =
.087). This method performed quite well and gave a similar behavior across
simulation conditions to full mixed-effects PREs.
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Figure 2.1: Average predictive accuracy of full ME-PRE (prem),
clustered-bootstrap PRE (prec1), partial ME-PRE (prec2), non-
clustered PRE (pre), LMM trees (tree), and LMM (lme). They y-
axes represent the average correlation between the true and predicted
values; x-axes in each row represent the sample size (top), number of
predictors used (middle), and population variance of the normal distri-
bution from which the cluster-specific intercepts were drawn (bottom);
columns represent the fixed-effects data-generation type.
Sampling approach PREs with clustered-bootstrap (prec1) showed slightly
lower predictive accuracy to full mixed-effect PREs (prem), with average cor-
relation .537 (SD = .082). In linear structure, prec1 gave an inferior perfor-
mance with even lower predictive accuracy than PREs without random effect.
In spite of that, in general, the PRE without random-effects (pre) gave lower
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accuracy compared to other PRE methods with an average correlations of .534
(SD = .089).
The LMM trees gave much lower average correlation (.459, SD = .108) than
the rule ensemble methods in the simulation. Furthermore, the LMM trees were
outperformed by other methods in almost every data-generating structure but
performed rather well in tree-structure. The LMM models also showed low
correlation .435 (SD = .135). However, LMM models gave higher predictive
accuracies compared to other methods when the data structure was linear and
performed worst when the data were generated according to a tree- or rule-
structure.
2.6.2 Computation time
Figure 2.2 illustrates the computation time of mixed-effects PREs across
data-generating structures, sample size, number of predictors, and random effect
variance. There was a considerable difference between computation time, in
which prem required much more computation time compared to other methods.
Sample size increase was a major cause for the increased time while the number
of predictors and random-effects variance showed little influence on computation
time. The data-generating structure influenced computation time in different
ways for each algorithm.
The computation time for full mixed-effects PREs prem was considerably
longer compared to other methods. In the simulation, worst-case computation
time for mixed-effect PREs was 12598.82 seconds or about 3.5 hours, and av-
erage computation time was 771.37 seconds (SD = 1727.0). The increasing
sample size resulted in increased computation time from average 337.47 sec-
onds for 250 observations, to 1205.27 second on average for 1000 observations.
In the rules structure, the increase in random-effects variance was followed by an
increase in computation time, while increasing the number of predictors was fol-
lowed by a decrease in the computation time. These figures indicated relatively
unstable computation time for full mixed-effects PREs across all simulation
conditions, compared to other methods.
Partial mixed-effects PREs prec2 showed a faster result compared to prem
with the worst-case computation time of 405.99 seconds and average computa-
tion time 51.61 (SD = 76.32). An increase in sample size affected computation
time with average running time of 8.79 seconds (SD = 3.6) for n = 250 and
average running time of 94.43 seconds (SD = 89.46) for n = 1000. The rules
and linear fixed-effects structure appeared to increase computation time for this
method, compared to other data-generating structure. Similar to mixed-effects
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Figure 2.2: Average computation time of full ME-PRE (prem),
clustered-bootstrap PRE (prec1), partial ME-PRE (prec2), non-
clustered PRE (pre), LMM trees (tree), and LMM (lme). They
y-axes represent the average computation time; x-axes in each row
represent the sample size (top), number of predictors used (middle),
and population variance of the normal distribution from which the
cluster-specific intercepts were drawn (bottom); columns represent the
fixed-effects data-generation type.
PREs, the number of predictors and random-effects variance had little influence
on the computation time.
Sampling PREs prec1 showed the fastest result among the PREs for corre-
lated hierarchical structure. By worst-case computation time of 35.81 seconds
and average 17.12 seconds (SD = 8.63), the sampling PREs even achieved
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a faster result than partial mixed-effects PREs (worst-case = 74.97; average
= 19.09(1.94)). Larger sample size also affected the computation time of this
method by increasing average computation time from 9.41 seconds for n = 250
to 24.83 seconds for n = 1000. The computation time appeared to be consis-
tent across the different data-generating structure. The number of predictor
variables and random-effects variance did not give meaningful effects towards
computation time.
Compared to LMM trees and LMMs, PREs were considerably slower. LMM
trees at the worst-case spent 5.89 seconds to run the model and an average
computation time of 1.76 seconds (SD = 1.38). On the other hand, the LMMs
only needed 0.14 seconds at the worst-case and 0.06 seconds on average (SD =
0.02) to estimate the model. These results were consistent across different
simulation conditions.
In summary, full mixed-effects PREs were able to provide the best pre-
dictive accuracy among the proposed methods. On the other hand, the full
mixed-effects PREs also showed the longest computation time. The partial
mixed-effects PREs were able to provide competitive accuracy, giving predic-
tive accuracy only second to the full mixed-effects PREs in comparison, with a
much faster computation time.
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3.1 Aim
This section aims to evaluate the performance of PREs in existing datasets
with a clustered structure. By doing this, we aim to see the applicability of the
mixed-effects PREs methods in handling real-world problems. To achieve this
aim, we consider several desirable properties of the mixed-effects PREs that we
are trying to assess.
In terms of predictive accuracy or precision, they should surpass any method
that does not take the clustered structure into. We also expect the mixed-effects
PREs to give a more accurate result than established mixed-effects methods, i.e.,
linear mixed-effects regression and linear mixed-effects regression trees. In terms
of complexity, the resulting rules should be simple with only a few meaningful
predictors involved. They should give a lower complexity compared to other
tree-based methods. In terms of computation time, they should be able to
provide a fair computation time. As mentioned in Simulation section, since
mixed-effects PREs involved stochastic process, we expect that the computation
time for mixed-effects PREs will be longer than non-mixed effect PREs.
Hence, this study will primarily investigate precision, complexity, and the
computation time of current mixed-effects PREs methods compared to other
widely-used mixed-effects and rule ensemble methods.
3.2 Method
3.2.1 Datasets
Study of Instructional Improvement (SII). A large-scale quasi-experimental
study that was carried out to assess the math achievement scores of first- and
third-grade students in randomly selected classrooms from a national US sam-
ple of elementary schools. The dataset includes results for 1,190 first-grade
students sampled from 312 classrooms in 107 schools. The SII dataset exhibits
a hierarchical structure in which students are grouped in classes, and in turn,
are grouped within schools. This structure implies that some of the scores for
14 Chapter 3. Application
students in the same class or school are more likely to be correlated and should
be taken into account in the analysis. For this case, we followed the model spec-
ification for regression from Hill, Rowan, and Ball (2005) paper. The outcome
is student’s gain in the math achievement score from the spring of kindergarten
to the spring of first grade (mathgain). We took the student’s math score of
the kindergarten year (mathkind), sex, socioeconomic status (SES), minority
status, and percentage of households in the neighborhood of the school below
the poverty level as predictors. We used "school" to represent cluster.
Global Adult Tobacco Survey (GATS). A cross country survey conducted
by WHO in several low- and middle-income countries that focused on tobacco
consumption. GATS is a nationally representative household-based survey, de-
signed to obtain data on tobacco use behaviors of civilian non-institutionalised
individuals aged ≥ 15 years. Each country used a stratified multistage cluster
sampling design to produce nationally representative samples (detailed method-
ology in World Health Organization (2011)). We used the 2011 country-data
from Indonesia to do a classification problem on smoking cessation determi-
nants. A total of 709 observations was selected according to the information
completeness. We considered age, gender, level of education (edu), belief that
smoking causes illness for oneself (harmself), and belief that smoking causes
illness for the people around (harmother) in predicting participant’s smoking
status (0 = non-smoker, 1 = smoker). The primary sampling unit (gatscluster)
represents a cluster-specific variable.
3.2.2 Models and comparisons
We used the same algorithms as in the simulation. In the real datasets,
we applied the no-cluster PREs, cluster-sampling PREs, partial mixed-effects
PREs, and full mixed-effects PREs. We also used GLMM trees and GLMMs as
a performance comparison to the rule-based algorithms for GATS data, while
LMM trees and LMMs were used for SII data to match their respective learning
task.
3.2.3 Performance measures
Predictive accuracy of each method was assessed by calculating the mean-
squared error (MSE) between observed and predicted outcome scores in both
datasets, based on 10-fold cross-validation. Each rule or tree complexity was
assessed for each rule- and tree-based method, (i.e., PREs and LMM/GLMM
trees). We considered the number of involved predictors in each model, the
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number of predictors in each term, and the number of terms to assess the
complexity in rule-based methods. As for LMM/GLMM trees, the number of
predictor variables involved and the number of splits were used. The complexity
of LMM/GLMMwas evaluated by calculating the number of predictors variables
that significantly contribute to the model by evaluating z-values (for GLMM)
and confidence interval (for LMM). To assess computation time, we considered
the worst-case computation time, which is the maximum amount of time taken
on each dataset, and average computation time.
3.3 Results
Table 3.1: Performance of the Algorithm Models in terms of
Predictive Accuracy, Complexity, and Computation time in SII
Dataset by 10-fold Cross-validation
pre prec1 prec2 prem tree lme
Predictive accuracy
MSE 967.532 968.951 971.197 967.048 1,347.273 901.151
SD 180.005 213.972 201.437 199.159 728.898 173.767
Complexity
No. of Variables 3.6 4.7 3.9 4.1 2.3a 3b
Variables in each term 2.04 2.29 2.05 2.46 − -
Number of terms 15.0 32.6 22.5 21.2 6.9c -
Computation time
Worst-case 27.260 52.920 88.030 11, 310.120 1.210 0.050
Mean 10.958 46.221 40.979 2, 466.472 0.774 0.034
SD 5.856 5.110 22.902 3, 777.761 0.207 0.007
a Average number of variables included in LMM trees
b Average number of contributive predictors (by confidence interval) in LMM models
c Average number of splits inside LMM trees
SII dataset. The average MSE between predicted and true value for valida-
tion set, taken from 10-fold cross-validation for SII data, showed rather similar
results for all algorithm models. Based on Table 3.1, the LMM method out-
performed other models with MSE 901.2 (SD = 173.8). All mixed-effects PRE
models showed similar results to no-cluster PRE model with MSE around 967.0
to 971.2. Full mixed-effects PREs gave the lowest MSE while non-clustered
PRE outperformed other clustered PRE methods. The LMM Trees showed the
weakest predictive accuracy with MSE 728.9 (SD = .14).
As for complexity, the average complexity in each 10-fold cross-validation
subsets was considerably higher in sampling PRE compared to other PRE meth-
ods while the no-cluster PRE gave the lowest complexity on all measures. Par-
tial mixed-effects PRE provided the lowest complexity among cluster-specific
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models with the average number of predictors in each model equalled 3.9. As a
comparison, LMM trees used by average 2.3 variables while the average number
of contributive predictors in LMMs was 3.
The computation time for full-mixed-effects PREs was much slower than
other PRE methods with worst-case computation time 11310.1 seconds or about
3.1 hours and the average computation time 2466.5 seconds (SD = 3777.8) or
about 41 minutes. Despite higher worst-case time, partial mixed-effects PRE
method gave faster result by average to the sampling PRE with 41 seconds
(SD = 22.9) and 46.2 seconds (SD = 5.1), respectively. No-cluster PREs
showed the fastest result compared to other PRE methods with computation
time in the worst case of 27.3 seconds and on average 11 seconds (SD = 5.9).
LMM tree and LMM methods were much faster than all PRE methods with
average 0.7 (SD = 0.2) and 0.03 (SD = 0.01) seconds, respectively.
Table 3.2: Performance of the Algorithm Models in terms
of Predictive Accuracy, Complexity, and Computation time in
GATS Dataset by 10-fold Cross-validation
pre prec1 prec2 prem tree lme
Predictive accuracy
MSE 0.230 0.230 0.091 0.092 0.120 0.100
SD 0.009 0.007 0.012 0.012 0.080 0.017
Complexity
No. of variables 3.9 3.9 4.0 4.0 3.7a 5.8b
Variables each term 2.19 2.29 2.30 2.49 − -
Number of terms 11.7 12.7 14.0 18.1 8.1c -
Computation time
Worst-case 4.470 7.460 105.210 380.910 92.440 7.330
M 4.258 6.927 80.204 324.344 20.051 4.831
SD 0.177 0.395 13.955 31.456 25.651 1.205
a Average number of variables included in GLMM trees
b Average number of contributive predictors (by Z-score) in GLMM models
c Average number of splits inside GLMM trees
GATS dataset. Based on Table 3.2 for classification problem in GATS data,
the mixed-effects PRE methods performed better than other models. Further,
partial mixed-effects PRE with MSE = 0.091 showed slightly better accuracy
than full mixed-effects PRE with MSE = 0.092. On the other hand, GLMM
tree and GLMM outperformed no-cluster PRE and sampling PRE.
The no-cluster PREs and sampling PREs provided on average 3.9 variables.
The partial and full mixed-effects PREs showed similar complexity despite yield-
ing slightly more complex result than no-cluster and sampling PREs. Both
methods used on average 4 variables in each cross-validation subset. On the
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other hand, LMM trees used on average 3.7 variables and the average number
of contributive predictors in LMMs is 5.8 (taking each level of ordered variables
as one dummy variable).
For GATS computation time, no-cluster PRE registered the fastest com-
putation time among PRE methods with worst-case speed of 4.5 seconds and
average 4.3 seconds (SD = 0.2). Full mixed-effects PRE worked the slowest,
giving a worst-case speed of 380.9 seconds and average 324.3 (SD = 31.5)
seconds. In this dataset, GLMM method yielded slower computation than non-
cluster PRE method with the worst-case speed of 7.3 seconds and average 4.8
seconds (SD = 1.2).
3.3.1 Illustration: Mixed-effects prediction rule ensemble
for GATS data
Table 3.3: Example: five most important rules using partial
mixed-effects PRE from GATS dataset
Rule Coefficient Description
rule146 0.970 gender = "MALE" & age > 16.79
rule83 0.606 gender = "MALE" & age > 18
rule123 0.583 gender = "MALE" & age > 17.02 & edu = "LESS
THAN PRIMARY SCHOOL COMPLETED",
"PRIMARY SCHOOL COMPLETED", "SECONDARY
SCHOOL COMPLETED ")
rule50 0.495 gender = "MALE" & age > 22.70
rule26 -0.411 gender = "FEMALE" & harmself = "YES")
Note. Column 1 displays the tree number from which the rules are extracted.
Column 2 displays the rules identity. Column 3 shows the coefficient estimates in
which the coefficient value represents the change in predicted value if the rule is
satisfied. Column 4 gives the rules description.
As an illustration, the output of prediction rule ensemble estimation can be
seen in Table 3.3. The table displays the five most important terms resulting
from the partial mixed-effects PRE model for GATS dataset. Every rule is
represented by a conjunctive of conditions and coefficient estimate. For instance,
rule146 indicates the e0.970 = 2.638 odds of being a smoker, when conditions
(gender = male) and (age > 16.79) are met.
Figure 3.1 shows the relative importance of the predictor variables in the
PRE models. Based on this figure, gender and age provided the most influential
contribution to the prediction of smoking status across PRE models. On the
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Figure 3.1: Input variable relative importance for GATS data
as averaged over non-clustered PRE (pre), clustered-bootstrap PRE
(prec1), partial ME-PRE (prec2), and full ME-PRE (prem)models.
other hand, education and self-harm perception about smoking were less influ-
ential while perceived harm-to-others yielded no apparent influence to smoking
status according to the full mixed-effects PRE.
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4.1 Summary
We presented several algorithms which allow PREs to account for clustered
dataset structures. We hypothesized the mixed-effects PRE algorithms to be
able to give better performance in clustered datasets compared to other mixed-
effects algorithms. We confirmed this through our simulation study and analysis
result in one out of the two real datasets.
Our simulation focused on the performance of the no-cluster, clustered boot-
strap sampling, partial mixed-effects, and full mixed-effects algorithms. Full
mixed-effect PREs outperformed other methods in term of predictive accuracy
with correlation .55 on average in simulated datasets, even though they gave
lower performance than LMMs in linear data structures. Other mixed-effects
PRE methods provided competitive accuracy with only slightly lower correla-
tion coefficients than mixed-effects PRE. Better performance of mixed-effects
PREs was mostly observed in higher sample size, lower number of predictors,
and smaller random-effects variance. Full mixed-effects PREs gave the slowest
computation time; up to 30–800 times compared to other PRE methods and
around 15000 times compared to LMMs. The computation times rose consid-
erably with increasing numbers of observations.
In the Application, we found that both partial and full mixed-effects PRE
methods performed better than LMM in a non-linear classification problem,
that is classifying smokers and non-smokers, from Global Adult Tobacco Study
(GATS). In a linear regression problem, from the Study of Instructional Im-
provement (SII), LMM performed better in predicting the student’s math achieve-
ment gain compared to the mixed-effects PRE. On both datasets, partial mixed-
effects PRE provided lower complexity results regarding the number of variables
and terms involved. While computation times for full mixed-effects PREs were
considerably longer, the partial mixed-effects PREs showed much shorter com-
putation time with similar accuracy, indicating a better trade-off between pre-
dictive accuracy, complexity and computation time.
Finally, based on the results, we can infer that for non-linear problems,
mixed-effects PREs may be preferred over LMMs. Hence, if computation time is
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not an issue, fitting a full mixed-effects PREs may be preferred over other (PRE)
methods, as it yields highest predictive accuracy. Alternatively, computation
time may be substantially reduced by fitting a partial mixed-effects PRE, which
is expected to only slightly affect predictive accuracy.
Fitting a PRE with clustered bootstrap sampling should never be preferred
as it likely yields lower predictive accuracy. This result is contrary to our
expectation, but similar to the finding of Karpievitch, Hill, Leclerc, Dabney, and
Almeida (2009) who found that clustered bootstrap sampling did not improve
the performance of random forest.
4.2 Limitations and future directions
Some possible issues remain to be explored. In the simulated and existing
datasets, we used rules as base learners. It was proven by this study that this
approach gave lower accuracy than LMMs in linear data structure since rules
might have difficulties approximating purely linear functions of input variables.
It can be inferred that the essential weakness of PRE methods is the use of
constant values to approximate a partition or region. For a continuous function
and even a moderately sized sample, this approximation can lead to increased
error (Weiss & Indurkhya, 1995). Alternatively, the use of linear terms may be
encouraged in the situation where linear structure can be assumed. The use of
linear terms as base-learners may allow improvement of sparsity and accuracy
of the final ensemble (Quinlan, 1993), but it should also be noted that the use
of linearity may compromise the interpretability that rules offer.
As for computation time, it was noticeable that PREs gave a slow perfor-
mance, especially if random effects were estimated in both rule induction and
coefficient estimation. Iterating between estimation of the fixed-effects coeffi-
cients by lasso regression and the random effects by a traditional LMM yielded
high computation times. The use of ridge regression (Kneib, Hothorn, & Tutz,
2009), that would allow for simultaneous estimation of the fixed and random
effects, may improve computation time as well as accuracy, but would likely to
sacrifice sparsity and therefore interpretability of the resulting model.
Lastly, the possibility to use more complex hierarchical model in pre package
could be explored. For instance, the ability to estimate multiple or crossed
random intercepts and random slopes could improve the application of PREs
in areas where such structures are common.
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4.3 Conclusion
We have presented the use of prediction rule ensembles in solving predic-
tion problems in clustered data. Our results indicated that mixed-effects PREs
provide accurate predictions for clustered data structures, especially when the
association between predictor and outcome variables is non-linear. Further-
more, our results indicate that mixed-effects PREs improve predictive accuracy
over PREs that do not involve estimation of random effects. However, we found
estimation of random effects to also substantially increase computation time.
Future work should focus on reducing computation time, and improving pre-
dictive accuracy when the association between predictor and outcome variables
are linear.
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