We consider three uniqueness theorems: one from the theory of meromorphic functions, another one from asymptotic combinatorics, and the third one about representations of the infinite symmetric group.
Introduction
The term "Plancherel measure" for the infinite symmetric group was suggested by me and introduced in our joint paper with S. V. Kerov [31] . Later, this notion proved to be extremely important not only in the original context. In the asymptotic representation theory of inductive families of groups and algebras it plays the same role as Haar measure in the theory of locally compact groups. In the present paper, we also illustrate this by examples, in particular, by showing how diverse are situations where it appears. But the motivation behind the choice of the name for this measure does not fully agree with the conventional use of this term; this question is discussed below. This difference is especially clear in the combinatorial definition of the Plancherel measure as a measure on lattice numberings.
With regard to the theory of symmetric groups, it is natural to compare the Plancherel measure with the Poisson-Dirichlet measure, which arises, as shown in our previous papers [36, 37] , in the study of limit distributions of conjugacy classes (i.e., cycle lengths of random permutations). We describe completely different situations in which this measure arises implicitly or explicitly. To understand the overall picture of asymptotic theory, it is of importance to consider the Plancherel measure and its properties as an example of a distinguished central measure on the path space of a graded graph, or as an example of a special Gibbs measure of maximal entropy in constructions of statistical physics.
We begin with a theorem having the most beautiful and clear statement and the most difficult known direct proof. Namely, Edrei's theorem on the uniqueness of the exponential function as a totally positive entire nonconstant function without zeros, see [7, 38, 1] , early papers by Schoenberg [22] , papers by Krein and Gantmacher [10] , the book [11] , etc.
Then we turn to the main part of the paper, where we describe the Plancherel measure from different viewpoints and consider the uniqueness theorem for this measure as a nondegenerate central measure on the path space of the Young graph and as a nondegenerate homogeneous monotone random numbering of the two-dimensional lattice Z 2 + . The interest to the Plancherel measure is due to the fact that it became the source of uniting such different facts from the theory of entire functions, representation theory, combinatorics, and the theory of invariant measures. That is why we discuss in detail the group nature of Plancherel measures for locally compact groups, both in the most general context and in the case of locally finite groups and, in particular, the infinite symmetric group. Here, the main uniqueness theorem looks as a theorem on nondegenerate ergodic central measures on the path space of the Young graph.
We treat separately the combinatorial definition of the Plancherel measure as the limit of Plancherel measures of finite groups; in particular, in the case of symmetric groups this is a measure on lattice numberings.
It is important to note that, in contrast to the finite case and the usual understanding of Plancherel measures, this measure can be defined meaningfully not on the space of classes of irreducible representations (Young diagrams in the case of symmetric groups), but only on the space of tableaux, i.e., sequences of representations.
The uniqueness problem is the deepest and most difficult question; it is convenient to state it in a general form, as a purely combinatorial problem, for instance, as a theorem on numberings of multidimensional lattices. It would not be an overstatement to compare the existence and uniqueness theorem for numberings of the two-dimensional lattice with the existence and uniqueness theorem for Haar measure.
The third uniqueness theorem is a rephrasing of the previous one in terms of representations of the infinite symmetric group and their restrictions to finite subgroups. Namely, it states that the regular representation of the group S N is distinguished among all representations with character. Here, the focus moves to the asymptotics of the first row of a random Young diagram, whose role in the asymptotic representation theory of symmetric groups is well known.
In this paper, we do not discuss numerous proofs of these theorems (their list is given below), leaving such a discussion to another occasion, partly because the author does not think that we know the "proof from the Book" (in the sense of P. Erdös) for any of these theorems.
The paper is an extended version of my talk at the conference Algebraic Topology, Combinatorics, and Mathematical Physics (Moscow, May 2018) dedicated to the 75th anniversary of V. M. Buchstaber.
A nonvanishing totally positive entire function is the exponential function
We begin with the most clear uniqueness theorem, essentially belonging to classical complex analysis.
Theorem 1 (A. Edrei, M. Assein, A. Whitney, I Schoenberg [1, 7, 38] ). Let ϕ(z) be an entire function on the complex line C,
c n z n , c −n = 0 for all n > 0, satisfying the following conditions. 1) Total positivity: for every n ∈ Z, for every collection of indices {i 1 , . . . , i n ; j 1 , . . . , j n } where i s , j s ∈ Z, det ||c is−jt || s,t=1,...,n ≥ 0.
2) Nondegeneracy: the function does not vanish, ϕ(z) = 0; and (to simplify the statement) normalization: ϕ(0) = ϕ (0) = 1.
Then ϕ(z) = exp z.
If, keeping the total positivity condition, we assume that ϕ(z) is only meromorphic (i.e., allow it to have poles) and waive the nonvanishing condition and the normalization, then the general form of such a function is as follows:
where α 1 ≥ α 2 ≥ · · · ≥ 0; β 1 ≥ β 2 ≥ · · · ≥ 0; γ ≥ 0; n α n + n β n +γ = 1;
There is a similar theorem for Laurent series, but we will not consider it. The notion of total positivity appeared in the 1930s in works by Schoenberg and von Neumann (on the geometry of Hilbert spaces), and simultaneously in pre-war papers by M. G. Krein and F. Gantmacher [10] in connection with functional analytic methods in the study of differential equations. It also arises in statistics and the theory of convex sets (the so-called Chebyshev curves), see S. Karlin's book [11] . In recent years, the interest to total positivity has considerably increased in connection with algebraic and representation-theoretic problems (papers by G. Lusztig [16] , A. Zelevinsky and S. Fomin [9] , and many others). The recent paper [4] by V. M. Buchstaber and A. Glutsyuk also uses this notion. But here the notion is greatly extended: one considers not Toeplitz matrices as above, but arbitrary matrices. From this point of view, it would be interesting to consider this notion for arbitrary groups (rather than only Z and R), see below.
In E. Thoma's paper [26] , total positivity appeared as follows (to the author's knowledge, this connection was known already to M. G. Krein).
Consider a positive definite (in the ordinary sense) normalized central function χ(·) on the infinite symmetric group S N , i.e., a character of this group. Assume that it is indecomposable, i.e., cannot be written as a nontrivial convex combination of other characters, and restrict this character (regarded as a function on the group) to the conjugacy classes of cycles, i.e., to the semigroup Z + . 1 Then the function exp n≥1 χ(n) n z n of a variable z, i.e., the exponential of the generating function of these values on cycles, is a totally positive function in the above sense. Here it is important to keep in mind the multiplicativity property of indecomposable characters (see [35] ): the values of such a character on an arbitrary conjugacy class is the product of its values on the corresponding cycles, i.e., the values on cycles uniquely determine the character. Thus, the positive definiteness of an indecomposable character (regarded as a function on the group S N ) can be restated in terms of its restriction to cycles as the total positivity. It is this observation and the multiplicativity property of indecomposable characters (which we do not need now) that allowed E. Thoma to use the previous theorem to give for the first time a formula for the characters of S N . Thoma did not know about Edrei's theorem, but used a close theorem by Bieberbach, which, together with his own considerations, gave an equivalent result. Thoma's paper contains no "representation-theoretic" interpretation of the parameters and no realization of representations. Later, a "representation-theoretic" proof of the theorem was given in [35] , as well as an interpretation of the parameters and a realization of the factor representations. By now, there are already five different proofs (see below), but still no purely combinatorial proof, which should clarify important properties of general lattices.
In this connection, we pose the following problem, which, apparently, has not been studied. As mentioned above, instead of an entire or meromorphic function, or even a Laurent series, one can consider the sequence of its Taylor (Laurent) coefficients as a function on Z, and call this sequence a positive definite function on the group Z. This justifies a general definition of a totally positive function on a locally compact, or even arbitrary, group or even semigroup with given linear order. For group Z, or R this is usual linear order; for general countable group this is a numeration of he group using integers Z or N. For example the semigroup Z 2 + a numeration is defined by infinite Young tableau which cover all semigroup.
Namely, in the definition of total positive definiteness of function on the group or semigroup, we require the nonnegativity of all, and not only principal, minors with given order of variables (elements of the group or semigroup). This means that for any two finite subsets of the elements of the group with the same number of elements, {g i } i=1,...n , {h j } j=1,...n , with have monotonic numeration with respect to the given linear order we require non-negatively ofthe minor f (g i · h −1 j ) i,j . Evidently the answer depends on the orders.
There appears a series of questions which are not clear even for Z with standard order. For instance, what unitary representations and what vectors in these representations correspond (in the sense of the GNS construction) to totally positive functions? These representations are most likely reducible, and these vectors have some additional properties. For the group Z, such a representation is regular, but is is not known what property distinguishes the vector states corresponding to totally positive matrix elements; this is an interesting question close to the problem of central measures.
Plancherel measure
The definition of the Plancherel measure for the infinite symmetric group as a measure on the space of infinite Young tableaux, which was given in our paper [31] (see [32, 33] and also [15] ), became established in the literature, but it is long in need of a more complete justification. Moreover, in the context under consideration, the term "Plancherel measure" itself can be disputed, since, in a sense, it does not coincide with the canonical understanding of this term. That is why we make several general comments on the considerations we had in mind, on numerous links to concrete studies of traditional Plancherel measures (for example, to the 1960s papers by Gelfand's school on Plancherel measures for some semisimple groups, which became classical), on the relation to general representation theory. Then we return to our main case of interest, that of locally finite groups and, in particular, the infinite symmetric group. In short, we use this term, first, because the Plancherel measure in our sense is the limit of Plancherel measures for finite subgroups; and, second, because for the limiting group it can be regarded as the most natural candidate for such a measure in the classical sense; recall that the group is not of type I, so the notion itself is not uniquely defined. The corresponding uniqueness theorem should be understood with regard to these considerations.
Plancherel measure in the general context
By a Plancherel measure one usually means a measure on the space of equivalence classes of irreducible representations of a group.
For a commutative locally compact group, the Plancherel measure is the Haar measure on the group of characters. For a finite group, the probability measure on the space of equivalence classes of irreducible complex representations whose value at each representation π is proportional to the squared dimension of π is distinguished and should be called the Plancherel measure by analogy with the classical Plancherel measure.
For a nondiscrete compact group, the Plancherel measure is σ-finite, and its weights, more exactly, the ratios of the measures of two irreducible reprentations, are still equal to the ratio of their squared dimensions. The duality in this case is well known starting from works by Tanaka and Krein.
In all these cases, there is an analog of Parceval's identity (or the Plancherel isometry) for the group R, i.e., an isometry between the group algebra C[G] ∼ l 2 [G] with the Hilbert structure determined by the inner product corresponding to the Haar measure (the uniform measure on G) and the space C(G) of compex-valued functions on G with the Hilbert structure generated by the Plancherel measure on the space of equivalence classes of representations.
This isometry can be expressed as the following equality of inner products:
and R is the right regular representation of the algebra on itself, ·, · Ha is the inner product corresponding to the Haar measure on the group G, and ·, · Pl is the inner product defined as the normalized direct sum of the inner products in each of the minimal primary subrepresentations, whose spaces are the matrix algebras M k (C) with the ordinary inner product A, D = Tr{AB * }.
For type I groups, the definition of the Plancherel measure reduces to the same formula, which uses the pairing of operator functions corresponding to the representation; such a definition is essentially given in Dixmier's book [6] for type I groups (in his terminology, GCR groups), which exhausts the problem of defining the Plancherel measure for these groups.
But there is another important circumstance, which was discussed in the old literature. By the decomposition of the regular representation one should mean the central decomposition of the regular representation. It is uniquely defined: this is the decomposition into factor representations, and for type I groups they are multiples of irreducible representations (primary). Hence, it is natural to regard the Plancherel measure as a measure on primary representations, which does not change matters much, since there arise only multiplicities of irreducible representations. Therefore, the uniqueness of the Plancherel measure in this sense is ensured by an agreement about the choice of additional normalizations depending on the relation between multiplicities.
Let us add that for nonamenable groups, representations that are not weakly contained in the regular representation (e.g., complementary series representations for semisimple groups) do not belong to the support of the Plancherel measure and are not related to it in any sense.
Only the central decomposition of a representation, i.e., the decomposition with respect to the center of the von Neumann algebra generated by the image of the group algebra under the representation, is canonical; this is a decomposition into factor representations (and not in irreducible representations). If the von Neumann algebra generated by a representation is of type II or III, then its factor representations are no longer primary, i.e., multiples of irreducibles. The central decomposition is a necessary step in harmonic analysis, but, of course, it does not give complete information on the representation.
The difficulty with the definition of the Plancherel measure for groups not of type I is due to the fact that if we want to obtain a measure on the decomposition of a representation into irreducible representations, i.e., on the dual object of a locally compact group, then we must have a Borel structure on this object. But such a structure is not available, so we are forced to choose a part of the set of equivalence classes of irreducible representations. This choice, according to the general theory, is performed by choosing a maximal commutative self-adjoint subalgebra in the commutant of the algebra generated by the representation.
But if we take such a maximal commutative subalgebra in the commutant of the algebra generated by a factor representation, then its decomposition into irreducible representations depends substantially on the choice of this subalgebra. It is known that these decompositions can even be disjoint for two different maximal subalgebras. This question is still poorly studied.
Plancherel measure for locally finite groups
Recall that the infinite symmetric group is not a group of type I, but, on the contrary, is rather a typical group of type II or III (or NCGR according to Dixmier [6] ).
In the framework of asymptotic representation theory, a natural definition of the Plancherel measure is based on considerations quite different from those described above, namely, approximative considerations. Indeed, the analysis of finite groups leads to the conclusion that in the case of an inductive limit of finite groups (yielding a group not of type I), the natural candidate for the Plancherel group is the inductive limit of the Plancherel measures on the prelimit groups. Moreover, this measure should be defined not on the space of equivalence classes of all irreducible representations, which does not exist in a reasonable sense, but on another object, which will be discussed below.
Let a group G ∞ be defined as an increasing limit of finite groups:
The dual spacesĜ n (the sets of equivalence classes of irreducible representations of G n ) form an inverse spectrum, whose limit could be regarded as the dual object to the inductive limit of groups:
However, according to the general theory, points of the projective limit are coherent (with respect to the projections) sequences of points of prelimit spaces, i.e., in terms of our constructions, sequences of representations π n of G n such that π n is an irreducible representation of the group G n occurring as a component in the representation induced by the representation π n−1 of the group G n−1 . In terms of symmetric groups, these are tableaux. Thus, we arrive at the conclusion that the Plancherel measure of the limiting group is, possibly, a measure defined on the space of sequences of partitions. The collection of Plancherel measures on the spaces of representations of G n can be regarded as a coherent sequence of points of the corresponding simplices, and the limit point is a point of the projective limit of simplices, which, in turn, is also a Choquet simplex (see [30] ). We will show that the sequence of Plancherel measures does indeed determine a point of the projective limit, which will be called the Plancherel measure of the limiting group G ∞ . Then Proj µ G = µ H .
Proof. The equality we need to prove is equivalent to the following one:
which follows immediately from the properties of induced representations. It seems that this relation has not yet appeared in the literature, but for necessary information on induction, see [23] .
Definition 1.
A locally finite graded graph is said to be a Plancherel graph if for every vertex λ of level n, the following relation holds:
where d n = λ dim (λ) 2 is the sum over all vertices of level n, i.e., the ratio depends only on the number of the level and is equal to the ratio of the sums of squared dimensions at the corresponding levels.
We have proved the following theorem.
Theorem 2 (theorem-definition). The Bratteli diagram of a locally finite group G = n G n is a Plancherel graph. The Plancherel measures on its levels are coherent and determine (by definition) a measure on the space of paths (tableaux), called the Plancherel measure of G.
In view of the importance of this notion, we will again discuss it in detail for the symmetric group. The fact that the limiting measure is a measure on sequences of representations (tableaux) poses new questions about this Plancherel measure. For example, a remarkable fact is that it is a Markov measure, like all central measures. We will present the transition and cotransition measures of the corresponding Markov chain. Apparently, there is a necessity to make a list of various properties of graded branching graphs of general locally finite groups, which so far have been studied only for some special groups.
It is of interest to give examples of Plancherel Bratteli graphs different from those arising from groups and to understand to what extent the Plancherel property is close to being a characterization of Bratteli diagrams of groups. Another question is what Bratteli diagrams are simultaneously Plancherel graphs and differential posets in the sense of Stanley and Fomin [25, 8] .
It is easy to check that for commutative locally finite groups, the new definition of the Plancherel measure coincides with the standard one: it is the Haar measure on the compact group of characters.
So, we associate a Plancherel measure with a locally finite group. One can easily check that this measure does not change if we pass from an inductive sequence of groups {G n } to a subsequence {G n k }. Thus, the measure is determined by the inductive limit itself. But, of course, an essential modification of the system of embeddings of finite groups in the definition of the inductive limit may change the measure.
Here we have a vast area for various group-theoretic and representationtheoretic questions.
Note that an attempt to define a reasonable probability measure on the set of irreducible representations, e.g., on the set of infinite Young diagrams, is hardly meaningful; the reason is not only in the absence of a separable Borel structure on this set for groups not of type I, but also in the fact that the notion of a class of measures that "decompose" representations of this type itself has little sense.
A convenient tool for the study of asymptotic properties of the Plancherel measure is the "grand ensemble," i.e., the union of all sets of finite diagrams, on which one can define the "Poissonization" of the Plancherel measures of finite groups, see [29, 3] .
The above considerations can be applied to a more general case, that of semidirect products of commutative C * -algebras and their automorphism groups. Recall that, in particular, the group C * -algebra of a locally finite group, being a so-called AF-algebra, is the semidirect product of a commutative ("Gelfand-Tsetlin") subalgebra and the group algebra of some ("adic") group. In this case, the Plancherel measure is defined in a natural way as the invariant measure on the spectrum of this commutative subalgebra, and thus as the spectral measure of the regular representation. Here we can say again that such a definition depends on the realization of the algebra as a semidirect product.
The study of the Plancherel measure for the infinite symmetric group shows to what extent this notion is useful in the study of groups and related combinatorial and other objects.
Below we give an independent, purely combinatorial, definition of the Plancherel measure for the infinite symmetric group. But first we present the main formulas for this measure.
The Plancherel measure for the infinite symmetric group
Recall that the branching of representations of a locally finite group allows one to construct a graph (in the general case, a multigraph) which is a graded graph (Bratteli diagram); a measure on the path space of such a graph is defined in a natural way as the inverse limit of a coherent system of measures on initial segments of paths. From the probabilistic point of view, we originally have only measures on levels, i.e., know the one-dimensional distributions of the future Markov process, and we must check that there exists a system of transition probabilities that determines a central measure with these one-dimensional distributions (the centrality of a measure is equivalent to its invariance under inner automorphisms).
Consider the infinite Young graph Y, i.e., the graded graph of all finite Young diagrams λ, or finite ideals of the lattice Z 2 + . A Young tableau t = {t k } n k=1 with n cells is a monotone sequence of n diagrams, or a path in the Young graph that starts from the one-cell diagram. The space T (Y) of all infinite paths in the Young graph, i.e., the space of infinite Young tableaux, is the inverse limit of the sequence of spaces of finite Young tableaux with respect to the natural projections P n+1 : T n+1 → T n , n = 1, 2 . . . , forgetting the last cell:
This is a Cantor-like compact set equipped with a Borel structure and a tail filtration {ξ n } n . By definition, two tableaux t ∈ T n and t ∈ T n lie in the same element (class) of the partition ξ n if their diagrams coincide for k > n, i.e., t k = t k for k = n + 1, n + 2, . . . . The Plancherel measure on the nth level Y n , n = 1, 2 . . . , of the graph Y is the probability measure µ n defined by the formula
In this and subsequent formulas, dim(λ) is the dimension of the representation π λ of the group S n canonically associated with the diagram λ; its combinatorial interpretation is as follows: this is the number of paths leading to the diagram λ from the initial vertex ∅. This dimension can be found by the Frobenius formula, or the well-known hook-length formula.
By definition, the Plancherel measure µ n on the set T n of all Young tableaux with n cells is a measure whose restrictions to the sets of tableaux with the same diagram λ are uniform, hence it is given by the formula µ n (t) = dim(λ) n! , t ∈ T n (recall that the number of tableaux with given diagram λ is equal to dim(λ)).
Lemma 2. The collection of measures {µ n } ∞ n=1 on the sets of finite tableaux is coherent with respect to the projections P n ; in other words,
Proof. Upon substituting the values µ n (t) from the previous formula, the desired relation becomes equivalent to the following relation for dimensions of diagrams:
where Λ and λ lie at the (n + 1)th and nth level of the Young graph, respectively, and differ by one cell. The last formula immediately follows from the representation-theoretic meaning of the Young graph as the graph of induced representation. Namely, counting the dimension of such a representation, we have
(3) Corollary 1. The family of cylinder measures µ n on the space T of infinite tableaux determines a well-defined Borel probability measure µ ∞ ≡ Pl, called the Plancherel measure. It is central and nondegenerate.
Proof. The existence of this measure follows from the coherence of the cylinder measures with respect to the projections (Kolmogorov's theorem). The centrality is equivalent to the uniformness of the measures on the sets of tableaux with given diagram. The nondegeneracy can be verified directly, since all proper infinite ideals of the lattice Z 2 + are unions of finitely many rows or columns of the lattice, and the density of every such ideal is equal to zero. This fundamental measure was introduced and named "Plancherel measure" in [31] . The behavior of typical diagrams with respect to the Plancherel measure µ n as n → ∞ is very well studied since the late 1970s; namely, we know the limit shape of diagrams, the asymptotics of the lengths of rows, their fluctuations, and many other things.
For further work with the Plancherel measure, it is convenient to use the language of the theory of Markov chains. Note that it is natural to regard the space T of Young tableaux as a nonstationary Markov compactum. By construction, Pl is a Markov measure (a measure corresponding to a Markov chain) on this space; the state space of this Markov chain at time n is T n , its transition probabilities are equal to
and its cotransition probabilities (which express the centrality of Pl) are equal to
This remarkable Markov chain was already studied in [35, 13] ; its new properties (in particular, quasi-stationarity) will be considered later. Here we do not discuss an interesting relation between the Plancherel measure and its generalizations and the notion of a model of representations in the sense of I. M. Gelfand [2] . For finite symmetric groups, a model was suggested in [14] . For the infinite symmetric group, this is the representation in the L 2 space over the Plancherel measure; the latter plays the role of the "Koopman representation" corresponding to the regular representation regarded as a von Neumann representation. However, we call it the basic representation and not the model, because there can be other candidates for a model. In more detail we consider this question in a paper under preparation.
Random monotone numberings and the combinatorial meaning of the Plancherel measure
There is another useful and important interpretation of tableaux and measures on the space of tableaux, in particular, the Plancherel measure, in terms of random numberings of partially ordered sets (posets). First, we will give general definitions for arbitrary locally finite posets P with minimal element {∅} ∈ P , and then consider our main example of the lattice Z 2 + with the natural partial order.
A monotone numbering of a poset P (the main example is P = Z 2 + ) is a map φ : N → P from the set of positive integers to P satisfying the conditions
If φ is a monotone numbering, then for every n the set {φ(1), φ(2), . . . , φ(n)} is a finite ideal in P (a Young diagram for the lattice Z 2 + ). The graph (Hasse diagram) of all finite ideals of P ordered by inclusion will be denoted by Γ(P ) (for the lattice Z 2 + , this is the Young graph). A monotone numbering is an infinite connected path (or tableau) in the graph Γ(P ).
The density of an infinite set I ⊂ P with respect to a numbering φ : N → P is the limit lim n 1 n |{i : i < n; φ(i) ∈ I}| .
The set of all numberings is a Cantor-like compact set N . A random numbering is, by definition, a Borel probability measure on N . It is determined by a sequence of random elements of P , i.e., a random process {ξ n } n∈N with values in P .
A random numbering is said to be nondegenerate if every proper (possibly, infinite) ideal I = P has zero density with probability 1.
A random numbering with values in P is said to be a Markov numbering if the corresponding random process is, in a natural sense, a (nonhomogeneous) Markov chain whose state space at time n is the set of ideals (diagrams in the case of Z 2 + ) with n elements. A random numbering φ is said to be central if for every n the conditional measure on the set of finite ideals with n elements given that the values φ(k) with k > n are fixed is uniform with probability 1.
A random central numbering is said to be ergodic if the action of the group of all finite renumberings of the random path (which is well defined by centrality) on the path space equipped with this measure is ergodic.
One can easily see that a central numbering, regarded as a measure on the path space of the Young graph, is exactly a central measure. To describe all (ergodic) central measures on a path space is one of the main problems in the whole theory of graded graphs.
The following theorem is one of the deepest facts of the whole asymptotic representation theory of symmetric groups; this is the second uniqueness theorem in our original list. This uniqueness theorem is the most difficult part of the general Thoma theorem [26] on the characters of the infinite symmetric group, which we discussed in the first section of the paper. By now, there are several proofs of this theorem, but still no purely combinatorial proof. Here are the corresponding references: [35, 18, 19, 5, 20] .
The proof closest to a purely combinatorial one is given in [20] ; it uses the following interpretation of the problem suggested by me: it suffices to prove the following combinatorial-probabilistic lemma, which is so far a corollary of the theorem, but is in fact equivalent to the theorem.
Lemma 3. For every k ∈ N and every > 0, there exists δ > 0 and N ∈ N such that for every n > N and for every Young diagram λ n with
here ρ k is an arbitrary metric on the space of probability measures on the set of Young tableaux with k cells, while d λ k (·) and Pl k (·) are the probability distributions on these sets of Young tableaux induced by the Young diagram λ and the Plancherel measure Pl, respectively.
The proof in [20] uses the theory of symmetric functions and, in a sense, is a continuation of the paper [19] on shifted Schur functions. We will return to the discussion of this proof elsewhere.
Another property of the Plancherel measure in terms of random numberings looks as the quasi-invariance under a lattice shift, more exactly, under passing from a given numbering to the induced one, obtained by omitting the elements of the first row, or the first column, or both. It is easy to prove that such an induction sends the Plancherel measure to an equivalent one. Hence, another equivalent formulation of the uniqueness theorem is as follows. 
General locally finite posets
All definitions from the previous section make sense for arbitrary locally finite posets, i.e., arbitrary distributive lattices that are Hasse diagrams of lattices of finite ideals of posets. We mean the notions of monotone numberings, random numberings, and the properties of measures on the space of numberings of a poset (or the space of tableaux, the path space of the graph of ideals): centrality, nondegeneracy, quasi-invariance, Markov property, ergodicity, etc.
The existence of at least one monotone nondegenerate central numbering for an arbitrary poset can usually be easily proved by compactness considerations.
However, the uniqueness of a central nondegenerate measure holds not for all posets.
Definition 2.
A countable locally finite poset is said to be rigid if a central nondegenerate Markov monotone numbering on this poset exists and is unique.
The above theorem says that the poset Z 2 + is rigid.
A direct proof of the uniqueness theorem in any of the suggested formulations, e.g., of Proposition 1, would reveal deep properties of numberingss of rigid lattices. This would mean a considerable progress in the asymptotic theory of posets and in the theory of traces of C * -algebras.
Apparently, an example of a nonrigid poset is the poset with the set of elements Z d + and the partial order defined as follows:
and (x, y) and (u, v) are incomparable if x = u and y or v is not zero. The deformation of the order structure on Z 2 + that turns rigidity into nonrigidity reminds of percolation phenomena.
All interpretations and properties of the Plancherel measure, including those discussed in the previous sections, are closely intertwined. We will consider another invariance property, but state it in a more general situation.
It is not difficult to show that every central measure on the path space of a graded graph is Markov, but not stationary, because the state space depends on n. Nevertheless, it has the property of invariance with respect to a "quasi-shift," which we will call the quasi-stationarity of a nonstationary Markov chain. For the Young graph, this property is a generalization of the combinatorial notion of the Schützenberger (jeu de taquin) transformation, which in the case of central measures and the Plancherel measure for the lattice Z 2 + was studied in [34, 21, 24] . Here we will give a general definition. We define a (deterministic) map from the path space of a distributive lattice to itself, calling it the transfer. For the Young lattice, this is an infinite analog of the Schützenberger transformation. It is most convenient to describe the transfer in terms of numberings.
Consider an arbitrary numbering (sequence of elements) t 1 = ∅, t 2 , t 3 , . . . of a poset, and associate with it a new numbering t 1 = ∅, t 2 , t 3 , . . . as follows: if t n+1 t n , then t n = t n ; and if t n and t n+1 are not comparable, then t n = t n+1 , n = 2, 3 . . . . This is a natural generalization of the ordinary shift; distributivity guarantees that all 2-intervals in the graph are either segments or rhombi. This definition makes sense for more general graphs than Hasse diagrams of distributive lattices, namely, we need only the existence of a "translation" of edges for adjacent vertices.
Thus, we can consider the class of Markov chains for which there is a well-defined shift (transfer) in the path space that shifts paths in time in a generalized sense. For the Young graph, this is true and follows from the main result of [34] . Most likely, quasi-stationarity also holds for an arbitrary distributive lattice. The Schützenberger transformation, i.e., the transfer for the Young graph, has been recently considered in [21, 24] for other reasons. The main result is that the Schützenberger transformation on the path space equipped with any central ergodic measure (Thoma measure) is metrically isomorphic to a Bernoulli shift. We will consider these problems in another paper. All these considerations reveal a close relation between this circle of problems and ergodic theory.
The third uniqueness theorem: representations of the infinite symmetric group
In this section, we essentially consider a corollary of the previous theorems for the representation theory of symmetric groups. In its first form, this corollary is equivalent to the uniqueness theorem and, possibly, has its own independent proof. The second formulation (with a bound) contains an important complement to the uniqueness theorem concerning properties of the Plancherel measure. We state our theorem as a uniqueness theorem for the regular representation of the infinite symmetric group, more exactly, characterize this representation in natural terms. We will consider traceable factor representations of the group S N , i.e., normalized indecomposable characters of S N , already discussed above. Recall that a character is a function χ(·) on S N satisfying the conditions χ(e) = 1, χ(gh) = χ(hg), ||χ(g i · g −1 j )|| n i,j=1 ≥ 0 for every n ∈ N and any g 1 , . . . g n ∈ G. Indecomposability means that χ(·) is an extreme point of the simplex of all characters.
Every indecomposable character χ generates a representation π χ of the group, which is either finite-dimensional, or infinite-dimensional in a von Neumann factor of type II 1 .
A nontautological realization of such representations was given in [32] , but we will not use it.
The link between the theorem on the exponential function (Section 1) and that on the regular representation and its character (see below) is given by the correspondence exp(z) χ e = δ e (g), or, in terms of generating functions, F χ (z) = exp n χ(g n ) n z n , where g n ∈ S ∞ is a cycle of length n; this is a totally positive function. The most important factor representation of S N is the (say, left) regular representation. Denote it by Π. As mentioned above, it is this representation that corresponds to the Plancherel measure, and the corresponding character is χ(g) = δ e (g), the δ-function at the group identity. It turns out that the regular representation Π and, consequently, its character (i.e., the trace in a von Neumann factor of type II 1 ) can be axiomatized as follows.
We will consider restrictions of representations and, in particular, the representation Π to finite subgroups S n and define the following sequence:
Y χ (n) ≡ max{k < n : ∃S k ⊂ S n , ∃h ∈ H πχ : ∀g ∈ S k π χ (g)h = ±h}.
In other words, we fix the greatest rank of a subgroup for which the restriction of π χ is either the trivial or the sign representation: χ S k = 1 or χ S k = sgn(·).
Theorem 4 (uniqueness and characterization of the regular representation). 1) There is a unique factor representation for which Y χ (n) = o(n), namely, the regular representation.
2) The regular representation is the unique factor representation for which Y χ (n) = O( √ n).
The second claim follows from the theorem of [33] which says that the growth of Y χ (n) for the regular representation is exactly Y χ (n) = 2 √ n. Thus, Y n grows either linearly, or as 2 √ n, and the latter occurs only in the case of the regular representation Π and the character χ(g) = δ e (g).
In this form, the theorem is stronger than the uniqueness theorems, since it implies the total positivity theorem from Section 1 and the uniqueness theorems for the Plancherel measure, but the strengthening is achieved by an additional bound on the growth of the first row of the Young diagram.
