The Phasor Measurement Unit (PMU) is becoming very effective device for power system as it produces synchronized parameters of power system. This measurement data helps us in monitoring, controlling and protecting the system effectively.
Introduction
Phasor measurement unit (PMU) is becoming a most important tool for the power system monitoring, control and protection. Some of the applications of PMU (Singh et al., 2011; include Fault Location, Supervisory Control of Back-Up Zone Protection, Adaptive Out-of-step Relaying coherent group detection, Intelligent islanding, Adaptive Loss-Of-Field Relaying, Adaptive system restoration, Adaptive dependability and security, Generation-load mismatch detection, Identification of generator trip locations, some more applications in the sense of power system monitoring and controlling. So, they are required to be employed for the present and future power systems. So, when a new state estimator commissioned, or an existing estimator is upgraded, the problems of minimizing the number of PMUs and their optimal location for system complete observability will come into picture. An optimal PMU placement (OPP) is quite important during planning studies for both existing and future power networks.
The actual optimization problem was developed in Baldwin et al. (1993) . Later, papers (Abur and Magnago, 1999; Magnago and Abur, 2000) suggested OPP in the presence of measurement contingencies for conventional measurement devices which are expensive. After, heuristic algorithms like Genetic Algorithm (Marın et al., 2003) to find the minimal set of PMUs, Particle Swarm Optimization (Hajian et al, 2007; Ahmadi et al., 2011) to obtain minimum PMUs using maximized measurement set, integer linear programming (ILP) (Xu and Abur, 2004; Kavasseri and Srinivasan, 2011) , and Binary ILP based real-time monitoring of system (Pal et al., 2014) , upgraded Binary Harmony search algorithm (Nazari-Heris and Mohammadi-Ivatloo, 2015) , Binary Cat Swarm Optimization (Srivastava and Maheswarapu, 2015) , Artificial Bee Colony based Multi-objective Optimal Placement of Phasor Measurement Units (Kulanthaisamy et al., 2014) and multistage PMU placement (Roy et al., 2012) are applied to answer OPP problem. But these methods haven't considered line contingencies. Even though these methods such as single contingency based PMU problem (Rakpenthai et al., 2007) and a conventional measurements based method (Gou, 2008) have answered OPP problem, they ignored ZIBs from search space which may leads to an unreliable state estimation under blackout condition. A binary search scheme (Chakrabarti and Kyriakides, 2008) , an integer quadratic based PMU placement (Chakrabarti et al., 2009 ) without including zero-injection effect, an Optimal PMU Placement strategy considering few pre-specified contingencies (Sodhi et al., 2009) , participation factor-based method (Caro et al., 2012) are suggested, but none of them have considered all possible contingencies. Recently, authors (Gopakumar et al., 2013a; Gopakumar et al., 2013b; Kumar et al., 2014) have suggested OPP with measurement redundancies without considering channel limits. But the proposed paper considers all possible line/PMU contingencies, channel limits and also zero-injection buses which cannot be ignored from placement for a robust measurement system. This paper suggests a meta-heuristic technique called Binary Cuckoo Search (BCS) for the OPP problem presented in . The proposed method, after testing on IEEE test systems, is applied to United Indian Grid (UIG).
This paper has been organized as follows. Section 2 gives the problem formulation with constraints considered. Section 3 introduces Binary Cuckoo Search (BCS). Section 4 discusses the results. Finally, section 5 concludes the paper.
PMU Placement Formulation
Since the optimal PMU placement is an optimization problem, it should be defined with an objective function (1) and some particular constraints. So, the problem will defines as, Minimize:
If S p is unity or greater than it, then the p th bus and all its connected buses are observed. This problem will work if and only if there are no abnormal conditions like line outage (fault) or PMU failure (communication channel failure). So, in order to consider these situations which are more probabilistic to occur in power system, it formulates a new approach for observing the system completely. Here, the abnormal conditions will be taken into consideration by modelling each condition as a constraint. The modelled constraints are presented below.
Line outage constraint
This section considers only line outage as the only abnormal condition that would occur on the power system. In this proposed method, the line outage constraint Equation (5) is considered by rewriting the Equation (2) as:
PMU failure constraint
Here, the measurement failure constraint Equation (7) is considered by rewriting the Equation (2) as:
Where S P is the observability function at p obtained from Equation (3).
line/PMU outage constraint
This part combines the above two equations to achieve the observability under either of these two constraints. Hence, the constraint becomes:
Throughout the discussion, this paper considers only this condition Equation (8) as the abnormal condition as it combines both line and PMU failure constraints.
Proposed Binary Cuckoo Search (BCS)
The peculiar behavior of the cuckoo bird is it lays eggs in another bird's nest to let that bird to hatch eggs (Yang, 2009a,b) . Then it follows different strategies to minimize the chances of destroying eggs by the host bird. This strategy and behavior has led to the introduction of a new naturally-inspired optimization algorithm called Cuckoo Search (CS) algorithm. This Meta-heuristic algorithm was invented by Xin-SheYang and Suash Deb in the year of 2009. From the basic cuckoo search algorithm, each cuckoo uses Levy's flights to search a new nest for laying its egg. Levy flight is a model walk function to direct a cuckoo towards a new nest, which is random and characterized by some pre-defined step lengths for obeying power-law distribution. These levy flights are very helpful in optimizing any problems of engineering and sciences. According to standard CS, every cuckoo will searches for nest on ensuring the following rules ideally. Rule1: Each cuckoo should lay only one egg at a time, and choose nest randomly. Rule 2: The best nest with an egg of most and highest fitness should be passed on to the next generation. Rule 3: The number of host nests should be fixed, and the probability (p a ) with which the host bird can discover the egg laid by the cuckoo should lies in the range of [0, 1], i.e. p a є [0, 1]. The equations (9) and (10), given below, together help in generating new solution using levy flights with their random steps from the levy distribution function (Yang and Deb, 2010) . Moreover the random walk process helps cuckoo in its consecutive jumping by obeying power-law step-length distribution with a heavy tail.
Here, x t i and x t i 1  are the solutions at instants t and t +1. Here, α represents step size whose value varies according to the scale of the problem of interest. The operator  does the entry-wise multiplications. Even though this operator is as similar as that of PSO, it is more efficient than that of PSO. The present OPP problem is a binary optimization problem whose solution is a set of zeros (0s) and ones (1s). Here, binary one represents the presence of PMU and binary zero represents the absence of PMU. But, the search space for the standard CS is continuous which means its solution is a set of real number. Hence, it cannot be applied for the proposed binary optimization problem whose solution should be a binary solution. So, a new version, Binary Cuckoo Search is introduced here.
Binary Cuckoo Search (BCS)
Essentially the BCS contains two functional blocks. First block contains two cuckoo dynamic operations namely Levy flights and binary solution representation (BSR). Here, Levy flight will be used to search a new cuckoo (Ouaarab et al., 2014; Gherboudj et al., 2012) . As the main intension of applying BCS is to handle binary optimization problems efficiently, the BCS has to transform a real valued solution (x r ) to binary value (x b ). This can be done with the help of sigmoid function given in Equation (11). Sigmoid function will calculates the flipping chances of each cuckoo. Later, these flipping chances will be used to compute the binary value of that particular cuckoo. This transformation can be done as follows.
where σ(x r ) represents the flipping chance of bit 'x b '. After getting σ(x r ), we will compare it with a randomly generated number γ, where γ є[0,1] for each dimensions of 'r'. Then the transformation Equation (12) will be done as follows:
As shown in Figure 1 , the two operators (Levy flights and BSR) will combine the basic CS algorithm with sigmoid function to achieve BCS. The second functioning block has selection operator and objective function. Here, the selection operation is nothing but the elitism phenomenon applied in genetic algorithm.
Algorithm:
Step 1: Read P a and objective function
Step 2: Initialize the population of N host nests
Step 3: While (t<maximum generation) or (convergence criterion), repeat the steps 4 to 12.Otherwise, stop the procedure.
Step 4: Obtain a cuckoo (let i) randomly using Levy flights
Step 5: Obtain its binary representation by BSR algorithm and calculate its fitness S i.
Step 6: Select a nest from N (let j) arbitrarily
Step 7: Obtain its binary representation by BSR algorithm and calculate its fitness S j.
Step 8: If (S i >S j ), replace j by the new solution and go to next step9, else go directly to step9.
Step 9: Obtain the binary representation from the BSR algorithm for all nests and, evaluate their fatnesses.
Step 10: Abandon a fraction (P a ) of worse nests. Build new nests at new locations via Levy flights.
Step 11: Obtain the binary representation there, using BSR algorithm and, calculate their fitness.
Step 12: Keep the nests with highest fitness and order the solutions in descending order of their fitness and find the latest best. 
Results and discussions
This methodology, after testing it on few IEEE test systems, has been applied on different Inter Regional power Grids (IRGs) (Power Grid 2018) . It is also applied on Unite Indian Grid (UIG). The results that obtained are tabulated in Tables 1and 2. The results are compared with some of the methods from literature and the comparison is presented in Table 3 and Table 4 . The results show that, unlike the methods discussed in literature, the proposed method have identified the number PMUs required for observing the system under both normal and line/PMU failure outage conditions respectively. 8,9 2,4,6,10,11,12,19,24,26,29 1,4,9,20,24,27,29,30,32,36,38,39,41,45,46,51,54 2,5,9,12,13,17,21,23,26,29,34,37,42,45,49,53,56,62,64,71,75,77,80,85,86,90,94,10 1,105,110,115,116 2,3,5,10,13,15,23,24,26,33,36,42,43,51,55,59,60,63,70,71,73,74,77,84,86,97,102,1 03,104,107,108,109,114,119,122,124,130,132,133,134,137,139,140,144,145,152,1 54,159,161,162,166,173,178,181,184,189,193,194,200,204,206,211,214,215,219,2 21,225,230,231,232,234,237,238,240,244,245,249,9012,9002,9022,9023,9003,900 4,9005,9533,9007,531. 3 4 10 17 32 
Regional Indian power Grids
Indian power Grid has five Inter Regional power Grids (IRGs), such as Northern Region of Indian power Grid (NRIG), Southern RIG (SRIG), Eastern RIG (ERIG), Western RIG (WRIG) and North-Eastern RIG (NERIG). This article studies the PMU placement for the above five Regional Indian power Grids.
Western Regional Indian power Grid (WRIG)
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Eastern Region Indian power Grid (ERIG)
ERIG has five states with 90 buses. It is the only IRG to be having connectivity with all the remaining IRGs. The ERIG requires 24 and 57 PMUs to observe the system under normal and abnormal conditions respectively. The locations of PMUs required for observing the WRIG completely are tabulated Table 6 and are represented graphically in Figure 4 and Figure 5 . 418,421,425,429,433,4 39,440,443,448,456,46 0,464,466,471,474,480, 485,488,491 . Figure 6 . PMU locations in NRIG under normal operating conditions 4.5. Southern Regional Indian power Grid (SRIG) SRIG has 208 buses with four states. This is the only IRG that was connected asynchronously to the remaining parts of the Indian power grid till December 31, 2012, after which it was synchronized to the rest of Indian power grid to form a single Indian grid. From the results, without considering channel limits, it requires 56, 132 PMUs to observe the network under normal and abnormal conditions respectively. The results are given in Table 8 and are also represented with the help of Figure 8 and Figure 9 . 4.6. North eastern Regional Indian power Grid (NERIG) NERIG has seven states with 14 buses. As shown in Table 9 , NERIG requires 5, 12 PMUs to observe the network for the two conditions respectively. The locations are clearly depicted in Figures 10, 11 . NERIG 404, 406, 407, 411, 413 5 403, 404, 405, 406, 407, 409, 410, 412, 413, 414, 415, 416 12 Figure 8 . PMU placement for SRIG considering normal condition Babu et al. / International Journal of Engineering, Science and Technology, Vol. 10, No. 2, 2018, pp. 10-24 21 64 
Economies of the proposed algorithm
It presents the net savings befitted from the suggested algorithm. It means, if we consider the cost of one PMU as one unit, the costs incurred for the system complete observability without OPP, with OPP under normal and line/PMU outage conditions would corresponds to the number of PMUs required in the respective conditions. So, WRIG gets benefited with 75.32% and 42.85% of savings under the two conditions respectively. Similarly, while deploying the phasor measurement system, ERIG saves 72.22% and 35.56%, NRIG saves 74.04% and 37.5%, SRIG saves 73.07% and 24%, and NERIG saves 64.29% and 14.29% respectively. The net savings of different IRGs and UIG are clearly depicted in Figure 12 
Conclusion
As the power system is highly prone to repeated faults or disturbances, it is needed to be monitored continuously. This paper has considered the conditions like line outage and measurement failure for finding PMU placements. This really helps for the both existing and future networks. The proposed BCS method has solved the OPP problem for all types of power systems accurately.
The proposed method has been tested on few IEEE standard test systems, and then applied for United Indian power Grid (UIG). From the results and discussions, number of PMUs required for the system complete observability is almost one-third of the system size. And, this is almost doubled if single line/PMU outage were considered. Hence, it is verified that the proposed method has optimized the OPP problem efficiently and benefited economically.
Nomenclature
x q: objective function S p : observability function at bus p N: Bus set L: Line set C pq: Binary connectivity parameter S l p : observability function at bus p for l th line outage C l pq: Binary connectivity parameter for l th line outage
