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Abstract 
For the determination of the Weibull stress or analogous effective stress measures in the assessment of the cleavage failure 
probability based on finite element results, robust and numerically stable procedures are necessary. For the quantitative 
assessment of the numerical errors in the approximate integration procedures for the determination of the Weibull stress or 
corresponding stress measures, an appropriate error indicator in analogy to adaptive finite element meshing methods was derived. 
The mathematical considerations reveal that an evaluation of the cleavage probability by means on the classical Beremin (1983) 
model using the standard one-point Gauss integration scheme may result in distinct numerical errors. Therefore, an enhanced 
numerical integration formula was derived and implemented. This formula facilitates a numerical evaluation of the integrals with 
improved accuracy. 
© 2014 The Authors. Published by Elsevier Ltd. 
Selection and peer-review under responsibility of the Norwegian University of Science and Technology (NTNU), Department of 
Structural Engineering. 
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1. Introduction 
The process of cleavage fracture initiation is investigated since some decades. It is widely accepted that cleavage 
fracture is triggered by the instability of micro cracks. The oldest and most important model for cleavage fracture 
assessment is the model proposed by Beremin (1983). Within the framework of this model, it is assumed that the 
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size distribution of the micro cracks follows a power law. The assumption that the instability of a micro crack (size l) 
can be described by the stress criterion Vcritical=k2/l2 (material parameter k) yields the accumulated probability 
p(V)=(VVu)m for the failure of a control volume V0. The parameters m and Vu (contains k) are material parameters. 
The weakest-link approach proposed by Mudry (1987) postulates that the failure of the control volume V0 causes the 
instable failure of the entire structure. Thereby, the accumulated probability of failure for the considered structure 
can be written as 
 
௙ܲሺɐௐሻ ൌ ͳ െ ݁ݔ݌ ቀെ ቀఙೢఙೠቁ
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The Weibull stress Vw is determined by the integration of the maximum values of the principal stress V, occurred 
in the volumes Vi until the considered point in time over the volume Vcl of the cleavage fracture process zone. 
The local approach cleavage fracture models available in literature are usually based on the determination of an 
effective stress measure like the Weibull stress or a similar quantity, which is calculated by a generalized weighted 
averaging of the maximum principal stress over the plastic zone (interpreted as the cleavage fracture process zone). 
The numerical determination of the effective stress measure relevant for cleavage fracture initiation can be 
problematic with respect to the numerical stability. The reason for this fact is that a high power of the stress must be 
used for the calculation of the effective stress measure. Hence, even small errors at the determination of the 
maximum principal stress can cause significant errors during the calculation of the effective stress measure. In 
addition, approximation errors arise if the calculation of the Weibull stress is performed via a numerical integration 
procedure. 
2. Error indicators for the Finite Element stress field and the effective stress measure (Weibull stress) 
The accuracy of the stresses determined within the framework of Finite-Element analyses is to a great extent 
dependent on the chosen element size. For reasons of numerical efficiency the element size cannot be reduced 
arbitrarily. Hence, in the past years different error indicators for the stresses calculated using the Finite-Element 
method were derived, see Zienkiewicz (2006). These error indicators enable an estimation of the existing stress error 
for a given FE-mesh. The accuracy of the error estimation also depends on the mesh refinement to a certain extent. 
Within the framework of the present study, the simple error indicator proposed by Zienkiewicz (1987) is utilized. 
For the derivation of this error indicator we consider the real stress ࣌ and its FE-approximation ࣌ෝ. The definition of 
an error indicator requires an improved approximation of the real stress. Such an improved approximation can be 
achieved by a nodal averaging or rather a projection procedure. In this context, it is assumed that a smoothed 
approximated stress ࣌כ can be interpolated by the same shape function as the displacements: 
 
࣌כ ൌ ۼ࣌ഥכ ׬ ۼ்ஐ ሺ࣌כ െ ࣌ෝሻȳ ൌ Ͳ                 (2) 
 
Furthermore holds (shape function N, matrix operator S and elasticity matrix D) 
 
࣌ഥכ ൌ ۯି૚ ׬ ۼ்۲܁ۼஐ ȳ࢛ഥۯ ൌ ׬ ۼ்ஐ ۼȳ                (3) 
 
The smoothed approximated stress ࣌כ  is an improved approximation of the real stress. This yields an error 
indicator for each element: ࢋ࣌ ൎ ࣌כ െ ࣌ෝ. 
Utilizing the stress error 'V, known from ࢋ࣌ for each element, it is possible to determine the Weibull stress error 
resulting from error propagation during the calculation of the effective stress measure. Considering a single finite 
element and assuming small stress errors 'V,, a Taylor series expansion of the integration formula yields 
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with the number of evaluation points i=1,…,n. 
The integration error resulting from the simple integration procedure with a few evaluation points can be 
described by a numerically determined relation between the average stress gradient ׏ߪூ  within the considered 
element and the deviation of the integral value calculated using the simple integration procedure from the exact 
integral value. For this purpose, firstly a realistic and analytically describable stress distribution is defined for a 
finite element. Utilizing this stress distribution, an integral value can be determined, which is the defined exact 
integral value. Subsequently, this value can be compared to the defective value determined using the simple 
integration procedure. Repeating this procedure for numerous stress constellations within the element and different 
material parameters, we get the average integration error (',,exact)m as a function of the average stress gradient ׏ߪூ 
within the element and the material parameter m. The results are shown in Fig. 1. 
 
 
Fig. 1. Average integration error as a function of the average stress gradient and the Weibull-parameter m. 
Within the relevant range of values for the average stress gradient, the results for the different Weibull exponents 
m can be interpolated by second order polynomials. As expected, the average error increases significantly for an 
increasing Weibull exponent m. Therefore, the average integration error (',,exact)m is given by 
 
ቀ οூூ೐ೣೌ೎೟ቁ௠ ൌ ܽሺ݉ሻ ή ׏ߪ௠
ଶ ൅ ܾሺ݉ሻ ή ׏ߪ௠                 (5) 
 
in which the polynomial coefficients a(m) and b(m) can also be approximated by polynomial functions. 
Based on the now known individual errors, the determination of the total error (combination of the finite element 
stress field error, error propagation during the calculation of the effective stress and integration error due to 
numerical integration) becomes possible: 
 
οܫ௚ ൌ ൫ܫ௘௟ െ οܫ௘௥௥௢௥ି௣௥௢௣௔௚௔௧௜௢௡൯ ൬ͳ ൅ ቀ οூூ೐ೣೌ೎೟ቁ௠൰ െ ܫ௘௟ൗ                (6) 
 
The following application exemplifies the prediction given by the error indicator defined in Equation (6) for a 
FE-mesh with an element size of 20Pm and a given global load. The stress field (maximum principal stress) in the 
vicinity of the crack front (ligament in x-direction, global load in y- direction, crack front at x=y=0) is shown in Fig. 
2(a). The error indicator for the stresses as proposed by Zienkiewicz (1987) yields an estimation of the errors in the 
stress field, see Fig. 2(b). Based on the determined stress results (stress field and corresponding stress errors), the 
total error at the calculation of the integral for the effective stress measure can be determined using the Equations 
(5)-(7). The results are shown in Fig. 3 (Weibull exponent m=35), in which the element wise error is normalized by 
the total value 
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ܫ௚௘௦ ൌ ଵ௏బ σ ݒ௜ܫ௘௟
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with the element quantity i, the element volume vi and the constant, arbitrarily definable, reference volume V0.  
 
    
Fig. 2. (a) Stress field at the crack front; (b) Error estimation for the stress field at the crack front. 
 
Fig. 3. Error at the determination of the effective stress (m=35) 
For a quantitative estimation of the influence of the error at the determination of the effective stress measure on 
the predicted failure probability Pf, we have to calculate the improved integral value ,ges-v using the improved stress 
field resulting from the stress field error estimation. Thereby we get 
 
ο ௙ܲ ൌ ͳ െ ݁ݔ݌ ൬݈݊ሺͳ െ ݔሻ ூ೒೐ೞூ೒೐ೞషೡ൰ െ ݔ                 (8) 
 
with the (assumed) real value x of the failure probability. In the considered case we get 'Pf=-6.4% for x=10%, 
'Pf=-28.4% for x=50% and'Pf=-34.5% for x=90%. 
3. Improved integration formula 
Within the framework of the present study, an improved numerical integration formula for power-law functions 
with high order as they appear in the classical Beremin model (1983) with Weibull moduli in the order of m=25 or 
beyond was derived. For the determination of the element contributions with the enhanced numerical integration 
formula, the value of the maximum principal stress at the element centroid (one-point-Gauss integration) as well as 
the values at the element corners (FE-nodes) and if necessary further element edge points must be included. 
(b) (a) 
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Assuming a linear gradient for the stress between the element centroid and the element corners, it is possible to 
calculate the effective stresses for the different integration domains within the considered volume element, see Fig. 
4(a), (b). 
 
 
Fig. 4. (a) Assumed stress distribution in the volume element; (b) Integration domain along an integration path. 
The assumed stress distribution g(x) between two specific points within the element is given by 
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with the path lengths l and g0=g(0), ga=g(a). Choosing an integration domain (small angles φ and ψ) along an 
integration path according to Fig. 4(b), yields the effective stress of the i-th integration domain 
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For a practical application, the integration in Equation (10) must be performed. Finally, we get the improved 
integration formula (Weibull exponent m, u=V,/Vu): 
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The element contribution is defined as the average of the values for the n different integration domains 
(weighting factor wi corresponding to the volume fraction of the domain, element volume Vel). 
Utilizing the error indicator defined above by the equations (4)-(6), the integration error can be estimated. This 
allows a quantification of the impact of the improved integration formula on the determined effective stress. For that 
purpose, we consider the stress field shown in Fig. 2(a) and perform a correction based on the stress field error 
estimation shown in Fig. 2(b). Assuming that the stress field features no error after the correction, it is possible to 
estimate the pure integration error. Fig. 5(a) exhibits the integration error pattern for the simple one-point-Gauss 
integration, whereas Fig. 5(b) exhibits the integration error pattern for the improved integration formula (n=8). 
 
Regarding the quantitative impact of the integration error on the determined failure probability Pf, equation (8) 
yields 'Pf=0.4% for x=10%, 'Pf=1.2% for x=50% and'Pf=0.8% for x=90% (one-point-Gauss integration) and 
'Pf=0.06% for x=10%, 'Pf=0.2% for x=50% und'Pf=0.14% for x=90% (improved integration formula with n=8). 
Thus, the integration error can be reduced. It should be noted that for the given example the impact of the integration 
error on the determined failure probability Pf is not particular big, but with respect to an assessment of the effect of 
the improved integration formula, the ratio of the resulting errors is important, because the absolute error value will 
(b) (a) 
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increase significantly for a coarser FE-mesh, higher Weibull exponents m an generally more critical stress fields 
(steeper stress gradients). 
    
Fig. 5.  Integration error at the determination of the effective stress measure (m=35) for: (a) Simple integration; (b) Improved integration with n=8 
4. Conclusions 
For the determination of the cleavage fracture probability using local approach models it is necessary that the 
existing mechanical field quantities in the vicinity of the crack front, especially the maximum principal stress, are 
reproduced with high accuracy in the simulation and integrated accurately at the evaluation.  In this context, an error 
indicator enables the estimation of the acceptable element size in the vicinity of the crack front. For the quantitative 
assessment of the numerical errors in the approximated integration procedures for the determination of the Weibull 
stress or corresponding stress measures, an appropriate error indicator in analogy to adaptive finite element meshing 
methods was derived. The developed error indicator accounts for the error in the stress field via the indicator 
proposed by Zienkiewicz (1987). The error propagation during the integration is considered by means of a Taylor 
series expansion of the used integration formula. Finally, the integration error is included via a numerically 
determined correlation between the average stress gradient within the element and the difference of the integral 
value computed using an integration formula to the exact integral value. The mathematical considerations reveal that 
an evaluation of the cleavage probability by means of the Beremin (1983) model using the standard one-point Gauss 
integration scheme may result in distinct numerical errors. 
Hence, an improved numerical integration formula for the evaluation of the stress integrals in the standard local 
approach models for cleavage assessment was developed. This formula is applicable for power-law functions as they 
appear in the classical Beremin model with Weibull moduli in the order of m=25 or beyond and it facilitates a 
numerical evaluation of the integrals with improved accuracy, especially for steep stress gradients, high Weibull 
exponents m and large evaluation domains. It should be noted that the improved accuracy holds only for the 
integration procedure. The stress field errors increase with an increasing element size, so that the overall accuracy is 
below the accuracy reached for a fine FE-mesh. 
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