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I. INTRODUCTION 
Let G be a finite group. Let F be a splitting field for G of characteristic 0; 
I.e., every irreducible representation of G over F is irreducible over the 
algebraic closure of F. Let 01 = (A(g): g E G> be an irreducible F-representa- 
tion of G with character x. We denote by FG the group algebra of G over F. 
Then 
is the central idempotent of FG which generates the simple two sided ideal 9 
to which x corresponds [3, p. 2361. It has been pointed out to us by Freese [5] 
that the primitive idempotents which generate the minimal left ideals in FG 
corresponding to x (and whose sum is e) may be taken to be 
edi) = $$ C A(g)jjg, 
v@ 
The proof of this observation has led us to the present paper. 
2. MAIN RESULTS 
Let 7t = x(l). Denote by F, the algebra of IZ x rz matrices over F. Define 
f:F,,-+FGby 
f(C) = & C tr(CT&9)g. 
v-3 
Here, “tr” denotes trace and CT is the transpose of C. 
* This work was done while the author was a National Academy of Sciences- 
National Research Council Postdoctoral Research Associate at the National Bureau 
of Standards, Washington, D.C. 20234. 
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THEOREM 1. The function f is an isomorphism of the algebra F, onto the 
algebra X. 
Remark. It is a classical result of Wedderburn [13] that 9 is isomorphic 
to F, . We are presenting an explicit isomorphism. 
Proof. I f  I is the n x n identity matrix thenf(1) = e, the identity of Y. 
From the linearity of the trace function, it follows that f is linear. To prove 
that f is a homomorphism, it remains to verify that f  is multiplicative. So, 
let C, D E F, . Then 
= f (CD). 
Suppose now that f (C) = 0. Since {g E G} is linearly independent in FG, 
we must have tr(PA(g)) = 0 for allg E G. But, 
tr(CTA(g)) = C CiAgh . 
i,i 
It follows from Burnside’s theorem [ 11, p. 63 that C = 0. 
Now, f(C) = f (Cl) = f (C)j(l) = f (C) e E 9, so f  is into 9. But, the 
dimension of Y is x( 1)s = ns. It follows thatfis onto 4. The proof is complete. 
We now consider the elements of FG in their role as linear operators 
(multiplication on the left) on the vector space FG. Thus, we may consider 
f as a representation of F,, by transformations on FG. Observe that 
trf(C) = +y ZG tr(CT&)) tr .iT 
where tr g is the trace of the regular representation of g E G. Since tr g = 0 if 
g # 1, it follows that tr f (C) = n tr C. Thus the representation g --(A(g)) 
is equivalent to n(=x(l)) copies of g -+ A(g). But, since 01 is irreducible, 
{A(g): g E G} spans F, . We have proved the following. 
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THEOREM 2 (Part 1). There exists a basis E of 9 such that for every 
C EF, , the matrix representation of the linear operator f(C) with respect to E 
is the direct sum of n copies of C. 
IfF is the field of complex numbers then FG has a natural inner product 
with respect to which {g E G) is an orthonormal basis. 
LEMMA 1. Take F to be the field of complex numbers and suppose a: is a 
unitary representation. Then f (C*) = f(C)*, where C* is the conjugate transpose 
of C andf (C)* is the adjoint of the operatorf (C). 
Proof. 
f(C*> = & zG tr(conj C&)*) g-l 
= -E- C conj tr(CrA(g)) g-l 
o(G) g 
= f (C)Y. 
THEOREM 2 (Part 2). If F is the field of complex numbers and if 01 is unitary, 
the basis of Theorem 2 (part 1) may be chosen to be orthonormal, i.e., if [f(C)] 
is the matrix representation of the operator f (C) with respect to some orthonormal 
basis of 9, then there exists a unitary matrix U such that 
[f(C)] = U” ; c u. 
( 1 i=l 
Proof. By Theorem 2 (part l), there is a nonsingular matrix L such that 
[f(C)] = L-l ;c L. 
i 1 i=l 
(1) 
LetL = UH be the polar decomposition ofL. By Lemma 1, the representation 
g -+ [f (A(g))] is unitary. Certainly the representation g -+ +r=, A(g) is 
unitary. We have from (1) that 
where V(g) = U* +ySl A(g)U. Thus 
H-IV(g) HHV(g-I)H-’ = I, 
or H’J commutes with V(g) for all g E G. It follows that H commutes with V(g) 
for all g E G. But then V(g) = [f@(g))]. By Burnside’s theorem, we can 
choose L = U. Q.E.D. 
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3. APPLICATIONS TO MATRIX FUNCTIONS 
We now assume that G is a subgroup of S, , the symmetric group on 
o,..., m}. From now on, F will be the field of complex numbers. Let C be 
fixed in F, . The principal object of this section is to study the function 
d: F,,, -+ F defined by 
d(X) = C tr(CT&)) fi -Q(t) - 
@G kl 
When C = 1, d is the generalized matrix function depending on G and x. 
When C is the matrix with 1 in position (i,i) and 0 elsewhere,d is the function 
studied by Freese [SJ. 
The literature of the last decade or so is laced with interesting discoveries 
about generalized matrix functions. Many of the known results are true for the 
more general functions (2) when C is hermitian and idempotent (an orthogonal 
projection). We cannot hope, nor would it be worthwhile, to state all 
generalizations of known results. Perhaps some of the flavor will be apparent 
from the following examples. 
Let V be an inner product space over F of dimension k. Let 0” V be the 
m-th tensor power of V. The inner product of V induces an inner product in 
0” V given by 
(X10...OX,,Y10”‘OYm)= fi(Xt,Yt), (3) 
t=1 
where x1 @ ... @ x, is the tensor product of the indicated vectors. For 
every g E S, , there is a linear operator P(g) on 0” V such that 
qg-1)x, 63 ..* 0 x, = X&) cg ... @ X9(& 
for every x1 ,..., x, E V. It is not hard to see that g -+ P(g) is a representation 
of S, . Let 
THEOREM 3. Suppose 01 is unitary. I f  C is an orthogonal projection then 0 is 
an orthogonal projection. 
Proof. Extend P linearly to a transformation P from FG. Then P is a 
representation of the algebra FG. But, 0 = P(f (C)). Thus, Cs = C implies 
O2 = 0. With respect to the induced inner product, P(g)* = P(g-l). Thus C 
hermitian and 01 unitary implies 0 is hermitian as in Lemma 1. Q.E.D. 
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Henceforth, we will always take ar to be unitary and C to be an orthogonal 
projection. 
LetL( V) denote the algebra of linear operators on V. If T EL(V), denote by 
am T the m-th Kronecker power of T, i.e., 0” T E L(@ V) and 
for every x1 ,..., x, E V. Clearly, 0” T commutes with P(g), g E S, , and thus 
with 0. It follows that the range of 0, R(O), is an invariant subspace of 0, T 
for every linear operator T on V. Denote the restriction of am T to R(O) by 
K(T). Then T ---f K(T) is a representation of L( V). For x1 ,..., x, E V, define 
x,*.*.*x, = Ox,@...@x,. ThenK(T)x,*...*x, = TX,*...* TX,. 
THEOREM 4. Let X EF, . Take k(=dim V) = m. Let e, ,..., e, be an 
orthonormal basis of V and let T EL(V) be such that X = (( Tei , ej)). Then 
d(X) = s (K(T) e, * *-- * e, , e, * **- * e,). (4) 
Proof. 
= $$- zG tr(CT4gN fi Vet ,e,(t)) 
t-1 
= +&d(X). 
COROLLARY 1. Let X, YE F, . Then / d(Y*X)12 < d(X*X) d(Y*Y). 
Proof. Once one observes that K(T*) = K(T)*, the result is just the 
Cauchy-Schwarz inequality and Theorem 4. This result was noticed for the 
case x(1) = 1 in [7]. 
We denote the fact that N EF~ is positive semidefinite hermitian by 
writing H > 0. If HI , H, , HI - H2 > 0, write HI > H2 . 
COROLLARY 2. Take H > 0. Then (tr C) det H 4 d(H). 
Proof. Let X be triangular such that X*X = H. Then det H = 
1 det X I2 = (tr C)e2 1 d(X)12 < (tr C)e2 d(H) d(l), by Corollary 1. But, 
d(1) = tr C. This result was proved for the case C = 1 by Schur [12]. Our 
proof parallels that of [7, Theorem 81. 
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COROLLARY 3. Take HI ) H, 3 0. Then d(H, + H,) 3 d(H,) + d(H,). 
Proof. If T, T’, T - T’ EL( I’) are positive semidefinite and self 
adjoint with respect to the inner product in V, write T > T’. Assume 
K(= dim V) = m. Fix an ordered orthonormal basis E = {e, ,..., e,} in V. 
Let T, , T, EL(V) be such that Hr , Hs , are respectively their matrix 
representation with respect to E. It is a standard result that 
$3”’ (Tl + T,) > 0” Tl + 0” Tz . 
Thus K(T, + T,) > K(T,) + K(T,). The result follows from (4). 
COROLLARY 4. Suppose HI 3 H, . Then d(tH, + (1 - t)H,) is a non- 
decreasing function of t in the interval [0, GO). In particular, d(H,) 3 d(H,). 
Proof. Since T > 0 implies K(T) > 0, it follows from (4) that X > 0 
implies d(X) > 0. Let H = Hi - Hz > 0. By Corollary 3, 
d(H,) > W&J + d(H) 2 4%). 
Let E > 0. Then 
(t + 4 HI + (1 - t - E)H, 
= tH, + (1 - t) H, + E(H, - Hz) > tH, + (1 - t)H, . Q.E.D. 
Corollary 4 was proved for generalized matrix functions in [8]. We remark 
that if d(H, - Hz) > 0 then the function of t in Corollary 4 is strictly 
increasing. 
THEOREM 5. Let H cFnzr be a positive semidefinite hermitian matrix 
partitioned into ~2 m x m submatrices: 
H = (Hij), 1 < i, j < r, (5) 
where each Hi* is m x m. Then the I x Y matrix Hd = (d(Hij)) is positive 
semidefinite hermitian. Moreover, the eigenvalues of Hd lie in the interval 
[vmc, pmc], where c, 7, p are, respectively, a nonnegative integer independent of H, 
the minimum and maximum eigenvahe of H. 
The proof of this theorem is analogous to the proof of theorem 2.1 in [9]. 
For additional results which can be extended, the reader might begin by 
consulting [l, p. 140; 2; 4; 6, p. 64; 9; 10; 141. 
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