Euler-Bernoulli thermoelastic plate model with a control function in the thermal equation is considered. This paper is devoted to the analysis and construction of the minimization procedure related to the controllability of its trajectories by applying both penalty and duality arguments. Numerical approximation of the optimality system is carried out through the use of spectral element methods in space and finite difference schemes in time. Numerical results obtained on several test cases are shown.
Introduction
Let Ω be a bounded, open, connected subset of R 2 , with a Lipschitz boundary and ω any open subset of Ω. Let T > 0 and set Q := Ω × (0, T ), Σ := ∂Ω × (0, T ). We consider a model which describes the small vibrations of a homogeneous, elastically and thermally isotropic Euler-Bernoulli plate, under the influence of a control function f ∈ L 2 (ω × (0, T )). In an absence of other exterior forces, and with hinged mechanical and Dirichlet thermal boundary conditions, the system we are going to study is the following: The initial data are z 0 ∈ H, the control operator B : L 2 (ω) → H is defined as B f = 0, 0, χ ω f .
(1.4)
In our paper we present some results about the controllability of trajectories at any time T > 0 for thermoelastic model (1.1) . This problem can be formulated in the following way. Givenẑ 0 ∈ H andf ∈ L 2 (ω × (0, T )), letẑ = z(T ;ẑ 0 ,f) be the related solution for PDE system (1.2). Given any different initial dataz 0 ∈ H, we look for a control functionf ∈ L 2 (ω × (0, T )) such that z(T ;z 0 ,f) =ẑ. 
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We can solve this problem as follows. We consider system (1.2) with initial data z 0 :=ẑ 0 −z 0 and f :=f −f. We try to find a control function f ∈ L 2 (ω × (0, T )) such that the solution z(T ; z 0 , f ) = 0 , or equivalently, such that the state z 0 can be transferred to 0 at the time T .
Definition 1.1. The PDE system (1.2) is said to be null controllable, if for any T > 0 and arbitrary initial data z 0 ∈ H, there exists a control function f ∈ L 2 (ω×(0, T )) such that the corresponding solution z(t; z 0 , f ) to (1.2) satisfies z(T ; z 0 , f ) = 0 .
(1.5) Thus, the above problem of the controllability of trajectoires corresponds to prove the null controllability for system (1.2).
Our aim is: for each T > 0, we look for a control f which steers the solution z of (1.2) to zero, and such that its L 2 (ω × (0, T ))-measurement is minimal with respect to all such steering controls. This is to say to look for the solution of the minimum problem
where V := f ∈ L 2 (ω × (0, T )) : the solution z of (1.2) satisfies (1.5) .
It is easy to verify that V is a convex, closed, non-empty subset of L 2 (ω × (0, T )) and then the minimum problem (1.6) has a unique solution. Nevertheless, V is not a vector space and we cannot construct the optimality system related to the minimum problem (1.6). We choose to replace the cost functional J(f ) with the penalized functional
obtained by applying Convex Duality Theory. 11, 29, 30 The dual problem (1.9) , that can be viewed as an identification problem for the final data (ζ T ∈ H) of a backward in time adjoint system, 23 is better suited to numerical calculations than the original one.
To solve the minimum problem (1.9) we extend the ideas used by Glowinski and Lions 16 in the context of linear diffusion equations to the thermoelastic system. We rewrite the minimum problem in a variational form and we solve it by the Conjugate Gradient (CG) method. At each CG-iteration, both a primal system (1.2) and an adjoint system to (1.2) have to be solved.
Spectral Element Methods 15 are used to approximate the solution in space variables, while classical finite difference schemes like Newmark and Crank-Nicolson 27 are used for time advancing. The fourth-order term in the first equation of system (1.2) is faced by a mixed approach, for which a new unknown w := −∆u is introduced in the system.
In this paper we show several numerical results obtained through the approximations described above. We refer to a future work 14 for both the study of the discretized problem and the convergence of the approximate solution to the solution of (1.2).
The paper is organized as follows. In Sec. 2 we sketch the modelling procedure of a thin homogeneous thermoelastic plate subject to thermal deformations. The resulting model is derived in the framework of the well-established theory of heat flow due to Fourier and according to the standard approximation for the Kirchhoff plate.
Section 3 contains the formulation of the dual problem and the construction of the optimality systems. Finally, Secs. 4 and 5 are devoted to the numerical approximation of the control problem and numerical results, respectively.
Literature
Questions related to controllability of thermoelastic plates have attracted considerable attention in recent years.
In (1. 21). Owing to smoothing effect associated to analyticity, the exact controllability for thermoelastic plates has been proved for large spaces of controls. Avalos 2 shows the exact controllability at any time T > 0 for thermoelastic plates, with and without rotational inertia,
in the absence of control forces (f 1 ≡ 0), and by means a control f 2 ∈ L 2 (0, T ; H −1 (Ω)) in the whole Ω. In the control space L 2 (0, T ; H −1 (Ω)) this result is optimal.
De Teresa and Zuazua 10 study the thermoelastic plate system (1.10) in the presence of a control function f 1 ∈ L 1 (0, T ; H −1 (Ω)), with supp f 1 (·, t) ⊂ ω ⊂ Ω, in the absence of heat sources (f 2 ≡ 0), and with σ ≡ 0 and γ = 0. Clamped boundary conditions are imposed on u. By using both a decoupling result (see Ref. 17 ) for three-dimensional thermoelasticity, and a variational approach to controllability (see Ref. 12) , and some observability inequalities for the system of thermoelastic plate, a result of exact-approximate controllability is obtained. In other words, by the geometric control conditions introduced in Ref. 4 , they find sufficient conditions on control time T and control region ω such that for every initial and final data (u 0 , u 1 , θ 0 ), (v 0 , v 1 , ϑ 0 ), belonging to the space of states where system (1.10) evolves, and for every ε > 0, there exists a control function f 1 such that the solution of (1.10) satisfies
Lasiecka and Triggiani 20 consider the controllability problem for the thermoelastic plate equation, without rotational inertia term, with hinged mechanical and Dirichlet thermal boundary conditions, under the influence of either mechanical or thermal control on the whole domain, namely
where A is a strictly positive, self-adjoint partial differential operator with compact resolvent, and either (g 1 , g 2 ) = (0, h) or (g 1 , g 2 ) = (k, 0), with h, k ∈ L 2 (Q) and h, k ≡ 0. With respect to result of Ref. 2, in this paper the set of controls is taken in the narrower space L 2 (Q) and the null controllability is proved for any T > 0. This result has been complemented by providing optimal blow-up estimates of norms of fast controls in Refs. 3 and 31. The case where g 1 ≡ 0 and the control function g 2 is such that supp g 2 (·, t) ⊂ ω ⊂ Ω has been tackled by Benabdallah and Naso in Ref. 5 . By applying an iterative method and thanks to the observability estimates on the eigenfunctions of the Laplacian operator (see Ref. 22) , the null controllability for system (1.1) is proved at any time T > 0 by L 2 (ω × (0, T ))-thermal control. In this proof both the analyticity property of semigroup associated to the thermoelastic system (see Ref. 21 ) and the commutative property of the operators, which comes from the hinged boundary conditions, are crucial.
Preliminary Results

The plate model
We consider a plate of uniform thickness d. When the plate is in equilibrium, we assume it occupies a fixed bounded domain D ⊂ R 3 placed in a reference frame x := (x 1 , x 2 , x 3 ). The plate has a middle surface midway between its faces in a region Ω ⊂ R 2 of the plane x 3 = 0. We suppose that the plate is hinged along its Lipschitz boundary ∂Ω.
The material composing the plate is homogeneous and (elastically and thermally) isotropic, so that its stress-strain law is given by
where the elastic strain ε, the stress T are second-order tensors, I is the secondorder identity tensor, and L 0 is a fourth-order tensor. The last term in (2.1) represents the thermal strain and the positive constant α 0 is called the coefficient of thermal expansion. Moreover, θ := Θ − Θ 0 denotes the temperature variation with respect to the reference value Θ 0 . According to this constitutive equation, in Ref. 19 a mathematical model for a Kirchhoff thermoelastic plate is derived. Let q: Ω × R → R 3 be the mean heat flux vector in the plate. Fourier law of the heat conduction for a thermally isotropic body in the approximation theory is written as
where the positive constant k 0 denotes the coefficient of thermal conductivity. The usual energy balance equation is replaced by
where h is the thermal power, which denotes the rate of heat absorption per unit of volume, ρ 0 > 0 is the mass density in the reference initial configuration, and r is the external heat supply per unit of mass. Neglecting any hereditary contribution to mechanical dissipation, h is described by the following linearized constitutive equation (see Ref. 13) : 
Existence results
We define the positive self-adjoint operator
so that
Proof. The proof follows the same guidelines given in Refs. 25 and 26, where different regularity assumptions are taken on both f and initial data. Here we report only the part of the proof to obtain a priori estimate on the energy. Multiplying (1.1) 1 for u t and (1.1) 2 for θ, integrating in Ω, we found
where
We consider 
We set
and chooseε
Then, there exists c 0 > 0 such that
If we choose N such that N > max(1, √ M 2 + 1) there exist two positive constants c 1 and c 2 such that
Thus, we obtain
and our conclusion follows. 
Formulation of the Controllability Problem
Let us introduce the operator L t :
Suppose that the null controllability property, as defined in Definition 1.1, holds true for system (1.2).
Remark 3.1. In terms of the previous notation, the null controllability property is equivalent to the statement that
This containment is in turn equivalent to establishing the observability inequality (see for instance Ref. 32):
and A * and B * are the adjoint operators of A and B, respectively. 
The dual problem and the optimality system
The minimum problem (1.8) is solved by the duality theorem of FenchelRockafeller.
11,29,30
The idea is to construct the "optimality system" equivalent to the minimum problem (1.8), whose solution immediately gives the optimal control f k .
To this aim we introduce the functionals F :
We set is defined in (3.3). We denote by ζ(t) = e (T −t)A * ζ T the solution of the following adjoint system with respect to (1.1):
in Ω . 
By application of the duality theorem of Fenchel-Rockafeller, we obtain the so-called conditions of optimality
(3.12)
By integrating by parts, the functional J *
Recalling definition (1.4) of the operator B, it holds
Remark 3.3. Since we are interested to study the null controllability problem, the term z T is equal to zero and the dual functional becomes
From observability inequality (3.11), rewritten as 15) and Young inequality, we find that for any δ > 0
so that the functional J * k (ζ T ) is coercive. Moreover, it is convex and continuous, then the minimum problem min ζ T J * k (ζ T ) admits a unique solution, denoted by ζ T k . By both conditions of optimality (3.12) and definitions (3.4)-(3.5), we get
and recalling that L *
By setting z k (T ) := z(T ; z 0 , f k ), from (3.17) we obtain
By considering (3.7) with ζ T ≡ 0, we find that ζ(t) ≡ 0, for any t ∈ [0, T ]. This implies that (3.14) evaluated for ζ T ≡ 0 becomes J * k (0) = 0, and recalling (3.6) we obtain 
, and there exists a subsequence (ζ 3k n ) such that
Then, f satisfies the same previous estimate (3.19) and it is chosen as the control function. We observe that z kn (t) H is bounded in (0, T ). In fact
H . Thus, we can extract a subsequence z kn m such that
Recalling that
Finally, given k, the optimality system for problem (1.8) follows from (3.17) and it reads     
The optimal control f k is given by χ ω ζ 3 where ζ 3 is the third component of the vector function ζ obtained by solving (3.21)-(3.22). 
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The next step is to solve the optimality system. We introduce the operator Λ : 23) and the identity operator I, so that the solution of the optimality system (3.21)-(3.22) satisfies the functional equation
Problem (3.24) admits the following variational formulation:
By defining the bilinear form a k : H × H → R:
and the linear functional L : H → R : 27) problem (3.25) reads:
We can apply the Lax-Milgram lemma to problem (3.28) (the space H is a Hilbert space, the bilinear form a k is continuous and coercive, the linear functional L is continuous, the operator Λ is self-adjoint and nonnegative definite, cf. for instance Ref. 32 ) and conclude that it has a unique solution ζ T . Moreover, there exists a positive constant C such that:
and by both (3.13) and (3.14), it holds
We recognize that minimizing (3.30) is equivalent to solve the variational equation (3.28).
Now we can summarize the steps to find the solution and the control for problem (1.2) in the following way:
(1) solve problem (3.28) to find ζ T (this is equivalent to solve the optimality system (3.21)-(3.22)) (2) solve the adjoint system (3.7) to find ζ (3) set f = ζ 3 (4) solve the primal system (1.2) to find z. Remark 3.5. From the computational point of view the most heavy step is the first. Problem (3.28) is solved by the Conjugate Gradient method 27 , an iterative method that, under suitable assumptions on the bilinear form a k , converges to the solution in a finite number of iterations and it requires to solve a primal and an adjoint system at each iteration.
Remark 3.6. In view of (3.8), for given initial data and external forces, both problem (3.7) and (1.2) are of the same type. Their numerical approximation constitutes the computational kernel of the whole minimization procedure.
The following section is devoted to the numerical approximation of problem (3.26)-(3.28) and to the numerical approximation of a problem like (1.1) with a given right-hand side f .
Numerical Approximation
In this section we briefly describe the numerical methods used to discretize problems (3.25), (3.7) and (1.2).
Given an initial guess (ζ T ) (0) ∈ H, the CG algorithm iteratively constructs a sequence (ζ T ) (n) ∈ H, that converges, for n = 1, 2, . . ., to the solution ζ T of (3.26)-(3.28). The most expensive step of a CG-iteration is the evaluation of a function q ∈ H such that
given p ∈ H. This is equivalent to:
• extract the third component σ 3 of σ • compute the solution s of 
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Then, the CG algorithm to solve (3.28) reads:
Our aim now is to solve numerically both systems (4.2) and (4.3). We note that system (4.2) is like (3.7) while system (4.3) is like (1.2), and in view of Remark 3.6 they can be viewed as particular cases of problem (1.1), so that we focus our attention on the approximation of thermoelastic system (1.1) with f given.
Remark 4.1. In the next sections we describe the approximation used, but we refer to a work in progess 14 for a detailed analysis of the convergence of the numerical solution to the continuous one.
Approximation of the thermoelastic system
We introduce the following weak formulation of problem (
in Ω, (4.5) where (·, ·) denotes the L 2 (Ω) inner product. By Theorem 2.1, problem (4.5) is well-posed.
The approximation of the term ∆ 2 u in (1.1) by variational numerical methods, such as finite elements or spectral elements, should require C 1 -continuity across the interfaces between the elements, thus the use of Hermite's elements, which are cumbersome to implement.
A classical alternative consists of using a mixed formulation for problem (4.5) in which we introduce a new unknown w = −∆u. Under the assumption of Theorem 2.1, problem (4.5) reads: for any t ∈ (0, T ] find u(t), w(t), v(t) = u t (t), θ(t) such that
Problem (4.6) has a unique solution. As a matter of fact, integrating Eq. (4.6) 1 by parts in the space variable, we get
Hence w(t) = −∆u(t) ∀ t ∈ (0, T ]. This result joined to equations (4.6) 2−5 leads to system (4.5), which has a unique solution satisfying u ∈ L 2 (0, T ;
. Then w(t) = −∆u(t) is also unique and belongs to L 2 (0, T ; H 1 0 (Ω)). A first step to the approximation of problem (4.6) entails the discretization of the space variable only. This leads to a system of ordinary differential equations whose solution [u H (t), w H (t), v H (t), θ H (t)] is an approximation of the exact solution for each t ∈ (0, T ].
The generalized Galerkin approach is followed to reformulate problem (4.6) in finite-dimensional spaces. This method is obtained from a Galerkin method in which each integral is replaced by suitable quadrature formulas. Spectral Element Methods are employed to choose finite-dimensional spaces, quadrature formulas and derivatives discretization.
Spectral element approximation of the space variable
In order to discretize space derivatives we consider the Spectral Element Methods. 24, 15 They are among the most commonly used methods for the approximation of partial differential equations which join the high accuracy of Spectral Methods 6,7 with the great versatility of Finite Element Methods. Historically, spectral methods have been associated with Fourier expansion and they have been applied to approximate periodic functions. However, nowadays they are used indifferently for periodic as well as general boundary-value problems. For the latter, algebraic polynomial expansions (especially Chebyshev's and Legendre's) are used in lieu of Fourier trigonometric polynomials. We introduce a conformal, regular and 
Let Q N (T k ) be the set of algebraic polynomials, defined on T k , of degree less than or equal to N in each direction, and set 11) where
, based on the Gauss-Lobatto Legendre (GLL) quadrature formulas.
27
From now on, the index H characterizes the spectral element discretization we are considering; it stands for the couple H = (h, N ), i.e. the mesh size and the polynomial degree on each element T k , while N H denotes the total number of grid points in Ω.
We note that when N = 1, the Spectral Element Methods coincides with Finite Element Method Q 1 with lumped mass matrix.
We define the finite-dimensional spectral element space: 
the local Lagrange interpolation operator on the GLL nodes in T k , and let I H : C 0 (Ω) → Q H (Ω) the global interpolation operator such that (I H u)| T k = I k N (u| T k ), for every T k ∈ T h . the following estimate holds: there exists a constant C > 0 such that
provided u ∈ H s (Ω) with s ≥ 2. The above estimate characterizes the high properties of approximation of spectral element methods. 
(4.14)
Moreover, we set The semi-discretization of system (4.6) by Spectral Element Methods reads: given u H0 , u H1 , θ H0 , suitable approximations of u 0 , u 1 , θ 0 , respectively, in
where u 0 , v 0 and θ 0 are the arrays in R NH whose components are the coefficients of the expansions of u H0 , u H1 , θ H0 with respect to the Lagrange basis {ϕ Hi } NH i=1 , while F(t) is the array whose components are F i (t) = (χ ω f (t), ϕ Hi ) H,Ω , for i = 1, . . . , N H . System (4.17) is a system of ordinary differential equations that we are going to discretize by Newmark and Crank-Nicolson schemes. 
Time-advancing
The Newmark method is a widely used method in structural mechanics to integrate systems of ordinary differential equations of second order in time. Its most important feature consists in the fact that it is a non-dissipative scheme, that is it does not introduce numerical damping. This fact is as much important as one looks for a null solution, as in the case of null controllability problems.
Let us consider the problem y (t) = g(t, y(t), y (t)), t ∈ (t 0 , T ), y(t 0 ) = y 0 , y (t 0 ) = y 1 , where g : [t 0 , T ]×R×R → R is a continuous function. Given ∆t ∈ (0, T ) 
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we set t 0 = 0 and t n = t 0 +n∆t, with n = 1, . . . , M and M = T −t0 ∆t . The Newmark method generates the following sequences:
for n = 0, . . . , M , where y 0 = y 0 , z 0 = y 1 , α and β are some non-negative parameters, g n = g n (t n , y n , z n ) and z n is an approximation of y (t n ). For β = 1/2 and α = 1/4, the Newmark method is second-order accurate in time and it is unconditionally stable. This popular choice is, however, unsuitable for long time integration, as the discrete solution may be affected by parasitic oscillations that are not damped as far as t increases. When this occurs, one can use α ≥ (β + 1/2) 2 /4 for a suitable β > 1/2, although the method downgrades to a first order one.
The Crank-Nicolson scheme is used to approximate first-order ordinary differential equations like y (t) = g(t, y(t)), t > 0, y(t 0 ) = y 0 , where g : [0, T ] × R → R is a continuous function. It generates the sequence
for n = 0, . . . , M , where y 0 = y 0 and g n = g(t n ). The Crank-Nicolson scheme is second-order accurate in time and it is also unconditionally stable.
By approximating the second-order (resp. first-order) time derivative in (4.6) by the Newmark (resp. Crank-Nicolson) method we have:
The matrix of this linear system is sparse, unsymmetric and independent of time. Since we have to solve the system many times along the CG-algorithm (we remember that every evaluation of type (4.1) involves both a backward and a forward in time resolution), it is preferable to factorize the matrix at the beginning of the process and to solve the triangular systems at each time step, instead of solving the system by an iterative method.
Following the same notation as introduced in (4.14), the approximation of the .6) is, for any n = 1, . . . , M , 20) where
, and then we set z ∆t
Remark 4.3. Recalling also that the control f is unknown for the controllability problem and that it is computed through the approximation of the optimality system (3.21)-(3.22), we will denote the approximation of f (t n ) by f ∆t H (t n ) for n = 1, . . . , M .
Numerical Results
First of all we present some numerical results attesting to the high accuracy in both space and time of the approximation described in Sec. 4. To this aim, given a function u on Ω and its approximation u ∆t H , we define the relative error in the discrete L ∞ -norm, at time T , as
where u(T ) ∞,H,Ω := max xi,i=1,...,NH |u(x i , T )| and x i , i = 1, . . . , N H are the GLL quadrature nodes in Ω. We consider problem (1.1) on the computational domain Ω = (0, 0.5) 2 , ω ≡ Ω T = 1 , with the initial data:
and right-hand side f (x, y, t) = − 1 + 64π
The corresponding exact solution is u(x, y, t) = sin(2πx) sin(2πy)e −t , θ(x, y, t) = 1 + 64π We consider problem (1.1) on the computational domain Ω = (0, 0.5) 2 , ω ≡ Ω T = 1 , with the initial data:
and right hand side f (x, y, t) = − 1 + 64π
The corresponding exact solution is u(x, y, t) = sin(2πx) sin(2πy)e −t θ(x, y, t) = 1 + 64π
We take a partition of Ω in 2 × 2 squared elements whose side is h = 0.25 and we choose α = 1/4, β = 1/2 as parameters of the Newmark methods, so that it is second-order accurate in time.
In Figure 1 (left) we show the space approximation errors on all the component of the solution, which decays with exponential rate with respect to the polynomial degree N , for fixed ∆t = 10 −5 . We note that, for these data, for N ≥ 9 the timeapproximation error prevails over the space-approximation error. In Figure 1 (right) we show the second-order accuracy of the Newmark/Crank-Nicolson time-advancing scheme with polynomial degree N = 12. We take a partition of Ω in 2 × 2 squared elements whose side is h = 0.25 and we choose α = 1/4, β = 1/2 as parameters of the Newmark methods, so that it is second-order accurate in time.
In Fig. 1(a) we show the space approximation errors on all the component of the solution, which decays with exponential rate with respect to the polynomial degree N , for fixed ∆t = 10 −5 . We note that, for these data, for N ≥ 9 the timeapproximation error prevails over the space-approximation error. In Fig. 1(b) we show the second-order accuracy of the Newmark/Crank-Nicolson time-advancing scheme with polynomial degree N = 12.
Test case #1: ω ≡ Ω
We consider the computational domain Ω = (0, 1) 2 and w ≡ Ω. The initial data will be (5.2) or the following:
(5.4)
In Fig. 2 (resp. Fig. 3 ) we show the numerical solution of (4.7) without control f and with initial data (5.2) (resp. (5.4) ). For this test case we consider a discretization in 2 × 2 spectral element of size h = 0.5, polynomial degree N = 9 and we choose the parameters of the Newmark scheme α = 1/4 and β = 1/2. For initial data (5.2) we set ∆t = 10 −2 , while for initial data (5.4) we set ∆t = 10 −3 in order to avoid spurious oscillations due to the choice of α = 1/4 and β = 1/2. The choice ∆t = 10 −2 for initial data (5.2) and ∆t = 10 −3 for initial data (5.4) will be taken in this section.
Next, we compare the solution of problem (1.1) with f ≡ 0, that is without control, with the solution of the controllability problem (1.7) and (1.8), obtained 
Sfrag replacements
u ∆t H (T ) u ∆t tH (T ) θ ∆t H (T ) f ∆t H (T )
Test case # 1: ω ≡ Ω
We consider the computational domain Ω = (0, 1) 2 and w ≡ Ω. The initial data will be (5.68) or the following ones
(5.70)
In Figure 2 (resp. 3) we show the numerical solution of (4.53) without control f and with initial data (5.68) (resp. (5.70)). For this test case we consider a discretization in 2 × 2 spectral element of size h = 0.5, polynomial degree N = 9 and we choose the parameters of the Newmark scheme α = 1/4 and β = 1/2. For initial data (5.68) we set ∆t = 10 −2 , while for initial data (5.70) we set ∆t = 10 −3 in order to avoid spurious oscillations due to the choice of α = 1/4 and β = 1/2. The choice ∆t = 10 −2 for initial data (5.68) and ∆t = 10 −3 for initial data (5.70) will be taken along all this section.
Next, we compare the solution of problem (1.1) with f ≡ 0, that is without control, with the solution of the controllability problem (1.7) and (1.8), obtained with various penalization parameters k. To this aim we introduce the discrete counterpart of z ∆t
(5.71) In Table 1 we show the norm (5.71) for both the solution depending on the initial data (5.68) and the solution depending on the initial data (5.70). From (3.34) it Table 1 . Test case #1. Norm of the approximate solutions of (1.1) with and without control. We show the norm (5.5) of the solution at time T = 1 for the problem with initial data (5.2) (resp. (5.4) ). The discretization parameters are N = 9, 2 × 2 spectral elements with side h = 0.5 and ∆t = 10 −2 (resp. ∆t = 10 −3 ).
Initial data (5.2)
Initial data (5.4) with various penalization parameters k. To this aim we introduce the discrete counterpart of z ∆t
In Table 1 we show the norm (5.5) for both the solution depending on the initial data (5.2) and the solution depending on the initial data (5.4). From (3.18) it holds that there exists a positive constant C independent of k such that z k (T ) H ≤ Ck −1 . From Table 1 we can infer that the same relation holds for the approximate solution z ∆t H . We note that the order of magnitude of the error strongly depends on the initial data, for the two sets of initial data used there is a difference of about three orders of magnitude in correspondence of the same penalization parameter k. In the same table we report the number of CG iterations needed to satisfy the stopping criterium r (n) / r (0) < 10 −10 , being r (n) the residual of equation (3.28) at the nth iteration. The number of CG iterations grows like the logarithm of the penalization parameter k.
In Figs. 4 and 5 the norm f ∆t H (t) H of the approximation of the control f is shown. We observe that the functions f ∆t H (t) H tend to assume the same behavior in [0, T ] when k increases. The discretization parameters and the initial data are those used for the results of Table 1 .
In Fig. 6 we show the approximation of the quantity
for different values of T , by suitable quadrature formulas. We observe that the behavior of E ∆t H (T ; z 0 ) obey the theorem given in both Avalos and Lasiecka 3 and Triggiani 31 , which states that, with reference to the null controllability problem for the thermoelastic system (1.1) with ω ≡ Ω, it holds where f (t; z 0 ) denotes the control obtained by solving (1.1) with initial condition z 0 . The results reported in Fig. 6 refer to a penalization parameter k = 10 6 and a discretization with 2 × 2 squared elements with h = 0.5 and N = 9 and ∆t = 10 Table 1 .
(resp. (5.70)). We built a C 2 (Ω) regularization of the characteristic function χ ω , in order to avoid numerical oscillations and very poor numerical solutions.
Also for this test case we consider a discretization in 2×2 spectral element of size h = 0.5, polynomial degree N = 9 and we choose the parameters of the Newmark scheme α = 1/4 and β = 1/2. For initial data (5.68) we set ∆t = 10 −2 , while for initial data (5.70) we set ∆t = 10 −3 in order to avoid spurious oscillations due to Table 1 .
Lastly, in Fig. 7 (resp. Fig. 8 ) we show the approximate solution Table 1   Table 2 . Test case # 2. Comparison among the solution with and without control. We show the norm (5.71) of the solution at time T = 1. The discretization parameters are N = 9, 2 × 2 spectral elements with side h = 0.5 and ∆t = 10 −2 (resp. ∆t = 10 −3 ) for solving with initial data (5.68) (resp. (5.70)) and ω = (0.3, 0.7) 2 (resp. ω = (0.2, 0.5) 2 ).
Sfrag replacements
initial data (5.68) initial data (5.70) ω = (0.3, 0.7) Table 2 . Test case #2. Comparison among the solution with and without control. We show the norm (5.5) of the solution at time T = 1. The discretization parameters are N = 9, 2 × 2 spectral elements with side h = 0.5 and ∆t = 10 −2 (resp. ∆t = 10 −3 ) for solving with initial data (5.2) (resp. (5.4) ) and ω = (0.3, 0.7) 2 (resp. ω = (0.2, 0.5) 2 ).
Initial data (5.2) Initial data (5.4) convergence varies like √ k. In Fig. 9 the norm χ ω f In Fig. 10 we show the approximation of the quantity E 2 , k = 10 6 . Lastly, in Fig. 12 (resp.13) we show the solution of the penalized controllability problem at time T = 1 with initial data (5.2) (resp. (5.4) ), for k = 10 6 .
Test case #3: An example of control of trajectories
We take Ω = {(x, y) ∈ R 2 :
2 /0.16 < 1} and T = 1. We look for the numerical solution of the problem of controllability of trajectories (see Sec. 1.1) with the initial data and the right-hand We consider a discretization of Ω in 12 spectral elements with N = 8, we take α = 1/4, β = 1/2 for the Newmark scheme and ∆t = 10 −3 . The stopping criterium for the CG algorithm, used to look for the solution and the control of the null controllability problem, is r (n) / r (0) < 10 −8 . For k = 10 4 the CG algorithm converges in 223 iterations and, following the same notations used in Section 1.1, the discrete norm of the approximation of the solution z(T ; z 0 , f ) is z ∆t (T ) H,H = ω ⊂ Ω, for which theoretical results are absent, we see that E ∆t H (T ; z 0 ) grows more than T −5/2 when T tends to zero. When ω ≡ Ω and the penalization parameter k tends to infinity, the numerical control forces very well the solution to the null target at time T . When ω ⊂ Ω, the norm of the numerical solution at time T tends again to zero when k tends to infinity, but more slowly. On the other hand, from a practical point ω ⊂ Ω, for which theoretical results are absent, we see that E ∆t H (T ; z 0 ) grows more than T −5/2 when T tends to zero. When ω ≡ Ω and the penalization parameter k tends to infinity, the numerical control forces very well the solution to the null target at time T . When ω ⊂ Ω, the norm of the numerical solution at time T tends again to zero when k tends to infinity, but more slowly. On the other hand, from a practical point of view the use of large k is prohibitive, since the number of Conjugate Gradient iterations needed to obtain convergence depends on √ k. Our future work will be about both the numerical analysis of the approximation used and improvement of the computational algorithms efficiency. control is shown versus time t, while in Fig. 15 the approximation of the solution z(T ; z 0 , f ) is shown at time T .
Conclusions
We have used penalization and duality arguments to construct a cost functional in order to solve the null controllability problem and the controllability of trajectories for a thermoelastic plate. Then, by applying the Conjugate Gradient algorithm, and classical approximation methods for partial differential equations, like spectral element methods and finite difference schemes, we have computed the numerical solution and the numerical control. For ω ≡ Ω our numerical results observe theoretical estimates given in Avalos and Lasiecka 3 and Triggiani 31 (see (5.6): E(T ) = O(T −5/2 )); while for ω ⊂ Ω, for which theoretical results are absent, we see that E ∆t H (T ; z 0 ) grows more than T −5/2 when T tends to zero. When ω ≡ Ω and the penalization parameter k tends to infinity, the numerical control forces very well the solution to the null target at time T .
When ω ⊂ Ω, the norm of the numerical solution at time T tends again to zero when k tends to infinity, but more slowly. On the other hand, from a practical point of view the use of large k is prohibitive, since the number of Conjugate Gradient iterations needed to obtain convergence depends on √ k. Our future work will be about both the numerical analysis of the approximation used and improvement of the computational algorithms efficiency. 
