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Abstract 
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1. Introduction 
Many recent investigations in algorithmic graph theory have been on the topic of 
graphs with bounded treewidth. For instance, it appears that many problems that are in- 
tractable (e.g., NP-hard) for general graphs become polynomial or linear-time-solvable, 
when restricted to graphs of bounded treewidth (see [19] for an overview). Clearly, 
such results also hold for any class of graphs with the property that there is a uniform 
upper bound on the treewidth of the graphs in the class. Thus, it is interesting to know 
for a class of graphs, when such a uniform upper bound exists. This paper gives an 
overview of several such classes of graphs. 
The notion of treewidth was introduced by Robertson and Seymour [75], and it plays 
an important role in their fundamental work on graph minors. The related notion of 
pathwidth was also introduced by Robertson and Seymour [70]. It appears that there are 
many other graph-theoretic notions, that can be seen to be equivalent to either treewidth 
or pathwidth. In several cases, these notions have been studied independently, and only 
after some time the equivalence was realized. 
The following notations and definitions will be used throughout this paper. Unless 
specified otherwise, a graph G = (I’,E) is an undirected graph without self-loops or 
parallel edges, with vertex set V and edge set E. If not specified otherwise, n denotes 
the number of vertices of graph G = (I’, E), i.e., 12 = 1 VI. The subgraph of G = (l’, E), 
induced by W is denoted by G[W]=(W,{(~,~)EE~UEWA~EW}). 
2. Treewidth and pathwidth 
In this section we give the definitions of the notions ‘treewidth’ and ‘pathwidth’ of 
a graph, and summarise some results, discussed in later sections of this paper, and 
give some useful lemmas. The notions of treewidth and pathwidth were introduced by 
Robertson and Seymour [70,75]. 
Definition. A tree decomposition of a graph G = (V, E) is a pair ((4 1 i E I}, T = (I,F)) 
with {Xi I i E Z} a family of subsets of V, one for each node of T, and T a tree such 
that 
0 lJiE,Xi = V. 
l For all edges (u, w) E E, there exists an i E I with u E Xi and w E Xi. 
l For all i,j,kEZ: if j is on the path from i to k in T, then X; nJ& CXj. 
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The width of a tree decomposition ({X; ( i E I}, T = (I,F)) is maxiEl lXi/ - 1. The 
treewidth of a graph G is the minimum width over all possible tree decompositions 
of G. 
One obtains an equivalent definition, when the third condition in the definition of 
tree decomposition is replaced by 
For all u E V, the set of nodes {i E I 1 v E Xi} forms a connected part (i.e., a 
subtree) of T. 
The notion of pathwidth is obtained by restriction of the trees in the tree decompo- 
sitions to paths. 
Definition. A path decomposition of a graph G =( V,E) is a sequence of subsets of 
vertices (XI,&, . . .,X,), such that 
l Ul$i<rz= ” 
l For all edges (v, w) E E, there exists an i, 1 <i d I’, with v E Xi and w E Xi. 
l For all i,j,kEl: if i<j<k, then Xi n& CX,. 
The width of a path decomposition (Xr ,X2,. . . , X,) is maxrGiQ, lXi/ - 1. The pathwidth 
of a graph G is the minimum width over all possible path decompositions of G. 
Note that each path decomposition can be written as a tree decomposition with T 
a path. Throughout this paper we will use the term ‘vertices’ to denote the vertices 
v E V of graphs G = (V,E), and the term ‘nodes’ to denote the vertices ‘i EZ’ of the 
decomposition tree T = (I,F). 
There are a large number of equivalent characterisations of the notions ‘treewidth’ 
and ‘pathwidth’. We summarise these in the following theorems. For details, see later 
sections. 
Theorem 1. Let G = (V, E) be a graph, and let k 3 0. The following statements are 
equivalent: 
1. The treewidth of G is at most k. 
2. G is a partial k-tree. 
3. G is a subgraph of a chordal graph with maximum clique size k + 1. 
4. The dimension of G is at most k. 
5. G is k-decomposable. 
6. G has no screen of thickness at least k + 2. 
7. k _t 1 cops can search G in the Seymour-Thomas earch game. 
8. k f 1 cops can monotonely search G in the Seymour-Thomas earch game. 
9. The number of searchers, needed to search G in the fugitive search game with 
an inert fugitive is at most k + 1. 
10. The number of searchers, needed to monotonically search G in the fugitive search 
game with an inert fugitive is at most k + 1. 
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Theorem 2. Let G = (V, E) be a graph, and let k 30. The following statements are 
equivalent: 
1. The pathwidth of G is at most k. 
2. The vertex separation umber of G is at most k. 
3. The interval thickness of G is at most k + 1. 
4. The node search number of G is at most k + 1. 
5. The minimum progressive black pebble demand over all directives of G is at most 
k+ 1. 
6. The minimum progressive black and white pebble demand over all directives of G 
is at most k + 1. 
The following lemma follows easily from the definitions. 
Lemma 3. (a) For all graphs G, pathwidth 2 treewidth( 
(b) Let ({xi 1 i E I}, T = (Z,F)) b e a tree decomposition of G = (V, E). Suppose 
v E Xi,w E Xj, k on the path from i to j in T. Then & contains at least one vertex 
from every path from v to w in G. 
A short proof of the following lemma can be found in [23]. Older, but longer proofs 
can be found in [ 15,941. 
Lemma4 (see [23]). Let({&liEZ},T=(Z,F))b e a tree decomposition of G = ( V, E), 
and let W c V be a clique in G. Then there exists an i E Z with W C Xi. 
Lemma 5 (Bodlaender and Miihring [23]). Let ({Xi ) i E I}, T = (I, F)) be a tree de- 
composition of G = ( V, E). Let WI, W, C V, and suppose {(v, w) 1 v E WI, w E Wz} G E. 
Then there exists an i E Z with WI C Xi or W2 C Xi. 
Proof. (The following short proof was noticed by Ton Kloks.) Suppose not. Consider 
H = (V, I?‘), with E’ = {(v, w) ) 3i E Z : v, w E Xi, v # w}. As in the proof of Theorem 27, 
H is chordal, and contains G as a subgraph. By Lemma 4, there are ~1, WI E WI, 
v1 # ~1, with (vl,wl) $ I?, and UZ,WZ E W,, VI # w2 with (VZ,WZ) # E’. This implies 
that q, ~1,212, w2 form a chordless cycle of length four in H, contradicting the chordality 
ofH. 0 
Lemma 6 (Bodlaender [14] and Scheffler [94]). For every graph G = (V,E): 
1. The treewidth of G equals the maximum treewidth of its connected components. 
2. The pathwidth of G equals the maximum pathwidth of its connected components. 
3. The treewidth of G equals the maximum treewidth of its biconnected components. 
Proof. (i) Given tree decompositions of all connected components of a graph G, a tree 
decomposition of G can be formed by taking the disjoint union of the tree decompo- 
sitions, and then adding arbitrarily some edges between nodes in the disjoint trees to 
make a tree from this forest. 
H. L. Bodluender I Theoretical Computer Science 209 (I 998) 145 
(ii) Similar. 
(iii) Observe that a graph G is chordal, if and only if each biconnected component 
of G is chordal, and that the maximum clique size of G equals the maximum of 
the maximum clique size over all biconnected components. Then use Theorem 27. 
(Alternatively, one can give a direct construction.) 0 
As trees can have arbitrary large pathwidth, the pathwidth of a graph does not nec- 
essarily equal the maximum pathwidth of its biconnected components. The following 
lemma is useful for the design of algorithms on graphs with bounded treewidth. It can 
be noted, that a tree decomposition can be transformed into one of this form in linear 
time. 
Lemma 7 (Kloks [56]). Suppose the treewidth of G = (V,E) is at most k. G has a 
tree decomposition {(Xi 1 i E I}, T = (Z,F)), of width k, such that a root r of T can he 
chosen, such that every node i E I has at most two children in the rooted tree T with 
r as root, and 
l If a node i E I has two children jl, j2, then Xj, =3Zi2 =X;. (i is called a join node.) 
l [f’ a node i E I has one child j, then either X, c X, and IX;) = IX, 1 - 1 (i is called 
a forget no&), or Xj CXi and IX, I = (X;] - 1 (i is called an introduce node). 
l If a node i E I is a leaf of T, then IX, I = 1. (i is called a leaf node. ) 
l III =O(k, IVl). 
A tree decomposition of the form, described in the Lemma 7 above, is called nice. 
Lemma 8. Suppose the treewidth of G = (V, E) is k. G has a tree decomposition 
{(xi I i E I}, T = (I,F)) of width k, such that 
l For all iEI: lXil =k+ 1. 
l ForaZl(i,j)EF:/X,nX,I =k. 
Proof. Take an arbitrary tree decomposition of G of width k, and repeatedly apply 
the following operations, until none is possible. The resulting tree decomposition will 
satisfy the conditions. 
l If (i, j) E F, and Xi CXi or Xj LX,, then ‘contract the edge (i, j)‘: replace Xi and Xi 
by one set Xi/ =Xi U Xj, with i’ adjacent to all nodes that were adjacent to i or j. 
l If(i,,j)EF, IXil <k+l, andXjgXi, then addavertex UEXj-Xi toX;. 
l If(i,j)EF, IX;] =IXj] =k+l, and ]XinXjI <k, thenchooseavertex UEXj-Xl, 
w E Xi -X,, and let Xi, =Xi - {w} U {u}. Replace the edge (i, j) in T by edges (i, i’) 
and (i’, j). (So, i’ is a new node in T.) 0 
Several other similar results can be derived. 
3. Branchwidth 
The notion of branchwidth was also introduced by Robertson and Seymour [82,90]. 
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Definition. A branch decomposition of a graph G = ( P’E) is a pair (T = (I,F), cr), 
where T is a tree with every node in T of degree one or three, and rr is a bijection 
from E to the set of leaves in T. 
The order of an edge f E F is the number of vertices r~ E V, for which there exist 
adjacent edges (0, w), (0,x) E E, such that the path in T from cr(v, W) to @v,x) uses f. 
The width of branch decomposition (T = (I,F), a), is the maximum order over all 
edges f E F. The bra~chwidth of G is the minims width over all branch decompo- 
sitions of G. 
The following relationship between treewidth and branchwidth was presented in a 
somewhat more general form (for hypergraphs) in [82]. 
Theorem 9 (Robe~son and Seymour [82]). Let G = ( V, E) be a graph with treewidth 
k, and branchwidth I, E # 0. Then max( I, 2) <k + 1 < max( [3/2 . l], 2). 
Graphs of small branchwidth are characterised by the following theorem. 
Theorem 10 (Robertson and Seymour [SZJ). (i) A graph G has branchwidth 0, land 
only if every connected component of G contains at most one edge. 
(ii) A graph G has branchwidth at most 1, ifand only ifevery connected component 
of G has at most one vertex of degree at least two. 
(iii) A graph G has branchwidth at most 2, if and only if G does not contain KJ 
as a minor. 
See Section 4 for the notion of minor. As a direct corollary from Theorems lO(iii) 
and Theorem 17(ii), we have that a graph has branchwidth at most 2, if and only if it 
has treewidth at most 2. (This relationship is not known to hold for values other than 
2, e.g., a tree with at least two non-leaves has treewidth I and branchwidth 2.) 
4. Subgraphs and minors 
In this section we give a simple lemma for the treewidth and pathwidth of subgraphs, 
and give several relations between treewidth, pathwidth, and graph minors. 
Lemma 11 (see Scheffler [94]). Let G=(V, E) be a subgraph of H=(V’,E’), Then 
treewidth (G) < treewidth( and pathwidth <pathwidth( 
Proof. If ((xi / i EI}, T = (I, F)) IS a tree decomposition of G, then {& n V’ / i E I}, 
T = (I,F)) is a tree decomposition of fir with the same or smaller width. The same 
argument holds for pathwidth. q 
Definition. A graph G = (V, E) is a minor of a graph H = ( W, F), if G can be obtained 
from H by a series of vertex deletions, edge deletions, and edge contractions, where 
H.L. Bodlaender I Theoretical Computer Science 209 (1998) 145 7 
an edge contraction is the operation that replaces two adjacent vertices v, w by one 
that is adjacent to all vertices that were adjacent to v or w. 
In a long series of fundamental papers, Robertson and Seymour obtained several 
important results on graph minors (among others: [70,72,75-86,88-90,691, see also 
[71,73,74,87,92].) Treewidth and pathwidth play an important role in these studies. 
We mention some of these results, that fit in the framework of this paper. 
Theorem 12 (Robertson and Seymour [70]). For every forest H there is an integer 
wH such thut every graph with no minor isomorphic to H has pathwidth at most wH. 
Bienstock et al. [13] show that in Theorem 12, one can take WH = 1 V,l - 2. 
A simpler and algorithmic proof, but with a much higher constant can be found in 
WI. 
Theorem 13 (Robertson and Seymour [75]). For every planar graph H there is an 
integer wH such that every graph with no minor isomorphic to H has treewidth at 
most wH. 
In [91], it is shown that one can take in Theorem 13 cH = 202(21VH1+41EHI)‘. A similar 
type of bound was proved by Gorbunov [44]. As there are forests with arbitrary large 
pathwidth, it is not possible to prove a variant of Theorem 12 for graphs H that are 
not a forest. Also, there are planar graphs with arbitrary large treewidth, and hence no 
variant of Theorem 13 can be proved for graphs that are not planar. Thus, Theorems 
12 and 13 are sharp in the sense that they deal with the largest possible classes of 
graphs. 
In some special cases, one can prove better bounds. For instance, for H = Ck, the 
cycle with k vertices, then one can take in Theorem 13, cH = k - 1 [39]. For other 
special cases, similar bounds can be found in [ l&20,24]. 
Perhaps the most important result proven by Robertson and Seymour in their series 
of papers on graph minors is the following. 
Theorem 14 (Robertson and Seymour). Let G,, G2.. . . be a countable sequence of 
graphs. Then there exist j <i such that Gi is isomorphic to a minor of Gj. 
An equivalent way of stating this result is the following. 
Theorem 15 (Robertson and Seymour). Let B be a class of graphs, closed under tak- 
ing of minors. Then there exists a Jinite set of graphs, called the obstruction set, or 
the set of forbidden minors of 9, such that for every graph H: H belongs to 9, if 
and only if H does not contain a graph in the obstruction set of 3 as a minor. 
The following well-known result gives a connection between Theorem 15 and the 
notions ‘treewidth’ and ‘pathwidth’. 
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Fig. 1. The forbidden minors for graphs with treewidth at most three. 
Lemma 16. Zf G is a minor of H, then treewidth( treewidth 
pathwidth < pathwidth( 
W, and 
Proof. Vertex and edge deletions can be handled as in Lemma 11. If x is obtained by 
contracting edge (u,w), then we can make a tree or path decomposition of the new 
graph by replacing all occurrences of u and w in sets Xi by occurrences of x. 0 
In other words, for every fixed k, the sets {G 1 G is a graph with treewidth at most 
k} and {G 1 G is a graph with pathwidth at most k} can be characterised by a finite 
set of forbidden minors. Some of these characterisations are known. 
Theorem 17. (i) A graph G=( V,E) has treewidth at most 1, if and only if G does 
not contain K3 as a minor. 
(ii) A graph G = (V, E) has treewidth at most 2, if and only if G does not contain 
K4 as a minor. 
(iii) (Amborg et al. [6]). A graph G = (V, E) has treewidth at most 3, if and only 
if it does not contain any of the four graphs, shown in Fig. 1 as a minor. 
The obstruction sets of graphs with pathwidths 1 and 2 are also known [52]. The 
size of the obstruction sets can grow very fast: for instance, the obstruction set of the 
graphs with pathwidth at most k contains at least k!2 trees, each containing (5 .3k - 1)/2 
vertices [98]. Ramachandramurthi [68] investigated the graphs with k + 1, k + 2 and 
k + 3 vertices that belong to the obstruction sets for graphs of treewidth or pathwidth k. 
5. Separators 
Several different, but closely related notions of ‘balanced separators’ exist. We restrict 
ourselves to vertex separators, and use the following two notions. 
Definition. (i) A type-l k-separator of a graph G= (V,E) is a set UC V, such that 
V - U can be partitioned into two disjoint sets A and V of at most k vertices each, 
such that no vertex in A is adjacent to a vertex in B. 
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(ii) A type-2 k-separator of a graph G = (V, E) is a set U C V, such that each 
connected component of G[V - U] contains at most k vertices. 
Clearly, every type-1 k-separator is also a type-2 k-separator. In the other direction, 
we have the following relationship, which can be easily observed. 
Lemma 18. If S is m type-2 in-separutor qf’ G, then S is u type-l tn-separator 
of G. 
It was shown by Lipton and Tarjan [61] that every planar graph has a (type-l) in- 
separator of size at most 6. This result is known as the Planar Separator Theorem, 
see also Section 13.1. The constant factor in this result was later improved, e.g., by 
Djidjev, who showed that every planar graph has a (type-l) +n-separator of size at 
most 6 and for every E, 0 <s < 1, a (type-l) cn-separator of size at most 4fl. 
Related results exist for graphs of bounded genus, see e.g., [41]. 
Consider a tree decomposition ({Xi 1 i E I}, T = (Z, 17)) of graph G = ( V, E). Note that 
‘most’ sets Xi will be separators of G: if v E X;, , M? E Xjz and i is an internal node on the 
path from it to i2 in T, then v and w will belong to different components of G[V -XL]. 
Also, all vertices in one component of G[ V - Xi] will be in the same subtree of the 
forest, obtained by removing i from T. 
Theorem 19 (See e.g., [75,42,62,22]). If’ the treelridth of’ G = (V,E) is ut most k, 
then G has u type-2 k(n - k)-separutor of size ut most k + I. 
Lingas studied the strongly related classes of s(N )-separable graphs [60] 
Definition. Let s: N + N be a function. A graph G =( V,E) is s(N)-separable, if it 
consists of one vertex, or has a type-l in-separator S of size at most s(n), with A and 
B the two non-adjacent vertex sets that partition V - S, then G[A] and G[B] are again 
s(N)-separable. 
As every subgraph of a planar graph is again planar, the results on separators of 
planar graphs mentioned above show that planar graphs are s(N)-separable, with s 
defined by s(n) = 6. We will soon see that these results can also be stated in terms 
of treewidth and pathwidth. See also Theorem 86. 
Theorem 20. (i) A graph G = (V,E) with treewidth k is k-separuble. 
(ii) If G = ( V, E) is s(N)-separable, Lrith s a non-decreasing jimction N + N, then 
the pathwidth of G is O(s(n)logn). 
(iii) If G = (V, E) is s(N)-separable, with s a non-decreasing jnnction N + N, und 
there exist c, F, >0 with for all N E N, s(N) 2 c.n’,. then the pathwidth of G is O(s(n)). 
Proof. (i) This follows from Theorem 19. 
(ii), (iii). Let S be the indicated separator, and A and B the corresponding vertex sets 
partitioning V - S. Recursively, make path decompositions (Xl,. ,X,) and (I’, , . . , Yq) 
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of G[A] and G[B]. Then take the path decomposition (Xi U $7, U S,. . .,X, U S, Y, U 
S , . . . , Y, U S). If the maximum width of such a path-decomposition of a graph with 
n vertices is at most k(n), then we have that k(n)<k($n) + s(n). Hence, k(n) = 
O(s(n)logn), and if s(n)>c . n”, then k(n)=O(s(n)). El 
Similar to Theorems 2O(ii) and (iii) we have: 
Theorem 21. Let 9 be a class of graphs that is closed under taking connected sub- 
graphs. Let f : N -+ N be a non-decreasing function. Let O<c< 1. Suppose every 
GE 9 has a type-2 cn-separator of size f(n). Then every GE $9 has pathwidth at 
most f (n)( [‘/’ log n] + 1). 
Theorem 22. Let 3 be a class of graphs, that is closed under taking connected sub- 
graphs. Let f : N + N be a non-decreasing function with 
~c,O<c<l : 3c’,O<c’<l :vnEN: f([cnl)<c’f(n). 
Then the following statements are equivalent. 
1. There exists a cl E N such that for all G E 9: treewidth <cl f(n). 
2. There exists a c2 E N such that for all G E 9: pathwidth <c2 . f(n). 
3. There exist ~3, cd >O, cg < 1: for all G E 9: G has a type-2 c3 . n-separator of size 
at most c4 . fn. 
Proof. (ii) + (i): Trivial. 
(i) + (iii): Cf. Theorem 19. 
(iii) + (ii): Use a construction, similar to the proof of Theorem 20. The resulting 
treewidth is bounded by c4 f (n) + c4f ( Lc3nJ ) + c4 f ( Lc3’nj + . . = O( f (n)). 0 
Corollary 23. For every planar graph G = (V,E): pathwidth = 0( fi). 
Theorem 22 shows that Corollary 23 is in a certain sense nothing else as the Planar 
Separator Theorem [61] in disguise. See the discussion above and in Section 13.1. 
Corollary 24. For every graph G = ( V, E), pathwidth( G) = 0( treewidth log n). 
The algorithm of Arnborg et al. [3] to determine in 0(nk+2) time whether a given 
graph G = (V, E) has treewidth at most k is based on the characterisation of graphs 
with treewidth at most k as k-decomposable graphs. 
Definition (Arnborg [2]). A graph G = (V,E) is k-decomposable, if one of the follow- 
ing two conditions holds: 
1. G has at most k + 1 vertices. 
2. G has a separator S, ISI d k, such that the components of G[ V - S] are Si, . . . , S,,,, 
and all graphs (Si U S, {( v,w v,wES; US, (v,w)~E or (VES and WES)}) are ) 1 
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k-decomposable (1 <i <m). (I.e., take G[S U S,] and make every two vertices in S 
adjacent.) 
Theorem 25 (Amborg and Proskurowski [5]). A graph G = (V, E) is a partial k-tree, 
tf and only if G is k-decomposable. 
(See also [2].) We will later see that a graph is a partial k-tree, if and only if it has 
treewidth at most k (Theorem 35). 
Another related framework has been developed by Hohberg and Reischuk [47,4X]. 
Definition. A graph G = (V, E) is (k, u)-decomposable, if for any decomposition of G 
into k-connected components, the size of each component is bounded by ,u. 
In [47,48], it is argued that the k-connected components form a tree. This tree 
can be used, to obtain tree decompositions of (k,p)-decomposable graphs of treewidth 
O(k + ,u). Also, graphs with treewidth k are (O(k),O(k))-decomposable. For some 
algorithmic purposes, the approach of Hohberg and Reischuk can have advantages, as 
it is here possible to consider graphs with small (constant sized) separators (k = 0( 1)) 
but somewhat larger-sized components (e.g., taking ,u = O(log n)). 
6. Intersection graphs 
In this section we consider classes of intersection graphs. Each vertex in an inter- 
section graph has associated with it an object in some space, and there is an edge 
between two vertices if and only if the corresponding objects intersect. 
We consider the chordal graphs, and several subclasses of these. Chordal graphs are 
perfect. See [43] for more information on chordal graphs and other perfect graphs. 
Definition. A graph G = (V,E) is a chordal (or triangulated) graph, if and only if 
every cycle with length exceeding three has an edge between two non-consecutive 
vertices in the cycle (a ‘chord’). 
Theorem 26 (Gavril [40]). A graph G = (V,E) is chordal, if and only if there exists 
a tree T = (I,F) such that one can associate with each vertex v E V a subtree 
T,. = (I,, F,) of T, such that (v, w) E E, if and only if I, f’ I, # 0. 
In other words, a graph is chordal, if and only if it is the intersection graph of 
subtrees of a tree. 
Theorem 27 (Robertson and Seymour [75]). For every k E N’ and every graph G = 
(V,E), the treewidth of G is at most k- 1, if and only if G is a subgraph of a chordal 
graph H that has maximum clique size at most k. 
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Proof. Use the characterisation of Theorem 26. 
~:Usethetreedecomposition({X~~i~Z},T)withX~={u~V~i~Z,}. 
+: Let a tree decomposition ({Xi 1 i E I}, T = (Z, F)) of G with treewidth at most k 
be given. Let T, be the subtree of T, induced by the set of nodes Z, = {i E I ( v E Xi}. 
The intersection graph H, corresponding to these subtrees, is a chordal graph that 
contains G as a subgraph and has maximum clique size at most k. 0 
Instead of the maximum clique size of a chordal graph H, one can also use its 
chromatic number, as these are equal for all perfect graphs. It follows that the treewidth 
of a chordal graph equals its maximum clique size minus one. It also follows that every 
chordal graph G has a tree decomposition ({Xi 1 i E I}, T = (Z, F)) such that the set 
{xi 1 i E I} equals the set of maximal cliques in G. 
Similar results can be obtained for subclasses of the chordal graphs. 
Definition. (i) A graph G = (V,E) is an undirected path graph, if and only if there 
exists a tree T = (Z,F) such that one can associate with each vertex v E V a path 
P, = (Z,,F,) in T, such that for all v, w E V, v # w: (v, w) E E, if and only if Z, rlZ, # 0. 
(ii) A graph G = (V, E) is a directed path graph, if and only if there exists a rooted 
tree T = (Z,F) such that one can associate with each vertex v E V a path P, = (Z,,F,) 
in T which is a sub-path from a path from a leaf of T to the root of T, such that for 
all v, w E V, v # w: (v, w) E E, if and only if I,. n Z, # 0. 
(iii) A graph G = (V,E) is an interval graph, if and only if one can associate 
with each vertex v E V an interval Z, = [lo,r,] c R, such that for all v, w E V, v # w: 
(v, w) E E, if and only if Z, n Z, # 0. 
(iv) A graph G = (V, E) is a proper interval graph, if and only if one can associate 
with each vertex v E V an interval I,, = [I,, r,] c R, such that for all v, w E V, v # w: 
(v, w) E E, if and only if Z, n I,,, # 0, and no interval Z, is entirely contained in another 
interval I,, v, w E V. 
It follows that each interval graph is a directed path graph, each directed path graph 
is an undirected path graph, and each undirected path graph is chordal. 
Definition. Let G = (V, E) be a graph. The interval thickness of G is the smallest 
maximum clique size of an interval graph G that contains G as a subgraph. 
The following results can be obtained in a similar way as Theorem 27. 
Theorem 28. (i) G = (V, E) is a subgraph of an undirected path graph H with max- 
imum clique size at most k, tf and only tf G has a tree decomposition ({Xi / i E I}, 
T = (I, F)) with treewidth at most k - 1, and for all v E V, I, = {i E Z / v E&} induces 
a path in T. 
(ii) G = (V, E) is a subgraph of a directed path graph H with maximum clique 
size at most k, tf and only if G has a tree decomposition ({Xi / i E I}, T = (I, F)) with 
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treewidth at most k - 1, and a root node r E I can be chosen such that for all v E V, 
I,, = {i E I 1 v E Xi} induces a path in T which is a sub-path of a path from a leaf in 
T to r. 
Theorem 29. For all graphs G = (V, E), the pathwidth of G is at most k - 1, if and 
only tf the interval thickness is at most k. 
Proof. ‘ d ‘: Suppose (Xi,. . . , X,.) is a path decomposition of G of width k - 1. 
Associate to each v E V the interval [min{i 1 v E Xi}, max{i 1 v E&}]; the correspond- 
ing interval graph contains G and has maximum clique size at most k. 
‘ 2 ‘: Without loss of generality, one may assume that all endpoints lo, r, E { 1,2, 
. . . . 2n-1,2n}.NowtakeXi={uEVIl,~i6r,}.(X~,...,X2n)isapathdecomposition 
ofGofwidthatmostk-1. 0 
Definition. A graph G = (V, E) is an intersection graph of a graph H = ( W, F), if one 
can associate to each vertex v E V a connected subgraph of G, such that for all U, v E V, 
u # v: (u, v) E E, if and only if the subgraphs, associated to u and v intersect. 
Theorem 30 (Scheffler [94]). Let G = (V,E) be an intersection graph of a graph 
H = (V’, E’), and let c be the maximum clique size of G. Then treewidth d c. 
treewidth - 1, and pathwidth( c. pathwidth - 1. 
The circular arc graphs are the intersection graphs of circles (or: graphs that are 
a cycle). The proper circular arc graphs are those circular arc graphs, that have an 
intersection model (in a circle), such that no arc is contained entirely in another arc. 
Corollary 31. Every circular arc graph G with maximum clique size k has pathwidth 
at most 2k - 1. 
In Corollary 55, we see that the pathwidth of a proper circular arc graph with 
maximum clique size k is at most 2k - 2. We close this section with a useful result 
on edge (or line) graphs. 
Definition. The edge graph of a graph G = (V, E) is the graph (E, {(e, e’) 1 e and e’ 
have one endpoint in common}). 
Lemma 32 (Bodlaender [17]). Let the treewidth of graph G = (V, E) be at most k, 
and the maximum degree of a vertex in G at most d. Then the treewidth of the edge 
graph of G is at most (k + 1)d - 1. 
Proof. If ((4 I i E I}, T = (Z, F)) is a tree 
({K~~EI},T=(I,F)) with Yi={(v,w)~E 
of the edge graph of G of width at most (k 
decomposition 
lVEXiVWEXi 
+l)d-- 1. 0 
of G of width k, then 
} is a tree decomposition 
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The same result holds if we use pathwidth instead of treewidth. This bound may not 
be sharp. 
7. Graph rewriting and elimination orderings 
In this section, we consider several aspects of the rewriting of graphs to other, in 
general smaller, graphs. The related subject of graph grammars is discussed in the next 
section. 
Arnborg and Proskurowski [5] have derived sets of rules to rewrite graphs into 
smaller graphs with the same treewidth for graphs with treewidth at most 1, 2, or 3. 
These rules are shown in Fig. 2. See also [2]. 
Theorem 33 (Arnborg and Proskurowski [5]). (i) A graph has treewidth 
only if it can be rewritten to the empty graph, using rule (i) from Fig. 2. 
(I> 0 
o- 
e 
0 
c, l 
c, I 
@ 
CD 
@ 
(ii) twig rule 
(v) bwkly rule 
(vi) cube rule 
0, if and 
Fig. 2. Safe and complete rules for rewriting graphs of treewidth at most 3. 
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Fig. 3. Rewriting the 3 x 3 grid to the empty graph. 
(ii) A graph has treewidth 1, tfand only ifit can be rewritten to the empty graph, 
using rules (i) and (ii) from Fig. 2. 
(iii) A graph has treewidth 2, tf and only if it can be rewritten to the empty graph, 
using rules (i) - (iii) from Fig. 2. 
(iv) A graph has treewidth 3, zf and only tf it can be rewritten to the empty graph, 
using rules (i) - (iv) from Fig. 2. 
An example of a graph with treewidth 3 that is rewritten to the empty graph is given 
in Fig. 3. 
In [4], Amborg et al. show a much more general result. For many graph properties 
(including all that can be formulated in monadic second-order logic) and all constants k, 
it holds that there is a finite set of ‘local’ graph reduction rules, that rewrite a graph 
to the empty graph, if and only if it fulfils the property and has treewidth at most k. 
Lagergren [57] shows that such rules, that are ‘local’ and ‘based on star substitution’ 
do not exist for the graphs of treewidth four. 
Next we consider perfect elimination orderings of graphs. 
Definition. A perfect elimination ordering of a graph G = (V, E) is a bijection f : V + 
{1,2,... , n}, such that for all v E V, the set {w E V 1 (v, w) E W A f(w) > f (v)} forms 
a clique in G. A graph is a perfect elimination graph, if it has a perfect elimination 
ordering. 
Note that if f is a perfect elimination ordering, then when we remove the vertices 
v~Vonebyone,intheorderf-‘(l),f-l(2),..., f-‘(n), then when we remove v, the 
neighbours of v form a clique in the remaining graph. A graph is a perfect elimination 
graph, if and only if it is a chordal graph (see [43, Ch. 41). A special type of perfect 
elimination graphs are the k-trees. 
Definition. A graph G = (V,E) is a k-tree, if and only if one of the following two 
conditions holds: 
(1) G is isomorphic to Kk, the complete graph with k vertices. 
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(2) There exists a k-tree H = ( W,F), a vertex 21 E V - W, and vertices wi, ~2,. . . , wk 
that form a clique in H, and G is the graph, obtained by adding v to H and an edge 
from v to each vertex in {wi,...,wk}, i.e., G=(WU{V},FU{(~,~~)~ ldi<k}). 
Rose [93] obtained several equivalent characterisations of the class of k-trees. An 
(x-y)-separator of a graph G = (V,E) is a set W 2 V such that x and y are in different 
connected components of G[ V - W]. 
Theorem 34 (Rose [93]). Let G = (V,E) be a graph. The following four conditions 
are equivalent. 
1. G is a k-tree. 
2. G is connected, G has a k-clique, but not a (k + 2)-clique, and every minimal 
(x-y)-separator of G is a k-clique. 
3. G is connected, ]El = k. [VI - ik(k + l), and every minimal (x-y)-separator of G 
is a k-clique. 
4. G has a k-clique, but not a (k+2)-clique, and every minimal (x-y)-separator of G 
is a clique, and for all distinct non-adjacent pairs of vertices x, y E V, there exist 
exactly k vertex disjoint paths from x to y. 
One can also characterise k-trees as perfect elimination graphs with a perfect elimi- 
nationordering f, such that ‘JOE V: ]{WE V I(v,w)~EAf(w)>f(v)}l=k or(f(v)> 
(V(-kA(V13k). 
Definition. A graph G = (V, E) is a partial k-tree, if and only if G is the subgraph of 
a k-tree. 
Theorem 35 (See Scheffler [94] or van Leeuwen [ 1011). A graph G = (V,E) is a par- 
tial k-tree, tf and only tf the treewidth of G is at most k. 
Proof. +: It is sufficient to show that every k-tree G = ( V,E) has treewidth at most k. 
If / VI <k + 1, then we are done. Suppose I VI > k + 1. There is a vertex v E V, such that 
G[V -{v}] is a k-tree, and the neighbours of v in G form a clique of size k in G. Using 
induction, there is a tree decomposition ({Xi I i E Z}, T = (Z,F)) of G[ V - {v}] of width 
at most k. By Lemma 4, there is an io EZ with Xi0 containing all neighbours of v in G. 
NOW ({Xi ~~EZU{~}},T=(ZU{~},FU{(~~,~)})) with X~={V}U{WE V I(v,w)EE} 
is a tree decomposition of G of width k. 
(r: W.l.o.g, suppose 1 VI 2 k+ 1. Let ({X;. I i E I}, T = (Z,F)) be a tree decomposition 
of G with treewidth at most k. We claim, with induction to 1 V 1, that there is a k-tree 
H = (V, E’), such that for every i E I, Xi is a subset of a clique with k + I vertices in 
G. If I V ( = k + 1, we are done. Otherwise, take a leaf node i E I, with neighbour j E Z 
in T. If Xi CXj, we can remove node i from the tree decomposition, and continue with 
the resulting tree decomposition of G. Otherwise, take a vertex v EX~ - Xj. Suppose 
induction on G-(v), and ({Xi-(U) I i EZ}, T) g ives k-tree H’. As v @Xi, all neighbours 
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of v must belong to Xi. Hence, the neighbours of u form a subset of a clique C with 
k vertices in G, so we can add v with edges to all vertices in C to H’ and obtain the 
desired graph H. 0 
A bijection f: V + {l,..., 1 VI} (called here elimination ordering) has a Jill-in 
Ff, which is a set of unordered pairs of vertices in V, and is computed as follows. 
(Intuitively, it is the set of edges that must be added to G to make f a perfect 
elimination ordering.) 
F:=Q); 
for i:=l to IV] 
do hegin Sj := {w 1 (f-‘(i), w) E E U F A ,f(w) > i}; 
for all u, w E Si: 
do if (v,w)$EUF then add (v,w) to F 
end; 
F, := F. 
For a perfect elimination ordering ,f, Ff = 0. A graph G has dimension k with respect 
to f, if maxI Gis~V, (&( = k. The dimension of a graph G is the minimum dimension 
over all elimination orderings of G. 
Theorem 36 (See Arnborg [2]). For every graph G = (V,E), the dimension of G 
equals the treewidth of G. 
8. Graph grammars and recursive families of graphs 
In this section, we consider some types of graph grammars, the ‘recursive families 
of graphs’ and their relationships to treewidth. We will limit the presentation here to 
a few notions and results, and direct the readers for further reading to other sources, 
e.g. [30,36,46,45]. 
8.1. Hyperedge replucemen t grummars 
First, we consider the notion of hyperedge replacement grammar, introduced by 
Habel and Kreowski. We only give an informal description here: for a good introduction 
to this topic, see e.g. [45,46]. The framework of context free graph grammars of 
Bauderon and Courcelle is essentially similar [8]. See also [66]. 
Hyperedge replacement grammars work with hypergraphs, where each hyperedge is 
represented as a sequence of vertices. A hyperedge also has a label, which is either 
a terminal label, or a non-terminal label. More or less similar to context free string 
grammars, a hyperedge replacement grammar consists of a set of non-terminal labels, a 
set of terminal labels, a starting hypergraph (the ‘axiom’), and a set of rewrite rules. We 
consider labelled directed hypergraphs H = (V, S). V is a finite set of vertices. Graphs 
are seen as special cases of hypergraphs where each hyperedge has cardinality 2. 
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Each rewrite rule has as its left-hand side an edge label and a number CI. The 
right-hand side is a directed labelled hypergraph with a sequence of tl distinguished 
vertices in this hypergraph. Applying a rule consists of: taking a hyperedge with the 
corresponding label and c( vertices, and replacing it by the right hand side graph. 
All vertices, except those which are distinguished are newly added to the graph. The 
vertices of the replaced hyperedge are identified with the corresponding vertices in the 
sequence of distinguished vertices. 
A hyperedge replacement grammar (HRG) consists of sets of terminal and non- 
terminal labels, rewrite rules, and a start graph. (This concept clearly generalises the 
concept of context free string grammars.) We say a (labelled directed) hypergraph is 
generated by a hyperedge replacement grammar, if its edges are only labelled with 
terminal labels, and it can be produced from the start graph by a sequence of applica- 
tions of rewrite rules. 
Define the width of a hyperedge replacement grammar as the maximum 
number of vertices of a graph at the right-hand side of a rule or the start graph, 
minus 1. (The result below can also be proved for hypergraphs, where for a tree- 
decomposition of a hypergraph it also must hold that for every hyperedge 2, there 
must be an i E I with 2 CXi, and the treewidth of a hypergraph defined 
accordingly.) 
Theorem 37 (Lautemann [59]). (i) Every graph, generated by a hyperedge replace- 
ment grammar of width k, has treewidth at most k. 
(ii) For every k, there exists a hyperedge replacement grammar of width k that 
generates exactly the directed graphs with treewidth at most k. 
Proof. The result can be shown by establishing a direct correspondence between 
‘derivation trees’ for hyperedge replacement grammars and tree decompositions. Such 
derivation trees are of a more or less similar form as derivation trees for context free 
string rewriting grammars. To each non-root node of the tree, we associate a hyper- 
edge, and to each non-root and non-leaf node of the tree, we associate an isomorphic 
copy of a right-hand side: the hypergraph to which the corresponding hyperedge is 
rewritten. To the root node, we associate the start graph. The children of a node are 
the hyperedges of its associated hypergraph. 
Using this tree, and associating to each node i the set Xi, consisting of all vertices 
in its associated hypergraph (0 for leaf nodes), we obtain a tree decomposition of the 
generated graph of treewidth, at most the width of the hyperedge replacement grammar. 
This proves (i). 
For the proof of (ii), we can for example take one terminal and one non-terminal 
label, a start graph with one node and a l-vertex hyperedge with non-terminal label, 
and all possible rules, rewriting a hyperedge with at most k+ 1 vertices to a hypergraph 
with at most k + 1 vertices. Now, each tree-decomposition with a root node r with 
IX, I= 1 has an associated derivation tree, which gives this tree-decomposition, when 
the process described above is applied to it. 0 
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The result also appears in [32], with a less direct proof. Vogler has shown that 
hyperedge replacement grammars generate the same languages of simple graphs as 
BNLC grammars of bounded nonterminal degree [ 1031. 
8.2. Recursive families of graphs 
In this section, we discuss the recursive families of graphs, as introduced in the work 
of Borie [26] (see also [25,27]). Similar frameworks have been introduced by Courcelle 
(see e.g. [30-331) and by Wimer [104]. While the differences between Bories and 
Wimers formalisms are not very large, I prefer the former as I find it somewhat simpler 
and more elegant. Courcelles framework is much more general and more precise, but 
is difficult to master for readers with little algebraic backgrounds. See also [9]. 
A terminal graph is a triple G = (V,E, T), where (V, E) is an undirected graph, 
and T C: V is on ordered set of distinguished vertices, known as the terminals of G. 
A terminal graph G = (V, E, T) is a k-terminal graph, when / TI <k. The number of 
terminals of G = (V, E, T) is denoted by t(G) = 1 T 1. 
A c-ary k-terminal recursive operation is a function f, acting on c k-terminal graphs, 
and yielding another k-terminal graph, of the following form. f can be represented by 
pair (M(f ), t), where M(f) is a matrix, which has r rows and c columns, such that 
each value M;,j( f) is an integer in the range 0. . . t(Gj). t is an integer, t d k. Given 
k-terminal graphs Gi, G2, . . . , G,, f (GI, Gz, . . . , G,,) is obtained in the following way: 
First, take the disjoint union of Gi, Gf,. . . , G,. Then, for each row i, 1 < i <r, a number 
of terminal vertices are identified, namely, we take for each j, 1 <j <c, if Mi,,( f) # 0, 
the Mi,j( f )th terminal of Gj, and identify (or merge) these vertices. If A4i,, = 0 for 
all j, 1 <j <c, then a new vertex is formed. Finally, the vertices corresponding to the 
first t rows become the terminals of ,f( G1 , . , G,), vertices corresponding to other rows 
become non-terminals. 
A base graph is a k-terminal graph with no nonterminal vertices. A k-terminal 
recursive family of graphs is a set 9 of terminal graphs, for which there exists a set 
B of k-terminal base graphs and a finite set R of k-terminal recursive operations, such 
that 3 is the closure of B under the operations in R. 
Theorem 38 (Wimer [104]). Any k-terminal recursive family of graphs with only bi- 
nary composition operators is a subclass of the partial (2k - 1)-trees. 
This can be generalised in the following way: 
Theorem 39. For any k-terminal recursive family of graphs 9, there is a constant 
cy, such that every graph GE 3 has treewidth at most cg. 
Proof. Suppose 3 is generated by set of operations R and base set B. Let ro be 
the maximum number of rows of any matrix, associated with an operation in R. 
Now, with induction, we claim that any G = (V, E, T) E 3 has a tree decomposition 
((4 / i E I}, T = (I, F)) of treewidth at most max(r - 1, k - l), such that there is an 
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i E I with T CXi, call i the distinguished node of the tree decomposition. Clearly 
this holds for base graphs (just take a tree decomposition with one node.) Sup- 
pose we have such tree decompositions for Gt , . . . , G,, and f E R is a c-ary operator. 
Now take one new set Xi”,,, containing all vertices that were formed from a row of 
M( f ), and make i,,, adjacent to all distinguished nodes in the tree decompositions of 
G ,,..., G,. 0 
Many classes of graphs, known to have a uniform treewidth upper bound, can be 
seen to be a k-terminal recursive family of graphs (see [26, 1041). Specifically, we 
mention the following: 
Theorem 40 (Wimer [ 1041). For every k: the class of graphs of treewidth at most k 
is a (k + 1 )-terminal recursive family of graphs. 
Proof. A possible method to proof this is to use nice tree decompositions, see 
Lemma 7. We can give a set of operations, generating for graphs G with a nice tree 
decomposition ({& 1 i E I}, T = (I, F)) of width k, the terminal graphs Gi = (I’i,Ei,&), 
where i E I, Vi = U{Xi 1 i =j or j is a descendant of i}, and Ei C E the set of edges 
between vertices in Vi. 
If i is a leaf node, then Gi can be assumed to be a base graph. 
If i is a join node, with children jr and j2, then Gi can be obtained from Gj, and Gjz 
by identifying corresponding terminals, which can be expressed by the pair (M, I&l), 
A4 being the matrix 
Introduce nodes can be handled by first adding an isolated terminal vertex (a unary 
operation, with matrix (1,2,. . . , k+ 1, O)T), and then joining the graph with a base graph, 
giving the necessary edges to the new vertex. Forget nodes can be easily handled with 
another unary operation. 0 
See also [32] for similar results. 
8.3. Series parallel graphs 
A class of graphs with a recursive definition that we want to mention specifically is 
the class of series parallel graphs. In the literature, different definitions are given for 
this notion, in some cases expressing different classes of graphs. We use here one of 
the most common definitions. 
Definition. A series parallel graph is a multi graph G = (V, E) with two distinguished 
vertices, called source s and sink t, which can be formed with the following rules: 
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Fig. 4. Parallel and series composition. 
(1) A graph with two vertices: source s and sink t and one edge (s, t) is a series 
parallel graph. 
(2) If Gi = (Vl,Ei ) with source si E Vi and sink ti E VI and G2 = (V2, E2) with source 
s2 E V2 and sink t2 E Vz are series parallel graphs, then: 
(a) The graph, obtained by taking the disjoint union of Gi and G2 and then identi- 
fying si and ~2, and identifying ti and t2 is a series parallel graph, with source 
the node, representing si and ~2, and with sink the node, representing tl and 
t2. This operation is called a parallel composition. See Fig. 4(i). 
(b) The graph, obtained by taking the disjoint union of Gi and G2 and then iden- 
tifying ti and ~2, is a series parallel graph, with source ~1, and with sink t2. 
This operation is called a series composition. See Fig. 4(ii). 
A graph G without distinguished source and sink is called series parallel, if one can 
select a source and sink, such that G with this source and sink is a series parallel 
graph. 
Theorem 41. The treewidth of a series parallel graph G is at most 2. 
Proof. We prove with induction to the construction of G that the treewidth of the 
graph, obtained by adding edge (s,t) to G is at most 2. This clearly holds for a graph 
with two vertices. 
Both in the case of a parallel and of a series composition, recursively make tree 
decompositions of treewidth 2 of Gi + (si, tl) and GZ + (~2, t2). Add a new node, 
containing (the vertices, resulting from identifications of) si, ~2, tl, t2. (These are at 
most three vertices.) Make this new node adjacent to a node, containing si and tl, and 
to a node containing s2 and t2. 0 
Note that for instance K,,x is not a series parallel graph. Hence, the series parallel 
graphs, as defined above, are a proper subset of the graphs of treewidth 2. However, 
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the following relationship exists between graphs of treewidth 2 and series parallel 
graphs. 
Theorem 42. A graph G = (V, E) has treewidth at most 2, if and only if every bicon- 
netted component of G is a series parallel graph. 
Proof. If every bicomrected component of G is series parallel, then every biconnected 
component of G has treewidth at most 2 (Theorem 41, hence G has treewidth at most 
2 (Lemma 6). 
To prove the other direction, it is sufficient to prove that every biconnected graph of 
treewidth 2 is series parallel. Consider a biconnected series parallel graph G = (V, E), 
with a tree-decomposition ({Xi 1 i E I}, T = (Z,F)) of G of width 2, of the form of 
Lemma 8. We use induction to 1 V 1. If ) V 1 d 3, then G clearly is series parallel. Suppose 
1 VI > 3. Now, T has at least two nodes. Take a leaf i from T with neighbour j in T. 
Let {v} = Xi - Xj. Suppose Xi = {u, w,x}. The set of neighbours of v must be { w,x} 
(by definition of tree-decomposition and biconnectivity). Let G’ be the multi graph, 
obtained by removing v from G and adding an edge between w and x if not already 
present. By induction G’ is series parallel. Look to the construction of G’ as series 
parallel graph. Where the edge {w,x} is taken, we instead take the series parallel 
graph ((0, w,x}, F) with terminals w and x and edges (w, a), (qx), and (w,x) in case 
(w,x) E E. This gives a construction of G as series parallel graph. 0 
9. Linear orderings 
In this section, we consider linear orderings of the vertices of graphs, and several 
different measures of ‘width’ of these linear orderings. 
Definition. A linear ordering of a graph G = (V, E) is a bijection f : V + { 1,2,. . . , / VI}. 
Definition. Let G = (V, E) be a graph, and let f : V -+ { 1,2,. . . , n} be a linear ordering 
of G. 
1. The bandwidth of f is max{ If(v) - f(w) I I (v, w) E E}. 
2. The cutwidth off is maxi~i~n~{(u,v)EEI f(u)<i<f(v)}l. 
3. The mod$ed cutwidth off is maxi~i~nI{(u,a)EEI f(u)<i<f(v)}l. 
4. The vertex separation umber off is maxi <i<n I{u E V ( 3v E V: (u, v) E E A f (v)a 
iA f(u)<i}l. 
5. The cyclic bandwidth off is max{min(If(v)-f(w)l,n-If(v)-f(w)l) l(v,w)~E}. 
The bandwidth, cutwidth, modified cutwidth, vertex separation number, cyclic band- 
width of a graph G is the minimum bandwidth, cutwidth, etc., over all possible linear 
orderings of G. 
The topological bandwidth of a graph G is the minimum bandwidth over all graphs 
G’ which are obtained by addition of an arbitrary number of vertices along edges of G. 
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Lemma 43. For every graph G =(V,E), the cyclic bandwidth of G is at most the 
bandwidth qf’ G, and the bandwidth of G is at most twice the cyclic bandwidth 
of G. 
Proof. From the definitions, it directly follows that the cyclic bandwidth of G is at 
most the bandwidth of G. Suppose f is a linear ordering of G with cyclic bandwidth k. 
We suppose n is even; a similar construction can be used for odd n. The linear ordering 
g:V’i(l,..., IZ}, defined by 
g(v) = 1 2’.f(U) if f(u) G n/2, 2rt + 1 - 2. f(v) if f(v)>n/2 
has bandwidth at most 2k. CI 
Theorem 44. For every graph G, the pathwidth of G is at most the bandwidth of G, 
and at most twice the cyclic bandwidth of G. 
Proof. Let f: Y--+(1,..., n} be a linear ordering of G with bandwidth k. Then (XI,. . . , 
Xn_k) with Xi= {f-‘(i), f-‘(i + I),...,,f-‘(i + k)) is a path decomposition of G 
with pathwidth k. The second bound follows directly with Lemma 43. 0 
These bounds are sharp. Each graph G,,k = ({ 1,2,. . . , n}, { (i,j) / i, j f { 1,. . . , n}, 
0 < /i - j/ <k} ) with II 2 k + 1 has b~dwidth k, and path~dth (and treewidth) k, as it 
contains a clique with k + 1 vertices as a subgraph, and each graph GL,R = ({ 1,2,. . . , a), 
{(i,j)li,j E {I,..., n},O<li-jl<kVli-jl>n-k}) with n32k+ 1, and k divides 
n - 2k + 1 has cyclic bandwidth k, and pathwidth and treewidth 2k, as it contains Kzk+t 
asaminor(foralli, ldi~k,contracttheverticesk+lfi,2k+l+i,...,n-k+i). 
Theorem 45. For every graph G, the pathwidth of G is at most the topological band- 
width of G. 
Proof. If G’ is obtained by adding vertices along edges of G, then G is a minor of G’. 
So, there exists a graph G’ with G a minor of G’, and topological b~dwidth (G) = 
bandwidth( G’) >/ pathwidth( G’) 2 pathwidth( G). tl 
Makedon et al. claim a result, that states that the node search number of a graph 
is at most its topological bandwidth [63]. However, they use searcher moves that are 
not allowed in the node search game; a counter example is a clique with k vertices: it 
has topological bandwidth k - 1, but node search number k (any move with z$ k - 1 
searchers would result in recontamination) (see Section 10). 
By considering the graphs Gn,k with n 3 k + 1, it follows that the bound of 
Theorem 45 is sharp. 
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A sharp relation between the topological bandwidth and the cutwidth of trees was 
obtained by Chung [29]. 
Theorem 46 (Chung [29]). Let T be a tree with topological bandwidth k and cut- 
width 1. Then k<l<k+log,k+2. 
Chung [29] also gives for every k, a tree with topological bandwidth k and cutwidth 
k+log,k- 1. 
Theorem 47. For every graph G, the pathwidth of G is at most the cutwidth of G. 
Proof. Let f: V-(1,... , a} be a linear ordering of G with cutwidth k. Let Xi = {WE V 
1 f(w)>iA 3vE V:(v,w)cEA f(v)<i}U{f-‘(i)}. We claim that (Xi,&,...,&) is 
a path decomposition of G of width at most k. 
Consider (u, w) E E. If f(v) < f (w), then v, w EX~-I(~), otherwise v, w EX~-,(~). 
Next, suppose ii < i2 < i3, and w E Xi, n&, . From w E Xi,, it follows that f(w) > i3 > 
iz>il. AS WEXi,, there must be a VE V with (u,w)~E and f(v)<il. Now we have 
that w E&. SO, (X1,X2,. . . , X,,) is a path decomposition of G. The width of this 
path decomposition is at most k, as for all i, I& I< 1 + j{(v, w) E E 1 f(u) <i < f (w)} 1 
<l+k. 0 
Probably, this bound is not sharp. As the cutwidth of an n by n grid is at most 
2n + 1, and the treewidth and pathwidth of an n by n grid are n (see Section 13.2), it 
follows that there are graphs G with pathwidth( i(cutwidth(G) - 1). 
Theorem 48. For every graph G, the pathwidth of G is at most one larger than the 
modi!ed cutwidth of G. 
For the relation between the topological bandwidth and cutwidth of a graph, see 
[29]. We also have the following relation between cutwidth and pathwidth. 
Theorem 49. For every class of graphs 9, the following statements are equivalent. 
1. 3c : VG E 99 : c&width(G) d c. 
2. 3c : YG E 9 : modified cutwidth dc. 
3. 3c,d:YG E Y : pathwidth(G)<c and degree(G)<d. 
Proof. (i)-+(iii): Use Theorem 47. Note that the cutwidth of G is at least degree(G)/2. 
(iii)+(i): Suppose (Xi,. . . ,X,) is a path decomposition of G of width at most c. 
For all v E V, let g(u) = min{i j 21 E&}. Now take a linear ordering f of G such that 
g(v) <g(w) + f(v) < f(w) for all v, w E V. We claim that the cutwidth of f is at most 
c . degree(G). 
Consider j, 1 <j < 1 VI, with f-‘(j) = v. We claim that if f(w) < j < f (x) and (w,x) 
E E, then w E&C,) or x EX,(,). Suppose not. Then g(w) <g(u) <g(x) and w,x @Xscvj. 
This contradicts the definition of path decomposition. (Use that w EX,(,), x E<,(,), and 
(w,x)EE.) So ]{(u,r)EE If(u)<j<f(v)}I <[<,(,)I. degree(G). 
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(i) + (ii): Trivial, as the modified cutwidth of a graph is at most its cutwidth. 
(ii) + (iii): Use Theorem 48. The modified cutwidth of a graph G is at least 
degree(G)/2 - 2; if 11 had degree d, and ,f is a linear ordering of G, then either 
{(n’,L’)/f’(w)<f’(n) ~ I> or {(w, I.) 1 ,f‘( tc) > ,f’( 1:) + 1 } contains at least d,/2 - 2 
edges. 0 
Several authors have noted equivalence between vertex separation number and path- 
width or an equivalent notion. 
Theorem 50 (Kirousis and Papadimitriou 1541). For every graph G, the node seurch 
number of G equals the vertex sepurution umber of G plus one. 
Theorem 51 (Kinnersley [51]). For every graph G, the vertes sepuration umber of 
G equuls the puthwidth of’ G. 
To close this section, we give two results on intersection graphs (cf. Section 6). 
Theorem 52. Let G = (V, E) be u proper intervul gruph with muximum clique size k. 
Then the bandwidth of’ G is ut most k - 1. 
Proof. We may assume that we can associate to all r E V an interval I,, = [lu, rr] C 
{ 1,. . , m}, such that for all c, w E V, v # w, (v, w) E E H I,. f’ I,,. # 8; I,., r,, E N, and 
I,. C f,,, =+ v = w. So, different vertices have different values for 1,. and Y,,. There exists a 
linear ordering f : V ---) { 1,. . , n} of G, such that ,f’( c) <f‘(w) u 1,. < l,V. We claim that 
the bandwidth of J’ is at most k - 1. Consider an edge (v, w) E E with f(v) <f(w). 
We have I,, < 1,. <r,.. Let X = {X E V ) f(v) <f(x) < ,f(w)}. For all x E X, I,. E I,, so 
X is a clique with If(v) - j’(w)1 + 1 vertices. Hence j,f(v) ~ ,f(w)l dk - 1. 0 
A somewhat stronger result has been proven by Kaplan and Shamir [50]. 
Definition. A path decomposition (Xl,. . ,X,.) of G .= (V, E) is a proper puth decorn- 
position, if there are no v, w E V, v # w, with 
min{i~vEXj}<min{i~wEX,}~max{i]wEX,}~max{i~cEXj} 
The proper pathwidth of a graph G is the minimum width of a proper path decompo- 
sition of G. 
Theorem 53 (Kaplan and Shamir [50]). The bundwidth oj’u graph G equuls its proper 
pathwidth, und is one smaller than the smullest clique size oj’u~y proper intervul su- 
per~gruph of G. 
It should be remarked that the notion of proper pathwidth of Kaplan and Shamir is 
different from the notion of proper pathwidth of Takahashi et al. [99]. To distinguish, 
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we use the term 3-proper for discussing the notion of proper pathwidth of Takahashi 
et al., in Section 10. With a proof, similar to the proof of Theorem 52 one can 
show: 
Theorem 54. Let G = (V,E) be a proper circular arc graph with maximum clique 
size k. Then the cyclic bandwidth of G is at most k - 1. 
Corollary 55. For every proper circular arc graph G with maximum clique size k, 
the pathwidth of G is at most 2k - 2. 
10. Search and pebble games, and screens 
In this section we consider characterisations of the pathwidth and treewidth of graphs 
by the number of searchers, needed to capture a fugitive in certain “capturing games”, 
played on the graph, and by pebble games. A more extensive overview on graph 
searching, treewidth, pathwidth, and related notions has been made by Bienstock [lo]. 
We also discuss the notion of screens in this section. 
Definition. A search strategy of a graph G = (V,E) is a sequence of the following 
types of moves: 
1. place a searcher on a vertex. 
2. delete a searcher from a vertex. 
3. move a searcher over an edge. 
Initially, all edges are contaminated. An edge (u, w) E E can become cleared by moving 
a searcher from v to w, while there is a second searcher on v or while all other edges 
adjacent to v are already cleared. An edge e can become recontaminated, when a move 
results in a path without searchers from a contaminated edge to edge e. The search 
number of G is the minimum number of searchers, needed to clear all edges. 
It has been shown by LaPaugh [58] that for every graph G, there exists a search 
sequence, using the minimum number of searchers and clearing all edges, that does 
not allow recontamination. Such a search sequence is called progressive. 
A variant of this notion, called node search number, was introduced by Kirousis 
and Papadimitriou [53]. In this variant, edges are cleared by having a searcher on both 
endpoints of the edge. 
Lemma 56 (Kirousis and Papadimitriou [53]). Let G = (V, E) be a graph with search 
number k and node search number 1. Then 1 - 1 <k < I + 1. 
Proof. A ‘node search’ can be transformed to an ‘edge search’ by moving a searcher 
over each edge when it is cleared. An ‘edge search’ can be transformed to a node 
search, by instead of moving a searcher over an edge, putting a searcher on the second 
endpoint and then removing the searcher from the first endpoint of the edge. q 
H. L. Bodlaenderi Theoretical Computer Science 209 (1998) 145 27 
Theorem 57 (Kirousis and Papadimitriou [53]). For every graph G = (V,E), the node 
search number of G equals the interval thickness of G. 
Recall from Theorem 29 that for every graph, its interval thickness is exactly one 
larger than its pathwidth. 
Corollary 58 (see also Ellis et al. [37]). For every graph G = (V,E), the node search 
number of G equals the pathwidth of G plus one. Furthermore, pathwidth( G) < search 
number(G) d pathwidth( G) + 2. 
Seymour and Thomas [96] give a characterisation of treewidth by a search game 
where a number of cops try to capture a robber, that is seen by the cops but has 
infinite speed. Informally, this game is as follows. The robber stands at a vertex of the 
graph and can at any time run at great speed to any other vertex along a path of the 
graph, but may not run through or to a vertex containing a cop. Each of the k cops 
is either on a vertex or in a helicopter. The objective of the player, controlling the 
movement of the cops is to land a cop via helicopter on the vertex occupied by the 
robber - the objective of the robber is to prevent this capture. The robber can see 
the helicopter approaching its landing spot, and may run to a new vertex before the 
helicopter actually lands. 
We proceed with a more formal description of the game. We use the following 
notations: G-X denotes the graph G[ V -A’]. The vertex set of a connected component 
of G-X is called anX-JEap. [V]Gk={WC:VIjWI<k}. 
Positions in the game are pairs (X, R), X E [V] Qk, R an X-flap. Player 2 (the rob- 
ber) starts the game by choosing a connected component W and the game starts in 
position (0, W). Suppose at the start of the ith step in the game we are in posi- 
tion (Xi_], R,). Player 1 (the cops) chooses a new set X; E [VISk, such that either 
Xi C&l or X,-i C Xi. Player 2 then chooses, if possible, an &flap Ri with Ri-1 C R; 
or R; C Ri_1. If this is not possible, the cops win. Otherwise, proceed with position 
(X,, Ri). The robber wins if the game lasts for ever. If there is a winning strategy for the 
cops player, we say that ‘k cops can search G in the Seymour-Thomas search game’. If 
there is a winning strategy for the cops player such that for all h <i <j : & nX, &Xi, 
we say that ‘k cops can monotonely search G in the Seymour-Thomas search game’. 
(The sets Xi denote the set of vertices containing a cop. Ri denotes the component of 
G[ V -Xi] where the robber is - its exact location is not important due to its speed.) 
Seymour and Thomas [96] also define the notion of haven. A haven in a graph G 
of order k is a function b that maps each X E [V] Gk to an X-flap, such that for each 
pair of sets X, Y E [VICk, p(X) and P(Y) touch, where sets of vertices touch if they 
intersect or the first contains a vertex adjacent to a vertex in the second. A screen in 
a graph G = (V, E) is a set of subsets of V, each inducing a connected graph, such 
that each two sets in the screen touch. A screen is said to have thickness at least k, 
of there is no set X E [V] <k mtersecting all elements of the screen. 
Theorem 59 (Seymour and Thomas [96]). Let G = (V,E) be a graph, k 20. The fol- 
lowing statements are equivalent. 
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1. The treewidth of G is at most k. 
2. G has no haven of order at least k. 
3. G has no screen of thickness at least k. 
4. k + 1 cops can search G. 
5. k + 1 cops can monotonely search G. 
For the related notion of tangle, see [82]. Robertson and Seymour [82] have shown 
that for graphs with branchwidth at least two, the branchwidth equals its tangle number. 
Dendris et al. [34] studied search games where the fugitive is supposed to be inert, 
i.e., it can it can only move just before a searcher visits the vertex that it occupies. 
The (monotone) search number for an inert fugitive with unbounded speed is defined 
accordingly. 
Theorem 60 (Dendris et al. [34]). Let G=( V,E) be a graph, k 20. The following 
statements are equivalent. 
1. The treewidth of G is at most k. 
2. The number of searchers, needed to search G in the jugitive search game with an 
inert fugitive is at most k + 1. 
3. The number of searchers, needed to monotonically search G in the jugitive search 
game with an inert fugitive is at most k + 1. 
Dendris et al. also consider variants where the fugitive has bounded speed, and 
obtain, amongst others, the following result. 
Theorem 61 (Dendris et al. [34]). Suppose G = (V,E) has no chordless cycle of 
length more than s + 2. The treewidth of’ G is one less than the monotone search 
number of G for an inert fugitive with speed s. 
Takahashi et al. [99] made a connection between a mixed search game and their 
notion of proper pathwidth. As Kaplan and Shamir [50] use the same term to describe 
a different notion, we use the term 3-proper pathwidth here. 
Definition. A path decomposition (Xl ,...,X,.) of G=(V,E) of width at most k is 
called 3-proper, if IX,, fIXj2 “Xj, / <k for any Xj, , x,?, Xj, none of which is a subset 
of the others. The 3-proper pathwidth of G is the minimum width of a 3-proper path 
decomposition of G. 
In the mixed search game, edges can be cleared in two ways: either by having a 
searcher on both endpoints of the edge, or by having a searcher move over the edge. 
In all other aspects, the game is similar to the standard search game, discussed first in 
this section. Define the mixed search number of G accordingly. 
Theorem 62 (Takahashi et al. [99]). Let G be a graph, k E N. The following three 
statements are equivalent. 
(i) G has 3-proper pathwidth at most k. 
(ii) The mixed search number of G is at most k. 
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(iii) There is a search strategy that clears all edges of G in the mixed search game, 
without ullowing recontamination, and that uses at most k searchers. 
Another type of games are the pebble games. These model sequential computation 
(see e.g. [49]), and have been studied extensively. An interesting connection between 
some of these pebble games and node search number (and hence pathwidth) was found 
by Kirousis and Papadimitriou [54]. 
A pebble game is a ‘one person game’, played on a directed acyclic graph. We 
consider two variants: the black pebble game, and the black and white pebble game. 
The black pebble game has the following types of moves: 
1. Placing a pebble on a vertex with all predecessors of that vertex containing a pebble. 
(Hence, vertices with in-degree 0 can always be pebbled.) 
2. Removing a pebble. 
In the black and white pebble game, the following moves can be made: 
1. Placing a black pebble on a vertex with all predecessors of that vertex containing 
a (black or white) pebble. 
2. Placing a white pebble on a vertex. 
3. Removing a black pebble. 
4. Turning a white pebble black when all predecessors of the vertex containing the 
pebble, contain a (black or white) pebble. 
The games start with no pebbles on any vertex of the directed acyclic graph G = 
(V, E), and ends when each vertex has been pebbled at least once. The black pebble 
demand of G, and the black and white pebble demand, respectively, is the minimum 
over all possible pebble strategies of the maximum number of pebbles simultaneously 
on G when carrying out the respective game. One can also study ‘progressive versions’ 
of the games: in these versions, each vertex can be pebbled only once. 
For an undirected graph G, the set of directives of G, is the set of all directed 
acyclic graphs whose underlying undirected graph equals G. 
Theorem 63 (Kirousis and Papadimitriou [54]). For every undirected graph G=( V, E), 
the following three numbers are equal: 
1. The minimum progressive black pebble demand over all directives of G. 
2. The minimum progressive black and white pebble demand over all directives of G. 
3. The node search number of G. 
Recall that the node search number of G is one larger as the pathwidth of G, see 
Theorems 29 and 57. 
Theorem 64 (Kirousis and Papadimitriou [54]). For every directed acyclic graph H = 
(V, F) with underlying undirected graph G = (V, E), with maximum in-degree of’ a 
vertex in H k, the progressive black and white pebble demand, and hence the black 
and white pebble demand of H is at most k + 1 times the node search number 
of G. 
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11. Trees and forests 
In this section we consider the pathwidth and treewidth of trees, forests, and give a 
characterisation of treewidth with help of depth-first-search spanning forests. We also 
introduce, with help of spanning forests, the notions of vertex and edge remember 
number, for use in a later section. 
Theorem 65. A graph G = (V, E) is a forest, if and only if the treewidth of G is at 
most 1. 
Proof. By Lemma 6, it is sufficient to prove the result for trees, and connected graphs. 
Take an arbitrary vertex Y E V as root of tree G. Now, ({X0 1 II E V}, G) with X, = {r}, 
and for v # r, X, consists of v and the parent of v, is a tree decomposition of G with 
treewidth at most 1. Note that if G is not a tree, then it contains K3 as a minor, and 
hence has treewidth at least 2 (use Lemma 17). 0 
(Alternately, we can note that every biconnected component of a forest has treewidth 
1, and use Lemma 6.) 
From Corollary 24, we know that the pathwidth of a graph with treewidth k is 
O(klogn), so for trees, the pathwidth is O(logn). More precise bounds were obtained 
by Scheffler [94]. 
Theorem 66 (Scheffler [94]). For every tree T = (V, E), the pathwidth of T is at most 
3 log(2n + 1). 
Theorem 67 (Scheffler [94]). The pathwidth of a complete binary tree of depth k 
(i.e., with 2k+’ - 1 vertices) equals [k/21. 
Theorem 68 (Kirousis and Papadimitriou [54]). The pathwidth of a complete ternary 
tree T equals its height. 
(To be precise, Kirousis and Papadimitriou formulate and prove this result in the 
equivalent notion of node search, cf. Section 10.) 
Ellis et al. [37] obtained among others a precise characterization of what trees have 
a specific pathwidth (in terms of separation number). 
Another characterisation of treewidth can be obtained by looking at depth-first-search 
spanning trees or forests. 
Definition. (i) A DFS-tree (or: palm tree) of a connected graph G = (V, E) is a rooted 
spanning subtree T = (V, F) with root r E V, such that for every (u, w) E E: v is an 
ancestor of w in T or w is an ancestor of u in T. 
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(ii) Given a DFS-tree T with root r of G, then the oalue of T is the maximum 
over all vertices u E V, of the number of ancestors of v that are adjacent to u or a 
descendant of v. 
Proposition 69 (Kloks [55]). Let G = (V, E) be a connected graph, and let r E V. The 
treewidth of a graph equals the minimum value of a DFS-tree with root Y of a 
supergraph G = (V, E’) of G (E C E’). 
We now introduce the notions of vertex remember number and edge remember 
number of maximal spanning forests of a graph, which are used for some proofs in 
Section 13.1, and were introduced in [ 161. 
Consider a maximal spanning forest T = (V, F) of a graph G = (V, E). (I.e., T con- 
tains a spanning tree of every connected component of G.) To every edge e = (u, w) 
E E - F, we can associate its fundamental cycle, that is: the unique cycle, consisting 
of e and the simple path from v to w in T. We define the vertex remember number of 
G, relative to T, denoted as ur(G, T), to be the maximum over all v E V of the number 
of fundamental cycles that use u. Similarly, the edge remember number of G, relative 
to T, is denoted by ev(G, T), and defined as the maximum over all edges e E V of the 
number of fundamental cycles that use e. 
Theorem 70. Let G = (V,E) be a graph with maximal spanning forest T = (V,F), 
and with maximum vertex degree d. Then 
er(G, T)dur(G, T)B id er(G, T). 
Proof. Observe that when k cycles use a vertex v with degree d’, at least one edge 
adjacent to v is used by 2k/d’ of these cycles, as each of these cycles must use two 
of the edges adjacent to u. The result now follows from this observation and the 
definitions. 0 
Theorem 71. Let T =(V,F) be a maximal spanning forest of graph G= (V,E). The 
treewidth of G is at most max(ur(G, T), er(G, T) + 1). 
Proof. LetT’bethetree(VUF,F’),withF’={(v,e)IvEV,eEF,3wEV:e=(tr,w)}, 
i.e. T’ is obtained by adding an extra vertex in the middle of each edge in T. We 
show how to construct sets&, iEVUF, such that ({XiiiEVUF),T’=(VUF,F’)}) 
is a tree decomposition of G. 
First, for all II E V, take 2) EX, and for all (IJ, w) E F, take u, w EX~,,). 
Second, for each edge (v, w) E E-F, choose arbitrarily one of v or w, say II. Now add 
v to each XX, for all vertices x E V, x # w that are on the fundamental cycle of (0, w). 
Only do not add v to X,. Also, add v to X,, for all edges e E F on the fundamental 
cycle of (0, w). 
32 H. L. Bodlaender I Theoretical Computer Science 209 (I 998) I-45 
One can verify that this indeed yields a tree decomposition of G. For u E I’ : IX, ( < 1 + 
a~( G, T), and for e E F: IX+ < 2 + er(G, T). So the width of this tree decomposition is 
at most max( ur( G, T), er( G, T) + 1). 0 
12. Graphs, that ‘almost’ have treewidth k 
In this section, we give two easy to obtain lemmas, that help in many cases to 
establish an upper bound on the treewidth (or pathwidth) of graphs. 
Lemma 72. Let G = (V,E) be a graph, let W C V be a set of vertices, and suppose 
that G[V - W] has treewidth (pathwidth) at most k. Then the treewidth (pathwidth) 
ofGisatmostk+IWl. 
Proof. Let ({&li~I}, T=(I,F)) b e a tree decomposition (path decomposition) of 
G[ V - W] of treewidth at most k. Write for all i E I : F =X U W. Then ({K ( i E I}, T) 
is a tree decomposition (path decomposition) of G of treewidth at most k + 1 WI. 0 
Lemma 73. Let G = (V,E) be a graph, let E’ C E be a set of edges, and suppose 
that the graph (V, E - E’) has treewidth (pathwidth) at most k. Then the treewidth 
(pathwidth) of G is at most k + IE’I. 
Proof. Let W C V be a set, obtained by choosing for every edge e E E’ an arbitrary 
endpoint and putting it in W. G[ V - W] is a subgraph of (V, E - E’), hence G[ V - W] 
has treewidth at most k, hence, by Lemma 72, G has treewidth at most k + I WI < 
k + JE’I. 0 
Next we consider almost trees with parameter k, or, in short, ‘almost k-trees’. Almost 
l-trees are also known as cacti or cactus graphs. 
Definition. A graph G = (V, E) is an almost tree with parameter <k, if and only if 
there exists a maximal spanning forest T = (V, F) of G, such that in each biconnected 
component of G there are at most k edges of G that do not belong to T. 
In other words, G = (V, E) is an almost tree with parameter <k, if and only if for 
each biconnected component Gi = ( 6, Ei) of G one has IEi( - 1 Vi( + 1 <k. 
Theorem 74 (Bodlaender [14]). The treewidth of an almost tree with parameter k is 
at most k + 1. 
Proof. For a biconnected graph, we can directly apply Lemma 72, using the fact that 
forests have treewidth 1. By Lemma 6, the result now follows. q 
A set of vertices V’ C V is called a jeedback vertex set of a graph G = (V,E), if 
G[V - V’] does not contain a cycle, i.e., is a forest. A set of edges E’ C E is called a 
feedback edge set of a graph G = (V, E), if (V, E - E’) does not contain a cycle. 
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Corollary 75. Jf G hus u ,feedhack vertex set (?f‘size k, then the treewidth of G is at 
most k + 1. 
In [67], the reduction complexity of st-dags (directed acyclic graphs, with a unique 
vertex s of in-degree 0 and a unique vertex t of out-degree 0) is considered. Consider 
the following reductions: parallel reduction: remove all but one of two or more parallel 
edges; series reduction: replace edges (u, w) and (w,x ), by an edge (u,x) in case w has 
in- and out-degree 1, and node reduction: take a vertex r of in-degree 1 and out-degree 
1, draw an edge from every predecessor of u to every successor of v, and remove v 
and its adjacent edges. The reduction complexity of st-dag G is the minimum number 
of node reductions in a series of parallel, series, and node reductions that reduces G 
to a single edge. 
Theorem 76. Jf G is an St-day with reduction comple.uity k, then the treewidth of 
(the undirected graph underlying) G is at most k + 2. 
Proof. First note that we can modify each series of parallel, series, and k node re- 
ductions that reduces G to a single edge to a series of parallel and series reductions 
and k vertex removals (take a vertex, and remove it and its adjacent edges), that also 
reduces G to a number of components, each having at most one single edge. (Apply 
vertex removals on the same vertices as node reductions in the original sequence.) 
Hence, if G has reduction complexity k, there exists a subgraph G’ of G obtained 
by removing at most k vertices from G, that can be reduced to single edge components 
by series and parallel reductions. Now, G’ can be seen to be a series parallel graph, 
hence the treewidth of G’ is at most 2 (Theorem 4 1). and by Lemma 72, the treewidth 
of G is at most k + 2. 0 
13. Planar graphs 
13. I. Plunar gruphs with small radius 
In this section, we consider planar graphs with small radius, and some related classes 
of graphs, including the Halin graphs. 
There are several related notions, that deal with the maximum distance from vertices 
or faces of a planar or plane graph to the exterior face. Bienstock and Monma [12] 
list the following four notions: 
l Call two faces adjacent when they share a vertex. The maximum distance of a face 
to the exterior face is called the radius [72]. 
l The maximum distance (using the usual notion of distance in a graph) in G of a 
vertex to a vertex on the outer face is called the width [35] or gauge [l]. 
l Call two vertices adjacent, if they share a face, and call the outer face adjacent to 
all vertices on the outer facial cycle. The maximum distance of a vertex to the outer 
face is called the outerplunarity [7]. 
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l Call two faces adjacent when they share an edge. The maximum distance of a face 
to the outer face is called the depth [l 11. 
The radius, width, outerplanarity, and depth of a planar graph G is the minimum 
radius, width, etc., over all possible plane embeddings of G. 
Another, equivalent definition of the notion ‘outerplanarity’ is the following (see 
[71). 
Definition. An embedding of a graph G = (V,E) is I-outerplanar, if it is planar, and 
all vertices lie on the exterior face. For k 2 2, an embedding of a graph G = ( V, E) 
is k-outerplanar, if it is planar, and when all vertices on the outer face are deleted, 
then a (k - I)-outerplanar embedding of the resulting graph is obtained. A graph is 
k-outerplanar, if it has a k-outerplanar embedding. 
The I-outerplanar graphs are usually called outerplanar graphs. Bienstock and 
Monma [12] notice the following easy relations. 
Lemma 77 (Bienstock and Momna [ 121). Let G = (V,E) be a planar graph with ra- 
dius r, width w, outerplanarity p, and depth d. Then r < p 6 r + 1, r d w + 1, r <d, 
pdw+l, p<d+l. 
Lemma 78. Every outerplanar graph G = (V, E) has treewidth at most 2. 
Proof. Observe that an outerplanar graph can be rewritten to the empty graph by the 
rules (i)-(iii) from Theorem 33. 0 
The class of outerplanar graphs is closed under minor taking: its obstruction set 
consists of the graphs K2,3 and K4 (see [97] for some related results.) 
We will show a bound of 3k - 1 on the treewidth of k-outerplanar graphs. We need 
a series of lemma’s 
Fig. 5. K2,3. 
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Lemma 79. Let G = (V, E) be a planar graph with some given planar embedding. 
Let H = (V, E’) be the graph, that is obtained from G by removing all edges on the 
exterior face. Let T’ = (V, F’) be a maximal spanning forest of H. Then there exists 
a maximal spanning forest T = (V, F) of G, such that er(G, T) <er(H, T’) + 2, and 
vr( G, T) d vr(H, T’) + degree(G). 
Proof. Consider the graph K = ( V, (E -E’) U F’), i.e. the graph with edges in T’, or in 
G but not in H. Let T = (V, F) be a maximal spanning forest of K, such that T’ C T, 
i.e. T is obtained by adding edges from E - E’ to T’. Note that every fundamental 
cycle in K, relative to T, must form the boundary of an interior face in K. As each 
edge is adjacent to at most 2 interior faces, and each vertex is adjacent to at most 
degree(G) interior faces, it follows that er(K, T) < 2, and vr(K, T) <degree(G). 
As T is also a maximal spanning forest of G, and each fundamental cycle in G 
either is a fundamental cycle in H, or a fundamental cycle in K, er(G, T) <er(K, T) + 
er(H, T’) d er(H, T’) + 2, and vr(G, T) < vr(K, T) + cr(H, T’) d vr(H, T’) + degree(G). 
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Lemma 80. Let G = (V, E) be an outerplanar graph with degree(G) 63. Then there 
exists a maximal spanning forest T = (V, F), with er( G, T) 6 2 and vr( G, T) d 2. 
Proof. If one removes all edges on the exterior face of G, a tree or forest T’ = (V, F’) 
results. Clearly er( T’, T’) = vr( T’, T’) = 0. The result follows now as in Lemma 79 by 
observing that each vertex is adjacent to at most 2 interior faces. 0 
Lemma 81. Let G = (V, E) be a k-outerplanar graph with degree(G) d 3. Then there 
exists a maximal spanning forest T = (V, F) with er(G, T) <2k, and vr(G, T) < 3k - 1. 
Proof. Use induction to k. The case k = 1 was shown in Lemma 80. Let k > 2. If we 
remove all edges on the exterior face of G, then each vertex on the exterior face has 
degree 0 or 1, so a (k - 1 )-outerplanar graph is obtained. The result now follows with 
induction and Lemma 79. 0 
Lemma 82. For every k-outerplanar graph G = (V.E), there exists a k-outerplanar 
graph H = (V’, E’), such that G is a minor of H, and degree(H) < 3. 
Proof. We can replace every vertex with degree d >,4 by a path of d - 2 vertices of 
degree 3, in such a way that the graph stays k-outerplanar. 0 
Now we are ready to prove the main results. 
Theorem 83. The treewidth of a k-outerplanar graph G = (V, E) is at most 3k - 1. 
Proof. For k = 1, use Lemma 78. Suppose k >2. By Lemma 82, there exists a k- 
outer-planar graph H, such that G is a minor of H, and degree(H) < 3. By Lemma 81, 
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there exists a maximal spanning forest T of H, such that er(H, T) <2k and vr(H, T) < 
3k - 1. By Theorem 71, treewidth (H)< max(3k - 1,2k + l} = 3k - 1. By Lemma 16, 
treewidth (G) < 3k - 1. 0 
Robertson and Seymour proved a very similar result, but based on the notion of 
radius. 
Theorem 84 (Robertson and Seymour [72]). The treewidth of’ u planar graph with 
radius d is at most 3d + 1. 
We next consider the Halin graphs. 
Definition. A graph G = (V, E) is a Halin graph, if it can be obtained by embedding 
a tree without vertices with degree 2 and with at least 4 vertices in the plane, and 
connecting its leaves by a cycle that crosses none of its edges. 
Theorem 85 (Wimer [ 1041). The treewidth of a Halin graph equals 3. 
Proof. A similar proof as above can be used. Let G be a Halin graph. G is a minor 
of a Halin graph H with maximum vertex degree 3. The latter clearly has a spanning 
tree T with or(H, T) = 3, and er(H, T) = 2. The construction of Theorem 71 gives a 
tree decomposition of H of width 3. Hence the treewidth of G is at most 3. 
As G contains K4, a clique with 4 vertices, as a minor (contract all interior vertices 
to one vertex, a “wheel” results, and then contract further to K4), treewidth (G) 3 
treewidth (K4)=3. 0 
We now give an alternate proof of the famous ‘planar separator theorem’ of Lipton 
and Tarjan [61] - although the constant factor yielded by the proof below is higher. 
See the discussion in Section 5. 
Theorem 86. Every planar graph G = (V, E) has a (type-2) in-separator of size 
2J6n M 4.90,,‘% 
Proof. Let c = iv”6 in this proof. Let G = (V, E) be a planar graph, and consider 
a fixed plane embedding of G. Let Vo = 0, VI be the set of vertices on the exte- 
rior face, and let Vi be the set of vertices that are adjacent to at least one ver- 
tex in Vj_l, and do not belong to VO U VI U . . . U Vi-2 (i32). Take io such that 
x$,’ 151 din, and c,“_,,+, 151 <in. (Such io always exists.) Note that each set Vi 
separates VO U VI U ’ . . UK-1 from Vi/i+, U Vi+2 U.. . . If Vii, <c&, then we are done. 
Otherwise, let ir =max{j<io IIi$ <cfi}, and i2 =min{j>io I jf$j<c,/i}. Note that 
G[ 6, +t U 6, +2 U. . . U Viz_2 U K2_ 11 is an (i2 - il - 1 )-outerplanar graph, hence has 
treewidth at most 3(iz - il - 1) - 1 d :fi - 1 (use that all I$ with j in the range 
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i, + 1.‘. i2 - 1 have size more than cfi), so this graph has a (type-2) separator S 
of size f&r (Theorem 19). Now SU V;, U Vi, is a (type-2) separator of G of size at 
most 2cfi+ :fi=2J6n. 0 
13.2. Grid graphs 
We consider in this section the n by r grid graph. 
Definition. The n x r grid graph is the graph GR,,, =(V,,,,.,E,,,,), defined by 
V ,,x,={(i,j)liE{1,2 ,..., n}, j~{1,2 ,..., r}}, and E,,,= {((il ,jl), (i2J2 )) I (il Jlh 
(i2,j2) E Vnxr and (il = i2 A Ijl -j,i = 1) or (jl = j2 A Ii, - izl = 1)). 
Lemma 87. The pathwidth of an n x r grid graph GR,,, is at most min(n,r). 
Proof. W.l.o.g., suppose n=min(n,r). TakeX,,,+_,_r ={(i,,j), (i+l,j), ,(i+2,j), 
. . ..(n.j), (l,.i+l), (2,j+l),..., (i-l,j+l), (i,j+l)}, for all i,j, 1 bi<n, 1 <j<r-I. 
Then (X1,X2,. ,X,,,_l ,_I) is a path decomposition of GR,,,. of width n. 0 
Lemma 88. The treewidth of an n x n grid graph GR,,.,, is at least n. 
Proof. Let ((X, / i E I}, T = (I,F)) be a tree decomposition of GR,.,, of the form of 
Lemma 9. In particularly, no two adjacent nodes i,,j have Xj LX,. 
Claim @A. There exists a node io E I, such that Xi,, contains a vertex from euch 
row’, X;, contains a vertex from each column. 
Proof. Suppose that for every node i E I, Xi does not contain a vertex from each row. 
For each i E I, we consider the following. G[ V - Xj] contains a connected component, 
say I+$, that contains all vertices from some row. There must be a subtree Z” of T - i 
such that all vertices in IV, belong to sets X,, j in T’. Now, mark the ordered pair from 
i to its neighbor in 7”. As T is a tree, there must be a pair of neighboring nodes io, il 
in T, such that both pairs (io,il) and (ii,io) are marked. Let TO and rl be the subtrees 
of T, obtained by removing the edge {io,il} from T. There is a row, say row x, in 
GR,.. such that each vertex (a,~) belongs to at least one set Xj, j E TO, and there 
is a row, say b, such that each vertex (p,~) belongs to at least one set Xj, j E 7-1. 
Now, for evey column 6, we note that io is on the path in T between a node j with 
(x, S) t Xj and a node j’ with (b, S) E Xjr. By Lemma 3(b), X,,) contains a vertex from 
the path in GR,.. between (x, S) and @,6) containing only vertices on the column, 
i.e., Xi0 contains a vertex from column 6. 0 
While this claim already shows that the treewidth of GR,., is at least n - 1, an 
additional argument shows the lower bound of n. 
Let io E I be such that Xi0 contains a vertex from each row. (The argument for 
the case that Xii,, contains a vertex from each column is similar.) If IXiui,I > n, we are 
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done, so suppose Xi, contains exactly one vertex from each row. We now claim that 
G[ I’ -Xi,] contains a connected component such that every vertex in Xi0 is adjacent to 
a vertex in this connected component W. Note that either Xi,, does not contain a vertex 
on the first column, or does not contain a vertex on the last column, or ‘is one of the 
diagonals’, i,e., it consists of all vertices of the form (a, a) or all vertices of the form 
(a, n - tl + 1 ), 1 < a d n. In the first case, take the connected component containing all 
vertices on the first column. On each row, the vertex left from the vertex on that row 
and in Xi0 belongs to the component. The second case is similar, and for the last two 
cases the claim can be verified directly. 
All vertices in component W must belong to sets Xi with i in one of the subtrees of 
T - is. Let ii be the neighbor of i, belonging to that subtree. If v E Xi,,,r 4 Xi,, then 
no set Xi can contain the edge between v and its neighbor in W, contradiction. Hence, 
Xi0 C Xi,. This contradicts the assumption on the tree decomposition made above. So, 
we can conclude that the treewidth of GR,,, is at least n. 0 
The fact that the treewidth of an n by n grid is n was first mentioned (without proof) 
in [75]. 
Corollary 89. The treewidth and pathwidth of the n x r grid graph GR,., equal 
min{ n, r}. 
14. Graphs of bounded degree 
In this section we mention some different results on the treewidth of graphs of 
bounded degree. 
Lemma 90 (Scheffler [94]). Every graph of treewidth at most k contains a vertex of 
degree at most k. 
Proof. If every vertex of G has degree more than k, then G cannot be a subgraph of a 
k-tree, because every k-tree has at least one vertex of degree k, hence G is no partial 
k-tree, hence G has treewidth more than k (see Theorem 35). Cl 
From Lemma 90, the following result follows easily by induction. 
Lemma 91 (Rose [93]). If G =(V,E) has treewidth at most k, then /El <k . [VI - 
;k(k + 1). 
Ramachandramurthi introduced the graph parameter y(G) =min(n - 1, 
minv,wEV,v#w,(v,w) BE max(degree(v),degree(w))), i.e., y(G)=n - 1, if G is a clique. 
Lemma 92 (Ramachandramurthi [68]). The treewidth of a graph G is at least y(G). 
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Ramachandramurthi [68] also gives characterisations of pathwidth and treewidth in 
terms of subgraphs that Mfil certain degree restrictions. 
Bodlaender and Engelfriet [21] introduced the notion of domino treewidth. 
Definition. A tree decomposition ({X; / i E I}, T = (I,F)) of a graph G = ( V,E) is a 
domino tree-decomposition, if for every v E V, there are at most two nodes i E I with 
v E Xi. The domino treewidth of a graph G is the minimum width over all domino tree 
decompositions of G. 
Theorem 93 (Bodlaender and Engelfriet [21]). For every k, d E N, there exists k’ E N, 
such thut every graph with treewidth at most k and maximum degree at most d has 
domino treewidth at most k’. 
There is also a connection of this notion with the notion of strong treewidth, as 
introduced by Seese [95]. 
Definition. A strong tree decomposition of a graph G = (V,E) is a pair ({Xi 1 i E I}, 
T=(Z,F)) with (4 Liz} a collection of disjoint subsets of V, and T = (Z, F) a tree, 
such that 
0 lJjeIXi = V, 
l for all edges {v, w} E E, either there is an i E I with v, w E Xi, or there are i, i’ E Z, 
that are adjacent in T ((i, i’) E F), and v EX~, w E Xi,. 
The width of a strong tree decomposition ((4 1 i E I}, T = (I, F)) is maxiEI I&l. The 
strong treewidth of a graph G = (V,E) is the minimum width over all strong tree 
decompositions of G. 
Note that in general, a strong tree-decomposition of a graph G, is not a tree- 
decomposition of G. Trees have strong treewidth 1: take singleton sets Xi, one for 
each vertex in the tree. 
Lemma 94 (Seese [95]). If the strong treewidth of G is at most k, then the treewidth 
of G is at most 2k - 1. 
Theorem 95 (Bodlaender and Engelfriet [21]). For every class of graphs 9, the fol- 
lowing statements are equivalent: 
1. There exists a constant c E N, such that every graph in 9 has domino treewidth 
at most c. 
2. There exist constants k, d E N, such that every graph in 9 has treewidth at most 
k and maximum degree ut most d. 
3. There exist constants k’, d E N, such that every graph in 9 has strong treewidth 
at most k’ and maximum degree at most d. 
15. Applications 
In this section, we mention some of the applications of treewidth to (mostly) non- 
graph-theoretic applications. 
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15.1. Gate matrix layout 
The gate matrix layout problem arises from problems in VLSI design. It can be 
formulated as follows. An instance of the problem consists of an n x m boolean matrix 
M, and an integer k. We are asked whether we can permute the columns of the matrix 
M, such that if in each row, we change every 0 which lies between the rows leftmost 
and rightmost 1 into a 1, then no column contains more than k 1’s. 
Fellows and Langston [38] showed that there is an elegant translation of instances 
of gate matrix layout to instances of pathwidth, as follows. (We give a slightly more 
compact transformation, avoiding a first step replacing every column by a number of 
columns with exactly two 1 ‘s.) 
Given matrix M, let GM be the graph, obtained by taking a vertex ui for each 
row i, and taking an edge between vertices ai and uj, if there exists a column c, with 
Mi, = Mjc = 1. Effectively, this means that each column corresponds to a clique in G, 
formed by the rows that have a 1 on the entry in that column. 
Lemma 96 (Fellows and Langston [39]). GM has pathwidth at most k, if and only ij 
there exists a permutation of the columns of M, such that if in each row, we change 
every 0 which lies between the rows leftmost and rightmost 1 into a 1, then no column 
contains more than k + 1 1 ‘s. 
Proof. First, suppose (Xl,. . . , X,) is a path decomposition of GM of width at most k. 
For each column c, note that {vi 1 Mi, = 1) forms a clique in GM, hence, by Lemma 4, 
there exists an IX, E { 1,. . . , Y}, such that { ui 1 Mi, = 1) C Xzc. Permute the columns c by 
a permutation n, with LX, <Q + n(c) < rc(c’) for all columns c, c’. One can verify that 
this column permutation rc actually is of the form requested. 
Alternatively, suppose we have permuted the columns of M, and changed in every 
row every 0 which lies between the rows leftmost and rightmost 1 into a 1, such 
that no column contains more than k + 1 1 ‘s. Let M’ be the resulted matrix. Now 
(Xl , . . . ,X,), with X, = {Vi 1 M;, = 1) can be seen to be a path decomposition of GM of 
width at most k. 0 
See also [68]. 
A good overview of many of the issues involved here has been made by Mohring 
[641. 
15.2. Interval routing schemes 
Consider a distributed processor network, in which processors want to send messages 
to each other. Research has been done on so called compact routing methods (see 
[ 1021 for an overview), methods in which processors decide over what link to forward 
messages that take relatively little space for storing such routing information. One type 
of these methods is interval routing. In the case of k-interval routing, each processor 
is numbered with a unique integer, and each outgoing link is labelled with at most k 
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cyclic intervals of processor names (integers). (I.e., each edge is labelled with two 
labels, one at each endpoint.) A message (when not arriving at its final destination) 
is forwarded over the link whose label has an interval that contains the name of the 
destination processor. It is required that messages arrive at their destination, using this 
method, by the shortest route. 
In the dynamic link cost setting, one assumes that weights of links can vary. An 
(undirected) graph is said to be in k-IRS, if there exists a numbering of the vertices 
(processors), such that for all weight assignments to edges (links), there exists a label 
assignment to links, fulfilling the requirements described above. 
Theorem 97 (Bodlaender et al. [24]). If GE k-IRS, then the treewidth of G is at 
most 4k. 
For details and more related results, the reader is referred to [24]. 
15.3. Structured programs 
In a very recent paper, Thorup [ 1001 makes a connection between the control-flow 
graphs of structured programs and treewidth. Under a rather general definition of ‘struc- 
tured program’ (including goto-freeness), he shows the following result. 
Theorem 98 (Thorup [loo]). All control-jaw graphs of structured programs have 
treewidth at most 6. 
Thorup also mentions that control graphs of programs written in Modula-2 have 
treewidth at most five, and control graphs of goto-free programs written in Pascal have 
treewidth at most three. The application of this result lies in algorithms, solving the 
register allocation problem. 
16. Miscellaneous results 
16.1. AT-free graph 
An asteroidal triple in a graph G = ( V, E) is a set of three distinct vertices v, w,x E Y, 
such that between any two of them, there is a path that does not contain a neighbour 
of the third. A graph is AT-free, if it does not contain an asteroidal triple. Mijhring 
proved the following interesting result. 
Theorem 99 (Miihring [65]). If G is an AT-free graph, then the treewidth of G equals 
its pathwidth. 
Postscript 
An arboretum is a garden, containing many different kinds of trees, in many cases 
made and maintained for study of biologists. This partial k-arboretum was meant to be a 
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collection of many different kinds of partial k-trees. However, the ‘partial’ from the 
title is also meant to reflect the incompleteness of the overview. I express my apologies 
to those, whose work I misrepresented or have missed to mention. 
This paper benefited especially from comments from, help of, discussions with and 
collaborations with Babette de Fluiter, Joost Engelfriet, Michael Fellows, Jens Gustedt, 
Ton Kloks, Andrzej Proskurowski, Petra Schemer, Detlef Seese, Dimitrios Thilikos, Jan 
van Leeuwen, and several others, to which I apologise here for forgetting to mention 
their names. 
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