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A technique is presented for transforming certain functional differential equations 
into differential-difference equations. As an application, an area-splitting problem 
involving the centroid of a planar region is investigated. This problem leads to the 
equation a’(a(x)) = (a(x) - a(a(x)))/(x ~ a(x)), which is dealt with by trans- 
forming it into the linear differential-difference equation v/(x) f w(x) = ~(x f c). 
1. INTRODUCTION 
Let H be a given real function of n real variables, and consider the 
functional differential equation 
“(” I(-‘)) = 
f%,(x), a,-,(x),..., 4-r)) 
H(a,- ,(x), a,-#) ,..., x) ’ 
where a is an unknown real function of the real variable x, and subscripts 
denote the composition of a with itself the indicated number of times. The 
series of transformations g = a - ‘, Q = .i [l/W, g(f),..., g,- ,@))I & v = 6’ 
successively transforms Eq. (1) into 
g’(t) = H(g(t), gz(O,...3 g,(f))/H(f. c&L g,-,(t))- (2) 
4( s(O) = WI + C? (3) 
y’(w) = H(v/(w), u/(w + c),..., w(w + (n - 1) c)). (4) 
where c is a constant of integration. Equation (4) is a differential-difference 
equation, and is linear provided H is linear. 
For example, if n = 2 and H(u, u) = U, Eqs. (l), (2), and (4) respectively 
become a’(a(x)) = a(x)/x, g’(t) = g(g(t))/g(t), and v’(w) = w(w + c). This 
example arises naturally in certain geometry problems, and in an area- 
splitting problem in elementary calculus. It has been extensively studied. (See 
[l-4].) The present paper will investigate another area-splitting problem, 
involving the x-coordinate of the centroid of a region, which will lead to Eq. 
0022-247X/84 $3.00 
Copynght e 1984 by Academic Press. Inc. 
All rights of reproduction in any form reserved. 
2 STEVEN MINSKER 
(1) with H = 2 and H(u. 11) = L’ - U. The problem and its solution are 
discussed in Section 2; the development closely parallels the author’s earlier 
works [ 2. 3 1. In Section 3, the analogous “two-sided” area-splitting problem 
is presented and solved. 
2. THE “SEMICENTROID” PROBLEM 
Fix 0 < a < 1 and r > 0. Let f: [0, I) + R be a continuous function with 
f(x) > 0 for 0 < x < r. For all 0 < x < r. define 
F(x) = j.‘f(t) dt. 
-0 
(5) 
For 0 < x < r, let a(x) be the x-coordinate of the centroid of the region under 
the graph off on [0, x]: that is, 
a(x) = fX tf(t) dt/F(x). 
-0 
(6) 
DEFINITION. The function f is called an a-semicentroid function on [O. r) 
if 
F(a(x)) = aF(x) (7) 
for all 0 < x < r. 
We seek all functions which satisfy the above definition. That is, we seek 
functions whose area on [0,x] is split in the fixed ratio a/( 1 - a) (indepen- 
dently of the choice of interval) at the x-coordinate of the centroid. 
Let f be an a-semicentroid function on [O, r). 
LEMMA 1. For 0 < x < r, a’(x) = (x - a(x))f (x)/F(x). Hence a E 
C’((O, r)). 
Proof. Differentiate (6). 
THEOREM 2. Fix r. E (0, r). Then for all 0 < x < r, 
F(x) = F(r,) exp !I &@& dt, 
f(x) = F(ro) x” ‘a;‘x, exp [.’ a’(t) dt. 
_ ro t - a(t) 
(8) 
(9) 
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Proof. Lemma 1 implies that a’(x)/(x - a(x)) = F’(x)/F(x). Integration 
yields (8). Differentiation of (8) yields (9). 
THEOREM 3. The function a(x) satisfies the following three conditions: 
a,(a(x)) = a(x) - 44x)) 
x - u(x) 
for x E (0, r), 
f;lz xT:lx) exp !I 3 dt exists and isjinite, 
:z I 
-atxl o’(t) 
~ dt = log a. 
-x t - u(t) 
(1)’ 
(10) 
(11) 
Proof Since 0 < a(x) < x (from the definition of a) we can replace x by 
a(x) in (8) and use (7) to obtain 
! 
-(I(X) a’(t) 
~ dt = log a for x E (0, r). 
. + t - u(t) 
(12) 
Differentiation of (12) gives (1)‘. and condition (11) is immediate. Since f is 
continuous at x = 0, condition (10) is a consequence of (9). This completes 
the proof. 
Our Eq. (1)’ is just Eq. (1) with n = 2 and H(u, u) = u - U. We shall 
therefore proceed as in Section 1, noting in addition that a E C’((0, r)) with 
0 < a(x) < x and a’(x) > 0 for 0 < x < r. Since a is strictly increasing, we 
shall denote lim x+r a(-~) by 49. 
LEMMA 4. a(m) = 00. 
Proof If r = co but u(r) were finite, letting x -+ co in (1)’ would yield 
a’(a(r)) = 0, a contradiction. 
Let g = a -‘. Fix r, E (0, u(r)) and define 
0) = 1; h dt for x E (0, u(r)). 
Then fi E C’((0, a(r))) with #‘(x) > 0 and d”(x) < (4’(x))’ for x E (0, u(r)). 
and there is a constant c such that 
tit g(x)) = 9(-u) + c for x E (0, a(a(r))). (3)’ 
Since g(x) > x, it follows that c > 0. It also follows that lim,,, @(x) = --co. 
and, if r = co, Lemma 4 implies lim,,,X 4(x) = co. We next establish the 
relationship between c and a. 
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THEOREM 5. c= -logu. 
Proof: From (3)’ and the definition of 9, 
for s = g( g(x)) and x E (0, a(a(r))). The result now follows from condition 
(1’). 
Finally, let v/: (-co, @(a(r)))+ (0, u(r)) be the inverse of 4. Then 
v E C’((-co, $(a(r)))) with w”(x) + v’(x) > 0 for x E (--co, @(a(r))), and 
v’(x) = w(x + c) - w(x) for x E (-co, @(a(a(r)))). Letting s -+ u(u(r)) in 
(3)‘, we get q@@(r))) = q@(r)) -c. S’ mce #(u(r)) > 0, we can restrict our 
attention to the interval (-co, 0] and conclude that v E C’((-a, 01) with 
w”(x) + I@(X) > 0 for x E (-co, 01. and 
w’(x) + y(x) = w(x + c) for x E (-co, -cl. (4)’ 
We remark that the condition t@‘(x) + w’(x) > 0 and differentiation of (4)’ 
imply w’(x) > 0 on (--co, 01. We also recall that lim,,_, I&) = 0. We 
shall show that c < 1 (and hence (x > l/e). 
THEOREM 6. A necessary condition for (4)’ to huce a solution w with 
y’(x) > 0 for all large negative x and with lim,+ _ % v(x) = 0 is c < 1. 
ProoJ Let w be such a solution. The hypotheses on v imply 
lim .r+ - cc u/‘(x) = 0. Let d be such that v’(x) > 0 for all x E (-co. d]. Let 
E = min(@(x): x E [d-c, d]}. The set S = (x E (-co, d]: y’(x) < c/2) is 
clearly non-empty and closed. Let x,, = max(x: x E S}. Then x0 < d - c. By 
the mean-value theorem and (4)‘? @(x0) = I&, + c) - w(x,,) = cy/‘(x,) for 
some x0 < x, < x0 + c. Now if c > 1, we would have @(xl) < t,#(x,) = e/2 
and x, E (-co, d]. that is. x, E S, contradicting the maximality of x0. This 
completes the proof. 
We introduce one last transformation to bring (4)’ into more standard 
form. Let h(x) = exp(e’x) . w(e’x) for x E (-co. 01. Then h E C’((-co. 01) 
with h”(x) - e’h’(x) > 0 for x E (--co, 01, and 
h’(x) = h(x + ce-‘) for x E (-00, -ce-‘I. (13) 
We also have 
lim exp(-ecx) . h(x) = 0. (14) x--z 
Equation (13) has been extensively treated in [I, 3, 4). (In [4]. the 
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additional transformation h*(x) = h(-ce-‘(x - 1)) is made.) We summarize 
the main results as follows. 
Since 0 < c < 1, we have 0 < ce-’ < l/e. Let A,, 1, denote the unique real 
solutions of the equation exp(Ace-‘) = 1. with 1 < 1, < e < A,. (Clearly 
1, = ec.) Let {Aj:j = 2, 3,...} be the complex roots of this equation, and let 
Aj = aj + ipi, where aj, /Ij are real. Then aj > II, for all j, and aj --t co as 
j+ 03. Moreover, [4, Theorem IIIb] implies that 
h(x) = q0 e+ + q,e.‘+ + ? (qje”jX cos pjx + qi e”i” sin pjx) 
JY2 
(15) 
for some real constants qO, q,, qj, qj, the series converging uniformly 
absolutely on (-co, 01. Condition (14) implies that we must have q0 = 0 in 
(15). The condition h”(x) - ech’(x) > 0 for x E (-co, 0] implies that we 
must have q, “large positive” relative to the other q’s. (The reader may 
attempt to make this more precise; however, all we shall presently need is 
that q, > 0.) Finally, if we apply our chain of transformations to Eq. (9). we 
get 
f(y/‘(x) + v(x)) = K, e”l(w”(i) + w’(x)) for x E (--co, @(a(r))), (16) 
where K, is a positive constant; again replacing @(a(r)) by 0 and substituting 
h for v/ in (16), we get 
f(exp(-e’x - c) . h’(x)) = K, 
exp(2e’x+ 2c) 
h”(x) - exp(c) h’(x) (17) 
for x E (-co, 01. Thus we see that the continuity condition (10) is equivalent 
to the right-hand side of (17) having finite limit as x + -co. Substituting 
(15) (with q,, = 0, q1 > 0) in (17) and letting x--t -00, we see that condition 
(10) holds only if 2& > A,, in which case 
=o if 2&>A,. 
Since (log &)/A, = (log A,)/A, = ce-‘, the condition 21, > A, implies 
c >, log 2, and hence Theorem 5 implies a Q l/2. We have therefore 
established that a necessary condition for the existence of a-semicentroid 
functions is l/e < a < 112. 
We are now ready to reverse the entire process. The validity of this 
reversal follows in straightforward fashion, and we omit the details of the 
argument. We summarize as follows. 
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THEOREM 7. Fi.u log 2 < c < 1, and let u = e “. Let &, ,I, be the real 
roots of exp(Ace-‘) = 1 with I < 1, < e < A,, and let 1r = ui + i/3/, j = 2, 3 . . . . . 
be the non-real roots. Fix a real number 6, and define 
for x E (-a~, b], where qj, q;. j = 2, 3 ,..., are real constants chosen so that 
this series converges unijiormly absolutely on (---co, b] with h E C’((- XI. b I), 
and q, > 0 is chosen so that h”(x) - e’h’(x) > 0 on (-a~, b]. Then h yields 
an a-semicentroid function f oia equation (17). Enery u-semicentroid function 
is obtainable in this fashion. 
COROLLARY 8. A necessary and sufficient condition for the existence of 
an a-semicentroid function is I/e < a < 1 f 2. 
We close this section with a simple description of the a-semicentroid 
functions on [0, co). 
THEOREM 9. Let f be an a-semicentroid function on [O. a). Then 
f(x) = qxp, q > 0, p > 0, for x E [0, co). (The quantities p and a are related 
ma a = (1 + l/(p + I))-‘p+“.) 
Proof In view of Lemma 4 and the discussions preceding and following 
Theorem 5, we know that f must give rise to a function v satisfying 
v’(x) + v(x) = w(x + c) for all real x, with I&) > 0 for all real .Y. 
Substituting our transformation h for w. it follows that h is a positive 
solution of h’(x) = h(x + ce-‘) for all real x. By [4, Theorem XIII]. we must 
have h(x) = qOe.‘D* + q, e.‘+, where lo. A, are the real roots of 
exp(lceec) = A. Since we know that q0 = 0 by (14) conclude that 
h(x) = q, e-‘I”. Reversing our transformations easily yields the first assertion 
of the theorem, and direct computation gives the second assertion. 
3. THE "CENTROID" PROBLEM 
Fix 0 < a < 1 and an interval (p, q). Let f : (p, q) + R be a positive, 
continuous function. For all p < x < y < q, define 
F(x, y) = [‘f(t) dt. 
‘X 
(19) 
and let a(x, y) be the -u-coordinate of the centroid of the region under the 
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graph off on [x, Y]; that is, 
a(x, y) = j' rfct) dt/~cx, 4'). (20) x 
DEFINITION. The function f is called an a-centroid function on (p, q) if 
for all p < x < ~1 < q. 
We seek all a-centroid functions. The solution is both easy and disap- 
pointing; we include it for the sake of completeness. 
THEOREM 10. The only a-centroid functions are the constant functions, 
in which case a = I/2. 
Proof: Taking partial derivatives in (20) gives 
d-5 Y) = 
L 
-xf(x) F-(x, y) +f(x) 1.’ tf(t) dt 
' x Ii 
(F-(x, 1’))‘. (22) 
a.&, Jv) = 
L 
xf( y) F;(x, 4’) -f( .I!) 1’ V(t) dt 
. x Ii (F(x, y))?. (23) 
Taking partial derivatives in (21) and eliminating between the results, we get 
aff(.v) a,(+6 41) = ( 1 - a) f(x) a,@. ?t). (24) 
Substituting (22) and (23) in (24) and simplifying, we obtain 
(ax + (1 - a) y) F(x, y) = 1’ tf(t) dt (25) 
. I 
for all p < x <J < q. Taking partial derivatives in (25) and eliminating 
F(x,.P) between the results gives 
(1 - a)‘f(x) = a’f(y) P-6) 
for all p < ,Y < J < q. It follows thatfz constant and a = l/2. completing the 
proof. 
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