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Stochastic models, in particular Continuous Time Markov Chains, are a commonly
employed mathematical abstraction for describing natural or engineered dynamical
systems. While the theory behind them is well-studied, their specification can be
problematic in a number of ways. Firstly, the size and complexity of the model can
make its description difficult without using a high-level language. Secondly, knowledge
of the system is usually incomplete, leaving one or more parameters with unknown
values, thus impeding further analysis. Sophisticated machine learning algorithms have
been proposed for the statistically rigorous estimation and handling of this uncertainty;
however, their applicability is often limited to systems with finite state-space, and
there has not been any consideration for their use on high-level descriptions. Similarly,
high-level formal languages have been long used for describing and reasoning about
stochastic systems, but require a full specification; efforts to estimate parameters for
such formal models have been limited to simple inference algorithms.
This thesis explores how these two approaches can be brought together, drawing
ideas from the probabilistic programming paradigm. We introduce ProPPA, a process
algebra for the specification of stochastic systems with uncertain parameters. The
language is equipped with a semantics, allowing a formal interpretation of models
written in it. This is the first time that uncertainty has been incorporated into the syntax
and semantics of a formal language, and we describe a new mathematical object capable
of capturing this information. We provide a series of algorithms for inference which can
be automatically applied to ProPPA models without the need to write extra code. As
part of these, we develop a novel inference scheme for infinite-state systems, based on
random truncations of the state-space. The expressive power and inference capabilities
of the framework are demonstrated in a series of small examples as well as a larger-scale
case study. We also present a review of the state-of-the-art in both machine learning
and formal modelling with respect to stochastic systems. We close with a discussion of
potential extensions of this work, and thoughts about different ways in which the fields




Writing a mathematical description of a natural or engineered system is common
practice in the physical sciences. These models express our understanding of how the
system works and are useful even if they are not necessarily fully detailed. For instance,
they can be used to simulate the system and predict how it will behave under different
circumstances. When the process being modelled is complicated, some researchers
prefer to use specialised languages which let them describe the workings of the model
more concisely. Before a model can be used, however, it must be tuned so that its
behaviour matches the one observed in the real system. This can be a difficult and
lengthy process. Statistical tools and methods exist for properly fitting models to
observed data, but they are not easy to use by non-experts.
This thesis focuses on a specific kind of model which is widely used to describe
systems that are not deterministic, that is, that behave differently each time because
they make random decisions. We develop a language which can describe such systems
even when some parts of them are not known. We also develop methods for fitting
these systems to data, beyond what could be done with current tools. The result is a
software tool that can be used to write models which include uncertain parts, and then
automatically analyse observed data in order to refine this uncertainty. We believe that
this can be useful for experts in fields like biology, ecology or business, for describing




Tradition or not, I must start by giving thanks to both my supervisors, Jane Hillston and
Guido Sanguinetti. Their advice, experience and support has been invaluable and I am
very grateful for their constant involvement in my project. Had it not been for them
guiding, asking, pushing and steering me, I am not sure how I would have fared against
what on more than one occasion appeared to be an insurmountable task.
I have been fortunate to be supported by Microsoft Research Cambridge throughout
most of my PhD, and for that I thank them. During this time I have also had the pleasure
to interact with many experts whom I wish to thank. Luca Cardelli, Andy Gordon and
Charles Sutton have offered advice on various panels and reviews. Conversations with
Luca Bortolussi, Mark Girolami, Maurizio Filippone and Chris Sherlock have proved
very useful and fruitful. I owe thanks to Allan Clark and Vinayak Rao for sharing or
publishing code which I later used or experimented with. Carron Shankland and Dalila
Hamami were very helpful in identifying, preparing for and exploring the case study. I
also wish to thank my examiners, Iain Murray and Verena Wolf, for their very useful
insight during the viva, their comments and suggestions.
I don’t think I could have wished for a better working environment than what I
enjoyed in Informatics, and the members of the PEPA group and the Sanguinetti lab
played a huge part in that, on both the professional and personal level; I apologise for
not listing everyone individually, but it both saves space and I would inevitably leave
someone out. Equally responsible for me making it to this point are all my officemates,
and there have been many: Dimitris, Chris, Alireza, Cheng, Ludovica, Maria, Natalia,
Moussa, Philippa and (left for last because she outranks everyone, of course) Yota —
and anyone I have accidentally forgotten but who made 3.50 a happy, crazy place to
work, and turned from colleague to friend.
I am always grateful for the support of my old friends, whether they are at home or
abroad, but Vasia deserves a particular shout-out, if only for the mutual whining therapy
sessions. I could most definitely not have done this without my close friends here: I
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Computational modelling is an established way to study and analyse systems, both
those occurring in the natural world and engineered ones. The intention is to abstract
away from the full system, keeping only those details that are well-known or important
for the goal. A mathematical description of a complex process opens the way for
its computational simulation, which in turns allows one not only to see whether the
description matches the behaviour of the true system that is known a priori, but also to
produce predictions about how it would behave under unseen circumstances or in the
presence of various perturbations.
Models range from simple mathematical descriptions, relating the input and output
of systems, to more mechanistic descriptions which attempt to capture the underlying
mechanics of the system’s workings. Naturally, the latter kind of models are generally
able to provide more insight, but the increased level of detail entails a cost for both
specifying the model (more things to tune) and analysing it. It is with the goal of
facilitating this task that various modelling frameworks have been proposed. Several of
them follow the formal modelling approach, whereby the description is underpinned by
a logic interpretation, providing rigour to the model and enabling various analyses.
A particularly interesting class of models concerns dynamical systems, whose state
evolves over time. This category of models encompasses many processes, both natural
and artificial, in fields like electrical engineering, biology, physics and economics.
While including dynamics in the description allows a model to express richer behaviour
and hence lets one represent a greater variety of systems, the additional complexity also
incurs a cost in the analysis of the model.
Recent developments in various scientific fields have seen a huge increase in the
amount of data that is produced. On one hand, this change creates the need for new
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methods of storing, accessing and analysing data. On the other, it opens the way for
the development of more complex models, capturing an unprecedented level of detail.
In practice, however, the difficulties of specifying and parameterising such complex
models limit the size and complexity of the descriptions used. It is evident that, in order
to make full use of the data, both modelling frameworks and statistical tools have to
adapt so as to offer flexibility and efficiency.
A key issue when creating a model is to tune its parameters so that its behaviour is
consistent with that of the true system. This step, although necessary, is nevertheless
still far from solved in a satisfactory standard way. For simple mathematical models,
established statistical methods such as least squares regression exist; as the complexity
grows, however, so does the difficulty of this task. One of the main contributions of
the field of machine learning has been to provide efficient solutions to this problem
through leveraging statistics and probability theory and combining ideas originating
from computer science and physics, among other fields.
Despite the contributions of machine learning, however, it is an all-too-common
difficulty that solutions are developed in an ad-hoc manner tailored to specific problems.
The lack of a standard representation for systems means that problems are being solved
again and again with solutions being repeatedly developed from scratch. Additionally,
the algorithms proposed are not aimed at non-experts, and are thus difficult to use to
those who would gain the most from them — those working in the fields where the data
is generated. This situation constitutes a major obstacle that is impeding the adoption
of machine learning techniques in various fields.
With this in mind, there is a growing trend towards frameworks that allow the auto-
mated application of sophisticated algorithms, such as the Automatic Statistician [78],
a web interface for identifying trends in temporal data and creating a human-readable
textual description of them. Another example in this direction is the ever-growing
family of probabilistic programming languages, which allow the specification of proba-
bilistic models through a high-level syntax, and enable a non-expert to use inference
algorithms without needing to delve into the details of their implementation. In spite of
their benefits, such languages are still inadequate when it comes to their treatment of
dynamical systems.
Another trend is the increasing recognition of the importance of randomness and
uncertainty, which has implications in at least two distinct dimensions. Firstly, in the
behaviour of systems, where non-determinism is now recognised as an important aspect
which can critically affect the behaviour displayed. Here, the category of stochastic
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systems is particularly important, as a widely-used framework for various dynamical
non-deterministic processes. Stochastic systems have been extensively studied in both
the formal modelling community and the machine learning literature; with respect to
the latter, several approaches have been proposed, often involving various kinds of
approximations due to the complexity of the dynamics.
A second implication of the significance of uncertainty appears in the context
of inference: at the simplest level, systems are not always measured with perfect
accuracy, and inference methods must properly account for such noise. Furthermore,
when it comes to estimating parameter values, it is important to recognise that there
is more information to be gained by also considering the confidence in the estimate
instead of simply using a single value. This has favoured the use of the Bayesian
methodology, which takes into account uncertainty about parameter estimates when
making predictions.
When taken together, these factors indicate the need for a framework for the descrip-
tion and inference of stochastic systems which fulfils several different criteria: It must
provide an accessible language that allows the description of large, complex systems
in a concise and scalable way; this description must allow the inclusion of uncertain
quantities, representing those aspects of the system about which our knowledge is
incomplete; it must permit knowledge about observed behaviour of the system to be
incorporated so as to update our initial beliefs in a statistically rigorous way.
Existing languages and frameworks do not satisfy these requirements. Starting from
this point of view, in this thesis we develop a framework that is appropriate for the
task as described above. We adopt a formal approach that offers not only a high-level
language for specifying models, but also a way to reason about the behaviour of the
system. In the process, we develop inference algorithms that are particularly suited for
this setting, while also including algorithms proposed in the machine learning literature,
adapted as appropriate.
Beyond the practical applications, the problem also holds theoretical interest: so far,
formal frameworks have dealt with uncertainty or randomness in system behaviour in
the form of non-determinism or stochasticity, but have not considered the uncertainty
about this randomness. This is an important aspect of our knowledge about real-world
systems, but incorporating it into formal models requires new mathematical objects
and theory. In doing so, we present one of the first concerted efforts to bring together
two fields, those of formal modelling and machine learning, which have so far existed
mostly in parallel, treating the same kind of system but from different vantage points
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and with different goals. We believe that this is a first step in what could be a very
productive exchange of ideas and practices.
1.1 Contributions
This thesis explores how formal frameworks can be extended to cover uncertainty in
system description, as well as what machine learning algorithms are appropriate for
performing parameter inference in this setting. More concretely, its main contributions
can be summarised as follows:
• We present a new formal language for describing stochastic systems which can
capture uncertainty about parameter values and observed behaviour. This is the
first application of the probabilistic programming paradigm to a high-level, system
description language. At the same time, it extends the applicability of process
algebras to systems with uncertain specification by introducing an appropriate
underlying mathematical object. A preliminary version of this work has appeared
in [40].
• We propose novel algorithms for inferring the parameters of Continuous Time
Markov Chains, particularly suited for systems with infinite state-spaces, where
many previously proposed methods were inapplicable, while achieving better
performance than other similar approaches. This work has been published as [42].
• We develop a software framework that brings together the above elements, cover-
ing the tasks of parsing and analysing models as well as performing automated
inference for them using a variety of algorithms. The framework is demonstrated
on an epidemiological model using real-world data.
1.2 Structure of the thesis
This thesis is organised as outlined below:
• Chapter 2 gives the necessary mathematical background and contains an overview
of relevant literature, including stochastic systems, formal modelling and ma-
chine learning with a particular emphasis on previous solutions for inference in
stochastic systems.
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• In Chapter 3, we present ProPPA, the language developed and its formal semantics.
The chapter includes examples of inference results using simple algorithms.
• Chapter 4 presents algorithms for inference of stochastic systems with infinite
state-spaces, based on a random truncation strategy, and an empirical analysis of
their performance against state-of-the-art methods.
• Chapter 5 describes the implementation of the ProPPA framework, including the
algorithms that form the core inference engine, as well as a case study showcasing
the framework.
• Chapter 6 closes the thesis with a summary of its contents and our conclusions,




This chapter offers an overview of the research context of the work presented in the
thesis. We start with a brief presentation of the mathematical foundations of Markovian
systems, before moving to formal languages for their description, with an emphasis
on how uncertainty is incorporated. The focus then shifts to statistical techniques for
learning unknown parameters of such systems, with a survey of different approaches
taken in the literature.
2.1 Stochastic systems
A stochastic process X is a collection of random variables over a set S indexed by vari-
able t: the indexing variable is often thought of as a time, although other interpretations
are possible. We will write X(t) for the instance of the process at time t. The time
variable can be either discrete (e.g. integer-valued) or continuous and, similarly, the set
S can be countable or uncountable.
Stochastic processes are used to describe systems which evolve in time in a non-
deterministic way; at any time, there are generally multiple potential configurations, or
states, of the system, represented as elements of the set S , also called the state-space
of the process. The distribution of X(t) expresses the probabilities of these states at a
particular point in time. The states are also viewed and referred to as the possible values
of the process at any time. If S is uncountable, then X(t) has an associated probability
density function (pdf); if, instead, it is countable, X(t) has a probability mass function.
There is a vast literature on the use of stochastic processes in physical sciences,
engineering and social sciences as models for different activities and processes. A par-
ticularly important class is that of Markov processes (as defined in, for example, [36]).
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Definition 1. A stochastic process X(t) is a Markov process if it satisfies the following
Markov property: for any number of time points t1 < t2 < .. . < tn and states x1, . . . ,xn ∈
S ,
p(X(tn) = xn | X(t1) = x1,X(t2) = x2, . . . ,X(tn−1) = xn−1) =
p(X(tn) = xn | X(tn−1) = xn−1) (2.1)
This definition applies to both discrete processes, where p is a distribution, and continu-
ous ones, in which case p is a pdf. Intuitively, the property means that the evolution of
a Markov process depends only on its current state and not on its past. These processes
are therefore also sometimes described as memoryless. A simple case occurs when we
consider processes indexed by a discrete time variable and with a discrete state-space:
Definition 2. A Discrete Time Markov Chain (DTMC) is a tuple 〈S ,P,π0〉 where:
• S is a set of states,
• P is a |S |× |S | matrix of transition probabilities such that each row sums to 1,
and
• π0 is an initial probability distribution over S .
The transition probability matrix P of a DTMC controls the behaviour of the process: if
at time n the state is i, then the i-th row of P gives the probabilities of the next state. In
other words, P(X(n+1) = j | X(n) = i) = Pi j.
In this work, we are mostly concerned with processes indexed by a continuous time
variable instead. A discrete-state, continuous-time process which satisfies the Markov
property is called a Continuous Time Markov Chain; in the statistical community,
such processes are more commonly known as Markov Jump Processes (MJPs). We
will only consider regular or non-explosive chains, i.e. ones in which the number of
transitions that occur in a finite time is finite with probability 1. Such processes admit a
characterisation as in the following definition.
Definition 3. A Continuous Time Markov Chain (CTMC) is a tuple 〈S ,A,π0〉 where:
• S is a countable set of states,
• A is the (infinitesimal) generator matrix, a |S |× |S | matrix whose rows each sum
to 0, and
• π0 is an initial probability distribution over S .
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The dynamics of CTMCs are simple to describe: the process can transition (jump)
from one state to another, with these jumps taking place at random times governed by
rates. These rates are connected to the matrix A as will be described below. If rss′ is the
rate of jumping from state s to state s′, then the probability of such a jump occurring in
a small time interval dt is rss′dt. The evolution of the probability of being at state s ∈ S









The system of these ODEs, one for each possible state, is known as the Chemical
Master Equation (CME), sometimes simply called the Master Equation, or the Chapman-
Kolmogorov equation. Its solution gives the distribution over the state-space S at a
specified time. If S is finite, then it can be shown that (2.2) admits the solution:
πt = π0 eAt (2.3)
where πt is a row-vector representing the distribution over all states at time t (i.e. the
single-time marginal of the process), also called the transient probability, π0 is the
initial distribution of the process, and A is the infinitesimal generator. This matrix
contains the transition rates between the states: specifically, for i 6= j, the entry Ai j = ri j,
the rate of jumping from state i to state j. The diagonal entries obey Aii =−∑ j 6=i ri j, so
that |Aii|=−Aii is the total rate of leaving state i, called its exit rate. It follows that the
sum of each row of A is zero.







= I +At +
A2t2
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+ . . .
While simple to define, this quantity cannot be directly computed analytically. Several
approximation approaches have been proposed (see [92] for a review) but it is difficult
to quantify their performance, in addition to ensuring that they work well for a wide
range of matrices. For example, methods based on decomposing At can theoretically
perform well, with a complexity similar to matrix multiplication. However, they become
inaccurate when the matrix is ill-conditioned and cannot be used when it does not have
a full set of linearly independent eigenvectors. It is also worth noting the existence of
techniques such as in [2] which are aimed directly at approximating π0 eAt , and can
achieve better performance by considering this more limited problem. In summary,
while (2.3) in principle gives a way to compute the distribution of a (finite) CTMC at any
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point in time, it is not always useful in practice due to the difficulty of exponentiating
large matrices.
The above analysis makes the assumption that the transition rates remain constant.
A CTMC for which this is true is called homogeneous. Letting the rates change with
time allows for capturing richer behaviours, but makes analysis of the resulting model
more complex. Hereafter, we only consider homogeneous CTMCs without making this
explicit.
There exists an equivalent way of describing a CTMC. As implied by the Markov
property, the time taken to jump from state i to state j must follow an exponential
distribution with rate ri j, i.e. with mean 1ri j . Exploiting properties of the exponential
distribution, it can be shown that the total time spent in state i (i.e. the time before any
jump occurs) is also exponentially distributed, with rate ri = ∑ j 6=i ri j; this is the same as
the exit rate seen above as the absolute value of the diagonal terms in the infinitesimal
generator matrix. States to which transitions are more frequent (i.e. for which ri j is
high) have a higher probability of being the target of a transition. In other words, for a




expresses how likely j is to be the next state once a transition occurs.
This parameterisation gives rise to a method of simulating a CTMC, that is, of
drawing a sample path from the distribution it defines. Reported by Gillespie in [46],
it is known as the Stochastic Simulation Algorithm (SSA) and was first motivated by
simulating the reactions in chemical mixtures, but is generally applicable to any CTMC.
The basic algorithm is shown as Algorithm 1. Various optimisations and approximations
have been proposed to improve the running time or memory requirements, such as
the τ-leaping method [47]. Alternatives to the SSA also exist, including Gibson and
Bruck’s next reaction method [44]. We will not go into more detail about the differences
and relative benefits of these, as they are not of particular interest for the work in this
thesis. It is enough to stress that simulating a CTMC is a well-researched problem with
solutions that are established as standard, albeit one that is still attracting attention due
to computational difficulties and special cases. On the other hand, calculation of the
transient probabilities is a much more difficult question, and more central to this work,
as will be explained later in this chapter.
CTMCs are often used to describe systems of interacting components. If all compo-
nents of a certain type are indistinguishable from each other, we may only be interested
in the number of instances of each type. The state of the system can then be represented
as a vector containing these counts. Such a process has state-space S ⊆ NM, where
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Algorithm 1 Gillespie’s Stochastic Simulation Algorithm




4: Compute rates of all transitions rss′ from s, and exit rate rs = ∑rss′
5: Sample waiting time ∆ t ∼ Exponential(rs)
6: Choose next state s′ with probability rss′rs
7: Jump: s← s′, t← t +∆ t
8: until t ≥ t f
M is the number of different types of components, and is called a population CTMC
(pCTMC) or population MJP (pMJP). An important issue which limits the analysis of
pCTMCs is the so-called combinatorial explosion: if there can be between 0 and N
instances of each component, the total number of states (N +1)M, i.e. the size of the
state-space grows exponentially with the number of components. This means that naive
solutions can quickly become inapplicable for non-trivial systems.
2.2 Formal Modelling and Process Algebras
While CTMCs are used as models for many physical, social or engineering processes,
they can be difficult to manage as they grow in size. Writing down the process explicitly
is cumbersome, repetitive and prone to introducing errors. This has led to the develop-
ment of high-level languages for the description of CTMC-based systems. Equipped
with a precise mathematical semantics, these formal frameworks allow both an easier
specification of processes and the automated analysis of systems.
One example of such approaches is the rule-based paradigm of modelling languages
like Kappa [25], where the possible transitions in the system are described as rules.
Each rule corresponds to a kind of interaction: it specifies an input pattern, possibly
matching multiple states, and how that pattern is transformed by the transition. The
resulting description style is closely related to graph rewriting. Petri Nets [104] are
another formalism, primarily used for visualising and simulating systems involving
various kinds of communication and computation. This work focuses on a particular
class of modelling languages called process algebras.
Process algebras (or process calculi) are languages whose formal nature allows
12 Chapter 2. Background
rigorous analysis of systems and verification of their properties. The field dates back
to Milner’s Calculus of Communicating Systems (CCS, [90]) and Hoare’s calculus of
Communicating Sequential Processes (CSP, [59]), languages introduced to describe
concurrent computation. The behaviour of the various agents involved in the system
is described by terms conforming to a formal syntax. These include references to the
different actions that can occur, which model, for example, computation, synchronisa-
tion or change of state. Behaviour patterns like communication between agents, parallel
composition, alternative choices can be expressed in a concise form which admits
automatic mathematical treatment.
An advantage of this formal character is that one can reason about the behaviour of
the system simply by analysing its syntactical description. For instance, it is possible to
check whether the system can become deadlocked or is guaranteed not to. It is further
possible to prove whether two processes behave in the same way and can be considered
equivalent. Moreover, the languages and their analysis is compositional: after specifying
the individual components, the behaviour of the whole system arises naturally from
them and from the way they are composed using the language’s operators. A further
benefit of formality is that complex properties can be expressed in an appropriate logic,
and the behaviour of the system can be formally analysed to verify whether it satisfies a
given property, via model-checking algorithms.
Languages like CCS and CSP provide qualitative description of systems: what
configurations are possible and how the system can get there. They can capture non-
deterministic behaviour, but contain no description of timing in the system. Hillston’s
Performance Evaluation Process Algebra (PEPA, [58]) was one of the first to include
quantitative information, making it an early example of a Stochastic Process Algebra
(SPAs, [55]), a sub-family in which actions have associated delays. In PEPA, the
duration of an action is assumed to follow an exponential distribution, making it a
suitable language for describing CTMCs. Some SPAs follow this assumption; others
differ, allowing other timing models that correspond to non-Markovian processes. The
inclusion of quantitative aspects permitted PEPA, and SPAs in general, to be used to
analyse the performance of, for example, computer systems, by describing large models,
simulating them and extracting measures of interest such as the throughput or expected
uptime.
As mentioned above, a process algebra model follows a formal syntax specified
using a grammar. The various terms, corresponding to parts of the system, are given
formal meaning via the definition of a semantics. This normally maps a term to
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a Labelled Transition System or some other mathematical object, which concretely
describes the behaviour of that term.
Definition 4. A Labelled Transition System (LTS) is a triple 〈V,L ,δ〉, where
• V is a set of states
• L is a set of labels
• δ ⊆ V ×L ×V is a transition relation between the vertices, labelled with an
element of L .
An element (v, l,v ′) ∈ δ is usually written as v l−→ v ′, which indicates that the label for
transitioning from v to v ′ is l. The label gives additional information about the transition.
In a SPA, for instance, it can include the corresponding rate.
In the case of PEPA and other languages with exponentially-distributed action times,
the model can also be seen as specifying a CTMC. The semantics also describes how to
construct a CTMC from a given model, thus giving it a direct formal interpretation in
terms of a stochastic process and enabling further analysis.
Numerous SPAs have been developed, promoting different modelling styles or offer-
ing features adapted to specific cases. Despite their origins in performance modelling,
the field of biology (and, in particular, systems biology) has also provided fertile ground
for further development, both in offering applications (systems to be modelled) and
in motivating the development of new languages, either specialised ones or general-
purpose but with features inspired by or more suited to biological modelling. The latter
category includes SPAs like Beta-Binders [108] and Bio-PEPA [23], a language with
a similar syntax and semantics to PEPA but with features that make it more suited to
biological modelling. Bio-PEPA adopts some biochemical terminology, such as refer-
ring to the types of components and interactions that appear in the system as species
and reactions, instead. A model can be interpreted as a pCTMC or as a set of ODEs —
the latter being an example of so-termed fluid analysis of formal models that has been
receiving attention recently, where the state of the system is viewed as continuous rather
than discrete (see also Section 2.6.4).
2.3 Description of systems with uncertainty
The formalisms mentioned above assume a full specification of the system is known, yet
it is very rarely the case that one is available. Instead, when modelling a real system, one
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often has incomplete knowledge about it. Additionally, concrete examples of behaviour
or measurements of the system may be available. When creating a model of a physical or
computer system, for instance, while the different kinds of components involved and the
ways in which they can interact may be known, the precise details of these interactions
(such as the rates of various events) are generally not. One may have some idea about
these unknown quantities, such as the likely range of their values, obtained, for example,
from existing expert knowledge of the field. A similar situation arises when trying to
construct a system that fulfils certain properties. In both cases, the uncertain quantities
of the model must be tuned so as to either match the observed behaviour or satisfy the
requirements. This section discusses how this uncertainty has been considered in the
literature, both in terms of providing an adequate underlying mathematical object, and
in methods for resolving uncertainty in process algebra models.
2.3.1 Markov Chain generalisations
Perhaps due to their complexity, the question of generalising CTMCs has not been
directly considered much. Instead, most relevant work has focused on DTMCs.
A first extension of “conventional” Markov Chains was provided in [64] in the form
of Interval Markov Chains (IMCs). An IMC is a generalisation of a DTMC where
the transition probabilities are specified via intervals rather than specific values. In
this case, giving an interval means that the value of the probability cannot be provided
more accurately, but is still assumed constant. This provided a simple way of capturing
uncertainty.
A slightly different interpretation for the specification of probabilities as intervals
was taken in [118]. There, a variant of IMCs is proposed where the values of the
transition probabilities can change: the jump probabilities from state s are resampled
from the corresponding interval whenever s is visited. The authors call this an Interval
Markov Decision Process, and contrast it to the so-called Uncertain Markov Chain
semantics of [64]. They consider the problem of verifying whether a system satisfies
a certain property and derive complexity bounds for it under each interpretation. It is
also worth noting that, in both [64] and [118], there is no implicit assumption that a
probability is equally likely to lie anywhere in its interval; no consideration is given to
the distribution of values, beyond upper and lower bounds.
A similar framework is presented in the form of Abstract Markov Chains [33],
although from a different angle. These are, again, DTMCs where the transitions are
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labelled with intervals rather than single probabilities. An extension of this to the
continuous-time domain has been given in [67]. In both cases, the focus is on using
the interval-valued versions as abstractions for concrete systems: a state of the abstract
chain can correspond to multiple states of the concrete one, necessitating the use of
intervals to capture the range of transition probabilities or rates from all those concrete
states. Model-checking these abstractions is also considered, and is achieved by using a
three-valued logic where a property can be evaluated as true, false or “don’t know”.
A related matter is also treated in [72]. That work extends the calculation of transient
probabilities in a DTMC when the jump probabilities are given as intervals. In other
words, the authors show how to find an interval in which the transient probability
is guaranteed to lie for any values of the jump probabilities that satisfy the interval
constraints. This could easily be applied to IMCs in order to provide a transient solution
calculation, although the connection is not made in that work. Very recent work [15]
studied pCTMCs with incomplete specifications, with a focus on deriving efficient
methods for approximating their behaviour in the limit of large populations. The
authors distinguish between two scenarios, based on whether the parameters controlling
the unknown transition rates are fixed or can change in time (similar to the distinction
between Uncertain Markov Chain and Interval Markov Decision Process semantics
outlined above).
While useful as a first step, IMCs are limited in their descriptive power, since they
require the possible values for a particular probability to lie in an interval. As was shown
by Caillaud et al. in [18], they are narrow enough to not be closed under operations
such as conjunction — indeed, it is simple to construct a system by combining two
IMCs such that the acceptable values for the probabilities do not form intervals. To
deal with that, Caillaud et al. introduced Constraint Markov Chains (CMCs). These
are, again, generalisations of DTMCs, in which the acceptable values for the transition
probabilities do not necessarily form an interval but can lie in any set. CMCs are general
enough to be closed under conjunction and parallel composition. The full definition,
which we will make use of later in Chapter 3, is given below as it appears in [18]:
Definition 5. A Constraint Markov Chain is a tuple 〈S,o,A,V,φ〉, where:
• S = {1,2, . . . ,k} is the set of states
• o ∈ S is the initial state
• A is a set of atomic propositions
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• V : S→ 22A gives a set of acceptable labellings for each state
• φ : S× [0,1]k → {0,1} is the constraint function, such that if φ(i,x) = 1 then
x = (x1, . . . ,xk) is a vector of probabilities, i.e. ∑kj=1 x j = 1
The binary-valued constraint function φ formalizes which values of the transition
probabilities are accepted: φ(s,x) = 1 iff x is an acceptable vector of transition probabil-
ities from state s, i.e. it both defines a valid probability distribution over target states and
satisfies the constraints of the particular model. The function V assigns to each state a
set of sets of propositions; this means that there are potentially many different possible
labellings for each state, representing possibly incomplete or uncertain knowledge about
the properties that hold in each state. Once again, no distribution is assumed over the
acceptable values of the probabilities.
A similar idea had previously appeared in [9], although the development of CMCs
seems to have been independent. The authors of that work consider Generalized
Markov Processes, collections of DTMCs whose transition probabilities satisfy certain
constraints. The language for specifying these constraints, while more general than
simple IMCs, allows for less flexibility than what CMCs afford.
2.3.2 Optimisation of formal models
A different direction of research has dealt not with incorporating uncertainty into models
but rather finding parameterisations of models that satisfy some criteria. In other words,
the workflow starts with expressing the model in the language of interest, perhaps
with some arbitrary values for the unknown parameters, and specifying a criterion that
expresses goodness of fit (for example, how well the expected output of the system
matches some data). The work then proceeds by finding good parameter values that
maximise the criterion.
Optimization of formal models is usually performed manually as a separate step on
a case-by-case basis, and can be a time-consuming and error-prone process. There has
been some recent work into automating the task of finding optimal parameters for mod-
els in specific languages; given the difficulty of the problem, these mostly use heuristics
to manage the search space. The Evolving Process Algebra framework [81, 82] works
with descriptions of systems in PEPA or Bio-PEPA and uses genetic algorithms to
find good values for parameters. The usual genetic computation procedure is to start
with some randomly chosen parameterisations and then repeatedly construct a new
“generation” of them by permuting and combining existing ones; parameter values that
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score high on some fitness measure are likelier to be selected for the next generation.
In this case, the fitness of a parameterisation is measured by simulating the system for
those values multiple times, averaging the resulting traces, and taking the Euclidean
distance between this average and the observed time-series. The work in [117] looks at
parameter optimisation for models written in the Calculus of Wrapped Components,
a language particularly suited to describing biological systems with locations. This
approach searches for a good solution using constraint optimization methods, claimed
to be less computationally intensive than evolutionary computation approaches like
genetic algorithms. In a similar spirit, the capacity planning tool of [131] automati-
cally finds parameters for PEPA models that minimize a specified cost function while
obeying desired performance requirements. In this case, the parameters searched for
are populations of the various components. The search is performed using Particle
Swarm Optimization techniques. Recent work by Li et al. [76] has examined how to
find parameters that make a Markov Chain match a given behaviour expressed in a
temporal logic. The optimisation problem is reduced to a set of equations and solved
using a theorem prover. This approach can also be applied to the optimisation of IMCs.
In the above frameworks, the optimisation step is orthogonal to the description: the
parameters are assumed to have a single value which is unknown, and the goal is to find
potential good values for them. A major drawback is that the methods return a single
value (or a collection of good fits) without any quantification of the uncertainty in them.
The lack of a full probabilistic model behind the optimisation limits how informative
the results are.
Another, more complicated, task is that of synthesising a whole model based on
some observed data. This involves not only the numerical parameters but also the
structure of the model itself. This has been investigated for simple examples expressed
in a subset of the stochastic π-calculus in [112] . A subsequent version of the Evolving
Process Algebra framework also includes this capability for Bio-PEPA models by
exploring different possible species definitions [83] and expressions for the rates [99].
Both approaches work with evolutionary computation methods, by creating models that
respect the syntax of the language and provide a good match to the observed behaviour.
More sophisticated inference methods have been explored (and will be described
below), but they have generally been developed to work with an explicit mathematical
description of the process, rather than a high-level model. A modeller is therefore
generally faced with two options: use a high-level language but with limited learning
capabilities; or forego the attractive features of formal languages in order to have access
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to more powerful inference.
2.4 Probabilistic Programming
The issue of inference methods only being available for low-level representations of
models is not particular to CTMCs. Indeed, in the machine learning community, there
is a tendency to code models from scratch and develop bespoke inference solutions for
them, which are then not straightforward to implement for other examples. This implies
heavy duplication of code and lack of any framework or implementation that serves
as a standard. The probabilistic programming paradigm, whose prominence has been
increasing in recent years, attempts to reverse this trend by placing emphasis on writing
the model instead of the underlying inference algorithm.
The BUGS system [120] could be considered as precursor or early example of this
paradigm. Following in its footsteps, probabilistic programming languages offer a
high-level, user-friendly language for specifying probabilistic models, and automate
the process of inference. Some, like Church [50], were designed to be probabilistic
extensions of existing languages, while others, like IBAL [105], simply borrowed
syntactic and other elements from established languages. The Infer.NET framework
is built as a library that can be called by various languages, but has also been used as
an inference back-end for the Fun [14] and Tabular [52] interfaces to it. Many of the
proposed languages follow a functional paradigm, perhaps for ease of semantical defini-
tions and analysis. In recent years, various other probabilistic programming languages
have been introduced, such as Anglican [132], Stan [21], R2 [98], WebPPL [51] and
Venture [91]. The key advantage of all these frameworks is that the user can leverage
the strengths of a full programming language in order to express the model of interest,
provide observations and perform inference without needing to specify all the details
of the underlying algorithm. Within this shared pattern, the various languages exhibit
differences in the inference algorithms used, the modelling style and the kind of models
that they favour or are more suited to describing. Recent work has also started exploring
issues like decidability and complexity in this new paradigm [66].
Nevertheless, existing languages have been very limited in their treatment of dynam-
ical systems. With no provision for time as a special variable, it is difficult (or outright
impossible, in some cases) to describe systems with evolving state. Things may be
easier when one is considering a process with a finite number of steps, but continuous
time is hard to capture accurately. A recent survey of probabilistic programming lan-
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guages [53] briefly addresses the issue: it suggests a rudimentary way of simulating
continuous time with discrete-time models, but concludes that it is unsatisfactory on
multiple levels, including performance. It therefore recommends a principled, explicit
representation of time for continuous-time systems, but warns that this may introduce
additional complexity both in the semantics of the language and in the cost of perform-
ing inference. The only language which caters to this requirement is CTPPL [106], the
Continuous-Time Probabilistic Programming Language, of which there seems to be no
available implementation or follow-up work after the initial theoretical presentation.
Even so, while providing constructs for describing time and its effect, the specific
dynamics of the system of interest still have to be described explicitly. This is not
only a repetitive task (for example, all CTMCs essentially share the same underlying
dynamical model, which would have to be provided separately each time) but it is
sometimes disallowed by restrictions on the syntax of the language.
This limitation is a serious hurdle for the adoption of such frameworks in various
scientific fields, where models like CTMCs are employed often. One could claim
that these issues, at least to an extent, stem from how new languages are developed:
most frameworks start by adapting the syntax or principles of an existing programming
language. However, these languages lack the constructs for describing complex systems
in a straightforward and concise way. This is precisely one of the reasons why higher-
level formal languages were adopted — to facilitate the specification and analysis
of systems that would otherwise be hard to manage. It makes sense, therefore, to
also consider this modelling style in conjunction with the probabilistic programming
paradigm.
A first step towards this is the ABC-Fun language [41], developed as part of this PhD
project, which uses an extension of the Fun language to describe stochastic systems in
simple notation. The language extensions meant that the Fun inference engine could not
be used, and a simple approximate algorithm was employed for performing inference.
While an interesting stepping stone, ABC-Fun left things to be desired. Firstly, the
language itself is rather low level and does not easily lend itself to any formal analysis.
Secondly, the inference was basic, due to the difficulties presented by the stochastic
setting. ProPPA, the language described in this thesis, addresses both of these concerns
by being rooted in the process algebra methodology and employing more sophisticated
inference techniques.
Background information related to formal modelling has been given earlier in this
chapter. The next section is an overview of relevant Machine Learning techniques,
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followed by a survey of approaches proposed in the literature for inference of CTMC-
based systems.
2.5 Learning
This section presents the basics of Bayesian inference and some standard techniques of
statistical machine learning. For a fuller and more principled treatment, the reader is
referred to [12] or other textbooks. We assume that the behaviour of a system of interest
depends on a number of parameters, collected in a vector θ. Our goal is to learn these
parameters based on some observed output D from the system. For ease of presentation,
in the following we assume that the parameter is one-dimensional unless otherwise
noted.
2.5.1 Bayesian statistics
Since the parameters are unknown, a natural approach that accounts for the uncertainty
in their values is to represent them as random variables. One of the benefits this leads
to is that we can express existing knowledge about the values of the parameters; this
is encapsulated in a prior distribution p(θ), which expresses our belief about which
parameter values are likely before any data is considered.
Once observations are taken into account, this belief will naturally shift to accom-
modate the data. Our goal is to compute this posterior distribution. We can view the
observations and parameters as coming from some unknown joint distribution p(θ,x).
Note that this formulation does not imply that the parameters and data have multiple
values or are generated repeatedly; probability distributions are used to express un-
certainty and “reasonable expectation”, as elaborated on in [24]. In probability terms,
the posterior is simply the conditional distribution of the parameters given the data,
i.e. p(θ | D). An immediate application of the laws of probability then gives a way to
compute the posterior in principle, in the form of Bayes’ Rule:






This means that the posterior can be computed exactly if all the quantities involved
are known. Unfortunately, the marginal likelihood p(D) is an integral over a potentially
high-dimensional space and can be difficult or intractable to compute. Additionally,
in some models the likelihood is also expensive or impossible to compute. In some
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cases, the combination of the prior and likelihood permit the analytical extraction of
the posterior without the full computation being necessary; such cases, however, are
limited to specific distributions.
The Bayesian approach described above allows one to consider the impact of all
possible values of a parameter when reasoning about the system. For instance, if the
output of the system is given by a function f (x;θ) of its input x, then, for a given input,
considering a distribution π over the parameters θ, whether prior or posterior, results
in a corresponding distribution over possible outputs. This predictive distribution can
be described in terms of confidence intervals or, if desired, can be “compressed” to a
single value. One possibility for such a Bayesian-style point prediction is to choose
y = Eπ[ f (x;θ)] =
∫
f (x;θ)π(θ)dθ
that is, the expectation of the predictive distribution. This choice minimizes an expected




where y0 is chosen from the predictive distribution. Other
point predictions are possible, such as by using the median of the predictive distribution
instead of its expectation, according to the loss function one is interested in minimising.
A simpler alternative is maximum-likelihood estimation, which attempts to find a
single value for the parameter by maximizing the likelihood:
θML = argmax
θ
p(D | θ) (2.5)
In this case, predictions will only consider a single possible value of the parameter:
yML = f (x;θML)
This can give very misleading results in cases where the probability mass is not suf-
ficiently collected around the estimate θML. It also bears noting that, despite being
simpler, solving the necessary maximization problem (2.5) can still be very expensive
for complex models. An additional concern, although perhaps less immediate in dynam-
ical systems, is the risk of overfitting: finding a value which explains the observed data
very well, but does not generalise well to unobserved inputs and therefore produces
inaccurate predictions.
Overall, the Bayesian approach presents multiple benefits. It allows the incorpora-
tion of existing knowledge. Because it considers the whole distribution of parameters,
it produces more rigorous estimates that are not prone to overfitting. By viewing un-
known values as distributions, it also allows for a principled treatment of missing data,
which can be represented as additional parameters. However, this comes at the price of
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additional computations, some of which can be intractable. A large set of techniques
has been introduced to deal with these difficulties, some of which are discussed in the
following section.
2.5.2 Sampling methods
2.5.2.1 Markov Chain Monte Carlo
Many applications involve distributions whose pdf makes computations (such as in
Equation (2.4)) and sampling from them difficult. In these cases, Monte Carlo methods
are a standard tool for drawing samples from the distribution of interest p, which can
then be used either to empirically reconstruct p or to compute quantities of interest.
Specifically, if X is a random variable with pdf p, then the expectation of a function of
X can be approximated as








where the samples Xi are drawn from p. This Monte Carlo integration becomes exact as
N→∞; a finite number of samples introduces a bias in the approximation. The question
therefore becomes how to efficiently draw samples from p. Among the various methods
proposed for this purpose, this work makes use of the category of Markov Chain Monte
Carlo (MCMC) algorithms: in these, the samples are not drawn independently from
p but are instead correlated with each other. The methods are asymptotically exact:
in the limit of infinite draws, the samples drawn are representative of p. However,
estimating whether a finite number of steps is representative is a non-trivial task, as will
be discussed in Section 2.5.2.3. The presentation in the following makes no assumptions
about the distribution we are interested in sampling from, but can be directly applied to
the posterior estimation setting, i.e. for sampling from p(θ | D). More details can be
found in dedicated works like [77].
The simplest such method is the Metropolis-Hastings (M-H) algorithm. M-H is
applicable if the target pdf p(θ) can be computed at every point of its domain. The
method works by repeatedly proposing new values and accepting them probabilistically.
Specifically, from any point θ, a move is proposed to θ′ from a proposal distribution











This process defines a random walk on the domain of interest, as sketched in Algorithm 2.
The performance of the algorithm depends to a large degree on the choice of proposal
q, which determines how large the steps in the search space are and, consequently,
how likely we are to accept or reject a proposed value. In bad cases, the chain can
become stuck in a value (because the proposed values have low probability under p)
and fail to explore important parts of the search space. Choosing a good proposal
distribution is particularly difficult in higher dimensions, where exploring the space
becomes problematic. Theoretical analysis [39] has shown that, in higher dimensions
and under certain regularity conditions on the target distribution, the M-H algorithm
performs optimally when the acceptance rate is approximately 23%.
Algorithm 2 Metropolis-Hastings sampling
1: Sample θ from the support of p
2: i← 1
3: repeat
4: Propose θ′ ∼ q(· | θ)
5: Compute the acceptance ratio a from (2.7)
6: With probability a:
7: Accept θ′ and set θ← θ′
8: θi← θ
9: i← i+1
10: until enough samples are taken
The algorithm constructs a chain of θi (where it is possible to have θi = θi+1) and
can be described by a transition kernel k(·, ·): if the current state of the chain is θ, the
probability of the next state being θ′ is k(θ,θ′). A distribution p∗ is said to satisfy
detailed balance with respect to the transition kernel k if
p∗(θ)k(θ,θ′) = p∗(θ′)k(θ′,θ)
Detailed balance is a useful property because it guarantees that, if the chain eventually
converges to an equilibrium distribution (i.e. if it is ergodic), then that distribution is
p∗. Equation 2.7 ensures that the distribution p satisfies detailed balance for the chain
of θi, and so the samples returned from Algorithm 2 will be drawn from the target
distribution.
Note that the algorithm does not necessarily require the pdf of the target distribution
itself to be computable, but only an unnormalised version of it. Indeed, assume that
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p(θ) is not available but can be written as p(θ) = γ(θ)K , where γ is a function we can









This is very useful for Bayesian parameter inference, where the target distribution is the
posterior p(θ | D), whose computation is in general not tractable due to the term p(D).
Using (2.4), however, we can apply M-H sampling with γ(θ) = p(θ)p(D | θ).
A special version of the M-H can prove to be more efficient in certain cases, where
there are at least two dimensions to be sampled from. When the parameter has more
than one dimension, we can update its value in each dimension in turn. Under the
Gibbs sampling scheme, we propose new values from the conditional distribution of
each parameter given all the others. For example, for a two-dimensional parameter
θ = (θ1,θ2), we choose to first update θ1 by proposing from q1(θ′1 | (θ1,θ2)) = p(θ1 |
θ2) (similarly, we propose a new θ′2 from p(θ2 | θ1)). It is easy to show that, with this
choice, the acceptance ratio in (2.7) becomes α = 1, i.e. a sample is always accepted.
This reduces the random walk behaviour, achieving faster convergence, and eliminates
the need to construct a proposal distribution. However, the method is only applicable
when the conditional distributions can be sampled from (note that this does not require
their densities to be known or computable, since the acceptance ratio does not need to
be computed).
The introduction of intermediate auxiliary variables, while counterintuitive, can
sometimes facilitate the formulation of a Gibbs sampling scheme by allowing one to
sample from the necessary conditional distributions. Importantly, the samples returned
come from the joint distribution of all the variables. Therefore, considering only some
of the dimensions gives results that follow the marginal distribution of the variables of
interest.
2.5.2.2 Pseudo-marginal methods
In many applications, the distributions to be sampled from are too complex to allow for
calculation of their density (thereby making M-H schemes ineffective or inapplicable)
and do not exhibit a structure that makes conditional pdfs available (disallowing Gibbs
sampling). Sometimes, however, it is possible to calculate an estimate p̂(θ) of the
target density through some random process. The work by Beaumont [10] and Andrieu
& Roberts [8] showed that such estimates can be used in a M-H sampler instead of
the correct density p without affecting the target distribution of the chain. This is
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achieved as long as the estimator p̂ is unbiased, i.e. E [p̂(θ)] = p(θ). These so-called
pseudo-marginal methods have been characterised as “exact-approximate”: the samples
drawn still come from the distribution of interest, despite using an approximation to
its density. Their use allows the application of MCMC methods to a wider range of
problems.
The validity of this scheme can be explained simply. The pseudo-marginal M-H










The calculation of the estimator p̂ involves some random quantities u, which will change
between different estimates. We can consider these u as additional random variables
to sample from. The pseudo-marginal M-H algorithm can then be viewed as a simple
M-H walk over an augmented space, consisting of both the variable of interest θ and
the random variables u. New states for this chain are proposed in two steps: first a
new value θ′ is sampled, then a new u′ is generated from some (possibly unknown)
distribution π(u′). It can be shown that, when using (2.8), the target distribution of the
chain is p̂(θ | u)π(u). The key point is that the marginal of this for θ is∫
p̂(θ | u)π(u)du = p(θ)
since p̂ is an unbiased estimator. Hence, the values of θ are drawn from the correct
distribution. Note that for the scheme to work it is important that p̂(θ), once computed,
is used in all subsequent calculations of the acceptance ratio as long as the state of
the chain remains θ. Essentially, this means “caching” the estimated value and not
recomputing it.
Although the only requirement is for the estimate p̂ to be correct on average, recent
work (e.g. [119]) has shown that its variance can significantly affect the performance,
in particular hindering convergence of the sampling chain. It is therefore desirable
to construct an estimator that is not only unbiased, but also low-variance, to make
the method more robust. The construction of such estimators and the analysis of the
effect of the variance is an active area of research. Another concern is ensuring that the
estimator does not produce a negative value, which would be problematic when used in
the place of a probability, such as in the acceptance ratio of a M-H step. McLeish [87]
and Rhee & Glynn [111] examine a general scheme for “de-biasing” estimators, that is,
obtaining unbiased estimates from biased ones. Agapiou et al. [1] consider different
ways of removing the bias from estimates obtained by MCMC methods, particularly
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focusing on infinite spaces. Jacob & Thiery [61] examine the theoretical existence of
estimators that are both unbiased and guaranteed to be non-negative under different
generation schemes. Murray & Graham [96] propose a way of using slice sampling,
another MCMC algorithm, to improve the performance of pseudo-marginal methods.
2.5.2.3 Monitoring convergence
MCMC methods do not immediately generate samples from the target distribution. At
first, the samples taken depend heavily on the initialisation of the chain. Eventually,
the proposal and acceptance dynamics ensure that the initial state is “forgotten” and
that the chain has converged to its target distribution. Samples taken after this point are
representative of the distribution and can be used as in (2.6); previous samples, however,
ought to be discarded as burn-in for the chain.
Unfortunately, determining whether the chain has converged is not a trivial task, and
there are no known faultless methods for deciding whether the burn-in stage is complete;
instead, heuristics are employed. The most common approach relies on calculation of
the Potential Scale Reduction Factor (PSRF), a metric that requires running multiple
chains from different initial values. We give a brief description of how this statistic is
computed; more details can be found in [38]. Assume that we have run C chains for N
steps each, and let θ(i)j indicate the i-th sample from the j-th chain. Let θ j be the mean
of the samples from the j-th chain, and θ be the mean of all samples. The variance











































The chains are considered to have converged if PSRF < 1.01. Essentially, we require
the within-chain variance to be close to the between-chain variance, indicating that the
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samples in different chains are generated from similar distributions. When the search
space has more than one dimension, a value of the PSRF can be computed by this
process for each dimension. Although useful, the PSRF may be a misleading metric
in some cases. For example, if the target distribution is multimodal, it is possible that
each chain is sampling correctly from one part of the distribution. When combined,
the samples from all chains would accurately represent the whole distribution, but the
PSRF calculation may not indicate that.
The samples returned by an MCMC algorithm are correlated with each other, and
hence provide less information than the same number of independent samples would.
Another useful statistic to consider is therefore the Effective Sample Size (ESS) of the
output of a chain. This gives a measure of the “equivalent” number of independent





where N is the total number of samples and ρk is the autocorrelation of the samples at
lag k. This definition assumes an infinite-length sequence of samples and is therefore
theoretical. For the experiments in this thesis, the ESS was estimated by stopping the
sum in Equation (2.10) early, following the initial positive sequence estimator of [43].
2.5.3 The Forward-Backward algorithm
Dynamical systems arise often in machine learning, and one of the standard tools for
handling them is the so-called Forward-Backward algorithm. Consider a discrete-time
system with finite state-space, such as a DTMC. Let pi j be the known probability
of transitioning from state i to state j, and assume that at any time n, the state xn is
observed through a noise model π(yn | xn). The goal is to infer the state of the system
at different observation times, i.e. compute p(xn | y1, . . . ,yN) for n = 1, . . . ,N. The
general idea is to separate the effect of the observations prior to the time of interest
from those that come after it. This algorithm therefore has two steps. In the forward
step, it incorporates information from past observations at every time point to compute
a(n)(xn) = p(x1, . . . ,xn,yn). It is straightforward to show that this can be computed
recursively as
a(n)(xn) = π(yn | xn)∑
x
a(n−1)(x)pxxn
with appropriate initialisation for a(1)(x). The backward step considers future observa-
tions in order to obtain b(n)(xn) = p(yn+1, . . . ,yN | xn), which can similarly be computed
28 Chapter 2. Background
recursively. It can be shown that combining the results of the two steps gives us
p(xn | y1, . . . ,yN) ∝ a(n)(xn) b(n)(xn)
The computational cost of this algorithm depends on both the size of the state-space
and the number of time steps. Specifically, a simple analysis shows that the complexity
is O(NM2), where M is the number of states.
A simpler variant of this scheme can be used if the goal is to simply sample
from p(xn | y1, . . . ,yN), that is, to obtain a path from the system conditioned on the
observations. In this case, the algorithm is referred to as Forward Filtering - Backward
Sampling (FFBS).
2.6 Inference for stochastic systems
Various approaches have been proposed for inference in CTMC-based systems following
the ideas and principles described in the previous section. In this thesis, we propose
MCMC methods developed based on the stochastic dynamics of a CTMC. This section
gives an overview of different approaches suggested in the literature. Most of them
include some kind of sampling scheme based on approximations to the process to
facilitate inference, although other approaches are also discussed.
Hereafter, we will be primarily concerned with pCTMCs, and will use the term
CTMC or MJP to refer to this particular subclass of process unless otherwise specified.
Furthermore, we will only consider homogeneous CTMCs. The general problem is
as follows. Assume that we have observations D = {(t1,y1),(t2,y2), . . . ,(tn,yn)} of the
values of a CTMC, i.e. that at each of n time points ti, the state has been observed as yi.
The observations can be noisy measurements of the state: let p(yi | xi) be the probability
of measuring yi when the state at the same time is xi. We describe the CTMC using a
set of parameters θ (which control, for example, the rates of different transitions) and
we wish to compute the posterior distribution p(θ |D). We assume that our prior beliefs
about the parameters are expressed as a distribution p(θ).
2.6.1 Direct solution
According to methodology described in the previous section, both analytical calculation
of the posterior and sampling methods require computation of the likelihood. We show
how this could be done in the CTMC setting based on the dynamics described earlier.
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The Markovian nature of the chain allows us to decompose the likelihood into
simpler terms:
p(D | θ) = p(y1; t1)p(y2; t2 | y1; t1) . . . p(yn; tn | yn−1; tn−1) (2.11)
Each of these terms is essentially a transient probability, which can in principle be
obtained by solving the CME (2.2). For a finite state-space, a closed-form solution
was given in (2.3). However, it involves exponentiation of a matrix, the computational
cost of which increases sharply with the number of states — and as mentioned before,
the number of states can grow fast. The analysis in [88] indicates cases in which the
CME can be solved analytically, corresponding to very simple processes. In general,
therefore, the ODE solution must be numerical. Even that, however, poses problems:
the number of states can grow quickly, resulting in a large number of coupled equations
— and, naturally, if the state-space is unbounded, there would theoretically be an infinite
number of ODEs to be formulated and solved. An alternative method for calculating
transient probabilities is given by the uniformisation technique [62]. This involves
expressing the probability as an infinite sum and computing an approximation to it
via an iterative algorithm [34]. It is still only applicable to systems with finite spaces,
however. Yet another option would be to use simulation: since the SSA simulates the
CTMC exactly, running it multiple times and aggregating the resulting paths in principle
allows an approximation of the transient distribution at the time of interest. However,
different runs can vary significantly, and so a large number of SSA executions may be
required in order to compute the likelihood with reasonable accuracy, particularly when
rare events can occur. Different methods must therefore be employed to avoid direct
computation of the likelihood in this way.
2.6.2 Auxiliary variable samplers
To sidestep the difficulty of the likelihood computation, one can think of introducing
additional variables. To see why this is useful, assume that the true path that gave rise to
the observations was known. In that case, the likelihood could be computed simply by
considering the noise terms. The true path is of course unknown, but it can be included
in the problem using additional variables. These variables can then be sampled as part
of an MCMC scheme, effectively being treated as parameters themselves.
This is the approach taken in [4], where, in addition to the parameters, a full path is
sampled at every step of a M-H algorithm. This permits a calculation of the likelihood
based on the auxiliary variables. Previously, Boys et al. had explored a similar direction
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in [17]. In that case, they introduced variables representing the state of the process
between observations. This addition allowed them to formulate simple conditional
distributions for the variables involved and develop a Gibbs sampling scheme. Despite
the simplifications it allows, the introduction of so many auxiliary variables results in a
very high-dimensional search space which is hard to explore efficiently, reducing the
performance of these approaches.
Rao & Teh have also proposed an algorithm in a similar direction. In [109], they
showed how to construct a Gibbs sampler that efficiently samples paths from a fully-
known CTMC conditioned on observations. With appropriate choice of priors on the
parameters (exit rates and jump probabilities) of the chain, a parameter update step
can be included in order to jointly sample from the state and parameter space [110]. A
more detailed description of their algorithm is given in Chapter 4, where we develop an
algorithm based on similar ideas.
2.6.3 Approximate Bayesian Computation
A different methodology for the treatment of problems with hard-to-compute likelihoods
has emerged in Approximate Bayesian Computation (ABC, [125]). ABC is not a single
algorithm but rather a generic approach that can be embedded into different inference
schemes. Its main idea is to replace the calculation of the likelihood with simulation of
the model. The simulated results are then compared to the observations, using some
user-defined summary statistic and distance metric.
Here, we describe how ABC is used in a M-H algorithm and the CTMC setting. The
general setup of Algorithm 2 is used, but, instead of computing the likelihood, a sample
path is drawn from the model using the SSA. This is compared to the observations by,
for example, taking the average Euclidean distance between the sample path and the
observed values at the observation times. The resulting distance is used as a proxy for
how good a fit the particular parameters are to observations: if the distance is above a
threshold ε, the parameters that were used in the simulation are rejected; otherwise, they
are accepted with a probability similar to the standard M-H ratio, but only considering
the prior and proposal densities.
The ABC approach is, in principle, well-suited to the CTMC setting, where simu-
lation is simple. An additional benefit is that it can easily handle infinite state-spaces,
since the SSA is still applicable in those cases even if the likelihood cannot be computed.
However, it suffers from its many tunable parameters: the choice of summary statistic
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and distance metric can crucially affect its performance, as can the distance threshold
used. In particular, as ε→ 0, the results obtained are exact, but acceptance becomes
much more rare. In general, the samples returned come from an approximation to the
true posterior. The optimal choice of threshold is not simple, as the trade-off between
accuracy and performance is hard to quantify and analyse. Recent work has sought
to strengthen the theoretical rigour to the ABC approach, and provide heuristics for
choosing good summary statistics and threshold values — relevant reviews of the area
include [56, 84].
2.6.4 Continuous approximations
Due to the complexities of the stochastic dynamics, a broad class of methods have been
proposed that approximate the stochastic process with a simpler one. Often, the state of
the approximating process is taken to be a continuous version of the (discrete) state-
space of the original. In chemical systems, for instance, the count of molecules would
be replaced by their concentration in a given volume. This continuous space allows
the use of other established techniques to compute the likelihood and, consequently,
perform inference. The approximation can be done in a number of ways, affecting the
accuracy and the computational efficiency of the available solutions.
The simplest way is to approximate the dynamics by the mean behaviour of the
stochastic process. That is, the system is characterised by a variable Y such that
Y (t) =E[X(t)]. In this deterministic approximation, the evolution of Y can be described
via appropriately constructed ODEs. The resulting system is simple and much easier
to treat using basic methods — based on numerical solution of ODEs — but the
fact that it is deterministic makes it generally unsuitable for describing a stochastic
system: apart from quantitative errors introduced by the approximation, studies have
shown that such deterministic approximations can exhibit quantitatively [79] or even
qualitatively [107] different behaviour when compared to the original stochastic systems.
This is particularly the case when low counts of species are present: in the limit of
large populations, X becomes more deterministic and Y matches the behaviour of a
normalised version of X , with theoretical work describing necessary conditions for
this to happen [74]. For low populations, however, the impact of the discrete nature
of the process is very significant, and is not captured well by this kind of continuous
deterministic approximation, which averages over individual behaviour. It is important,
therefore, for the approximating system to incorporate (some of the) randomness of the
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original in its formulation.
A first category of methods work by considering a diffusion process, described by a
Stochastic Differential Equation (SDE) called the Chemical Langevin Equation. The
work by Golightly & Wilkinson (2005) first detailed how to construct this process so
that it corresponds to a given CTMC. The work focused specifically on the case of
biochemical reaction networks, where each reaction has an associated parameter to be
estimated. Stochasticity is incorporated through a white noise term in the resulting SDE.
Recasting the problem in this way benefits from the extensive body of work concerning
parameter inference for diffusion processes, especially applied to financial models, in
both the maximum likelihood [103] and Bayesian settings [31, 29]. The solution they
propose requires imposing a discretisation of time, introducing unobserved variables at
the inter-observation time points in addition to the unknown parameters. This results in
a high-dimensional space, making M-H sampling inconvenient. Their method contains
a Metropolis-within-Gibbs step, since not all the distributions involved can be sampled
from directly. The approximation introduces some error, which can be seen by the
discrepancy in results when simulated compared to the original process; the authors
conclude, however, that it is sufficiently accurate as far as inference is concerned.
Other methods take a different direction by employing the Linear Noise Approxima-
tion (LNA). This is rooted in a low-order Taylor expansion of the CME of the original
CTMC. The result is that, by assuming higher-order terms are negligible, the single-
time marginal distribution over states is approximated with a Gaussian distribution
N (Y (t),V (t)) whose mean and covariance change over time. Specifically, the mean is
exactly the mean-field approximation described above. The stochasticity of the original
is now captured by the covariance, which allows for the value of the process to fluctuate
from this mean. Once again, thanks to the simplification afforded by the approximation,
the evolution of the mean and covariance can be described in a system of closed form
ODEs. Komorowski et al. [70] first demonstrated how the LNA can be used to compute
the likelihood and thus perform inference, using a M-H sampler. At around the same
time, Ruttor & Opper [113] presented a different derivation of the equations to calculate
the likelihood based on a forward-backward approach. They demonstrated their results
on two simple systems, employing different parameter estimation strategies. The same
task was also treated by Fearnhead et al. in [32]. In addition to considering partially
observed systems (i.e. cases where only some components of the state are observed)
and presenting appropriately modified equations, they also propose a different solution
scheme which yields improved accuracy. The difference lies in restarting the LNA after
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each observation, instead of solving the ODEs once for the whole time interval under
consideration. The authors suggest that this avoids problems stemming from degrading
accuracy of ODE solutions over large horizons. Stathopoulos and Girolami [121] use
the LNA as part of a more elaborate MCMC scheme, which automatically tunes the
proposal steps to improve convergence.
2.6.5 Moment-based methods
Given the difficulty of solving the CME to compute the distribution over states at any
time, an alternative approach is to analyse its moments. In a way, this method lies
between the direct solution and the continuous approximations discussed above: the
state is assumed to be discrete and the full stochastic dynamics are used, but the outcome
is some simplified description of the distribution rather than the full distribution itself.
The n-th order central moment of a random variable X is defined as:
µn = E[(X−E[X ])n] (2.12)
As a quantity associated with the distribution, the value of each moment will change
over time, its evolution following some ODE. The ODE for the mean is similar to that
for the deterministic equivalent discussed in the previous section. More information
can be obtained by considering higher-order moments, such as the covariance and
skewness. Engblom [30] has shown how to extract the corresponding ODEs from the
CME. However, a problem arises when trying to compute moments when the rate
functions are non-linear: in this case, the ODEs for the moments of order n will depend
on moments of order n+1. Consequently, it is generally not possible to formulate a
finite set of equations, and one must therefore make use of so-called moment closure
techniques. These eliminate the dependence on higher-order terms, resulting in a system
that can be solved numerically. Different closure techniques have been proposed and
used, each with their own underlying assumptions, not always accurate — their use
therefore introduces some error in the results. Recent work [115, 116] has examined
the validity of various such approximations when applied to the analysis of CTMCs.
These techniques, and particularly their use for parameter inference, has been ex-
plored mostly with regard to specific models. Krishnarajaha et al. [73] proposed several
second- and third-order moment closures, applied to different epidemiological models,
and showed how they can be used to obtain maximum likelihood estimates and confi-
dence intervals for parameters. In the Bayesian setting, Gillespie & Golightly [45] used
a Gaussian moment closure applied to an ecological model of aphid populations. This
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permits approximate calculation of the likelihood and inference via a M-H algorithm. In
a similar spirit, Capistrán et al. [19] examined a simple epidemiological model, deriving
the first two moments and matching them to a special-purpose distribution. A more
general treatment in the context of biochemical reaction networks is given in [89]: a
Gaussian closure is employed to compute the moments, and the result is used to approx-
imate the likelihood as part of a simple M-H scheme. That work includes some novelty
in its treatment of processes with a large number of unobserved species, describing an
efficient way of proposing values for the missing data. The method showed good results
when evaluated on synthetic data for simple systems, and comparable performance with
inference schemes based on a diffusion approximation. Finally, a new scheme was
recently proposed [13] which chooses between different moment closures and adapts
the choice according to the parameter value examined at that time, albeit for maximum
likelihood estimates.
2.6.6 Particle methods
Sequential Monte Carlo or Particle Filtering is a technique for inferring the hidden state
of dynamical systems. Like other Monte Carlo methods, the idea is to use a set of
samples, called particles, to approximate a distribution; the key difference is that this set
of particles is evolved over a number of steps until, finally, they are an approximation to
the distribution of interest. More specifically, the aim is to approximate the distribution
p(x1, . . . ,xn | y1, . . . ,yn) where xi is the state at ti, the time of observation yi. We start
from a set of particles which represent the initial distribution p(x0). At each step,
we have a particle representation X of p(x1, . . . ,xi | y1, . . . ,yi). For each successive
observation, this will be updated to p(x1, . . . ,xi+1 | y1, . . . ,yi+1) using the following
steps:
1. Choose a particle x from X .
2. Evolve it until the next time ti+1 via the system dynamics (for example, by running
the SSA).
3. Keep the last state (corresponding to time ti+1) and add it to x. This gives a new
particle x′ from the distribution p(x1, . . . ,xi+1 | y1, . . . ,yi).
4. Calculate a weight w for the particle according to the measurement model p(yi+1 |
xi+1).
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5. Repeat steps 1–4 to get a set of N weighted particles.
6. Resample from that set according to the weights. This gives a set of (uniformly
weighted) particles from p(x1, . . . ,xi+1 | y1, . . . ,yi+1).
One of the main shortcomings of this bootstrap particle filter algorithm [54] is the
so-called particle degeneration problem, i.e. the tendency of particles to become very
similar as the number of time steps grows. Solutions and adaptations have been proposed
to address this, and the algorithm has become a standard tool for sampling from the
posterior process x1:n | y1:n of a dynamical system. A major drawback is that its accuracy
can depend heavily on the number of particles N used in the approximation: a large
number may be required to achieve good accuracy, but this impacts the computational
performance of the algorithm.
The particle filter can be used as part of a parameter inference scheme, as shown by
Andrieu et al. in the definition of the Particle Marginal Metropolis-Hastings (PMMH)
algorithm [7]. The idea is to sample from the joint space of parameter and state values
using a M-H algorithm. This scheme uses a particular proposal so that the acceptance
ratio does not involve the latent state values, making it easier to compute. A particle
filter is run at each step to obtain unbiased estimates of the other quantities involved. The
resulting pseudo-marginal algorithm samples from the correct distribution of parameters
(and state values at the observation times), as described in Section 2.5.2.2.
Owen et al. [101] consider combining this approach with ABC: they propose to
run an ABC sampling scheme to obtain an approximation of the posterior distribution,
which is then used to initialise a number of Particle MCMC chains, as described above.
The idea is that the chains can be run in parallel and will converge quickly because
of the informative initialisation, improving computational performance. Hajiaghayi et
al. [57] propose an efficient way of performing the calculations in the case of CTMCs,
focusing mainly on the particle filtering step but also describing how it can be used
for parameter inference. Another application appears in [133], where Zechner et al.
consider the problem of inferring the parameters governing cellular processes from
measurements of a whole population of cells, where some of the parameters are unique
to each cell and others are shared between the population. They include a particle filter
as part of a more elaborate inference scheme that respects the shared or individual
nature of each parameter.
Particle MCMC methods have also been used in conjunction with the continuous
approximations discussed previously. The PMMH algorithm employed in [49] simply
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uses the dynamics of the diffusion approximation instead of the discrete stochastic
system when sampling a state path. In [48], both the diffusion approximation and
the LNA are considered as a way to improve the performance of a two-stage scheme.
First, the likelihood for a proposed parameter value is computed under one of the two
continuous approximations. Then, if this is high enough, the true likelihood is estimated
under the true stochastic dynamics using a standard particle filter, and this is used in the
usual M-H acceptance probability. This “delayed-acceptance” scheme has the goal of
weeding out unpromising parameter proposals before the expensive task of computing
the likelihood.
2.6.7 Other approaches
A technique which has not been discussed in the above is variational inference. The idea
behind it is to choose from a family of distributions the one that best approximates the
distribution of interest (in this case, the posterior). In contrast with sampling methods
like MCMC, it returns an analytical expression for the posterior, but an approximate
one. Although sampling methods have received much more attention in this setting,
Opper & Sanguinetti [100] have shown how to construct a variational approximation
for CTMCs.
Another interesting approach taken in [22] follows a very different direction. The
analysis shows how properties of CTMCs can be exploited to infer structural infor-
mation about the system in question. In the biochemical context, this amounts to
recovering the structure of the interactions, i.e the species involved in each reaction
and the stoichiometry matrix. The key idea is that, for a given starting state, the set of
possible states after an unknown number of reactions lie in a space that can be charac-
terised geometrically. Based on observations at intermittent times, then, the possible
jump vectors of individual reactions can be identified. Although primarily focused
on reconstructing the structure of the reactions, this method also permits parameter
learning, under the assumption that reaction rates follow the law of mass-action.
Bortolussi and Sanguinetti [16] have examined the problem of learning parameters
of stochastic systems when the observations are available not as measurements but as
binary data, indicating the satisfaction or not of logical properties over multiple runs
of the system. Their approach is to consider the satisfaction probability of a formula
(expressed in a temporal logic) as a function of the parameters. They then learn this
dependence using functional approximation techniques from machine learning. This




This chapter introduces the Probabilistic Programming Process Algebra (ProPPA), a
language for the description of continuous time, discrete state stochastic systems with
uncertain parameters. It incorporates ideas from probabilistic programming (namely,
the description of uncertainty and specification of observations) in the formal framework
of a process algebra. The presentation starts by describing the syntactic elements that
make up a ProPPA model. The semantics of the language is then defined in terms
of transition relations and a labelled transition system, followed by a discussion on
appropriate underlying objects (generalisations of CTMCs) that can effectively capture
the uncertainty in the model. The type of observations that we consider and the role of
inference are given particular attention. A preliminary version of this chapter appeared
in [40].
3.1 Background
This section introduces the FuTS (state-to-function transition systems) framework [26],
which is used in the remainder of this chapter. This formalism was developed to describe
various types of systems, including deterministic, non-deterministic and probabilistic,
using a common framework.
In a FuTS, the possible transitions from a state s are represented collectively as
s
α
→ f , where f is called the continuation and is a function over states. The value of
f (s′) then captures some information about the transition s α−→ s′. Depending on the
codomain of the continuation functions, FuTS can represent different kinds of behaviour
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and their associated information, such as non-determinism (continuations take boolean
values to denote possible next states), discrete time Markov systems (values in [0,1]
give transition probabilities) or continuous time Markov systems (values in R to denote
transition rates). The notation [s1 7→ v1,s2 7→ v2, . . . ,sn 7→ vn] is shorthand for a function
f such that f (si) = vi, i = 1 . . .n and f (s) takes the zero value of its codomain (0 for
real values, false for boolean etc.) for all states besides the specified si.
Essentially, FuTS are a different way of expressing operational semantics, and can
capture the same information as a small-step style description. As ProPPA represents
uncertainty using probability distributions, this alternative style, which already makes
use of functions, seems a natural fit for expressing its semantics.
3.2 ProPPA systems
ProPPA follows an approach similar to Bio-PEPA, where interacting systems are de-
scribed in terms of biochemical reactions. Although the terminology and viewpoint
is biologically inspired, this does not limit the possible application fields. The main
components on which a Bio-PEPA model is built are species and reactions, and ProPPA
inherits the same modelling style. Intuitively, species represent the different kinds of
agents in the system, while reactions describe the ways in which agents can interact.
The rates at which reactions occur are governed by parameters, which can be known or
uncertain. We also consider observations of the behaviour of the system, which can be
used to perform inference.
Example. To illustrate the ideas described in this chapter, we will use as a running
example a model of the spreading of rumours [16], a variant of the commonly-used
SIR epidemiological model [69]. The agents involved, through whose interactions the
rumours are spread, can be in one of three states: Ignorant, Spreader and Repressor.
Ignorant individuals are those unaware of the rumour, Spreaders are actively spreading
it through contact with Ignorants, while Repressors stop the spreading. We assume that
only new rumours are deemed worthy of spreading; thus, when two Spreaders meet
each other, they realise they are both spreading the same rumour and one of them stops,
becoming a Repressor. The spreading can also stop by contact of a Repressor with a
Spreader. We also assume that the number of individuals is constant, reflecting a fixed
population, and that there are no new rumours — therefore, agents cannot revert to





Figure 3.1: State transitions of a rumour-spreading agent. The arrow labels indicate the
type of agent that must be encountered for the corresponding transition to take place.
In ProPPA, this will be modelled using three distinct species, named I, S and R.
Each kind of interaction is modelled as a reaction: spread represents the contact of
an Ignorant with a Spreader, stop1 is the meeting of two Spreaders and stop2 is the
meeting between a Spreader and a Repressor. 
As will be shown below, the components of a model are built by combining different
species. At the same time, each such language term can also be viewed as a numerical
vector containing the counts of each species (assuming some arbitrary but well-defined
ordering of the species, which is not otherwise important). In the following, we use the
term state to denote either viewpoint, with the meaning being clear from the context.
When we want to explicitly map a language term P to the equivalent numerical vector,
we will write vec(P).
3.3 Syntax
A ProPPA model has five parts, which must come in a prescribed order, as described
below. Illustrating these, Figure 3.2 contains the ProPPA description of the example
system discussed above.
3.3.1 Parameter definitions
Parameters affect the dynamics of the system, and can be one of two types. Concrete
parameters have a fixed numerical value, which must be given when they are declared.
They are used simply for convenience, such as to facilitate experimenting with different
values when writing a model. Uncertain parameters, on the other hand, represent
unknown quantities. Instead of a value, their declaration includes a probability distribu-
tion describing the prior beliefs held about the parameter. This prior distribution can
originate, for example, from domain knowledge or imposed constraints. It is important
to note that this uncertainty does not mean that the value of the parameter changes
throughout the execution of a model, but rather that it is not a priori known. Uncertain




kineticLawOf spread : k_s * I * S;4
kineticLawOf stop1 : k_r * S * S;5
kineticLawOf stop2 : k_r * S * R;6
7
I = (spread,1) ↓ ;8
S = (spread,1) ↑ + (stop1,1) ↓ + (stop2,1) ↓ ;9










Figure 3.2: ProPPA model of the rumour spreading example, showing the different
parts of a model: parameter definitions (lines 1-2), reaction definitions (l. 4-6), species
definitions (l. 8-10), initial state (l. 12), observations and inference (l. 14-15)
parameters are used in the definition of kinetic laws, as detailed below, whereas concrete
parameters can be used whenever a numerical value is needed. In particular, this means
that the initial populations cannot refer to uncertain parameters.
The relevant definitions have the form
parameter def ::= num value
| distr def
where num value∈R is used to define concrete parameters and distr def is a probability
distribution with its associated parameters, e.g. Gaussian(0,1) or Exponential(10).
3.3.2 Reaction definitions
Every reaction has a name and a kinetic law, which is a function f : NM×RK → [0,∞),
where M is the number of species and K is the number of parameters. The kinetic
law controls the rate at which the reaction happens, according to the usual stochastic
dynamics: if the state of the system is s and the parameters have values k, the waiting
time before a reaction with kinetic law f happens is exponentially distributed with mean
1
f (s,k) (equivalently, the reaction occurs on average every f (s,k) time units).
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A reaction definition has the form
react def ::= kineticLawOf react : function def
where react is a reaction name and function def is a function definition.
3.3.3 Species definitions
A species definition has the form
species def ::= atomic def
| atomic def + species def
atomic def ::= (react,n)op
op ::= ↑ | ↓ | ⊕ | 	 | 
where react is a reaction name and n ∈ N∗.
A species is defined by listing its possible behaviours. An atomic behaviour de-
scribes the participation of a species in a single reaction, distinguishing what its role is.
There are five possible roles, inherited by the equivalent Bio-PEPA ones. A reactant,
indicated by the operator ↓, is a species whose quantity is reduced when a reaction oc-
curs. The ↑ operator indicates a product species, i.e. one whose amount increases. The
remaining three roles concern modifiers, species which are involved in a reaction and
thus affect its rate, but whose amount remains unchanged by the reaction. These roles
can arise, for instance, when modelling biochemical processes involving catalysts and
inhibitors of reactions, but can also represent more general situations, such as aspects
of the surrounding environment. The corresponding symbols are ⊕ and 	, according to
whether the species affects the rate in a positive or negative way, respectively, and the
more general  which does not specify the exact effect of a species.
The definition additionally contains a stoichiometry n, the net quantity by which
the count of the species is affected by the reaction. The intuition and terminology are
easier to understand in a biological setting. For a reactant, this is the amount of the
species that is consumed by the reaction. For a product, it is the amount produced. For a
modifier, it is the minimum amount required for that species to take part in the reaction.
The choice operator + allows the combination of alternative atomic behaviours, for
species which are involved in multiple reactions.
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3.3.4 Initial state
This corresponds to the model component of PEPA and Bio-PEPA, and describes
the initial configuration of the system. We have chosen to keep the same syntax,
making use of the cooperation operator BC
L
, where L is a set of reactions. The
meaning of the operator, informally, is that components joined in this way perform the
specified reactions jointly. In all the examples considered here, we use the notation BC
∗
,
indicating that the joined components cooperate on all the reactions they share with
each other. The initial state is specified as follows:




where n ∈ N and L is a set of reaction names. The notation S[n] denotes n copies of
species S or, viewed differently, that the level of S is n.
3.3.5 Observations, inference and configuration
This part of the model specifies the observations of the system, and which inference
method should be used. The parameters of the chosen algorithm can optionally be tuned.
The relevant keywords (observe, infer and configure) are discussed in more detail
in Section 3.5.
We can now give the formal definition of a ProPPA model:
Definition 6. A ProPPA model M is a tuple 〈Comp,Kc,Ku,F ,O,P〉, where:
• Comp is the set of species definitions;
• Kc is the set of concrete parameters;
• Ku is the set of uncertain parameters;
• F is the set of kinetic laws;
• O are the observations; and
• P is the model component.
Following [35], we call T = 〈Comp,Kc,Ku,F ,O〉 the context, and will often write a
model as M = 〈T ,P〉.
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3.4 Semantics
To define the semantics of a ProPPA model, we start by constructing two transition
relations and their corresponding LTS. This approach follows that of Bio-PEPA, which
uses a two-step semantics; indeed, we keep the name of the two transition relations
defined for Bio-PEPA.
3.4.1 The capability relation
The first of them is the capability relation −→c, which concerns the possible behaviour
of a (simple or compound) component. Informally, P l−→c S means that a component
P can become S; the action that corresponds to this transition, along with some other
information, is captured in the label l. The capability relation is qualitative: it expresses
only whether a transition is possible and does not give any information about its rate.
It is therefore, in a way, of “structural” concern, a consequence purely of the species
definitions.
Since ProPPA models only include uncertainty in the kinetic parameters, not in
the structure of the interactions (i.e. not in the species definitions), it follows that the
capability relation does not include any such uncertainty either; any non-determinism
found in it is a consequence of the choice and cooperation operators. For this reason,
the capability relation is identical to the one for Bio-PEPA, originally defined in [23]
in the standard structured operational semantics style. For the sake of coherence with
the next subsections, we reformulate it in terms of the FuTS framework, presented in
Figure 3.3. The capability relation is the smallest relation that satisfies these rules.
The first three rules, PrefixReac, PrefixProd and PrefixMod, define the be-
haviour of a simple component that is a reactant, product or modifier, respectively,
in a single reaction. Such a component can only perform one action, as indicated by
the “singleton” notation [S 7→ true] in these rules. The transition label contains two
elements: the reaction name, and a list of roles. Each element of this list has the form
S : op(l,k), with op ∈ {↓,↑,⊕,	,} and l,k ∈N. This indicates that species S has role
op and an initial level of l, which will change by k.
The rules Choice1 and Choice2 formalise the meaning of the choice operator +.
As mentioned above, a component P1 +P2 can perform all actions that either P1 or P2
can perform.
The semantics of the cooperation operator is defined in the rules Coop1, Coop2
and Coop3. For the behaviour of P1BCL P2 when considering an action α, we make a
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PrefixReac (a,k) ↓ S(l)
(a,[S:↓(l,k)])
−−−−−−→c [S(l− k) 7→ true] l ≥ k
PrefixProd (a,k) ↑ S(l)
(a,[S:↑(l,k)])
−−−−−−→c [S(l + k) 7→ true] l ≥ 0
PrefixMod (a,k) op S(l)
(a,[S:op(l,0)])





































 f1(Q1) if Q = Q1BCL P2false otherwise g2(Q) =
 f2(Q2) if Q = P1BCL Q2false otherwise
g1(Q) =

















(stop2,w3) w1 = [I ↓: (5,1),S ↑: (5,1)]
w2 = [S ↓: (5,1),R ↑: (5,1)]
w3 = [S ↓: (5,1),R ↑: (5,1)]





R[z] is shown as (x,y,z).
distinction according to whether or not α is shared between the cooperating components.
If it is not, but one of them can perform α, then the other component is ignored and
the P1BC
α
P2 behaves as P1 or P2 (rules Coop1, Coop2). If α is shared, however, both
components participate in the action, and we must record the changes for both of them.
This means concatenating the labels from both of their individual transitions, indicated
by the :: notation (Coop3).
Finally, a rule Constant is provided for completeness and to cover the species
definitions given in the model. Its intent is that, if a definition Q = P is present, then
Q behaves exactly as P. Because the list of roles derived for P makes reference to the
component name, this must be replaced by the name of Q; we write w[P→ Q] for a
copy of w where every instance of P has been renamed to Q.




R[5] in the rumour-spreading ex-
ample. From this particular state, all three reactions can occur. The relevant parts of the











































3.4.2 The stochastic relation
If the capability relation is a qualitative description of which states are reachable from
a given state, the stochastic relation −→s quantifies the rate at which these transitions
occur. Since the parameters controlling the rates can be uncertain, the rate of a transition
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is not fixed either, except in the extreme case where all the relevant parameters are
concrete. Every transition will therefore be assigned a distribution over possible rates,
expressing this uncertainty.
While the reachability information captured by the capability relation could be
derived from just the species definitions, deriving the rates requires additional elements
of the model — namely, the kinetic laws and the parameter definitions. The stochastic
relation is thus defined over entire models rather than components. It builds on the
capability relation, using the information contained therein; specifically, the state, which
is contained in the capability relation labels, is passed on to the appropriate kinetic law.
Informally, M (α,µ)−−−→s M ′ means that M can transition to M ′ via reaction α, and the rate
of that transition is distributed according to µ. Using the FuTS notation, this is written
as M
α
→ s f with f (M ′) = µ. A fixed rate r is expressed by the Dirac distribution δ(r),
where all the probability mass is assigned to r. The degenerate case δ(0) indicates that
the transition occurs at rate 0, i.e. never; this is used for completeness, when we need to
describe transitions that are not allowed by the capability relation.







where the function h maps models to distributions of rates:
hg,w,T (〈T ′,s′〉) =

δ(0) if T ′ 6= T
δ(0) if g(s′) = false
µ otherwise
Essentially, h makes sure that the capability relation is respected by assigning zero rates
to unreachable states or different contexts.
We now show how to derive the distribution µ over rates in the non-trivial cases.
Firstly, recall that the kinetic law of α is Fα(s,θ), generally a function of both the
state and the parameters. When considering transitions of a component P, the state is
fixed: the rate of leaving P via α is T (θ) = Fα(vec(P),θ), which depends only on the
parameters θ (or a subset of them). Since θ are random variables, this rate also follows
a distribution, whose pdf can be obtained by use of the following:
Lemma 1. If X is a continuous random variable with pdf fX and Y = T (X), where T







To see why this is valid, let us first consider the case where T is strictly increasing,
which implies that the inverse function T−1 is well-defined and is also increasing. The
cumulative distribution function of Y is then:





























Considering the case where T is strictly decreasing is similar and leads to the result (3.1).
Generalising this to multi-dimensional random variables is straightforward.





we denote with T the context defined by the model in Figure 3.2. In particular, the rates
for leaving that state are:
r1 = fspread(ks) = 25ks
r2 = fstop1(kr) = 25kr
r3 = fstop2(kr) = 25kr
Knowing that ks ∼ Uniform(0,1) and writing µ(ks) for its pdf, we can compute the pdf














25 ≤ 1⇔ 0≤ r1 ≤ 25
0 otherwise
This gives us the intuitive result that r1 is distributed uniformly between 0 and 25.
We can similarly obtain the same distribution for r2 and r3. The relevant part of the











































where µ1,µ2,µ3 all represent the pdf of the uniform distribution on [0,25].
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Based on the stochastic relation, we can refer to the set of reachable configurations
of the model. This will be useful in the next section.
Definition 7. The derivative set ds(M ) of a model M is the smallest set such that:
i. M ∈ ds(M ), and
ii. If P ∈ ds(M ) and, for some α, P (α,µ)−−−→s P ′ with µ 6= δ(0), then P ′ ∈ ds(M )
3.4.3 Probabilistic Constraint Markov Chains
The next step is to provide an underlying model that captures the dynamics described
by the stochastic relation. In languages including PEPA and Bio-PEPA, this is done by
constructing a CTMC based on the transition relations defined in the semantics. In the
case of ProPPA, however, it is easy to see that CTMCs are not appropriate. The reason
is that transitions between the states of a CTMC occur at specific rates, whereas the
ProPPA semantics defines distributions over rates, instead, reflecting the uncertainty in
model parameters. We therefore need a generalisation of CTMCs which will allow for
the description of such uncertainty.
The Constraint Markov Chain (CMC) framework, described in Section 2.3.1, can
provide a starting point for the object we require. CMCs, defined for discrete-time
systems, handle uncertainty by specifying a constraint satisfaction function, essentially
allowing or disallowing particular values of the transition probabilities. There are two
limitations which stop CMCs from meeting our needs, however. The first is that the
definition assumes working with discrete time, whereas we are modelling continuous-
time systems; we must therefore consider not transition probabilities, but rates. The
second, more subtle, reason is that while a CMC defines which values are acceptable, it
says nothing about their relative likelihood. In order to match the semantics, we need to
go a step further: instead of just considering the set of acceptable rates, we must place a
distribution over them.
This move from the boolean view to a quantified one, along with the switch to the
continuous time domain, naturally leads to the following definition:
Definition 8. A Probabilistic Constraint Markov Chain (pCMC) is a tuple 〈S,o,A,V,φ〉,
where:
• S is the set of states.
• o ∈ S is the initial state.
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• A is a set of atomic propositions.
• V : S→ 22A gives a set of acceptable labellings for each state.
• φ : S×S× [0,∞)→ [0,∞) is the constraint function.
A few things are worth noting about this definition. Firstly, for any pair of states
s, t, the function φ(s, t, ·) is a probability density, which is why it takes values in R+.
Furthermore, it is properly normalised, i.e.
∫
∞
0 φ(s, t,r)dr = 1 for every s, t ∈ S. Every
state can be labelled with any number of atomic propositions. Following the original
definition of CMCs, we permit more than one such labellings, hence why V maps each
state to a set of sets of propositions. As we are not concerned with model checking of
pCMCs, we will not address this point further.
In a way, we can think of pCMC as a distribution over classic CTMCs. The
continuous-time equivalent of a CMC, similarly, could be viewed as a family or set
of CTMCs, each of them obtained for a specific choice of rates. Between the two,
pCMCs can express richer information (akin to the difference between the probabilistic
and purely non-deterministic settings), which makes them more suited to capturing the
uncertainty contained in ProPPA models. With this additional expressive power, it is
easy to map the LTS corresponding to the stochastic relation to a pCMC.
The pCMC will have one state for each state in the derivative set. The constraint
function φ can be obtained by the stochastic relation, with one subtle point: there may
be more than one way (reaction) of transitioning between a pair of states. In this case,
all possible transitions must be considered when constructing the pCMC, and the rate
will be the sum of the rates over all possible transitions. The distribution of this total
rate can be computed by keeping in mind the following:
Lemma 2. If Xi, i = 1, . . . ,N are continuous random variables with respective density
functions fi, then the variable ∑Ni=1 Xi has density f1⊗ f2⊗·· ·⊗ fN , where ⊗ denotes
convolution of functions.
To formalise this, we introduce some new definitions. Firstly, we define the set of
possible reactions between two states s and t as
As,t = {α | ∃ f : s
α
→ s f and f (t) 6= δ(0)}




f (α)(t), where s
α
→ s f (α)
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A ProPPA model 〈T ,P〉 can now be mapped to a pCMC 〈S,o,A,V,φ〉, where:
• o = P, the model component of the model,
• S = ds(〈T ,P〉),
• A =∅ and V (s) = {∅} ∀s ∈ S,
• φ(s, t,r) = µs,t(r), where µs,t is the total rate distribution defined above.
Note that, since we are not concerned with model checking, we provide no propositions
or labellings. Furthermore, to match the semantics of ProPPA, we consider pCMCs as
Uncertain Markov Chains (Section 2.3.1). This means that, to simulate the chain, we
only ever pick a single rate for a transition. This reflects the fact that parameters in a
ProPPA model have a constant value, even if that value is not known.
In the extreme case where all the constraint functions are Dirac distributions, i.e. all
the rates are fully known, the pCMC essentially collapses to a CTMC. This can arise,
for example, when all the parameters of a ProPPA model are concrete. In that case, the
semantics matches that of a Bio-PEPA model.





From the stochastic relation, we know that the possible next states are










The only way of going from s to t is via reaction spread, the rate of which has a
distribution µ1. There are two ways to go to t ′: stop1 and stop2, whose rates are
distributed as µ2 and µ3, respectively. From the previous example, we know that
µ1 = µ2 = µ3 = Uniform(0,25). In the pCMC, there will be a single transition between
s and t ′, covering both reactions. Its rate will be distributed with pdf µ23 = µ2⊗ µ3,
which can be seen to be a triangular or Irwin-Hall distribution over [0,50] (Figure 3.5).
The corresponding values of the constraint function will be:
φ(s, t,r) = µ1(r)
φ(s, t ′,r) = µ23(r)
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Figure 3.5: Probability density functions of the rates for the transition from s to t (left)
and to t ′ (right) in the example model.
3.5 Observation and inference
The previous sections have discussed how uncertainty about parameters is represented
and integrated into the ProPPA semantics. We will now consider the second novel
contribution of ProPPA, that is, the inclusion of observations from a system, and the
process of inference. Observations contain information about the behaviour of the
system, which complements the knowledge specified in the priors. One can think of
inference as taking advantage of this observed information, combining it with the priors,
and providing a new distribution over the parameters that reflects both sources.
3.5.1 Form of observations
The observe keyword specifies a file containing observations from the system. The
specification of the language is open-ended with respect to the form that these take;
the particular details are determined by the algorithm that is to be used, as different
methods act on different kinds of data. We give two examples of forms that can be used.
In many cases, the required input will be a time-series of observations from the
system. This can be represented as a matrix, where the first column contains observation
times, and every other column corresponds to a species; these columns contain mea-
surements, possibly noisy, of the corresponding species at the given time. A time-series
corresponds to a single experiment or run of the system, so multiple observations could
be incorporated by specifying more than one file.
An alternative is to describe the observed behaviour using temporal logic formulae.
Depending on the chosen logic, this could be satisfaction probabilities of certain proper-
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ties, calculated over a number of experimental runs, or desired behaviour that we want
to force the system to have (in order to match existing knowledge, for instance).
3.5.2 Semantics of inference
As with the form of the observations, the language definition does not specify a particular
inference algorithm. This is by design, so as to have an extensible platform where
different methods can be added. In general, however, inference methods fit a shared
framework: their purpose is to extract information from the observations and combine it
with the specification of the model, resulting in a new distribution over the parameters.
More formally, an inference algorithm can be seen as a transformation of the context,
changing a model M = 〈Comp,Kc,Ku,F ,O,P〉 to M ′ = 〈Comp,Kc,K ′u,F ,∅,P〉.
On a practical level, the infer keyword declares the algorithm that is to be used.
The user can control the behaviour of the algorithm by defining appropriate parameters
in a configuration file, specified via the optional configure statement. The various
algorithms and configurable parameters are detailed in Chapter 5.
3.5.3 Inference examples
We close the chapter by showing two examples of performing inference on the model
of Figure 3.2, using the two different forms of input described above. We do not go into
details about the algorithms used as they will be discussed in subsequent chapters. We
note, however, that the first solution is a very simple approach, and that developing more
efficient inference methods is the subject of the next chapter. In both cases, the prior for
each of the two parameters kr and ks is a uniform distribution on [0,1] (Figure 3.6a).
Inference from time-series observations
We first assume that our observations are measurements of the species at different times
during a run of the system. We can use an ABC algorithm that provides a simple way
of exploring the parameter space and keeping those values which better fit the data.
ABC is particularly useful in cases where the likelihood is unknown or intractable to
calculate. The algorithm returns an approximation to the posterior distribution as a set
of parameter samples.
For this experiment, we simulated the system with ks = 0.5, kr = 0.1, and used ten
points from the resulting trajectory as the input time-series. We used the ABC-MCMC
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algorithm [125] described in Section 2.6.3, tuning its parameters to achieve a reasonable
acceptance rate. New model parameters were proposed from Gaussian proposals with
standard deviation 0.07. For each sampled trajectory, we computed its Euclidean
distance from the input; this calculation was performed for each species separately and
the total distance was compared to a threshold of 6.
We gathered 100,000 parameter samples, plotted in Figure 3.6b. Considering each
parameter separately yields the histograms in Figures 3.6c and 3.6d. From these, we
can see that kr is estimated better and, additionally, is distributed much more narrowly
than ks. The fact that the posterior distribution of ks is broad is itself informative: it
indicates that the observations do not allow further reduction of uncertainty or, in other
words, they are consistent with a wide range of parameter values.
This can, indeed, be validated experimentally. Simulating the system for values of
ks in [0.3,1.0] shows that its behaviour does not change much in this range, supporting
our results. Even with this wide variance, however, the posterior differs from the
prior in that it assigns little or no probability to values of ks in [0,0.3). In this range,
the behaviour of the system becomes even qualitatively different to that in the input
observations — specifically, the number of ignorants does not decrease to zero in the
long term, on average. These values are therefore not favoured in the posterior.
Inference from specification
We now examine the possibility of inference from specification in the form of logical
constraints, rather than quantitative observations in the form of time-series. In many
cases detailed quantitative information is not readily available, whereas we have an
idea of how the model should behave with respect to certain properties. We follow the
framework of [16], in which observations are satisfaction values of formulae specified
in a suitable temporal logic. This method uses Statistical Model Checking to obtain an
estimate for the parameter value that optimises the posterior distribution. For a fuller
Bayesian treatment, we can use this to approximate the whole posterior by employing
the Laplace approximation [124]. Briefly, this involves finding a maximum of the
logarithm of the posterior and calculating its second-order derivatives around that point.
We then construct a Gaussian distribution that is centred on the maximum and has
matching second derivatives. This Gaussian constitutes the Laplace approximation to
the posterior.
For this example, we have considered the following three properties, expressed in
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Figure 3.6: Inference results for the example model: (a) prior distributions; (b)-(d):
samples from the posterior when using ABC and histograms of sample values for each
parameter (red lines mark the true values); (e) contours of the Laplace Approximation of
the posterior when using formulae as inputs, with the outer ring corresponding to the
98th quantile (black dot marks the true values).
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Metric Interval Temporal Logic [3]:
• G[3,5](I > 0): There are still ignorants at all time points between time 3 and 5, i.e.
the rumour has not reached everyone in the population.
• G[0.5,1](R≥ S): Between time 0.5 and 1, there are always more repressors than
spreaders.
• (F[0,1](S ≥ 7.5))∧ (G[1,2](S ≤ 3.75)): The proportion of spreaders reaches or
exceeds 50% of the population before time 1, and between time 1 and 2 the
spreaders are always less than or equal to 25% of the population.
In order to produce the input specification data, we simulated the system 100 times
after fixing ks = 0.5, kr = 0.1 as before. After running the optimisation algorithm
using this input and the priors from the model, we obtained estimates of 0.5236 and
0.1098 for ks and kr respectively. Figure 3.6e depicts the contours of the posterior
Gaussian distribution, given via Laplace approximation. Similarly to the previous
section, the model appears to be less sensitive to ks compared to kr. This is reflected in
their standard deviations, as given by the Laplace approximation; these are 0.0288 and




Inference for MJPs via Random
Truncations
This chapter explores some methods for learning MJP-based models from time-series
observations, focusing on the case of processes with infinite state-spaces. We propose
a new approach for dealing with such systems, building on previous work for MJP
inference and combining it with a method for obtaining unbiased estimates of infinite
sums. The result is a pair of algorithms that make use of pseudomarginal MCMC theory
to sample from the correct posterior distribution, are more scalable than state-of-the-art
methods and provide a principled treatment of open systems.
We start by formulating the problem. We consider a pMJP with state-space S and
rates given by a function r, i.e. rθ(s,s′) is the rate of jumping from s to s′ for s,s′ ∈ S .
The rates can generally depend on a finite number of parameters θ = (θ1,θ2, . . . ,θK),
but we will drop the explicit dependence on θ unless its value is not clear. We assume
that each θ j has a known prior distribution p(θ j). We are given a set of observations
D = {(ti,yi)}Ni=1, where yi is a measurement of the process at time ti, possibly cor-
rupted according to some (known) noise model. Our goal is to compute the posterior
distribution of each parameter, p(θ j |D), j = 1, . . . ,K.
As we will see, the main difficulty lies in expressing or computing the likelihood.
We start with the simplest, solvable case.
4.1 Metropolis-Hastings sampling for finite processes
If S is finite, the process can be described by its generator matrix A (see Section 2.1).
In this case, the CME consists of a finite number of ODEs, which can be solved to give
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the time-marginal of the process at any time t as:
pt = p0eAt (4.1)
Assume that the probability of measuring y when the state at that time is s is given by




and the likelihood can be written as






pti(s | θ)π(yi | s) (4.2)
which can be computed via (4.1). This calculation of the likelihood can be embedded
in a M-H scheme and used to sample from p(θ |D).
As explained in Section 2.6.1, however, this theoretical possibility is not always
useful in practice. As the size of S grows, computing the matrix exponential required
for (4.1) becomes very computationally expensive — and this is a step that must be
repeated for every sampled parameter value. An alternative to using (4.1) is to work
directly with the CME. This involves constructing and numerically solving a set of
ODEs whose number is equal to the size of the state-space. This method is complicated
by the rapid combinatorial growth of the number of states in pMJPs, which leads to the
need for optimisations such as in [6]; furthermore, the ODE solution can be numerically
challenging due to stiffness. More importantly, these approaches fall short when S is
infinite, in which case the generator cannot even be directly computed.
4.2 Inference for infinite state-spaces with the Finite
State Projection
A simple approach to dealing with infinite state-spaces is to impose a limit on the count
of each species, thereby creating a bounded state-space. This can be done, for instance,
by using some heuristic about counts that the process is not likely to exceed, or by
removing states that are not deemed likely enough, as in [6]. Such methods, however,
introduce inaccuracies which are often hard to quantify. The Finite State Projection
(FSP) [94] presents an alternative, systematic method of bounding the state-space in a
way that maintains a desirable accuracy.
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The FSP is a method for approximating the transient probability pt of a MJP at a
given time t and starting from a known initial distribution p0. A sketch of the method is
shown in Algorithm 3. It works by constructing a truncation Ŝ of the state-space, so
that the probability of escaping Ŝ during [0, t] is less than a specified error threshold
ε; the method computes an approximate probability distribution p̂t by working on
this reduced space. It can be applied in order to achieve performance benefits from
reducing large state-spaces, or to make infinite state-spaces tractable by constructing
a finite approximation to them. The resulting approximate distribution p̂t can be used
in the computations of the likelihood in (4.2) as a proxy for the true solution of the
CME. Perhaps surprisingly, this approach does not seem to have been explored in a
Bayesian setting, although there has been some work on using it for maximum likelihood
parameter estimation [68].
The main issue is the construction of the space Ŝ. The process is generally iterative,
starting from a small set of states and adding more until the error condition is satisfied.
However, this process can result in adding states that do not contribute much to the
accuracy, but only grow the state-space. Checking whether the error condition is
met after every expansion requires solving the CME repeatedly. Additionally, some
implementations ([95]) suggest running the SSA to “seed” the initial set of states. All
these issues compound the complexity of the method. A particularly troublesome point
is that the space Ŝ and thus the solution p̂t are obtained by analysing the process for
specific values of its parameters. As different parameter values vary the dynamics, it
cannot be assumed that the error guarantee reached will hold for the whole parameter
space. It therefore becomes necessary to repeat the whole procedure whenever different
parameters are considered, i.e. in every step of the M-H sampler.
4.3 Random truncations of the state-space
In a sense, the FSP tries to create an optimal (for the given error treshold) truncation
of the state-space, but does not always manage to yield a minimal space. We now
present an alternative approach which overcomes the drawbacks of the FSP, in particular
creating unnecessarily large state-spaces. This is achieved by truncating the state-space
randomly, while maintaining desirable statistical properties. We begin by describing the
underlying method, long present in the field of computational physics [102] but recently
introduced in the statistics and machine learning communities [80].
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Algorithm 3 Finite State Projection (as in [94])
Input: Initial distribution p0, final time t, error threshold ε
Output: A truncated state-space Ŝ and approximate solution of the CME p̂t
1: Initialise Ŝ
2: Compute generator A for Ŝ
3: Calculate p̂t = p0eAt , an approximation to the true solution of the CME
4: Compute error = 1−||p̂t ||, i.e. the probability of leaving Ŝ before t
5: while error > ε do
6: Expand Ŝ
7: Expand A by adding rows and columns corresponding to the new states
8: Compute p̂t and error for the new Ŝ
9: end while
10: return Ŝ, p̂t
4.3.1 The Russian Roulette method
Assume we wish to estimate an infinite sum a = ∑∞N=0 aN , where each term aN is
computable. One way of approximating the sum is to pick a single term ak, where
k is chosen from any discrete distribution with mass p0, p1, . . . . We can immediately





pN = a and is therefore an unbiased
estimator of the infinite sum. An issue with this approach is that, depending on the
choice of distribution pi, the variance of â might be very large, even infinite.
A reduced variance estimator can be obtained by approximating a with a partial
sum up to order N, weighted appropriately. The number of terms is chosen randomly
— at every term j, a random choice is made: there is a probability 1−q j of stopping




pN = ∏N−1j=1 q j (see Algorithm 4). The chance of definitely stopping this process at
each iteration lends the scheme its “Russian Roulette” name. It can be shown (see, for
example, [80]) that E[â] = a, therefore the method yields an unbiased estimator of the
full sum. Its variance can be shown to be finite under certain conditions; we return to
this issue later in this section.
4.3.2 Truncating the likelihood
In order to use this method, we must express the likelihood as an infinite sum. The
choice of what variable to sum over (in other words, marginalise out) is not clear.
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Algorithm 4 Russian Roulette
Input: Terms an, stopping probabilities qn






6: â← â+ aip
7: p← p ·qi
8: i← i+1
9: with probability qi, stop← true
10: until stop
11: return â
Previous work ([17]) attempted to marginalise out the number of reactions that have
occurred within a given time. However, this led to a method with complex calculations
and very slow performance. Our approach, instead, is to marginalise out the maximum
state reached in that time.
For simplicity, we start by considering a one-dimensional process with known initial
state s0 and a single observation point (t,st), measured noiselessly. The likelihood in
this case can be written as:




pt(st ,max(s0:t− s∗) = N | s0,θ) (4.3)
where s0:t represents the possible states visited during [0, t], and s∗ = max(s0,st). Es-
sentially, we are decomposing the space of process trajectories into a nested sum over
subspaces of trajectories which differ by at most N from the observations. Note that the
constraint on the maximum of (s0:t) does not simply define a state-space, but constrains
us to consider only those trajectories that actually achieve a “dispersal” of N. It is thus
not exactly the solution of the CME. However, if we define
f (N)t (s
′,s) = pt(s′,max(s0:t− s∗)≤ N | s,θ)
then each term in (4.3) can be decomposed as:
p(N)t (st ,s0)≡ pt(st ,max(s0:t− s∗) = N | s0,θ) = f
(N)
t (st ,s0)− f
(N−1)
t (st ,s0) (4.4)
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Each of the two terms in (4.4) is a transient probability on a finite state-space, and
can be computed by constructing the corresponding generator matrix and solving the
CME. Note, also, that through the two equations above, the likelihood is now expressed
as a telescopic sum. This means that, when computing term p(N) in (4.3), the second
sub-term of (4.4) has already been calculated for p(N−1). It is worth pointing out that
computing f (N)t (st ,s0) from f
(N−1)
t (st ,s0) is not trivial and requires solving the CME
again, even if the corresponding expansion of the state-space is small.
This is easily generalised to multi-dimensional processes by simply considering each
dimension separately. For initial state s0 =(s10, . . . ,s
M
0 ) and observation st =(s
1
t , . . . ,s
M
t ),










. The constraints we impose on s0:t are
then pointwise extended to each dimension, i.e. for f (N)t we require si−max(si0,sit)≤ N
for each i = 1, . . . ,M during [0, t], and for p(N)t we require that si−max(si0,sit) = N for
at least one i and some time point in [0, t].
Example. Consider a two-dimensional process. Assume that we noiselessly observe its
value at times 0 and t as s0 = (1,1) and st = (0,2). From these two measurements, we
form s∗ = (1,2) which will be the “base” of the state-spaces we construct, i.e. the state
against which the dispersion is measured. We define the spaces S0 and S1 as shown in
Figure 4.1. The terms f (n)t (s,s0) for n = 0,1 correspond to the probability of being in
state s at time t assuming the process has never left Sn. The term
p(1)t (st ,s0) = f
(1)
t (st ,s0)− f
(0)
t (st ,s0)
is then the increase in the likelihood by considering the space S1 instead of just S0. Note
that f (n)t (s,s0) = 0 for s /∈ Sn, and consequently p
(n)
t (s,s0) = 0.
It is also straightforward to incorporate noisy observations. If y is measured through
a noise model π(y | s), as above, then each summand in (4.3) is instead:
p(N)t (y,s0) = ∑
s





f (N)(s,s0)− f (N−1)(s,s0)
)
where now s∗=max(s0,y). Although this is written as a sum over all possible states, the
terms f (N)(s,s0) and f (N)(s,s0) will be zero for all s s.t. s− s∗ > N. The computations
can therefore proceed exactly as before.
Generalising to a whole time-series of observations D = {(ti,yi)}Ni=1, the Markovian
and time-homogeneous nature of the process allows us to decompose the likelihood as:
p(D | θ) = p∆t1(y2 | y1,θ) · · · p∆tN−1(yN | yN−1,θ)
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(1,0) (1,3) (1,4)
(2,0) (2,1) (2,2) (2,3) (2,4)









Figure 4.1: Example of truncated state-spaces, showing the observed states, the “base”
state and the first two spaces S0 and S1.
where ∆ti = ti+1− ti. Note that, for each interval (ti, ti+1), the previous observation
yi induces an initial distribution over states by inverting the noise model π(yi | s)1.
An unbiased estimate L̂i for every factor can be computed as above. Since these are
independent, L̂ = ∏Ni=1 L̂i is an estimator for the whole likelihood and is still unbiased.
4.3.3 Metropolis-Hastings sampling with random truncations
We have described how to use the Russian Roulette procedure to obtain an unbiased
estimate L̂(D | θ) of the likelihood. This can be used instead of the true likelihood in
a pseudo-marginal M-H algorithm, in order to draw samples from the true posterior
distribution over θ (see Algorithm 5).
For the purposes of this chapter, we choose a qn sequence such that the probability
of accepting a term decreases geometrically; specifically, we use qn = aqn−1, with
q0 = 1 and a = 0.95. We show an empirical analysis of the variance in Section 4.5.1
that validates our choice of qn and indicates that performance is robust with respect to
the choice of the particular stopping distribution.
1We assume here that the inverted model has finite support, i.e. that the set {s | π(yi | s)> 0} of states
from which an observation yi is possible is finite.
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Algorithm 5 Metropolis-Hastings sampler with random truncations
Input: Observations D = {(ti,yi)}Ni=1
Output: Samples {θi} from the posterior distribution p(θ |D)
1: Sample parameters θ0 from priors
2: Choose a truncation point randomly via the Russian Roulette procedure
3: Compute L, an estimate of likelihood as per Section 4.3.2.
4: i← 1
5: repeat
6: Propose new parameters θ∗
7: Choose a truncation point randomly
8: Compute estimate of likelihood L∗








10: With probability a, set θi← θ∗ and L← L∗; else, θi← θi−1
11: i← i+1
12: until convergence reached or enough samples taken
4.3.4 Variance of the estimator
An important issue with pseudo-marginal methods is that of the variance of the estimator
used for the likelihood, as a high variance can have a severe impact on the performance
of the sampler. In general, the estimators obtained via Russian Roulette can have infinite
variance. However, we show conditions under which we can ensure that the variance
is finite. Starting from the general result, we will use specific properties of the terms
in (4.3) and interpret the conclusion in the MJP context.
The main result on the variance of the Russian Roulette-style estimator can be found
in [80]:










then the variance of â is finite.
We first observe that in our case the summands aN are probabilities and therefore




l=N al: for a given N and different values of the upper limit j, we obtain the
infinite sequence
{aN ,aN +aN+1,aN +aN+1 +aN+2, · · ·}
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We know that ∑∞N=0 vN will converge (and, from Lemma 3, the variance of the estimator






This result suggests choosing the stopping distribution qN so that the survival
probability pN decreases slower than aN . In terms of MJPs, recall that aN is the
additional probability of reaching the target state if we expand the state-space. What
is important, therefore, is (perhaps unsurprisingly) the asymptotic behaviour of the
process as we consider increasingly larger state-spaces. To our knowledge, there have
not been any results on this for either the general case or particular stochastic processes,
and so we cannot offer advice on how to best choose the stopping distribution. However,
the empirical results presented in this chapter show that a geometric distribution appears
to work well and robustly for the examples considered.
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4.4 Gibbs sampling
An alternative to the M-H sampler described so far has been explored by Rao and Teh
in [109] and [110]. The main result of that work is a method for drawing sample paths
from a MJP conditioned on observations D. Furthermore, they show how this can be
used as a step in a joint parameter-state Gibbs sampling algorithm. Their approach
works with a formulation of the process in terms of exit rates and transition probabilities
(cf. page 10).
Their idea is to place Gamma priors on each exit rate, and a Dirichlet prior on the
vector of transition probabilities from each state. A simple analysis then shows that,
conditioned on a full path of the process (S,T ), the distribution of the exit rates is
again Gamma, and that of the jump probabilities is Dirichlet, with easily computable
hyperparameters. This is due to the exponentially-distributed waiting times. This result
enables the construction of a Gibbs sampler with two steps: sampling a path (S,T )
from p(S,T | θ,D), and sampling parameters from p(θ | S,T,D) = p(θ | S,T ). The
last conditional independence relation simply reflects the fact that the full path contains
more information than the observed points do.
While this idea is interesting, it has some drawbacks which limit its applicability.
Firstly, considering each exit rate and jump probability vector separately quickly leads
to a high number of dimensions. Additionally, it does not accurately reflect the truth
in cases where the rates depend on shared parameters — as is, indeed, often the case
with kinetic laws. Finally, the proposed method requires a finite state-space and is
therefore inapplicable in open systems. This last point could be managed by imposing
an upper limit, as described previously, but this can severely impact the performance of
the algorithm, as we will show later.
We can keep the main idea of the approach and modify it to address the first two
of these concerns. We will then show how it can be combined with a Roulette-style
truncation strategy in order to manage infinite state-spaces.
4.4.1 Sampling a path
Before explaining our contributions, we summarise the algorithm proposed by Rao &
Teh for sampling a path of a finite-state MJP from observations. This assumes that the
process is fully specified, i.e. the rates of all its transitions are known.
The key idea is to impose a discretisation of time based on the principles behind
uniformisation [62]. Essentially, any path (S,T ) with transitions at times t can be
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expanded to one that includes virtual transitions at times τ. On all virtual jump times
between two real jump times ti, ti+1, the process loops back to state si. In [110], the
authors make use of statistical properties of MJPs to show how the τi can be sampled
so as to maintain the correct time-marginal distribution (essentially, that the number
of virtual jumps is Poisson-distributed). Conditioned on the jump times (both true
and virtual), the sequence of states can be viewed simply as a trace from a discrete-
time process (one that allows self-loops). This discrete system can now be treated by
standard methods: given a sequence of observations, a new sample of the process can
be drawn through a forward filtering-backward sampling (FFBS) algorithm. This gives
a new trace on the same times, which includes virtual jumps (but with the virtual jumps
generally occurring at different times than in the original). Keeping only the true jumps
results in new path from a continuous-time process. As shown in [110], this process
produces paths drawn from the correct posterior process.
Algorithm 6 MJP Posterior Path Sampling (from [110])
Input: Observed data S at times T
Output: A path from the posterior process
1: Sample new times T ′ from a Poisson process
2: Augment times to T ∗ = T ∪T ′
3: Run FFBS algorithm to get new state sequence V on T ∗
4: Drop virtual jumps from V to obtain Ṽ and corresponding times T̃
5: return T̃ ,Ṽ
4.4.2 Sampling the parameters
Instead of considering each transition independently from all others, we will instead
assume that every transition is an instance of a transition type, reflecting the different
kinds of interactions which can occur in the system. Each of the transition types has
an associated rate law, which gives the rate of the transition as a function of the state
(the correspondence with ProPPA reactions and kinetic laws is hopefully clear). These
rate laws can depend on parameters. Each transition type also has an update vector u,
which determines the next state of the process: if occuring in state s, then the next state
is s+u. Since the number of transition types will generally be low, this significantly
reduces the dimensionality of the problem, from quadratic in the number of states (with
the Rao-Teh approach) to linear in the number of reaction types. Additionally, as the
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parameters are shared by all transitions of a certain type, this accurately captures the
dependence between the various transitions.
In order to still be able to take advantage of conjugacy, we impose the following
three requirements on the transition types and their laws:
i. Each rate law has the form fi(s) = θiρi(s), where the ρi(s) can be any function
of the state.
ii. Each parameter θi has a Gamma prior: θi ∼ Gamma(ai,bi).
iii. Each transition type has a distinct update vector.
Let (S,T ) be a full trajectory of a process with R transition types, where S =
(s0,s1, . . . ,sK) is the sequence of states at times T = (t0, t1, . . . , tK). From assumption
(iii) above, inspection of S is enough to determine what kind of transition occurred at
each step; let uk denote the transition type at time tk+1, i.e. the one whose update vector
is sk+1− sk. The total rate of exiting state sk is rk = ∑Ri=1 θiρi(sk). Since the waiting
time between jumps is exponentially distributed in a MJP, this gives
p(tk+1 | tk,sk) = rke−∆tkrk , where ∆tk = tk+1− tk
The probability of the next state being sk+1 is
θuk ρuk (sk)
rk
. The total probability of the
path is then:




























Therefore, conditioned on the full trace, the parameters are again Gamma-distributed
with shape ai +Ni and rate bi +∑K−1k=0 ∆tkρi(sk), where Ni is the number of times the ith
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transition type is observed in the trace (a similar derivation can be found in Chapter 10
of [130]). Hence, we have exact Gibbs updates for the kinetic parameters; notice that,
since we have a single parameter for each reaction, the number of parameters to be
sampled is often orders of magnitude lower than the number of parameters sampled in
[110] (one per possible state transition), yielding computational and storage savings.
4.4.3 Modified Gibbs with random truncation
The algorithm described above can be modified so as to allow for infinite state-spaces.
The difficulty is that there is no direct way to sample trajectories without a bound on
the state-space, as the uniformisation sampler requires a finite number of states. To
work around this limitation, we propose to sample a truncation point via the Russian
Roulette procedure. This defines a finite state-space, on which we can then draw a
trajectory and parameters as above. Essentially, we are introducing an auxiliary variable
in the sampler, the truncation point m∗. The benefit is that conditioning on m∗ lets us
sample paths and parameters as before. The drawback, however, is that we are no longer
considering the correct conditional distributions required for Gibbs sampling, i.e. we
sample from p(S,T | D,θ,m∗) instead of p(S,T | D,θ). We are therefore no longer
able to accept every trajectory and parameter sample drawn, and must instead introduce
an acceptance ratio. We thus refer to this as a modified Gibbs or Gibbs-like algorithm.
A sketch of the main part is given in Algorithm 7.
Algorithm 7 Modified Gibbs sampler with random truncation (sampling step)
Input: Observations D , current parameters θi and path (Si,Ti)
Output: Next sample of parameters θi+1 and path (Si+1,Ti+1)
1: Propose θ∗ from p(θ | Si,Ti) as per Equation (4.5)
2: Choose a truncation point m∗ via Russian Roulette
3: Propose a path (S∗,T ∗) from p(S,T |D,θ∗,m∗) as per Section 4.4.1
4: Compute the acceptance ratio a from Equation (4.6)
5: With probability min(a,1), set θi+1 ← θ∗ and (Si+1,Ti+1)← (S∗,T ∗); else set
θi+1← θi and (Si+1,Ti+1)← (Si,Ti)
The acceptance ratio at every step is
a =
p(i+1)(S∗ | θ∗,D)p(i+1)(Si | θ∗,D)
p(i)(Si | θ∗,D)p(i)(S∗ | θ∗,D)
(4.6)
where p(n)(S | θ∗,D) is the posterior probability of a trajectory S under the truncation
70 Chapter 4. Inference for MJPs via Random Truncations
point in iteration n. We must therefore compute the probabilities of the “old” and
proposed paths under both the previous and the currently proposed truncation.
These quantities can be computed via the forward-backward algorithm on the
corresponding state-spaces. Note that, if we could draw trajectories from the whole
state-space without truncating it, the terms in a would cancel out, giving standard Gibbs
sampling with acceptance rate of 1.
It is important to observe that this auxiliary variable Gibbs sampler actually targets
the joint posterior distribution of parameters and trajectories. As such, it provides richer
information than the M-H sampler (which directly targets the parameter posterior), but
may be less effective if one is solely interested in parameter inference. The performance
can also be affected by computational factors, particularly the costs of drawing sample
trajectories (which is not needed if we compute the likelihood by matrix exponentia-
tion). In general, such costs will be model- and data-dependent, so that some domain
knowledge or initial exploration may be advisable before deciding which of the two
proposed algorithms to use.
4.5 Example results
4.5.1 Empirical variance
Before showing how our algorithms perform against the state of the art, we present
empirical evidence that our Russian Roulette-style truncation approach produces estima-
tors with low variance, an issue that has recently received attention in pseudo-marginal
methods [28, 119]. Additionally, we show that the estimator is robust to the choice
of the particular stopping distribution qn used in the truncation scheme. To verify
this, we considered three different qn sequences, applied to the predator-prey model
described in Section 4.5.2. All schemes were of the form qn = aqn−1 with q0 = 1 and
a ∈ {0.95,0.75,0.2}, respectively yielding 5.6, 2.4 and 1.2 terms on average. For each
scheme, we calculated 1000 estimates of the transition probabilities between observa-
tions, obtaining estimates of the log-likelihood and computing its mean and variance.
This was repeated for 10 different parameterizations of the model. It can be seen
(Table 4.1) that the variance of the estimator (measured as the coefficient of variation of
the log-likelihood) is consistently low. This validates our approach and indicates that
the stopping distribution does not critically affect performance and therefore does not
require fine-tuning. An intuitive explanation for this robustness is that the state-spaces
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Figure 4.2: (a) Full trace (continuous line) and observations (dots) used in the birth-death
process example; (b) Parameter samples for the birth rate using Algorithm 1, illustrating
undesirable “sticking” behaviour when taking 5.6 terms on average
considered must include the observations by construction, and therefore the base space
already contains significant probability mass. Taking even a single term thus gives a
good approximation of the likelihood, unless the observations are too sparse or the
process is very “volatile” and therefore very likely to exceed the observed values.
As an example of the limitations of our approach, we considered the example of
a birth-death process involving a single species, X , with a constant birth rate of 150
and a death rate of X . From an initial value of X = 10, we simulated the system and
used the values at 5 time points (Figure 4.2a). The three truncation schemes described
above did not yield accurate estimates, even when taking 5 terms on average. With a
stopping scheme qn = 0.99qn−1 (corresponding to 12.5 terms on average), we were able
to get good estimates of the true probabilities. The more aggressive truncation schemes
display higher variance and could cause problems when their estimates are used in
Algorithm 1: when taking 5.6 terms on average, the variance causes the sampling chain
to “stick”, as seen in Figure 4.2b. We will return to this issue at the end of this chapter.
4.5.2 Benchmark data sets
We now assess the performance of the two algorithms described in the previous section
as well as the simple Gibbs sampler based on uniformisation. We could not run the
original Gibbs sampler of [110] as the high number of parameters (one per state) swiftly
led to storage problems; instead, we used our variant of it for finite systems, as described
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Configuration a = 0.95 a = 0.75 a = 0.2
(5.6 terms) (2.4 terms) (1.2 terms)
1 0.0002 0.0008 0.0223
2 0.0051 0.0151 0.0344
3 0.0003 0.0013 0.0245
4 < 10−4 < 10−4 0.0016
5 < 10−4 < 10−4 0.0008
6 0.0005 0.0021 0.0109
7 < 10−4 < 10−4 < 10−4
8 0.0003 0.0014 0.0223
9 0.0002 0.0011 0.0073
10 0.0002 0.0009 0.0077
Table 4.1: Coefficient of variation for the log-likelihood, estimated from 1000 samples for
the LV model, under three truncation schemes (varying α) and ten parameter configura-
tions (Section 4.5.1)
in Sections 4.4.1 and 4.4.2. We first compared the performance of the three methods on
two widely used pMJP models:
Lotka-Volterra (LV) model This predator-prey system involves four types of reactions,
representing the birth and death of each species, and is a classic model in ecology and
biochemistry. Truncated LV processes have been studied in previous work ([100],[17]),
making it an attractive candidate for evaluating our approach.
X +Y → 2X +Y at rate θ1XY
X → ∅ at rate θ2X
Y → 2Y at rate θ3Y
X +Y → X at rate θ4XY
We start from an initial state of 7 predators and 20 prey. When a finite state-space is
required, we impose a maximum count of 100 for each species, as in previous work.
For completeness, a ProPPA model of this system is shown in Figure 4.3.
SIR epidemic model A commonly-used model of disease spreading (see e.g. [5]),
where the state comprises three kinds of individuals: S(usceptible), I(nfected) and





kineticLawOf birthPred: theta1 * X * Y;
kineticLawOf deathPred: theta2 * X;
kineticLawOf birthPrey: theta3 * Y;
kineticLawOf deathPrey: theta4 * X * Y;
X = birthPred ↑ + deathPred ↓ + deathPrey ⊕;




Figure 4.3: ProPPA description of the LV model.
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R(ecovered). We examine two variants of the model, a finite version where the total
population is constant:
S+ I → 2I at rate θ1SI
I → R at rate θ2I
and an infinite state variant where new individuals can join the S population with
unknown arrival rate:
∅ → S at rate θ3
The initial state in both cases is (S, I,R) = (10,5,0). For the finite-state version, this
gives a state-space of 121 states. For the infinite case, we chose a truncation with upper
limit (28,33,33), corresponding to 18 new arrivals in the system. To see this, note
that the number of arrivals in a time interval of duration T is Poisson-distributed, with
mean θ3T . We used the final observation time and the prior mean of θ3, and chose the
95-percentile of the distribution governing the new arrivals. In broad terms, this means
our truncation will accommodate new arrivals with 95% probability.
Table 4.2 summarises our evaluation results across the models considered; the
metrics we use are total computational time for 5000 samples, mean relative error in
parameter estimates (using the posterior mean as a point estimate), Effective Sample
Size (ESS) per minute of computation, and number of iterations to convergence, defined
as Potential Scale Reduction Factor (PSRF) < 1.1 [38].
Results on the LV model show that methods based on random truncations achieve
very considerable improvements in performance compared to the simple Gibbs sampler
(where the state space was truncated at a maximum number of 100 individuals per
species). In particular, the Gibbs-like Roulette algorithm shows excellent behaviour
in most aspects, with a high ESS suggesting it is a more efficient sampler. Its running
time is comparable to that reported for a variational mean field approximation in
[100], and its rapid convergence time suggests that this is a very competitive algorithm
in practice. Sample results from that algorithm are presented in Figure 4.4 for the
reaction parameters, and in Figure 4.5 for the state of the process itself. The M-H
Roulette algorithm, while still computationally feasible, requires a long time to converge,
reflecting potential difficulties in choosing effective proposal distributions (a problem
naturally bypassed by the Gibbs-like approach). The simple Gibbs algorithm is much
slower than the other two, undoubtedly owing to its large state-space of 10000 states and
very high memory requirements during the FFBS algorithm (notice that the algorithm
had to be run on a more powerful machine).




Time 1011min* 72min 30min
Error 14% 11% 10%
ESS/min 0.63* 0.5 5.5
Steps to conv. 24 1314 180
SIR finite
Time 2min 11min 6min
Error 3.66% 11.72% 2.13%
ESS/min 2150.34 54.98 264.36
Steps to conv. 13 33 27
SIR infinite
Time 1585min* 291min 666min*
Error 31.6% 25% 24.3%
ESS/min 0.45* 2.6 0.23*
Steps to conv. 5 65 136
Table 4.2: Performance of the various algorithms tested. Metrics are averaged over all
parameters. Where possible, experiments were performed on an Intel i3-2100 3.10GHz
processor. Cases marked with * were tested on a 24-core Xeon E5-2680 2.5GHz due
to increased memory requirements. Best results for each experiment and metric are
shown in bold.
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Note that the impact of the (necessarily) large truncation is twofold. Firstly, the large
state-space directly affects the running time of the FFBS algorithm, whose complexity is
quadratic in the number of states. Secondly, since the rates in this model are increasing
functions, having states with high counts means the generator matrix has high diagonal
entries (exit rates). This, in turn, requires choosing a high exit rate for uniformisation,
leading to long paths with many self-jumps, and ultimately further slowing down the
FFBS step. The results for this model clearly show the usefulness of the random
truncation approach compared to using a static, conservative truncation.
Results on the SIR model show that, in the finite state-space case, the original Gibbs
sampler is highly efficient and by some way the best algorithm. This is unsurprising, as
truncations incur additional computational overheads which are not needed for such
a small state space. The picture is completely different for the infinite SIR model. In
this case, the M-H sampler clearly seems to be the best algorithm, achieving very fast
convergence and outperforming the other two. For parameter values within the prior
range, the infinite SIR model exhibits fast dynamics which lead to very long uniformised
trajectories, considerably increasing the computational costs of sampling trajectories
via the FFBS algorithm. The problem is further compounded for the simple Gibbs
sampler. Even with the truncation described above, there are 32594 states, resulting in
very severe computational and storage costs.
4.5.3 Genetic toggle switch
As a more realistic application of our approach, we consider a model of a synthetic
biological circuit describing the interaction between two genes (G1 and G2) and the
proteins they encode (P1 and P2). Each protein acts as a repressor for the other gene,
inhibiting its expression. This leads to a bistable behaviour, switching between a
state with high P1 and low P2, and one with low P1 and high P2 (hence the name
toggle-switch). The interactions are encoded as eight chemical reactions (see also
Figure 4.6):




















Figure 4.4: Posterior marginals and pairwise correlations for the parameters of the LV
model, from 5000 samples using the Gibbs-like algorithm with random truncations (true
values marked by red line, prior shown in dashed line).















Figure 4.5: Samples of the posterior process for the predator-prey model, drawn using
the Gibbs-like algorithm with random truncations: prey (left), predators (right). The dots
indicate the observations used.










Figure 4.6: Depiction of the reactions and species involved in the genetic toggle switch
example. Dashed lines indicate that a species accelerates a reaction. Dotted lines
indicate that a species is required for a reaction.
G1,on → G1,on +P1 at rate θ1
G2,on → G2,on +P2 at rate θ2
P1 → ∅ at rate θ3P1
P2 → ∅ at rate θ4P1
G1,off → G1,on at rate θ5
G2,off → G2,on at rate θ6
G1,on → G1,off at rate θ7erP2
G2,on → G2,off at rate θ8erP1
where r is a constant assumed known.
This system was engineered in vivo in one of the pioneering studies in synthetic
biology [37] and has been further studied in [123]. Statistical inference is increasingly
being recognised as a crucial bottleneck in synthetic biology: while genome engineering
technologies enable researchers to reliably synthesise circuits with a desired structure,
predicting the dynamic behaviour of a circuit requires knowledge of the kinetic parame-
ters of the system once it is implanted in the cell, which cannot be directly measured.
As synthetic biology is intrinsically at the single cell level, inference techniques for
stochastic models have the potential to be of great assistance in the rational design of
synthetic biology circuits.
Following [123], we model the system using a binary state for each gene and discrete
levels for the proteins. The genes can be active or inactive, with protein being produced
only in the former case. Each gene can be modelled with a telegraph process (as
in e.g. [114]): an inactive gene becomes active at a constant rate, and an active one
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becomes inactive at a rate depending on the level of its repressor. When a gene is active,
the level of its product follows a birth-death process; that is, proteins are produced at a
constant rate and degrade at mass-action rates. We use a single production reaction for
each protein to abstract various underlying mechanisms, including transcription and
translation. The model comprises eight types of reaction; note that the requirements
of our method on the form of the kinetic laws (Section 4.4.2) are flexible enough to
accommodate the deactivation dynamics used here, even though they are not mass-
action.
We used the Gibbs-like sampler to infer the joint posterior distribution of the eight
parameters and state trajectories in this system. Our results indicate that the likelihood
is relatively insensitive to the parameters governing the activation and deactivation of
the two genes (θ5–θ8). This is a reasonable result, since we do not observe the state
of the genes but only the levels of the two protein products (although also note that
the priors do not favour the true values of these parameters). Therefore, the effect of
the switching parameters is seen only indirectly through the switching events, which
are rare in the data. In contrast, the protein expression and degradation rates (θ1–θ4)
have sharp posteriors which capture interesting correlations between the parameters —
for instance, we observe a strong correlation between the production and degradation
rate of each protein, as perhaps expected given the similarity to a birth-death process.
Figures 4.7 and 4.8 show parameter posteriors and convergence statistics for one such
experiment, showcasing the good behaviour of the algorithm.
4.6 Discussion
This chapter has introduced two algorithms for inference in pMJPs that can handle
systems with infinite state-spaces. From our experiments, it is not straightforward to say
which of the two performs better. The second sampler has the potential to explore the
parameter space more efficiently thanks to its Gibbs-like structure. Additionally, even
though this was not used in this chapter, it produces sample paths from the posterior
process, and can therefore directly be used for state inference. However, its inherent
assumptions mean that it can only be applied to a restricted set of systems, and its
performance can suffer from high memory consumption. On the other hand, the simpler
pseudo-marginal M-H algorithm is more flexible, being generally applicable to any
pMJP. Its longer running time in some of the experiments is due to the complexity
of repeated matrix exponentiations, particularly when large truncations were involved.
































Figure 4.7: Posterior marginals and pairwise correlations for the parameters of the toggle
switch model, from 5000 samples using the Gibbs-like algorithm with random truncation
(priors shown in dashed line): (a) θ1, θ2, θ3 and θ4; (b) θ5, θ6, θ7 and θ8.
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Figure 4.8: PSRF for all eight parameters of the toggle switch model, for the experiment
of Figure 4.7.
As discussed previously, large state-spaces also naturally affect the performance of
the Gibbs-like algorithm, especially when the rate functions lead to high discrepancy
among the transition rates in the state-space. This is a consequence of the combined use
of the FFBS algorithm and uniformisation. That said, the random truncation strategy
employed in both algorithms offered increased performance compared to imposed
truncations of the state-space.
The question of estimator variance is an important one in pseudo-marginal methods.
We have presented empirical results for this issue rather than a full theoretical treatment,
as the latter is not possible for the general case and would instead require analysing a
particular system of interest. Our results, along with the intuition behind them, suggest
that the truncation strategy is fairly robust to the stopping distribution used. However,
the performance can degrade when the underlying process changes too much between
observations, i.e. when observations are too sparse. This situation also arises when
the populations involved are very high, in which case methods based on continuous
approximations of the state (Section 2.6.4) will be more efficient. This means that our
method is particularly suited to population sizes that are too large for direct likelihood




Case study and implementation of the
ProPPA tool
Chapter 3 introduced the ProPPA language but did not provide much information on
how inference can be performed, while Chapter 4 presented novel algorithms for that
purpose. The current chapter has two parts. The first goes into more detail about the
software implementation of ProPPA, including the different algorithms that make up its
core engine. The second part is a case study of real epidemiological data, which serves
as an example to demonstrate the capabilities of the framework.
5.1 The ProPPA tool
The ProPPA tool was developed with two broad purposes in mind. First, to automate
the inference process for user-specified models written in ProPPA. Second, to provide
various utilities for analysing the behaviour of uncertain stochastic systems of the kind
described in this thesis. It is therefore intended to be used both as a command-line tool
and as a library of useful methods, but the presentation here focuses on the first goal.
Figure 5.1 summarises the various steps of processing a model.
5.1.1 Parsing
The first step is parsing the text file containing the ProPPA model. A model generally
follows the syntax outlined in the language definition in Chapter 3. Although the
semantics was presented there for any distribution and rate law, the implemented tool
is restricted in what expressions it recognises. Specifically, it supports a finite set of
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Figure 5.1: Diagram of the different steps for inferring the parameters of a ProPPA model:
the model is compiled to extract a low-level representation of the system, the chosen
inference algorithm is applied and returns a set of samples from the posterior parameter
distribution.
families of distributions as priors for uncertain parameters, namely Uniform, Gaussian,
Gamma and Exponential. The numerical expressions used to define rates can consist of
any combination of basic operations, including exponentiation. Furthermore, additional
functions are recognised that allow the tool to support more expressive models. These
include the floor function and the Heaviside or step function
H(x) =
0 if x < 01 if x > 0
The textual representation of a model written for the tool uses slightly different
notation than the formal syntax presented in Chapter 3. In particular, the ↑ and ↓
role indicators in species definitions are written as >> and <<, respectively. Similarly,
⊕, 	 and  are written as (+), (-) and (.), and BC
∗
as <*>. Additionally, the
sthoichiometry of a species can be omitted if it is 1, simplifying the description.
5.1.2 Compiling
Once parsed, the model is compiled into a lower-level representation. The main step is
creating executable functions representing the rate law of each reaction. These functions
accept a parameterisation and a state (vector of integers) and return a numerical rate.
For example, a rate declaration of the form
kineticLawOf a : k ∗A
will be converted to a (Python) function f, such that f(p)(s) computes the expression
kA, with the values for the parameter k and the count of component A retrieved from
the lists p and s, respectively. To this end, the parsed expression is transformed back
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into a textual representation that can be used as the body of a function declaration. A
function is then declared with a dynamically generated body, and this is repeated for
all reaction rate expressions. This process can be performed once and the resulting
functions are available for any number of evaluations and any parameterisation. The
efficiency of this approach is important, considering that the reaction rates must be
repeatedly recalculated during the inference process.
Additionally, an update vector is extracted for each reaction by examining the
definitions of each species. These are then combined into a stoichiometry matrix which
shows how the quantity of each species is affected by each reaction. Essentially, the goal
is to obtain a representation of the model as a pCTMC. This representation is what the
inference algorithms act upon. The information extracted at this stage is also sufficient
to construct the state-space of the process and its generator matrix (assuming it is finite);
these may be required by some of the inference methods. This stage includes loading
the observations, which are kept as a list of (time,state) pairs, generating the appropriate
prior distribution for each uncertain parameter and other necessary book-keeping.
The main way through which the model itself communicates with the rest of the
tool is the inference process, but other methods are also available for interaction. For
instance, it can be made concrete by specifying values for some or all of the uncertain
parameters. Figure 5.2 is a simplified diagram of the tool’s architecture showing the
different entities involved.
5.1.3 Samplers
The different algorithms are applied to the low-level representation obtained as described
above. The appropriate tool, as specified by the infer statement of the model, is
initialised using this representation and according to some default settings. If the user
wishes, they can control the behaviour of the sampler by changing some of its parameters
in a configuration file. This file is specified using an optional configure statement.
The particular options available for tuning depend on the particular algorithm; generally,
aspects that can be controlled include the variance of the proposal distributions for a
parameter, observation noise, and number of samples to take.
All the methods included are sampling algorithms and (with the exception of the
Gibbs ones) use Gaussian proposals. The different algorithms vary in their assumptions
and applicability, as well as their inner working. We now briefly discuss the algorithms
that form the core inference engine, along with their strengths and weaknesses; the
decision of which to use depends on the comparative benefits of each method.
























Figure 5.2: Basic architecture of the ProPPA implementation, showing the contents of
the main classes and the interface they expose.
Algorithm Exact Infinite Notes
direct Yes No
gibbs Yes No Requires Gamma priors and unique updates
rouletteMH Yes Yes
rouletteGibbs Yes Yes Requires Gamma priors and unique updates
ABC No Yes Sensitive to chosen distance threshold
fluid No Yes More accurate for systems with large counts
LNA No Yes More accurate for systems with large counts,
requires differentiable functions
Table 5.1: Summary of the available algorithms in the inference engine.
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Direct solution
The simplest algorithm we include works by direct computation of the likelihood, which
is feasible (at least theoretically) if the state-space of the system is finite. It is based
on the analysis in Section 4.1, which involves explicitly computing the generator for
each sampled set of parameters and exponentiating it. This is then used to compute the
likelihood as part of a standard M-H sampler. Its cost scales badly with the number of
states because of the matrix exponentiation, therefore this method is only advisable for
small examples.
Gibbs sampling
Another method included in our framework uses Gibbs sampling, based on the method
of Rao & Teh presented in Section 4.4. This means that it does not require matrix
exponentiation, which makes it more suitable for models with larger spaces — it is still
only applicable to finite systems, however. We have modified it slightly by adapting it
to ProPPA-style descriptions of systems. As explained previously, the algorithm cannot
be applied to all systems. Specifically, the kinetic law of each reaction must have the
form ki fi(s) where ki is a parameter with a Gamma distribution and fi(s) is an arbitrary
function of the state. Note that this includes, but is not limited to, mass-action laws. It
is additionally required that each reaction have a distinct update vector.
Approximate Bayesian Computation
ProPPA can model systems of different size, including ones with infinite state-space. In
the latter case, the two previous methods cannot be used; even for large finite spaces,
their performance can be unsatisfactory. One of the methods we include works around
this limitation by following the ABC approach [125], the use of which was illustrated
in Section 3.5.3. ABC requires only simulating the system, which makes it a good
fit for CTMCs. For every parameter sampled, instead of computing the likelihood,
the system is simulated via Gillespie’s algorithm (which is straightforward to do from
the extracted representation). The trace obtained is then compared to the observations
using a distance metric. If this distance is greater than a threshold ε (specified by the
user in the configuration file), the sample is rejected; otherwise, it is accepted with a
probability similar to the one in the usual M-H acceptance ratio. The parameter samples
returned are drawn from an approximation to the posterior, one that converges to the
true distribution as ε→ 0. The accuracy of ABC depends on the value chosen for ε, but
88 Chapter 5. Case study and implementation of the ProPPA tool
its simplicity means that it does not impose any constraints on the model and can be
employed in cases where other algorithms fail.
Methods based on random truncation
The ProPPA framework includes implementations of the two algorithms presented in
the previous chapter. The random truncation-based methods complement ABC as tools
for handling systems with infinite state-spaces; in contrast with ABC, however, they are
asymptotically exact methods.
Inference using fluid approximation
The final two methods are based on continuous approximations of the model. Although
generally applicable, they are expected to be more accurate as the populations of
the species in the model increase in size. The first method considers a deterministic
approximation of the stochastic dynamics, greatly simplifying inference. We have not
given a formal definition of such a fluid or mean-field semantics for ProPPA, although
this has been done for similar languages like PEPA [127]. The algorithm constructs an
ODE for each species, the solution of which gives the average count for that species at
any time point. The likelihood is computed by simply solving the ODEs and comparing
with the observations, assuming Gaussian noise. The simplicity of the approach should
be considered carefully: while it offers computational savings, it ignores the stochasticity
of the original model, which may be unsatisfactory. It is worth pointing out that the
ProPPA model itself does not need to undergo any changes; it is simply given a different
interpretation in terms of this continuous view. It is straightforward to construct the
necessary ODEs automatically from the formal description of the model, something
which would involve more effort if working directly with the stochastic process instead
of a high-level language.
Inference based on the Linear Noise Approximation
A more elaborate approximation, the LNA includes stochasticity in the resulting con-
tinuous state description. The counts of the species are no longer assumed to be
deterministic but normally distributed at each time point. ODEs for the mean and
covariance of this distribution are constructed and the likelihood is computed following
the method of Fearnhead et al. [32]. All of the quantities needed to construct and solve
the ODEs are easily obtained by the stoichiometry matrix, the compiled rate functions
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of the model and their derivatives (automatically calculated based on the syntax of the
rate function). However, the need to compute derivatives means that this algorithm
is not applicable when the rate expressions in the model involve floor or Heaviside
functions. As with the fluid approximation, this inference method is more appropriate
for models with high counts of species, although this does not mean it cannot be applied
to smaller models as well.
5.1.4 Further analysis
Although the main goal of the current version of the ProPPA tool is performing inference,
the framework includes additional functionality for working with model files. These
methods can be called on any syntactically correct model, either to analyse it or to
interpret and visualise the inference results.
Chief among them is the facility to simulate a model until a given time. The
simulation can be performed under either stochastic semantics (using the SSA) or a
fluid semantics, where the species counts are treated as continuous quantities. For a
model containing uncertain parameters, their value must be fixed for the simulation; this
can be done by providing either specific numerical values, or a distribution from which
to sample values (with the prior specified in the model being the default choice for the
latter case). The simulation results, along with basic statistics, can be plotted directly.
The sequence of parameter samples that are returned by the algorithm are saved
to an output file. These results can then be used to, for instance, produce histograms
illustrating the posterior distribution, as shown in the next section. They can also
form the basis of further analysis: for example, predictions of the system’s behaviour,
conditioned on the observations, can be made by choosing a value from the posterior
samples, simulating the model for this parameter value, and repeating this process.
5.1.5 Implementation details
The ProPPA framework is implemented in Python 3 and makes use of various libraries
for efficiency and convenience. The parser was based on the pepapot tool developed
by Allan Clark to support analysis of PEPA and Bio-PEPA models, itself using the
pyparsing library [86], and was extended to support the novel features of ProPPA.
Numerical computations are performed through the widely-used NumPy and SciPy
packages [128, 63], while plotting uses the matplotlib library [60].
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5.2 An epidemiological case study
This section describes our use of ProPPA in an epidemiological model for the spreading
of mumps. We have adapted an existing model and used real data to infer the parameters
governing the various processes involved. Our goals were to examine the applicability
of the language and modelling framework on a larger model with real-world data, and
to gain insight into the particular system which could potentially be of medical use.
5.2.1 Background
Mumps is a viral disease that used to commonly afflict children. There is no known
cure, but the infection passes naturally. While symptoms are generally mild (and one
in three patients have no noticeable symptoms), more serious complications can arise,
especially in adult patients. Inoculation of children is now common by means of the
combined MMR (measles, mumps and rubella) vaccine. Although it was introduced
in the 1980s, allegations that surfaced in 1998 (and were later disproven) linking it to
autism discouraged many parents from vaccinating their children during that time [97].
An important aspect of mumps infection that will affect the modelling is its seasonal
behaviour: infection is much more common during certain months of the year than
others.
5.2.2 Model
The model we used has been created by Dalila Hamami and Carron Shankland at the
University of Stirling to analyse existing data for mumps infections and make future
predictions. It is a more sophisticated variant of the SIR model, with two critical
alterations. Firstly, it accounts for both the immediate impact of vaccinations and the
lapsing of their effectiveness. This is achieved by explicitly representing individuals
who have been immunised as distinct types of agents. There are two such classes,
MMR1 and MMR2, corresponding to one or two doses of immunisation respectively.
The second change is that infection dynamics are time-dependent, reflecting the
seasonality of the infectious behaviour of the virus. Although the ProPPA definition
does not support references to time in the model description, preliminary analysis
indicated that eliminating the seasonality (i.e. making the dynamics time-invariant) does
not match the oscillating patterns of behaviour observed. The way in which the time
dependence was included in the model and its implications are detailed in subsequent






Figure 5.3: States of an individual in the mumps infection model used in the case study.
Possible states that individuals can be born into are shown in grey. Death is possible
from all states.
sections.
More specifically, there are seven species in the model, each representing a possible
state of an individual (Figure 5.3). S1 refers to susceptible, non-vaccinated individuals.
MMR1 and MMR2 are individuals that have been vaccinated with one or two dosages,
respectively. The protection of the vaccine can be lost with time, making individuals
susceptible again (S2). A susceptible individual can contract the disease; this change is
reflected in them moving to the exposed (E) state. Once symptoms are displayed, they
are classified as infected (I). After the disease has passed, recovered individuals (R) are
immune to further infection.
The total population does not remain constant. New individuals are “born” into S,
MMR1 and MMR2; the corresponding rates reflect the birth rate, combined with the
rate of vaccination for the latter two. Individuals can die at any state. Since the death
rate from mumps infections is very small, we assume that the death rate of individuals
is not affected by infection, and the parameter controlling this is therefore shared across
all states. Finally, the model includes a pool of infected individuals that are initially
located outside the system and slowly enter it, to represent infections originating from
outside the initial population (such as by people moving into the region).
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Name Description min max
β Low transmission rate 0.1 0.5
β1 High transmission rate (unvaccinated individuals) 0.6 1.6
β2 High transmission rate (vaccinated individuals) 0.6 1.6
α Rate of moving from infected to exposed 0.04 0.085
γ Recovery rate 0.11 0.17
imrate Immigration rate 0.2 0.7
∆ Rate of waning of immunity 0.00014 0.00028
Table 5.2: Uncertain parameters of the mumps model.
5.2.3 ProPPA model
The original model was written in Bio-PEPA, which uses a similar syntax to ProPPA,
but where parameters have fixed values. Due to the similarities, writing the ProPPA
model was straightforward; the changes involved changing some of the parameters to
uncertain, and rewriting parts of the model that depended on Bio-PEPA features not
available in ProPPA. The resulting model has seven uncertain parameters, summarised
in Table 5.2. Ranges for their values were provided by Dalila Hamami and come from
expert knowledge. Uniform priors were used for all uncertain parameters, and the initial
state was based on demographic data.
The main change, as indicated before, was the treatment of time. ProPPA does
not support time-dependent rates, neither in its semantics nor in the implementation,
but in this case the inhomogeneity is an essential part of the model. Using the fluid
approximation provides an easy solution to this problem: we can use an additional
species T to represent time, giving it an initial count of 0, and a reaction which increases
its count at a constant rate of 1 (in a sense, representing a clock ticking). As the
species has no other interactions, this ensures that its value always matches the current
time. With this work-around, reaction rates can now refer to the value of T to simulate
dependence on time.
The ProPPA model is shown in Figures 5.4 and 5.5 (the code is written in one file but
split here for better presentation). In addition to this, two other files are needed. The first
is the observations file mumps obs, containing the data used for inference. The second,
mumps config, specifies parameters for the inference algorithm used (Section 5.2.5).
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D_R = 0.000037; // death rate
Beta1 = Uniform(0.6,1.6); //high season
Beta2 = Uniform(0.6,1.6); //high season
Beta = Uniform(0.1,0.5); //low season
v2= 0.0000028; //"birth" rate for vaccines at ages 0-2
v3= 0.000025; //"birth" rate for vaccines at ages aged 3-5
v1 = 0.0000021; //"birth" rate for unvaccinated
Alpha = Uniform(0.04,0.085);
Gama = Uniform(0.11,0.17); // recovery rate
imrate1 = Uniform(0.2,0.7); // immigration
Delta = Uniform(0.00014,0.00028); // waning immunity rate
kineticLawOf BIRTH1: v1 * N ;
kineticLawOf BIRTH2: v2 * N;
kineticLawOf BIRTH3: v3 * N ;
kineticLawOf MMR1_S2: MMR1 * 2 * Delta;
kineticLawOf MMR2_S2: MMR2 * Delta;
kineticLawOf Death_MMR1 : D_R * MMR1;
kineticLawOf Death_MMR2 : D_R * MMR2;
kineticLawOf immigration : imrate1/10000 * O;
kineticLawOf S1_E: (Beta1 * (1-H((month-9)*(4-month))) + Beta * (H((month-9)*(4-month)))) *
S1 * I / N ;
kineticLawOf S2_E: (Beta2 * (1-H((month-9)*(4-month))) + Beta * (H((month-9)*(4-month)))) *
S2 * I / N ;
kineticLawOf E_I: Alpha * E;
kineticLawOf I_R: Gama * I;
kineticLawOf Death_S1 : D_R * S1;
kineticLawOf Death_I : D_R * I ;
kineticLawOf Death_E : D_R * E;
kineticLawOf Death_S2 : D_R * S2;
kineticLawOf Death_R : D_R * R;
kineticLawOf clock : 1;
Figure 5.4: ProPPA mumps model: parameters and kinetic laws. N and
month are abbreviations used here for simplification: N = S1 + E + I + R + S2
+ MMR1 + MMR2 is the total population at any time, and month = floor(T/30) -
12*floor(floor(T/30)/12) calculates the month of the year, ranging from 0 to 11.
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S1 = (BIRTH1,1) >> S1 + (S1_E,1) << S1 + (Death_S1,1) << S1 ;
S2 = (S2_E,1) << S2 + Death_S2 << S2 + (MMR2_S2,1) >> S2 +(MMR1_S2,1) >> S2;
E = (S1_E,1) >> E +(S2_E,1) >> E +(E_I,1) << E+ (Death_E,1) << E ;
I = (E_I,1) >> I +(I_R,1) << I + Death_I << I + immigration>>I + (S1_E,1) (.) I
+ (S2_E,1) (.) I;
R = (I_R,1) >> R+ (Death_R,1) << R ;
O = immigration <<;
MMR1 = (BIRTH2,1) >> MMR1 + (MMR1_S2,1) << MMR1+ (Death_MMR1,1) << ;
MMR2 = (BIRTH3,1) >> MMR2 + (MMR2_S2,1) << MMR2 + (Death_MMR2,1) << ;
T = clock >> ;
S1[1000000]<*> S2[0]<*> E[0]<*> I[20]<*> R[3518600]<*> MMR1[273541]




Figure 5.5: ProPPA mumps model: species definitions, initial state and configuration.
5.2.4 Data
For the purposes of this study, we used data supplied by Health Protection Scotland,
a division of the Scottish National Health Service. The data consisted of all reported
instances of mumps between 2004 and 2014 across all of Scotland. The data was
anonymised and the only information extracted was the number of reported instances
each day. From this, we estimated the actual number of infected individuals: denoting
by rt the reported number of incidents on day t, the estimated number of infected






In other words, we consider that an infected individual will be reported some time
within a seven-day window from the day of infection.
One aspect hampering the analysis of the data is the unknown but potentially large
scale of under-reporting. Previous studies in different countries [122] have examined
the rate of this phenomenon for other diseases, and indicate that mumps is also affected
by it [71] — however, no concrete rate appears to have been reported in the latter case.
A previous case study of computational modelling of measles [11] addressed this issue
by rescaling the data to match the expected behaviour of the system. We adopted a
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Figure 5.6: Observations used in the case study: estimated infected individuals vs time
(in days)
similar approach, resulting in the data shown in Figure 5.6.
Two important features of the data are immediately apparent. Firstly, there is a big
spike in the number of infections about 18 months into the period covered by the data.
It is not known whether this behaviour can be explained fully by the model or if it is the
result of factors not captured therein, such as the drop in the number of vaccinations
in the past. As such, it is interesting to see how much of an impact the presence of
this spike has on the inference results. Secondly, there is a general oscillatory trend in
the number of infected individuals. This will be part of our evaluation of the inference
results, as we would like a fitted model to at least qualitatively capture this pattern.
5.2.5 Experiments using a deterministic approximation
The large populations in the model justify the use of continuous approximations to
analyse it. We first used the fluid sampler with parameters shown in Table 5.3 (specified
through the configuration file).
We started by only using the second part of the observations (from time 2000
onward); the sampling results for each parameter are shown in Figure 5.7. Interestingly,
for most parameters the samples are heavily distributed towards one extreme of the prior
range. This may indicate a number of things. First, the ranges may be misspecified:
although the values were provided by experts, some are based on estimates rather than
documented behaviour. Assuming that the ranges are correct, this could suggest that
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Figure 5.7: Histograms of posterior samples for the parameters of the mumps model
using observations from time 2000 onwards.
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Parameter Value
Noise variance 10000
β1 proposal std 0.001
β2 proposal std 0.001
β proposal std 0.0005
α proposal std 0.0001
γ proposal std 0.0001
imrate proposal std 0.001
∆ proposal std 0.0000005
Number of samples 10000
Table 5.3: Configuration of the fluid sampler, including the standard deviation (std) of the
proposal distribution used for each parameter.
aspects of the model or the preprocessing of the data do not reflect the true situation.
To check how well the sampling output matches the data, we simulated the model
using a parameterisation with high posterior probability according to the results (Fig-
ure 5.8a). While the fit is not entirely satisfactory, note that the simulation does produce
sustained oscillations, even past the end of the observations. This also appears to
be the case if we consider multiple parameter values and take the average prediction
(Figure 5.8b); in fact, the average seems to follow the observations more closely. In
contrast, the average behaviour of the model according to the priors is significantly
different (Figure 5.9).
We repeated the experiment, now considering the full range of observations: again,
the output was oscillatory, both for single parameters (Figure 5.10a) and on average
(Figure 5.10b). The results appear much closer to the observations in this case, even if
they don’t fully capture the amplitude of the first spike. Perhaps surprisingly, it seems
that the presence of the initial spike in the observed data improves the fit even on the
second half of the time interval. It is still not clear whether the spike can be accurately
reproduced by the model in its current form, but these results may indicate that it is not
wholly external to the model.
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Figure 5.8: Posterior simulation results when using observations from time 2000 onwards
(shown in red): (a) Output for the model for a single parameterisation (β1 = 0.6,β2 =
0.6,β = 0.5,α = 0.04,γ = 0.13, imrate = 0.7,∆ = 0.00014); (b) Average output over
1000 parameter values drawn from the posterior (mean ± 1 standard deviation).
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Figure 5.9: Simulated output using 2000 parameter values drawn from the prior (mean
± 1 standard deviation).
5.2.6 On other continuous approximations
It would be interesting to see how the results change under different algorithms. The
LNA-based sampler may seem to be a good candidate for further experimentation at
first glance, in order to maintain some of the stochasticity of the model. However, it is
problematic to use in this case, due to a number of factors.
The first, as indicated previously, has to do with the presence of explicit dependence
on time in the rates. While this was easy to deal with when working with the deter-
ministic approximation, the same solution cannot be applied here. Under the LNA,
all the species have an uncertainty associated with their level. This defeats the point
of encoding time (whose values are deterministic) as a species. To counter this issue,
which may arise in other models of interest, we developed a variant of the framework
which allows rate expressions to refer to time, appropriately modifying other parts of
the framework in turn. Note, however, that the ProPPA language as theoretically defined
in Chapter 3 cannot capture time-inhomogeneous behaviour, and we have not attempted
to introduce that aspect into the semantics — although an appropriate extension may
not be difficult to formalise.
Another complicating factor arises from the use of discontinuous functions in the
model — specifically, the floor and Heaviside functions. These are used to control the
change in transmission rate by calculating the month of the year from the time. The
LNA sampler requires computing the derivatives of the rate functions with respect to
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Figure 5.10: Posterior simulation results when using all the observations (shown in red):
(a) Output for the model for a single parameterisation (β1 = 1.15,β2 = 0.6,β = 0.1,α =
0.046,γ = 0.13, imrate = 0.7,∆ = 0.00014); (b) Average output over 1000 parameter
values drawn from the posterior (mean ± 1 standard deviation).
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species levels; as such, these discontinuities make it inapplicable. While it is possible
to approximate the Heaviside function with a sharply-increasing sigmoid curve, we
could not find a good approximation for the floor function, and its removal significantly
altered the behaviour of the model.
Finally, there may be practical difficulties due to only observing one out of the seven
species in the model. The likelihood computation involves calculating variances for all
species, which are updated according to the observations. The low dimension of the
latter might create numerical instabilities during the solution; however, due to the above
issues, it was not possible to verify whether this is indeed the case or whether the low
number of observables does not pose any problems.
5.2.7 Discussion
We have shown how the ProPPA framework can be applied to learn the parameters
of a model from real-world data. A few things are worth noting from the above
experience. “Translating” the model into ProPPA, although not entirely trivial, was
relatively straightforward. This is encouraging for the use of ProPPA with models
written in other languages of a similar style, and it suggests that the framework could
be a useful tool for performing parameter estimation in a variety of existing models.
The main challenges had to do with how to capture features that are not part of
ProPPA, such as time-dependence. Of the samplers available in the core inference
engine, the ones based on continuous approximations were most appropriate given the
high populations involved. Unfortunately the particular details of this model meant that
only one sampler could be used. We believe that such small difficulties or limitations
are not an obstacle, especially considering that ProPPA allows easy access to automated,
statistically rigorous estimation algorithms. This is an attractive alternative to the current
effective status quo: manual tuning of the parameters, as had happened with the model





This thesis has presented an integrated framework for specification and inference
of population-based stochastic systems with uncertain parameters. Our work was
motivated by observations regarding the state of the art in describing stochastic systems:
current high-level languages assume a full knowledge of the system, seldom found in
realistic applications, while machine learning techniques are applicable to low-level
mathematical descriptions of the underlying process. We proposed ProPPA, a new
language which embeds features of the probabilistic programming paradigm into a
formal process algebra, allowing the modeller to include uncertain knowledge and
observations, and perform inference automatically. The existence of uncertainty in
the language meant that CTMCs were not a sufficient mathematical object to base its
semantics upon. This led us to define Probabilistic Constraints Markov Chains (pCMCs),
by adapting the previously defined Constraint Markov Chains to the continuous-time
domain and shifting from a qualitative to a quantified expression of uncertainty.
In one sense, the resulting framework provides a more sophisticated, statistically
rigorous alternative to existing parameter learning techniques for process algebra models
while remaining automatic and without requiring expert machine learning knowledge on
the part of the user. Perhaps its more important contribution, however, is in displaying
how machine learning approaches can be integrated with formal modelling, and how
ideas from probabilistic programming can be applied to high-level systems modelling
languages. In introducing ProPPA, we address an identified gap in the treatment of
continuous-time systems with probabilistic programming techniques.
During the development of this framework, it became clear that existing methods for
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Bayesian inference of CTMCs were lacking when infinite state-spaces were encountered.
Therefore, as part of this effort, we developed two new algorithms by making use of
the random truncations approach, long known in the physics community and recently
introduced in the machine learning literature. The resulting methods compare favourably
with state-of-the-art algorithms and offer an alternative to conservative truncation
strategies such as the FSP, while retaining statistical guarantees; the latter point sets
them apart from heuristic-based methods like ABC, the performance of which also
suffers from severe sensitivity to the parameters chosen for the algorithm.
ProPPA is intended to be a platform both for performing inference and analysing
the behaviour of uncertain stochastic systems. The full framework includes a number
of algorithms in its core inference engine, which can be chosen according to the
user’s requirements and offer different interpretations of the underlying dynamics. It
also provides various methods for further simulation and analysis of a model and the
inference results, to support it as a free-standing platform. Throughout the thesis, we
have given examples of small ProPPA models used for testing the algorithms. A large-
scale model of disease-spreading served as a case study; the language was shown to be
expressive enough to capture the dynamics, and the additional functionality included in
the framework made it easy to analyse the results.
6.2 Future work
This section outlines how our work can serve as a basis for further development in
various directions. We believe that pCMCs can be a useful formalism for describing
stochastic systems with uncertain or incomplete specification. We first give some basic
ideas for defining equivalence relations in this context, before presenting further ideas
for extending the work contained in the thesis.
6.2.1 Equivalences for pCMCs
A common question in formal analysis of systems is to examine when two states or com-
ponents are interchangeable. One of the benefits of this kind of analysis is that it allows
one to construct reduced models of a system which exhibit the same behaviour. The
question is generally framed in the definition of an equivalence relation or, equivalently,
a partitioning of the state-space, which must fulfil appropriate conditions. Any states
that belong to the same partition, i.e. are related through the equivalence relation, are















Figure 6.1: Example models for demonstrating equivalences for pCMCs.
then considered to behave identically. The particular conditions required depend on the
dynamics of the system and the meaning attributed to the idea of “identical” behaviour.
In this section, we give a preliminary treatment of this problem in the setting of
pCMCs. Our approach is similar to notions of equivalence defined for PEPA [58] and
Bio-PEPA [35], which are in turn inspired by the probabilistic bisimulation of Larsen
and Skou [75]. Intuitively, two states s, s′ of a CTMC are bisimilar if the total rate
of going from s to an equivalence class is the same as from s′ to that class, for all
equivalence classes1.
In order to be applicable in the pCMC setting, this idea must be adapted to account
for uncertainty in the transition rates. The examples in Figure 6.1 illustrate simple cases
of states which could be considered equivalent. First consider the case where two states
x,x′ have only one outgoing transition each, with the same target. It is natural to assume
that x and x′ are equivalent if the rate of that transition follows the same distribution, i.e.
if µ = µ′. The case of Figure 6.1b is slightly more complex. If we assume that z and z′
are equivalent, then, for x and x′ to be equivalent, we want the total rate of transitioning
from x to z or z′ to be the same as the rate of going from x′ to z′.
We now generalise and formalise this to propose a definition of equivalence for
pCMCs. For brevity of notation, we rewrite the constraint function φ of a pCMC as a
labelled transition relation Rφ, such that
(s,µ,s′) ∈ Rφ iff φ(s,s′,r) = µ(r) for all r
This is simply a reformulation to shorten the following definitions. This transition
relation, like the constraint function, gives us the distribution of the rate of going from
1The definitions of bisimilarity in the cited works also take into account the action by which the
transition occurs. We do not make this distinction here because of the way pCMCs are defined and for
simplicity, but it can be accommodated by simple modifications to the pCMC definition.
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one state to another. We can extract this as:
rate dist(s,s′) = µ , where (s,µ,s′) ∈ Rφ
Keeping in mind Lemma 2 in Section 3.4.3 for the distribution of the sum of random







denotes convolution. We can now define the following:
Definition 9. An equivalence relation R ⊂ S ×S is a bisimulation for a pCMC with
state-space S if, for every s, s′ with sR s′, it holds that
rate dist(s,C) = rate dist(s′,C)
for all equivalences classes C of R .
In the style of previous work, this can serve as the basis for further definitions; for
instance:
Definition 10. Two states s and s′ are bisimilar if sR s′ for some bisimulation R .
Our goal here is to give a brief flavour of what notions of equivalence can be
considered, and we will not go to more depth.
Consider again the example in Figure 6.1b, and the partition R = {{x,x′},{z,z′}}.
Assume that the distributions on the transition rates are all Gamma, with
µ1 ∼ Gamma(a1,b)
µ2 ∼ Gamma(a2,b)
and µ′ ∼ Gamma(a′,b)
Considering the distribution of the sum of two independent Gamma-distributed ran-
dom variables with the same rate, the total rate of transitioning from x to {z,z′} is
Gamma(a1 +a2). It then follows that R is a bisimilarity if and only if a′ = a1 +a2.
The above definition intuitively says that the rates of transitions from equivalent
states follow the same distributions. This is equivalent to asking that the corresponding
transition times have the same distribution. This can be seen by starting with the
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cumulative distribution function (cdf) of the transition time, assuming that the rate is
known to be r: P(t ≤ t0 | r) = 1− e−rt0 . By marginalising out the rate, we have














Now consider another distribution µ′(r) on the rate. In order for the cdf of the times to
match, we must have Eµ [e−rt0 ] = Eµ′ [e−rt0] for all t0. In other words, the distributions
µ and µ′ must have the same moment-generating functions, and must therefore be the
same.
The definition given here may be too strict, as it requires exact equality of distribu-
tions. It may be interesting, therefore, to consider approximate equivalence relations,
based on a notion of distance of distributions. There is a significant body of work on
approximate equivalences, originating in both the formal modelling and the control
theory communities, and the references given here are only indicative. However, atten-
tion has been focused on discrete-time systems [126], as well as continuous-state [27]
or hybrid systems [65] (ones with both discrete and continuous state variables); the
question does not appear to have been examined for systems with discrete state and
continuous time, like CTMCs. The idea of distances between distributions has been
explored in this setting to derive distances between states [20], but not approximate
equivalence relations. Another prospect is defining simulation relations, expressing
the concept of one state being “faster” than another, which could then be related to the
concept of stochastic orders [93]. There is undoubtedly room for further elaboration on
the subject.
6.2.2 Other directions
In addition to the above idea, the work presented here can be extended in other paths.
Regarding the inference algorithms, while the proposed methods perform better than
the state-of-the-art, considering other existing techniques for analysis of CTMCs may
still offer benefits at different points. One such instance concerns the Gibbs (or Gibbs-
like) samplers of Section 4.4. As discussed in that chapter, one of the reasons why
performance decreases with larger population sizes is that the reaction rates become
very high, resulting in a very fine time-discretisation and a corresponding long chain
for the FFBS algorithm. This is a known weakness of uniformisation, namely, its bad
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performance when a broad range of reaction rates coexist in the system. Alternative
methods such as Adaptive [129] and Fast Adaptive Uniformisation [85] have been
proposed for more efficient computation of transient probabilities by using a more
flexible time discretisation and dynamically adapting the state-space. It is possible that
these methods or similar ideas could be used to also improve the performance of the
proposed samplers.
Another point concerns the M-H Roulette sampler of Section 4.3.3 and, in par-
ticular, the calculation of successive terms in Equation (4.3). Recall that each term
is decomposed into two transient probabilities according to Equation (4.4), with f (N)
being used in the calculation of both p(N) and p(N+1). This repetition affords some
computational savings; however, each f (N) is recomputed “from scratch”. It would
be interesting to see whether the computation of the probabilities for a state-space SN
could be informed by already having performed the computation within SN−1, thus
yielding even more significant improvements. It is not trivial to compute the “additional”
transient probability for the extended state-space, but one potentially useful way of
looking at the problem is to frame it as a model-checking task: essentially, we want to
compute the probability of reaching a target state from a known distribution of starting
states, while visiting at least one of the “border” states ϑSN = SN−SN−1 and avoiding
any states outside SN . The probability of the trajectories that satisfy this requirement
corresponds to the term p(N).
With regards to the ProPPA framework, we are interested in extending it with addi-
tional features such as an editor, to provide a more complete and integrated modelling
environment. The design of the system intentionally allows for different solvers to be
easily added, which gives the option of including algorithms based on, for instance,
moment closure approximations. Furthermore, we would like to add support for ob-
servations encoded as logic specifications to the framework, as explored in Chapter 3,
to complement the algorithms working with time-series. Additional features could
promote both the language and the framework as an experimental platform for use in
different fields.
The above thoughts are indicative directions in which this work could be extended.
More generally, we believe it can potentially serve as a blueprint for further integration
between the fields of formal modelling and machine learning. We believe there is
a significant potential for work in the intersection of the two approaches, with great
benefits to be earned by applying methods from one field to problems of the other.
For instance, the Russian Roulette truncation scheme could be applied to problems
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such as calculation of transient probabilities via uniformisation. There could also be
scope to study and reason about statistical properties of the posterior distribution, which
would allow us to give a formal characterisation of the inference process beyond the
simple pattern proposed in Section 3.5.2. Another interesting possibility would be to
use the results of formal analysis to inform the selection of an appropriate inference
algorithm, or to tackle the more complicated problem of structure learning. This thesis
has identified some ways in which such integration can occur, opening the possibility
of further exploration in this direction.
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