In recent decades, the vast majority of researchers in the field of information retrieval (IR) have been studying three main categories of IR models (i.e., vector space models, probabilistic models and statistical language models). Recently, some researchers have been exploring a new category of IR models which introduce the knowledge from the field of digital signal processing (DSP), which have been shown to be promising. However, the existing DSP-based models are not well-performed in some cases because they have not incorporated effective term weighting methods and the existing framework itself has some disadvantages to be overcome. In our research, we propose a new DSP-based IR model, denoted as DSP-MATF, which incorporates a very effective term weighing method from the well-performed Vector Space Model named Multi-Aspect Term Frequency (MATF). In addition, for improving the existing DSP-based IR frameworks, we consider each query term as a spectrum enveloped by different curves of seven kernel functions. To testify the effectiveness of our proposed model, we conduct extensive experiments on seven standard TREC datasets. The results show that in most cases our proposed model outperforms the strong baselines in terms of varied metrics.
I. INTRODUCTION
In recent years, research in IR field has yielded a lot of well-performed models which mainly conclude vector space models, probabilistic models and statistical language models. However, there also has been a strong demand of exploration for new categories of frameworks and models. New categories of models are based on the frameworks inspired by the ideas or theories from other fields (e.g., digital signal processing), which have been rarely involved in previous IR studies.
Since the existing studies of new IR models are still in their infancy so far, it is crucial to explore sound frameworks and The associate editor coordinating the review of this manuscript and approving it for publication was Adnan Abid. incorporate effective term weighting methods for boosting the performance of these categories of models.
Generally, the studies of weighting and ranking algorithms of IR models are always considered to belong to the field of computer application technology. In fact, these algorithms are always inspired by the knowledge in other disciplines. For Instance, probabilistic models and statistical language models originated from the theory of probability, and vector space models are derived from the theory of algebra. Besides, different categories of IR models are based on different frameworks and have different term weighting methods, which indicates that different models adopt different methods to represent queries and documents.
The vector space models (VSM) view the queries and documents as vectors which are the linear combinations of term vectors in the same space [1] , [2] . This category of models estimate the relevance between a document and a give query according to the similarity of their corresponding vectors. Some studies of VSM such as [3] - [5] are the crucial ones in the development of VSM. The probabilistic models consider the relevance between a document and a given query as an random event [6] . This category of models rank the documents by decreasing probability of relevance between the documents and given queries. Some well-known studies of classical probabilistic models should be mentioned here in recent years [7] - [12] . The statistical language approaches differ considerably from the classical probabilistic models but are also very well-performed and promising [13] - [16] . This category of models rank the documents according to the probability of generating the given query from each document. It is necessary to list some of the most representative work of LM here [17] - [25] .
As indicated above, the researchers always introduced not only the ideas and theories but also the concepts (e.g., vectors or random events) in other fields (e.g., the algebra theory or the probability theory) to represent the concepts (e.g., queries or documents) in IR field. From this perspective, some researchers have been trying to introduce the concepts from the fields which have been seldom involved in IR research previously (e.g., the field of digital signal processing (DSP)).
In this paper, we propose a new IR model based on Digital Signal Processing (DSP). To the best of our knowledge, there are only three studies which are directly related to ours so far. Costa and Melucci [26] presented the first DSP-based IR model which incorporates the term weighting method from vector space models from a theoretical perspective. This model considers each query as a set of discrete sinusoidal signals in time domain. Based on the same framework, Costa et al. [27] proposed another DSP-based IR model introducing the term weighting scheme from the well-performed probabilistic model BM25. This model also considers each query term as a discrete sinusoidal signal in time domain. Similar with the previous two studies, Ying et al. [28] proposed a new DSP-based IR framework and two corresponding models which respectively introduce the term weighting methods from BM25 and the Dirichlet Language Model (DLM) from a new perspective. These two models directly represent each query term as a spectrum with Gaussian form.
Although the latest DSP-based IR models are able to outperform the corresponding state-of-the-art models in most cases, this category of models need to be further improved from such aspects: (1) The existing DSP-based IR models fail in some cases. One of the key reasons is that these models have not introduced term weighting schemes that are effective enough. (2) The existing DSP-based IR models consider the query term only as a signal with a single form (i.e., the sinusoidal form or the Gaussian form). For further boosting the performance of the DSP-based IR models, the signals with other forms could be used to represent the query term.
Thus, in this paper, we propose a new DSP-based IR model which incorporates a very effective term weighing method proposed by [29] . Besides, we improve the existing most effective DSP-based IR framework proposed by [28] through representing each query term by different categories of signals. Same with the previous related studies, we consider every document as a set of band-stop filters with triangular form and view the retrieving process as the filtering process. After being filtered, the documents will be ranked in descending order of the remaining energy of signals that have been filtered because the documents which are more relevant to a given query correspond to the filter banks which could filter out more energy of the signals.
The main contributions of our research are as follows: 1) We propose a new DSP-based IR model, denoted as DSP-MATF, which introduces the term weighting method from the well-performed VSM Multi-Aspect Term Frequency model (MATF). We illustrate in detail how to effectively incorporate a term weighting scheme from a VSM into a DSP-based framework. 2) We improve the DSP-based IR framework through representing each query terms as different categories of signals. Specifically, we respectively consider each query term as spectrum enveloped by different curves of seven kernel functions including the Gaussian, the Triangle, the Circle, the Cosine, the Quartic, the Epanechnikov and the Triweight kernel functions. 3) We conduct extensive experiments to testify the effectiveness of our proposed model with different kernels. The experimental results show the great advantages of our proposed model. We investigate the performance of our proposed model when incorporating different kernel functions. To be specific, our model with all of the kernels outperforms the strong baselines in most cases in terms of varied metrics including MAP, P@10 and P@20. The rest of the paper is organized as follows. In Section II, we present the overview of the related work to our proposed model. Then, we first introduce some models that are integrated into our model in Section III and then introduce our proposed model in Section IV. After that, we set up our experimental environment on seven TREC datasets in Section V. In Section VI, we compare our proposed models with some strong baseline models in terms of varied metrics to testify our proposed model. Finally, we conclude this paper with a discussion of our findings and suggest some future research directions in Section VII.
II. RELATED WORK
In recent decades, there are a lot of outstanding scientific achievements in the IR field [30] - [40] . However, most of the studies are about the vector space models, probabilistic models and statistical language models, while little attention has been paid to other categories of models. In our paper, we present a new IR model which introduces the knowledge from the field of digital signal processing (DSP).
Similar with our study, there are several studies which introduce the knowledge from the other fields or disciplines (e.g., physics, information and communication engineering) which are rarely involved in previous IR studies. Here we review these non-classical IR models in Section II-A.
Besides, as we mentioned before, we consider each query term as a spectrum (i.e., a signal) and each document as a filter bank. Thus, the effectiveness of our proposed DSPbased IR model is determined by effectiveness of the designs of the signals and filters to a great extent. To be specific, the ranking of documents is determined by the important parameters, and these parameters are determined by the incorporated term weighting method. Therefore, it is of critical importance to incorporate an effective term weighting method into our model for boosting the performance of our model. Although the non-classical IR models have been shown to be promising and have been getting more and more effective, their term weighting methods are still relatively immature when compared with that of main categories of IR models (i.e., the vector space models, the probabilistic models or statistical language models). Thus, we also review the classical IR models from the perspective of their term weighting methods in Section II-B.
A. NON-CLASSICAL IR MODELS
The researchers in IR field always introduce the knowledge from other fields or disciplines for proposing their frameworks or models. The probabilistic models originated from the probability theory and the vector space models originated from the theory of algebra. In recent decades, most researchers have mainly been optimizing the classical models and only a minority of researchers have been trying to propose new models by introducing the theories or methods from other disciplines.
Shi et al. [41] proposed a gravitation-based model, denoted as GBM, which introduces the idea from the theory of Newton's theory of gravitation. This model represents the concepts in IR field (e.g., queries and documents) by the concepts in physics (e.g., mass, distance, radius, attractive force). Similarly, Rijsbergen [42] presented a new IR framework applying the Hilbert space mathematics, which has usually been applied in quantum mechanics. This framework considers each document as a vector in Hilbert space and considers the relevance between a document and a query as a Hermitian operator. Melucci and van Rijsbergen [43] surveyed the work of IR models which introduce the ideas from quantum mechanics. Park et al. [44] proposed a spectralbased IR framework taking into account the information of not only the exact term position but also other term patterns.
To the best of our knowledge, there are three studies that are most related to ours. Costa et al. [26] proposed an IR framework introducing the theories from the field of digital signal processing (DSP) and further presented the corresponding model, denoted as LSPR-VSM, which incorporates the term weighting scheme from vector space models. This model considers each query as a set of sinusoidal signals in time domain and each document as a set of band-stop filters with triangular form. The representation of signals needs to be transformed from time domain to frequency domain by Discrete Fourier Transform (DFT). After that, the signals are represented by spectra and they are filtered by the bandstop filter banks. The retrieving process corresponds to the filtering process. After filtering, the documents will be ranked in descending order of the remaining energy of the signals that have been filtered because the documents which are more relevant to a given query correspond to the filter banks that could filter out more energy of the signals. Based on the same framework, Costa and Melucci [27] presented a new DSP-based IR model, denoted as LSPR-BM25, which incorporates the term weighting scheme from the well-performed probabilistic model BM25. Same with LSPR-VSM, LSPR-BM25 represents the query term by a set of sinusoidal signals in time domain and each document by a set of bandstop filters with triangular form. For testifying the effectiveness of their proposed model, they conducted experiments on two datasets and the results showed that their proposed model is comparable with BM25. Similar with the previous two studies, Ying et al. [28] proposed a new DSP-based IR framework and two corresponding models, denoted as DSPF-BM25 and DSPF-DLM, which respectively introduce the term weighting methods from BM25 and the Dirichlet Language Model (DLM) from a new perspective. Instead of representing the query term in time domain, these two models directly represent the query term as a spectrum with Gaussian form in frequency domain. The experimental results on seven standard TREC datasets showed that their proposed models outperform the corresponding baseline models in most cases.
Although the latest DSP-based models are more effective than some current state-of-the-art models in most cases, this category of models need to be further explored. First, Costa and Melucci [26] proposed their model only from theoretical perspective, while having not discussed which specific term weighting scheme should be introduced for better boosting their proposed model. Besides, the effectiveness of the their proposed model has not been verified by experiments in their study. Costa et al. [27] proposed another DSP-based IR model incorporating the term weighting scheme from BM25, but their experimental results show that the model is still not effective enough. Besides, the experiments in this study have been conducted based on only two datasets, which are not extensive enough for verifying the effectiveness of this model. The models proposed by [28] could be considered as the most effective DSP-based IR models so far. However, the term weighting schemes they introduced in their models are not effective enough, which leads to that their models just outperform the corresponding state-of-the-art models by a small margin or fail in some cases.
B. CLASSICAL IR MODELS
There are three main categories of models which have been well studying and discussing in IR field: vector space models, probabilistic models and statistical language models. Different models have different strategies for term weighting estimating. It should be mentioned that no matter whatever categories these models belong to, well-performed models should be very considerate of their term weighting methods. In the following paragraphs, we review some of the most well-known models from the perspective of their term weighting schemes.
The classical probabilistic models (PM) rank the documents by decreasing probability of relevance between each document and a given query. In this category of models, the Okapi BM25 is one of the most well-known and wellperformed classical probabilistic models [45] - [47] , its term weighting method takes into account the ratio between the length of a document and the average document length in a collection to normalize the term frequency. Liu et al. [48] proposed a novel probabilistic model, denoted as TEL, which weights a term by a linear combination of two parts: the first part is BM25 and the second one is a variant of BM25 which introduces the location information of a term in a sentence. Zhao et al. [49] presented a novel model, called CRTER, which weights a term by interpolating BM25 with the variant of BM25 which weights a Cross Term instead of a term. Lv and Zhai [50] found that the term frequency in BM25 could be normalized in a better way and proposed the BM25+, which sets a lower bound for the part of term frequency normalization.
The statistical language approaches (LM) weight and rank the documents according to the probability of generating the given query from each document. Zhai and Lafferty [20] presented one of the most well-known statistical language approach, called Dirichlet prior method, which introduces the Dirichlet prior smoothing method. Its term weighting scheme infers the term saliency by using the information provided from not only a document but also a collection. Based on the Dirichlet prior method, Zhai and Lafferty [51] presented the two-stage language model, denoted as TSL, which makes a linear combination of two parts that infer the term saliency from the perspectives of the document and the collection respectively. By developing the Dirichlet prior method, Metzler et al. [52] considered the terms within a document follows the Multiple-Bernoulli distribution and further proposed a new statistical language approach, called BLM, which estimates the term saliency from the perspectives of the document and the collection in a different way. Fang and Zhai [53] presented two language models, denoted as F2EXP and F2LOG, whose term weighting methods take into account the ratio between the length of a document and the average document length. By their term weighting method, these two models infer the saliency of a term from the perspective of document through smoothing the term frequency for two times. Lv and Zhai [50] found a deficiency of Dirichlet prior method and further proposed the model DIR+, which set a lower bound for the part of term frequency for better normalizing the term frequency.
The vector space models (VSM) view the queries and documents as vectors which are the linear combinations of term vectors in the same space. The existing vector space models which introduce the pivoted normalization methods are usually considered as the most effective ones. Singhal et al. [54] proposed a novel VSM, denoted as PIV, which introduces the ratio between the length of a document and the average document length to more precisely estimate the relevance between documents and queries. Fang and Zhai [53] developed PIV and presented two corresponding models, denoted as F1EXP and F1LOG, which normalizes both the term frequency and inverse document frequency in a different way. Especially, here we have to mention a novel and very effective vector space model MATF proposed by [29] . MATF makes a linear combination of two components that could normalize the term frequency from two perspectives. Specifically, the first and second components respectively use the average term frequency within a document and the average document length in a collection to normalize the term frequency. MATF has an advantage that it could perform very well and robustly when the length of the queries varies through automatically adjusting the weighting of the two components. It could been seen as an advantage that is not possessed by vast majority of existing classical IR models including the divergence from randomness based models such as [50] , [55] , [56] .
In our model, each query term is considered as a spectrum, which means that a longer query will more likely be represented by the spectra with more energy, and vise versa. Thus, the query length is a significant factor influencing the ranking of documents because our model ranks the documents according to how much energy of the spectra is filtered in total. Therefore, for better performance of our model, it is crucial to introduce the term weighting schemes that could more properly reduce the influence of variation of query length. Thus, we introduce the term weighting method from MATF in our model.
In this paper, we proposed a new DSP-based IR model, denoted as DSPF-MATF, which incorporates the term weighting method from the state-of-the-art vector space model MATF. Different from the previous studies, we represent each query term as a spectrum enveloped by different curves of seven kernel functions including the Gaussian, the Triangle, the Circle, the Cosine, the Quartic, the Epanechnikov and the Triweight kernel functions for boosting our proposed model.
III. PRELIMINARIES
In this section, we introduce the state-of-the-art vector space model MATF in Section III-A and the DSP-based IR models proposed by [26] and [28] in Section III-B because our proposed model are based on them.
A. MATF Paik [29] proposed a novel and well-performed vector space model, denoted as MATF, whose term frequency normalization part is a linear combination of two components that normalize the term frequency respectively by using the average term frequency in a document and by the average document length in a collection. In their weighting function, one component is the Relative Intra-document Term Frequency (RITF), which is defined as follows:
in which tf (t, d) is the frequency of term t in document d, and avgtf (t, d) is the average term frequency of all the terms in document d. The other component is Length Regularized Term Frequency (LRTF), which is defined as follows:
where dl denotes the length of the document d and avdl denotes the average document length of all the documents in collection D. MATF makes a linear combination of RITF and LRTF. RITF is more effective when encountering short queries and LRTF is more effective when encountering long queries. Then, the term discrimination factor (TDF) is defined as follows:
in which cf (t) is the frequency of term t over the collection D; n(t) is the number of documents containing term t; N is the number of indexed documents in the collection D.
Finally, the function f (x) = x 1+x is used to normalize RITF and LRTF. The final weight of a query term q i for document d is the weighted linear combination of the two components whose weights varies according to the length of the given query, which could be expressed as follows:
where γ = 2 1+log 2 (1+ql) is a query length factor. Therefore, when the query is given, a document's weight is the sum of the weights of all the query terms in the document.
in which w is the term weight same with that in the Equation 19 ,
B. DSP-BASED MODELS
Costa and Melucci [26] proposed a DSP-based IR model, denoted as LSPR, which incorporates term weighting scheme from Vector Space Models (VSM). This model involves the knowledge in the field of digital signal processing (DSP). Therefore, the readers who interest in the knowledge of this field could consult [57] - [59] . Basically, this model considers each document as a set of filters and each query as a set of signals. Then the signals are filtered by the filters. After that, the documents are ranked according to the result of filtering.
To be specific, LSPR views each query term as a discrete sinusoidal signal in time domain: A i sin(2πf i nT ), in which i is the serial number of each term within a query, the amplitude of the signal A i corresponds to the weight of each query term in vector space models (VSM): log N n(q i ) , the frequency of each signal f i = 600i−199 is set to avoid the overlaps of their spectra in frequency domain, the sampling interval T is the sampling interval for each signal in time domain. Therefore, each query could be expressed as follows:
in which |Q| is the number of the unique terms within a query, N is the number of samples for a query (i.e., each set of sinusoidal signals), n denotes the serial number of a sample of the signals in time domain. The set of discrete time sinusoidal signals are transformed from time domain to frequency domain through Discrete Fourier Transform (DFT). After being transformed, the signals are expressed as the spectra. In the corpora, a document which contains query terms corresponds to a filter set. Specifically, a filter generates when a query term occurs in a document. Each filter (i.e., a query term within a document) is a band-stop filter with triangular form in frequency domain and its central position is the same as that of the corresponding signal spectrum (i.e., the same term within a query). Each filter is even symmetric and the width of each half of the filter is called the amplitude of a filter, which could be expressed as follows:
in which N is the total number of the documents in a corpora, TF i is the frequency of the query term q i within a document, IDF i corresponds to the weight of a query term: log 2 N n(q i ) , in which n(q i ) is the number of the documents containing the query term q i .
Then the set of signals (i.e., the query) are filtered by the filter bank (i.e., the document). The documents are ranked according to how much energy has been filtered. To be specific, they are ranked in descending order of the remaining energy of the signals that have been filtered because a document which is more relevant to a given query corresponds to the filters whose width is larger.
Similar with LSPR, Ying et al. [28] proposed two new DSP-based IR models, denoted as DSPF-BM25 and DSPF-DLM, which are based on a new DSP-based framework. These two models introduce term weighting schemes from BM25 and Dirichlet Language Model (DLM) respectively. As we mentioned above, LSPR considers each query as a set of discrete sinusoidal signals in time domain and then transfers the representation of these signals from time domain to frequency domain through Discrete Fourier Transform. Different from LSPR, DSPF-BM25 and DSPF-DLM directly consider each query term as a spectrum with Gaussian form in frequency domain, which simplifies the process and turns the parameters more directly and precisely. In the two models, the query (i.e., the set of spectra) could be expressed as follows:
where |Q| denotes the number of unique terms within a query; M denotes the number of spectral lines in the spectra, i denotes the serial number of a term within a query, f i denotes the frequency of the central position of each spectrum (i.e., each query term), j denotes the serial number of a spectral line, f j denotes the frequency of a spectral line, l is a hyper-parameter that controls the width of each spectrum, A i is respectively set as the term weight in BM25 and DLM. In DSPF-BM25, A i = log N −n(q i )+0.5 n(q i )+0.5 , in which N is the number of indexed documents in a collection and n(q i ) is the number of documents containing the query term q i in a collection. In DSPF-DLM, A i = log |C| cf (q i ) , in which |C| denotes the number of terms in a collection and cf (q i ) denotes the number of the query term q i in the collection.
Same with the setting in LSPR, DSPF-BM25 and DSPF-DLM consider the documents as a set of band-stop filters with triangular form. To be specific, each query term within a document corresponds to a filter. The filter is even symmetric and its central position is the same as that of the corresponding signal spectrum (i.e., the term within a query). Conveniently, we define the width of each half of the filter, which is symmetric, as the amplitude of the filter. The amplitude in DSPF-BM25 could be expressed as follows:
in which s adjusts the width of the filter, i denotes the serial number of a term within a query, IDF i = log N −n(q i )+0.5 n(q i )+0.5 , which corresponds to the weight of a query term within a collection in BM25, TF i = (k 1 +1)·tf (q i ,d) K +tf (q i ,d) , which corresponds to the weight of a query term q i within a document d in BM25, in which k 1 is a hyper-parameter whose value is usually according to the nature of datasets and queries, K = k 1 · ((1 − b) + b dl avdl , in which l is the document length, avdl is the average document length and b is a hyper-parameter for balancing the impact of document length. In DSPF-DLM, amplitude could be expressed as follows:
in which the hyper-parameter s adjusts the width of each filter,
are the same as those in DLM, in which i is the serial number of a term within a query, q i is a query term, |C| is the number of terms in the collection C, |D| is the number of the terms in the document D, µ is the Dirichlet smoothing parameter, cf (q i ) is the frequency of a query term q i in a collection, tf (q i , D) is the frequency of a query term q i in a document.
After all the query terms and the documents are traversed, the DSPF-BM25 and DSPF-DLM rank the documents in descending order of the remaining energy of spectra that have been filtered because the documents which are more relevant to a given query correspond to the filter banks which could filter out more energy of the spectra.
IV. OUR PROPOSED MODEL
In this section, we introduce our proposed model DSP-MATF in detail. As we mentioned before, Costa and Melucci [26] presented the first and the only DSP-based IR model that incorporates the term weighting scheme from the Vector Space Models (VSM). However, they only demonstrated this model from a theoretical point of view and have not considered incorporating more effective term weighting schemes for boosting the performance of their model. Besides, they only considered representing the query term as the sinusoidal signal but there are a lot of other categories of signals that could be introduced. Based on their study, we propose another DSP-based IR model which incorporates the term weighting scheme from the state-of-the-art vector space model MATF proposed by [29] . Besides, we represent each query term as the spectrum enveloped by different curves of seven kernel functions that have been used in [49] .
In the field of digital signal processing, we can represent a signal in two forms: a function in time domain and a function in frequency domain. For realizing the transformation of the signal representation between the two forms, we could utilize Discrete Fourier Transform (DFT) and the Inverse Discrete Fourier Transform (IDFT). Therefore, it is feasible in our study to directly propose the signal representation in frequency domain. As we depict in figure 1, we represent each query term as spectrum enveloped by different curves of seven kernel functions in frequency domain (e.g., the Gaussian, the Triangular, the Cosine, the Circle, the Quartic, the Epanechnikov and the Triweight kernel functions). Therefore, we consider each query as the spectra as we depict in figure 2 and each query with seven different kernel functions could be represented as follows respectively:
• Gaussian:
• Triangle:
• Circle:
• Cosine:
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• Quartic:
• Epanechnikov:
• Triweight:
in which j ∈ {1, . . . , M }, j is the serial number of each spectral line in the whole spectra that correspond to a query, M is the number of spectral lines in the whole spectra, |Q| is the number of the unique terms within a query, i is the serial number of a term within a query, f i is the frequency of the central position of a spectrum that corresponds to the corresponding query term, f j is the frequency of a spectral line, σ is a hyper-parameter that controls the width of each spectrum, A i is set as the value of the term discrimination factor in MATF:
in which cf (t) is the frequency of term t over the collection; n(t) is the number of documents that contain term t; N is the number of indexed documents in the collection. Similar with LSPR, our proposed model considers each query term within a document as a band-stop filter with triangular form as we depict in figure 3 . The filter is even symmetric and it has the same central position as the corresponding spectrum as we depict in figure 4 . Conveniently, because of the even symmetry of the filter, we only need to consider one half of the filter. We denote the width of each half as w and set a hyper-parameter s to adjust the width of each filter. We set w as the product of s and the weight of a query term q i for document d applied in MATF, which means w could be written as s · w (q i , d). Therefore, w could be expressed as follows:
· TDF(q i ) (19) in which γ = 2 1+log 2 (1+ql) is a query length factor, RITF(t, d) = log 2 (1+tf (t,d)) log 2 (1+avgtf (d)) is the relative intra-document term frequency, LRTF(t, d) = tf (t, d) · log 2 (1 + avdl dl ) is the length regularized term frequency and TDF(t) = cf (t)/n(t) 1+cf (t)/n(t) · log N +1 n(t) is the term discrimination factor, in which tf (t, d) is the frequency of term t in the document d, avgtf (t, d) is the average term frequency in document d that does not contain any stop words, dl is the length of the document d, avdl is the average document length in the collection, cf (t) is the frequency of the term t in the collection, n(t) is the number of the documents which contain the term t, N is the total number of documents in the collection.
After being filtered, the spectrum could be depicted as in figure 5 . The model traverses all the terms within a query and then ranks the documents in descending order of the remaining energy of spectra that have been filtered because the documents which are more relevant to a given query correspond to the filter banks which could filter out more energy of the spectra.
V. EXPERIMENTAL SETTINGS
In this section, we first introduce the details of the collections and the evaluation measures in Section V-A and then introduce the parameter settings in Section V-B.
A. DATASETS AND EVALUATION MEASURES 1) DATASETS
To verify the effectiveness of our proposed model, we conduct experiments on 7 standard TREC collections whose size and genre are different from each other. The AP90 is a collection containing articles published by Association Press from the year of 1990. The AP88-89 is a collection containing articles which published by Association Press from the year of 1988 to 1989. The Disk 4&5 is a collection of newswire articles from various resources containing Wall Street Journal (WSJ), Association Press (AP), Financial Times (FT), etc., which is always considered as high-quality text data with little noise. The WT2G is a collection containing 2G size crawl of Web documents, which is used in the TREC8 Web track. The WT10G collection containing 10 Gigabytes of uncompressed data is a medium size crawl of Web documents and was used in the TREC9 and 10 Web tracks. The Disk4&5, TREC8 and Robust04 are all the same collections of news but with different sets of queries. The detailed information of each collection is presented in Table 1 .
2) EVALUATION MEASURES
We firstly remove the queries without judgements in the process of indexing and querying. Then we use Porters English stemmer to stem every term in the collections in our experiments [60] and remove the standard English stop words [61] . In our experiments, there are three fields in the topic: title, description and narrative and we only use the title field containing only a few keywords related to the topic. In our experiments, we use the Mean Average Precision (MAP) of the top 1000 documents returned as the main metric for testifying the effectiveness of our proposed model. It is a standard metric for binary relevance assessment and is also the official metric in the corresponding TREC evaluations. Besides, we respectively use Mean Average Precision at top ten documents (P@10) and top twenty documents (P@20) as another two important evaluation measures to testify our proposed model. All statistical tests are based on Wilcoxon matched-pairs signed-rank test.
B. PARAMETER SETTINGS
In our experiments, we compare our proposed model with four strong baseline models to verify the effectiveness of our model. Firstly, we choose MATF as one of our baseline models because it has always been viewed as one of the most effective models in IR field and our proposed model incorporates the term weighting scheme from it. Secondly, we choose BM25 and the Dirichlet language model (DLM) as our baselines because they are always considered as strong baseline models by IR researchers for testing the performance of their newly proposed models. Thirdly, we choose LSPR-BM25 proposed by [27] which incorporates the term weighting scheme from BM25 as our baseline model because this model is a very effective DSP-based IR model in many cases. Finally, we use DSPF-BM25 and DSPF-DLM proposed by [28] as our baseline models because these two models are based on the very similar framework with ours TABLE 2. Comparison between the DSP-MATF and the baseline models. The best result obtained on each dataset is in bold. Stars (''*'') denote that our models perform significantly better than corresponding baselines statistically (Wilcoxon matched-pairs signed-ranks test with p < 0.05). The percentages below are the percentage improvements of proposed models over baselines. VOLUME 7, 2019 and are the most effective DSP-based models so far to the best of our knowledge.
In our proposed model DSP-MATF and the baseline model DSPF-BM25, the parameter s, which adjusts the width of the filter, ranges from 5 to 40 with an interval of 5 and the parameter σ , which controls the width of each spectrum, ranges from 100 to 2000 with an interval of 100. In DSPF-DLM, the parameter s, which tunes the width of the filter, ranges from 2 to 18 with an interval of 2 and the parameter σ , which controls the width of each spectrum, ranges from 100 to 2000 with an interval of 100. In BM25 and LSPR-BM25, the values of parameters k 1 , k 3 are set to 1.2 and 8 respectively, which are the recommended settings in [62] , and the value of b is set to be 0.35, which is recommended in [63] . Besides, in LSPR-BM25, the parameter s, which tunes the width of each filter, ranges from 1 to 200 with an internal of 1. In DLM, the value of parameter µ is set to be 1000, which was shown in [64] to achieve best MAP on most collections. Since there is no hyper-parameters in MATF, it is unnecessary to discuss it here.
VI. EXPERIMENTAL RESULTS
In this section, we firstly report our experimental results and then conduct extensive analysis. In particular, we first investigate the effectiveness of our proposed model DSPF-MATF in Section VI-A. Then, we investigate the parameter sensitivity in Section VI-C.
A. EFFECTIVENESS OF DSPF-MATF
To investigate the effectiveness of our proposed DSPF-MATF, we compare DSPF-MATF with the baseline models in terms of varied metrics. As we mentioned before, in our model, we consider each query term as the spectrum enveloped by different curves of seven kernel functions including the Gaussian, the Triangle, the Circle, the Cosine, the Quartic, the Epanechnikov, and the Triweight kernel functions. For testifying the effectiveness and robustness of our proposed model, we compare the baseline models with our proposed model with different kernels in terms of the varied metrics.
The experimental results of MAP over seven datasets are presented in Figure 6 . As shown in figure 6 , when in terms of MAP, our proposed models with seven kernels thoroughly and obviously performs better than BM25, DLM, LSPR-BM25, DSPF-BM25 and DSPF-DLM on all the datasets and outperforms MATF in almost all the cases, which indicates the effectiveness of our proposed model. Specifically, as we mentioned before, the baseline models DSPF-BM25 and DSPF-DLM are the latest DSP-based IR models based on very similar frameworks with ours. It is obvious that our DSP-MATF outperforms DSPF-BM25 and DSPF-DLM by a significant margin on all the datasets, which shows the effectiveness of the term weighting method we introduced.
The table 3 shows the performance of the baseline models and our proposed model with different kernels in terms of various metrics in detail. The best results of these models on different datasets and with different metrics are remarked bold. From the results shown in this table, our proposed model with all the kernels outperforms the baseline models on almost all the datasets and with all metrics, which further indicates the effectiveness of our proposed model. To be specific, our proposed model with all kernels performs better than two strong baseline probabilistic models, BM25 and DLM, in terms of MAP on all the datasets. Furthermore, it should be mentioned that in more than half of the cases, the performance of DSP-MATF is significantly better than that of the two models in terms of MAP. Besides, in terms of P@10 and P@20, our proposed model also outperforms these two models in almost all the cases and the performance of our proposed model is significantly better than that of the two models in many cases. Our proposed model, which introduces the term weighting scheme from the MATF, also performs better than MATF in almost all the cases. Specifically, our proposed model with some kernels (i.e., the Gaussian, the Circle and the Epanechnikov kernels) performs better than MATF on all the datasets in terms of MAP, while our model with other kernels(i.e., the Triangle, the Cosine, the Quartic and the Triangle kernels) performs better than MATF on six of the seven datasets in terms of MAP. Besides, our model with all the kernels outperforms MATF in most cases in terms of P@10 and P@20. Besides, our proposed model with all the kernels outperforms the existing DSP-based IR models LSPR-BM25, DSPF-BM25 and DSPF-DLM on all datasets and with all metrics. Furthermore, the performance of our proposed model is significantly better than that of LSPR-BM25, DSPF-BM25 and DSPF-DLM in about half of the cases with all metrics, which further indicates the effectiveness of the term weighting scheme we introduced. Especially on the larger dataset WT10G, we can see the obvious advantages of our proposed model. Our proposed model obtains improvements in performance of more than 10% over DSPF-DLM and about 30% or more over LSPR-BM25 in terms of all metrics on the WT10G, which is the largest dataset we use in our experiments. Overall, our proposed DSP-MATF is at least comparable with MATF and outperforms BM25, DLM, LSPR-BM25, DSPF-BM25 and DSPF-DLM.
B. EFFECTIVENESS OF DIFFERENT KERNEL FUNCTION
Furthermore, it is necessary to compare the performance of our model when incorporating different kernels. From the results in the table 3, overall, we should notice that there is no obvious difference of the performance of our model when incorporating different kernels. Therefore, it is difficult to determine which kernel function is the best one to be introduced. To be specific, when in term of MAP, there is no significant difference of performance of DSP-MATF when incorporating different kernels. The model with any one of the kernels could achieve highest MAP on one or more datasets in our experiments. However, When in terms of P@10 and P@20, DSP-MATF with the Triangle kernel and the Triweight kernel could more precisely obtain top-10 documents and this model with the Gaussian kernel could more precisely obtain top-20 documents.
C. PARAMETER SENSITIVITY
In our proposed model, we consider each term within a query as a spectrum and each query term occurring in a document as a band-stop filter. In this model, there are two hyperparameters: δ which controls the width of the spectrum and s which controls the width of the filter. It is necessary to test the sensitivity of these parameters and suggest comparable good values of them to guarantee the robustness and applicability of our proposed models. Figure 7 plots the variation of MAP of our model with seven different kernels when the parameter σ ranges from 200 to 2000 with an interval of 200. From the general variation trend of MAP on each of the seven datasets, we could find that the performance of the model fluctuates dramatically when the σ ranges from 200 to 600 and it becomes much more stable when the σ ranges from 600 to 2000. As shown in this figure, the variation trends of the performance of our model with different kernels are different when σ ranges from 200 to 600 and the fluctuation disappears to a large extent after that range. It also should be mentioned that the variation trends of the performance of our model with different kernels are very similar on the same dataset and there is no significant difference of the performance of our model with different kernels. Overall, DSP-MATF performs relatively well when the parameter σ locates no less than 1400. Therefore we recommend a σ -value no less than 1400 because the performance is shown to be relatively well and stable when datasets vary. Figure 8 plots the variation of MAP of our model with seven different kernels when the parameter s ranges from 5 to 40 with an interval of 5. From the general variation trend of the MAP on seven datasets, we could find that the performance generally increases with the increasing of the value of s. To be specific, the performance increases rapidly when s ranges from 5 to 20 and further increase mildly after that range. We also should notice that the variation trends of the performance of our model with different kernels are very similar on the same dataset and there is no significant difference of the performance of DSP-MATF with different kernels. Overall, our model DSP-MATF performs relatively well when the parameter s locates between 35 and 40. Therefore we recommend a s-value between this range as the performance is shown to be relatively well and stable when datasets vary.
VII. CONCLUSION AND FUTURE WORK
In this paper, we propose a new DSP-based IR model, denoted as DSP-MATF, which introduces the term weighting scheme from the well-performed vector space model MATF. Different from the existing DSP-based IR models which only consider query terms as a single category of signals, our model represents each query term as a spectrum enveloped by different curves of seven kernel functions including the Gaussian, the Triangle, the Circle, the Cosine, the Quartic, the Epanechnikov and the Triweight kernel functions. Same with the previous studies of DSP-based models, we consider each query term occurring in a document as a band-stop filter with triangle form. Our model ranks the documents in descending order of the remaining energy of spectra that have been filtered because the documents which are more relevant to a given query correspond to the filter banks which could filter out more energy of the signals. We conduct extensive experiments to testify the effectiveness of our proposed model with different kernels by comparing our model with the baseline models in terms of various metrics. Besides, we compare the performance of our proposed model when integrating different kernels. After that, we test and discuss the sensitivity of the hyper-parameters in our model and further recommend some ranges of them to ensure the robustness and applicability of our proposed model.
There are several future research directions worthy to be explored. First, in our research, we introduce the term weighting scheme from the well-known vector space model MATF and there should be some other effective term weighting schemes that could be introduced to further boost the performance based on DSP-based IR frameworks. Second, we introduce the traditional knowledge from the DSP field in this paper, but some advanced methods in other disciplines (e.g., adaptive filtering) could be adopted to optimize the current DSP-based IR models. Third, it will be interesting to conduct an in-depth study on the integration of our proposed ideas into other models or frameworks, especially machine learning and deep learning approaches used in [65] , [66] . Besides, We also plan to evaluate our proposed framework and methods on more datasets including some real document collections used in [67] - [69] and to apply our concept in realworld applications [70] , [71] .
