In this paper we prove that the non-linear Fourier transform of the defocusing NLS equation on the circle is linear up to terms which are one order smoother.
Introduction
Consider the defocusing non-linear Schrödinger (dNLS) equation
on the circle T = R/Z. According to [1] , the initial value problem of (1) According to [2] , the dNLS equation is an integrable PDE in the following strong sense: on H 0 r there exists a canonical real analytic coordinate transformation Φ so that the initial value problem of (1), when expressed in these coordinates, can be explicitly solved by quadrature. The transformation Φ is referred to as non-linear Fourier transform or Birkhoff map for the dNLS equation. It is defined on a complex neighborhood W of H The Poisson structure on h s r is defined by the condition that the coordinates z(n) n∈Z , z(n) n∈Z in h 0 r satisfy the canonical relations {z(n), z(n)} = −i whereas all other brackets between coordinate functions vanish. The Birkhoff map Φ has the property that when restricted to H In order to state our results, it is convenient to denote by F the following Fourier transform, 
Method of proof:
The proof of Theorem 1.1 is based on a new formula for the components of the Birkhoff map presented in Theorem 2.2 in Section 2. The main ingredients of the proof of Theorem 1.1, given in Section 3, are sharp asymptotic estimates of various spectral quantities of the Zakharov-Shabat operator established recently in [5] . This operator appears in the Lax pair formulation of the dNLS equation. In Section 3 one also finds the proofs of Corollary 1.1 and Corollary 1.2.
Related work: In [9] , Kuksin and Piatnitski initiated a study of random perturbations with damping of the KdV equation on the circle. It then was further continued by Kuksin [7] . The purpose of these investigations are to describe how the KdV action variables evolve under certain perturbations of the KdV equation. To this end, the perturbed equation is expressed in KdV Birkhoff coordinates, constructed in [3] . Up to highest order it is a linear differential equation if the non-linear part of the Birkhoff map is 1-smoothing (or, equivalently, a semi-linear map). In [8] , Kuksin and Perelman succeeded in showing that near the equilibrium point, the non-linear part of the Birkhoff map is indeed 1-smoothing and conjectured that this holds true globally in phase space. In [4] the authors show that this is indeed the case, i.e., that the Birkhoff map is semi-linear, and apply their result to obtain various new features of solutions of the KdV equation on the circle. In this paper and the subsequent one [6] , we establish such results for the defocusing NLS equation, another important non-linear dispersive evolution equation.
Birkhoff map
In this section we review the Birkhoff map, constructed in [2] , state and prove the new formula mentioned in the introduction as well as the asymptotic estimates of quantities appearing in this formula. In [2] , Birkhoff coordinates x(n), y(n), n ∈ Z, were constructed on H 0 r . These coordinates are real valued and satisfy {x(n), y(n)} = −1 for any n ∈ Z whereas all other brackets between coordinate functions vanish. For our purposes, in this paper it is convenient to use complex coordinates
Then z 1 (n), z 1 (n) = −i whereas all other brackets between coordinate functions vanish and the action variables I n := x(n) 2 + y(n) 2 /2 can be expressed as
The result on the Birkhoff map in [2] (see the Overview as well as Theorem 20.2) then reads as follows: To state our new formula for the Birkhoff coordinates we first need to introduce some more notation and results from [2] 
It satisfies LM = λM for any λ ∈ C and for any x ∈ R, M (x, λ) is an entire function of λ. We need to consider the Dirichlet spectrum of L(ϕ) on [0, 1] as well as the periodic spectrum of L(ϕ) on [0, 2]. Both spectra are discrete and can be listed (with their algebraic multiplicities) as sequences
in lexicographic ordering in such a way that µ n , λ 
By Floquet theory, (λ ± n ) n∈Z are the roots (with multiplicities) of ∆ 2 (λ) − 4, which admits the product representation ( [2] , Lemma 6.8),
where π k = kπ for k = 0 and π 0 = 1. Let∆(λ) = ∂ λ ∆(λ). Its zeros can be listed (with their multiplicities) as a sequence · · · λ n−1 λ n λ n+1 · · · in lexicographic ordering such thatλ n = nπ + o(1) as |n| → ∞. The entire function∆(λ) also admits a product representation [2] , Lemma 6.5,
It is shown in [2] , Section 12, that there exists an open neighborhood W of H 0 r in H 0 c so that any element in W admits a sequence of pairwise disjoint discs, (U n ) n∈Z with the property that for any n ∈ Z µ n ,λ n ∈ U n , and [λ
for some c ≥ 1. It can be shown that such sequences of discs, referred to as isolating neighborhoods, can be chosen locally uniformly on W and so that for |n| sufficiently large U n = D n where D n = {λ ∈ C| |λ − nπ| < π 4 }. For ϕ ∈ W, the action variables I n , n ∈ Z, are then defined as follows ( [2] , Section 13)
where Γ n ⊆ U n is a contour around G n and c ∆ 2 (λ) − 4 denotes the canonical root
by requiring that for |λ| sufficiently large
Here + √ x denotes the root on C \ (−∞, 0] with
In [2] , Theorem 3.3, it is shown that for any ϕ ∈ W and n ∈ Z with γ n := λ
and that the function ξ n = + 4I n /γ 2 n extends analytically to W and satisfies locally uniformly on W the asymptotic estimate
Furthermore we recall that the angle variables are defined in terms of the entire functions ψ n (λ),
where the normalizing factor − 2 πn and the zeros σ n k , k = n, are chosen in such a way that 1 2π Γm
The functions ψ n are used to define
where the path of integration is required to be in U k \ G k except possibly its endpoints, but otherwise arbitrary and the * -root
Note that by [2] , Lemma 6.6,
the choice of the sign of ∆ 2 (λ) − 4 doesn't matter for µ k ∈ {λ ± k }.) For k = n, β n,n is defined also by (2), but in this case only mod(2πi) and for ϕ ∈ W with γ n = 0. In [2] , Lemma 15.1, it is shown that β n,k , k = n, is analytic and satisfies
locally uniformly on W, implying that β n = k =n β n,k is absolutely summable due to the asymptotic estimates of τ k − µ k and γ k . The functions β n are shown to be analytic on W and to satisfy β n = o(1), |n| → ∞, locally uniformly on W in [2] , Theorem 15.3. In [2] , Section 16, the Birkhoff coordinates are then defined as
where z ± n are defined for ϕ ∈ W with γ n = 0 by z 
with the sign of
By [2] , Lemma 12.7, δ n (µ n ) is analytic on W . Similarly write
By [2] , Lemma 12.10, and the asymptotics of µ n ,
and by [2] , Lemma 12.2, as |n| → ∞ ζ n (λ) = 1 + ℓ 2 n uniformly for λ ∈ U n .
Both asymptotic estimates, hold locally uniformly on W . With these notations we can now state the new formulas for z ± n : Theorem 2.2. For any ϕ ∈ W and n ∈ Z
where η ± n are defined by
if γ n = 0, µ n = τ n . The functions η ± n are analytic and satisfy
locally uniformly on W.
Expressed in an informal way, Theorem 2.2, when combined with (3) and (4), says that
up to error terms of order o(1) as |n| → ∞. Note that τ n , µ n , δ(µ n ) and δ n (µ n ) are analytic on W.
Proof of Theorem 2.2. For any n ∈ Z, let Z n := {ϕ ∈ W | γ n = 0}. Recall that for ϕ ∈ W \ Z n , z − n = γn 2 e −iβn,n with
dλ mod(2πi) .
(As −i
dλ = π (mod2π) independently of the choice of the sign of the root, the sign of the root in the integrand is irrelevant if µ n ∈ {λ ± n }. ) With ζ n (λ) given by (7), one has
We claim that for ε ∈ {1, −1} and µ ∈ C \ G n γ n 2 exp
Indeed, both sides are analytic univalent functions on C \ G n with limit
When combined with (5) one then gets
To see that η − n is analytic on W note first that for any ϕ ∈ W \ Z n , by the definition ψ n ,
for any choice of the sign of the roots. As
by a straightforward computation it follows that
and hence for any ϕ ∈ W \ Z n one has
Arguing as in the proof of [2] , Lemma 15.2, one sees that η − n is analytic on W \ Z n . To show that it is analytic on all of W one argues as in the proof of [2] , Proposition 16.5: one verifies that η − n is continuous on W and that its restriction to Z n is weakly analytic to conclude from [2] , Theorem A.6, that η − n is analytic on W. The details are left to the reader. To prove the claimed asymptotics for η − n we first consider the case where ϕ ∈ Z n . In the case µ n = τ n one has η − n = 1. If µ n = τ n , then with the parametrization λ(t) = τ n + t(µ n − τ n ), 0 ≤ t ≤ 1, one gets
In the case ϕ ∈ W \ Z n , write η − n = exp(I) exp(II) where
dλ.
Towards I, with the path of integration given by λ(t) = λ
By (13) we can assume without loss of generality that |λ − n − µ n | ≤ |λ + n − µ n |, as otherwise we can switch the roles of λ − n and λ + n . Hence we can assume that
Furthermore,
As ζ n (λ) is analytic in λ ∈ U n (cf [2] , Corollary 12.8) one has ζn(λ)−ζn(τn) τn−λ = O(1) yielding altogether the estimate
Towards II, note that by [2] , Corollary 16.3, ζ n (τ n ) − 1 = O(γ n ). Again assuming that |λ + n − µ n | ≥ |γ n /2| and using the path of integration λ(t) = λ
. Combining the estimates of I and II then yields
Going through the arguments of the proof of these estimates one sees that η − n = 1 + O |γ n | + |µ n − τ n | locally uniformly on W. The proof of the claimed results for η + n is of course similar.
Proofs of the main results
In this section we prove Theorem 1.1, Corollary 1.1, and Corollary 1.2. Without further reference we use the notation introduced in the previous sections. The main ingredient in the proof of Theorem 1.1 are the following asymptotic estimates, proved in [5] :
locally uniformly and uniformly on bounded subsets of H N r .
In the following two lemmas we establish a few additional asymptotic estimates for ϕ ∈ W ∩ H 1 c , needed for the proof of Theorem 1.1. Proof. Recall that β n = k =n β n,k with β n,k given by (2) and satisfying
by (3) . By Theorem 3.1 it then follows that β n,
and if γ n = 0, t n :=λ n −τn γn/2 . By [2] , Theorem 13.3,
If γ n = 0, write ξ 2 n as a sum I + II where
Let us first analyze I. One computes
By [2] , Lemma 6.9, t n = O(γ n ) and thus
Towards term II, we claim that on
uniformly for 0 ≤ t ≤ 1. To show this, choose K ≥ 1 so that for any |k| ≥ K with k = n,
Then for any λ ∈ U n ,
where for the latter inequality we used thatλ k − τ k = O(γ 2 k ) by [2] , Lemma 6.9. Again using [2] , Lemma C.2, one also has
uniformly for λ ∈ U n , the finite product |k|<K,k =nλ
uniformly for λ ∈ U n . Altogether it then follows from the asymptotics of γ n of Theorem 3.1, (14) holds uniformly for 0 ≤ t ≤ 1, locally uniformly on W ∩ H Proof. By (8) 
It therefore is to show that
Using the product representations
As in the proof of item (iii) of Lemma 3.1, choose K ≥ 1 so that for any |k| ≥ K with k = n,
and by (17)
The estimate of |k|≥K,k =n 1− τ k −kπ τ k −µn is more delicate. Due to the asymptotics of τ k on H 1 c (cf [5] )
Hence
is an ℓ 1 -sequence and,
by [2] , Lemma C.2, it follows that P : 
The asymtotics µ n − nπ = O 
Combining (18), (19) and (22) then shows that
Going through the arguments of the proof one verifies that this estimate holds locally uniformly on W ∩ H Proof of Theorem 1.1. By (4) and Theorem 2.2 one has for any ϕ ∈ W, z 1 (n) = ξ n e −iβn (τ n − µ n ) + i δ(µ n ) 2δ n (µ n ) η Similarly one shows that z 2 (n) = −φ 2 (n) + 
