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Abstract
Il presente lavoro di tesi propone uno studio approfondito di proprietà
morfologiche e di trasporto di carica di film sottili di SiOxNy amorfi (a-
SiOxNy) e nanocristallini (nc-SiOxNy) che trovano importanti applicazioni
in celle fotovoltaiche ad eterogiunzione in Silicio. Queste celle sono interes-
santi in quanto presentano l’efficienza massima tra le celle al Si (intorno al
25%), utilizzando un materiale facilmente reperibile e a basso costo. Lo stu-
dio è condotto mediante caratterizzazione elettrica e morfologica attraverso
tecniche di microscopia a forza atomica (AFM).
Per quanto riguarda il materiale amorfo (a-SiOxNy), sono stati studiati
campioni cresciuti con tecnica PECVD (Plasma Enhanced Chemical Vapor
Deposition), in cui è stata variata unicamente la distanza tra gli elettrodi
durante la deposizione. Infatti, da studi recenti, è stata verificata una corre-
lazione tra la distanza dagli elettrodi, il tipo di crescita e le qualità passivanti
di questi materiali.
Per quanto riguarda il materiale nanocristallino, sono stati studiati cam-
pioni di nc-SiOxNy, cresciuti con PECVD con una differente percentuale di
N2O come gas precursore e un differente tempo di annealing, dato che queste
condizioni di crescita sembrano influenzare sensibilmente proprietà ottiche
ed elettroniche.
In entrambi i casi si tratta di un materiale innovativo, le cui proprietà
fisiche di base, nonostante le numerose recenti applicazioni, sono ancora poco
studiate, visto che il materiale presenta fasi amorfe e cristalline e possibili
formazioni di clusters e/o inclusioni di N e O.
L’analisi morfologica, condotta mediante microscopia a forza atomica
(AFM) e successiva analisi statistica delle immagini, ha permesso di de-
terminare alcune grandezze quali la lunghezza di correlazione laterale, la
rugosità superficiale e il diametro medio dei grani. L’analisi statistica è
stata validata controllando la possibile presenza di errori sistematici dovuti
all’applicazione del software di analisi dati. Questo metodo di analisi si è
dimostrato stabile e consistente per lo studio di questo tipo di strutture, in
quanto errori sistematici dell’ordine del 5% contribuiscono per meno del 4%
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all’errore sul valore della grandezza stimata.
Lo studio delle proprietà di trasporto è stato condotto mediante acqui-
sizione di mappe di corrente a polarizzazione costante (tecnica conductive-
AFM, c-AFM). In questo modo si è ottenuta una mappa di conducibilità lo-
cale, con risoluzione nanometrica, che permette di comprendere come avviene
il meccanismo di trasporto nel materiale, che ruolo hanno fasi e grani cristallini
e la concentrazione di O e N nel processo di trasporto.
Per quanto riguarda i materiali amorfi analizzati, i risultati hanno mostrato
che la distanza tra gli elettrodi in fase di deposizione PECVD produce delle
modifiche nella superficie dei campioni analizzati. La lunghezza di corre-
lazione dei campioni a-SiOxNy varia tra 11.1 e 12.5 nm, il diametro medio
dei grani misurati varia tra 7.8 e 8.0 nm ed infine la rugosità superficiale
ottenuta è molto bassa (∼0.85 nm).
Per quanto riguarda i campioni nanocristallini nc-SiOxNy, si è ottenuto
che il processo di annealing causa variazioni delle strutture superficiali. In-
fatti tempi di annealing crescenti provocano sia un incremento della grandezza
dei grani, con un diametro che varia tra 16.4 e 19.3 nm, sia una variazione
del clustering dei grani, raggiungendo una lunghezza di correlazione di 26.6
nm. La rugosità superficiale rimane pressochè invariata in un range da 0.87
a 0.90.
Dallo studio della conducibilità elettrica alla nanoscala si evince inoltre
che i campioni non sono omogenei a queste scale. Sia i campioni amorfi che
quelli nanocristallini, infatti, mostrano conducibilità locali, che derivano da
differenze nella composizione o nella fase (amorfa/cristallina). I materiali
di nc-SiOxNy con minore percentuale di N2O durante la fase di deposizione
presentano valori di conduttanza locale più grandi, il cui massimo raggiunge
1 ·10−7 S, sia rispetto ai campioni amorfi sia rispetto a campioni cresciuti con
una più alta percentuale di N2O come gas precursore. L’introduzione di una
quantità ridotta di N2O nella fase di deposizione e il successivo processo di
annealing generano una disuniformità nella distribuzione della conducibilità
superficiale, con la presenza di alcuni grani fortemente conduttivi immersi in
un insieme di grani caratterizzati da una conducibilità molto più bassa. Allo
stesso tempo, un campione con queste caratteristiche presenta un compor-
tamento maggiormente simmetrico con l’applicazione di voltaggi sia positivi
che negativi.
L’analisi di questo materiale mediante tecniche a microscopia di sonda ha
permesso di evidenziare che l’annealing produce nei materiali nanocristallini
sia un clustering della struttura osservabile dall’aumento delle dimensioni dei
grani, sia un significativo aumento della conducibilità locale del materiale.
Inoltre la distanza tra gli elettrodi in fase di deposizione ha un effetto sulle
proprietà morfologiche con un leggero aumento delle dimensioni dei grani. È
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da notare inoltre che su questi campioni si sono osservate variazioni locali
della conducibilità alla nanoscala. I metodi utilizzati ci hanno permesso di
condurre un’analisi accurata delle proprietà dei materiali studiati che porterà
ad una comprensione più approfondita delle loro proprietà morfologiche e di
trasporto elettronico.
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Introduction
According to scientists, human activity is the dominant cause of global
warming since the middle of the 20th century [1]. Due to the heavy develop-
ment of industrialization, climate changes are mostly induced by land usage
and by greenhouse gases (GHGs) emissions [2]. If not reduced, the increas-
ing concentration of these gases in the atmosphere will lead to catastrophic
scenarios, with a warming trend of air and oceans water temperature, as
well as a shrink of the Arctic ice coverage [3]. In particular, electrical power
production is one of the main activities which generates the largest part of
humanity’s fossil fuel derived GHGs emissions.
Within this framework, a development in the renewable energies field,
considered the best alternative to fossil fuels for energy production, is neces-
sary. Among all the available renewable energy sources, photovoltaics is one
of the widest and most promising, as solar energy is free, widely distributed
over the Earth and drives to a low release of pollutants. Moreover, solar cells
technology is nowadays easily available, can be installed piecemeal with the
highest job-generating potential among the other solar technologies [4, 5].
Actual research on solar cells is focused on efficiency improving, as well as
cost reduction and optimization of production processes feasible at commer-
cial and industrial scale. From the 1970s, crystalline silicon (c-Si) technology
has controlled almost the 90% of the whole photovoltaic market, since sil-
icon is abundant, non-toxic and stable material, with well-known physical
properties due to its huge application in microelectronic field [6]. In order to
further reduce costs and better use the solar spectrum, heterojunction solar
cells with thin films were produced. These devices are based on the con-
cept of multi-junction, with layers of different band gap materials stacked
together [7]. The record efficiency of 25.6% was reached by a Si Heterojunc-
tion (SHJ) with Intrinsic Thin layer for a cell of practical size in 2014 [8]. In
SHJ solar cells a doped amorphous silicon layer (a-Si:H) is deposited on top
of the crystalline silicon (c-Si) active material, in order to create the electric
field of the pn junction [6]. Due to a reduction of the layer thickness, ad-
ditional passivation layers of intrinsic a-Si:H are introduced in these devices
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between the absorber and the emitter layers to avoid surface recombination.
Notwithstanding the good passivation qualities of a-Si:H, carriers with short
lifetime are generated in this material and a large fraction of them recombine,
causing a high parasitic light absorption [9].
Within thin-films solar cells technology, silicon oxy-nitride (SiOxNy) turned
out to be a promising material as a substitute for a-Si:H in the role of window
layer or intermediate reflector in SHJ solar cells [10, 11]. It has already been
shown that the employment of amorphous silicon oxide (a-SiOx) or amor-
phous SiOxNy (a-SiOxNy) as emitter layers in SHJ solar cells can lead to a
further increase of the solar cell efficiency [12, 9]. Indeed, the substitution
of a-Si:H with SiOxNy leads to a reduction of the parasitic absorption in the
emitter layer, due to its higher band gap. An additional efficiency gain can
be expected introducing nanocrystalline SiOxNy (nc-SiOxNy) as the doped
layer in the emitter stack, for its high conductivity and low resistance with
the anti-reflecting coating above it [13].
Notwithstanding those promising properties, the structure of these mate-
rials is complex due to the coexistence of different phases and compositions,
and many issues on the correlation between deposition conditions and the
material properties have not been studied yet.
This thesis aims to investigate various samples of both a- and nc-SiOxNy
thin layers in their morphological and electrical properties at the nano-scale
with AFM and conductive-AFM techniques. A study of the statistical er-
rors due to an incorrect parameter setup for morphological analysis has been
driven, to confirm the consistency of the method for the statistical analyses
and extraction of morphological parameters. The effects of the oxygen incor-
poration during the deposition and of the annealing on the nc-SiOxNy thin
films properties have been studied. Moreover, a series of a-SiOxNy samples
with different electrode distances during the deposition have been investi-
gated.
The outline of the thesis is the following: in Chapter 1 the energy prob-
lem and the need for renewable energy production is introduced; then, the
working principles and the state of the art of photovoltaics are described,
leading to the structure of SHJ solar cells. The initial part of Chapter 2
is focused on the samples description and its known properties, while vari-
ous AFM techniques and strategies used for the morphological and electrical
analysis is deeply illustrated in the second part. In Chapter 3 the results
of all the measurements on different samples are described, for nc- and a-
SiOxNy thin layers, respectively. Finally, a discussion and some conclusions
about the obtained results are presented.
Chapter 1
Photovoltaics: an Introduction
1.1 A challenge for renewable energies
Human activity is regarded as the dominant cause of global warming since
the middle of the 20th century, due to the heavy development of industrializa-
tion. Human influence on the climate system is extensively growing, causing
effects across all continents and oceans. The Fifth Assessment Report (AR5)
of the Intergovernmental Panel on Climate Change (IPCC) shows that the
more human activities disrupt the climate, the greater will be the risks of
critical and irreversible effects for people and ecosystems, and of long-lasting
changes in the climate system [1].
Global warming has lead to a rise in the atmosphere and ocean temper-
atures and to a reduction of the amounts of snow and ice, promoting an
increase of the sea level. In fact, the Earth’s surface has been progressively
warmer in the last three decades than any preceding decade since 1850. Mul-
tiple independently existing datasets have shown a warming of 0.85 ℃ (from
0.65 to 1.06 ℃) of the globally averaged combined land and ocean surface
temperature over the period 1880-2012. Figure 1.1(a) points out an ascend-
ing linear trend of Earth’s mean surface temperature over the last 60 years,
while Figure 1.1(b) shows the observed change in surface temperature in
1901-2012. Moreover, near the surface, the ocean warmed by 0.11 ℃ (from
0.09 to 0.13 ℃) per decade between 1971 and 2010. In addition, the indus-
trial era has brought to a heavy acidification of the ocean, due to an increase
of the concentration of carbon dioxide. The pH of the ocean water close to
the surface has decreased by 0.1, which corresponds to an acidity increased
of 26%. Moreover, during the last century, the shrink of the glaciers has been
causing a rise of the sea level. While in Antartica there are regions in which
ice extent rises and diminishes, in the Artic area the amount has decreased in
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(a) (b)
(c) (d)
Figure 1.1: a) Observed globally averaged combined land and ocean surface
temperature anomaly 1850-2012 as annual and decadal averages (grey shad-
ing indicates the decadal mean uncertainty). b) Observed change in surface
temperature 1901-2012. Grid boxes where the trend is significant, at the 10%
level, are indicated by a + sign. c) Arctic (July to September average) and
Antarctic (February) sea ice extent. d) Global mean sea level relative to the
1986-2005 [1].
every season and in every successive decade since 1979. For the summer sea
ice minimum, the decrease ranged from 0.73 to 1.07 million km2 per decade
(Figure 1.1(c)). At last, in the past 50 years, the rate of sea level rise has
been faster than the mean rate of the previous two millennia. Figure 1.1(d)
presents the global mean sea rise by 0.19 m over the period from 1901 to
2010 [1].
Changes in the ecosystem, which are strictly correlated with extreme cli-
mate changes, are mostly induced by land usage, i.e. deforestation, which
modifies Earth surface reflectivity, and by greenhouse gases (GHGs) emis-
sions [2]. These gases allow direct sunlight (visible and ultraviolet portion)
to freely reach Earth’s surface, whereas they absorb and re-emit infrared
radiation towards the atmosphere, ‘trapping’ heat in its lower part. Many
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Figure 1.2: Global anthropogenic CO2 emissions in gigatonne of CO2-
equivalent (CO2eq) per year [1].
greenhouse gases are naturally present in the atmosphere, such as carbon
dioxide (CO2), methane (CH4), water vapor and nitrous oxide (N2O), while
others are synthetic [14]. Since 1750, atmospheric concentrations of CO2,
CH4 and N2O incremented of 40%, 150% and 20% respectively. Between
1750 and 2011, (2040 ± 310) Gt of CO2 have been emitted by anthropogenic
source. The 40% of this amount has remained in the atmosphere, while the
30% has been absorbed by the oceans, causing a greater acidification. Fig-
ure 1.2 indicates the trend of global anthropogenic emissions from different
sources [1].
If not reduced, GHGs will create catastrophic scenarios, also in the short
term (up to 2035) [3]. The warming trend of air and oceans water temper-
ature, as well as a further shrink of the Arctic ice coverage, will lead to the
extinction of several terrestrial and marine species and the degradation of the
whole ecosystem [1]. It is an ethical duty for international governments to
manage a way out of these catastrophic consequences, reducing human GHGs
emissions. Atmospheric GHGs concentrations would need to range between
445-490 ppm CO2eq in the atmosphere, to achieve an equilibrium global tem-
perature increase of only 2 ℃ to 2.4 ℃ with respect to pre-industrial values
(CO2-equivalent measures the emissions of a given GHG, using CO2 emis-
sions as a reference). This implies a decrease of global emissions of CO2 by
50 to 85% below 2000 levels, starting no later than 2015 [5].
One of the main activities which contributes to the increased generation
of GHGs is electrical power production. With its 18 000 TWh per year, it
leads to the formation of 10 gigatonnes of carbon dioxide, the largest part of
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humanity’s fossil-fuel derived emissions. One way to reduce this damaging
situation, without ignoring the increasing electrical request, is the use of
renewable energies (RE) [4]. This would be a good choice for both meeting
basic human energetic needs and providing low environmental impacts and
low GHGs emissions. RE represent any form of energy from solar, geophysical
or biological sources, replenished by natural processes at a rate equal or faster
than its rate of use. RE include resources such as biomass, solar energy,
geothermal heat, hydropower, tide and waves, ocean thermal energy and
wind energy. Of the approximate 300 GW of the new electricity generated
globally from 2008 to 2009, 140 GW came from RE additions [5].
1.2 Photovoltaics: a brief review
Among the four major types of direct solar energy technologies (solar
thermal, photovoltaic, concentrating solar power, solar fuels), photovoltaics
(PV) represents the production of electricity via direct conversion of the solar
energy through the use of photovoltaic cells.
The increase in manufacturing capacity and the dropping of the costs
have led to a remarkable growth in the PV industry during the first years of
the 21st century. From a power of 550 MW of cells installed worldwide in
2002, after five years the values had increased six times [4]. In 2009, solar cell
production reached about 11.5 GW per year: China accounted for ∼ 51% of
world production, Europe about 18%, Japan about 14% and the USA about
5% [5].
Apart from GHGs reduction, the employment of solar energy drives to
a lower release of pollutants, such as particulates and noxious gases, with
respect to fossil fuel factories. Electricity production, with solar thermal
and PV technologies, does not generate any type of solid, liquid or gaseous
by-products. In this perspective, solar cells fabrication has a reduced envi-
ronmental impact, especially in solar home systems [5]. In fact, a great ad-
vantage of PV is its possibility of being installed piecemeal, house by house
and business by business [4]. Moreover, in those communities in which a con-
nection to a main grid would be cost prohibited, solar home systems and local
PV-powered community grids can provide low-cost electricity. Supported by
a wide public acceptance, solar PV holds also the highest job-generating po-
tential among the family of solar technologies [5]. PV module materials can
be recycled and reused and during their lifetime do not require any kind of
maintenance. PV energy payback time, which represents the time needed by
the module to produce the same quantity of energy spent for its production,
is very short; from one-and-a-half to three years in 2006, it could reach values
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of 0.5 years by 2020 [15, 16].
The price for PV modules dropped from USD2005 22/W in 1980 to less
than USD2005 1.50/W in 2010s [5]. The costs for installation are not in-
cluded in these estimations; indeed, the price to build a full system reaches
normally about twice the price of the cells [4]. However, the price in USD/W
for an entire system, including the module, the balance of systems (BOS,
which comprises inverters, storage, charge controllers, system structures and
energy network) and installation costs, has also decreased steadily, reaching
values of USD2005 2.72/W for some thin-film technologies by 2009. According
to the European Strategic Energy Technology Plan (SET-Plan), intensifying
research and development (R&D) and demonstration activities can help re-
ducing significantly the cost of all low carbon energy technologies, up to
30-80% from current levels by 2050. Figure 1.3(a) shows a steeper projected
drop in the costs of PV utilities up to 2020, making it the cheapest RE source.
Diversified Supply Technologies (DST) scenarios predict reduced capital costs
of power generation technologies, as a consequence of the impact of research,
development, innovation and capital investments on the decarbonized energy
systems (Figure 1.3(b)) [17].
Research along the whole PV production chain, from raw material pro-
cessing, cell and module manufacturing to power electronics and system in-
tegration including local storage options, is needed in order to improve the
cost competitiveness of the European PV industry. In the last few years, the
research in PV devices has seen major advances in efficiency, reliability and
reproducibility; for a further progress, additional steps are still to be done in
understanding material properties and fabrication processes. A fundamental
role is performed by supporting a development in every different aspect of
PV module fabrication, i.e. efficiency, stability, lifetime, high productivity
manufacturing, environmental sustainability and applicability [17]. Built PV
modules have an estimated lifetime of 30 years, promising a great long-term
performance (over the 80% of the initial performance after 25 years) [15].
Nowadays, PV cells are made of both organic or inorganic materials.
Inorganic cells are based on silicon or non-silicon technology and are classified
as wafer-based cells or thin-film cells. Wafer-based silicon modules can be of
two different types: monocrystalline and multicrystalline (sometimes called
“polycrystalline”).
Until now, various PV technologies have been developed in parallel. Com-
mercially available PV technologies include wafer-based crystalline silicon
PV, as well as the thin-film technologies of copper indium/gallium disul-
fide/(di) selenide (CIGS), cadmium telluride (CdTe), thin-film silicon (amor-
phous and microcrystalline silicon) and dye-sensitized solar cells [5]. In 2009,
silicon-based solar cells and modules represented about 80% of the worldwide
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(a)
(b)
Figure 1.3: a) Trends in capital costs of selected energy technologies (e/kW).
b) Reduction of capital costs of power generation technologies compared with
those of 2010. The disc size indicates the savings achieved by the reduction
of capital costs of each technology per decade [17].
market, while the remaining 20% mostly included cadmium telluride, amor-
phous silicon and CIGS solar cells [5]. From the 1970s, crystalline silicon
(c-Si) has controlled almost the 90% of the whole photovoltaic market. This
trend derives from peculiar characteristics of this material: it is abundant
(the second most abundant material in the Earth’s mass), non-toxic and
stable, with well-known physical properties. In addition, its extraordinary
success in microelectronic field brought to an expert and mature technol-
ogy [6].
Although today direct solar energy provides only a small fraction of the
world energy supply, it remains the energy source with the wider potential
future perspectives [5].
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1.3 Single junction solar cells: working prin-
ciples and definitions
Solar cells convert sunlight directly into electrical power employing the
electrical properties of materials known as semiconductors (for example sili-
con), by photovoltaic effect. The first scientist who observed a light-dependent
voltage between electrodes immersed in an electrolyte was Alexandre-Edmond
Becquerel (Paris, March 24, 1820 - May 11, 1891) in 1839. After attempts
with selenium and cuprous oxide solar cells during the 19th century, a first
silicon cell was reported in 1941, even though a device with reasonable effi-
ciency was not announced until 1954 [18]. It was reported by Daryl Chapin,
Calvin S. Fuller and Gerald Pearson and converted sunlight with an efficiency
of 6% [19]. The first application of these cells was as a power source in space-
crafts from 1958 and this remained its major employment over the following
decade [18]. In the 1950s, there was the discovery of a way to manufacture
p-n junctions in silicon, that turned out to have better rectifying properties
and PV behavior than the Schottky barriers used in the 19th century [19]. In
the early 1970s, because of a fruitful period of silicon cells development and
the energetic crisis of the oil-dependent western world, there was a rebirth of
interest in its terrestrial use [18].
1.3.1 The Sun as a power source
As PV power source, sunlight is an unlimited, free and widely distributed
fuel reaching the Earth surface with a power of 105 TW [20]. The Sun can
be approximated to a black-body (perfect emitter and absorber of electro-
magnetic radiation) and its spectral distribution of emission follows Planck’s
radiation law; according to this law, as temperature rises, there is an increase
in emitted radiation with a peak emission shift towards shorter wavelengths
(Figure 1.4) [18].
Although temperatures can reach 2 ·107 K near the Sun’s center, Sun can
be modelled as a 6000 K black-body from an Earth perspective. This is due
to the absorption of most radiation by its external layer of negative hydrogen
ions. The radiant power per unit area perpendicular to the direction Sun-
Earth before light enters the atmosphere is called “solar constant” or “air
mass zero” (AM0) radiation and is essentially a constant parameter (1353
kW/m2). Figure 1.5 exhibits the differences between an ideal black-body and
AM0 radiation (two upper curves), because of the different transmissivity of
the Sun’s atmosphere at different frequencies. Solar cells response varies with
wavelengths, therefore a thorough knowledge of the distribution of energy in
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Figure 1.4: Black-body radiation distributions at different temperatures [18].
sunlight is mandatory. Earth’s atmosphere causes a sunlight attenuation of
over the 30%, due to scattering and absorption events by its constituent gases
and particles. The lower curve in Figure 1.5 represents a typical sunlight
radiation which reaches the Earth surface. The spectral distribution depends
on the ray’s path length. The shortest is the one with the Sun directly at
the zenith and it is associated with an “air mass one” (AM1) radiation. At
an angle θ respect to the zenith, the air mass is given by:
Air mass =
1
cos θ
(1.1)
Because of the great variability of terrestrial light, in 1977 AM1.5 was chosen
as its standard, for a total power density content of 1 kW/m2 (Figure 1.5) [18].
An important component of sunlight is its diffuse part, which represents
from 10-20% in clear and cloudless skies to nearly the whole total radiation
at the surface during days with a notable lack of sunshine. This emission is
characterized by a spectrum richer in the shorter wavelengths, contributing
to further changes in the spectral composition [18].
The energy of visible photons can be large enough to promote electrons
in semiconductors up to conduction band, where they are free to move. After
excitation, the electrons quickly recombine. In PV devices there is a built-
in electric field which separates electrons from holes before they recombine,
giving birth to a potential difference. If the device is connected to a load,
this force drives the electrons, producing electrical work. The efficiency of a
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Figure 1.5: Spectral distribution of sunlight, diversifying 6000 K black-body,
AM0 and AM1.5 radiation [18].
solar cell depends on the choice of the absorbing material and of the external
circuit.
1.3.2 Circuital characteristics and definitions of a solar
cell
As the basic structure in a PV system, the solar cell can be considered
as a two terminal device acting like a diode in the dark and producing pho-
tovoltage when illuminated by the Sun. The surface is treated to reduce the
reflected visible light as much as possible. A pattern of metal contacts is
imprinted on the surface in order to create electrical contacts. Not loaded,
a common basic unit generates a DC photovoltage of 0.5 - 1 V when illumi-
nated by the Sun; whereas in short circuit conditions photocurrent reaches
some tens of mA/cm2. Because of the low voltage created, to produce useful
DC voltages, the cells are connected in series and encapsulated into modules
(28 - 36 cells for 12 V). Different modules are usually connected in parallel
or in series into arrays. A change in the illumination during the day forces
the presence of a charge storage system [19].
The solar cell, illuminated by light, can be seen as a battery in a simple
electronic circuit. The voltage developed with isolated terminals is defined
as open circuit voltage Voc. The current created when the terminals are
connected together is defined as the short circuit current Isc. When an in-
termediate load resistance RL is introduced, the voltage developed ranges
between 0 and Voc, with the current I(V ) determined by the current-voltage
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characteristic of the cell under illumination. The short circuit current den-
sity Jsc is an useful parameter to compare different cells [19]. In order to
achieve better performances of the PV device, it is necessary to maximize
both Jsc and Voc. To obtain high values of Jsc, the material should have high
minority carrier lifetime, high mobility and absorption over a wide range of
wavelengths, whereas Voc is linked to the band gap of the material and to the
kind of transport mechanism involved [21]. Jsc depends on the incident light
through the cell’s quantum efficiency QE(E), that is the probability of an
incident photon of energy E to deliver one electron to the external circuit,
that is:
Jsc = q
∫
bs(E)QE(E)dE (1.2)
where bs is the number of photons of energy between E and E+ dE incident
to an unit area in a unit time and q is the electronic charge. QE is the best
quantity to judge solar cell performance under different conditions, because
it does not depend on the incident spectrum [19].
A solar cell has the same behavior of a p-n junction, when not illuminated;
therefore, free carriers transport constitutes the dark current density Jdark
under an applied bias V , which flows in the opposite direction with respect
to the photocurrent and follows an exponential law:
Jdark(V ) = Jo(e
qV/AkBT − 1) (1.3)
where Jo is the reverse saturation current of the diode, A is the ideality factor,
kB is Boltzmann’s constant and T is the temperature. The net current can
be approximated as the sum of the short circuit photocurrent and the dark
current (superposition approximation). The net current density J(V ) is:
J(V ) = Jdark(V )− Jsc (1.4)
with the sign of the photocurrent taken conventionally negative and Jdark(V )
given by Equation 1.3. The open circuit voltage Voc is the voltage at the
contacts when photocurrent and dark current exactly cancel out:
Voc =
AkBT
q
ln
(
Jsc
Jo
+ 1
)
(1.5)
so it increases logarithmically with light intensity [19]. Figure 1.6 illustrates
typical idealized characteristic curves J(V ) both in the dark and under illu-
mination [21].
With respect to its circuital properties, a solar cell is equivalent to a
current generator in parallel with an asymmetric non linear resistive element,
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Figure 1.6: Characteristic curves of net current density charged by light and
in the dark versus voltage for a solar cell. Plots adapted from [21].
i.e. a diode, as shown in Figure 1.7(a). The operating range of the solar cell
is from 0 to Voc. In this regime the cell delivers a power density of:
P = JV (1.6)
The maximum value of P is reached at the cell’s operating point, at some
voltage Vm and a current density Jm (Figure 1.6). The “squareness” of the
J − V curve is described by the fill factor FF :
FF =
JmVm
JscVoc
(1.7)
The efficiency η is defined as the ratio between the power density gener-
ated at operating point and the incident light power density Prad:
η =
JmVm
Prad
(1.8)
Short circuit current density, open circuit voltage, fill factor and efficiency
represent the performance characteristics of a solar cell under a particular
illumination condition [19].
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(a) (b)
Figure 1.7: a) Equivalent circuit of an ideal solar cell [19]. b) Schematic view
of the equivalent circuit of a real solar cell [21].
The equivalent circuit for a real solar cell is depicted in Figure 1.7(b);
power dissipation is due to the resistance of the contacts and to leakage
currents around the sides. These effects can be summarized considering the
presence of parasitic resistances in series (Rs) and in parallel (Rp). This non
ideal behavior causes a reduction of the fill factor [19].
A photoconverter should have the following properties in order to be more
efficient as possible.
i. First of all, the energy gap Eg of the material used as absorber should
be high enough to avoid easy recombination events, but also not too
wide, in order to exploit incident photons of various energies to promote
carriers [21].
ii. Secondly, in order to promote diffusion of the produced carriers before
they recollect, the diffusion length of minority carriers has to be as
large as possible. The value of this parameter is strictly correlated to
the choice of the material of the solar cell [21].
iii. Moreover, to produce carriers within one diffusion length away from the
junction with good chances to be accelerated by the electrical field at
the interface and delivered in the external circuit, the absorbing layer
has to be thinner with respect to the other portion of the junction (a
few tens or hundreds of microns thick) [21].
iv. At last, to collect charges with less energetic losses as possible, the
material should be a good electrical conductor. This means that carri-
ers do not recombine at impurity levels and defect centers and do not
transfer energy to the bulk. It is useful also to employ low resistance
metal contacts, with an ohmic junction behavior [19].
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1.3.3 Photogeneration and recombination processes in
a doped semiconductor
In a solar cell, the photocurrent is determined by a balance between light
absorption, charge generation and recombination. Transport in a semicon-
ductor is dictated by two conservation laws. The first assumes that each type
of carrier is conserved, that is for electrons:
∂n
∂t
=
1
q
∇ · Jn +Gn − Un (1.9)
and for holes:
∂p
∂t
=
1
q
∇ · Jp +Gp − Up (1.10)
where n/p is the electron/hole concentration, Gn/p is the volume rate of
generation of electrons/holes, ∇ · Jn/p represents the spatial variation of the
current densities and Un/p is the volume rate of recombination. The second
law is the Poisson’s equation:
∇2φ = q
εs
(−ρfixed + n− p) (1.11)
where φ is the electrostatic potential due to the carriers charges, εs is the
dielectic permittivity of the semiconductor and ρfixed represents the local
density of the fixed charge [19].
Carrier generation is an electronic excitation event leading to an increase
of the number of the carriers; it requires an energy input that could derive
from phonons, photons, as well as from other carriers. It could promote an
electron from the valence band or from a defect level in the band gap to the
conduction band; the most important generation event in a solar cell is for
sure an optical generation.
On the other hand, recombination reduces the number of the carriers;
this process causes an energy release, due to an electron that loses energy
and decays to a lower energy state. This results in an energy loss, for ex-
ample through the emission of a photon (radiative recombination) or in the
form of heat through phonon emission (non-radiative recombination). Auger
recombination could also be present, resulting in the promotion of another
carrier in a free state. According to the microscopic reversibility principle,
every time a generation process occurs, an equivalent recombination process
follows, and viceversa. At a finite temperature, thermal energy can stimulate
both carrier generation (its transition from the valence band to a trapped
level or to the conduction band) and recombination. These two situations
are called thermal generation and thermal recombination, respectively. The
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rate of these processes increases as the temperature rises. Microscopically,
with the approximation of the source of energy as a perturbative Hamiltonian
and of a two-state transition, electronic excitement and decay follow Fermi’s
Golden Rule [19].
Photogeneration leads to the production of mobile carriers and it is the
most important process in a semiconductor solar cell irradiated by such pho-
tons. Other optical processes are present such as free carrier absorption,
phonons generation, promotion of an electron in a localized state and photon
scattering. The first two events happen if the photon energy is much smaller
than the band gap (<100 meV) and the first occurs only in a high carrier den-
sity system. When photons with energies close to the band gap are involved,
band to band and defect state to band transitions are the most probable.
Scattering is an undesirable process, caused by surfaces and inhomogeneities
in the material, because it wastes light without generating any carrier. Pho-
togeneration is represented as the current generator in the equivalent circuits
of both ideal and real solar cells in Figures 1.7(a) and 1.7(b).
Macroscopically, absorption is described by means of the absorption co-
efficient α, that shows how a material attenuates light intensity during its
path through it and can be considered as the sum of the absorption cross
sections per unit volume of the different optical processes in the material.
For a non-uniform material, at a depth x, the intensity I(x) is given by:
I(x) = (1−R(E))Ise−
∫ x
0 α(E,x
′)dx′ (1.12)
where Is is the incident light intensity and R is the normal reflectivity at the
surface [19]. If α is uniform, then Equation 1.12 becomes the exponential
Beer-Lambert law [19]. At depth x, the rate of carrier generation per unit
volume is the following:
g(E, x) = (1−R(E))α(E)bs(E)e−
∫ x
0 α(E,x
′)dx′ (1.13)
where bs(E) is the photon incident flux. To calculate the total generation
rate, the value found in Equation 1.13 has to be integrated over all the photon
energies. Photogeneration depends on the number of photons and not on
their energy (it is important only that it exceeds band gap energy) [19].
The extra energy that a carrier absorbs is then lost through a process called
thermalization, as can be seen in Figure 1.8 [19].
The absorption coefficient α dependence on the energy band gap Eg can
be calculated and it is different in the cases of a direct or indirect gap semi-
conductor. If the bottom part of the conduction band occurs at the same
momentum value k as the upper part of the valence band, then the semicon-
ductor has a direct gap, as depicted in Figure 1.9(a). If the minimum and the
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Figure 1.8: An example of absorption of a photon with energy higher than
the band gap, followed by thermalization process (EFp and EFn are the quasi
Fermi levels in the non-equilibrium situation) [22].
maximum are situated at different k values, the band gap is indirect, as in
the case of silicon, and a carrier transition from the valence to the conduction
band always involves a phonon, in order to conserve the crystal momentum
(Figure 1.9(b)) [23].
While the absorption coefficient in a direct semiconductor reflects the
shape of individual densities of states, following the rule:
α(E) ∝ (E − Eg)1/2 (1.14)
the absorption coefficient in an indirect semiconductor has a very different
behavior [19], that is:
α(E) ∝ (E − Eg)2 (1.15)
As regards recombination, it can be divided into two categories: unavoid-
able and avoidable processes. The firsts result from optical generation, spon-
taneous and stimulated emission, as well as Auger recombination, while the
seconds are transitions related to impurities and defects in the material [19].
Even if a large number of materials exhibits a photovoltaic behavior, there
are not many materials that could achieve high efficiency (more than 20%)
and stability at low cost [21].
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(a) (b)
Figure 1.9: Schematic view of a a) direct and b) indirect band gap semicon-
ductor [23].
1.3.4 Homojunctions and heterojunctions
Among different types of single junction that can be produced, the fol-
lowing discussion is focused on two particular cases: homojunctions and
heterojunctions.
A homojunction is made of two portions of the same semiconductor, one
doped as a p-type and the other as an n-type. Since the work function qφW ,
defined as the difference between the vacuum level Evac and the Fermi level
EF of a semiconductor, is different in the two portions, the band bending
generates an electric field at the junction. The typical shape of the bands
in a homojunction is shown in Figure 1.10(a) [21]. The difference between
the work functions of the two portions (qφWp − qφWn) = qφD is called dif-
fusion potential; this potential is due to the attempt of the mobile carriers
to equalize the Fermi level in the n- and p-type sides, depleting the n-type
region near the junction from electrons and leaving fixed positive charges in
it. Photoexcitation induces the generation of free minority carrier electrons
in the p-type region and free minority carrier holes in the n-type region [21].
They diffuse toward the junction and, if they do not recombine with each
other, they diffuse through the semiconductor reaching the external circuit.
To promote diffusion, the illuminated part must be thin and it can reach
very small thicknesses if the semiconductor has direct band gap. This prop-
erty can be counter-productive since it introduces a great number of surface
states, that can promote recombination between the mobile carriers. The
fragile balance between both small thicknesses and recombination rates, un-
derlines the importance of producing a material with well defined properties
and structure and high quality [21].
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(a) (b)
Figure 1.10: a) Energy-band diagram of a p-n homojunction, with the same
level of doping in the two portions (χs is the electron affinity). b) Energy-
band diagram of a p-n heterojunction, with the same level of doping in the
two portions, with the following choices: χ1 < χ2 and EG1 < EG2 [21].
A heterojunction, on the other hand, is made of two materials, with dif-
ferent band gaps and electron affinities. In a semiconductor, electron affinity
χ is the difference in energy between the vacuum level Evac and the bottom
of the conduction band Ec [24]. A typical band bending of a heterojunc-
tion, with the assumption that the energy gap of the p-type portion EG1 is
smaller than that of the n-type EG2, is described in Figure 1.10(b). Accord-
ing to the Anderson abrupt-junction model, all effects of interface dipoles
and states are neglected and the differences between the band properties
of the two materials determine only the presence of discontinuities in both
conduction (∆Ec) and valence (∆Ev) bands [21]. The choice of χ1 < χ2
has been made in order to avoid spikes near the discontinuities, that could
act as barriers in the electron transport. With respect to the homojunction,
photoexcitation can occur both in the n- and p-type materials, called back-
and front-wall, respectively. When there is a back-wall photoexcitation, the
n-type semiconductor acts as a window layer which allows photons to pen-
etrate in the junction with minimum losses [21]. Sometimes, to avoid or
at least diminish junction currents that could cause a decrease of Voc, an
insulating layer is introduced between the semiconductors, giving birth to
a Semiconductor-Insulator-Semiconductor (SIS) junction. This strategy is
used in Heterojunctions with Intrinsic Thin layer (HITTM) solar cells, which
will be described in Section 1.5 [6].
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1.3.5 Shockley-Queisser limit
After various semiempirical calculations of an upper limit of efficiency for
a single junction solar cell, in 1961 W. Shockley (London, February 13, 1910 -
Stanford, August 12, 1989) and H. J. Queisser (Berlin, July 6, 1931) derived
the first theoretical limit, known as the Shockley-Queisser (SQ) limit [25].
The efficiency of a solar converter, in principle, can be brought to the
thermodynamic limit (Carnot efficiency) by means of reflectors and concen-
trators. However, a single solar cell can approach a much lower limit that de-
pends on its energy gap, geometrical factors linked to radiation and material
properties such as the absorption coefficient. The most significant parameter
that affects the SQ limit is the fraction of radiative recombination between
holes and electrons; this quantity impacts on minority carrier lifetime. The
calculation implies an hypothesis known as detailed balance [25]. According
to this assumption, the photons absorbed by the cell must be compensated
by the emission of less energetic (thermal) photons and it forces electron
concentration to be constant in the steady state [19]. If the radiative re-
combination is only a fraction fr among all possible recombination events,
then the efficiency that could be reached will be lower with respect to the
maximum efficiency possible. It is not possible to calculate experimentally
this quantity fr for each material.
The efficiency η is calculated as a function of four different variables.
First of all, the calculation involves the ratio xc of the temperatures of the
cell Tc and the Sun Ts, that is:
xc =
Tc
Ts
(1.16)
and the ratio xg between the energy gap Eg and the energy associated with
the temperature of the Sun:
xg =
Eg
kBTs
(1.17)
Efficiency also depends on a factor f in which all the geometric properties of
radiation are summarized and on the probability ts that an incident photon
with energy greater than Eg is able to create an electron-hole pair (that the
detailed balance forces to be unity). Following this theoretical calculations,
efficiency can be written as:
η(xg, xc, ts, f) = tsu(xg)v(f, xc, xg)m(vxg/xc) (1.18)
where u(xg) is the ultimate efficiency (derived with ideal photoelectric pro-
cesses with a single cutoff frequency in a device maintained at 0 K and
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(a) (b)
Figure 1.11: a) Efficiency as a function of energy gap for different values of
f : curve a f = 1; b f = 10−3; c f = 10−6; d f = 10−9; e f = 10−12.
b) Efficiency for a solar cell as a function of the energy gap: curve f is the
detailed balance limit of efficiency, with ts = 1; j is the semiempirical limit
calculated by Prince; g, h and i correspond to 90% of radiation absorbed with
different values of f , 0.68 · 10−5, 0.68 · 10−8 and 0.68 · 10−11, respectively [25].
surrounded by a 6000 K black-body radiation), v(f, xc, xg) is the ratio of the
open circuit voltage with respect to the energy gap of the cell and m(vxg/xc)
is the impedance matching factor, that is a function of the ratio between the
open circuit voltage and the thermal voltage of the cell.
Figures 1.11(a) and 1.11(b) show the efficiency behavior with the variation
of the energy gap and the geometrical factor f , respectively. There is a
decrease of efficiency with the decrease of the parameter f and a peak of
the curve at intermediate energy band gaps. Figure 1.11(b) points out the
difference between the theoretical curves found by Shockley and Queisser
with the semiempirical results achieved by Prince and Loferski [25].
It can be demonstrated that a maximum efficiency η of 33% corresponds
to an Eg of 1.4 eV, for the standard AM1.5 solar spectrum. The materials
which almost match the best value of energy gap are the III-V compound
semiconductors gallium arsenide (GaAs) and indium phosphide (InP) with
Eg of 1.42 eV and 1.35 eV respectively. Even though silicon has a smaller
indirect band gap (1.12 eV), its low cost, abundance and non-toxicity prop-
erties make it the most used material in PV applications [19].
According to the SQ limit theory, the maximum energy conversion effi-
ciency turns out to be of 31%, for a single-junction cell with an energy band
gap of crystalline silicon [25]. However, single-junction wafer-based c-Si cells
have been independently verified to have experimental record energy con-
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version efficiencies of 25.0% for monocrystalline silicon cells and 20.3% for
multicrystalline cells under standard test conditions (i.e. irradiance of 103
W/m2, AM1.5, 25 ℃) [5, 26].
1.4 Solar cells generations
In 2003 most solar cells sold were based on the so-called first generation
technology. Because of the high volumes of the materials used, i.e. silicon
wafers, its economics was dominated by the costs of these materials (which
represented in this first development period over the 70% of total manufac-
turing costs), with little potential in cost reduction. These cells are mainly
used to develop modules installed on the rooftops (Figure 1.12), reaching an
efficiency of about 15-20% and having high stability.
Figure 1.12: Example of first generation technology [27].
From the early 1980s, PV industry was going to switch towards a second
generation of thin-film solar cell technology (i.e. amorphous silicon, CIGS
and CdTe). With a lower material consumption, the first aim of this PV
technology was to lower material costs, keeping the efficiency in an accept-
able range (10-15%). One approach to a further progress is a substantial
increase of conversion efficiency. In this framework, the goal of a third gen-
eration technology is to improve of 2-3 times the efficiency, keeping low-cost
production. This will make PV one of the cheapest options for future en-
ergy production. The plot in Figure 1.13 shows that the energy conversion
efficiency ranges together with production costs per unit area for the three
generations mentioned above [27].
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Figure 1.13: Efficiency as a function of areal cost for the three genera-
tions of solar cell technology (wafers, thin films and advanced thin films)
in USD2003 [27].
If efficiency can be improved substantially with third generation technol-
ogy, even with a moderate increase in areal processing costs, overall electricity
production costs will be lower anyway [27].
1.5 Towards SHJ solar cells
Crystalline silicon PV cells remain the most popular solar cells on the
market, providing the highest efficiencies in the industrial production. Fig-
ure 1.14 shows the structure of a typical commercial monocrystalline solar
cell [28]. Standard cells use two different boron-doped p-type silicon sub-
strates: monocrystalline and polycrystalline. A textured coverage on the
front surface of the cell is made in order to reduce reflection loss of incident
light. A further reduction is achieved with an overlayed anti-reflection coating
of silicon nitride (SiNx) or titanium oxide (TiOx). In these cells, p-n junc-
tions are constituted by highly phosphorous-doped n+ (electron-producing)
regions on the front surface of boron-doped p-type (electron-accepting) sub-
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strates. Back-surface field p+ regions are positioned on the back surface of
the silicon substrate to avoid recombination of minority carriers. Mobile
electrons, which are generated in the silicon bulk and diffusion layers, are
then collected by silver contacts on the front and on the back of the silicon
surfaces [28].
Figure 1.14: Schematic cross-section of a commercial monocrystalline silicon
solar cell [28].
Several implementations of wafer-based crystalline silicon (c-Si) PV cells
have been developed, in order to reduce costs and increase efficiency. As
an example, heterojunction solar cells were introduced to prevent surface
recombination due to further reduction of the layers thickness, thanks to the
introduction of a passivating layer [5]. Reducing the thickness of the cell,
in fact, could lead to a decreased output power, as a consequence of two
factors. First of all, there is a reduction of the light absorption, which lowers
Jsc; secondly, surface recombination is increased, driving to lower values of
Voc [29]. From this perspective, the presence of a passivation layer is essential
for efficiency increase.
In silicon heterojunction (SHJ) solar cells, in fact, the recombination is
reduced since metal contacts are electrically separated from the active ma-
terial by means of a wider band gap layer; this strategy aimed to increase
open circuit voltages, reaching higher efficiencies and lower costs [6]. These
buffer layers with a higher band gap have the role of a semi-permeable mem-
brane for carrier extraction [6]. For SHJ devices, hydrogenated amorphous
silicon (a-Si:H) thin films are appealing materials for this use: their band
gap is slightly wider, with respect to c-Si, and they can be doped relatively
easily, enabling the production of both n- and p-type heterojunctions [6].
Hydrogenation of Si dangling bonds is essential to obtain passivation; this
important step deeply reduces surface defects. Si dangling bond defect has
an amphoteric behavior: according to the position of the Fermi level, it can
be a neutral, positively charged or negatively charged state, accomodating
1, 0 or 2 electrons, respectively [6].
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Heterojunction technology reaches efficiencies above 20% at the industrial
production scale [6]. Indeed, the record efficiency of 25.6% was reached by a
SHJ for a cell of practical size (over 100 cm2) in 2014 as reported in the global
efficiency chart made by the National Center for Photovoltaics (NREL) in
Figure 1.18 [8, 30]. In the HITTM structure, a buffer layer of a-Si:H is added
between the doped emitter and the Si wafer, in order to reduce interface state
density [6]. This addition gives a great benefit to the open circuit voltage Voc.
A rear buffer layer has also been introduced, promoting a further increase of
efficiency beyond 18%, in a final structure illustrated in Figure 1.15 together
with its band diagram [6]. In this structure, transparent conductive oxide
(TCO) with a low sheet resistance, is deposited as anti-reflecting coating on
top and bottom of the silicon layers.
Figure 1.15: Sketch of a HITTM solar cell as first developed by Sanyo. On
the right its band diagram. The wafer is n-type c-Si [6].
Figure 1.16(a) shows the minority carrier lifetime for different layouts.
Passivation through doped layers n/c-Si/p (red curve) turns out to be less
effective with respect to i/c-Si/i structure (green curve). This severe pas-
sivation loss is almost certainly due to doping-related defect generation in
the amorphous host matrix. [6]. In order to build a junction for carrier ex-
traction, a ni/c-Si/ip structure should be formed. Passivation values slightly
decrease compared with the i/c-Si/i case (blue curve in Figure 1.16(a)) [6].
Another advantage of SHJ solar cells is a lower temperature coefficient,
that represents how quickly the efficiency of a solar cell decreases while the
temperature of the system increases. The efficiency of conventional c-Si solar
cells declines with elevating ambient temperature at a rate of -0.45%/℃,
while the heterojunction cells show a lower rate of -0.23%/℃, which makes
them comparable to amorphous silicon solar cells (Figure 1.16(b)) [29].
In addition to hydrogenation, annealing can be employed to enhance elec-
tronic passivation properties of interfaces between the wafer and the amor-
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(a)
(b)
Figure 1.16: a) Minority carrier lifetime for a-Si:H passivated layer for three
different structures. The voltages correspond to the implied Voc under 1 sun
illumination [6]. b) Temperature coefficient of the conversion efficiency of a
HITTM solar cell [29].
phous layer. Figure 1.17 shows how the time of isothermal annealing tann
can affect the effective carrier lifetime, τeff . The curve can be fitted with
satisfying accuracy with an exponential law with the form:
τeff(tann) = τeff
SS
[
1− exp
[
−
(
tann
τ
)β]]
(1.19)
where β is the dispersion parameter (0 < β < 1), τ is the effective time
constant and τeff
SS is the steady-state value of τeff . This means that diffusion
of hydrogen atoms from the higher atomic layers to the surface between a-
Si:H and c-Si is present [6].
A variety of surface-passivation layers were studied over the years for this
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Figure 1.17: Measured values (empty circles) for τeff as a function of tann,
with annealing at 180 ℃. The solid line represents the curve that fits the
data [6].
purpose. Starting from silicon dioxide SiO2, other PV-suitable dielectrics,
like a-SiNx:H, SiO2-a-SiNx:H stacks and aluminum-oxide (Al2O3) were used [6].
Despite the good passivation qualities of a-Si:H, carriers with short lifetime
are generated in this material and a large fraction of them recombine. More-
over, this material suffers for light degradation caused by Staebler-Wronski
effect, leading to an unstable behavior.
For these reasons, new materials have been investigated and silicon oxy-
nitride (SiOxNy) has been studied as a promising substitute of a-Si:H in
both intrinsic and doped layer of the hetero-emitter (red and orange layers
in Figure 1.15) [9].
SiOxNy has recently been investigated due to its application in different
and innovative fields, together with its low-cost fabrication technology. In-
deed, the tunability of both optical band gap and refractive index makes it
a very good candidate in optoelectronic devices, ultra-thin films transistors
and LED [31, 32, 33, 34, 35]. Thanks to its reduced parasitic light absorp-
tion and higher band gap, SiOxNy can boost the solar cell efficiency, in the
role of the hetero-emitter [31]. In fact, non stoichiometric SiOxNy films in
both amorphous and nano-crystalline phase already exhibited high band gap
(2.5 eV) and high conductivity (44 S/cm) [31]. Moreover, nanocrystalline-
(nc) SiOxNy could obtain excellent transport properties, in particular a lower
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contact resistivity with the TCO with respect to an amorphous layer, while
amorphous (a-) SiOxNy shows elevated passivation properties [36]. The sub-
stitution of both these layers in the hetero-emitter stack of the solar cell,
will lead to a further increase of the efficiency of the device, which already
reached very high values (25.6%).
However, the structure of these films is complex, since different phases and
compositions coexist. Few studies have recently been done on conductivity
and optical band gap of these materials and their correlation to the oxygen
content [31, 10, 11]. Moreover, a study on the structure and the formation
of the crystalline phase still lacks and the effect of the crystalline fraction
and the oxygen content on SiOxNy optical and electrical properties is still
unclear. In this framework, a study of nano-scale electrical and morphological
properties of these innovative materials is mandatory. This is the purpose of
this thesis.
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Figure 1.18: Record cell efficiency chart updated to 2015 [30].
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Chapter 2
Materials and Methods
2.1 Materials
In this thesis, two series of different materials have been investigated by
Atomic Force Microscopy techniques, described in detail in Section 2.2: sil-
icon oxy-nitride (SiOxNy) thin layers in nano-crystalline p-type doped (nc)
and intrinsic amorphous (a) forms. These can be suitable materials in SHJ
solar cells application, since they have suitable electrical and optical prop-
erties to substitute doped and intrinsic layers, respectively, in the hetero-
emitter stack on top of c-Si layer in the device in Figure 1.15. Both nc- and
a-SiOxNy layers are grown by Plasma Enhanced Chemical Vapor Deposition
(PECVD) using a commercial system (PlasmaLab 100 from Oxford Instru-
ment) in a parallel plate configuration operating with radiofrequency (RF) of
13.56 MHz [31, 37]. The materials are grown at the Department of Physics
of the University of Konstanz, Photovoltaic Division.
This technique is a particular branch of a wider group of materials-
processing technology called Chemical Vapor Deposition (CVD). CVD has
been used to deposit a wide range of materials in many different applica-
tion areas. Its major employment involves applying solid thin-film coatings
to surfaces, but CVD is also used to grow high-purity bulk materials and
powders, as well as in the production of composite materials via infiltration
techniques [38]. The basic CVD procedure involves the flow of a precursor gas
into a chamber in which one or more heated objects to be coated are present.
Chemical reactions between the gases and the substrates occur on and near
the hot surfaces and the deposition of a thin film is generated. This process
is accompanied by the production of unwanted chemical by-products that are
delivered out of the chamber together with unreacted precursor gases. CVD
is characterized by several advantages. Its deposition rate is fast and can
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produce an homogeneous layer of a wide variety of materials, reaching a very
high purity [39, 38]. PECVD or plasma-assisted CVD involves a variety of
reactor designs, in which a plasma is used to dissociate the CVD precursor
gas creating smaller, more reactive, molecules. Plasma is generally created by
an RF or DC discharge between two electrodes, the space between which is
filled with the reacting gases [38]. The presence of this catalyst allows higher
rates of thin film deposition, that can occur at lower temperatures [38]. A
simplified scheme of a PECVD instrument is given in Figure 2.1.
Figure 2.1: Schematic view of a PECVD device structure [40].
For the deposition of both SiOxNy series of samples, different precursor
gases have been employed. In order to evaluate their influence on morpholog-
ical and electrical properties of the materials, different deposition parameters
have been varied in the two series.
Previous studies on hydrogenated a-SiOxNy thin films have been carried
out to investigate their properties as passivating layers in SHJ structures [9].
These new materials can be a valid substitute for intrinsic amorphous silicon
(a-Si:H), which already provided an excellent surface passivation quality,
reaching a high efficiency potential above 20%. The greater drawback of
a-Si:H is the heavy parasitic absorption of light which is the cause of low
values of short circuit current. This absorption can be reduced with the
introduction of a wider band gap material. Indeed, the optical band gap of
a-SiOxNy layers can be widened up to 2.2 eV, thanks to the incorporation of
oxygen and nitrogen into the amorphous network [9]. Moreover, passivation
quality and dark conductivity, which are correlated to oxygen and nitrogen
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contents, can be improved. Combining intrinsic (with high effective minority
carrier lifetime of 2.5 ms) and doped a-SiOxNy thin films (with conductivities
up to 4.5·10−3 S/cm for the n-type and 3.9·10−4 S/cm for the p-type doping)
to hetero-emitter stacks on c-Si base lead to a high open circuit voltage of
733 mV [9]. A further efficiency increase can be expected substituting the
amorphous emitter with a nano-crystalline one, for a higher conductivity and
a lower contact resistance with the TCO layer [31, 13].
2.1.1 nc-SiOxNy
nc-SiOxNy thin layers were deposited by PECVD at 300 ℃ on Float
Zone silicon (FZ-Si) and glass substrates, using silane SiH4, hydrogen H2
and nitrous oxide N2O as precursor gases, while diborane B2H6 is added to
achieve a p-type doping [31, 32]. Diborane is diluted in hydrogen (0.5%).
The flow of nitrous oxide and the ratio of diborane are both referred to their
dilution in silane. Then, N2O and B2H6 ratios must be defined, respectively,
as:
RN2O =
[N2O]
[N2O] + [SiH4]
(2.1)
RB2H6 =
[B2H6]
[B2H6] + [SiH4]
(2.2)
where the square brackets represent the gas concentrations. All the samples
under investigation in this work were deposited with RB2H6 = 2.34% and were
then annealed at 800 ℃ in a nitrogen atmosphere to promote nanocrystal
formation. An equivalent effect could have been achieved with an enhance-
ment of the hydrogen dilution during the deposition phase, but an annealing
step turned out to be necessary due to the technical limitation of the system
used in the H2 to SiH4 ratio. Table 2.1 shows the deposition parameters of
all the samples, where the thickness was measured by ellipsometry and the
corresponding growth rate was evaluated.
Table 2.1: List of deposition parameters of nc-SiOxNy thin films.
Sample Annealing RN2O RB2H6 Rate Thickness
name time (h) (%) (%) (Å/s) (nm)
C 0, 3, 6 9.09 2.34 2.32 209
E 3 47.4 2.34 3.14 283
A Scanning Electron Microscope (SEM) image of the cross section of sim-
ilar nc-SiOxNy sample (with RN2O = 16.7% annealed for 3h, 224 nm thick) in
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(a) (b)
Figure 2.2: a) A cross section SEM image of a nc-SiOxNy sample grown
on silicon. b) HR-TEM picture of a nc-SiOxNy sample with its relative
diffraction pattern on the bottom right [41].
Figure 2.2(a) points out different areas due to the presence of nano-crystals
(NCs) [31, 41]. In High-Resolution Transmission Electron Microscope (HR-
TEM) image (Figure 2.2(b)), these crystals clearly form randomly without
a preferred crystalline orientation in a different sample (RN2O = 28.6% an-
nealed for 6h). The inset of Figure 2.2(b), in which the diffraction pattern
of the layer is depicted, confirms the absence of a preferred NCs orientation
and reveals the presence of an amorphous network (rings and diffused halo
in the pattern) [41].
By Raman spectroscopy measurements, the crystalline fraction χ of the
samples was evaluated on layers deposited on a glass substrate. The following
expression was employed to evaluate this quantity:
χ =
IC
IC + IA
(2.3)
where IA represents the integrated area of the peak at 480 cm
−1 associated
to the amorphous component and IC is the integrated area of the peak at
520 cm−1 of the crystalline phase, as is depicted in Figure 2.3 [41]. The
introduction of the parameter χ is useful to compare the crystallinity of
different samples [31].
A thorough analysis of a complete series of nc-SiOxNy thin layers, to
which samples investigated in this work belong, leads to the result that crys-
talline fraction rises with the addition of the thermal treatment, with respect
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Figure 2.3: Raman spectrum of a nc-SiOxNy sample with RN2O = 9.09%
annealed for 3h. Both individual fits of amorphous and crystalline fits and
the cumulative fit are highlighted [41].
to the as-deposited samples, but saturates after 3h of annealing in the oven,
as plot in Figure 2.4(a) depicts [31]. On the other hand, crystallinity di-
minishes with the increase of N2O dilution, ranging from 44% to 83%, as
shown in Figure 2.4(b). The first result demonstrates that the annealing
process promotes NCs formation, while the second asserts that the increase
of oxygen content in the sample limits the crystalline fraction [41, 9]. More-
over, it follows that lower crystalline fractions are reached in the as-deposited
samples with respect to annealed ones, whose χ are always above 85%. A
higher N2O content induces an increase of disorder due to an incorporation
of nitrogen and oxygen within the amorphous phase, causing a drop in the
crystallinity fraction [9]. The absolute concentration of oxygen and nitrogen
of hydrogenated a-SiOxNy (:H) was analyzed by means of secondary-ion mass
spectroscopy (SIMS) [9]. SIMS measurements demonstrated that higher N2O
dilutions lead to a linear increase of oxygen content, while nitrogen content
remains almost constant, as Figure 2.4(c) illustrates [9].
Previous studies of the lateral conductivity in the dark σdark determined
by IV characteristic measurements of the layers (deposited on glass after the
deposition of titanium/palladium/silver contacts on top of them by electron
beam evaporation) have demonstrated that this parameter follows the same
decrease of χ with rising RN2O (Figure 2.5(a)) [31]. A very high dark conduc-
tivity of 44 S/cm is reached for the nc-SiOxNy sample with RN2O = 9.09%
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(a)
(b)
(c)
Figure 2.4: a) Crystalline fraction χ depending on the annealing time for
two nc-SiOxNy samples with different N2O dilution. b) Crystalline fraction
χ dependence on N2O dilution in samples 3h annealed [31]. c) Oxygen and
nitrogen concentration of a-SiOxNy:H films as a function of N2O concentra-
tion [9].
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(a) (b)
(c) (d)
Figure 2.5: a) Room temperature dark conductivity σdark, b) pre-exponential
factor σ0 and c) activation energy Ea as a function of RN2O in samples 3h
annealed. d) ETauc as a function of the RN2O for different annealing times [31].
annealed for 3h. To gain more information about the conduction mechanism,
temperature-dependent IV measurements were performed between 150 and
300 K. For semiconductors, electrical conductivity follows an exponential law,
that is:
σ = σ0 exp
[
− Ea
kBT
]
(2.4)
where σ0 is the pre-exponential factor and Ea is the activation energy re-
quested for conduction to occur. While σ0 follows approximately the same
trend of the χ, Ea increases with higher values of N2O dilution (Figures 2.5(b)
and 2.5(c)) [31]. This effect is probably due to a higher disorder promoted
by the larger oxygen content in the layers [31].
As regards the optical properties, both absorption coefficient α and Tauc
gap ETauc of nc-SiOxNy layers were estimated from transmission and reflec-
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tion spectra measurements of the layers deposited on glass [31]. The first
parameter α was approximated by the law:
α (hν) =
1
d
ln
(
1−R (hν)
T (hν)
)
(2.5)
where R (hν) and T (hν) are the measured transmission and reflection spec-
tra, respectively, while d is the thickness of the layer [42, 31]. The Tauc
gap ETauc is correlated to the absorption spectra and the incident light as in
Equation 1.15 for a semiconductor with indirect band gap; this law can be
rewritten in the following form [43, 31]:
(αhν)1/2 ∝ (ETauc − hν) (2.6)
The Tauc gap increases linearly with N2O dilution in the as-deposited state,
possibly due to a higher oxygen incorporation in the film (black squares in
Figure 2.5(d)). In annealed samples, no trend of ETauc with N2O dilution was
observed, but values are generally larger with respect to as-deposited samples
(red dots and blue triangles in Figure 2.5(d)). This rise could be correlated
to two different effects: quantum confinement effects resulting from NCs
formation and the presence of O-rich areas. A decrease of the energy gap
from 3 to 6h annealing can be related to a reduced quantum confinement
since NCs dimensions become greater [31].
At last, Fourier Transform Infrared (FTIR) spectroscopy gave information
on Si-O-Si, Si-H and Si-H2 bonds within the nc-SiOxNy thin layers [41]. In
the as-deposited state (black squares in Figure 2.6(a)), the peak position of
the Si-O-Si bonding signal shifts linearly with the increase of N2O dilution
towards higher wavenumbers [31]. The linearity of this shift is due to a
homogeneous distribution of Si-Si and Si-O-Si bonds within the layers [44,
45]. Moreover, the intensity of the Si-O-Si peak increases for greater values
of RN2O (Figure 2.6(b)), evidence of a higher oxygen incorporation within
the layers [31]. The thermal treatment causes a shift of the peak position
toward higher wavenumbers in all nc-SiOxNy thin films (Figure 2.6(a)) and
its non-linearity indicates a phase separation in annealed layers of Si-rich and
O-rich areas [31].
After these preliminary and complementary studies, a deeper analysis of
morphological and electrical properties at the nano-scale on nc-SiOxNy thin
layers is mandatory. The choice of the series of samples under investigation in
this work, with the parameters described in Table 2.1, was made considering
the best and the worst electrical and structural properties of the whole series.
Sample C with 3h of annealing demonstrated to have the highest crystalline
fraction up to 88% (Figure 2.4(b)), the highest dark conductivity σdark =
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(a)
(b)
Figure 2.6: a) FTIR Si-O-Si peak position and (b) its intensity for different
nc-SiOxNy samples [31].
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(44 ± 4) S/cm (Figure 2.5(a)) and the highest energy gap ETauc = (2.5 ±
0.1) eV (Figure 2.5(d)). For this reason Sample C is the best candidate in
substituting nc-Si:H in HJ solar cells. In this work the effect of annealing on
the nano-scale properties is also investigated.
2.1.2 a-SiOxNy
Amorphous intrinsic SiOxNy (a-SiOxNy) thin films have been deposited
by PECVD at 175 ℃, using silane (SiH4), nitrous oxide (N2O) and hydrogen
(H2) as precursor gases. N2O ratio defined in Equation 2.1 for these samples
has been kept at 13% with a deposition time of 30 s. In this series, which
consist of four samples, all the deposition parameters have been kept con-
stant with the exception of the electrode distance, which varies between 22
and 55 mm [46]. Characteristics of the samples investigated are reported in
Table 2.2.
Table 2.2: List of deposition parameters of a-SiOxNy thin films.
Sample Electrode Thickness
name distance (mm) (nm)
1 22 24
2 30 22
3 40 21
4 55 16
Ellipsometry measurements have shown a linear trend of thickness with
the deposition time (see Figure 2.7(a)), except for Sample 1, that suffers of
fast growing in the first 30 s of deposition. Minority carrier lifetime has been
investigated in relation to both the annealing time (at 300 ℃ up to 20 min in
ambient air) and the electrode distance, as Figure 2.7(b) illustrates. Lifetime
increases during the first 12 min of annealing, while it saturates for higher
times [46]. Sample 3 has achieved the best passivation qualities reaching
a lifetime of 296 µs. FTIR spectroscopy measurements have revealed the
presence of three different peaks in Si-H bonding region, probably due to the
presence of different atoms (Si/O) back-bonding to the Si-H band [46]. The
position of these peaks increases with higher values of electrode distance, as
the plot in Figure 2.7(c) illustrates. This trend is probably due to a greater
incorporation of O and N atoms, which determines a higher electro-negative
surrounding region of the Si-H bond [46].
In this perspective, an investigation on morphological and electrical prop-
erties at the nano-scale can be interesting, to see in which way these char-
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(a) (b)
(c)
Figure 2.7: a) Thickness dependence on deposition time for the a-SiOxNy
layers under investigation. (b) Minority carrier lifetime as a function of
annealing time for the a-SiOxNy layers. c) Position of the FTIR peaks in the
Si-H bond region as a function of the electrode distance [46].
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acteristics can or cannot be affected by variant electrode distance in the
deposition process.
2.2 Experimental Methods
Both series of nc- and a-SiOxNy thin films have been investigated by
Atomic Force Microscopy and conductive-Atomic Force Microscopy tech-
niques, to achieve both morphological and electrical information at the nano-
scale.
2.2.1 Scanning Probe Microscopy
With the advent of nanostructured materials, new experimental tech-
niques were needed. Before the idea of Scanning Probe Microscope (SPM)
techniques came out, morphological analysis of surfaces were realized by
means of electronic microscopes. In these techniques an electron beam, ex-
tracted from a conductor by photoelectric effect, passes through the sam-
ple and the prevalent radiation which is collected is that of secondary elec-
trons [47]. This portion of radiation is constituted by low energy electrons
(< 50 eV), therefore, only electrons of the first layers of the sample have
enough energy to reach the detectors. Unfortunately, these tools, Scanning
and Transmission Electron Microscopes (SEM and TEM, respectively), re-
quire Ultra High Vacuum (UHV) as well as high voltages to accelerate the
electronic beam, properties that make them expensive techniques. Moreover,
the energetic beam inevitably corrupts the sample and the information col-
lected belongs to a subtle surface layer, not isolating the first atomic layer
of the sample [47]. In this framework, the development of devices capable of
analyzing sample surfaces became necessary and SPMs were introduced to
reach this goal.
The first SPM was realized in 1981 by Gerd Binnig (Frankfurt, July 20,
1947) and Heinrich Roher (Buchs, June 6, 1933 - Wollerau, May 16, 2013)
in 1981. This system maintains a small gap of few angstroms (Å) between
tip and sample, controlled by the tunnel current flowing between them [48].
With one electrode shaped into a tip, current flows only, in the best case,
from a specific orbital of the apex atom; therefore, a lateral resolution of
atomic dimensions can be achieved.
The brilliant attitude of the two researchers was demonstrated in giving
solutions to the main instrumental problems: for example, the employment
of soft suspensions in the microscope within a vacuum chamber, in order to
protect the probe from vibrations and acoustic noise; or the introduction of
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(a) (b)
Figure 2.8: a) Picture from the original recorded traces and b) processed
image of 7× 7 reconstruction of Si(111) [48].
a piezoelectric material, which links electronics and mechanics, to move the
tip with an extreme accuracy [48]. After several attempts prolonged for 27
months, the night of March 16, in 1981 they obtained their first exponential
dependence of the tunnel current from the tip-sample separation, with a
tunnel-barrier height of more than 4 eV, a value compatible with vacuum
tunneling.
By means of this unique technique, which is called Scanning Tunneling
Microscopy (STM), in the Autumn of 1982 Binnig and coworkers were able to
observe the 7×7 reconstruction of Si(111) surface (Figures 2.8(a) and 2.8(b)).
They were finally able to see what they still call the color of the atoms [48].
After years of skepticism, STM was finally accepted from the research world
in 1985. The year after, Binnig and Roher were awarded of the Nobel Prize
in Physics “for their design of the scanning tunneling microscope” [49].
Despite STM subangstrom resolution in all three dimensions, its charac-
terization was restricted to conductive and semiconductive materials only,
with vacuum as an essential element [47]. As a consequence, in 1985 G.
Binnig and C. F. Quate introduced a new type of probe, this time based on
atomic interactions between the tip and the sample, which they called Atomic
Force Microscope (AFM) [50]. AFM can work in air or in liquid ambient and
provides three-dimensional surface topography at nanometer lateral and sub-
angstrom vertical resolution on insulators and conductors [47].
In previous time, SPM consisted of techniques which employ a sharp tip
for scanning a sample surface, creating a high resolution image monitoring
the interaction. In addition to AFM, several SPM techniques have been de-
veloped for industrial and scientific applications, which exploit different types
of sample-tip interactions to provide information on differences in friction,
hardness, electric and magnetic fields, carrier concentration, temperature
48 2. Materials and Methods
distribution and conductivity [47].
With respect to a SEM, AFM can also acquire information and 3D topog-
raphy from small sections of surfaces (reaching areas with sides of fractions
of micrometers). Considering their differences, electronic microscopes and
AFM can be complementary in the study of surface properties of thin films.
The peculiar characteristics of AFM make it a unique instrument for the
investigation on thin films, determining changes in morphology and com-
position with variations of deposition parameters, such as precursor gases
percentages, time of annealing, temperature, pressure, etc.
2.2.2 Atomic Force Microscopy
The instruments used to acquire images of all samples in this work are
two AFMs: a NT-MDT Solver P47H Pro and a Park NX10. In general, an
AFM consists of several elements that can work in different operating modes,
depending on the aim of the measurement.
The working principle behind an AFM is the measurement of sample-
tip interaction, by means of an elastic lever with a pointed tip fixed in its
free part. The force applied on the tip produces a measurable bending of
the cantilever, that can provide information of the interaction itself. The tip,
with the shape of a needle, has a working part of more or less ten nanometers
(nm), whereas the usual tip-surface distance is about 0.1 - 10 nm. [51]. The
interactive forces between the tip and the sample can be modeled as van der
Waals forces between two atoms at a distance r, described by Lennard-Jones
(LJ) potential:
ULJ(r) = U0
[
−2
(r0
r
)6
+
(r0
r
)12]
(2.7)
where r0 represents the equilibrium distance between the atoms and corre-
sponds to a minimum in the potential. The first term describes the attractive
force of a dipole-dipole polarization, while the second is related to the short
range repulsion (Pauli principle) [51]. The curve described by Equation 2.7
is depicted in Figure 2.9.
In this framework, the tip is attracted at large distances and repelled at
small distances from the sample.
2.2.3 AFM: Instrumental Apparatus
The principal constituents of an AFM are the same of all Scanning Force
Microscopes (SFM): a force sensor, an optical system that measures the
cantilever bending, a piezoelectric scanner, an anti-vibration system and an
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Figure 2.9: Qualitative shape of LJ potential. U0 represents the minimum of
the curve [51].
electronic system for both feedback control and image acquisition [52]. A
schematic view of the whole instrument is shown in Figure 2.10.
Surface sensors in AFM are special probes made of a very flexible can-
tilever with a sharp tip on its free end. The force F between the tip and the
sample can be simplified by Hooke’s law, that is:
F = −k ·∆z (2.8)
where k is the elastic constant of the cantilever and ∆z is the tip displacement
caused by the cantilever bending [51]. According to the type of instrument
and the information aimed to be collected, it is possible to choose from a va-
riety of both cantilevers and tips. Cantilevers differ in several properties like
normal (kN) and lateral (kL) elastic constants, resonance frequency (ωres),
dimensions (length l, thickness t and width w) and shape, while tips have di-
verse curvature radii, can be made of a variety of materials and can be coated
for electrical measurements [52]. In order to obtain high resolution and repro-
ducible topographies, the probes must have the following properties. First
of all, to reduce sensibility to external vibrations and thermal noise, probes
have particular geometries aimed to produce elevated ωres. However, values
for resonance frequencies are limited, since they are inversely proportional
to the maximum scan area. A compromise is reached and typical values of
ωres are 10 - 100 kHz [51]. Moreover, to obtain atomic resolution, the nor-
mal spring constant of the cantilever should be weaker than the equivalent
spring between atoms, i.e. 10 N/m [52]. A minimum value of 10−2 N/m is
50 2. Materials and Methods
Figure 2.10: Schematic view of a typical configuration of a SFM [52].
recommended, since kN is correlated to ωres in the function:
ωres =
√
kN
mprobe
(2.9)
where mprobe is the probe mass. The mass of the cantilever must be reduced,
in order to combine requirements of a low spring constant and a high resonant
frequency [52]. Another fundamental property for estimating probe efficiency
is the quality factor Q, defined as:
Q =
ωresmprobe
γ
(2.10)
where γ is the damping constant. This quantity determines the sensitivity of
the measurement, then a high value of Q is essential (100-1000) especially in
non-contact mode. Moreover, an elevated kN is required to avoid significant
errors in the normal forces detection, while a reflective coating (Al, Au) on
the top of the cantilever increases reflectance. At last, a centered and very
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Figure 2.11: SEM images of a) NSG10 and CSG10/Pt, b) Nanosensors SSS-
NCHR and c) RMN-25PT300B tips for AFM [53, 54, 55, 56].
thin tip is necessary in order to distinguish nanometric structures [51]. Can-
tilevers can be synthesized by photolithography techniques, chemical plasma
etching and ionic implantation. The most common materials employed in
the production are Si3N4, Si and diamond [51]. For electrical and magnetic
measurements special coatings are added, which cause an increase in the
dimensions of the tip. In this work, different tips are used and their SEM
images are shown in Figure 2.11(a), 2.11(b) and 2.11(c) [53, 54, 55, 56].
Semi-contact, contact and conductive analysis have been obtained and all
tips characteristics are described in Table 2.3.
Table 2.3: Characteristics and parameters nominal values of the tips em-
ployed in the measurement. S-CONTACT stands for SEMI-CONTACT.
Tip NSG10 CSG10/Pt SSS-NCHR 25PT300B
AFM NT-MDT NT-MDT PARK PARK
Mode S-CONTACT CONTACT S-CONTACT CONTACT
l (µm) 100 250 125 300
w (µm) 35 35 30 100
ωres (kHz) 255 20 330 20
kN (N/m) 11.5 0.1 42 18
Radius (nm) 10 35 5 < 20
Coating - Pt - -
To detect the cantilever bending, an optical system is employed (Fig-
ure 2.12(a)). A collimated beam from a diode-laser is focused on the lever
and then reflected toward the center of a four-section split photodiode (Fig-
ure 2.12(b)) [51]. In this work, both AFMs used in the image acquisition of
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(a) (b)
Figure 2.12: a) Schematic view of the optical system in an AFM. b) Four-
section split photodiode [51].
the samples have this kind of bending detection system.
This division in the photodiode allows the detection of two forces: the
cantilever bending due to attractive or repulsive forces (DFL) and the can-
tilever torsion due to lateral components (LF) [51]. The differences between
the photocurrents of the four sectors determine these quantities, in fact:
DFL = (∆I1 + ∆I2)− (∆I3 + ∆I4) (2.11)
LF = (∆I1 + ∆I4)− (∆I2 + ∆I3) (2.12)
where ∆Ii is the difference in the photocurrent in presence and absence of
interaction in the i -th sector of the photodiode. In the absence of sample-tip
interaction, laser is positioned at the photodiode center. When the tip lands
on the sample, its bending causes a beam displacement. The photocurrent
in each sector of the photodiode, measured in each scanned point of the sam-
ple, enables an estimation of the bending intensity and direction [52]. The
optical system has a great influence on the sensitivity limitation of the de-
vice. It can be affected by saturation effects of the photodiode and diffraction
phenomena, while shotnoise signal, thermal noise and quantum-mechanical
uncertainty generate errors in the calculation of sample-tip distance varia-
tions (orders of 10−11 − 10−17 meters) [52].
DFL value is sent as an input parameter in a feedback loop of the micro-
scope, which keeps it constant by means of a piezoelectric transducer (scan-
ner), which controls the tip-sample distance in order to maintain the bending
∆z always equal to the value ∆z0 chosen by the operator before scanning
(Figure 2.10) [51]. The accuracy can reach a value of almost 0.01 Å and a
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superficial topographic map at the nano-scale can be acquired, assigning the
variance from the set parameter to each pixel of the scan area [57].
Piezoelectric trasducers have the ability of changing dimensions when ex-
posed to electric fields. The scanner can be composed of a single tubular
element, with a particular configuration of electrodes that can be seen in the
right part of Figure 2.13. There is a single electrode inside, while the external
Figure 2.13: Schematic view of tubular transducer structure [51].
one is divided into four sectors. A difference in potential between the internal
and external electrodes leads to a lengthening or reduction of the tube, while
a bipolar tension in two opposite sectors of the external electrode causes a
tube bending. The first movement is correlated to a vertical deflection of
the cantilever (z axis), while the latter allows an xy-scanning [51]. NT-MDT
AFM employs a tubular scanner like the one described above, while Park
has decoupled xy and z scanner stages allowing for reduced image distor-
tions. Several phenomena in piezoceramic materials can occur and introduce
errors and distortions in map acquisitions. First of all, a non-linear function
correlates the deformation and the electric field: with fields of high intensity,
typically above 100 V/mm, the linearity is compromised and a curved im-
age occurs. Moreover, the feedback loop can have a delayed reaction to an
abrupt and fast change of the voltage, creating further distortions in AFM
images. At last, a little hysteresis phenomenon correlates the piezoelectric
deformation to the sign of previously applied electric field [51]. In Figure 2.14
all phenomena are illustrated. In order to avoid a deformation of the AFM
map, small electric fields are applied and delays in the control system are
introduced.
In every SPM, the sample-tip system is an oscillating system with its
resonance frequency ωres. External mechanical vibrations with frequencies
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Figure 2.14: From the left, non-linearity effects of the piezotube deforma-
tion from the applied electric field. Time diagrams of changes in control
voltages during scanning (blue lines) and of the corresponding scanner shifts
along Z axis (red lines), due to creep effect. Dependence of deformation
from the value and direction of control tension, correlated to hysteresis phe-
nomenon [51].
near ωres can produce periodic fluctuations in the maps of the sample. To
reduce this effect, several anti-vibration systems can be added, both pas-
sive and active, in addition to the selection of a tip with a high resonance
frequency [51]. Among passive systems, an elastic platform can be inserted
under the mechanical apparatus to create a mass-spring system with a very
low resonance frequency (i.e. 5 - 10 Hz); an example can be springs employed
to suspend the head of the instrument (NT-MDT system used). For what
concerns active systems, electromechanical devices with a vibration detector
and an actuator, which stabilizes the vibration-insulating platform, are in-
troduced; an example is a balance table, which is employed for the stability
of the Park AFM [51].
In an Atomic Force Microscope several modes of operation can be used to
investigate different sample properties: non-contact, semi-contact and con-
tact modes [58]. These modes differ in the range of sample-tip distance.
Interactions are different when changing this parameter, as can be seen in
Figure 2.9. In contact mode, the tip is in contact with the sample and the
interaction can be placed in the repulsive region of the curve, below the equi-
librium distance r0; the monitored parameter is the tip static deflection and
this also gives contact mode the name of ‘Static AFM’ [58]. Semi-contact
and non-contact modes are classified under the name of ‘Dynamic AFM’:
the cantilever vibrates close to its resonance frequency and the interaction
is correlated to the variation of different parameters. The amplitude, the
resonance frequency and the phase shift of the oscillation of a vibrating tip
are connected to the tip-surface interactions. For this reason they can be
used as feedback parameters to acquire sample topographies [59].
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2.2.4 Modes of Operation: Dynamic AFM
The exact mathematical description of the interaction between the oscil-
lating cantilever and a surface positioned at a few nanometers from it is quite
complex. However, it can be easily described through approximated models.
The probe can be modeled as a point-like damped harmonic oscillator with
mass m, spring constant k and damping coefficient β [59]. The general equa-
tion for an oscillator in 1D, since only the vertical dimension is considered,
is:
mz̈(t) + βż(t) + kz(t) =
∑
i
Fi (2.13)
where Fi are the external forces and z(t) is the mass displacement. When
there are no external forces, the second term of Equation 2.13 is zero and
the solution to this second order homogeneous differential equation can be
written as:
z(t) = e−γt
[
c1e
+
√
γ2−ω2rest + c2e
−
√
γ2−ω2rest
]
(2.14)
where γ and ωres are respectively:
γ =
β
2m
and ωres =
√
k
m
(2.15)
and c1 and c2 are constants correlated to the boundary conditions [59]. In
Dynamic AFM, the external forces are due to the a piezo-vibrator, which
induces forced oscillations on the cantilever, and to gravity force. The sec-
ond term is a constant contribute and it only affects the equilibrium point
position of the system, without modifying frequency, amplitude or phase of
the oscillation; for this reason it can be neglected in calculations [51]. Sup-
posing that the piezo-vibrator exciting force is cosinusoidal, with an angular
frequency ω, Equation 2.13 becomes:
mz̈(t) + βż(t) + kz(t) = ku0 cosωt (2.16)
Moving the problem in the domain of complex numbers, the general solution
is a superposition of a damped oscillation with decrement δ = ωres/2Q (where
Q is the quality factor) and persistent forced oscillations with frequency
ω [51]. The amplitude A(ω) and the phase φ(ω) of the forced oscillations can
be derived and they are [51]:
A(ω) =
u0ω
2
res√
(ω2res − ω2)
2 +
ω2ω2res
Q2
(2.17)
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(a) (b)
Figure 2.15: a) Amplitude and b) phase responses with (Q <∞) or without
(Q =∞) dissipation. Adapted from [51].
φ(ω) = arctan
[
ωωres
Q (ω2res − ω2)
]
(2.18)
From Equation 2.17 is possible to deduce that the amplitude at the reso-
nance frequency is A(ωres) = Qu0, i.e. proportional to the quality factor.
Moreover, the dissipation in the system shifts the resonance frequency. Then
the response curve shifts toward lower frequencies of a quantity:
∆ω = ωres − ωrd = ωres
(
1−
√
1− 1
2Q2
)
(2.19)
as can be seen in Figure 2.15(a). In Figure 2.15(b) the phase response with
or without dissipation can be appreciated [51].
When the sample is sufficiently close to the oscillating probe, tip-sample
forces Fst must be considered. These van der Waals forces can be considered
as a slowly varying function of the distance [57]. For this reason they may
be approximated by the first (linear) term in the series expansion:
Fst(z) = F0 +
∂Fst
∂z
∣∣∣∣
z=z0
(z−z0)+
1
2
∂2Fst
∂z2
∣∣∣∣
z=z0
(z−z0)2 + ... ' F0 +F ′zz (2.20)
where the distance between the tip and the sample ranges around z0. Sum-
ming this term to Equation 2.16 in the excitation forces, it becomes:
mz̈(t) + βż(t) + kz(t) = F0 + F
′
zz + ku0 cosωt (2.21)
Therefore, the presence of a force gradient results in a change of the effective
stiffness of the system:
keff = k − F ′z (2.22)
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(a) (b)
Figure 2.16: a) Amplitude and b) phase responses with or without sample-tip
interaction. Plots adapted from [51].
Repeating the calculations carried out for the free cantilever, amplitude-
frequency characteristic and phase response can be derived:
A(ω) =
u0ω
2
res√
(ω2res − ω2 − F ′z/m)
2 +
ω2ω2res
Q2
(2.23)
φ(ω) = arctan
[
ωωres
Q (ω2res − ω2 − F ′z/m)
]
(2.24)
The presence of a gradient in the tip-surface interaction force also results in
additional shift of the amplitude and phase response curves. The interaction
force determines an additional shift of the amplitude-frequency characteristic:
∆ω = ωrd − ωrf = ωrd
1−√1− F ′z
mωrd
 (2.25)
illustrated in Figure 2.16(a) [51]. From Equation 2.24, the inflection point in
the phase response curve shifts toward a point ω∗, with a displacement:
∆ω = ωres − ω∗ = ωres
(
1−
√
1− F
′
z
k
)
(2.26)
as can be seen in Figure 2.16(b) [51].
At last, the proximity to the sample causes an additional tip phase shift,
that is proportional to the force gradient, through the relationship:
∆φ ' QF
′
z
k
(2.27)
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This last effect is employed to acquire phase contrast AFM images [51].
This simplified model illustrates quite well how Amplitude Modulation
(AM-) or tapping mode AFM works. In this kind of map acquisition, the
cantilever is excited at a fixed frequency, usually near or at the free reso-
nance frequency. Amplitudes in the 10-100 nm range are involved [59]. The
great values of amplitude lead the tip get in contact with the sample sur-
face in the lower semioscillation, that correspond to the repulsive region in
the force-distance diagram. The working point of the tapping mode can be
appreciated in Figure 2.17. Short-range repulsive forces cause an amplitude
reduction, which is then indicated by A [60]. The feedback system keeps
the normalized amplitude A/A0 constant during tapping mode imaging to
acquire the topography of the surface (A0 is the oscillation amplitude with
the tip far from the sample) [60]. The peculiarity of this mode of operation
is the coexistence of two stable oscillation states, a low and high amplitude
solution. This presence is due to both attractive and repulsive components
in the interaction force, with their non-linear character [59]. During the mea-
surements, the normalized amplitude is set to guarantee an interaction only
attractive or repulsive, without allowing a transition between the two states.
Figure 2.17: Working point in AM-AFM mode of operation in a force-
distance diagram [51].
AM-AFM allows to obtain simultaneously both topographic and compo-
sitional contrasts in heterogeneous samples [59]. Maintaining the amplitude
of the oscillation constant, information on the distance between the tip and
the sample is collected, that is the morphology of the sample. If, on the other
hand, a variation of the phase is registered, then information on the type of
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(a) (b)
Figure 2.18: a) Topography and b) phase image of the same area of a wood-
pulp fiber [60].
atoms that constitute the sample is taken. Since phase shifts are closely re-
lated to tip-surface inelastic processes, the acquisition of phase imaging can
lead to information of energy dissipation processes at nanometer scale [59].
The correlation between phase-shift measurements and energy-dissipation
values enables to investigate material properties such as stiffness, elasticity,
viscosity or surface-adhesion energy [60]. The phase-shift lag ∆φ is related to
the normalized amplitude, the average energy dissipated in the sample Edis
and in the environment Emed when ω = ωres, with the relationship:
sin (∆φ) =
A
A0
(
1 +
Edis
Emed
)
(2.28)
With A/A0 and Emed maintained constant during AM-AFM imaging, the
change in phase shift is strictly related to a local change in the energy dis-
sipated in the sample under investigation [60]. Typical dissipated values per
cycle for high resolution experiments are in the 0.5 - 50 eV range, which im-
ply a dissipated energy per bond from 0.001 to 0.1 eV, for a spatial resolution
of 2 nm [60]. Figures 2.18(a) and 2.18(b) illustrate the topography and the
phase image, respectively, of a wood pulp fiber. Topography image shows
height variations in the micrometer range, while is uninformative about the
sample composition. In contrast, phase image reveals also white deposits
of different composition (amorphous lignin) [60]. Tapping-mode AFM has
provided a variety of non-destructive ways to image heterogeneous materials
in their natural environment and state with high spatial resolution [60].
This mode of acquisition is employed to obtain both topography and
phase maps of the sample with NT-MDT AFM.
Non-contact mode is also called Frequency Modulation AFM (FM-AFM),
since frequency shift and excitation amplitude are used as feedback param-
eters to track topography and composition of a surface [59]. In this type
of scanning, the equation of motion is formally identical to Equation 2.21,
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apart from the excitation term which is no longer a pure harmonic driv-
ing force and it is quite complicated. In FM-AFM regime, tip deformation
and friction effects are eliminated; thanks to this feature, this technique is
a promising way to achieve true atomic resolution. UHV measurements can
be performed, contrary to AM-AFM. Indeed, in the latter operation mode
very high values of the quality factor Q, due to UHV environment, would
reduce the bandwidth of the system in slope detection [59]. In both cases,
the increase of the factor Q implies extremely slow feedback responses. In
FM-AFM mode, the cantilever is kept oscillating at its current resonant fre-
quency, which differs from the initial resonant frequency for the tip-sample
interaction, with a constant amplitude. During the scanning, the distance
from the surface is varied to maintain a constant frequency shift; in this way
the topography is acquired [59].
FM-AFM mode is employed in topography acquisitions by Park AFM,
in what is called True Non-ContactTM Mode. In this new technology, the
spacing between the tip and the sample is of the order of tens to hundreds
of angstroms [61]. A stiff cantilever is employed with relatively high reso-
nance frequency, between 100 and 400 kHz with a vibration amplitude of few
nanometers [61]. The sensitivity of this technology is raised by a very fast
tracking of changes due to tip-sample interaction thanks to the employment
of a very high performing z-servo feedback [62]. True Non-ContactTM Mode
is actually the best choice for high resolution imaging, with angstrom vertical
resolution, without damaging the sample [61].
2.2.5 Modes of Operation: Static AFM
In the repulsive region of the interaction, the curve has a steep slope,
so very little variations of sample-tip distance produce large changes of the
interaction force [51]. When the probe is far from the sample, the reflected
beam must be positioned at the center of the photodiode; this forces both
DFL and LF to be zero. When the tip lands on the sample, the surface applies
a pressure on it, bending the cantilever. This bending deflects the beam and
changes DFL value [63]. Pressure can be controlled by the user changing
SetPoint parameter, that is linked to the electrical DFL signal when the tip
lands at the sample. Selecting the right value for this parameter is always a
consequence of a compromise: great pressures lead to a great stability and
sensibility, as well as to a rapid damage of the tip or the sample.
Contact mode topography can be carried out maintaining a constant
height or a constant force between the sample and the tip [51]. In Con-
stant Height mode of operation the scanner of the AFM maintains the fixed
end of the cantilever on a constant height value. So, deflection of the can-
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(a)
(b)
Figure 2.19: a) Constant Height and b) Constant Force topographies [51].
tilever is measured and reflects topography of sample under investigation
(Figure 2.19(a)) [64]. Despite high scanning speeds that can be reached, this
mode of operation has a great disadvantage: it can only be used with sam-
ples sufficiently smooth. Heights can produce artifacts due to great bending
of the tip and, in the worst cases, tip can broke or sample can be destroyed
by scratching of the probe [64]. In Constant Force mode, the deflection of
the cantilever is maintained constant by the feedback circuit. The topogra-
phy of the sample is created by the vertical displacement between the tip
and the surface during the scanning (Figure 2.19(b)). The main advantage
of this operation mode is its possibility of high resolution measurements of
both topography and other local properties of the sample, i.e. friction forces,
spreading resistance, etc [64]. For this reason, this technique is preferred
rather than the previous one, even though its restricted speed of scanning
correlated to the response time of the feedback system.
It is possible to investigate on characteristics of the sample, other than
the topography. If the tip is conductive, an acquisition of nano-scale spread-
ing resistance of the sample can be possible [65]. If a voltage bias is applied
to the tip, the resulting current through the sample can be measured as a
function of the tip position on the surface, during the acquisition of topogra-
phy in Constant Force mode. If the tip-surface contact resistance is constant
during the scanning, the measured current for a given bias is proportional
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Figure 2.20: Schematic view (not in scale) of a C-AFM setup [41].
to the local resistivity of the sample [65]. A typical C-AFM setup is illus-
trated in Figure 2.20, in which a bias voltage is applied to the tip, while the
sample is grounded [41]. In specific points chosen from the researcher, IV
characteristics can be acquired; the system linearly varies the bias applied
to the tip and the current that is consequently produced can be registered.
Spreading resistance imaging can be also applied to samples with complicated
structures, to study the privileged paths of current and changes in electrical
resistance due to differences of composition [65].
A particular innovation in conductive-AFM (c-AFM) measurements is
PinPointTM c-AFM [66]. With this new technique current can be measured
repetitively in one specific location of the sample surface, with the possibility
of varying tip pressures. In PinPointTM Conductive mode, the tip approaches
towards the sample surface until a predefined threshold point, measures the
Z scanner’s height and, after the acquisition, it rapidly retracts. In this way,
measurements of very high accuracy and precision can be achieved, allowing
a frictionless conductive scanning with reduced tip deterioration [66]. The
tip can approach the same point several times and then record the mean
value of all acquisitions; this procedure can be reproduced in all points of
a selected grid of the sample surface. The acquisition takes a longer time
with respect to a classical c-AFM scanning; is useful then to select a small
interesting area of the sample for the acquisition. Figures 2.21(a) and 2.21(b)
show topography and current maps, respectively, of nc-SiOxNy sample E 3h
annealed, acquired with Pin Point technique. For this acquisition, the tip
goes up-and-down 5 times and current is measured each time at the threshold
z-point. The result is an average of the data and this procedure is repeated
for each point of the map.
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(a) (b)
Figure 2.21: a) Height and b) current maps of nc-SiOxNy sample E 3h an-
nealed acquired with Pin Point technique with an applied bias of -0.1 V.
2.2.6 Image Processing
An Atomic Force Microscope is a complex apparatus and both hard-
ware and software parts play a fundamental role in the acquisition of non
distorted images of the sample. Software also includes routines for image
acquisition and analyses. For the acquisition of a- and nc-SiOxNy maps the
software supplied by the device has been employed: NOVA and XEP, for NT-
MDT and Park AFMs, respectively [67, 68]. A software called Gwyddion has
been employed to obtain all analyses of the samples, for its versatility and
completeness [69]. AFM images can be affected by several distortions, due
to apparatus imperfections or interactions between the tip and the exter-
nal ambient [51]. Therefore, AFM data require special processing in order
to eliminate these artifacts [70]. Artifacts can occur as a result for wrong
choices of the acquisition parameters, for example, SetPoint, scanning rate,
as well as feedback or lock-in gains. In tapping mode acquisition, a wrong
SetPoint can create instability between the attractive and repulsive modes,
causing scars or even big spots along the scanning lines, as Figure 2.22(a)
and 2.22(b) show. High values of the SetPoint, if the area to scan is large and
rough, can bring the tip at heights high enough to loose interaction with the
sample during the investigation (Figure 2.22(c) and 2.22(d)). Furthermore,
too fast or too slow scanning rates can stretch the image in one direction
and tense it in the other one giving birth to a distorted map; an example
of this distortion is in Figure 2.23(a) and 2.23(b). At last, an elevated in-
crease of the pre-amplifier gain factor can generate very noisy acquisitions
(Figure 2.23(c) and 2.23(d)). Most of these distortions are difficult to remove
even by means of software processes; for this reason, a careful choice of these
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parameters have to be done before the scanning in order to obtain good
quality maps. Nevertheless, some adjustments can be performed through
Gwyddion software processes.
2.2.7 Image Processing: Subtraction of polynomial sur-
faces
Surface images usually show inclination. This effect is due to several
reasons. Indeed, inclination may be a result of a tilted installation of the
sample onto the scanner or caused by non-flatness of the sample itself; it
might be correlated to a temperature drift for the tip shifting with respect to
the sample; it could be linked to non-linearity of the piezo-scanner movement,
which were described in Section 2.2.3. If the image is inclined, this slope
takes a large portion of z-axis, with the effect of losing the clearness of small
image details [51]. Moreover, the non-linearity and hysteresis phenomena
of the scanner are not completely removed by the device hardware and the
choice of scanning mode. Therefore, shifts in the tip-surface distance occur
during the xy-scanning, leading to surface images as superposition of the
real topography and a surface of the second (or higher) order [51, 70]. For
this reason, plane leveling is usually one of the first processes applied to raw
SPM data. A polynomial plane that fits the data is then subtracted [69].
Figure 2.24(a) shows the image of an a-SiOxNy sample as acquired, while in
Figure 2.24(b) a polynomial plane is subtracted by a software tool.
2.2.8 Image Processing: Filtering
Another distortion is due to the continuous changes in the tip-sample dis-
tance during scanning, for micro-movements in elements of the head structure
or capture by the tip apex of a micro particle from the ambient. These events
produce steps parallel to the direction of scanning on the acquired image. A
procedure of line-by-line average can remove such defects, as can be seen in
Figure 2.24(c) [51].
Local faults of the closed loop can occur during the scanning and, there-
fore, scars, stripes or strokes can appear and corrupt the SPM image and they
are usually parallel to the scanning axis. With a Gwyddion function, these
scars can be found and removed, using neighbourhood lines as a reference to
fill-in the gaps [69]. An example of this processing is shown in Figure 2.25(a)
and 2.25(b).
Fourier filtering can be used, in order to eliminate luminous spots of the
transformed image linked to noise sources. This process requires the ability
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(a)
(b)
(c)
(d)
Figure 2.22: a) Instability due to a wrong choice of parameters in topography
and b) phase maps. c) Loss of interaction in topography and d) phase maps.
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(a) (b)
(c) (d)
Figure 2.23: a) Stretching and distortion in a topography and b) phase maps.
c) Noisy topography and d) phase maps. [51].
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(a) (b)
(c)
Figure 2.24: An image of an a-SiOxNy sample is shown: a) as acquired, b)
with a polynomial surface subtracted, c) after a line averaging.
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(a)
(b)
Figure 2.25: A partial distorted image of an a-SiOxNy sample is shown: a)
before and b) after a scar correction.
of the researcher to correctly identify the spots, since a wrong choice can lead
to signal loss. However, the Fourier transform of the map can be employed
to prove that the steps of image processing are correct or to remove periodic
oscillations due to acoustic noise [71, 72, 73].
2.2.9 Image Processing: Tip convolution
One of the intrinsic limits of SPM scanning is the finite size of the tip.
This property causes distorted surface features in size and shape, especially
in samples with high aspect ratio irregularities (i.e. a high ratio between
vertical and horizontal dimensions) [51, 70]. Each data point in the image
always represents a spatial convolution of a tip and a surface geometry. If the
tip radius is smaller than the peak (valley) size, the image of a feature closely
approximates its real size and shape. On the other hand, if the tip radius
exceeds the size of a peak (valley), the image considerably widens and the
effect of the tip shape becomes relevant [70]. If the tip has a known shape,
the real SPM image can be partially reconstructed with digital manipulation.
The most effective mode of reconstruction is numerical deconvolution, using
the tip image obtained experimentally by scanning test structures with a
well-known topography. A figurative example is shown in Figure 2.26(a)
and 2.26(b), where the tip shape is described by the function P (x), the
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(a) (b)
Figure 2.26: a) Schematic view of image acquisition b) and restoration pro-
cesses [51].
surface topography by the function R(x) and the SPM image is given by I(x).
Subtracting the tip shape to the SPM image (point per point procedure), a
restored image R′(x) can be achieved [51]. This operation is successful only
if the tip is small enough to touch all points of the surface once at the time.
Most common procedures involve special test structures with known to-
pography and a periodic pattern, used for calibration and determination of
the form of the working part of the tip.
In addition to the intrinsic limits due to its finite size, the tip can cause
further artifacts if it is broken or damaged. The constant rubbing with the
surface, several landings, together with the presence of micro-particles of dust
on the sample, compromise the tip integrity, with a consequent increase of
its radius. As a consequence, a series of identical structures with the same
orientation appear in the acquired map, loosing the real image and structures
of the sample. An example is shown in Figure 2.27(a) and 2.27(b). In
conductive-AFM measurements, high current peaks, the presence of rough
structures or the unavoidable degradation due to a prolonged use of the same
tip can erode the conductive coating, making the tip useless to investigate
the nano-scale electrical properties of the sample (Figure 2.27(c)).
In this work, a preliminary calibration procedure in the z direction has
been done and periodically repeated during the measurements [65]. Gratings
of a well-known step structure with different heights are employed, to control
and correct the sensitivity of the device. Several maps of different areas
of all the sample have been acquired, to verify the reproducibility of the
measurements. A particular attention was given to the instrument setup
and the best upstream choice of the parameters before the acquisition. Lots
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(a) (b)
(c)
Figure 2.27: a) The tip degradation causes repeated triangle figures in both
topography and b) phase maps. c) In the right part of this current map, the
tip has lost its conductive coating.
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of images with distortions or artifacts that could not be avoided by software
processing were discarded. A gallery of some artifacts that can be seen
during the experimental work is shown in the Appendix. Whereas, maps
evaluated good enough to be investigated in morphological and electrical
characterization underwent all steps of image processing described in the
previous paragraphs, before the statistical analysis.
2.2.10 Morphological analysis
After all image processing described in Sections 2.2.6 to 2.2.8 is done,
topography maps of the samples are ready for morphological analysis. Maps
in attractive tapping mode or non-contact mode are used for this type of
investigation, since they have the highest resolution in the z direction. A
morphological analysis of samples deposited with different parameters helps
in understanding how and if different choices can affect structural properties.
A first step of the statistical analysis is done using Gwyddion 2.38 tools.
In this way it is possible a quick estimation of statistical parameters and
functions about the surface roughness, as well as grains dimensions and ar-
rangement [69].
Among several statistical quantities that can be extracted, the following
were considered the most significant to have a global and complete range of
sample morphological properties. First of all, Gwyddion tools allow to obtain
statistical parameters of surface roughness. Considering an AFM map as a
matrix, numerical characteristics of each row or column can be extracted
as functions of their position and an average value with its error is directly
calculated by the tool [69]. In this way, two statistical parameters can be
obtained: Roughness Average Ra and Root Mean Square Roughness RMS.
Ra is the arithmetical mean deviation of all points from a mean value,
that is:
Ra =
1
N
N∑
j=1
|rj − r̄| (2.29)
where N is the number of pixels on a row/column, rj is the value of the j-th
point and r̄ is the mean value over the evaluation length [69].
On the other hand, the Root Mean Square (RMS) roughness can be
obtained as is the standard deviation of the points from the mean value [69]:
RMS =
√√√√ 1
N
N∑
j=1
(rj − r̄)2 (2.30)
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In order to reduce noise effects over the scanning line, both Ra and RMS can
be calculated row/column wide and their average over the map, respectively
called R∗ and Rq, can be suited as an estimation of the surface roughness [69].
Another powerful one-dimensional statistical function is the Height-Height
Correlation Function (HHCF)supplied by Gwyddion tools, defined as [69]:
HHCF(r) =
1
N(M −m)
n∑
l=1
M−m∑
n=1
(zn+m,l − zn,l)2 (2.31)
where N and M are the dimensions in pixels of the map, z is the recorded
height for each point of the matrix and m is linked to the sampling interval
∆x of the AFM measurement, as follows [69]:
m =
r
∆x
(2.32)
in which r is the lateral separation of two surface heights [74]. This function
can be obtained by using Gwyddion tool and can be used to extract use-
ful parameters describing surface features. Assuming the surfaces of all the
samples approximately self-affine, the HHCF can be written in a simple ex-
ponential form and several parameters can be estimated from it [74]. Within
the self-affine model, a surface isotropic profile z(x) follows the equation:
|z(x+ r)− z(x)| ∼ (mr)α (2.33)
where the exponent α is called the roughness exponent for the surface and
m denotes the local slope of the surface profile [41, 74]. The left-hand side of
Equation 2.33 represents the local roughness of the surface. In one dimension
it follows that:
|z(εx+ εr)− z(εx)| ∼ (εmr)α (2.34)
and this equation can be rearranged in the form [74]:
|ε−αz(εx+ εr)− ε−αz(εx)| ∼ (mr)α (2.35)
Comparing Equations 2.33 and 2.35, the profile can be expressed as:
z(x) ∼ ε−αz(εx) (2.36)
and a profile with such property is called self-affine [74]. α represents the
short-range roughness of a self-affine surface: larger values of α (α ≈ 1)
corresponds to a rougher profile, while small values (α ≈ 0) are linked to
smoother ones [74]. Examples of two surfaces with different values of α are
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Figure 2.28: Local surface morphology for surfaces with different values of α
(0 < α < 1). Top figure: smoother surfaces with larger values of α. Bottom
figure: rougher surfaces with α ∼ 0 [74].
depicted in Figure 2.28. It can be noted that surfaces with different α values
could give rise to very similar roughness values.
If the surface height profile obeys Equation 2.36, then the correlation
functions have analogous scaling properties [74]. For an isotropic self-affine
surface, HHCF of Equation 2.31 can be fitted by the functional form:
HHCF(r) = 2R2HHCF
[
1− exp
[
−
(
r
ξ
)2α]]
(2.37)
where RHHCF represents the surface roughness, α is the roughness exponent
and ξ is the lateral correlation length [74, 75]. ξ can be defined in this way:
two surface heights are significantly correlated on average if their lateral
separation r is less than the lateral correlation length [74]. Moreover, this
quantity gives information about grains arrangement in the sample. Finite
sampling produces a HHCF oscillatory behavior for r >> ξ (Figure 2.29(b))
with respect to a simulated surface (Figure 2.29(a)) [74, 75]. When several
maps are acquired, the average HHCF (thick line) exhibits a reduced oscil-
latory behavior with respect to single maps (thin lines), as Figure 2.29(b)
shows [75]. Therefore the acquisition of several AFM maps can be consid-
ered equivalent to a more extended sampling. This choice can lead to an
accurate estimation of the roughness parameter and the lateral correlation
length, maintaining a high resolution on each single map [41].
At the end of this part of the analysis, the roughness RHHCF obtained
from the fitting of the HHCF can be compared with the average values of R∗
and Rq [41].
The Segmentation method is the powerful tool implemented by the soft-
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(a) (b)
Figure 2.29: a) HHCF obtained from a simulated self-affine surface. The
plot is on a log-log scale. Adapted from [74]. b) HHCF calculated from the
AFM images scanned from the amorphous Si film, where the thin curves are
obtained from different single images, while the thick curve represents the
average of ten thin curves. Adapted from [75].
ware Gwyddion for marking and segmentation of the grains [69]. This new
method is an implementation of watershed algorithm. This algorithm is
based on immersion simulations, where the valleys of the surface are progres-
sively flooded with liquid. This powerful method provides high accuracy and
high speed of segmentation [76, 77]. The result is the original AFM map with
a superimposed segmentation map, in which each pixel belongs to one grain
or separates two of them. An example of an original map, with a superim-
posed segmentation mask and inverted segmentation mask, are illustrated in
Figures 2.30(a), 2.30(b) and 2.30(c), respectively. Through this procedure,
statistical values on grains can be achieved. By default, the algorithm marks
valleys; anyway, it is possible to mark upward grains ticking off the option
‘Invert height’ [69].
The pre-processing procedure involves the choice of several parameters [69].
A right choice of the parameters creates a mask that perfectly matches the
map under investigation. In Section 3.1 a deep analysis on how a non accu-
rate choice of parameter can affect the statistical characteristics of the grains
is performed. All parameters with their range and a brief description of how
they work in the algorithm are listed in Table 2.1.
Different inaccuracies can occur during the identification: grains can be
incorrectly merged in a single one, an individual grain can be split in several
ones and experimental noise can be identified as a very small grain. The
first two cases can be minimized with optimized segmentation parameters.
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(a) (b)
(c)
Figure 2.30: a) AFM morphology map of nc-SiOxNy C sample 0h annealed;
b) the same map with a superimposed segmentation mask; c) the mask is
inverted to facilitate the reading of the map.
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Table 2.4: List of segmentation parameters with their ranges and a brief
description of how they work [69].
Parameter Brief Description
Gaussian smoothing Applies a Gaussian smoothing to the grains.
(GS) A zero value means no smoothing.
(0 - 20) px
Add gradient Adds relative weight of local gradient to data.
(AG) Large values mean areas with large local slope
(0 - 100) % tend to become grain boundaries.
Add curvature Adds relative weight of local gradient to data.
(AC) Large values mean locally concave areas tend to
(0 - 100) % become grain boundaries.
Barrier level Relative height level above which pixels are never
(BL) assigned to any grain.
(0 - 100) %
Prefill level Relative height level up to which the surface is
(PL) prefilled, obliterating any details at the bottoms
(0 - 100) % of deep valleys.
Prefill from minima Relative height level up to which the surface is
(PFM) prefilled from each local minimum.
(0 - 100) %
To remove the latter, a threshold on the grain size and position has to be
applied, after all parameters are set [76]. For this reason, a filter on the area
of the identified grains can be applied. In particular, grains with a surface
less than the one of a circle with radius equal to the tip radius must be
removed. Therefore, a recommended threshold can be:
A > πr2 · (N ·M)
(x · y)
(2.38)
where A is the area in pixel of the grains, r is the tip radius, while N and
M , x and y are the sizes of the map in pixels and meters, respectively [76].
This can set an inferior limit to the resolution of the map, due to both
experimental noise and the convolution of the tip. Another filter can be
applied to remove from the statistical analysis regions with low height values,
in which resolution can be worse [76]. It has been shown that this filtering
process does not remove significant part of the signal [76].
After the segmentation parameters and the threshold are set, several sta-
tistical quantities related to the grains can be extracted [69]. For example,
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the total number of marked grains (NoG), the equivalent square size (or mean
grain size MGS) and the equivalent disc diameter (EDD) of the grains can
be calculated. MGS approximates a grain to a square and measure its side,
while EDD is the diameter of a disc that has the same projected area as the
grain, that is [69]:
Agrain = [MGS]
2 = π
[
EDD
2
]2
(2.39)
Segmentation together with HHCF analyses lead to several statistical proper-
ties of the AFM maps. By means of roughness parameters, lateral correlation
length and both grains mean number and size, a complete overview of sam-
ple morphology can be reached. In this way, the grain dimensions and their
arrangement is deeply investigated.
2.2.11 Electrical characterization
The electrical characterization of the samples at the nano-scale can be
performed by means of conductive AFM (c-AFM), which was described in
detail in Section 2.2.5. A typical setup of acquisition was shown in Fig-
ure 2.20. In this mode, it is possible to acquire simultaneously topography
and current maps. This double acquisition allows to control and exclude
possible artifacts related to the topography [41]. In fact, an increase of cur-
rent can be associated to a wider contact area. This phenomenon can occur
when the tip enters a dip during the scanning. If there is no correlation
between height and current profiles, the presence of this kind of artifacts can
be excluded [41].
After a scanning session, there is always a surface charge collection in the
scanned area. This effect impedes consecutive acquisitions in the same area.
For this reason, it is recommended to repeatedly change the scan area. Effects
of surface charge accumulation are depicted in Figures 2.31(a) and 2.31(b).
The acquisition of this map was possible thanks to the stability of the AFM
Park. An area of 1 µm2 was previously scanned on a nc-SiOxNy sample; then,
a larger area of 4 µm2 was investigated. In Figure 2.31(b) it is possible to
locate the area previously scanned, which is not conductive anymore because
of the presence of surface charge. A link between scanning and oxidation
of the sample can be excluded, because these areas remain not conductive
with both positive and negative voltages, the latter not promoting oxidation
process on this nc-SiOxNy sample (Figures 2.31(c) and 2.31(d)).
At last, local current-voltage measurements can be carried out through
AFM. During these acquisitions a variable bias is applied between the tip and
the sample and the current flowing between them can be recorded. In this
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way the electrical behavior in different points of the maps can be investigated.
It is advisable to employ voltages as low as possible, but high enough to
generate detectable currents [78]. With this choice, degeneration of the tip
and spikes of high current can be avoided.
By means of all these tools, a thorough study of morphological and elec-
trical properties at the nano-scale can be achieved in a- and nc-SiOxNy thin
layers. All the experimental results are presented in details in Chapter 3.
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(a) (b)
(c) (d)
Figure 2.31: a) Conductive-AFM acquisition of sample E 3h annealed with
an applied bias of -0.4 V of topography and b) current maps. The central
area (white zone) in the current map is not conductive anymore, due to a
previous scanning. c) c-AFM acquisition of the same sample topography and
d) current maps, when a positive voltage (0.4 V) is applied. The black zone
is not conductive anymore for a previous scanning on this area. The scale in
the current maps is nonlinear.
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Chapter 3
Results and Discussion
In the present chapter the experimental results will be reported.
First of all, in Section 3.1 the choice of suitable parameters for mor-
phological studies has been investigated, in order to verify its stability and
consistency for SiOxNy thin layers. Secondly, morphological properties of
nc-SiOxNy samples will be described in Section 3.2.1, while their electrical
characterization at the nano-scale will be analyzed in Section 3.2.2. There-
after, morphological and electrical properties of a-SiOxNy samples will be
illustrated in Sections 3.3.1 and 3.3.2, respectively. At last, the discussion of
all the results will be carried out in Section 3.4.
3.1 Morphological AFM analyses: choice of
suitable parameters
Due to the fact that Segmentation is a very recent tool, a previous in-
vestigation of this new technique had to be done. Both a- and nc-SiOxNy
are constituted by very little grains (orders of tens of angstroms or less). In
this perspective, it is quite difficult to understand if the choice of segmen-
tation parameters is suitable or not, staring at the mask superimposed on
the map. Then, this questions came up in mind: are the mean grain size
(MGS) and the number of the grains (NOG) stable with little modifications
of these parameters near the set values? How much do they vary far from
these values?
To answer these questions five maps of the sample 4 and one for each
sample 3 - 1 of a-SiOxNy (500×500 nm2) were selected. A set of segmentation
parameters was selected, considered the most suitable for these maps. This
set is listed in Table 3.1. After segmentation a threshold of 2 px2 is applied,
in order to avoid the smallest grains due to experimental noise.
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Table 3.1: List of segmentation parameters selected for a-SiOxNy.
Parameter Value
Gaussian smoothing (GS) 3.99 px
Add gradient (AG) 100%
Add curvature (AC) 0%
Barrier level (BL) 100%
Prefill level (PL) 0%
Prefill from minima (PFM) 12.35%
These parameters have been varied one at a time, of various percentages
with respect to the initial value (Table 3.2). Different percentage variations
were used for each parameter, since some appeared to be most influential
than others on statistical grain qualities.
Table 3.2: List of all the variation ranges of the parameters in percentages.
The parameters are listed in Table 3.1.
Parameter Variation range (%)
GS [±1, ±50)
AG [-0.5, -25]
AC [+0.5, +25]
BL [-0.5, -55]
PL [+0.5, +15]
PFM [±1, ±50]
After a single variation of each parameter, both NOG and MGS (Equa-
tion 2.39) were reported and their percentage variation with respect to the
initial value (corresponding to the set of parameters in Table 3.1) were ob-
tained. These steps were reproduced for each map of a-SiOxNy samples under
investigation. As an example, the plots of two different parameters for a map
of sample 4 are reported in Figures 3.1(a) and 3.1(b).
The parameters show the same trend when the analysis is repeated on
different maps of the same sample. It follows that segmentation method is
reproducible when investigating a single sample. Moreover, the same trend
of the parameters is exhibited also for different samples (sample 1-4). Then,
reproducibility can be extended to all this kind of materials. For each segmen-
tation parameter setup, the percentage variation of both Number of Grains
and Mean Grain Size were estimated. Then, the average and the standard
deviation on the five different maps of sample 4 were calculated. All these
values are reported in Figures 3.2(a) to 3.3(c) as a function of the percent-
3.1 Morphological AFM analyses: choice of suitable parameters 83
(a) (b)
Figure 3.1: MGS and NOG as functions of a) Gaussian Smoothing and b)
Barrier Level variations.
age variation of each single parameter. It follows that segmentation is more
sensible to the variation of some parameters rather than others.
In fact, for a variation of the GS parameter below 20% around the selected
value, the variation of the MGS is under 15%, whereas that of NOG is under
30% (Figure 3.2(a)). Moreover, when the parameter AG is varied under
15% around the selected value, there is a variation of MGS under 6% and
of NOG under 9%. For further deviations of this parameter (up to 25%),
the variation of MGS and NOG seems to remain stable (Figure 3.2(b)). The
change in AC parameter under 12% leads to a variation under 4% and 5% of
MGS and NOG, respectively (Figure 3.2(c)). A very different trend can be
appreciated for the BL parameter. In fact, the variation of MGS and NOG
is minimal (less than 0.1%) even for a great changes in BL parameter, over
50% (Figure 3.3(a)). A little variation (< 5%) of the PL parameter leads to
a variation of about 20% in both MGS and NOG (Figure 3.3(b)). Lastly, a
variation under 15% of the parameter produces a little variation (< 1− 2%)
of MGS and NOG (Figure 3.3(c)).
In Table 3.3 all percentage variations of mean grain size when the pa-
rameters differ of 5% from the set values are listed. From these trends, it
follows that Gaussian Smoothing, Add Gradient and Prefill Level parameters
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give the widest variation of MGS and NOG, even for little variations of the
parameters.
Table 3.3: List of all ranges of parameter variations in percentages that lead
to a maximum deviation of 5% of MGS and NOG.
Parameter MGS variation (%)
GS 3.1
AG 1.2
AC 3.1
BL 0
PL 17.6
PFM 0.5
The parameter that mostly influences the analysis is the Prefill Level
(PL). This parameter represents a height threshold, below which everything
is filled. This is very useful on samples that show wide distributions of the
recorded z values, such as nanowires [76]. However, a- and nc-SiOxNy thin
layers have not a broad z distribution, as they feature low roughness values.
The employment of PL values different from zero for this kind of samples is
not recommended as it would lead to high errors (Table 3.3).
The other two parameters that mostly affect the value of MGS are the
Gaussian Smoothing (GS) and the Add Gradient (AG) ones. A variation
of these parameters of 5%, with respect to the optimal set, results in a
variation of 3.1%. The contribution of the other parameters is below 1.5%
for a variation of 5% from the optimal value (PL variations are not included
in this estimation). The contribution of an incorret choice of the parameters
is estimated to be below 4% for a variation of the parameters of 5%.
In conclusion, due to what has been previously shown, the segmentation
analysis seems to be stable and consistent for this kind of structures.
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(a)
(b)
(c)
Figure 3.2: MGS and NOG percentage variations as functions of a) Gaussian
Smoothing, b) Add Gradient and c) Add Curvature percentage variations of
sample 4.
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(a)
(b)
(c)
Figure 3.3: MGS and NOG percentage variations as functions of a) Barrier
Level, b) Prefill level and c) Prefill From Minima percentage variations of
sample 4.
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3.2 nc-SiOxNy
To collect complete information on their morphological and electrical
properties, nc-SiOxNy thin layers were investigated by AFM techniques in
different modes of operation. Several maps were acquired in attractive tap-
ping mode (Section 2.2.4) for different samples in order to acquire informa-
tion about their morphology (roughness, lateral correlation length, equivalent
disc diameter). On the other hand, repulsive regime in tapping mode was
employed to observe differences in the surface composition. Then, c-AFM
measurements were performed to investigate the local conductivity of the
samples, followed by IV characteristic in different points of the map. All
these scanning and analysis aim to understand how both annealing time and
different N2O dilution during deposition affect nano-scale morphological and
electrical properties of the samples.
3.2.1 Morphological and Structural Analysis
To investigate the morphology of nc-SiOxNy thin films, several maps for
each sample C (0h, 3h 6h annealed) were acquired. Maps are 1×1 µm2 large
with a resolution of 512 × 512 px2. These maps were acquired with Park
NX10 AFM. The best five maps for each sample were selected in order to be
analyzed. Maps with tip-sample instabilities, that the software tool was not
able to correct, were discarded. As an example, one map for each sample C is
depicted in Figures 3.4(a), 3.4(b) and 3.4(c). All maps underwent a process
of segmentation. The parameters employed are listed in Table 3.4.
Table 3.4: List of all segmentation parameters employed for C nc-SiOxNy
samples.
Parameter Value
GS 4.00 px
AG 70%
AC 70%
BL 100%
PL 0%
PFM 12%
After this process, a threshold of 4 px2 and a filter for the minimum value
of +1 nm from the bottom were applied. In order to make the reading easier,
a map of sample C 0h annealed with a superimposed inverted mask is illus-
trated in Figure 3.16. The pink areas of the mask represent portions avoided
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(a)
(b) (c)
Figure 3.4: AFM acquired topography maps in attractive non-contact mode
of sample C a) as-deposited, b) 3h and c) 6h annealed, respectively. The
scan area is 1× 1µm2 with a resolution of 512× 512 px2.
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from the two filters, whereas the pink lines locate single grains, separating
them from the surrounding ones. From each mask, equivalent disc diame-
ter (EDD) distributions were extracted. This quantity is correlated to the
area of the grains through the expression in Equation 2.39 in Section 2.2.10.
The mean value of EDD with its standard deviation was evaluated for each
sample C. All these values are listed in Table 3.5.
Figure 3.5: Inverted mask superimposed on a map of Sample C 3h annealed
of nc-SiOxNy. The parameters of the mask are listed in Table 3.4.
Table 3.5: Mean values with its standard deviation of EDD for nc-SiOxNy
samples C. The errors reported are only the statistical ones.
Sample C EDD (nm)
0h 16.42± 0.06
3h 17.12± 0.06
6h 19.34± 0.08
These values exhibit an increase of the EDD of the grains from the as-
deposited sample to the 6h annealed, maintaining the same concentration
of N2O during the deposition. It can be concluded that the dimensions of
the grains become larger with introduction of the thermal treatment. The
extension of the annealing duration leads to a further increment of the grain
dimensions.
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Thereafter, HHCF was obtained for each sample C. This function, which
is mathematically expressed by Equation 2.31, was fitted with the exponen-
tial expression for self-affine surfaces (Equation 2.37). Through this process,
roughness parameter RHHCF, lateral correlation length ξ and roughness ex-
ponent α were extracted for each map. Then, the mean values and standard
deviations of these parameters were calculated for each nc-SiOxNy sample C.
Figure 3.6 shows HHCF experimental data (black dots) and their relative fit
(red line) for sample C 3h annealed.
Figure 3.6: HHCF experimental data (black dots) and fitted curve (red line)
for sample C 3h annealed of nc-SiOxNy. The plot is in logarithmic scales.
RHHCF, ξ and α mean values with standard deviations are collected in
Table 3.6 for samples C 0h, 3h and 6h annealed.
Table 3.6: Mean values with of roughness parameter RHHCF, lateral correla-
tion length ξ and roughness exponent α for all nc-SiOxNy samples C.
Sample RHHCF (nm) ξ (nm) α
0h 1.204± 0.001 18.5± 0.2 0.866± 0.006
3h 1.369± 0.001 23.8± 0.2 0.829± 0.003
6h 1.476± 0.002 26.6± 0.4 0.903± 0.009
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Figure 3.7: RHHCF (black squares) and α (blue triangles) are plotted as
functions of the annealing time for samples C. Lines are introduced as guide
for the eye.
It is possible to deduce from these values that the roughness parameter
RHHCF raises with the increasing of the annealing time. This fact indicates
that thermal treatment affects the grain heights due to a rearrangement of
the atoms on the surface. Even the lateral correlation length ξ becomes
larger with the extension of the annealing process duration. Since this pa-
rameter is related to how the grain structures repeat themselves at a certain
distance, its variation can be an indicator of a different arrangement of the
surface grains. At last, the values of the roughness exponent α remain ap-
proximately constant, with a little raise with higher annealing times. All
these parameters, RHHCF, ξ and α are plotted as function of the annealing
time in Figure 3.7.
The plot on top of Figure 3.8 shows ξ and EDD trends as a function of
the annealing time. Both parameters increase with longer annealing times,
but ξ grows more rapidly than the dimension of grains. This characteristic
reveals the presence of a clustering process of the structures. In plot at the
bottom of Figure 3.8 the difference between ξ and EDD as a function of
the annealing time is reported. The increasing trend of this quantity with
higher annealing times proves a greater clustering process of the grains after
the annealing. In conclusion, the thermal treatment causes changes in the
surface properties of nc-SiOxNy. Higher annealing times raise the surface
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Figure 3.8: Top: ξ and EDD as a function of the annealing time of samples
C. Bottom: ξ−EDD as a function of the annealing time of the same samples.
roughness and produce variations in the arrangement of the grains, due to a
different clustering process.
To achieve some information on the compositional properties of the sur-
face, tapping mode AFM maps in repulsive range were acquired with NT-
MDT Solver P47H Pro AFM for all samples. The scan areas were 1× 1 µm2
large with a resolution of 512 × 512 px2. As an example, both morphology
and phase maps for sample C 3h annealed are reported in Figures 3.9(a)
and 3.9(b), respectively. Whereas, the maps of sample E 3h annealed are
shown in Figures 3.9(c) and 3.9(d). Phase maps exhibit zones with different
phase lags. This difference is noticed between grains and grain boundaries.
Phase lag during phase acquisition can be related to the differences in the
composition of the surface, since they are related by the expression in Equa-
tion 2.28 [60]. As any difference in height can lead to a variation of the phase,
a possible correlation between topography and phase has to be excluded. For
this reason, height profiles were extracted for sample C 3h annealed and sam-
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(a) (b)
(c) (d)
Figure 3.9: a) Morphology and b) phase maps of sample C 3h annealed using
repulsive tapping mode AFM. c) Morphology and d) phase maps of sample
E 3h annealed in repulsive mode AFM.
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ple E 3h annealed. This profiles are shown in Figures 3.10(a) and 3.10(b),
respectively. The comparison between height and phase contrast in Fig-
ures 3.10(a) and 3.10(b) shows that the phase variations cannot be ascribed
only to morphology variations, since the peaks in the height profile do not
always correspond to down spikes in the phase profile. Therefore, according
to what found in [60, 79], it is possible to conclude that phase variation could
be related to local compositional variation of the sample and that different
compositions are present on the surface of nc-SiOxNy samples.
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(a)
(b)
Figure 3.10: Height and phase profiles of a) sample C 3h annealed and b)
sample E 3h annealed of nc-SiOxNy.
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3.2.2 Electrical Characterization
c-AFM maps in contact mode were acquired, in order to estimate any
variation of the electrical properties at the nano-scale of the nc-SiOxNy thin
layers with different content of oxygen or different annealing time. Samples C
were deposited by PECVD with a N2O dilution in silane of 9.09%, while sam-
ple E was deposited with 47.4% dilution of the same precursor gas (Table 2.1
in Section 2.1.1). For the scanning, three samples were investigated: sample
C both 3h annealed and as-deposited, and sample E with a 3h annealing.
Two maps 1× 1 µm2 for each sample with a positive and a negative voltage
were acquired through Park NX10 AFM. The resolution of these maps was
512 × 512 px2. The voltages applied were different for each sample, since
they were selected to create a measurable current.
In Figures 3.11(a) − 3.11(d) both topography and current maps of sample
C 3h annealed are shown with different applied voltages of 0.1 and -0.1 V, re-
spectively. The c-AFM measurements reveal the presence of more conductive
grains with respect to others less conductive, in a non conductive surround-
ing. The most conductive regions reach currents of almost 10 nA with both
positive and negative voltages. It must be noted that this behavior occurs
in both positive and negative applied bias with similar current variations for
the same applied bias.
Figures 3.12(a) to 3.12(d) show topography and current maps of the sam-
ple C as-deposited with an applied bias voltages of 1.5 and -1.5 V, respec-
tively. With respect to sample C 3h annealed, higher voltages had to be
applied in order to have enough current flowing between the tip and the
sample. Secondly, the conductive grain distribution is more uniform and the
conduction of grains is similar in almost all grains. The currents measured
are less intense with respect to the annealed sample, even if higher voltages
were applied. With a negative applied bias, currents drop drastically about
an order of magnitude.
Figures 3.13(a) to 3.13(d) illustrate the topography and current images
of sample E 3h annealed with applied bias voltages of 0.4 and -0.4 V (sample
deposited with a higher RN2O). Even in this case, the sample is less con-
ductive with respect to sample C 3h annealed and the distribution of the
grain conductivity seems more uniform. Moreover, negative applied voltages
generate lower currents at equal voltage values.
In Table 3.7 maximum values of local conductance of all samples inves-
tigated with c-AFM technique are listed with both positive and negative
applied voltages. The highest conductance is reached by the sample C 3h
annealed. A steep decrease of 2-4 orders of magnitude is observed for as-
deposited samples. In addition, a decrease of two to three orders of magni-
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tude appears when the oxygen content in the sample is increased.
The electrical properties were investigated in different points of the sur-
face by IV characteristics measured with a bias voltage varied in different
ranges for all three samples. The plots in Figures 3.14(a), 3.14(b) and 3.14(c)
show different electrical behaviors of sample C 3h annealed, sample C as-
deposited and sample E 3h annealed, respectively. After thermal treatment
sample C shows the most conductive behavior in the several points investi-
gated and has the greatest variation of electrical behavior in different points.
This confirms the presence of different conduction zones in its current maps.
This variability is not as wide for the other two samples, which exhibit
a lower local variation of IV characteristics. Current-voltage characteris-
tics for these samples show the typical exponential trend of the sandwich
structure metal/semiconductor/metal, that is tip/nc-SiOxNy/contact to the
ground [78, 80]. This ensemble is commonly called a pair of back-to-back
Schottky barriers [80].
Table 3.7: Maximum values of local conductance G (S) as evaluated by c-
AFM of nc-SiOxNy samples (C 3h, C as-deposited and E 3h) with both
positive and negative applied voltages.
C 3h C 0h E 3h
Positive 0.9 · 10−7 7 · 10−10 2 · 10−9
Negative 1 · 10−7 4 · 10−11 6 · 10−10
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Figure 3.11: a) Height and b) current maps of sample C 3h annealed with an
applied bias of 0.1 V. c) Height and d) current maps of the same sample in
which a voltage of -0.1 V is applied. The range of current values is nonlinear.
3.2 nc-SiOxNy 99
Figure 3.12: a) Height and b) current maps of sample C as-deposited with
an applied bias of 1.5 V. c) Height and d) current maps of sample C 0h in
which a voltage of -1.5 V is applied. The range of current values is nonlinear.
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Figure 3.13: a) Height and b) current maps of sample E 3h annealed with an
applied bias of 0.4 V. c) Height and d) current maps of the same sample in
which a voltage of -0.4 V is applied. The range of current values is nonlinear.
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(a) (b)
(c)
Figure 3.14: IV characteristic curves in different points of a) sample C 3h
annealed, b) sample C as-deposited and c) sample E with a 3h annealing,
respectively.
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3.3 a-SiOxNy
In order to achieve a complete analysis, a-SiOxNy thin layers were investi-
gated using different AFM modes of operation. The samples under analysis,
1 to 4, differ only in the electrode distance during the deposition, from 22 to
55 mm, respectively (Table 2.2 in Section 2.1.2). Several maps in attractive
and repulsive tapping mode (Section 2.2.4) were acquired for all the samples
in order to achieve information about morphology (roughness, lateral cor-
relation length, mean grain diameter) and composition, respectively. Then,
investigation on conductivity of sample 3 was obtained by c-AFM measure-
ments and IV characteristics in different points of the surface were acquired
(Section 2.2.5).
3.3.1 Morphological and Structural Analysis
To investigate the morphology of a-SiOxNy thin films, ten maps for each
sample (1 to 4) 500×500 nm2 were acquired with a resolution of 512×512 px2.
Initially, 1× 1 µm2 maps with a resolution of 1024× 1024 px2 were acquired
with Park NX10 AFM. Each map has been cut in four parts. Through this
procedure, 500×500 nm2 maps with half resolution were captured. The best
ten maps were chosen for the statistical analysis, while maps less resolved or
with tip-sample instabilities were discarded. A map for each sample is shown
in Figures 3.15(a), 3.15(b), 3.15(c) and 3.15(d). All maps were processed by
segmentation, with parameters listed in Table 3.8.
Table 3.8: List of all segmentation parameters set for a-SiOxNy samples. The
parameters are defined as in Table 2.4.
Parameter Value
GS 4.00 px
AG 65%
AC 0%
BL 100%
PL 0%
PFM 12.35%
After this process, a threshold of 2 px2 and a filter for the minimum
value of +1.20 nm from the bottom were applied. The resulting inverted
mask superimposed to the map is shown in Figure 3.16. The pink areas
are the portions of the maps cut from the threshold, while the pink lines
segment different grains. From each mask, both number of grains (NOG)
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and equivalent disc diameter (EDD) were extracted. EDD is linked to MGS
defined in Section 2.2.10 through the following expression:
[EDD] =
2 [MGS]√
π
(3.1)
A mean value and its error of EDD and NOG were evaluated for each a-
SiOxNy sample. All values are reported in Table 3.9.
Table 3.9: Mean value and errors of the equivalent disc radius and the number
of grains for all a-SiOxNy samples.
Sample EDD (nm) NOG
1 7.8± 0.2 3400± 200
2 8.0± 0.1 3280± 90
3 7.8± 0.2 3500± 200
4 7.9± 0.2 3320± 60
From these values, it is possible to conclude that the equivalent disc
diameter (EDD) and the number of grains (NOG) for different samples of
a-SiOxNy thin layers does not vary within the experimental error. Therefore,
the electrode distance in the deposition does not affect the dimension of the
grains and their density on the surface.
Gwyddion roughness parameters R∗, Rq and HHCF were extracted from
each map. Roughness parameters are the mean values calculated on columns/
rows of statistical parameters Ra and RMS, expressed in Equations 2.29
and 2.30. HHCF was fitted with the exponential expression in Equation 2.37.
From this fit it was possible to evaluate the roughness parameter RHHCF, the
lateral correlation lenght ξ and the roughness exponent α for each map.
Therefore, the mean values with experimental errors of all these parameters
can be calculated for each a-SiOxNy sample. An example of experimental
data (black dots) and fit (red line) of HHCF for sample 2 is illustrated in
Figure 3.17.
These statistical parameters are listed in Table 3.10 for all a-SiOxNy
samples.
It can be deduced that all three roughness parameters Rq, R
∗ and RHHCF
are compatible within the errors for each sample. First of all, this means
that one can indifferently employ one of these parameters alone in order to
evaluate the roughness of a surface. Secondly, the estimate of roughness is
consistent, since these parameters are calculated with different mathematical
paths. As can better be seen in Figure 3.18(a), roughness of all a-SiOxNy
thin layers remains almost constant for different samples. Therefore, the
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(a) (b)
(c) (d)
Figure 3.15: AFM maps acquired in attractive mode of a) sample 1, b) sample
2, c) sample 3 and d) sample 4, respectively. The scan area is 500× 500nm2
with a resolution of 512 × 512 px2. The samples are described in Table 2.2
in Section 2.1.2.
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Figure 3.16: Inverted mask applied on a map of Sample 3 of a-SiOxNy with
parameters of Table 3.8.
Table 3.10: Mean values with experimental error of roughness parameters
(Rq, R
∗ and RHHCF), lateral correlation length ξ and roughness exponent α
for all a-SiOxNy samples.
Sample Rq (nm) R
∗ (nm) RHHCF (nm) ξ (nm) α
1 0.83± 0.02 0.8± 0.1 0.8487± 0.0007 11.1± 0.1 0.863± 0.008
2 0.87± 0.04 0.9± 0.2 0.8849± 0.0004 12.13± 0.06 0.844± 0.003
3 0.83± 0.05 0.8± 0.2 0.8497± 0.0009 12.5± 0.1 0.834± 0.007
4 0.85± 0.03 0.8± 0.1 0.8584± 0.0007 12.1± 0.1 0.831± 0.007
distribution of the recorded heights is essentially not affected by the elec-
trode distance during the deposition. This conclusion cannot be done for
the lateral correlation length ξ and the roughness exponent α, as illustrated
in Figure 3.18(b). Indeed, ξ has an increase (up to an electrode distance
of 40 mm) and then a decrease (black squares in Figure 3.18(b)); while α
decreases as the electrode distance increases (red dots in Figure 3.18(b)).
Since ξ is correlated to the mean grains arrangement, it can be derived that
different distances of electrodes during deposition do not affect the mean
grain size, but give rise to a different clustering of the grains on the surface.
The little decrease of α with the increase of the deposition electrode distance
implies that surfaces that are locally rougher are grown with larger electrode
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Figure 3.17: HHCF experimental data (black dots) and fitted curve (red line)
for sample 2 of a-SiOxNy. The plot is in semi-logarithmic scale.
distances.
It can be concluded that the variation of electrode distance during the
deposition of a-SiOxNy thin layers does not vary the mean grain size and the
roughness of the surface, while it affects the arrangement and clustering of
grains.
In order to clarify the structural properties of the grains at the surface,
tapping mode AFM maps in repulsive range were acquired with NT-MDT
Solver P47H Pro AFM and then investigated for all samples. Areas of 1× 1
µm2 were scanned with a resolution of 512 × 512 px2. As an example,
morphology and phase maps for sample 1 are reported in Figures 3.19(a)
and 3.19(b), respectively. Phase lag in phase acquisition is correlated to
the different atomic composition of the surface, through the expression in
Equation 2.28 [60]. It can be observed that the grains generate a different
phase lag with respect to the grain boundaries. In order to exclude a pos-
sible correlation between the topography and the phase maps, height and
phase profiles were extracted. A profile of height and phase is shown in Fig-
ure 3.19(c). A correlation cannot completely be excluded, since phase peaks
positions seem to correspond to those of heights down spikes. Anyway, dif-
ferent heights peaks in topography correspond to down spikes of the same
depths. It is possible to conclude that, even if a correlation between topog-
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(a)
(b)
Figure 3.18: Plots of a) mean values of roughness parameters Rq (black
squares), R∗ (red circles) and RHHCF (blue triangles), b) lateral correlation
length ξ (black squares) and roughness exponent α (red dots) as functions
of the electrode distance during deposition. Lines are used as guides for the
eye.
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raphy and phase maps cannot be completely ruled out, phase maps contain
information on the surface composition.
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(a) (b)
(c)
Figure 3.19: a) Morphology and b) phase maps of sample 1 using repulsive
tapping mode AFM. c)Height and phase profiles of sample 3 of a-SiOxNy.
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3.3.2 Electrical Characterization
To evaluate the electrical properties at the nano-scale of the a-SiOxNy
thin layers, c-AFM maps in contact mode were acquired. For the scanning,
sample 3 was chosen, as it demonstrated the best passivation quality among
all the samples (Figure 2.7(b) in Section 2.1.2) [46]. Different maps 1×1 µm2
with several voltages were acquired by Park NX10 AFM with a resolution of
512× 512 px2. For this sample, two different bias voltages, one positive and
one negative were applied to achieve current maps. The voltages employed
were high enough to generate a measurable current.
In Figures 3.21(a) and 3.21(b) both topography and current maps of
sample 3 are shown with an applied voltage of +6 V. On the other hand,
Figures 3.21(c) and 3.21(d) are topography and current maps of the same
sample with an applied bias of -3 V. In the first current map, there are
more conductive grains and less conductive ones, within a non conductive
matrix. The conductance varies from 0 to 2.5 · 10−10 S. The sample appears
to be more conductive when a negative bias is applied. In fact, in this case
(Figure 3.21(d)) the conductance ranges between (0 − 1.4) · 10−9 S. Even
with negative bias voltages, more conductive grains appear together with
less conductive ones in a non conductive matrix.
Figure 3.20: IV characteristic curves in different points of sample 3.
In order to analyze the electrical behavior in different points of the surface,
IV characteristic curves were measured with a bias voltage varied in the range
of (-6 − 8) V. The plots in Figure 3.20 exhibit different electrical behaviors
in different points of the surface, confirming the different conduction zones
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that are present in the current maps.
With respect to nano-crystalline samples, some correspondences and dif-
ferences can be pointed out. A large variability of the local conductance is
shown in Figures 3.21(b) and 3.21(d), with the presence of more conduc-
tive grains with respect to others less conductive. As a proof, IV charac-
teristics acquired in various points of the map exhibit very different trends
(Figure 3.20). This behavior was also shown in sample C 3h annealed of
nc-SiOxNy. With regard to the maximum conductance values and the asym-
metrical behavior of the current with positive and negative bias, a-SiOxNy
appears to be similar to sample C 0h and E 3h of nc-SiOxNy, which show
lower conductance values (Table 3.7).
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Figure 3.21: a) Height and b) current maps of sample 3 with an applied bias
of 6V. c) Height and d) current maps of sample 3 in which a voltage of -3 V
is applied. The scale of current maps is nonlinear.
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Morphological and electrical properties at the nano-scale are investigated
in both nc- and a-SiOxNy thin layers by several AFM techniques. First of
all, a thorough study of the new segmentation tool of Gwyddion software
was obtained. This method is reproducible in several maps of the same
sample, since the trend of mean grain size and number of grains as function
of the variation of a single parameter is the same. The reproducibility of the
parameters trends can be extended to different samples of similar structures.
Some parameters are more influential than others on the statistical properties
of the surface. The most meaningful variations for little deviations of the
parameters from the initial value are shown for the Gaussian Smoothing, Add
Gradient and Prefill Level parameters. The error coming from the choice of
the parameters can be estimated to be below 4%. It follows that segmentation
is a stable and consistent method for the statistical analysis of the grains for
this kind of structures.
Differences in morphology and electrical properties were analyzed in nc-
SiOxNy samples, when oxygen content and annealing time are varied. The
thermal treatment deeply affects the properties of these thin films. Previous
studies showed that the annealing process gives rise to an oxygen relocation
within the layers, leading to a non-homogenous oxygen distribution [31].
Moreover, thermal annealing promotes a recrystallization of the layers of
hydrogenated nanocrystalline silicon [81]. Nanocrystals formation due to
annealing also contributes to the variations observed in the structure and
electrical properties of the layers. In fact, the grain-like structure surface
varies with the introduction of a thermal treatment. First of all the dimension
of the grains raises with longer annealing times, with equivalent disc radius
ranging from 16.42 to 19.34 nm for sample C. The lateral correlation length
ξ also increases upon annealing, ranging between 18.5 to 26.6 nm. Since ξ is
greater than the dimension of the grains, a clustering of the grains is present.
Moreover, the faster increasing of ξ with higher annealing times with respect
to the grain dimension depicts a bigger clustering process after the annealing.
Therefore, annealing generates a different clustering of the grains.
The thermal treatment affects the electrical properties as well. Indeed,
the sample annealed produces higher currents with lower bias voltages ap-
plied, with a maximum value of local conductance of 1 · 10−7 S for sample
C 3h annealed with a bias of -0.1 V. Electrical properties of nc-SiOxNy thin
layers change drastically with different concentrations of N2O during the de-
position. Maintaining the same annealing time, samples with higher RN2O
become conductive only with higher applied biases and the local conduc-
tance maximum drops to 6 · 10−10 S with a bias of -0.4 V. Both annealing
114 3. Results and Discussion
and different RN2O affect the current distribution of the grains, which is more
uniform in both as-deposited and high RN2O samples. This could be related
to a higher disorder promoted by an increase of the O content within the
layers.
a-SiOxNy thin films properties were investigated, varying the electrode
distance during the deposition. Both roughness and the dimension of grains
do not change with different electrode distances, with mean grain size ranging
between 7.8 and 8 nm. On the other hand, the lateral correlation length first
increases and then slightly decreases with higher electrode distances, ranging
between 11.1− 12.5 nm. The roughness exponent decreases as the electrode
distance increases, revealing less locally smooth surfaces. a-SiOxNy thin
layers does not reveal good electrical properties, as expected. Indeed, the
conductance ranges between 0− 1.4 · 10−9 S for sample 3 with a bias of -3 V.
Drastic differences both morphological and electrical in the two series of
the samples can be observed. In fact, nc-SiOxNy has greater grain dimensions
with respect to the amorphous ones, with an equivalent disc diameter which
is more than twice the amorphous one. Even the grain arrangement changes;
the lateral correlation length for nano-crystalline samples is higher with re-
spect to the amorphous series, due to a higher clustering process. At last,
a-SiOxNy thin layers show little surface conductive properties, while nano-
crystalline ones, especially samples annealed with the lowest RN2O are good
conductors. It can be concluded that the crystallinity fraction significantly
affects electrical properties of thin layers, as nc-SiOxNy show conductance
values that drastically drop with both a higher dilution of N2O and in sam-
ples as-deposited. This drop is exhibited also by the amorphous sample 3.
Moreover, the distribution of conductive grains becomes less uniform in the
sample with the highest crystallinity fraction (sample C 3h annealed), with
the presence of scattered more conductive grains within a less conductive
surrounding. The narrow distribution of the local conductivity in samples C
0h and E 3h is confirmed by the little range of IV characteristics acquired
in different points of the samples. Furthermore, sample C 3h annealed is
the only sample that shows a symmetric behavior with both positive and
negative voltages, reaching a maximum value of conductance of 1 · 10−7 in
both cases.
Conclusions
This thesis reports on morphological and electrical analyses on both in-
trinsic amorphous and p-doped nano-crystalline silicon oxy-nitride (a-SiOxNy
and nc-SiOxNy, respectively) by means of Atomic Force Microscopy (AFM)
techniques.
The framework of the present thesis is the energetic challenge, in par-
ticular the need to improve renewable energies, with a special attention on
photovoltaics (PV). In this context we have focused on the silicon hetero-
junction (SHJ) solar cells. These devices are made with several thin layers
of different materials, with an absorber made of crystalline silicon (c-Si). In
order to diminish the surface states, that act as recombination centers, pas-
sivation layers are introduced in the structure. In this way, a heteroemitter
stack is composed of a doped film on the top (that corresponds to one side
of the pn junction together with the absorber) and a passivation intrinsic
layer at the bottom [6]. In the current technology, the heteroemitter stack
is made of hydrogenated amorphous silicon (a-Si:H). With this composition,
SHJ solar cells with intrinsic thin layer have already reached an efficiency of
25.6% in 2014 [8, 30].
Since PV aims to the achievement of higher efficiency values with a si-
multaneous reduction of costs in view of the industrial production, new ma-
terials with better properties have been studied as substitutes for the thin
films in the heteroemitter stack. In this perspective, SiOxNy turned out to
be a promising material as window layer or passivation layer in SHJ solar
cells. The greater drawback of a-Si:H, the material that is currently em-
ployed, is its great parasitic light absorption, that causes a decrease in the
cell efficiency [9]. This effect can be reduced with the employment of a wider
band gap material, i.e. SiOxNy. In fact, the optical band gap of a-SiOxNy
layers can be widened up to 2.2 eV, thanks to the incorporation of both
oxygen and nitrogen in the material [9]. The combination of intrinsic and
doped a-SiOxNy thin films in the heteroemitter stack has already shown high
values of open circuit voltage (733 mV) [9]. Moreover, the substitution of
the doped amorphous layer with a nano-crystalline one can boost the so-
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lar cell efficiency, since this material creates a lower contact resistance with
the transparent conductive oxide on the top of it [13, 31]. Notwithstand-
ing the interesting properties of a- and nc-SiOxNy thin layers, a thorough
study of the connection between the deposition conditions and properties
of the materials, as well as a model of electric transport is still lacking. In
this perspective, this thesis aims to investigate SiOxNy thin films in their
morphological and electrical properties at the nano-scale.
Nc- and a-SiOxNy thin layers are deposited by Plasma Enhanced Chem-
ical Vapor Deposition (PECVD) at the Department of Physics of the Uni-
versity of Konstanz (UKN). In nc-SiOxNy thin layers, the dilution of N2O
as a precursor gas during deposition has been varied; moreover, the samples
have undergone different annealing times. On the other hand, all deposition
parameters have been kept constant in a-SiOxNy samples, with the exception
of the electrode distance during PECVD deposition.
A previous analysis of nc-SiOxNy thin layers has shown that the crys-
talline fraction increases with the addition of a thermal treatment, saturat-
ing after 3h of annealing [31]. On the other hand, crystallinity suffers of a
decrease with higher N2O dilutions. Higher dilutions lead to a linear increase
of oxygen content, while nitrogen content remains constant. Therefore, the
annealing process promotes nanocrystals formation with Si-rich and O-rich
areas, while higher oxygen content due to higher N2O dilutions leads to a
greater disorder, with a drop in conductivity [31]. Samples of nc-SiOxNy with
different oxygen contents, as-deposited or annealed, have been investigated in
this thesis, in order to evaluate the effects of thermal treatment and different
N2O dilutions on nano-scale morphological and electrical properties.
A previous study on a-SiOxNy thin layers has shown that the sample
deposited with an electrode distance of 40 mm exhibited the best passivation
quality, reaching a minority carrier lifetime of 296 µs [46]. The effect of
the electrode distance of morphological properties of these samples has been
analyzed.
A statistical study of the morphology of the sample has been performed,
acquiring AFM maps in non-contact mode in attractive range. A complete
characterization of the surface of the different layers has been achieved, with
the determination of the surface roughness, the roughness exponent and the
lateral correlation length, as well as the equivalent disc diameter.
A previous check on the software for the morphological analysis, called
segmentation, has been made. With this tool, it is possible to identify the
grains on the map, through an initial setting of several parameters, achieving
information about their mean diameter and number. The results of how the
divergence of each parameter from the most suitable ensemble affects the
grain properties have been investigated. After this analysis, segmentation
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turns out to be a reproducible method for different maps of the same sample
and for different samples with similar structures. Moreover, it exhibits stabil-
ity and consistency, since the error belonging to a wrong choice of parameters
is below 4%.
Moreover, nano-scale electrical characterization of the samples has been
achieved with conductive-AFM (c-AFM) acquisitions. C-AFM maps allow
for obtaining a local conductivity map with high spatial resolution.
The main results achieved on nc- and a-SiOxNy thin layers are the fol-
lowing ones. The thermal treatment deeply affects the surface structure of
nano-crystalline layers. Indeed, both the dimensions of grains and the lateral
correlation length increase with higher annealing times. Since lateral corre-
lation length values rise faster with respect to the equivalent disc diameter,
the annealing process produces clustering of the grains.
The thermal treatment, as well as the different oxygen content affect
the electrical properties of the sample. The annealed sample with the lower
N2O dilution shows the highest maximum local conductance. The sample
showed conductive areas both with positive and negative applied bias. On
the contrary, the as-deposited sample and the sample with higher O content
and annealed at 3h showed a conductance with a negative bias that drops
of several orders of magnitude. Moreover, current maps of the sample with
a lower oxygen content annealed for 3h reveal the presence of conductive
grains within a low conductivity surrounding area. This wide local conduc-
tivity distribution is confirmed by current-voltage characteristics, in which
dissimilar trends on different points of the map are exhibited. However, as-
deposited samples as well as layers with higher O content exhibit a more
uniform conductivity distribution.
In a-SiOxNy thin layers, both roughness and equivalent disc diameter
do not vary as the electrode distance increases. Whereas, the lateral cor-
relation length first raises and then slightly decreases with greater values
of the electrode distances. The roughness exponent decreases as function
of the electrode distance, exhibiting less locally smooth surfaces as the dis-
tance increases. The amorphous samples are characterized by a low local
conductivity, exhibiting an asymmetric behavior with positive and negative
bias. Nevertheless, a wide distribution of local conductivity is shown, with
inhomogeneities present in c-AFM maps likely due to O clustering. Fur-
ther analyses are planned in order to evaluate the correlation between the
distribution of the oxygen and the local conductance.
In conclusion, the thermal treatment and the oxygen incorporation in nc-
SiOxNy thin films deeply affect both morphology and nano-scale electrical
properties of the samples. The annealing process promotes clustering and
enhances conductivity. As it is known that it promotes cristallinity [31], the
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appearance of conductive grains is likely related to crystalline regions. How-
ever, the increase of O content causes the increase of crystal disorder, which
affects conductivity. Moreover, the electrode distance during the deposition
of a-SiOxNy samples modifies grain clustering on the surface. These samples
show low electrical conductivity, with the presence of more conductive grains
at the surface.
The improved knowledge of the nano-scale morphological and electrical
properties of SiOxNy layers achieved in this thesis adds new insight into the
material properties, such as clustering and electrical transport. In addition,
it gives information on the best deposition setup in order to obtain suitable
materials for SHJ solar cells application. This step is fundamental since it
paves the way for an industrial production of SHJ solar cells with nc- and
a-SiOxNy thin layers as the heteroemitter stack.
Appendix
This section reports several artifacts that can occur during AFM maps
acquisitions. In the first part from Figure 3.22(a) to 3.24(c) many artifacts
due to the tip degradation are shown, from the most common triangles to
strange features.
In addition, Figures from 3.25(a) to 3.25(c) show distortions due to the
thermal drift or wrong scan speed are illustrated, from .
Figures 3.26(a) and 3.26(b) show the height acquisition and its correspon-
dent phase map, in which a piece of foulness or dust has been captured from
the tip and appears repeatedly on the image of the sample.
Last but not least, a masterpiece of instability of the acquisition probably
due to a temporary software problem.
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(a)
(b)
Figure 3.22: Artifacts due to the tip degradation Part 1. a) Common triangle
artifact. b) “Picturesque” artifact.
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(a)
(b)
Figure 3.23: Artifacts due to the tip degradation Part 2. a) “Beetle” artifact.
b) “Pacman” artifact.
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(a)
(b)
(c)
Figure 3.24: Artifacts due to the tip degradation Part 3. a) “Flower” dou-
bling. b) “Popcorn” artifact. c) “Heart” artifact.
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(a)
(b)
(c)
Figure 3.25: a) Common initial drift due to thermal effects. b) Exaggerated
drift after few good lines of scanning. c) Slim grains along the y axis.
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(a)
(b)
Figure 3.26: a) Height and b) phase maps in which a piece of dust has
unfortunately met the AFM tip.
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(a)
(b)
Figure 3.27: a) Height acquisition and b) its correspondent phase map with
an instability of an “alien” shape.
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Infine, un ringraziamento particolare va a Lorenzo, per avermi aiutato a
superare tutti i momenti difficili e essermi stato accanto pronto a consigliarmi
ogni volta che ne avevo bisogno.
127
128 3. Results and Discussion
Bibliography
[1] L. Meyer, R. K. Pachauri, et al. Climate Change 2014: Synthesis Report.
Cambridge University Press, 2015.
[2] M. Marquis and P. Tans. A primer on climate change, in: Fundamentals
of Materials for Energy and Environmental Sustainability. ed. by D. S.
Ginley and D. Cahen, Cambridge University Press, 2012.
[3] T. F. Stocker, D. Qin, G. K. Plattner, et al. Climate Change 2013: The
Physical Science Basis. Contribution of Working Group I to the Fifth
Assessment Report of the Intergovernmental Panel on Climate Change.
Cambridge University Press, 2013.
[4] Q. Schiermeier et al. Energy alternatives: Electricity without carbon.
Nature, (454):816 – 823, 2008.
[5] O. Edenhofer, R. P. Madruga, Y. Sokona, et al. Renewable Energy
Sources and Climate Change Mitigation: Special Report of the Inter-
governmental Panel on Climate Change. Cambridge University Press,
2012.
[6] S. De Wolf, A. Descoeudres, Z. C. Holman, and C. Ballif. High-efficiency
Silicon Heterojunction Solar Cells: A Review. Green, 2:7 – 24, 2012.
[7] M. A. Green. Potential for low dimensional structures in photovoltaics.
Mater. Sci. Eng. B-Solid., (74):118 – 124, 2000.
[8] Panasonic HIT® Solar Cell Achieves World’s Highest En-
ergy Conversion Efficiency of 25.6% at Research Level. http:
//news.panasonic.com/press/news/official.data/data.dir/
2014/04/en140410-4/en140410-4.html, 2014.
[9] N. Brinkmann, D. Sommer, G. Micard, G. Hahn, and B. Terhei-
den. Electrical, optical and structural investigation of plasma-enhanced
chemical-vapor-deposited amorphous silicon oxynitride films for solar
cell applications. Sol. Energ. Mat. Sol. C., (108):180 – 188, 2013.
129
130 BIBLIOGRAPHY
[10] A. Lambertz, V. Smirnov, T. Merdzhanova, K. Ding, S. Haasand G.
Jost, R. Schropp, F. Finger, and U. Rau. Microcrystalline siliconoxygen
alloys for application in silicon solar cells and modules. Sol. Energy
Mater. Sol. C, (119):134 – 143, 2013.
[11] L.V. Mercaldo, P.D. Veneri, E.M. Esposito, I. Usatii, and R. Versace.
Development of mixed phase p-SiOx by VHF-PECVD for thin film Si
solar cells. Proc. 28th EUPVSEC, Paris, pages 2588 – 2591, 2014.
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