Dempster-Shafer evidence theory has been widely applied to solving data fusion problems. However, it is still an open issue about how to combine the evidences effectively when the high conflict evidences are collected. Many scholars have made improvements to solve this problem, but there are new problems such as violation of the theoretical attributes of D-S combination rules and limitations of application scope of improvement methods. Considering these shortcomings, a new evidence synthesis formula based on correlation coefficient of belief functions is proposed in this paper. Our contribution is that the proposed formula can solve the highly conflict issues mentioned above effectively. Moreover, the various types of evidences collected can be well combined. One of the advantages of the proposed model is that conflict coefficient K r is the coefficient of the fusion formula which represents the degree of conflict about evidences. So the fusion process is more flexible and useful. Several examples and comparative experimental simulation are used to illustrate the effectiveness of the proposed methodology.
I. INTRODUCTION
The Demster-Shafer evidence theory is a commonly used method of uncertain reasoning [1] - [3] , decision making [4] , [5] and information fusion [6] - [8] , etc. However, the traditional D-S evidence theory has many shortcomings. There are many cases where the results obtained with the Dempster combination rule are contrary to the intuition [9] . Many scholars have proposed a variety of methods to deal with this contradiction in recent years. Smets [10] optimized the D-S combination rule by assigning the whole conflicting mass to ∅. This method solves the conflicting problem and ensure the normalization property of fusion results. While practically, the system uncertainty still exists. Yager [11] proposed a new synthetic formula to solve the problem of synthetical results when the evidences collected are highly conflict. Since Yager's formula is completely negative for conflicting data, the synthetic results are not ideal when solving the problem of two redundant sources of evidence. Instead of blindly denying the conflicting information, The associate editor coordinating the review of this manuscript and approving it for publication was Muhammad Imran Tariq . Sun and Ye [12] improved Yager's formula and solved the limitations of the evidence source. However, a large part of the weight of Sun's method gives the whole set, so that the weight of each result is small, and it is not helpful in making the final decision. Bicheng et al. [13] also extracted useful information on conflicting evidence and proposed the principle of redistribution of weighted conflicts. In addition, from the perspective of local conflict analysis, Zhang and Lu [14] and Zhang et al. [15] proposed two methods of local conflict allocation. Unfortunately, both methods sometimes violate the theoretical attributes of D-S combination rules, such as commutativity and associativity. Jousselme et al. [16] proposed a new distance between two bodies of evidence, which provided a new idea for the optimization of evidence theory. Deng and Deng [17] , Deng et al. [18] , Deng [19] , and Yong et al. [20] improved the formula based on the dempster-shafer theory power average operator and distance of evidence. Liu [21] defined the situation when two basic belief assignments are in conflict, which can be served as a prerequisite for selecting appropriate combination rules. Du and Wang [22] proposed pair-weighted and cumulative pair-weighted discounting methods to generate basic probability assignment (BPA) for evidence. Jiang [23] , Jiang and Zhan [24] , and Jiang et al. [25] proposed a new correlation coefficient to indicate the degree of association between two pieces of evidence, and gave a new fusion formula to deal with the unreasonable conflict coefficient. Perez et al. [26] proposed a new rejection criterion based on the conflict from the information sources: the classifier outputs.
In order to solve the problem of counter-intuitive fusion results, some scholars have made the fusion by reducing the evidence itself. Murphy [27] and Horiuchi [28] use different treatment methods to modify the evidence before combining. The two methods use averaging and weighting to correct conflicting evidence, which led to the modern research trend of conflict resolution. Deng et al. [29] used the Jousselme distance function to evaluate the credibility of the evidence and then proposed a modified D-S combination rule based on the credibility of the evidence. In order to speed up the convergence of fusion processing, Guo et al. [30] introduced an improved combination method based on absolute reliability. In addition, Yong-Chao [31] presented conflict information fusion based on K-L (Kullback-Leibler) distance function, and Lin et al. [32] demonstrated conflict information fusion based on Mahalanobis distance function. However, the Mahalanobis distance function requires matrix covariance calculations, which is not suitable for large-scale data processing.
ln this paper, we present an improved D-S combination method for conflicting information fusion. The K r based on the correlation coefficient is used instead of k to indicate the degree of conflict. The correlation coefficient for belief functions, intersections of elements and weighted averaging operator is used to establish a new formula and then used a novel redistribution formula to solve the conflicting situations.
The paper is organized as follows. The preliminaries briefly introduce some concepts about D-S evidence theory and the work of some scholars in Section 2. In Section 3, a new evidence theory synthesis formula is proposed. In Section 4, we use several examples to illustrate the usability of the new fusion formula. In section 5, the superiority of the new synthetic formula is reflected by comparisons of various methods. Finally, this paper is concluded in Section 6.
II. PRELIMINARIES
In this section, some preliminaries are briefly introduced.
A. BASIC CONCEPT OF D-S EVIDENCE THEORY
The theory of evidence was first proposed by Dempster in 1967 [6] , an inaccurate reasoning theory developed by his student Shafer in 1976 [8] . After that, D-S evidence theory has obtained plenty of achievement in different fields, e.g., quantum-like bayesian networks [33] , information aggregation [34] - [36] , failure mode and effects analysis [37] , data classification [38] , [39] , decision making and reasoning [40] - [46] ,etc.
The evidence theory first defines the recognition framework, denoted by , and the mass function m can be represented as a mapping of 2 to [0, 1]. Suppose there are N elements, as shown below.
Among them, the mass function meets the following requirements:
The mass function is also called Basic Probability Assignment(BPA). It is very similar to the probability distribution, except that its mass is distributed over 2 N elements, not only on the single element, which can better solve uncertain problems. When m (A) = 0, it means that A has no confidence. When m (A) = 1, it means that A is completely believed. When the value of m (A) is between 0 and 1, it means that A is partly believed.
Definition 1: Evidence combination rule in D-S theory [8] .
Suppose there are two BPAs recommended by m 1 and m 2 . They are calculated by using the Dempster's combination rule. The specific process is as follows:
where m (A) represents the reliability of A after the fusion of the two sets of evidence for m 1 and m 2 . k indicates the degree of conflict. The closer the value of k is to 1, the greater the degree of conflict. It is not appropriate to use the Dempster's combination rule at this time. The closer the value of k is to 0, the smaller the degree of collision. Apparently, the D-S combination rule in Equation 5 satisfies both the commutative law and associative law.
(
For multi-sensor pieces of evidence m 1 ,m 2 ,· · · ,m N , the D-S combination rule is extended as:
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B. THE CORRELATION COEFFICIENT FOR BELIEF FUNCTIONS
Jiang [23] proposed a new correlation coefficient to measure the correlation between multiple sets of evidence. Suppose there are two BPAs for m 1 and m 2 , and the recognition frame is with N elements. Definition 2: The correlation coefficient [23] of m 1 and m 2 is defined as:
where c(m 1 , m 2 ) is denoted as:
The new conflict coefficient between two pieces of evidence denoted by m 1 , m 2 .
The larger the value of K r , the greater the conflict between the two evidences. the smaller the value of K r , the smaller the conflict between the two evidences. K r = 0 means there is no conflict between the two evidences.
C. EVIDENCE DISTANCE
Jousselme et al. [16] proposed a distance for belief function.
Definition 4: Let m 1 and m 2 be two BPAs on the same frame of discernment . The distance between m 1 and m 2 [16] is represented by
where − → m 1 and − → m 2 are the respective BPAs in vector notation, and D = is a 2 N ×2 N matrix whose elements are D(A 1 , The weight of the evidence is mainly given by the distance between this evidence and other evidences. The similarity measure sim ij between the two bodies of evidence is defined as:
where d(m i , m j ) is the evidence distance between m i and m j .
Suppose the number of bodies of evidence is k. We can construct a similarity measure matrix (SMM), which gives us insight into the agreement between the bodies of evidence:
The support degree of the body of evidence Sup(m i ) (i = 1, 2, . . . , k) is defined as:
The credibility degree Crd i (i = 1, 2, . . . , k) of the body of evidence is defined as:
Therefore, the credibility degree is actually a weight that indicates the relative importance of the evidence collected.
We can get the weighted average of all pieces of evidence.
Combining the averaged evidence for n − 1 times with Dempster's combination rule, we can get the final fusion result.
E. JIANG'S COMBINATION RULE
Jiang [23] adopt the method proposed by Yong et al. [20] . But instead of using Jousselme distance, they employ the proposed correlation coefficient to measure the similarity of two pieces of evidence.
Supposing there are n pieces of evidence, we can obtain all the degree of similarity between two pieces of evidence(CM ) using Eq. (11):
where r BPA (m i , m j )(i, j = 1, · · · , n) represents the correlation between two BPAs. Correspondingly, the support degree of the body of evidence Sup(m i ) (i = 1, 2, . . . , k) is defined as:
The rest of the calculation rules are the same as those of Yong et al. [20] .
F. SUN'S COMBINATION RULE
Sun and Ye [12] proposed a new evidence theory synthesis formula based on the deficiency of the evidence synthesis formula, which made the synthesis result more ideal.
Assume that the evidence set: F 1 , F 2 , . . . , F n corresponds to the reliability functions m 1 , m 2 , . . . , m n , and that the conflict between the evidence sets i and j is k ij , then:
Definition 4: Sun's combination rule is defined as follows [12] :
with:
Eq. (22) can also be written as follows:
ε is defined as the credibility of the evidence, k is the sum of each pair of evidence sets in the n evidence sets, and the degree of conflict between the two sides of the evidence is reflected. As the conflict between the evidence increases, the credibility between the evidence will decrease.
It can be found that Sun's synthetic formula is actually a weighted sum form, 1 − k and k are weighting coefficients. When k is small, that is, the evidence conflict is small, the first term in Eq.(23) plays a major role, and the synthesis result approximates the D-S synthesis result. When k = 0, the new synthesis formula is equivalent to the synthesis formula of D-S. When k → 1, the evidence is highly conflicted, and the synthesis result is mainly determined by q(A) of Eq. (23) . ε is the credibility of the evidence, and q(A) is the average support of the evidence for A.
III. PROPOSED SYNTHESIS COMBINATION RULE A. A NEW SYNTHESIS COMBINATION RULE
Let m 1 and m 2 be two mass functions representing pieces of information about θ .
Definition 5: The proposed synthesis combination rule is defined as follows:
among them:
where c(m 1 ) n contains n groups of m 1 . n represents the total reliability of multiple evidences. |A i | represents the number of elements contained in A i . r represents the degree of association between evidences.When r is small, that is, the degree of evidence correlation is small, the second term in Eq.(24) plays a major role, and the synthesis result is averaged for multiple sets of evidence. When r is large, that is, the degree of evidence correlation is large, and the synthesis result is mainly determined by the first part of Eq. (24) . (24) is more comprehensive than |Ai∩Aj| |Ai∪Aj| alone. If an item A i in BPAs has multiple elements, it can be interpreted into multiple forms. Here we take each form into consideration and get a comprehensive result.
B. PROPERTIES OF THE PROPOSED COMBINATION RULE
According to basic learning, we can know:
Proposition 1: The proposed combination rule obeys commutative law.
Proof: According to the new evidence fusion formula Eq.(24), the following two formulas are obtained. 
Through Eq. (28) (29) (30) (31) (32) (33) (34) (35) (36) , we know that the fusion formula conforms to the commutative law.
Proposition 2: The proposed combination rule obeys associative law.
Through Eq.(31), Eq.(32) and Eq.(33), we know that the fusion formula conforms to the associative law.
Proof:
IV. NUMERICAL EXAMPLES
In this section, we provide the following four examples to illustrate broad scope of the new synthetic formula.
There are two BPAs defined as follows: These two sets of evidence are highly conflicting, and the traditional D-S fusion rule cannot solve this type of problem. Similarly, Deng and Jiang's method also cannot handle such problems. Using the proposed combination rule of this paper, the results are shown in Table 1 .
Intuitively, the fusion results are very reasonable, one set of evidence is very supportive of A 1 , another set of evidence is very supportive of A 3 , and the fusion results support A 1 and A 3 very high. Compared with the case 1, in this set of evidence, m 1 gives confidence to A 3 and still highly supports A 1 . The results are shown in Table 2 . As a result, the support for A 3 is slightly higher, which is consistent with the results of previous judgments.
There are two BPAs defined as follows:
The two sets of evidence are highly correlated, and the result of the traditional conflict metric k is 0.8, which is inconsistent with the actual. We get the correlation coefficient r is 1. Therefore, the degree of conflict 1 − r is 0, which can explain the fusion results well. The results are shown in Table 3 . From the evidences, we can find that the second piece of evidence conflicts with the others. It mainly supports A 3 but the other two pieces of evidence mainly support A 2 . We adopt our proposed method to fuse the three pieces of evidence which are in conflict, the results are shown in Table 4 . Different from other examples, m( ) in this example contains 4 elements, which can be represented in 15 ways, which is 
The summation of multiple situations needs to be considered in the calculation process. When calculating ( , , ), 3375 combinations need to be considered. From the results, A 2 has the highest degree of support, followed by A 3 , which is very consistent with the information people get from the original evidences.
V. COMPARISON WITH PREVIOUS METHODS
In this section, we compare the synthesis combination rules mentioned above. For the previous example 1, the fusion results of the six methods are shown in Table 5 . As can be seen from the results, our solution is better than the previous one. The D-S evidence fusion results are seriously inconsistent with the actual situation. Yager's method and Smets's method have low support for A 1 , A 2 , A 3 . The reliability of Sun's method for A 1 , A 2 , and A 3 is 0.3679, which does not provide a good indication of the validity of the results. The results we have combined are consistent with the actual situation, and the sum of the reliability is 1, which can well reflect our fusion ideas.
By comparing the remaining three examples with the six methods, the results are shown in the Table 6 , Table 7 and Table 8 .
The data in the table is shown in Figure 1, Figure 2 As can be seen from the Figure 1 , Contrary to the other methods, D-S evidence theory fully supports A 2 . That doesn't make sense anyway. Hence D-S evidence theory is not suitable for dealing with such problems. The methods of Yager and Smets support m( ) and ∅ respectively. The method of Sun although supporting A 1 and A 3 as our method, but it has a support rate of 0.1821 for both, and the support rate is very low and unconvincing. Our support rate is 0.4950, which has a great contribution to the final result. Due to the limitations of Deng and Jiang's method, it does not deal with such problems, so it is not shown in the figure. As can be seen from the Figure 2 , D-S evidence theory is very supportive of A 3 , and there is almost no support rate for A 1 . This is very unreasonable. The methods of Yager and Smets support and ∅ respectively, which does not help the final decision. The method of Sun has a lower support rate for A 1 ,A 2 and A 3 than our method. For the same reason, Deng and Jiang's plan can't handle such problems, so it is not shown in the figure.
As can be seen from the Figure 3 , the conclusion of the D-S evidence theory is the same as that of our rules, except that the conflict coefficient k in the D-S evidence theory is 0.8, which is close to 1 and is very unreasonable. Yager, Smets, Murphy, Sun and Deng did not solve this problem. Our conflict coefficient is 0, which fills the defect in the D-S evidence theory. The method of Sun obtained a support rate of 0.1119 for each element. From The result, it is clear that our method is better.
As shown in Figure 4 , like other solutions, our solution supports A 2 . Although all the methods given in the figure except Smets's method can get the same result, some methods even work better, their solution does not solve all the problems. The method of Dempster, Deng and Jiang can't solve the first three examples well. Yager, Smets Sun and Murphy are able to solve example 1 and example 2, but the effect of the treatment is not very satisfactory. Only Jiang and our proposed method can solve the problem of example 3. In summary, only our approach can solve all the problems. The specific situations can be seen in the Table 9 . 
VI. CONCLUSION
In this paper, we proposed a new evidence synthesis formula based on correlation coefficient of belief functions. All along, traditional Dempster rule in combining multiple conflicting evidence often cause counterintuitive results. Many improved methods also bring many new problems. The new method we proposed can handle these problems. Because the proposed method adopts the form of weighted sum, the new combination rule can effectively synthesize conflict evidences. At the same time, the combination formula based on correlation coefficient greatly improves the reliability of the synthesis results. Through the comparisons, results show that the new combination rule can not only effectively synthesize highly conflicting evidence, but also has better results than other methods.
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