strongly influenced by the circulation patterns (Benestad and Mezghani, 2015) . The analysis of historical precipitation records over the period show little trend in f w when taking the mean 25 over all locations (Figure S8) , and the only clear spatial pattern is an increase over southern Norway ( Figure S9 ). This should be compared to the wet-day mean precipitation µ which for most of the sites increased during the same period, typically by the order of 0.1 mm/day per decade (Figures S6 and S7) .
2 Does variation in the wet-day mean precipitation really correspond to changing probabili-30 ties?
The probability framework adopted here can be formulated as P r(X < x|µ), meaning that it is conditional on the sample mean of µ and that the distribution is exponential. Previous studies have found that the wet-day daily precipitation is approximately exponentially distributed (Benestad and Mezghani, 2015; Benestad et al., 2012b; Benestad, 2007; Benestad et al., 2012a) , albeit with a sys-35 tematic bias connected to the location. The assumption can be assessed by comparing the actual percentiles with quantiles estimated for different samples with different annual mean µ using the formula for exponentially distributed data:
The exponential distribution implies a similar proportional change for all percentiles, which is 40 roughly consistent with a near-constant ratio of increase in daily precipitation percentiles above the 90 th percentage (Pall et al., 2007) . The two quantities should be similar (as Figure S1 indicates) and the data scattered along the diagonal in a scatter plot, indicating that a high percentile associated with a low wet-day mean µ is consistent with a more moderate percentile for a sample with a higher wet-day mean value.
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3 Why use the 100
• N region of the North Atlantic as predictor?
The choice of predictor region ( Figure S2 ) in this study was motivated by the idea that the North Atlantic ocean is an important moisture source for precipitation over Europe and prevailing winds suggest that the moisture is transported from the west. Also, the sea surface temperature is highest at low latitudes, which suggest the highest evaporation closer to the equator. The analysis presented
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here suggests a good match between the seasonal variations of the temperature averaged over this region and the local wet-day mean (see Figure 1 of the main manuscript). The predictor was defined as the area mean saturation vapour pressure and the domain was set after some trials for a few stations, but this crude trial did not involve any systematic study nor any type of fitting/tuning.
4 Why use the saturation vapour pressure as predictor and not the temperature?
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It is often wise to make use of terms with similar physical dimensions when calibrating statistical models (Benestad et al., 2008) . The saturation vapour pressure is proportional to the vapour density (ideal gas law: e s = ρR s T ), and the total mass is the product between volume and density. The saturation vapour pressure is expected to be more linearly related to the wet-day mean precipitation than temperature because their physical dimensions both involve a measure of the water mass. If 60 temperature was used, on the other hand, then the relationship would be expected to be nonlinear due to the Clausius-Clapeyron equation (e s = 10 (11.40−2353/T ) where T is the temperature in Kelvin).
How representative is the exponential distribution for the probabilities associated with heavy precipitation? The exponential distribution is a simple form for the gamma distribution and has only one parameter µ determining its shape as opposed two (location and scale) which gives more 65 freedom in the data-fit. None of these, however, are normally used for the estimation of returnperiods and general extreme value (GEV) or generalized Pareto distributions usually used to fit the upper tail of the distribution for stationary data where the shape of the PDF does not change. In the non-stationary case, the small sample represented by the upper tail may not provide the best information in terms of the calibration of a changing PDF over time. Since the area under the curve 70 is always unity (probabilities always add up to one), the upper tail is constrained by the rest of the PDF. An approximate way to tackle the changes is therefore to make use of the bulk of the PDF (Benestad and Mezghani, 2015) .
Why use the seasonal cycle for model calibration?
Precipitation is generated by different atmospheric processes and depends on many factors. Hence 75 the signal-to-noise ratio is often low for traditional model calibration based on chronological matching between the amount and some large scale variable such as regional temperature.
One technique commonly used in physics and electronics for optimising the information from systems and measurements with low signal-to-noise ratio involves cycles with well-established frequencies (eg. FM in radio, phase-locking), and in meteorology/climatology seasonal variations is 80 the most pronounced cycle. There has also been some analysis of tropical cyclone frequencies based on the seasonal variations (Benestad, 2009), but there is an important caveat associated with such studies: the seasonal variations in the local insolation may affect both the large scale conditions and the local variable under investigation, and their correlation may reflect the common dependency on this forcing rather than common link. Thus, the assumption that the seasonal cycle in the tempera-85 ture over the North Atlantic is linked with the seasonal precipitation statistics is the weakest point of this study if one interprets the results as the most likely estimate of the wet-day mean precipitation. Nevertheless, from a physics perspective, it is expected that higher temperatures result in higher evaporation and higher humidity, hence, an increased capacity for greater rainfall amounts.
We use the link between the seasonal cycles of µ and e s to estimate an upper limit of the effect of a 90 change in temperature on the precipitation, rather than the most likely estimate of the wet-day mean precipitation itself. Calculating a climatological seasonal cycle gives a larger sample size compared to analyses applied on individual years, and gives a value that is based on a sample stretching over longer time periods. Calibration on larger sample sizes stretching over longer time periods puts more weight on slow processes with long time scales.
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The link between the seasonal cycles of local µ and the mean e s over the predictor domain (Figure S2 ) was first assessed by the R 2 of the regression. Figure S5 shows a histogram of the R 2 scores, most of which have an explained variance of over 60%. The majority of the stations with poor fits are found in the mountainous parts of western Norway and the Alps (the size of the markers in Figure 3 of the main manuscript are proportional to R 2 ), which indicates that the method proposed here does 100 not work in regions with predominantly orographic precipitation.
A second level of validation was to compare trends of historical observations of µ to predicted trends ofμ (the seasonal cycle downscaling model applied to the annual mean e s calculated from NCEP reanalysis temperature data). Figure S6 shows that there is a more pronounced scatter in the observed trends than the predicted trends, which indicates that factors other than the sea surface The link between the wet-day mean precipitation and temperature is also assessed by extending the analysis to the spatial as well as the temporal dimension. The fact that this relationship exists in two different dimensions is a stronger indicator of a physical link than if it were to be limited to only 110 one. Figure S10 shows a scatter plot between e s and µ calculated based on the local mean daily maximum temperature and precipitation, respectively. The fitted line shows the regression between the local seasonal cycles of µ and the temperature for 1420 locations (CLARIS data) in South America, Europe (stations selected for the COST-VALUE experiment 1), and the US (GDCN). The analysis indicates that the wet-day mean (y-axis) increases by 0.4 mm/day per degree C (x-axis) increase of 115 the local temperature if the elevation is accounted for. The coefficient of the spatial regression is generally consistent with the coefficients from the regressions based on the seasonal cycles, within the range of estimated error margins ( Figure S11 ). An exception was seen in stations located in western Norway and south of the Alps, where the seasonal cycle regression also showed a weak relationship between µ and e s . It is not expected that the results should be identical, as the climatological 120 temperature involves the mean of the local daily maximum temperature from the stations, whereas the seasonal temperatures were taken from a large region of the ocean and represented daily mean temperature. Nevertheless, similar values for the regression coefficients between e s and µ supports the hypothesis that the precipitation amounts are linked to temperature in a way that gives similar changes through the seasonal variations as in spatial variations. Table 1 ). Figure S2 ). The scatter in the observed trends is greater than in the predicted ones, which is consistent with the wet-day mean also being affected by factors other than es.
Summary of regression scores
lon ( Figure S2 ).
