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EXISTENCE OF SOLUTIONS FOR A CLASS OF FRACTIONAL ELLIPTIC
PROBLEMS ON EXTERIOR DOMAINS
CLAUDIANOR O. ALVES, GIOVANNI MOLICA BISCI, AND CE´SAR E. TORRES LEDESMA
Abstract. This work concerns with the existence of solutions for the following class of
nonlocal elliptic problems 

(−∆)su+ u = |u|p−2u in Ω,
u ≥ 0 in Ω and u 6≡ 0,
u = 0 RN \ Ω,
involving the fractional Laplacian operator (−∆)s, where s ∈ (0, 1), N > 2s, Ω ⊂ RN is an
exterior domain with (non-empty) smooth boundary ∂Ω and p ∈ (2, 2∗s). The main technical
approach is based on variational and topological methods. The variational analysis that we
perform in this paper dealing with exterior domains is quite general and may be suitable for
other goals too.
1. Introduction
In this paper we study the existence of a solution for the following fractional elliptic problem
(P )


(−∆)su+ u = |u|p−2u in Ω
u ≥ 0 in Ω and u 6≡ 0,
u = 0 RN \ Ω,
where s ∈ (0, 1), N > 2s, Ω ⊂ RN is an exterior domain, i.e. an unbounded domain with
smooth boundary ∂Ω 6= ∅ such that RN \ Ω is bounded, p ∈ (2, 2∗s), where 2
∗
s =
2N
N−2s is the
fractional critical Sobolev exponent and (−∆)s is the classical fractional Laplace operator.
When sր 1−, problem (P ) reduces to the following elliptic problem
(1.1)
{
−∆u+ u = |u|p−2u in Ω
u = 0 on ∂Ω,
with p ∈ (2, 2∗) and 2∗ = 2NN−2 . This problem was studied by Benci and Cerami in [6], and
they proved that (1.1) does not have a ground state solution, which becomes a difficulty in
dealing with the problem. The authors analyzed the behavior of Palais-Smale sequences and
showed a precise estimate of the energy levels where the Palais-Smale condition fails, which
made possible to show that the problem (1.1) has at least one positive solution, for RN \ Ω
small enough. A key point in the approach explored in [6] is the existence and uniqueness, up
to a translation, of a positive solution Ψ of the limit problem associated with (1.1) given by
(1.2)
{
−∆u+ u = |u|p−2u in RN
u ∈ H1(RN ).
Moreover, the fact that Ψ is radially symmetric about the origin, monotonically decreasing
in |x|, and that has an exponential decay apply important role in some estimates. For
related problems involving exterior domain we cite Alves and Freitas [1], Bahri and Lions [5],
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Cerami and Passaseo [10], Citti [12], Clapp and Salazar [13], Coffman and Marcus [14], Li and
Zheng [24], Maia and Pellacci [25], and their references.
Recently, the case s ∈ (0, 1) has received a special attention, because involves the
fractional Laplacian operator (−∆)s, which arises in a quite natural way in many different
contexts, such as, among the others, the thin obstacle problem, optimization, finance, phase
transitions, stratified materials, anomalous diffusion, crystal dislocation, soft thin films,
semipermeable membranes, flame propagation, conservation laws, ultra-relativistic limits of
quantum mechanics, quasi-geostrophic flows, multiple scattering, minimal surfaces, materials
science and water waves, for more detail see [8, 16,17,27,28].
The reader can find in the literature very interesting papers whose the existence of solution
has been established for problems like
(1.3) (−∆)su+ V (x)u = f(x, u) in RN ,
where V and f verify suitable conditions, see for example Alves andMiyagaki [2], Alves, de Lima
and No´brega [3], Autuori and Pucci [4], Felmer, Quaas and Tan [20], Cheng [11], Secchi [29],
Da´vila, del Pino and Wei [15], Dipierro, Patalucci and Valdinoci [18], Fall, Mahmoudi and
Valdinoci [19], Molica Bisci and Ra˘dulescu [26], Servadei and Valdinoci [30, 31], Shang and
Zhang [32, 33], Caponi and Pucci [9], Fiscella, Pucci and Saldi [21] and references therein.
Here, we would like point out that in Frank and Lenzmann [22] and Frank, Lenzmann and
Silvestre [23] the existence and uniqueness (up to symmetries) of positive ground state solution
Q was proved for the problem
(1.4) (−∆)su+ u = |u|p−2u in RN ,
for every p ∈ (2, 2∗s). Moreover, Q is radially symmetric about the origin and monotonically
decreasing in |x|. On the contrary of the classical elliptic case, for s ∈ (0, 1) any information is
available about the exponential decay of Q.
Since we did not find in the literature any paper dealing with the existence of non negative
solutions for problem (P ) in exterior domains, motivated by the ideas found in Benci and
Cerami [6], we intend in the present paper to prove that (P ) has a nontrivial weak solution. As
above mentioned, in [6], Benci and Cerami used the fact that positive ground state solution Ψ
of (1.2) has an exponential decaying to prove some estimates, however for fractional Laplacian
this type of behavior was not established yet, which brings some technical difficulty to prove
the existence of solution for (P ). However, we were able to proof that the exponential decay
infinity is not necessary to establish the existence of a non negative solution for (P ).
Our main result is the following:
Theorem 1.1. There exists ρ∗ > 0 such that if RN \Ω ⊂ Bρ(0) and ρ < ρ
∗, then problem (P )
has at least one non negative solution.
This work is organized as follows. In Section 2, we introduce some preliminary results that
will be used in the paper. In Section 3, we show an important compactness result for energy
functional, which is a key point in our arguments. In Section 4, we prove some estimates that
will be used in Section 5 to prove Theorem 1.1.
2. Preliminary results
For s ∈ (0, 1) and N > 2s, the fractional Sobolev space of order s on RN is defined by
Hs(RN ) =
{
u ∈ L2(RN ) :
∫
RN
∫
RN
|u(x)− u(z)|2
|x− z|N+2s
dzdx <∞
}
,
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endowed with the norm
‖u‖s =
(∫
RN
|u(x)|2dx+
∫
RN
∫
RN
|u(x)− u(z)|2
|x− z|N+2s
dzdx
)1/2
.
We recall the fractional version of the Sobolev embeddings (see [20]).
Theorem 2.1. Let s ∈ (0, 1), then there exists a positive constant C = C(N, s) > 0 such that
(2.1) ‖u‖2
L2
∗
s (RN )
≤ C
∫
RN
∫
RN
|u(x)− u(y)|2
|x− y|N+2s
dydx
and then Hs(RN ) →֒ Lq(RN ) is continuous for all q ∈ [2, 2∗s ]. Moreover, if Θ ⊂ R
N is a
bounded domain, we have that the embedding Hs(RN ) →֒ Lq(Θ) is compact for any q ∈ [2, 2∗s).
Hereafter, we denote by Xs0 ⊂ H
s(RN ) the subspace defined by
Xs0 =
{
u ∈ Hs(RN ) : u = 0 a.e. in RN \ Ω
}
,
endowed with the norm ‖ · ‖s. Moreover we introduce the following norm
(2.2) ‖u‖ =
(∫
Ω
|u(x)|2dx+
∫∫
Q
|u(x)− u(z)|2
|x− z|N+2s
dzdx
) 1
2
,
where Q = R2N \ (Ωc × Ωc). We point out that ‖u‖s = ‖u‖ for any u ∈ X
s
0 . Since ∂Ω is
bounded and smooth, by [27, Theorem 2.6], we have the following result.
Theorem 2.2. The space C∞0 (Ω) is dense in (X
s
0 , ‖ · ‖).
In what follows, we denote by Hs(Ω) the usual fractional Sobolev space endowed with the norm
‖u‖Hs =
(∫
Ω
|u(x)|2dx+
∫
Ω
∫
Ω
|u(x)− u(z)|2
|x− z|N+2s
dzdx
) 1
2
.
Related to these fractional spaces, we have the following properties
Proposition 2.3. The following assertions hold true:
(i) If v ∈ Xs0 , we have that H
s(Ω) and
‖v‖Hs ≤ ‖v‖s = ‖v‖.
(ii) Let Θ an open set with continuous boundary. Then, there exists a positive constant
C = C(N, s), such that
‖u‖2
L2
∗
s (Θ)
= ‖u‖2
L2
∗
s (RN )
≤ C
∫∫
R2N
|u(x) − u(z)|2
|x− z|N+2s
dzdx, (see [16, Theorem 6.5] )
for every u ∈ Xs0 .
The following lemma is a fractional version of the concentration compactness principle due
to Lions, whose the proof can be seen in [20].
Lemma 2.4. Let N ≥ 2 and q ∈ [2, 2∗s). Assume that {un} ⊂ H
s(RN ) is a bounded sequence
satisfying
(2.3) lim
n→∞
sup
y∈RN
∫
B(y,R)
|un(x)|
qdx = 0,
for some R > 0. Then un → 0 in L
p(RN ) for 2 < p < 2∗s.
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From now on, M∞ designates the following constant
(2.4) M∞ := inf
{
‖u‖2s : u ∈ H
s(RN ) and
∫
RN
|u(x)|pdx = 1
}
,
which is positive by Theorem 2.1. Furthermore, for any v ∈ Hs(RN ) and z ∈ RN , we set the
function
vz(x) := v(x+ z).
Then, by doing the change of variable x˜ = x+ z and y˜ = y + z, it is easily seen that
(2.5) ‖vz‖2s = ‖v‖
2
s as well as ‖v
z‖Lp(RN ) = ‖v‖Lp(RN ).
Arguing as in [6] the following result holds true.
Theorem 2.5. Let {un} ⊂ H
s(RN ) be a minimizing sequence such that
‖un‖Lp(RN ) = 1 and ‖un‖
2
s →M∞ as n→ +∞.
Then, there is a sequence {yn} ⊂ R
N such that {uynn } has a convergent subsequence, and so,
M∞ is attained.
As a byproduct of the above result the next corollary is obtained.
Corollary 2.6. There is v ∈ Hs(RN ) such that ‖v‖s =M∞ and ‖v‖Lp(RN ) = 1.
3. A compactness result for energy functional
In this section, we establish the existence of non negative solution for problem (P ). Through
this section we fix on Xs0 the norm
‖u‖ :=
(∫∫
Q
|u(x)− u(y)|2
|x− y|n+2s
dydx+
∫
Ω
|u|2dx
)1/2
.
and denote by M > 0 the number
(3.1) M := inf
{
‖u‖2 : u ∈ Xs0 ,
∫
Ω
|u(x)|pdx = 1
}
.
Theorem 3.1. The equality M∞ = M holds true. Hence, there is no u ∈ X
s
0 such that
‖u‖2 =M and ‖u‖Lp(RN ) = 1, and so, the minimization problem (3.1) does not have solution.
Proof. By Proposition 2.3 - part (i) it follows that
(3.2) M∞ ≤M.
Let ϕ be a minimizer of (2.4), that is
(3.3) ϕ ∈ Hs(RN ),
∫
RN
|ϕ|pdx = 1 and M∞ = ‖ϕ‖
2
s .
In addition, let {yn} ⊂ Ω be a sequence such that |yn| → +∞ as n → +∞, and ρ be the
smallest positive number satisfying
R
N \ Ω ⊂ B(0, ρ) = {x ∈ RN : |x| < ρ}.
Furthermore, let us fix ζ ∈ C∞(RN , [0, 1]) defined by
ζ(x) := ξ
(
|x|
ρ
)
,
where ξ : [0,+∞)→ [0, 1] is a non-decreasing function such that
ξ(t) := 0, ∀t ≤ 1 and ξ(t) := 1, ∀t ≥ 2.
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With the above notations, define
φn(x) := cnζ(x)ϕ(x− yn),
where cn is the normalization constant given by
cn := ‖ζ(x)ϕ(x− yn)‖
−1
Lp(RN )
.
We claim that
(3.4) ‖φn‖
2
s →M∞ as n→ +∞.
Indeed, after the change of variable z = x− yn, we get
‖ζ(x)ϕ(x− yn)− ϕ(x− yn)‖Lp(RN ) =
(∫
RN
fn(z)dz
) 1
p
,
where fn(z) = |(ζ(x+ yn)− 1)ϕ(z)|
p. Since |yn| → +∞ as n→ +∞, it follows that
fn(z)→ 0 a.e. in R
N .
Now, taking into account that
|fn(z)| = |ζ(z + yn)− 1|
p|ϕ(z)|p ≤ (|ζ(z + yn)|+ 1)
p ≤ 2p|ϕ(z)|p ∈ L1(RN ),
the Lebesgue’s theorem yields ∫
RN
fn(z)dz → 0 as n→ +∞.
Therefore
ζ(·+ yn)ϕ→ ϕ in L
p(RN ).
A similar argument ensures that
cn → 1 as n→ +∞
and
(3.5)
∫
RN
[ζ(x)ϕ(x − yn)− ϕ(x− yn)]
2dx = on(1).
Now, we claim that
(3.6)
∫
RN
∫
RN
|(ζ(x)− 1)ϕ(x − yn)− (ζ(y)− 1)ϕ(y − yn)|
2
|x− y|N+2s
dydx = on(1).
Indeed, let
Φu(x, y) :=
u(x)− u(y)
|x− y|
N
2
+s
.
Then, after the change of variables x˜ = x− yn and y˜ = y − yn, one has∫
RN
∫
RN
|(ζ(x)− 1)ϕ(x − yn)− (ζ(y)− 1)ϕ(y − yn)|
2
|x− y|N+2s
dydx =
∫
RN
∫
RN
|Φn(x, y)|
2dydx
where
Φn(x, y) :=
(ζ(x+ yn)− 1)ϕ(x) − (ζ(y + yn)− 1)ϕ(y)
|x− y|
N
2
+s
.
Recalling that lim
n→+∞
|yn| = +∞, we also have
(3.7) Φn(x, y)→ 0 a.e. in R
N × RN .
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On the other hand, a direct application of the mean value theorem yields
(3.8)
|Φn(x, y)| ≤ |1− ζ(x+ yn)||Φϕ(x, y)|+ |ϕ(y)||Φ1−ζ (x+ yn, y + yn)|
≤ |Φϕ(x, y)|+
C|ϕ(y)|
|x− y|
N
2
+s−1
χB(y,1)(x) +
2|ϕ(y)|
|x− y|
N
2
+s
χBc(y,1)(x),
for almost every (x, y) ∈ RN × RN . Now, it easily seen that the right hand side in (3.8) is
L2-integrable. Thus, the Lebesgue’s theorem immediately yields relation (3.6). Therefore, by
(3.5) and (3.6), it follows that
(3.9) ‖ζ(·)ϕ(· − yn)− ϕ(· − yn)‖
2
s → 0 as n→ +∞.
Now, since ϕ is a minimizer of (3.1), one has
‖ζ(·)ϕ(· − yn)‖
2
s = ‖ϕ(· − yn)‖
2
s + on(1) = ‖ϕ‖
2
s + on(1) =M∞ + on(1).
Similar arguments ensures that
(3.10) ‖φn‖
2
s = ‖φn‖
2 =M∞ + on(1)
and
(3.11) ‖φn‖Lp(RN ) = ‖cnζ(·)ϕ(· − yn)‖Lp(RN ) = cn‖ζ(·)ϕ(· − yn)‖Lp(RN ) = 1.
Thereby, by definition of M and (3.10),
(3.12) M ≤M∞.
By using (3.2) and (3.12),
(3.13) M =M∞,
which proves the first part of the main result.
Now, suppose by contradiction that there is v0 ∈ X
s
0 satisfying
‖v0‖ =M and ‖v0‖Lp(Ω) = 1.
Without loss of generality, we can assume that v0 ≥ 0 in Ω. Note that by (3.13), since
v0 ∈ H
s(RN ) and ‖v0‖ = ‖v0‖s, it follows that v0 is a minimizer for (2.4), and so, a solution of
problem
(P2)
{
(−∆)su+ u =M∞u
p−1 in RN
u ∈ Hs(RN ).
Therefore, by the maximum principle we get that v0 > 0 in R
N , which is impossible, because
v0 = 0 in R
N \Ω. This completes the proof. 
3.1. A compactness lemma. In this section we prove a compactness result involving the
energy functional I : Xs0 → R associated to the main problem (P ) and given by
I(u) =
1
2
(∫∫
Q
|u(x)− u(y)|2
|x− y|N+2s
dydx+
∫
Ω
|u|2dx
)
−
1
p
∫
Ω
|u|pdx.
Here and subsequently, we consider the problem
(P∞)
{
(−∆)su+ u = |u|p−2u in RN
u ∈ Hs(RN ),
whose the energy functional I∞ : H
s(RN )→ R is given by
I∞(u) =
1
2
(∫
RN
∫
RN
|u(x)− u(y)|2
|x− y|N+2s
dydx+
∫
RN
|u|2dx
)
−
1
p
∫
RN
|u|pdx.
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With the above notations we are abe to prove the following compactness result.
Lemma 3.2. Let {un} ⊂ X
s
0 be a sequence such that
(3.14) I(un)→ c and I
′(un)→ 0 as n→∞.
Then, up to a subsequence, there exist a weak solution u0 ∈ X
s
0 of (P ), a number k ∈ N, k
sequences {yjn} ⊂ RN and k functions {u
j
n} ⊂ Hs(RN ), 1 ≤ j ≤ k such that
|yjn| → +∞ for 1 ≤ j ≤ k,
u0n = un ⇀ u
0 in Xs0 ,
ujn ⇀ u
j Hs(RN ) for 1 ≤ j ≤ k,
where uj are nontrivial weak solution of (P∞), for every 1 ≤ j ≤ k. Furthermore,
‖un‖
2 → ‖u0‖
2 +
k∑
j=1
‖uj‖2s
and
I(un)→ I(u
0) +
k∑
j=1
I∞(u
j).
Proof. We divide the proof of this lemma into several steps.
Step 1. The sequence {un} is bounded in X
s
0 .
Proof. By using the definition of I, we notice that
(3.15) I(un)−
1
p
I ′(un)un =
(
1
2
−
1
p
)
‖un‖
2.
Then, by (3.14) and (3.15), one has
c1 +
c2
p
‖un‖ ≥ I(un)−
1
p
I ′(un)un ≥
(
1
2
−
1
p
)
‖un‖
2,
The above inequality gives the boundedness of the sequence {un} in X
s
0 . 
Thanks to the reflexivity of Xs0 , up to a subsequence, by Step 1, there exists u0 ∈ X
s
0 such
that
(3.16) un ⇀ u
0 in Xs0 un ⇀ u
0 in Lp(Ω) and un → u
0 a.e. in Ω.
Moreover, standard arguments ensure that the function u0 ∈ X
s
0 weakly solves problem (P ).
Now, let ψ1n be the function given by
ψ1n(x) :=
{
(un − u
0)(x) x ∈ Ω
0 x ∈ RN \ Ω.
By using (3.16) it follows that
ψ1n ⇀ 0 in H
s(RN ) and Lp(RN ).
With the above notations we are able to prove the following facts:
Step 2.
(3.17) I∞(ψ
1
n) = I(ψ
1
n) + on(1) = I(un)− I(u
0) + on(1).
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Proof. We notice that
(3.18)
‖ψ1n‖
2
s =
(∫∫
Q
+
∫∫
O
)
|ψ1n(x)− ψ
1
n(y)|
2
|x− y|N+2s
dydx+
(∫
Ω
+
∫
RN\Ω
)
(ψ1n(x))
2dx
= ‖ψ1n‖
2 = ‖un − u
0‖2 = ‖un‖
2 − 2〈un, u
0〉+ ‖u0‖2
= ‖un‖
2 − ‖u0‖2 + on(1)
and
(3.19) ‖un‖
p
Lp(RN )
= ‖u0‖p
Lp(RN )
+ ‖ψ1n‖
p
Lp(RN )
+ on(1).
Relations (3.18) and (3.19) immediately yields (3.17). 
Step 3.
I ′∞(ψ
1
n) = I
′(ψ1n) + on(1) = I
′(un)− I
′(u0) + on(1) = on(1).
Proof. For each v ∈ Xs0 with ‖v‖ ≤ 1, one has
I ′(ψ1n)v =
∫∫
Q
[ψ1n(x)− ψ
1
n(y)][v(x) − v(y)]
|x− y|N+2s
dydx+
∫
Ω
ψ1nvdx−
∫
Ω
|ψ1n|
p−2ψ1nvdx
and
I ′∞(ψ
1
n)v =
∫∫
R2N
[ψ1n(x)− ψ
1
n(y)][v(x) − v(y)]
|x− y|N+2s
dydx+
∫
RN
ψ1nvdx−
∫
RN
|ψ1n|
p−2ψ1nvdx
=
∫∫
Q
[ψ1n(x)− ψ
1
n(y)][v(x) − v(y)]
|x− y|N+2s
dydx+
∫
Ω
ψ1nvdx−
∫
Ω
|ψ1n|
p−2ψ1nvdx.
Then
|〈I ′(ψ1n)− I
′
∞(ψ
1
n), v〉| =
∣∣∣∣∣
∫
RN\Ω
ψ1nvdx−
∫
RN\Ω
|ψ1n|
p−2ψ1nv
∣∣∣∣∣ = on(1),
for every v ∈ Xs0 with ‖v‖ ≤ 1. Consequently, it follows that
(3.20) I ′∞(ψ
1
n) = I
′(ψ1n) + on(1).
Now, we are going to show that
(3.21) I ′(ψ1n) = I
′(un)− I
′(u0) + on(1) = on(1).
Indeed, by definition of ψ1n, it is easy to see that
(3.22)
〈I ′(ψ1n)− I
′(un) + I
′(u0), v〉
=
∫∫
Q
[ψ1n(x)− ψ
1
n(y)][v(x) − v(y)]
|x− y|N+2s
dydx+
∫
Ω
ψ1nvdx−
∫
Ω
|ψ1n|
p−2ψ1nvdx
−
∫∫
Q
[un(x)− un(y)][v(x) − v(y)]
|x− y|N+2s
dydx−
∫
Ω
unvdx+
∫
Ω
|un|
p−2unvdx
+
∫∫
Q
[u0(x)− u0(y)][v(x) − v(y)]
|x− y|N+2s
dydx+
∫
Ω
u0vdx−
∫
Ω
|u0|p−2u0vdx
=
∫
Ω
(|un|
p−2un − |u
0|p−2u0 − |ψ1n|
p−2ψ1n)v dx.
On the other hand, bearing in mind that
(3.23)
(∫
Ω
∣∣|un|p−2un − |u0|p−2u0 − |ψ1n|p−2ψ1n∣∣ pp−1 dx
) p−1
p
= on(1),
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relation (3.22) directly yields (3.21). 
If ψ1n → 0 in X
s
0 the statements of the main result are verified. Thus, we can suppose that
(3.24) ψ1n 6→ 0 in X
s
0 .
By using the fact that
I∞(ψ
1
n) =
1
2
‖ψ1n‖
2
s −
1
p
∫
RN
|ψ1n|
pdx,
and I ′∞(ψ
1
n) = on(1), we have
(3.25) I ′∞(ψ
1
n)ψ
1
n = ‖ψ
1
n‖
2
s −
∫
RN
|ψ1n|
pdx = on(1).
Then
I∞(ψ
1
n) =
1
2
‖ψ1n‖
2
s −
1
p
‖ψ1n‖
2
s + on(1) =
(
1
2
−
1
p
)
‖ψ1n‖
2
s + on(1).
By (3.24), there is α > 0 such that
(3.26) I∞(ψ
1
n) ≥ α > 0.
Now, let us decompose RN into N -dimensional unit hypercubes Qi whose vertices have integer
coordinates and put
(3.27) dn = max
i
‖ψ1n‖Lp(Qi).
Arguing as in [6], there is γ > 0 such that
(3.28) dn ≥ γ > 0.
Denote by {y1n} the center of a hypercube Qi in which ‖ψ
1
n‖Lp(Qi) = dn and let us prove that
this sequence is unbounded in RN . Arguing by contradiction, suppose that the sequence {y1n}
is bounded in RN . Then, there is R > 0 such that
(3.29)
∫
B(0,R)
|ψ1n|
pdx ≥
∫
Qi(y1n)
|ψ1n|
pdx = dpn > γ
p > 0.
On the other hand, since ψ1n ⇀ 0 in H
s(RN ), Lemma 2.1 gives∫
B(0,R)
|ψ1n|
pdx→ 0, as n→ +∞,
against (3.29). Therefore, the sequence {y1n} is an unbounded. Since
‖ψ1n(·+ y
1
n)‖s = ‖ψ
1
n‖s ∀n ∈ N,
we deduce that {ψ1n(· + y
1
n)} is a bounded sequence in H
s(RN ). Then, there is u1 ∈ Hs(RN )
such that
ψ1n(·+ y
1
n)⇀ u
1 in Hs(RN )
and
ψ1n(·+ y
1
n)→ u
1 in Lploc(R
N ).
Step 4. u1 is a nontrivial weak solution of (P∞).
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Proof. First of all, by (3.29), we derive that u1 6= 0, and by a straightforward computation
I ′∞(ψ
1
n(·+ y
1
n))v = on(1), ∀v ∈ C
∞
0 (R
N ).
Then, taking the limit of n→ +∞, we find∫
RN
∫
RN
[u1(x)− u1(y)][v(x) − v(y)]
|x− y|N+2s
dydx+
∫
RN
u1vdx =
∫
RN
|u1|p−2u1vdx, ∀v ∈ C∞0 (Ω).
Now, the density of C∞0 (R
N ) in Hs(RN ) gives∫
RN
∫
RN
[u1(x)− u1(y)][w(x) − w(y)]
|x− y|N+2s
dydx+
∫
RN
u1wdx =
∫
RN
|u1|p−2u1wdx, ∀w ∈ Hs(RN ),
from where it follows that u1 is a nontrivial solution of (P∞). 
We can repeat this process to obtain the sequence
ψjn(x) = ψ
j−1
n (x+ y
j−1
n )− u
j−1(x), j ≥ 2,
where
|yjn| → +∞, as n→ +∞
and
(3.30) ψj−1n (x+ y
j−1
n )⇀ u
j−1 in Hs(RN ),
where each uj is a nontrivial solution of (P∞). Now, by induction, we have the following
equalities
(3.31) ‖ψjn‖
2
s = ‖ψ
j−1
n ‖
2
s − ‖u
j−1‖2s + on(1) = ‖un‖
2 − ‖u0‖2 −
j−1∑
i=1
‖ui‖2s + on(1)
and
(3.32) I∞(ψ
j
n) = I∞(ψ
j−1
n )− I∞(u
j−1) + on(1) = I(un)− I(u
0)−
j−1∑
i=1
I˜(ui) + on(1).
Since uj is a nontrivial solution of (P∞), it follows that
(3.33) ‖uj‖2s ≥M
p
p−2
∞ ,
for every 1 ≤ j ≤ k. Now, arguing as in [6], we deduce that above argument will stop after a
finite number of steps.

Corollary 3.3. Let {un} be as in Lemma 3.2 and let
(3.34) c <
(
1
2
−
1
p
)
M
p
p−2
∞ .
Then {un} admits a strongly convergent subsequence. Hence, the functional I verifies the (PS)c
condition, for every
c ∈
(
0,
(
1
2
−
1
p
)
M
p
p−2
∞
)
.
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Proof. By our hypotheses, one has
I(un)→ c and I
′(un)→ 0 as n→ +∞,
where c satisfies (3.34). Without loss of generality, we can suppose that {un} is bounded in
Xs0 . Then, up to some subsequence, there exists u
0 ∈ Xs0 such that
un ⇀ u
0 in Xs0 .
If u 6→ u0 in Xs0 , by Lemma 3.2 we must have k ≥ 1. Hence,
I(un)→ c ≥
(
1
2
−
1
p
)
M
p
p−2
∞ ,
which is a contradiction with (3.34). Therefore
un ⇀ u
0 and ‖un‖
2 → ‖u0‖2,
which implies that un → u
0 in Xs0 . 
Corollary 3.4. Let P the set of nonnegative functions in Xs0 . Assume that there is {un} ⊂ P
that satisfies the assumptions of Lemma 3.2. If
(3.35)
(
1
2
−
1
p
)
M
p
p−2 < c < 2
(
1
2
−
1
p
)
M
p
p−2 ,
then {un} has a strongly convergent subsequence. Hence, the energy functional I satisfies the
(PS)c condition, for every
c ∈
((
1
2
−
1
p
)
M
p
p−2 , 2
(
1
2
−
1
p
)
M
p
p−2
)
.
Proof. As in Corollary 3.3, there is u0 ∈ Xs0 such that un ⇀ u
0 in Xs0 . Assume that un 6→ u
0
in Xs0 , then we must have k ≥ 1 in Lemma 3.2. As M∞ =M , for k ≥ 2 we get
I(un)→ c ≥
(
1
2
−
1
p
)
[M
p
p−2
∞ +M
p
p−2 ] = 2
(
1
2
−
1
p
)
M
p
p−2 ,
which is impossible, consequently k cannot be greater than 1. If u0 = 0, we have that u1 is a
positive ground state solution of (P∞), which is unique and satisfies
I∞(u
1) =
(
1
2
−
1
p
)
M
p
p−2
∞ .
Then
(3.36) I(un) = I(u
0) + I∞(u
1) + on(1) =
(
1
2
−
1
p
)
M
p
p−2
∞ + on(1) =
(
1
2
−
1
p
)
M
p
p−2 + on(1),
contrary to (3.35). Thereby u0 6= 0, and we must have
I(u0) ≥
(
1
2
−
1
p
)
M
p
p−2 and I∞(u
1) ≥
(
1
2
−
1
p
)
M
p
p−2
∞ ,
leading to
I(un) ≥
(
1
2
−
1
p
)
[M
p
p−2
∞ +M
p
p−2 ] + on(1) = 2
(
1
2
−
1
p
)
M
p
p−2 + on(1),
which contradicts (3.35). From this, we cannot have k = 1, and so,
‖un‖
2 → ‖u0‖2 as n→ +∞,
that is, un → u
0 in Xs0 and u
0 6= 0. 
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In the sequel, let us consider the set
V :=
{
u ∈ Xs0 :
∫
Ω
|u|pdx = 1
}
and the functional J : Xs0 → R defined by
(3.37) J(u) := ‖u‖2.
Moreover, we consider the norm
‖J ′(u)‖∗ = sup
w∈TuV ,‖w‖≤1
|〈J ′(u), w〉|
where
TuV := {v ∈ X
s
0 : G
′(u)v = 0}
and G : Xs0 → R is the functional given by
(3.38) G(u) :=
∫
Ω
|u|pdx.
Corollary 3.5. J satisfies the Palais-Smale condition in
Z := P ∩ V ∩ {u ∈ X0 : M < J(u) < 2
p−2
p M}.
Proof. Let {un} ⊂ Z be a sequence satisfying
(3.39) J(un)→ c ∈
(
M, 2
p−2
p M
)
and ‖J ′(un)‖∗ → 0, as n→ +∞.
Setting vn = c
1
p−2un and
d =
(
1
2
−
1
p
)
c
p
p−2 ∈
((
1
2
−
1
p
)
M
p
p−2 , 2
(
1
2
−
1
p
)
M
p
p−2
)
,
we derive that
I(vn) =
1
2
(∫∫
Q
|vn(x)− vn(y)|
2
|x− y|N+2s
dydx+
∫
Ω
v2n(x)dx
)
−
1
p
∫
Ω
|vn|
pdx
=
c
2
p−2
2
‖un‖
2 −
c
p
p−2
2
→ d.
Now we claim that I ′(vn)→ 0 as n→ +∞. Indeed, by Proposition 5.12 in [34],
‖J ′(un)‖∗ = min
λ∈R
‖J ′(un)− λG
′(un)‖ = ‖J
′(un)− λnG
′(un)‖.
Hence, by (3.39),
(3.40) J ′(un)− λnG
′(un) = on(1) in (X
s
0)
∗.
Therefore, by a straightforward computation,
I ′(vn) = on(1) in (X0)
∗.
Using the above limit, we can apply Corollary 3.4 to deduce that {vn} has a subsequence
convergent, which implies that {un} has a subsequence convergent and so J satisfies the (PS)
condition in Z. 
FRACTIONAL ELLIPTIC PROBLEMS ON EXTERIOR DOMAINS 13
4. Proof of some estimates
We start this section by introducing the following operator
φρ : R
N → Hs(RN )
y 7→ φρ(y) =
vρy(x)
‖vρy‖Lp(RN )
,
where
vρy(x) := ζ(x)ϕ(x− y) = ξ
(
|x|
ρ
)
ϕ(x− y),
and ζ, ξ, ϕ given as in the proof of Theorem 3.1. A direct computation ensures that the
functions φρ, v
ρ
y belong to Xs0 and L
p(Ω).
Lemma 4.1. The following relations hold:
(i) For every y ∈ RN
φρ(y)→ ϕ(· − y)
in Hs(RN ), as ρ→ 0;
(ii) ‖φρ‖
2
s →M for each ρ, as |y| → +∞.
Proof. Part (i) - Taking into account that ξ(|x|/ρ) = 1 for every |x| ≥ 2ρ, since ξ is bounded
and ϕ is radially symmetric and non-increasing, we have that
‖vρy − ϕ(· − y)‖
p
Lp(RN )
=
∫
RN
∣∣∣∣ξ
(
|x|
ρ
)
ϕ(x− y)− ϕ(x− y)
∣∣∣∣
p
dx
=
∫
B(0,2ρ)
∣∣∣∣
(
ξ
(
|x|
ρ
)
− 1
)
ϕ(x− y)
∣∣∣∣
p
dx
≤ K1
∫
B(0,2ρ)
|ϕ(x − y)|pdx ≤ K1ϕ
p(0)|B(0, 2ρ)|,
for some K1 > 0.
Therefore, taking the limit of ρ→ 0, for every y ∈ RN , we get
‖vρy − ϕ(· − y)‖Lp(RN ) → 0,
and so,
(4.1) ‖vρy‖Lp(RN ) → ‖ϕ(· − y)‖Lp(RN ) = ‖ϕ‖Lp(RN ) = 1,
for every y ∈ RN .
On the other hand,
‖vρy − ϕ(· − y)‖
2
s =
∫
RN
∫
RN
|(vρy − ϕ(· − y))(x) − (v
ρ
y − ϕ(· − y))(z)|2
|x− z|N+2s
dzdx
+
∫
RN
|vρy(x)− ϕ(x− y)|
2dx.
Of course, we also have
(4.2)
∫
RN
∣∣∣∣ξ
(
|x|
ρ
)
ϕ(x− y)− ϕ(x− y)
∣∣∣∣
2
dx ≤ K21ϕ
2(0)|B(0, 2ρ)| = K2ρ
N .
Setting
I1 :=
∫∫
R2N
∣∣∣(ξ( |x|ρ )− ξ( |z|ρ ))∣∣∣2 |ϕ(x− y)|2
|x− z|N+2s
dzdx
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and
I2 :=
∫∫
R2N
∣∣∣ξ( |z|ρ )− 1∣∣∣2 |ϕ(x − y)− ϕ(z − y))|2
|x− z|N+2s
dzdx,
the following inequality holds∫
RN
∫
RN
|(vρy − ϕ(· − y))(x)− (v
ρ
y − ϕ(· − y))(z)|2
|x− z|N+2s
dzdx ≤ I1 + I2.
After a change of variables
I2 =
∫∫
R2N
∣∣∣ξ( |z+y|ρ )− 1∣∣∣2 |ϕ(x)− ϕ(z))|2
|x− z|N+2s
dzdx.
Moreover, by definition of ξ we also have∣∣∣∣ξ
(
|z + y|
ρ
)
− 1
∣∣∣∣
2 |ϕ(x) − ϕ(z)|2
|x− z|N+2s
≤ 4
|ϕ(x) − ϕ(z)|2
|x− z|N+2s
∈ L1(RN × RN )
and ∣∣∣∣ξ
(
|z + y|
ρ
)
− 1
∣∣∣∣
2 |ϕ(x)− ϕ(z)|2
|x− y|N+2s
→ 0 a.e. in RN × RN
as ρ→ 0.
Hence, the Lebesgue’s theorem ensures that
(4.3) I2 =
∫∫
R2N
∣∣∣ξ( |z+y|ρ )− 1∣∣∣2 |ϕ(x) − ϕ(z))|2
|x− z|N+2s
dzdx→ 0 as ρ→ 0,
for every y ∈ RN .
Now, following [35] we show that, for every y ∈ RN , one has
(4.4) I1 =
∫∫
R2N
∣∣∣(ξ( |x|ρ )− ξ( |z|ρ ))∣∣∣2 |ϕ(x − y)|2
|x− z|N+2s
dzdx→ 0 as ρ→ 0.
Indeed, after a change of variables, it follows that
(4.5) I1 =
∫
RN
∫
RN
|ϕ(x)|2
∣∣∣ξ(x+yρ )− ξ( |z+y|ρ )∣∣∣2
|x− z|N+2s
dzdx.
Now, we decompose RN × RN as follows
R
N × RN := Ω1 ∪ Ω2 ∪ Ω3,
where
Ω1 := R
N \B(−y, 2ρ)× RN \B(−y, 2ρ)
Ω2 := B(−y, 2ρ)× R
N
Ω3 := R
N \B(−y, 2ρ)×B(−y, 2ρ).
Then
(4.6) I1 =
(∫∫
Ω1
+
∫∫
Ω2
+
∫∫
Ω3
)
|ϕ(x)|2
∣∣∣ξ ( |x+y|ρ )− ξ ( |z+y|ρ )∣∣∣2
|x− z|N+2s
dzdx.
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Case 1: Let (x, z) ∈ Ω1. Since
ξ
(
|x+ y|
ρ
)
= ξ
(
|z + y|
ρ
)
= 0, ∀x, z ∈ RN \B(−y, 2ρ),
one has
(4.7)
∫∫
Ω1
|ϕ(x)|2
∣∣∣ξ ( |x+y|ρ )− ξ ( |z+y|ρ )∣∣∣2
|x− z|N+2s
dzdx = 0.
Case 2: Let (x, z) ∈ Ω2. We notice that
(4.8)
∫∫
Ω2
|ϕ(x)|2
∣∣∣ξ ( |x+y|ρ )− ξ ( |z+y|ρ )∣∣∣2
|x− z|N+2s
dzdx
=
∫
B(−y,2ρ)
∫
B(x,ρ)
|ϕ(x)|2
∣∣∣ξ ( |x+y|ρ )− ξ ( |z+y|ρ )∣∣∣2
|x− z|N+2s
dzdx
+
∫
B(−y,2ρ)
∫
RN\B(x,ρ)
|ϕ(x)|2
∣∣∣ξ ( |x+y|ρ )− ξ ( |z+y|ρ )∣∣∣2
|x− z|N+2s
dzdx.
Now, a simple computation ensures that
(4.9)
∫
B(−y,2ρ)
∫
B(x,ρ)
|ϕ(x)|2
∣∣∣ξ ( |x+y|ρ )− ξ ( |z+y|ρ )∣∣∣2
|x− z|N+2s
dzdx
≤
K
2− 2s
|SN−1|
ρ2s
∫
B(−y,2ρ)
|ϕ(x)|2dx,
for some K > 0.
On the other hand, we also have
(4.10)
∫
B(−y,2ρ)
∫
RN\B(x,ρ)
|ϕ(x)|2
∣∣∣ξ ( |x+y|ρ )− ξ ( |z+y|ρ )∣∣∣2
|x− z|N+2s
dzdx
≤
2
s
|SN−1|
ρ2s
∫
B(−y,2ρ)
|ϕ(x)|2dx.
Thereby, by (4.9) and (4.10), it follows that
(4.11)
∫
B(−y,2ρ)
∫
RN
|ϕ(x)|2
∣∣∣ξ ( |x+y|ρ )− ξ ( |z+y|ρ )∣∣∣2
|x− z|N+2s
dzdx ≤
C1
ρ2s
∫
B(−y,2ρ)
|ϕ(x)|2dx,
for some C1 > 0.
Case 3: Let (x, z) ∈ Ω3. Let us denote
B(x, ρ) := {z ∈ B(−y, 2ρ) : |x− z| ≤ ρ}
and
Bc(x, ρ) := {z ∈ B(−y, 2ρ) : |x− z| > ρ}.
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We have
∫ ∫
Ω3
|ϕ(x)|2
∣∣∣ξ ( |x+y|ρ )− ξ ( |z+y|ρ )∣∣∣2
|x− z|N+2s
dzdx
=
∫
RN\B(−y,2ρ)
∫
B(x,ρ)
|ϕ(x)|2
∣∣∣ξ ( |x+y|ρ )− ξ ( |z+y|ρ )∣∣∣2
|x− z|N+2s
dzdx
+
∫
RN\B(−y,2ρ)
∫
Bc(x,ρ)
|ϕ(x)|2
∣∣∣ξ ( |x+y|ρ )− ξ ( |z+y|ρ )∣∣∣2
|x− z|N+2s
dzdx.
Arguing as above, it is easy to see that
(4.12)
∫
RN\B(−y,2ρ)
∫
B(x,ρ)
|ϕ(x)|2
∣∣∣ξ ( |x+y|ρ )− ξ ( |z+y|ρ )∣∣∣2
|x− z|N+2s
dzdx
≤
K|SN−1|
ρ2s
∫
B(−y,3ρ)
|ϕ(x)|2dx,
for some K > 0.
Now, let us consider the integral
∫
RN\B(−y,2ρ)
∫
Bc(x,ρ)
|ϕ(x)|2
∣∣∣ξ ( |x+y|ρ )− ξ ( |z+y|ρ )∣∣∣2
|x− z|N+2s
dzdx.
If (x, z) ∈ RN \B(−y, 2ρ)×B(−y, 2ρ), |x− z| > ρ and k > 4, we have
R
N \B(−y, 2ρ)×B(−y, 2ρ) ⊂ B(−y, kρ)×B(−y, 2ρ) ∪ [RN \B(−y, kρ)×B(−y2ρ)].
Therefore,
∫
RN\B(−y,2ρ)
∫
Bc(x,ρ)
|ϕ(x)|2
∣∣∣ξ ( |x+y|ρ )− ξ ( |z+y|ρ )∣∣∣2
|x− z|N+2s
dzdx
≤
∫
B(−y,kρ)
∫
Bc(x,ρ)
|ϕ(x)|2
∣∣∣ξ ( |x+y|ρ )− ξ ( |z+y|ρ )∣∣∣2
|x− z|N+2s
dzdx
+
∫
RN\B(−y,kǫ)
∫
Bc(x,ρ)
|ϕ(x)|2
∣∣∣ξ ( |x+y|ρ )− ξ ( |z+y|ρ )∣∣∣2
|x− z|N+2s
dzdx.
Moreover, a direct computation gives
(4.13)
∫
B(−y,kρ)
∫
Bc(x,ρ)
|ϕ(x)|2
∣∣∣ξ ( |x+y|ρ )− ξ ( |z+y|ρ )∣∣∣2
|x− z|N+2s
dzdx
≤
2
s
|SN−1|
ρ2s
∫
B(−y,kρ)
|ϕ(x)|2dx.
Now, if (x, z) ∈ RN \B(−y, kǫ)×B(−y, 2ρ), we must have
|x− z| ≥ |x+ y| − |z + y| =
|x+ y|
2
+
|x+ y|
2
− 2ρ ≥
|x+ y|
2
+
kρ
2
− 2ρ ≥
|x+ y|
2
.
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Hence, the Ho¨lder inequality yields
(4.14)∫
RN\B(−y,kǫ)
∫
Bc(x,ρ)
|ϕ(x)|2
∣∣∣ξ ( |x+y|ρ )− ξ ( |z+y|ρ )∣∣∣2
|x− z|N+2s
dzdx
= 22+N+2s|SN−1|2NρN
∫
RN\B(−y,kρ)
|ϕ(x)|2
|x+ y|N+2s
dx
≤ 22+2N+2s|SN−1|ρN
(∫
RN\B(−y,kρ)
|ϕ(x)|2
∗
sdx
) 2
2∗s
(∫
RN\B(−y,kρ)
dx
|x+ y|
N2
2s
+N
) 2s
N
= 22+2N+2s|SN−1|
(
2s
N2
|SN−1|
) 2s
N 1
kN
(∫
RN\B(−y,kρ)
|ϕ(x)|2
∗
sdx
) 2
2∗s
.
Therefore, by (4.13) and (4.14), it follows that
(4.15)∫
RN\B(−y,2ρ)
∫
Bc(x,ρ)
|ϕ(x)|2
∣∣∣ξ ( |x+y|ρ )− ξ ( |z+y|ρ )∣∣∣2
|x− z|N+2s
dzdx
≤
C2
ρ2s
∫
B(−y,3ρ)
|ϕ(x)|2dx+
C3
ρ2s
∫
B(−y,kρ)
|ϕ(x)|2dx+
C4
kN
(∫
RN\B(−y,kρ)
|ϕ(x)|2
∗
s
) 2
2∗s
,
for some positive constants Ci, i = 2, 3, 4.
Finally, by (4.7), (4.11) and (4.15), one has
I1 ≤
C1
ρ2s
∫
B(−y,2ρ)
|ϕ(x)|2dx+
C2
ρ2s
∫
B(−y,3ρ)
|ϕ(x)|2dx+
C3
ρ2s
∫
B(−y,kρ)
|ϕ(x)|2dx
+
C4
kN
(∫
RN\B(−y,kρ)
|ϕ(x)|2
∗
s
) 2
2∗s
≤
C˜
ρ2s
∫
B(−y,kρ)
|ϕ(x)|2dx+
C4
kN
(∫
RN\B(−y,kρ)
|ϕ(x)|2
∗
s
) 2
2∗s
≤ C˜k2s
(∫
B(−y,kρ)
|ϕ(x)|2
∗
sdx
) 2
2∗s
+
C˜4
kN
,
for some positive constants C˜ and C˜4.
Now, given ε > 0, we can fix k large enough such that
C˜4
kN
<
ε
2
.
Hence,
I1 ≤ C˜k
2s
(∫
B(−y,kρ)
|ϕ(x)|2
∗
sdx
) 2
2∗s
+
ε
2
.
Moreover, let us fix ρ small enough such that∫
B(−y,kρ)
|ϕ(x)|2
∗
sdx <
(ε
2
) 2∗s
2 1
C˜k2s
,
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for every y ∈ RN .
Hence, I1 < ε uniformly in y for ρ small enough, that is,
lim
ρ→0
I1 = 0,
for every y ∈ RN . Now, by (4.2), (4.3) and (4.4), we get
(4.16) ‖vρy‖s → ‖ϕ‖s =M as ρ→ 0,
for every y ∈ RN .
Therefore, combining (4.1) and (4.16), we find
φρ(y) =
vρy
‖vρy‖Lp(RN )
→ ϕ(· − y) in Hs(RN ) as ρ→ 0,
for every y ∈ RN .
Part (ii) - For each ρ fixed, let us consider an arbitrary sequence {yn} ⊂ R
N with |yn| → +∞
as n→ +∞. As in the proof of Theorem 3.1 we can show that
‖vρyn − ϕ(· − yn)‖Lp(RN ) → 0 and ‖v
ρ
yn − ϕ(· − yn)‖
2
s → 0
as |yn| → +∞. On the other hand, since {yn} is arbitrary, it follows that
‖φρ(y)‖
2
s =
∥∥∥∥∥ v
ρ
y
‖vρy‖Lp(RN )
∥∥∥∥∥
2
s
→
‖ϕ(· − y)‖2s
‖ϕ(· − y)‖2
Lp(RN )
=
‖ϕ‖2s
‖ϕ‖2
Lp(RN )
=M
as |y| → +∞. 
Corollary 4.2. There is ρ˜ > 0 such that
(4.17) sup
y∈RN
‖φρ(y)‖
2
s < 2
p−2
p M,
for every ρ ≤ ρ˜.
Proof. Since p > 2, then M < 2
p−2
p M . By Lemma 4.1 - Part (ii), one has
lim
ρ→0
‖φρ(y)‖
2
s =M,
for every y ∈ RN . So, given ε ∈
(
0, 2
p−2
p M −M
)
, there is ρ˜ > 0 such that
M ≤ ‖φρ(y)‖
2
s ≤M + ǫ, ∀ρ ≤ ρ˜
for every y ∈ RN .
Consequently
sup
y∈RN
‖φρ(y)‖
2
s ≤M + ε < M + 2
p−2
p M −M < 2
p−2
p M,
which proves the claim. 
Hereafter, let us fix ρ < ρ˜, where ρ is the smallest positive number such that
R
N \ Ω ⊂ B(0, ρ).
Furthermore, consider the barycenter function given by
τ : Hs(RN )→ RN
u 7→ τ(u) :=
∫
RN
|u(x)|2χ(|x|)xdx,
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where χ ∈ C(R+,R) is a non-increasing real function such that
χ(t) :=


1 t ∈ (0, R]
R
t
t > R,
for some R > 0 for which RN \ Ω ⊂ B(0, R). By definition of χ, of course
(4.18) χ(|x|)|x| ≤ R, ∀x ∈ RN .
Set
T0 := {u ∈ V ∩ P : τ(u) = 0} ⊂ X
s
0 .
Lemma 4.3. If c0 := inf
u∈T0
‖u‖2, then
(4.19) M < c0,
and there is R0, with R0 > ρ, such that:
(i) If y ∈ RN , with |y| ≥ R0, then
‖φρ(y)‖
2
s ∈
(
M,
c0 +M
2
)
;
(ii) If y ∈ RN , with |y| = R0, then
〈τ(φρ(y)), y〉 > 0.
Proof. Since
c0 = inf
u∈T0
‖u‖2 and M = inf
u∈V
‖u‖2,
we have
M ≤ c0.
Now we are going to show that c0 6= M . Suppose by contradiction that c0 = M . Then, there
is a minimizing sequence {vn} ⊂ X
s
0 such that
‖vn‖
2 →M as n→ +∞, ‖vn‖Lp(Ω) = 1 and τ(vn) = 0, ∀n ∈ N.
By using the Ekeland variational principle, we can suppose that
(4.20) ‖J ′(vn)‖∗ → 0.
By considering the sequence un :=M
1
p−2 vn it easily seen that
I ′(un) = on(1) in (X
s
0)
∗
and
I(un) =
(
1
2
−
1
p
)
M
p
p−2 + on(1).
Moreover, by Lemma 3.2, one has
‖un‖
2 → ‖u0‖2 +
k∑
j=1
‖uj‖2s
and
I(un)→ I(u
0) +
k∑
j=1
I∞(u
j).
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Thereby,
I(un)→ I(u
0) +
k∑
j=1
I∞(u
j) ≥ I(u0) + k
(
1
2
−
1
p
)
M
p
p−2 .
Since I(u0) ≥ 0, then k ≤ 1, bearing in mind that
I(un) =
(
1
2
−
1
p
)
M
p
p−2 + on(1).
Hence, we must have either k = 0 or k = 1. If k = 0, we obtain that ‖un‖
2 → ‖u0‖2, which
leads to
un → u
0 in Xs0 and ‖u
0‖2 =M
p
p−2 .
This is impossible, because M is not achieved in V, and so, k 6= 0. For k = 1, we must have
u0 = 0. Consequently,
‖un‖
2 → ‖u1‖2s and I(u
1) =
(
1
2
−
1
p
)
M
p
p−2 .
Here we used the fact that u1 must be a positive ground state solution of{
(−∆)su+ u = |u|p−2u, in RN
u ∈ Hs(RN ),
and so, by uniqueness, I(u1) =
(
1
2 −
1
p
)
M
p
p−2 . Since un ⇀ u
0 ≡ 0, we get
ψ1n(x+ y
1
n) = un(x+ y
1
n)⇀ u
1(x)
and
‖ψ1n(·+ y
1
n)‖
2
s = ‖un(·+ y
1
n)‖
2
s = ‖un‖
2
s = ‖un‖
2 → ‖u1‖2s,
where {y1n} be a sequence such that |y
1
n| → +∞. Therefore
un(·+ y
1
n)→ u
1 in Hs(RN ).
Taking
u1 = u, y1n = yn and wn(x+ y
1
n) = un(x+ y
1
n)− u
1(x),
we have
wn(x) = un(x)− u(x− yn), ∀x ∈ R
N ,
and
‖wn‖
2
s = ‖wn(·+ yn)‖
2
s = ‖un(·+ yn)− u‖
2
s.
Therefore, the strong convergent of un(·+ yn) yields
wn → 0 in H
s(RN ).
Next, we consider the following sets
(RN )+n = {x ∈ R
N : 〈x, yn〉 > 0} and (R
N )−n = R
N \ (RN )+n .
Using the fact that |yn| → +∞ as n→ +∞, we claim that there is a ball
B(yn, r˜) = {x ∈ R
N : |x− yn| < r˜} ⊂ (R
N )+n
such that
(4.21) u(x− yn) ≥
1
2
u(0) > 0, ∀x ∈ B(yn, r˜),
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for n large enough. Indeed, firstly we recall that u(0) is the maximum value of u in RN . As u
be a positive radial decreasing function, then
u(z) ≤
(
N
|SN−1|
)1/2 ‖u‖L2(RN )
|z|N/2
, ∀z 6= 0, (see [7])
which implies that
u(z)→ 0 as |z| → +∞.
Then by the Intermediate value theorem, there exists r˜ > 0 such that
(4.22) u(z) =
1
2
u(0) > 0, ∀z ∈ RN with |z| = r˜.
Substituting z = x − yn into (4.22), we get (4.21). On the other hand, for each r˜ > 0 fixed,
there is n0 such that
〈x, yn〉 >
|x|2 + |yn|
2 − r˜2
2
≥
|yn|
2 − r˜2
2
> 0, ∀n ≥ n0, ∀x ∈ B(yn, r˜),
showing that
B(yn, r˜) ⊂ (R
N )+n , for n large enough.
Thus, for n large enough,
|u(x− yn)|
2, χ(|x|), 〈x , yn〉 > 0, ∀x ∈ (R
N )+n , B(yn, r˜) ⊂ (R
N )+n
and |x| > R for every x ∈ B(yn, r˜). Using these informations, a straightforward computation
gives
(4.23)
∫
(RN )+n
|u(x− yn)|
2χ(|x|)〈x, yn〉dx ≥
R|u(0)|2
4
med(B(yn, r˜))|yn|.
Recalling that for each x ∈ (RN )−n ,
|x− yn| ≥ |x|,
it follows that
|u(x− yn)|
2χ(|x|)|x| ≤ R|u(|x|)|2 ∈ L1(RN ).
This combined with the limit
u(x− yn)→ 0 as |yn| → +∞
implies that
(4.24)
∫
(RN )−n
|u(x− yn)|
2χ(|x|)|x|dx = on(1).
Therefore, by the Cauchy-Schwartz inequality and (4.24),
(4.25)
〈
τ(u(x− yn)),
yn
|yn|
〉
RN
=
∫
(RN )+n
|u(x− yn)|
2χ(|x|)〈x, yn〉dx
+
∫
(RN )−n
|u(x− yn)|
2χ(|x|)x · yndx
≥
R|u(0)|2
4
med(B(yn, r˜))−
∫
(R)−n
|u(x− yn)|
2χ(|x|)|x|dx
≥
R|u(0)|2
4
med(B(yn, r˜))− on(1) > 0.
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Now, using the fact that wn → 0 in H
s(RN ) together with τ(un) = 0, we find that
(4.26) τ(u(x− yn)) = on(1),
which contradicts (4.25), and so, M < c0.
Proof of Part (i) - Since φρ(y) ∈ X
s
0 and ‖φρ(y)‖Lp = 1, by Theorem 3.1 we must have
(4.27) ‖φρ(y)‖
2 > M, ∀y ∈ RN .
By Lemma 4.1 - (ii), for each ρ fixed
(4.28) ‖φρ(y)‖
2 →M, as |y| → +∞.
Thereby, for a given ǫ ∈ (0, c0−M2 ), there is R0 > 0 such that
|‖φρ(y)‖
2 −M | < ǫ whenever |y| ≥ R0.
From this,
‖φρ(y)‖
2 ∈
(
M,
c0 +M
2
)
, ∀y ∈ RN such that |y| ≥ R0.
Proof of Part (ii) - By definition of φρ(y) and arguing as above with |y| large enough, we
have
〈τ(φρ(y)), y〉RN =
1
‖vρy‖2Lp(RN )
∫
(RN )+
∣∣∣∣ξ
(
|x|
ρ
)
ϕ(x− y)
∣∣∣∣
2
χ(|x|)〈x, y〉dx
+
1
‖vρy‖2Lp(RN )
∫
(RN )−
∣∣∣∣ξ
(
|x|
ρ
)
ϕ(x− y)
∣∣∣∣
2
χ(|x|)〈x, y〉dx
≥
1
‖vρy‖Lp(RN )
∫
B(y,r˜)
∣∣∣∣ξ
(
|x|
ρ
)∣∣∣∣
2 |ϕ(0)|2
4
χ(|x|)〈x, y〉dxdx − o(1).
Hence, for |y| = R0,
(4.29) 〈τ(φρ(y)), y〉RN ≥
RR0
4
|ϕ(0)|2medB(B(y, r˜))− o(1) > 0.

5. Proof of Theorem 1.1
From now on, we set Σ ⊂ P ⊂ Xs0 defined as follows
Σ := {φρ(y) : |y| ≤ R0},
H :=
{
h ∈ C(P ∩ V,P ∩ V) : h(u) = u, ∀u ∈ P ∩ V such that ‖u‖2 <
c0 +M
2
}
and
Γ := {A ⊂ P ∩ V : A = h(Σ), h ∈ H}.
Lemma 5.1. If A ∈ Γ, then A ∩ T0 6= ∅.
Proof. We are going to show that, for every A ∈ Γ, there exists u ∈ A such that τ(u) = 0.
Equivalently, we prove that: for every h ∈ H, there exists y˜ ∈ RN with |y˜| ≤ R0 such that
(5.1) (τ ◦ h ◦ φρ)(y) = 0.
For any h ∈ H, we can define the function
J := τ ◦ h ◦ φρ : R
N → RN
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and F : [0, 1] ×BR0(0)→ R
N given by
F(t, y) := tJ (y) + (1− t)y.
We claim that 0 6∈ F(t, ∂B(0, R0)). Indeed, for |y| = R0, by Lemma 4.3 - Part (i) we have
‖φρ(y)‖
2 <
c0 +M
2
.
Hence, it follows that
F(t, y) = t(τ ◦ φρ)(y) + (1− t)y,
and
(5.2) 〈F(t, y), y〉 = t〈τ(φρ(y)), y〉+ (1− t)〈y, y〉.
Now
◦ If t = 0, then 〈F(0, y), y〉 = |y|2 = R20 > 0;
◦ If t = 1, then by Lemma 4.3 - Part (ii) we have 〈F(1, y), y〉 = 〈τ(φρ(y)), y〉 > 0;
◦ If t ∈ (0, 1), then 〈F(t, y), y〉 > 0, since the terms t, 1 − t, 〈τ(φρ(y)), y〉 and |y|
2 are
positives.
Then, by using the invariance under homotopy of the Brouwer degree, one has
d(F(t, ·), B(0, R0), 0) = constant, ∀t ∈ [0, 1].
Since
d(J , B(0, R0), 0) = 1 6= 0,
there exists y˜ ∈ B(0, R0) such that J (y˜) = 0, that is
J (y˜) = (τ ◦ h ◦ φρ)(y˜) = 0.
This completes the proof. 
Now, let us denote
(5.3) c := inf
A∈Γ
sup
u∈A
‖u‖2,
Kc := {u ∈ P ∩ V : J(u) = ‖u‖
2 = c and ∇J |V (u) = 0},
and set
Lγ := {u ∈ V : J(u) ≤ γ},
for every γ ∈ R.
Proof of Theorem 1.1
Proof. We choose ρ = ρ˜ that is given in Corollary 4.2. We claim that c given by (5.3) is a
critical value, that is, Kc 6= ∅. We start our analysis by noting that
(5.4) M < c < 2
p−2
p M.
In fact, by Lemma 5.1, for every A ∈ Γ, A ∩ T0 6= ∅. Then, for each A ∈ Γ there is u˜ ∈ A ∩ T0
such that
(5.5) inf
u∈T0
‖u‖2 ≤ inf
u∈A∩T0
‖u‖2 ≤ ‖u˜‖2 ≤ sup
u∈A∩T0
‖u‖2 ≤ sup
u∈A
‖u‖2.
Moreover, by Lemma 4.3 and (5.5), we obtain
M < c0 = inf
u∈T0
‖u‖2 ≤ sup
u∈A
‖u‖2, ∀A ∈ Γ.
Thus
(5.6) M < c0 ≤ inf
A∈Γ
sup
u∈A
‖u‖2 = c.
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Owing to
(5.7) c ≤ sup
u∈A
‖u‖2, ∀A ∈ Γ,
it follows that
c ≤ sup
φρ(y)∈Σ
‖h(φρ(y))‖
2, ∀h ∈ H.
Now taking h ≡ I, we find
c ≤ sup
φρ(y)∈Σ
‖φρ(y)‖
2.
Thus,
c ≤ sup
|y|≤R0
‖φρ(y)‖
2 ≤ sup
y∈RN
‖φρ(y)‖
2,
and by Corollary 4.2,
c ≤ sup
y∈RN
‖φρ(y)‖
2 < 2
p−2
2 M.
The last inequality, in addition to (5.6), yields
(5.8) M < c < 2
p−2
2 M.
Next, by Corollary 3.5, the functional J satisfies the Palais-Smale condition at the level c in
the following set
Z := P ∩ V ∩ {u ∈ Xs0 : M < J(u) < 2
p−2
2 M}.
Suppose by contradiction that Kc = ∅. The following inequality
c0 +Mλ
2
≤
c+M
2
<
c+ c
2
= c < 2
p−2
p M,
in addition to the Deformation Lemma guarantees the existence of a continuous map
η : [0, 1] × V ∩ P → V ∩ P
and a positive number ε0 such that
(a) Lc+ε0 \ Lc−ε0 ⊂⊂ L
2
p−2
p M
\ L c0+M
2
,
(b) η(t, u) = u, ∀u ∈ Lc−ε0 ∪ {V ∩ P \ Lc+ε0} and ∀t ∈ [0, 1],
(c) η(1, Lc+ ε0
2
) ⊂ Lc− ε0
2
.
Fix A˜ ∈ Γ such that
c ≤ sup
u∈A˜
J(u) < c+
ε0
2
.
Since
J(u) < c+
ε0
2
, ∀u ∈ A˜,
it follows that
A˜ ⊂ Lc+ ε0
2
.
Now, by using again the Deformation Lemma, one has
J(u) < c−
ε0
2
, ∀u ∈ η(1, A˜),
that is,
(5.9) sup
u∈η(1,A˜)
J(u) < c−
ε0
2
.
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On the other hand, we notice that η(1, ·) ∈ C(V ∩ P,V ∩ P). Moreover, since A˜ ∈ Γ, there
exists h ∈ H such that A˜ = h(Σ). Consequently,
h˜ = η(1, ·) ◦ h ∈ C(V ∩ P,V ∩ P).
Since h ∈ H, it follows that
h(u) = u, ∀u such that ‖u‖2 <
c0 +M
2
< c− ε0,
and
h˜(u) = η(1, u) ∀u such that ‖u‖2 <
c0 +M
2
.
Taking into account that
c0 +Mλ
2
< c− ǫ0,
by item (b), we easily have
h˜(u) = η(1, u) = u, ∀u such that ‖u‖2 <
c0 +M
2
< c− ǫ0.
Then h˜ ∈ H. Moreover
η(1, A˜) ∈ Γ,
owing to η(1, A˜) = h˜(Σ). Therefore, exploiting the definition of c, we have
c ≤ sup
u∈η(1,A˜)
J(u),
which contradicts (5.9). Thereby, Kc 6= ∅ and c is a critical value of functional J on V ∩ P,
namely there is at least one nonnegative solution of (P ). 
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