Abstract. Rudolph conjectures in [4, Conjecture 21] that for permutations p and q of the same length, An(p) ≤ An(q) for all n if and only if the spine structure of T (p) is less than or equal to the spine structure of T (q) in refinement order. We prove one direction of [4, Conjecture 21], by showing that if the spine structure of T (p) is less than or equal to the spine structure of T (q), then An(p) ≤ An(q) for all n. We disprove the opposite direction by giving a counterexample, and hence disprove the conjecture.
Introduction
Let [n] denote the set of integers {1, 2, ...., n}. A permutation of [n] , is a sequence of numbers s 1 , ..., s n such that each s i ∈ [n], and if i = j, then s i = s j . A permutation pattern is a sequence of numbers s 1 , ..., s k from [n], such that s i = s j for any i = j. Note that not every integer in [n] must appear in a permutation pattern. Two permutation patterns are equal if they have the same order structure, for example 1, 3, 2 and 1, 5, 3 are the same permutation pattern. A permutation pattern with k integers is said to be of length k.
A 132-avoiding permuation is a permutation σ 1 , .., σ n such that no triple σ i , σ j , σ k such that i < j < k is the pattern 1, 3, 2. We denote the set of all permuations of [n] that are 132-avoiding by S n (132). Suppose that p = p 1 , ..., p k ∈ S k (132), for some integer k < n, and suppose that σ ∈ S n (132). We let f (σ; p) denote the number of subsequences σ s1 , ..., σ s k of σ that are equal to the permutation pattern p. For example f (5, 3, 4, 2, 1; 3, 2, 1) = 6, since the subsequences 5, 3, 2 and 5, 3, 1 and 5, 4, 2 and 5, 4, 1 and 3, 2, 1 and 5, 2, 1 and 4, 2, 1 are the pattern 3, 2, 1. Suppose k and n are integers such that k ≤ n. Then the popularity of a pattern p ∈ S k (132), in length n 132-avoiding permutations, denoted A n (p) is given by A n (p) := σ∈Sn (132) f (σ; p).
If p and q are permutations such that A n (p) = A n (q) for all n, then we say that p and q are equipopular. Note that if a pattern occurs in a 132-avoiding permutation, then that pattern is also a 132-avoiding permutation. Note also, that if n = k, and p ∈ S k (132), then A n (p) = 1. For reasons that will become apparent later, we will let A n (p) = 1, for a length 0 permutation p, and we let |S 0 (132)| = 1. The definition of popularity of permutations is more general in [1] , [2] , [3] and [4] , where they consider pattern popularity in permutations that avoid any given pattern.
In this paper we investigate the popularity of patterns within the set of 132-avoiding permutations. Questions on pattern popularity within permutations that avoid some pattern, were first asked by Joshua Cooper on his webpage [3] . These problems were first tackled by Bóna in [1] , who shows that for all permutation patterns p of length k, and for any n ≥ k, we have A n (1, 2, ..., k) ≤ A n (p) ≤ A n (k, k − 1, ..., 1). He then extended this result in [2] to show that for all n ≥ 3
The set of all 132-avoiding permutations of length n biject to the set of all binary trees with n vertices, denoted T n , as described in [4] . We will briefly describe this bijection. For any tree T ∈ T n , we label the vertices as follows. We visit each of the vertices of the tree in pre-order (root, left subtree, right subtree), labelling the ith vertex visitied by n + 1 − i. Given T ∈ T n with such a labelling, we recover its corresponding permutation p = p 1 , ..., p n ∈ S n (132), by visiting the vertices in in-order (left subtree, root, right subtree) and letting the ith vertex visited be the value of p i . Following the notation of [4] , for any p ∈ S n (132), we denote its associated binary tree by T (p). Rudolph defines the spines of a binary tree T , to be connected components of T when all edges connecting left children to their partents are deleted. She also defines the spine structure of T to be the sequence of lengths of spines in T , sorted in descending order.
In [4] Rudolph extends the results of Bóna, to show that: In Theorem 4.6 we prove one direction of Conjecture 1.2, by showing that if the spine structure of T (p) is less than or equal to the spine structure of T (q) in refinement order, then A n (p) ≤ A n (q). It should be mentioned that Theorem 4.6 has previously be proven by Rudolph (unpublished) . Furthermore, in Proposition 4.7 we show that if p and q have length less than n then A n (p) < A n (q). Then in Proposition 5.1 we disprove Conjecture 1.2 by showing that there exists permutations p and q such that A n (p) ≤ A n (q) for all n, however, T (p) and T (q) are incomparable in the refinement order.
The following observation was made by Bóna in [1] . If p = p 1 , ..., p n is a 132-avoiding permutation, and if p j = n, then for all i < j and for all k > j we have p i > p k . Also, p 1 , ..., p j−1 , and p j+2 , ..., p n are both 132-avoiding permutations.
Suppose that p = p 1 , ..., p n ∈ S n (132), and that there is a pair of indices i, j, with i < j, such that
• for all integers α such that α < i we have p α > p j , • for all integers β such that i < β < j we have p β < p i .
Then we may form a new permutation q = q 1 , ..., q n , where q 1 , ..., q i−1 = p 1 , ..., p i−1 , and q i = p j , q i+1 , q i+2 ..., q j = p i , p i+1 ..., p j−1 , and q j+1 , ..., q n = p j+1 , ..., p n . In other words q is obtained from p by removing p j and inserting it before p i . We denote q by p pi,pj . Note that if p ∈ S n (132), and p pi,pj is defined, for some i and j, then p can be broken into five parts (dependent on i and j) as follows:
• The set of numbers {p 1 , ..., p i−1 }, which we denote by L for left. Every number in L is greater than p j .
• The set of numbers {p i+1 , ..., p j−1 }, which we denote by M for middle (this set is empty if p j = p i+1 ). Every number in M is less than p i . • p j .
• The set of numbers {p j+1 , ..., p n } which we denote by R for right. Each number in this set is either less than all numbers in the set M ∪ p i , or it is greater than p j .
Note also, that we must have p j = p i + 1.
Claim 2.2. Suppose p ∈ S n (132), and that q = p pi,pj for some i, j. Then q ∈ S n (312).
Proof. If q ∈ S n (132) then p j must occur as an element in a 1, 3, 2 pattern in q. Considering each case in turn, we can confirm that p j cannot occur as the 1, 2 or 3 in such a pattern. If p j occurs as 1, then p would not be 132-avoiding. Also, p j cannot occur as 3 or 2 since p 1 , ..., p i−1 are all greater than p j . Example 2.3. Let p ∈ S 10 (132) be the permutation 10, 8, 6, 5, 3, 4, 7, 1, 2, 9 with p i = 6 and p j = 7. Then L = {10, 8}, M = {5, 3, 4}, and R = {1, 2, 9}.
Claim 2.4. For any p ∈ S n (132) − {n, n − 1, ..., 1}, such that n ≥ 2, there exist indices i and j such that p pi,pj is defined.
Proof. Suppose that p 1 < p 2 (p begins with an ascent). Then p p1,p2 is defined. Suppose that p begins with a descent. Then there exists an index j such that p 1 > p 2 > · · · > p j−1 , and p j−1 < p j . There must also exists a least integer i such that p i < p j , and this implies that p pi,pj is defined.
A popularity increasing move
In order to prove Theorem 3.1 we require the following definitions. Suppose p ∈ S k (132), and n is an integer greater than or equal to k. We let O n (p) denote the set of occurences of p in permutations σ ∈ S n (132), such that n occurs as an element of p. We denote an occurence of p in some σ = σ 1 , ..., σ n by a pair (σ; σ s1 , ..., σ s k ) in which σ s1 , .., σ s k is the occurence of p.
Theorem 3.1. Suppose that q = p pi,pj for some permutation p ∈ S k (132), and n and k are integers with n ≥ k. Then A n (q) ≥ A n (p).
Proof.
We proceed by induction. Assume that the proposition holds for any pair
We will consider occurences of the pattern p inside permutations σ ∈ S n (132). We will consider each of the following two cases separately. a) n is not an element in an occurence of p (see Example 3.2, part a). b) n is an element in an occurence of p (see Example 3.2, part b). In this case n may occur as p j if and only if L is empty, and the elements in R are all less than the elements in M ∪ {p i }.
First we consider case a). For convenience, we identify the elements in σ in an occurence of p, with their actual values in p. Since σ ∈ S n (132), n must lie directly to the left of an element in L∪{p i }, or directly to the right of an element in R∪{p j }.
Suppose that it is possible that n lies directly to the left of an element p ξ ∈ L ∪ {p i }. The contribution of such patterns to A n (p) is the sum
In the case that n is to the left of p (i.e. ξ = 1 and p 1 , ..., p ξ−1 is the empty word), recall that we let the term A α (p 1 , ..., p ξ−1 ) equal |S α (132)|, and |S 0 (132)| = 1. In this case, if p ξ ∈ L, then n may occur to directly to the left of p ξ = q ξ in an occurence of q, or if p ξ = p i , then n may occur directly to the left of q i = p j in an occurence of the pattern q. The contribution of such occurences of the pattern q to A n (q) are
.., p ξ−1 ) for all α in the summation. By induction, we have that
for all α in the summation. Hence the contribution of such occurences of p to A n (p) are less than or equal to the contribution of the occurences of such patterns q to A n (q).
Suppose that it is possible that n lies directly to the right of an element p ξ ∈ R ∪ {p j }. Then n may occur directly to the right of the element q ξ in an occurence of q. Note that if ξ = j, then q ξ = p j−1 . By a similar argument to that given above, the contribution of such patterns p to A n (p) is less than or equal to the contribution of such patterns q to A n (q).
There are no other locations that n may occur in within an occurence of the pattern p case a). However, n may occur between q i and q i+1 in an occurence of the pattern q. Therefore, in case a), the contriubution of such occurences of the pattern p to A n (p), is less than or equal to the contribution of such occurences of q to A n (q) (in which n is not an element of the occurence of q).
We now consider case b). Suppose that n may occur as an element in L or R, in an occurence of p. If n may occur as an element p ξ ∈ L, then n may occur as q ξ in an occurence of q. The contribution of such patterns to A n (p) is
and the contribution of such patters to A n (q) is
Since p 1 , ..., p ξ−1 = q 1 , ..., q ξ−1 we have that A α (p 1 , ..., p ξ−1 ) = A α (q 1 , ..., q ξ−1 ) for all α in the summation. By the inductive hypothesis A n−α (p ξ+1 , ..., p k ) ≤ A n−α (q ξ+1 , ..., q k ) for all α in the summation. If n may occur as an element p ξ ∈ R, then n may occur as q ξ in an occurence of q. By a similar argument as the case in which p ξ ∈ L, we have that the contribution of such patterns to A n (p) is less than or equal to the contribution of such patterns to A n (q).
Suppose that n may occur as p j in an occurence of p. Note that it this case p i = p 1 since L must be empty, and the elements in R must be less than the elements in M ∪ {p i }. We will define a map
We will argue that this map in injective, and therefore, contributions of such patterns p to A n (p) are less than or equal to the contribution of such patterns q to A n (q).
• The occurence of the elements in M ∪ {p i } in σ are in the set σ 1 , ..., σ α .
• The occurence of the elements in R in σ are in the set σ α+1 , ..., σ n .
• Each element in σ 1 , ..., σ α is greater than all the elements in {σ α+1 , ..., σ n }− {σ m }. Note that there must exist such an index α since m − 1 satisfies the above three conditions. Note also, that since σ ∈ S n (132), the elements σ α+1 , ..., σ m−1 (we take this set to be empty if σ α = σ m−1 ), are an interval in the set of integers [n] (they are a set of integers {a, a + 1, a + 2, ..., b} for some integers a, b ∈ [n]). Let u be the permutaion pattern σ 1 , ..., σ α , let v be the permutation pattern σ α+1 , , ..., σ m−1 , and let w be the permutation pattern σ m+1 , ..., σ n . Then, using the notation of [4] , we let:
with the occurenceσ t1 , ...,σ t k of q inσ is given by n, followed by the elements in the patterns u and w inσ that gave the occurence of the elements p 1 , ..., p j−1 , p j+1 , ..., p n in u and w in σ (see Example 3.3).
Nowσ is clearly in S n (132). To show that this map in injective, we show that for any occurence of q in the image of this map, we can recover the occurence of p that mapped to it uniquely. Suppose φ((σ; σ s1 , ..., σ s k )) = (σ;σ t1 , ...,σ t k ), and consider the earliest index β ∈ [n] such that
• The occurence of the elements in M ∪ {p i } inσ are in the setσ 1 , ...,σ β .
• The occurence of the elements in R inσ are in the setσ β+1 ,σ β+2 , ...,σ n .
• Each element inσ 1 , ...,σ β is greater than all the elements inσ β+1 , ...,σ n . Note that there must exist such an index β since there was an index α that satisfied these conditions in σ. Suppose thatσ l = n. We denote the permutation patternσ 1 , ...,σ l−1 by v, and we denote the permutation patternσ l+1 , ...,σ β by u, and we denote the permutation patternσ β+1 , ...,σ n by w. Then
and any occurence of p that maps to (σ;σ t1 , ...,σ t k ) must be given by
where n occurs as p j , and the elements on u and w that corresponded to the occurence of q 2 , ..., q n inσ give the occurence of p 1 , ..., p j−1 , p j+1 , ..., p n in σ (see Example 3.3) . This is exactly (σ; σ s1 , ..., σ s k ). where the dotted numbers indicate the occurence of the pattern p in σ. The set M is 6, 7, 5, and R is the set 3, 1, 2, 4, and p j in this case is p 5 = 9. The index m is equal to 7, and σ m = 9. The pattern u is given by 13, 12, 14, 10, 11, 15, 9, the pattern v is given by 7, 8, 6, and the pattern w is given by 3, 1, 2, 4, 5, so that the permutationσ is given byσ = 14, 15, 13,16, 10, 9,11,7,8, 12,6,3,1,2,4, 5
where the dotted numbers indicate the occurence of q inσ.
Proof of the main theorem
In this section, we will describe the difference in the structure of T (p) and T (q) where q = p pi,pj for some p ∈ S n (132). Rudolph defines the following equivalence relation on S n (132): σ is equivalanet to ρ if and only if T (σ) and T (ρ) have the same spinal structure. She proves in [4, Theorem 16 ] that if two permtuations σ, ρ in S n (132) have the same spinal structure, then A n (σ) = A n (ρ) for all n. We express partitions of [n] as a sequence of positive integers (a 1 , a 2 , ..., a s ), in which s ≤ n, and a α ≥ a α+1 for all α ∈ [s − 1]. We denote the partition associated to some p ∈ S n (132) by P (p).
Suppose G is a graph with vertices on a set S. A subgraph H of G is a graph with vertices on a subset of S, such that two vertices are adjacent in H if and only if they are adjacent in G. A subtree H of a binary tree graph G, is a subgraph that is itself a binary tree graph, in which the root of H is the closest vertex of H to the root of G.
The following two claims are useful in understanding the relation bijection between elements of S n (132) and T n , and are used to understand the proof of Proposition 4.3.
Proof. We assume that the claim is true by induction on n. Suppose that p m = n. Since p ∈ S n (132), the patterns p 1 , ..., p m−1 and p m+1 , ..., p n are both 132-avoiding permutations. Now T (p) has root n, and, the left subtree of n is T (p 1 , .., p m−1 ), and the right subtree of n is T (p m+1 , .., p n ). By induction, the proposition holds for T (p 1 , ..., p m−1 ) and T (p m+1 , ..., p n ). Then since the root of T (p 1 , ..., p m−1 ) is the highest integer in the set {p 1 , ..., p m−1 }, and the root of T (p m+1 , ..., p n ) is the highest integer in the set {p m+1 , ..., p n }, the proposition clearly holds for all n. Then p β is a child vertex of p α in T (p).
Suppose p is a permutation in S n (132) such that p pi,pj is defined. Using claims 4.1 and 4.2 we can deduce the following about the construction of T (p):
• The vertex p i is the left child of p j .
• The vertex p i has no left child.
• The subtree of T consisting of the right child of p i and its descendants is the tree T (p i+1 , ..., p j−1 ).
• Suppose that there is some highest integer m such that p j+1 , .., p m are all less than p j . Then the right child of p j and its descendants are the tree T (p j+1 , ..., p m ). If j = n or p j+1 > p j , so that there is no such integer m, then p j has no right child (or the tree T (p j+1 , ..., p m ) is empty). is defined. The vertex p j may be the left or right child of its parent vertex.
The following proposition describes how we may alter T (p) to obtain T (q) when q = p pi,pj . Proof. The reader should refer to claims 4.2 and 4.2 throughout every step of this proof. Consider all numbers in the set
A vertex is a left (respectively right) child of another vertex in this set in T (p) if and only if it is a left (repectively right) child of another vertex in this set in T (q). This confirms that step (1) is correct.
It is clear that p i is the right child of p j in T (q). This confirms that step (2) is correct.
A vertex v in the set {p i , ..., p j−1 } is the left (respectively right) child of another vertex w in this set, in T (p), if and only if it is the left (respectively right) child of w in T (q). This confirms that step (3) is correct.
A vertex v in the set {p j+1 , ..., p m } is a left (respectively right) child of another vertex w in this set, in T (p), if and only if it is a left (respectively right) vertex of w in T (q). Also, the root of T (p j+1 , ..., p m ) is the right child of p j−1 in T (q). This confirms step 4. The following definition appears in [4] . A left-justified binary tree is one in which every node that is a right child of its parent does not have a left child.
Lemma 4.5. Suppose that T 1 , T 2 ∈ T n , and that the spine structure of T 2 is obtained from the spine structure of T 1 by merging two parts. Then there exists p ∈ S n (132), with q = p pi,pj defined, such that T (p) has the same spine structure as T 1 , and T (q) has the same spine structure as T 2 .
Proof. Suppose that a 1 , ..., a s is the spine structure of T 1 , and that a l and a m are merged to give the spine structure of T (q). We will construct a new tree T ∈ T n , that is left-justified, with the same spine structure as T 1 . Then if we label the vertices of any such T in pre-order, the vertices n − s + 1, n − s + 2, ..., n − 1, n are a path of vertices in T in which each vertex in this sequence is the right child of the next. We let the spine of T containing the vertex n − s + 1 have a l vertices, and the spine containing vertex n − s + 2 have a m vertices. The order of the remianing spines in T is irrelevant. Then T is equal to T (p) for some p ∈ S n (132) such that q = p n−s+1,n−s+2 is defined, and the tree T (q) has the same spine structure as T 2 .
We can now proceed to prove Theorem 4.6 Theorem 4.6. Given patterns p and q, A n (p) ≤ A n (q) for all n if the spine structure of T (p) is less than or equal to the spine structure of T (q) in refinement order.
Proof. Suppose that the spine structure of T (p) is less than or equal to the spine structure of T (q) in refinement order. By Lemma 4.5, T (p) has the same spine structure as some tree T 1 , such that T 1 = T (p) for some permuationp such thatp pi,pj is defined, and T (p pi,pj ) has the same spine structure as T (q). By [4, Theorem 16 ], A n (T 1 ) = A n (p), and A n (p pi,pj ) = A n (q). By Theorem 3.1,
Proposition 4.7. Suppose p ∈ S k (132), and that q = p pi,pj for some i, j. Then for any integer n > k, we have that A n (q) > A n (p).
Proof. We may assume that p j = k, since there exists such a permutation with the same spine structure as p. We have shown in Theorem 3.1 that A n (q) ≥ A n (p). This was done in two steps. First, we argued that occurences of p in 132-avoiding permutations that do not contain n, are at least as numerous as occurences of q that do not contain n. We then defined an injection from the set of occurences of p that contain n, to the set of occurence of q that contain n. We will first consider permutations p such that R is non empty (and p j = k). For such permutations we show that this injection is not onto, i.e., that there exists an occurence of q that contains n, which is not mapped to. We then consider permutations p such that R is empty (and p j = k), and show that there are occurences of q that do not contain n, that have not been considered in the proof of Theorem 3.1.
• Suppose that q = p pi,pj for some p ∈ S k (132), such that R is non empty, and such that p j = k. Then for any n > k, there exists someσ in S n (132), which contains an occurence of q such that p j occurs as n, and such that σ n = n − 1, and is not in this occurence of q. Recall the proof of Theorem 3.1. If such an occurence of q is mapped to by an occurence of p, then the occurence of p can be obtained by shifting n so that occurences of R are to its right. However, sinceσ n = n − 1, such a permutation would not be in S n (132). Hence in this case A n (q) > A n (p).
• Suppose that q = p pi,pj for some p ∈ S k (132), such that R is empty, and such that p j = k. Then n may occur between p j and p i in the permutation q. Since we did not consider this location in the proof of Theorem 3.1, we have that A n (q) > A n (p). Proof. We assume by induction that for all k ∈ {4, 5, ..., n−1} we have A k (3, 2, 4, 1) ≤ A k (3, 4, 2, 1). This is true for k = 4 since A 4 (3, 2, 4, 1) = A 4 (3, 4, 2, 1) = 1.
We let p denote 3, 2, 4, 1, and we let q denote 3, 4, 2, 1. We will consider possible occurences of p and q in permutations in S n (132) for n > 4. Now The first two terms in the summation are the contribution of occurences of p in which n is not an element in the occurence. The first term comes from occurences in which p is entirely to the left of n, and the second from occurences in which n is between 4 and 1. The final term is the contribution of occurences in which n occurs as 4. Also, The first three terms in the summation are the contribution of occurences of q in which n is not an element in the occurence. The first term comes from occurences in which q is entirely to the left of n, the second term is from occurences in which n is between 2 and 1, and the third term is from occurences in which n is between 4 and 2. The fourth term is the contribution of occurences in which n occurs as 4. Corollary 5.2. There exists permuations p and q of the same length, such that A n (p) ≤ A n (q) for all n ≥ 4, and the spine structure of T (p) is incomparable to the spine structure of T (q) in refinement order.
The spine structure of T (p) is 2, 2, and the spine structure of T (q) is 3, 1. The spine structure of T (p) is clearly incomparable to that of T (q). Corollary 5.2 shows that A n (p) ≤ A n (q) for all n ≥ 4, and so Conjecture 1.2 does not hold.
