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Abstacft 
Crosshole seismic techniques can be used to gain a large amount of 
information about the properties of the rock mass between two or more 
boreholes. The bulk of this thesis is concerned with two crosshole seismic 
processing techniques and their application to real data. 
The first part of this thesis describes the application of traveltime and 
amplitude tomographic processing in the monitoring of a simulated EOR 
project. Two physical models were made, designed to simulate 'pre-flood' 
and 'post-flood' stages in an EOR project. 
The results of the tomography work indicate that it is beneficial to 
perform amplitude tomographic processing of cross-well data, as a 
complement to traveltime inversion, because of the different response of 
velocity and absorption to changes in liquid/gas saturations for real reservoir 
rocks. The velocity tomograms image the flood zone quite accurately. 
Amplitude tomography shows the flood zone as an area of higher absorption 
but does not image its boundaries as precisely, because multi-pathing and 
diffraction effects are not accounted for by the ray-based techniques used. 
Part two is concerned with the crosshole seismic reflection technique, 
using data acquired from a site in northern England. The processing of 
these data is complex and includes deconvolution, wavefield separation and 
migration to a depth section. The two surveys fail to pin-point accurately 
the position of a large fault; the disappointing results, compared to earlier 
work in Yorkshire, are attributed to poorer generation of compressional 
body waves in harder Coal Measures strata. 
The final part of this thesis describes the results from a pilot seismic 
reflection test over the Tertiary igneous centre on the Isle of Skye, Scotland. 
The results indicate that the base of a large granite body consists of 
interlayered granites and basic rocks between 2.1 and 2.4km below mean sea 
level. 
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1.1 Synopsis 
The research described in this thesis falls into three distinct parts of which 
the first two, larger parts are concerned with crosshole seismology, while the 
third, smaller part consists of a pilot experiment for a conventional seismic 
reflection survey. 
The first part deals with the traveltime and amplitude tomographic 
processing of data collected using two physical models to simulate the pre-flood 
and post-flood stages in an enhanced oil recovery (EOR) project. The prime 
objective was to determine the suitability of such processing methods for 
monitoring of EOR projects. 
The second part is concerned with the processing of crosshole seismic 
reflection data with some results from crosshole surveys conducted in Coal 
Measures rocks in the north of England. This part is an extension of previous 
work, and the aim was to try and enhance the processing sequence and obtain 
depth-migrated sections from planned opencast coal mine sites. 
Part three describes the acquisition, processing and interpretation of a 
seismic reflection test dataset collected on the Isle of Skye, Scotland. The pilot 
experiment was intended to investigate the seismic reflection response from the 
base of a granitic intrusion, part of the Skye Tertiary central intrusive complex. 
1.2 Borehole seismic methods 
Various borehole techniques are used in the oil exploration industry (e.g. 
Hardage, 1992; Balch et al., 1982; Fitch, 1984). Check shot surveys have been 
used for many years to calibrate borehole sonic logs. More recently the check 
shot survey has been extended as a vertical seismic profile (VSP), in which the 
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seismic reflection response of the strata is obtained at the borehole. The VSP 
is recorded by firing a source close to the top of the borehole at the rig while a 
geophone is positioned in the borehole over a range of depths at 10-20m 
intervals. VSPs are helpful for correlation of surface seismic reflection sections 
with well-log information. The VSP data generally have broader bandwidth 
than surface seismic data. The VSP method has been further developed to 
include offset VSPs, where the source is fired at a constant offset from the rig, 
and walkaway VSPs, where the source is fired at several different locations 
(offsets) while the geophone location is kept constant. If a VSP is recorded 
with a deviated well, then a seismic traverse along the course of the well is 
obtained. VSPs provide information that help tie in well data with a high 
degree of confidence. From the results one can determine the detectability of 
certain horizons, and also the amplitude and character of the reflections. VSPs 
also aid in prediction ahead of the bit and are used for deconvolution of surface 
seismic surveys using the downgoing wavefield. 
1.3 Crossla©!® tomography 
In a crosshole, or cross-well, seismic survey, the source is positioned over a 
range of depths in one borehole with receivers in the other. The seismic 
crosshole technique offers a means to investigate the rock mass between two or 
more boreholes. First applications of this technique only made use of the direct 
wave arrival times which were inverted to produce a velocity tomogram of the 
subsurface between the boreholes (see e.g. Worthington, 1984). This is known 
as travel time tomography. 
In amplitude tomography, the amplitudes of the same direct wave arrivals 
are inverted to estimate the absorption field between the boreholes. Attenuation 
effects include elastic transmission loss of energy from the direct waves due to 
reflection and diffraction. Geometric spreading and source/receiver directivity 
functions and coupling factors also need to be considered. In so far as these 
effects are taken into account, the anelastic absorption field is estimated by 
amplitude tomographic processing. 
Inversion methods for traveltime tomography were reviewed by 
Worthington (1984) and in greater detail by Ivansson (1987). The most widely 
used method is the simultaneous iterative reconstruction technique (SIRT), first 
developed by Gilbert (1972) for medical applications and introduced into 
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geophysics by Dimes and Lytle (1979). Krajewski et al. (1989) clearly describe 
a variation of SIRT which they used on physical model data. 
The use of amplitude tomography is common in medical applications (e.g. 
Brooks and di Chiro, 1976) but is rare in seismic experiments, although 
Bregman et al. (1989a) succeeded in imaging a fracture zone in a granitic rock 
mass on an absorption tomogram. The same matrix inversion methods may be 
used as in traveltime tomography, but working with the logarithms of observed 
amplitudes. However, an estimate of the velocity field between the boreholes is 
needed before amplitude inversion can begin, in order to trace raypaths between 
source and receiver locations. As a rule of thumb, straight raypaths should not 
be assumed if velocity variations exceed 15%. 
1.4 CirossBnole seismic refflectiosn SHnrveys 
Other crosshole imaging methods use also the scattered arrivals that are 
present after the direct wave arrival: e.g diffraction tomography (Devaney, 
1984), wave equation imaging (Pratt & Worthington, 1988), and reflection 
processing (Findlay et al., 1991). Other arrivals present in the data are 
reflections from interfaces between the boreholes. The crosshole dataset can be 
thought of a set of several offset VSPs where the source and receivers are all 
below ground level. Data processing of the survey is similar to that of a set of 
offset VSPs, but is necessarily more complicated. This technique has been 
investigated in this thesis using data from opencast coal exploration sites in the 
U.K. 
1.5 Opencast coal mining 
Opencast coal mining was first carried in the U.K. in 1942, as a wartime 
measure. Mines were shallow, with depths of only a few metres. Now, a 
typical opencast site is mined to around 100m. This is small by world 
standards, due to the urban environment of the U.K. Site boundaries are 
restricted by main roads, railways and towns. Site reserves are usually in the 
region of 5 million tonnes, with some small private mines having reserves of 
only 50,000 tonnes. Current annual production from opencast coal mining is 
approximately 15 million tonnes, which accounts for at least 15% of the U.K. 
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total coal production. Coal produced from opencast mining is generally of 
higher quality and is cheaper than coal from deep mines. 
In England and Wales, most of the opencast sites are supervised by British 
Coal Opencast (BCD), and are worked by civil engineering companies who 
tender for each site on the basis of a detailed specification provided by the 
BCO. After a site has been worked, BCO are obliged to restore the land for 
agricultural, industrial or leisure purposes. 
1.5.1 Site esploratSonn 
The usual exploration method used in the opencast coal industry in the U.K. 
is to drill a dense grid of boreholes to determine the site reserves and 
overburden ratio. The overburden ratio (ratio of overburden thickness to coal 
thickness) is a primary controlling factor in opencast mining and rarely exceeds 
25:1. Seams as thin as 0.15 or 0.1m may be mined in the U.K. The initial grid 
of boreholes is drilled on 120m centres to the deepest seam of interest, and this 
may be reduced to 60m if the site proves attractive. This is sufficient for 
undisturbed ground, but in the presence of faulting and old workings, further 
boreholes may be drilled on 30m centres. 
Most boreholes are geophysically logged using natural gamma, density and 
sonic tools, and cores may be taken to check coal quality and rock properties. 
The Coal Measures in Northern England consist mainly of interbedded 
sandstones and mudstones with seat earths and coal seams less than 2m thick. 
The "diggability" of the rocks is an important engineering consideration and 
determines the possible need for blasting. 
All the data from the boreholes are combined to provide information about 
the structure, drift thickness and coal seam depths and thicknesses. An estimate 
of the site reserves is made on the basis of this information, and civil 
engineering companies are invited to tender for the contract to extract at least 
this tonnage, quoting a price per tonne. Site exploration has to be thorough and 
accurate as the company which wins the contract for the site may make 
financial claims on BCO if site reserves turn out to be less than predicted. 
Claims may also be made if there are unanticipated geological difficulties for 
extraction which were not specified when tenders were invited. No geophysical 
surveying technique is routinely used to aid exploration. 
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Small faults (i.e. with a throw of 2m or less) are extremely difficult to detect 
from borehole information, so there is potential for a geophysical technique 
which is able to image such small features. Old workings are also present at 
most sites, usually of the pillar and stall type where pillars of coal are left 
behind to prevent collapse of the mineworkings. Up to 70% of the coal can be 
left behind in this case and this may make up the bulk of economically viable 
reserves in a site. The presence of old workings makes estimation of reserves 
more difficult. Old plans may exist but are rarely accurate. 
1.5.2 Geophysical exploration methods used 
Surface seismic reflection surveys have been used as an exploration tool for 
deep mines for many years, with target depths of hundreds of metres, but poor 
imaging is obtained in the top 100m of sections (see Ziolkowski, 1979). 
Shallow seismic sections suffer from interference from ground roll and 
refracted waves, which is very dependent on the shallow geology (e.g. 
Bredewout and Goulty, 1986). 
In-seam seismic methods have also been employed successfully in deep 
mines to map seam continuity (e.g. Jackson, 1985) using seam waves. A 
geological fault of throw greater than, or equal to, seam thickness can disrupt 
the mining process. This has not been successful in shallow seams. Crosshole 
reflection techniques were investigated by Goulty et al. (1990), and proved 
successful in imaging coal seams. 
It is hoped that the crosshole seismic reflection technique will be a valuable 
tool in opencast coal exploration in imaging faults accurately and fill in 
information where boreholes cannot be drilled. 
FAET 1 
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T f l m o g r a p l l n y 
lot AjpipDncaittnoims ©IF tomography 
There has been much interest in using cross-well traveltime tomography to 
observe the progress of fluids injected into reservoir rocks during enhanced oil 
recovery (EOR) processes. If repeated surveys were carried out, then EOR 
processes could be monitored over a period of time, a technique that has been 
called "time-lapse tomography". There is a need to determine the spatial 
distribution of the changes of reservoir properties with time. Of particular 
importance is the need to know the direction of propagation and rate of 
movement of steam or fire-flood fronts. The relationship between the seismic 
properties of the reservoir rocks and their production qualities needs to be 
established and understood. The seismic properties (i.e, velocity and 
absorption) of the reservoir rocks can be used to provide information about the 
porosity, saturation, hydrocarbon type, temperature and other related 
parameters. 
The dependence of seismic velocity and absorption on oil reservoir rock 
properties was reviewed by Nur (1987). For compressional waves, there is a 
significant drop in velocity between water saturations of 1.0 and 0.9 (see Fig. 
2.1), the rest of the pore space being filled with gas, but little further change as 
the water saturation is reduced to zero at constant pore pressure (Domenico, 
1976; Murphy, 1982). However, absorption peaks at some water saturation 
between 0.6 and 0.9, at approximately double its value at total saturation (1.0) 
or at saturations less than 0.5 (Winkler and Nur, 1982; Murphy, 1984). There is 
also a large temperature effect on compressional wave velocity in heavy oil or 
tar sands, with velocity decreasing as temperature increases, especially around 
the melting temperatures of the heavy hydrocarbons (Marion and Nur, 1991). A 
rapid increase in temperature also causes partial gas saturation and thermal 
fracturing, which can further decrease seismic velocity. Between 25-150°C 
there is nearly a 40% decrease in compressional velocity (Nur, 1987). 
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Figure 2.1 Variation of absorption and compressional velocity with water 
saturation in rocks (after Murphy, 1982). 
Suitable applications of time-lapse tomography include: 
O Tracking movement of the gas cap to an oil reservoir during production. In 
particular, it would be advantageous to delay gas breakthrough to the 
production wells for as long as possible. 
O Tracking the flood front during enhanced oil recovery (EOR) by water 
flooding. Breakthrough, by water channelling through the more permeable 
beds, should be avoided. 
O Tracking thermal fronts during EOR by fire or steam flooding. Real 
examples of these applications have been published by Macrides et al. (1988), 
Bregman et al. (1989b) and Justice et al. (1989). 
Monitoring applications for seismic tomography are not limited to 
hydrocarbon production. Carabelli (1988) reported a programme of sonic 
velocity tomography surveys for checking the integrity of concrete and earth 
dams in Italy. A long term monitoring programme would simply involve 
repeated surveys at appropriate intervals, and computing the difference 
tomograms. Similarly, repeated monitoring surveys could be carried out around 
underground engineering installations to check the stability of the rock mass. 
Time-lapse tomography could also be used in geothermal energy exploration to 
locate fracture zones for water flow after explosive stimulation or hydro-
fracturing. Tomography surveys have been conducted successfully in deep 
mines to follow changes in stress as mining progresses (Kormendi et al., 1986), 
and used to locate a magnetite ore body between boreholes approximately 165m 
apart (Gustavsson et al., 1986). 
Numerical modelling, to generate synthetic seismograms, is a versatile way 
of demonstrating the potential of tomographic inversion schemes. Physical 
modelling, using ultrasonic frequencies on a scaled model, provides an even 
more realistic simulation of field data, as all types of elastic waves are 
necessarily present. Furthermore, source directivity effects, noise, and source 
and receiver positioning errors are also included. It takes more effort, and 
involves more expense, to make changes to a physical model than to vary the 
parameters of a numerical model. Consequently, physical models are used 
sparingly, but note that it can be useful to evaluate the limitations of numerical 
modelling schemes against a physical model dataset in applications where a 
number of model datasets need to be generated. 
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2o2 § M T 
The SIRT method can cope with any source and receiver geometry and can 
be used with curved-raytracing algorithms. The observed traveltime can be 
expressed as the following line integral 
tk~ fs(x,z)dl (2.1) 
raypath k 
where tk is the traveltime of the ray k, dl is an element of length and s(x,z) is the 
slowness (reciprocal of velocity) at a position (x,z) in the survey area. The area 
to be imaged is divided into Cartesian cells assigning a uniform velocity Sj to 
each cell. In the discretized case of cells, the above integral can then be 
approximated by 
tk = L V; ( 2- 2 ) 
where dy is the path length in cell j for raypath k. 
Equation (2.2) may be written in matrix form as 
T = D§ (2.3) 
where T is the vector of traveltimes, § is the vector of slowness values 
(reciprocal of velocity) in each cell, and each element d^ of matrix D is the 
length of the segment of the raypath k which lies within cell j. For an initial 
assumed velocity field, which defines §, one calculates D and T by ray tracing. 
Then the calculated traveltimes are compared with the observed traveltimes and 
a new estimate of the velocity field is made. This procedure is repeated 
iteratively until the variance between calculated and observed traveltimes 
reaches a minimum. Starting with equation (2.2) we have 
xkj 
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where ^ is the estimated traveltime for the estimated slowness field s j at the 
start of iteration n. The true slowness field which fits the observed traveltimes 
tk can then be represented as a perturbation of this: 
d k j ( S j + & s j k ) 
j 
where AsJ^ represents the error in the slowness for cell / estimated from raypath 
k during iteration n. 
The traveltime error is then 
A ^ = ^ - ^ = £ d k j A ^ (2.4) 
Dines and Lytle (1979) proposed minimising the arbitrary criterion 
n 2 
j 
subject to (2.4) to obtain the update to each cell estimated from each raypath 
At"k dkj 
(2.5) 
After all rays have been traced through the region of interest, the update 
applied to the slowness in cell j following iteration n, As", is the average of the 
values ASjk for all the rays which pass through cell j. The improved estimate of 
the slowness field is then 
Sj = Sj + A^. (2.6) 
This forms the basis of the reconstruction algorithm. Its implementation on a 
computer is relatively straightforward and takes the following form: 
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O The region of interest is divided into discrete cells, and each is assigned an 
initial uniform slowness, or velocity. 
O Raypaths are traced through the cells from all source to receiver positions to 
calculate the estimated traveltime of each ray, and the path length of each ray in 
each cell. 
O Changes in slowness are calculated for each cell according to (2.5) for all 
rays which pass through the cell, and are averaged. 
The slowness field is then updated using equation (2.6). 
The whole process is then repeated iteratively, raytracing through the 
current estimate of the velocity field, calculating traveltimes along those 
raypaths, and updating the velocity field. The variance between observed and 
calculated traveltimes characteristically decreases to a minimum after several 
iterations and then starts to increase. Thus a straightforward criterion for 
choosing the optimum velocity field is that it should be the one for which the 
variance between calculated and observed traveltimes reaches a minimum. In 
practice this is usually complicated by the variance oscillating up and down 
between successive iterations around the minimum, before starting to increase 
monotonically. The best velocity field is usually chosen when the variance 
starts to show only small changes after each iteration, and before large artifacts 
appear in the velocity field. 
The initial velocity field may also be estimated by a simple back-projection 
of the traveltime data (Wong et al., 1983). Back-projection is carried out by 
assuming all straight raypaths, and taking the slowness of each cell to be the 
average slowness of those raypaths passing through that cell (in proportion to 
the length of the ray path segment in the cell). A computer program written by 
Dyer (1988) was used to invert the traveltime data. This was implemented on 
the Northumbrian Universities Multiple Access Computer Mainframe computer 
by Wye (1986), and a curved-raytracing algorithm, Raysyn (Cassel, 1982), was 
modified for use with crosshole geometry. These programs have been further 
modified and implemented on the Sun UNIX system in the Department. 
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2.2.1L §HMT Qimv©rsn©im ©ff amipllEtodlgs 
For amplitude tomographic reconstruction the same relationship as for the 
traveltime tomography applies, for the appropriate variables. The amplitude of 
a seismic plane wave of frequency/propagating along, the x-axis at velocity v in 
a homogeneous medium of quality factor Q is given by 
Ax = A0 exp (-ax) (2.7) 
where A0 is the amplitude at the origin and the absorption coefficient a is given 
by 
a = nflQv 
then for an inhomogeneous medium, with variations in a, (2.7) must be 
replaced by 
-In [Ak I A0] = f adx (2.8) 
raypath 
The field to be imaged is divided into square cells as in the traveltime 
tomography, so the discretized form of (2.8) must be used : 
-ln[Ak / Ao] = £ ajdq (2.9) 
j 
A0 is now the reference amplitude at unit distance from the source, is the 
measured amplitude after traversing raypath k, a.j is the absorption coefficient 
in cell j, and dy is the length of raypath k within cell j. This equation may be 
used in the same way as in traveltime tomography to form the basis of the SIRT 
method, provided that the measured amplitudes in a real experiment are 
adjusted for geometrical spreading, elastic transmission losses, source/receiver 
directivity functions and coupling factors, where they are necessary. Referring 
to (2.3), T is now the vector of negative logarithms of amplitude ratios and § is 
the vector containing cell values of absorption coefficients to be found. The 
raypaths are traced through the final velocity model from the traveltime 
tomographic inversion, and are not changed between iterations in the amplitude 
inversion. 
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2 o 2 o 2 Geommsiirkall spreadfiimg <e©inr©<£ltii©ini§ 
Separate calculations were made to calculate geometric spreading factors in 
the plane of the section and out of the plane. 
The in-plane correction was calculated by incrementing the in-plane take-
off angle at the source by a small amount 8®, and raytracing to find the 
perpendicular shift in raypath position, rgS®, at the receiver. 
The velocity structure is invariant in the out-of-plane direction, so the out-
of-plane correction factor is quite readily calculated from the raypath geometry 
(see Fig. 2.2). The out-of-plane shift of the raypath at the receiver r^&§ 
corresponding to a very small take-off angle 8<j> in the out-of-plane direction 
has to be calculated. (The out-of-plane take-off angle is always zero for rays 
traced within the plane of the section). 
Consider two media having velocities V] and V2, respectively, separated by 
a vertical boundary (see Fig. 2.2). For an in-plane raypath impinging on this 
vertical interface let the angle of incidence be 0; and the angle of refraction be 
®2- Now, letting the out-of-plane angle increment to the small value 5<j>/, the 
angles of incidence and refraction are; coW[ cosQjcos&tyj ] and cosml[ cos®2 
cos&§2 ]» respectively. Using Snell's Law, 
V] sjl - cos28]Cos2§tyj sin 0/ 
v2 ~ ^1 - co^cos2^ ~ s i n Q 2 
This can be written as 
(7 - co^Qjco^b^j) sin2 ©2 = (/ - c o s ^ c o ^ S ^ ) sin2 0; 
As Sty], &)>2 are infinitesimal, the following relations hold 
COS2^] = (1 - &t);2)/2 
cos2^ = U - &)>22)/2 
Substitution and simplification leads to the relation, for a vertical boundary 
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Figure 2.2 Raypath geometry for calculation of the out-of-plane geometrical 
spreading correction. 
For a horizontal interface, the angle of incidence becomes 90-9j and the 
relation is 
tarn 
80/ §02 tan®? 
(2.11) 
These relations can be generalised to give the out-of-plane angle of the raypath 
in each cell, 80^-, in terms of an initial infinitesimal out-of-plane angle §0 at the 
source. In order to calculate the out-of-plane shift ^80 , the raypath length 
segment in each cell must be multiplied by 80^- and the results summed: 
>>50 = £ 4 y 8 0 f c y (2.12) 
j 
This quantity is readily calculated from the in-plane angles and raypath length 
segments in each cell, known from ray tracing. For each seismogram the 
geometric-spreading amplitude correction factor is yjr^ . 
2.2,3 C©rr©ctti©Di§ ff©n° ttirsumsmmnssncDim !©§§©§ aft nimtofacss 
The corrections used for elastic transmission losses at interfaces are 
Zoeppritz coefficients calculated using the formulae given by Cerveny et al. 
(1977) and Bortfeld (1962). These corrections are equivalent to source and 
receiver coupling factors in a field experiment. The Zoeppritz coefficients were 
calculated for the water/model interfaces only, as the velocity and density 
contrasts within the model itself are small enough to be ignored. For a ray 
impinging on an interface between two homogeneous, isotropic media, having 
P-wave velocities aj and «2> S-wave velocities $j and P2 a n d densities p; and 
P2, respectively, the transmission coefficient depends only upon the angle of 
incidence and on the velocities and densities at both sides of the interface. 
Instead of the angle of incidence 8, the ray parameter p is used. The Zoeppritz 
coefficient Rp for a transmitted compressional wave is given by 
14 
Rp = 2aJp1P1D-^ { ^P2X + $jP4Y ) 
where 
D - { q2p2P1P2P3P4 + Pi P2( P > 2 ^ 4 + < * / p W j > + 
a$1P3P4Y2 + a2$2PjP2X2 + a1a2^2P2z2 1 
and 
? = 2 ( P 2 P y - P i P y ) , 
7 = p7 + qp2, 
X = p2-qp2 
Z^p2-p1-qp2 
p2 = a- h W 2 
P4 = (l- §22p2)"2. 
Pj = U - ai2?2)112, 
P3 = ( i - a22p2)1'2, 
P sin® / a; 
2 o 4 1 F a c t o r s DEaffBaaenncnimg iimage qjonaiDDiiy 
The effects of varying the size of cells, smoothing and other options on the 
performance of the SMT algorithm have been investigated extensively by Wye 
(1986), and in lesser detail by Lendzionowski (1986) and Findlay (1987). The 
main criterion for an accurate tomographic inversion is to have a wide angular 
coverage of rays. The ideal situation occurs when the target to be imaged can 
be examined from all sides, as in medical tomography. Limited directional 
coverage wi l l result in a smearing of the image in the direction of the raypaths, 
with associated loss in horizontal resolution. It can be difficult to obtain 
detailed velocity images because of gaps in obtainable ray coverage (Dyer & 
Worthington, 1988), and i f an anomaly is not both crossed and bordered by 
raypaths, identification of the shape and location of the anomaly is necessarily 
less precise (Krajewski et al., 1989). Small variations in seismic velocity that 
are found in real rocks produce small time shifts which can be of the order of 
standard errors in the data. 
2.4.1 Imfflueiice ©ff cell size on inversion 
With a small cell size, the result is more likely to contain artifacts of the 
inversion, especially around the edges of the area of interest. As cell size 
decreases, the number of rays within cells also decreases, which leads to a 
reduction in the stability of the reconstruction. Larger cells lead to a smoother 
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inversion, but some loss of resolution wi l l result from increasing the cell size, 
so the actual size chosen is a compromise. I t appears from experiments carried 
out by Lendzionowski (1986) that the optimum cell dimension is (close to) the 
source/receiver separation. Krajewski et al. (1989) suggest that the smallest 
pixel, or cell, size should be 1-1.5 times the maximum anomaly dimension that 
one expects to resolve. Higher resolution (smaller cells sizes) wi l l be offset by 
the build up of artifacts, but very large cell sizes wi l l give smoothing of 
anomalies to an unacceptable level. 
2 A 2 Efflfect of oveir aumafl MMer-nterattiioiDi 
In general, the lower the number of iterations, the lower the contrast and, 
correspondingly, resolution of the inversion. With more iterations of the SERT 
inversion method, the resolution and contrast of anomalies wi l l increase, but 
there is a corresponding increase in the number and size of artefacts, and the 
iteration process may even begin to diverge. The convergence of the iteration 
process is measured by calculating the variance between observed and 
calculated traveltimes. Fig. 2.3 shows the variance measured over ten iterations 
for the physical model data to be described in more detail in Chapter I I I . 
2 A 3 Effffectt off iroons® oim tk® r<scoini§tt™<Ett&©ini 
Noise can be described as being the accumulated error on the traveltime 
data, including picking errors on the direct-wave arrival times, random errors in 
the acquisition and errors in source/receiver positions. Wye (1986) added a 
Gaussian distribution of errors to the data. For errors in the traveltimes having 
a standard deviation of only 1%, the results show little difference; with 2% 
error, parts of the reconstruction become less well defined; and with 5% error 
any resolution in the image has been lost due to the anomalies introduced by the 
errors. Bois et al. (1972) have shown that random errors of up to ±5ms in 
traveltimes did not affect large-scale structure in their inversion to a significant 
degree. 
The greater the errors in the data then the greater the loss in resolution of in 
the image, because each ray wi l l "see" a different slowness field in the common 
cells that they traverse. This results in the reconstruction being only one of 
many different solutions that wi l l f i t the data. 
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Figure 2.3 Variances calculated from tomographic inversion of traveltime 
data from physical model datasets. 
2<A4 §nffi}©©ftMini§> ©ff th® recoimsftnncltedl ffneldl 
I f smoothing of the reconstructed field is carried out after each iteration, the 
results show much improvement and the stability of the reconstruction is also 
increased. Smoothing may be of more use where there are errors in the 
traveltime data. For example, i f there is a lot of noise in the recorded traces, 
the accuracy of picking the direct-wave arrival time is much reduced, which 
could lead to poor results from the inversion process. 
It is sometimes beneficial to perform smoothing on the current guess of the 
reconstructed field, to ensure a stable convergence of the iteration process. 
There are numerous smoothing procedures to be found in the literature, but the 
algorithm suggested by Krajewski et al. (1989) is useful for suppressing 
statistical pseudo-anomalies without blurring the actual anomalies required. 
The algorithm is a combination of the "selective smoothing" of Radcliff et al. 
(1984) combined with weighting factors suggested by Dines and Lytle (1979). 
Each slowness (or absorption coefficient) j,y in cell i j is replaced by Ijj , given 
by 
_ _ 4 s i j + si-l,j + si+l,j + + siJ+l 
sij ~ 8 
At the edge of the grid the neighbouring cell outside is assumed to have the 
same slowness or absorption as the edge cell itself. To avoid smoothing of 
actual anomalies, a maximum difference or constraint can be chosen. Cells are 
only included in the smoothing algorithm i f the difference between these cells 
and the cell under consideration is smaller than the chosen maximum slowness 
or absorption difference (measured as a percentage). 
2A5 Borehole deviation! 
Accurate positioning of source and receiver arrays is important in 
tomography. A deviation of l m laterally of each borehole with a borehole 
spacing of 50m would give errors of up to 4% in source-receiver spacing, and 
these wil l inevitably affect the estimated velocity field. Borehole deviation 
should be measured when the boreholes are geophysically logged. 
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This chapter presents the results of traveltime and amplitude tomographic 
processing, including difference tomograms, from a physical model dataset 
designed to represent 'pre-flood' and 'post-flood' stages in an EOR process. The 
model was built in two halves, with and without a flood zone of a known 
geometry in a reservoir layer, so that both pre-flood and post-flood datasets 
could be generated. The purpose of the experiment was to demonstrate the 
potential of these relatively straightforward tomographic techniques for routine 
use in monitoring applications. 
3.2 Model and dlato acqmlsSilioim 
The physical models were comprised of seven layers made of five different 
epoxy resin mixtures (Fig. 3.1). There is an overall increase in velocity with 
depth, the deepest interface is faulted, and one layer contains a channel feature. 
Pre-flood and post-flood models were made together in one solid block, in the 
same mould, and the upper surface of each layer was machined of f before 
pouring the next layer. After the f i f th , reservoir layer had been poured and set, 
it was machined to cut out the 'flood zone' over the half of the block which was 
to form the post-flood model, but left intact for the other half. A different 
epoxy mixture was then poured in to represent the flood, and two further layers 
added on top across both halves of the block. The complete block was then cut 
in two (Fig. 3.2), separating the pre-flood and post-flood models. As each layer 
of the block was made in a single batch, the pre-flood and post-flood models 
should be identical, apart from the flood zone, to within the tolerance of the 
milling machine (0.025mm). 
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Figure 3.1 Cross-section of model showing source and receiver positions. 
The P-wave velocities of the various layers are indicated to the right. The 
right-hand part of the reservoir layer was replaced by material with P-wave 
velocity 2147m/s in the post-flood model. 
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The crosshole seismic survey was simulated in the ultrasonic seismic 
modelling laboratory at the University of Durham (Sharp et al., 1985). Each 
model was submerged in a water tank, and ultrasonic transducers were 
positioned at each side, as shown in Fig. 3.1. The cylindrical source transducer 
is 7mm in diameter, and is 5 mm long in the axial direction which is 
perpendicular to the plane of the section. The receiver transducer has an active 
element of 1mm diameter. Both transducers were positioned so that there was 
some clearance between them and the sides of the model. 
Seismograms were recorded at 51 receiver locations from 51 source 
locations with source and receiver spacings of 2.5mm, giving a total of 2601 
traces for each model. The ultrasonic bandwidth was approximately 200-
500kHz, which meant that the crosshole separation was around seven 
wavelengths. In evaluating the results it is convenient to scale lengths and 
frequencies in the experiment by a factor of 1000 in order to simulate realistic 
dimensions for a cross-well survey. Thus the simulated well separation is about 
55m and the simulated seismic bandwidth was approximately 200-500Hz. The 
experiment and results wi l l be described henceforth in terms of scaled 
dimensions. Velocities remain unchanged by this scaling. 
33 PrevDoaas work om the d&t&set 
Previous work on this dataset (Pratt and Goulty, 1991 ; Pratt et al., 1991) 
has been done to demonstrate the capabilities of fu l l waveform inversion 
schemes: diffraction stack migration and frequency-domain acoustic and elastic 
wave equation imaging. Traveltime tomography, using direct wave traveltimes, 
was carried out in those studies to provide an initial estimate of the velocity 
field for more sophisticated algorithms. However, in order that weaknesses in 
the traveltime inversion should not corrupt images obtained from the f u l l 
wavefield schemes, rays were traced through the known geometry of the 
layering in the model. Here, it is merely assumed that calibrated sonic logs 
were run in both wells to give an initial estimate of the velocity field in the pre-
flood situation by linear interpolation. Thus, as far as possible, the tomographic 
inversions simulate the results which could be obtained in a real crosshole 
experiment. 
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3o4 TTrfflveDttfim® tomography resmiEtts 
The direct wave arrival times for the pre-flood and the post-flood datasets 
were picked automatically after deconvolving the measured source signature to 
zero-phase. The peak of the deconvolved direct arrival wavelet was picked on 
each trace to give the traveltime of the direct arrival. Mis-identification of head 
wave first arrivals as direct arrivals can cause distortion of the tomographic 
image by introducing higher velocity anomalies. However, head wave first 
arrivals were too small in amplitude to be detected in these data. We can be 
confident about this because the time moveout of head waves and direct waves 
is different. 
As the source has cylindrical symmetry and the receiver dimensions are 
small compared to the wavelength, little directivity of the wavelet was found. 
So an average source wavelet was taken for the range of take-off angles 
applicable in the datasets from the solid models, and this was used to calculate 
the deconvolution operator. The desired output was chosen to be a zero-phase 
wavelet with the same amplitude spectrum as the input. Results of the 
deconvolution process for a trace recorded through water only are shown in Fig. 
3.3, with the corresponding amplitude spectra of the wavelets. It can be seen 
that this deconvolution process has significantly compressed the first arrival 
wave-train, which has a fairly reverberatory nature. A typical common-receiver 
gather from the data through the pre-flood solid model is shown in Fig. 3.4. 
Comparison with Fig. 3.3 shows that there has been some relative loss of 
amplitude at high frequencies. 
For the preliminary results in Fig. 3.5, an initial velocity field was found by 
simple back-projection. Then ten iterations of SIRT were performed with 
raypath information obtained from raytracing through the current estimate of 
the velocity field. The velocity field was divided into square cells (2.5m x 
2.5m) with uniform velocity in each cell, and Snell's law was obeyed at 
interfaces when raytracing. The compressional wave velocity in water, which is 
rather sensitive to temperature, was estimated as 1467m/s for the pre-flood run, 
and 1477m/s for the post-flood run, from recordings through the water only. 
The water layer velocities remained fixed throughout all iterations. Due to the 
size of the piezo-electric source, a static time-shift of +9 samples (= 2.25ms) 
was applied to all direct wave arrival times in order to correct source datum 
locations to the centre of each transducer position. 
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Figure 3.3 Deconvolution process : (a) From top to bottom the traces are : 
source wavelet measured through water with the model removed, desired 
output for design of the source signature deconvolution filter, the 
deconvolution filter, the actual output, (b) Corresponding amplitude spectra. 
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Figure 3.4 Common-receiver gather from the pre-flood dataset with the receiver 
at 55m depth. The top trace is from the deepest source position at 125m depth 
and the bottom trace from the shallowestsource position, arbitrarily assigned to 
be at Om depth. 
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Figure 3.5 Pre-flood velocity tomogram obtained by simple back-projection 
and ten iterations of the SIRT algorithm. 
There is an obvious asymmetry in the velocity tomogram and the boundaries 
are not distinct across the whole width of the tomogram. This asymmetry can 
be ascribed to non-parallelism of source and receiver arrays, and a small 
vertical relative shift between them, as described below. 
3AA Eirnws Son §©onirc@ amid irsseivoir [p©SDdD©Minig 
Although source spacing and receiver spacing were accurately maintained 
throughout the experiment, the relative coordinates of source and receiver 
positions were subject to small errors. Corrections could be calculated for this 
because an initial dataset was run before each physical model was placed in the 
tank, with only water between the source and receiver positions. From this it 
was determined that the horizontal spacing between each pair of source and 
receiver at the same nominal depth varied from 54.65m to 55.70m from top to 
bottom of the model, and that receiver positions were 0.5m shallower than 
corresponding source position. The corrections to source and receiver positions 
are analogous to carrying out accurate well deviation surveys in a field 
experiment. 
3.4.2 InBver§S©ra off farave!ttHm®§ with borehole deviaftnoms Imcliaded 
The traveltime data were inverted using ten iterations of SIRT with raypath 
information obtained as above. The initial velocity (see Fig. 3.6) was formed 
by assuming that sonic logs had been run in both boreholes to locate interfaces, 
which were then linearly interpolated across the survey area. The velocities 
used were those calculated from the horizontal direct wave arrival times (with 
source and receiver both at the same depth). 
Raypath coverage, through the final velocity model obtained by inverting 
the pre-flood traveltimes, from every f i f t h source position is shown in Fig. 3.7. 
After each iteration, the selective smoothing algorithm described by Krajewski 
et al. (1989) was applied to the image to ensure a stable convergence of the 
iteration process and to suppress statistical pseudo-anomalies. 
The velocity tomograms from the pre-flood data and the post-flood data are 
shown in Fig. 3.8. The image obtained from the pre-flood data (Fig. 3.8a) is 
quite satisfactory, with all the boundaries between layers clearly identifiable. 
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Figure 3.6 Initial velocity model used for the traveltime inversion. Tick 
marks around the edge of the model are at 5m intervals (scaled distance). 
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Figure 3.7 Raypath coverage through the final velocity field of the pre-flood 
inversion for every f i f th source position. 
The position of the channel can be identified and even the dipping boundary 
(although not the vertical discontinuity along it) is imaged. The flood zone is 
quite well located in Fig. 3.8b, but the interfaces are more difficult to identify 
in the post-flood image. 
The difference between the pre-flood and the post-flood images (Fig. 3.8c) 
shows more clearly the position of the flood zone and that the flood front is 
located accurately. The magnitude of the velocity perturbation introduced by 
the flood zone is approximately 40Qm/s, corresponding to a reduction by 15%. 
The velocity tomogram from the pre-flood data (Fig. 3.8a) is much better 
than that obtained previously (Fig. 3.5), due to the calculation and application 
of borehole deviations. The obvious asymmetry in Fig. 3.5 is introduced 
because the measured traveltime, for longer raypaths from shallower source 
positions to deeper receiver locations, is greater than that which would be 
measured without deviation. This gives rise to an asymmetric lower velocity 
area. 
3.5 Amplitade tomography 
The aim of a tomographic amplitude reconstruction is to image the 
absorption coefficient of the region under investigation. Traveltime inversion 
necessarily has to be performed initially to obtain an estimate of the velocity 
field and the raypath information. 
3,5*1 Determination off amplitudes 
Various methods of calculating the amplitude values of the direct wave 
arrivals were investigated using the common-receiver gather recorded in the 
water only, and the best one chosen on the criterion that it showed the least 
scatter compared to a smooth decay curve of amplitude with range. The 
techniques investigated were: 
(1) RMS energy over a window of 20 samples starting at the direct wave 
arrival time. 
(2) RMS energy over a window of 20 samples about the direct wave arrival 
time after deconvolution to zero-phase. 
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(3) Peak value of direct wave arrival after deconvolution to zero-phase. 
(4) Average amplitude over a window of 20 samples starting at the direct 
wave arrival time. 
(5) Average amplitude over a window of 20 samples about the direct wave 
arrival time after deconvolution to zero-phase. 
(6) RMS amplitude over a window of 20 samples about the direct wave 
arrival time after deconvolution to zero-phase and interpolation by a factor 
of 4 in the time domain. 
(7) RMS envelope amplitude of the complex seismic trace over a window of 
20 samples about the direct wave arrival time after deconvolution to zero-
phase and interpolation by a factor of 4 in the time domain. 
The direct-wave arrival on each trace was initially converted to a zero-phase 
wavelet, as described in the previous chapter. Following this process, the traces 
were interpolated by a factor of 4 in the time domain (by padding with zeros in 
the frequency domain). The complex seismic trace was then calculated using 
the method outlined by Taner et al. (1979), and the amplitude of the first arrival 
calculated to be the RMS envelope over a window of 20 samples (=5ms) about 
the direct wave arrival time. (Recall that the peak of the zero-phase wavelet 
lies at the first break of the trace). Figure 3.9 shows a trace after deconvolution, 
with the corresponding quadrature trace. 
3»5o2 C©mm]pllex sdsnmik trace amiaflysns 
In complex seismic trace analysis, the seismic trace f(t) is treated as the real 
part of an analytic signal, or complex trace, 
F(t) = f ( t ) + ij*(t) 
where f*(t) is the quadrature trace. 
The real seismic trace, f(t), can be expressed in terms of a time-dependent 
amplitude A(t) and a time-dependent phase Q(t) as 
f ( t ) = A(t) cos 6(7) 
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Figure 3.9 (a) A typical trace before signature deconvolution. (b) The same 
trace after signature deconvolution. (c) The quadrature trace corresponding to (b). 
The 20-sample window for RMS envelope amplitude estimation is 5ms long. 
The quadrature trace/*(t) is then 
f*(t) = A(t)sinB(t) 
and the complex trace F(t) is 
F(t) = A(t)eiQ«). 
I f f(t) and f ^ f t ) are known, A M and ®(t) can be found. The amplitude 
spectrum of the complex trace vanishes for negative frequencies and has twice 
the magnitude of the real trace for positive frequencies. The complex seismic 
trace can be calculated by taking the Fourier transform of the real trace, zeroing 
the amplitudes for negative frequencies and doubling the amplitude for positive 
frequencies, and then taking the inverse Fourier transform. The quadrature 
trace can also be calculated by simply applying a phase-shift of n/2 to the real 
trace in the frequency domain, and then transforming back to the time domain. 
Figure 3.10 shows a comparison of pre-flood and post-flood amplitude 
values for a common-source gather with the source at 67.5m depth. The 
presence of the flood zone is indicated by the decrease seen in the post-flood 
amplitude values between receiver positions 30 and 45. 
The next step is to apply corrections for the effects of directivity, 
geometrical spreading and for losses in amplitude due to reflection and 
transmission at water/model interfaces (equivalent to coupling factors in a real 
dataset). 
3„5„3 BnreettivDfty im the measaared reffereiac© SHBipliltniid® 
The reference amplitude, A0, was calculated from recordings through the 
water only (with the model removed). The absorption in water at the ultrasonic 
frequencies used in modelling is negligible, as shown by Kaye and Laby (1973). 
At 10° C absorption in water is given approximately by 
(a I ft) = 3 6 x l 0 " 1 5 neper m" 1 H z 2 
where / is frequency in Hertz and a is absorption in nepers per metre (1 
neper=8.686dB). Nevertheless, examination of these amplitudes revealed that 
they do not decay as 1/r. This is because the receiver transducer has some 
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Figure 3.10 Comparison of pre-flood and post-flood direct-wave amplitudes 
for source position at 67.5m depth. 
directivity which must be corrected for. The directivity is symmetrical (see 
figure 3.11), with amplitudes reduced by a factor of about 2 for the steepest 
raypath reaching the receiver positions. So the directivity effect was measured 
from recordings through the water, and correction factors applied according to 
the inclination of the raypaths at the receivers. 
3.(S> Itoaaflte ©ff ttDne auampUfiftnadl® tommogiraplliiy 
The initial results from the amplitude tomography show little of real 
interest. Figure 3.12a shows the absorption tomogram obtained for the pre-
flood model. Boundaries between the layers are not as well defined as for the 
traveltime results. The channel feature and dipping interface cannot be 
identified. The post-flood image (Fig. 3.12b) is dominated by high absorption 
with no structure visible, and the flood zone cannot be identified accurately. 
The effect of the highly attenuating flood zone has smeared out the image. I t is 
not surprising that these absorption tomograms are less sharp than the velocity 
tomograms because of diffraction effects. However, in the difference 
tomograms for amplitude inversion, diffraction effects should be identical for 
both models except where the velocity field has changed. 
Difference tomograms were calculated from the data in two ways. First the 
log ratio of the pre-flood and the post-flood amplitude values was used as input 
for the SIRT inversion method, assuming that any differences in the various 
correction factors between the two datasets are negligible. Raypaths used were 
for the pre-flood velocity field. The difference tomogram in Fig. 3.12c shows 
the flood zone as an area of higher absorption, but the boundaries of the flood 
zone are not accurately imaged. Secondly, the absorption tomograms in Figs 
3.12a and 3.12b, which were calculated using the respective raypath 
information from the pre-flood and post-flood velocity models, have been 
simply subtracted, to produce the difference tomogram in Fig. 3.12d. The flood 
zone is imaged with better continuity, but again its edges are blurred. 
Using the absorption values obtained, and a peak frequency of 350Hz, the 
approximate value of Q in the flood zone and reservoir is estimated to be 
around 13 and 20 repsectively, which is in the range of values found by Murphy 
(1982) for the variation of quality factor with saturation in sedimentary 
reservoir rocks. 
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Figure 3.11 Measured amplitudes through water only with the model removed. 
The broken line shows the values as measured, the solid curve is the smoothed 
directivity function. 
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3.45.1. Effieeti off c©rr©cii5oini§ <s>m the T®mU§ 
The effects of the corrections for geometrical spreading, transmission losses 
and directivity on the inversions have also been tested. Inversions have been 
performed as follows, and the difference field calculated as for Fig. 3.12d in 
each case. Five iterations were used for all inversions. 
(1) No corrections applied to the data for geometrical spreading, transmission 
losses or directivity. Fig 3.13a shows the difference tomogram calculated 
assuming the reference amplitude to be the amplitude of the direct arrival 
recorded in the water only from a horizontal raypath. 
(2) Inclusion of the corrections for losses due to transmission and reflection 
at the water model interfaces produces the difference tomogram shown in Fig. 
3.13b. No directivity was included in the inversion. 
(3) Fig. 3.13c shows the difference tomogram with the application of both the 
correction for transmission losses and in-plane geometrical spreading, but 
without the correction for directivity. 
(4) Fig. 3.13d is the difference tomogram produced with the inclusion of 
corrections for losses due to transmission, in-plane and out-of-plane 
geometrical spreading, but excluding the directivity of the reference 
amplitude. 
The application of all the calculated correction factors necessarily produces 
a better image than without. In the difference tomogram in Fig. 3.12d, the 
flood zone is better imaged with more continuity of the edges. 
3.6.2 Bfi§cim§§5©in> 
In the amplitude reconstruction the same assumptions as for traveltime 
tomography have been made; i.e that the direct arrival amplitude or traveltime 
is considered to have been measured after travelling along a simple raypath 
using the theory of geometrical optics. However, the physical propagation of 
seismic waves involves diffraction. Thus transmission of energy from source to 
receiver takes place through the first Fresnel volume, whose section at any point 
along the raypath is the first Fresnel zone. 
26 
o o o o o o o o m o to o o o n o ^  • »-'-'- o o o o o o o o o 
d d o d o d 
C o o o o o m o ic o c 
S--- o o o ^ 
o O O O O 
5 6 6 d o 5 
o o o o o o o o m o I D o (p o n s> ^  o — — — o o o o o o o o o 6 6 0 6 0 6 
c o o o o 
£ ID O I D O r p> m •* o t S- o o o 
O o o o o 
5 d d d d 2 
o n 
> w 
O h 
O . 
CUD 
C 
e 
B 
V) 
C 
b 
a 
VI 
C 
O 
• FN 
u 
6 o o 
T3 
2 * 
o> E o 0 
•a 
9 
C 
«J 
V 5 
<D 
t /3 
1/3 
O 
c o 
o 
O h 
<D U X 
V) c o 
C 
c °-o rt 
e3 C £3 
" ° h 
O . O 
S 0 
e 
a 
.2 
u 
D 
fc 
o 
u 
e o u 
"e3 
-a 
o. 
For a raypath of total length d and a seismic wave of wavelength X, the 
diameter of the first Fresnel zone on a perpendicular section at the centre of the 
raypath is approximately ^[dk. The mean wavelength in our dataset (using 
scaled dimensions) is 9m. Thus for raypath lengths of 50-130m, the mid-point 
diameter of the first Fresnel zone is 20-35m. These diameters are greater than 
the thickness of the reservoir layer in our model (15m). Thus it is not 
surprising that the absorption tomograms are more blurred than the velocity 
tomograms. 
In most real situations it is likely that higher frequencies could be 
propagated (e.g. Harris, 1988) but that the ranges would be greater. The 
resolution is improved i f the frequency is increased (and the sampling interval 
correspondingly decreased), but reduced i f the range d is increased. 
Another effect is multi-pathing. In Fig. 3.14 traces from the deeper source 
positions to the shallowest receiver position are shown, for both datasets. On 
the post-flood data the amplitudes show a substantial decrease as the raypaths 
start to cross the flood zone. As the source goes deeper, the amplitudes increase 
again, followed by a further decreasing trend. The larger amplitudes around 
source position 42 are due to multi-pathing around the bottom corner of the 
flood front, which has counteracted the loss in amplitude due to increased 
absorption in the flood zone. Multi-pathing due to sharp corners in the physical 
model will not be compensated by our raytracing-based method for calculating 
geometric spreading. 
In principle, it would have been possible to attempt to correct for 
multipathing by tracing rays at all take-off angles from each source position 
through the velocity field. In practice, the sharp corners in the flood zone are 
not accurately imaged in the velocity tomogram, and it is doubtful whether an 
attempt to correct for multipathing would have resulted in significant 
improvement. 
Both diffraction and multi-pathing effects could be taken into account by 
forward modelling with synthetic seismograms to calculate direct wave 
amplitudes through the velocity model. This is beyond the scope of the present 
study, but it can be noted that even i f forward modelling according to wave 
theory were used, the amplitude tomographic reconstruction technique is based 
on tracing simple raypaths. Both diffraction and multipathing effects on the 
difference tomogram are large in this dataset because of the 15% velocity 
reduction and large absorption coefficient in the flood zone. 
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Fngure 3.14 Common-receiver gathers for the shallowest receiver positions 
from the pre-flood and post-flood datasets (deeper source positions only). 
A fundamental limit on the resolving power of tomographic imaging 
schemes is imposed by the angular distribution of raypaths. Wells need to be 
completed substantially below the reservoir horizon in order to obtain a wide 
angular distribution of raypaths through the reservoir and so image it 
satisfactorily. I f the wells are terminated shortly below the reservoir, then some 
scheme for imaging the scattered, or reflected, wavefields would have to be 
used (e.g. Findlay et al., 1991; Pratt and Goulty, 1991). Not many crosshole 
datasets between cased wells have yet been acquired, and it remains to be seen 
whether reflection signals of adequate strength can be acquired for satisfactory 
imaging. Winbow (1991) has shown theoretically that 99% of the energy 
emitted by radial sources travels as tube waves, which is discouraging. 
However, enough cross-well datasets have been acquired for us to be confident 
that direct arrivals can be clearly observed, so tomographic imaging is certainly 
viable given suitable ray path geometry. 
3.7 CeimctasSoinis ©hh ttninni©=llap§e tonnn©grffiplhy 
Overall, the results are promising. Travel time tomography has been shown 
to be effective in imaging a simulated EOR flood, with clear and accurate 
determination of the geometry of the flood zone. Amplitude tomographic 
reconstruction of the same datasets identified the flood zone as an area of 
higher absorption, but was unable to map the geometry precisely. The main 
failing in the amplitude tomography was dealing with the amplitudes without 
taking into account the effects of multipathing and diffraction thereby 
producing a blurred image. 
From these results, it can be seen that traveltime tomography is the better 
candidate for the monitoring of enhanced oil recovery processes, and is well 
suited to this application, although the method will not sharply focus vertical 
discontinuities. The effectiveness of amplitude tomography is reduced where 
the reservoir geometry includes features which cause multi-pathing and the 
tomograms will be blurred by failing to account for diffraction effects. 
However, real reservoir rocks are heterogeneous and there will be wide 
variations in liquid/gas saturations through the reservoir in response to EOR 
processes. Amplitude tomography may be able to complement traveltime 
tomography because the behaviour of absorption and velocity with varying fluid 
saturations is different. For example, at water saturation > 0.9, the velocity is 
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high and the absorption is low; at water saturations between 0.6 and 0.9, the 
velocity is low and the absorption is high; and at water saturations less than 0.6, 
the velocity is low and the absorption is low. Thus combined interpretation of 
velocity and absorption tomograms may be more robust. 
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4 .1 InntbriDdoadtnoiin 
The crosshole seismic reflection technique has been investigated using 
boreholes on an opencast coal exploration site at Lostrigg, West Cumbria. The 
objective has been to determine its potential for locating old mineworkings and 
small-scale geological features. This chapter deals with the acquisition of the 
data and the data processing methods used in the crosshole seismic reflection 
technique, and associated problems. 
4.2 Crosslaol© seisimk reffSecftlomi 
A crosshole seismic survey has sources positioned over a range of depths 
in one borehole and receivers in another borehole to record the transmitted and 
scattered wavefields. In a typical survey, sources are placed at 2m intervals in 
the first borehole and repeated with the hydrophone receiver array at two or 
more levels with a common receiver position to check for any timing errors. 
By placing both source and receivers below the water table, the frequency 
content of the data is higher than that of VSPs. 
A typical field set-up is shown in Fig. 4.1. The hydrophone string is 
lowered into borehole B and the source is positioned in borehole A. Shots are 
repeated at the same depth for different hydrophone levels to increase the 
receiver coverage. When this is done, one hydrophone position is kept in 
common to allow a check to be made on shot repeatability and timing. 
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Figere 4.1 Typical field set-up for a crosshole seismic survey. 
4,2<,H. Sooflirc® fflimdl ir@<s®iiv©irs 
The source used in the surveys at Lostrigg consisted of either an electrical 
detonator (No. 8 seismic type) or approximately 12.5g of dynamite. The charge 
was placed at the end of a short hollow steel tube to give the source enough 
weight so that it could be raised and lowered easily through the water in the 
borehole. 
A 12-channel hydrophone string was used in all surveys, with a 2m 
hydrophone spacing. The hydrophones were connected to the signal cable by a 
pig-tail joint, and each hydrophone plus joint was encased in a plastic sleeve to 
prevent snagging on the borehole wall. The signal cable was fastened onto a 
nylon rope to make it easier to handle. 
4L2.2 l&eceirininig ecpSpimennt 
An EG&G Geometries ES-2401 24-channel enhancement seismograph was 
used in the field to record the data. Some in-field processing could be applied 
to the data (e.g. age, bandpass filtering) for quality control, and the shot records 
could be plotted in the field. In the field, data were stored in SEG-DOS format 
on to 3.5 inch floppy discs. These data were transferred to the Sun system and 
reformatted for processing. 
4o2.3 Field set-up 
A sampling interval of 200jisec was used in all surveys and 1024 samples of 
data were recorded. Shots were usually fired at successive intervals of 2m and 
the seismograph was triggered to start recording as the detonator exploded. 
This was achieved by wrapping a wire around the detonator and attaching this 
to the trigger lead. As soon as the detonator explodes the trigger lead becomes 
open circuit; this is detected by the trigger circuitry and initiates recording. 
This method gives very accurate timing breaks, with very few timing errors 
detected. Occasional timing errors could be attributed to electrical pick-up 
between firing and triggering lines. 
Limits were imposed on the range of source and receiver locations by the 
depth of the water table and by blockages in the boreholes. Most boreholes 
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were blocked above the total depth drilled. There is no response from a 
hydrophone i f it is not immersed in water, and the coupling of the source 
energy to the borehole is insufficient if the source is not below the water table. 
Borehole collapse and blockage caused many surveys to be abandoned, as well 
as limiting maximum source and receiver depths. The boreholes begin to 
deteriorate a few days after drilling, which is unfortunate as they were often 
required several days after being drilled. This was the main reason for 
blockages encountered at Lostrigg. 
Pr©€@§§nimg ©ff cn°©§§lln©E© reffl(Bcltfi©Dn dlate 
Processing of crosshole seismic reflection surveys is complex and consists 
of several distinct stages : data editing, deconvolution, wavefield separation, 
velocity field estimation and pre-stack depth migration to a depth section. 
4.3.1 Bate tlraBBsfer saundl editing 
Following acquisition in the field, the data were transferred from DOS-
format floppy discs to the Sun computer system in the Department of 
Geological Sciences. The data were converted from SEG-DOS to the in-house 
processing format (direct-access binary files with data headers). Where 
different levels of the hydrophone string had been used, then the common-shot 
gathers had to be combined to form the final common-shot gather for 
processing. The common-channels (used to check for timing errors and shot 
repeatability) were then compared as a precautionary measure. The two (or 
more) different levels were then combined and the common channel(s) 
removed. Fig. 4.2 shows a raw common-shot record, with the shot at 38m and 
receivers from 16m to 82m depth, from survey 1 described in Chapter V. First 
breaks picked for the common-shot record are shown by a black dot on each 
trace (this is used in all following figures). 
4.3.2 Waveshapimg deconvolution 
It was sometimes beneficial to suppress the lower frequencies in the data 
before migration, and this can be achieved by using a high pass filter. Also, 
there are advantages in changing the phase of the source wavelet in the data. A 
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Figure 4.2 A raw common-shot record from a crosshole seismic survey. The 
shot is at 38m depth. 
seismogram may be thought of as a convolution of the source function with the 
impulse response of the earth. As such, the onset of each arrival corresponds to 
the traveltime along the ray path (direct or reflected). For the reflected arrivals, 
it is preferable to produce a section in which the central peak of the arrival 
waveform corresponds to this traveltime. This may be achieved by converting 
the effective wavelet in the data to zero-phase. 
In order to produce a zero-phase section, a least-squares energy Wiener 
waveshaping filter (e.g. see Robinson and Treitel, 1985) can be calculated to 
shape the estimated wavelet into a zero-phase wavelet with a modified 
amplitude spectrum. This filter may then be convolved with the data to 
deconvolve the data to zero-phase. An estimated source wavelet is obtained by 
assuming that it is minimum phase (a common assumption when the source 
used is an explosive type). The autocorrelation function of the wavelet is taken 
to be the average autocorrelation of all the traces in the common-shot gather, 
over a window from 10-60ms. The minimum-phase assumption is then used to 
obtain a minimum-phase wavelet (Robinson and Treitel, 1985). 
Figs. 4.3-4.5 illustrate this method as applied to a raw common-shot gather. 
Raw data from survey 1 (see Chapter V) are shown in Fig. 4.2, normalized to 
RMS energy over a window from 10-60ms. Figure 4.3 consists of five 
waveforms; the first is the estimate of the source wavelet obtained by the 
method described above, the second is the desired output, a zero-phase 
Butterworth wavelet, the third is the calculated filter coefficients, and the fourth 
is the desired output shifted by the optimum lag. The bottom trace is a 
convolution of the filter with the input wavelet. The respective amplitude 
spectra of these traces are shown in Fig. 4.4. Figure 4.5 shows the same 
common-shot gather after application of the waveshaping filter to all traces. It 
can be seen, by comparison with the raw data, that some of the lower 
frequencies have been suppressed and that the direct arrivals in Fig. 4.2 now 
correspond to the trough in Fig. 4.5. The filter length in this example was 
3.2ms, and the Butterworth wavelet has a bandwidth from 200-800 Hz. 
Deconvolution trials were carried out as described below. 
4.3.2.1 DeconvoluitDOE trials 
Deconvolution trials were performed using the common-shot gather shown 
in Fig. 4.2. Figure 4.6 shows the raw data, with no waveshaping deconvolution 
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Figure 4.3 Waveshaping deconvolution; traces are, from top, input wavelet, 
desired output, waveshaping filter, lagged desired output, convolution of input 
wavelet and filter. 
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Figure 4.5 Common-shot gather of Figure 4.2 following waveshaping 
deconvolution. 
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Figure 4.6 Common-shot gather after wavefield separation, with no 
waveshaping deconvolution applied. 
applied, after separating the upgoing wavefield in f-k space. On application of a 
waveshaping deconvolution filter of length 3.2ms, the same record is shown in 
Fig. 4.7. The peaks of the reflected arrivals in Fig. 4.7 correspond to the onset 
of the arrivals in Fig. 4.6. The desired output wavelet was a Butterworth with 
bandwidth 200-800 Hz. There is energy up to 1000 Hz in these data, but the 
spectrum is dominated by the tube-wave energy from 300-450 Hz. Raising the 
high-cut frequency of the desired Butterworth output wavelet results in some 
aliasing of the data. For comparison, a filter length of 6.4ms was used in the 
deconvolution process, and the results from this are shown in Fig. 4.8. 
A trace-by-trace deconvolution method was also tried, with the 
autocorrelation function of each trace being taken over the same window, 10-
60ms. The filter length used was 3.2ms and the desired output was a 
Butterworth wavelet having the same amplitude spectrum as before. The results 
from this, shown in Fig. 4.9, are not significantly different from those in Fig. 
4.7, although the reflected arrivals in the data are not resolved as easily as 
those in Fig. 4.7. It is better to average out the autocorrelation functions over 
all traces because the reflected arrivals in the data cover a range of angles on 
each trace. 
4.3.3 W a v e f k l d separattioini 
Each recorded common-shot gather contains both upgoing and downgoing 
reflected energy, i.e. waves which travel upwards or downwards, respectively, 
across the receiver array. These have to be imaged independently since, for any 
reflecting horizon, the polarity of the reflection coefficient reverses according 
to whether the incident wave approaches from above or below. These different 
wavefields are readily separable using velocity filters since the apparent 
velocities of upgoing and downgoing waves are of opposite sign. 
The moveout of the reflected events in crosshole reflection data is non-
linear, so a filter that is able to pass or reject a large range of apparent velocities 
has to be used. The filter that is used in this case is the pie-slice filter which is 
applied to the data after a two-dimensional Fourier transform into the 
frequency-wavenumber (f-k) domain. 
To perform a two-dimensional Fourier transform on a common-shot gather, 
a Fast Fourier Transform or FFT (see Cooley and Tukey, 1965) is applied first 
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Fngure 4.7 Common-shot gather after wavefield separation, with 
waveshaping deconvolution applied using a filter of 3.2ms length. 
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Figure 4.8 Common-shot gather after wavefield separation, with 
waveshaping deconvolution applied using a filter of 6.4ms length. 
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Figure 4.9 Common-shot gather after wavefield separation, with a trace 
trace waveshaping deconvolution applied. 
in the time-direction on all traces, and then in the spatial (depth) direction at all 
frequencies. This algorithm requires the digital data to consist of 2mv2n 
samples, where m and n are integers. 
The impulse response of an f-k pass filter is shown in Fig. 4.10. A spike on 
trace 17, at sample 150, was transformed into the f-k domain, and a filter 
applied to pass all upgoing energy between 2000m/s and 8000m/s, with cosine 
tapers down to 1500m/s and up to 16000m/s. After transformation back to z-t 
space, it can be seen that the energy has been smeared out over the surrounding 
traces. This is one reason for very careful design of the two-dimensional filter -
the narrower the pie-slice, the more the impulse response is smeared out across 
adjacent traces. A review of two-dimensional filters is given by March and 
Bailey (1983). 
4.3.4 Two-dimensional filter design 
In order to separate the upgoing and downgoing events in crosshole seismic 
reflection data, it is usually necessary to design the f-k filter with steep slopes, 
so that very little of the reflected P-wave energy is rejected. Before 
transforming the data into the f-k domain, it is necessary to apply a taper to the 
outermost traces on the common-shot gather, to avoid ringing (Gibb's 
phenomenon) in the frequency domain caused by discontinuities in the time 
domain. A simple cosine taper over the outer three traces is sufficient. To keep 
ringing in the z-t domain to a minimum (induced by the steep cutoff slopes), the 
filter edges are selected to lie along lower amplitude valleys in the data, and a 
smooth cosine taper is also applied (Fig. 4.11). For an overview of velocity 
filtering in the f-k domain see Christie et al. (1983). 
4.3.5 Spatially aliased tube waves in crosshole data 
Tube waves are coherent noise events which are very common in crosshole 
datasets. Tube waves generally have a larger amplitude and lower frequency 
than body waves and can be thought of as a sort of surface wave (the Stoneley 
wave) which travels along the interface between the borehole wall and the 
borehole fluid with an elliptical particle motion. One such tube wave is shown 
in Fig. 4.12. This tube wave is spatially aliased and so wi l l wrap around in the 
f-k domain due to the periodicity of the discrete Fourier transform. To remove 
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Fngure 4.12 An example of tube-waves in crosshole data; upgoing and 
downgoing tube-wave events are labelled TU and TD respectively. 
this it is necessary to apply a rejection filter which wi l l itself wrap around in the 
f-k domain. This type of filter wi l l also remove reflected P-wave energy from 
the data in the quadrant in f-k space into which it wraps round, which may lead 
to a reduction in the amount of information in the data. Fortunately this was 
not found to be a serious problem. 
4.3.6 Examples of wavefleld separation! inn the f-k domain 
The common-shot record shown in Fig. 4.12 contains severely aliased tube 
waves, upgoing and downgoing reflected energy and direct arrivals. The f-k 
amplitude spectrum of these data is shown in Fig. 4.13. Dominant features of 
this spectrum include: large amplitude direct wave arrival amplitudes either side 
of the k=0 axis and the large amplitude aliased tube wave energy which wraps 
around the whole of the spectrum. 
To reject the tube wave energy, a filter is applied with parallel edges that 
wraps around from one quadrant to the other, as shown in Fig. 4.14. The tube 
wave has an apparent velocity of between 1200m/s and 1400m/s. Fig 4.15 
shows this data after filtering and transformation back from f-k space to z-t 
space. Most of the aliased tube wave has been removed by the application of 
this filter. 
After further filtering to pass all upgoing events that travel with an apparent 
velocity of between 2000m/s and 8000m/s across the receiver array, the f-k 
spectrum is shown in Fig. 4.16. After transformation back to z-t space, it can 
be seen that the upgoing energy has been enhanced, and most of the downgoing 
energy has been removed (Fig. 4.17). Similarly, a filter can be applied in the 
negative fc-space to separate the downgoing energy. The f-k amplitude spectrum 
after application of this filter is shown in Fig. 4.18, with the results after 
transformation back to z-t space in Fig. 4.19. Any remaining direct wave 
arrival energy can be muted out in z-t space after filtering in f-k space, i f 
required. 
4.4 Velocity field estimation for migration of the data 
To estimate the velocity field for an efficient migration, one can use 
tomographic methods, traveltime information from uphole shots or velocities 
obtained from the traveitimes of horizontal raypaths. At Lostrigg, uphole 
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Figure 4.13 Amplitude spectrum of the data shown in Fig. 4.12. 
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Figure 4.14 Application of an f-k filter to remove tube-wave energy. 
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Figure 4.15 Common-shot gather after the application of a reject filter to 
remove tube-wave energy. 
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Figure 4.16 Application of an f-k filter to extract the upgoing wavefield from 
the data. 
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Figure 4.17 Common-shot gather after application of an f-k filter to separate 
the upgoing wavefield. 
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Figure 4.18 Application of an f-k filter to extract the downgoing wavefield 
from the data. 
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Figure 4.19 Common-shot gather after application of an f-k filter to separate 
the downgoing wavefield. 
surveys were shot by placing the receiver array at different levels in one 
borehole and firing a shot placed 2m below the bottom hydrophone; this was 
repeated until the whole available length of the borehole up to the water table 
had been covered. A sampling interval of 100u,sec was used to enable more 
accurate picking of direct wave traveltimes. From the direct arrival 
information, the velocities up the borehole can be determined. The 
tomographic method is severely limited by the lack of vertical raypaths in a 
typical crosshole reflection survey, and artifacts in the final images produce 
large errors in velocity estimation. Velocity models were obtained from uphole 
surveys and by using the near-horizontal raypath traveltimes. No lateral 
velocity variations were assumed, because of the evenly bedded nature of the 
Coal Measures strata, and also because no data were available to justify 
including them. Investigation of the arrival times of reflection events and times 
actually imaged in the migration, for different shots, revealed anisotropy of 10-
15% in the velocity field. This is discussed fully in Chapter V. 
4.5 Migration off tifine crosslhole dlato 
On migration of seismic data, reflection events are relocated to their true 
subsurface positions and diffraction events are collapsed toward a point. 
Surface seismic data are generally migrated post-stack, with stacked data 
assumed to be the equivalent of a zero-offset (i.e. coincident sources and 
receivers) section. Pre-stack migration may be used to improve imaging where 
there are lateral velocity variations. Computationally, this is an expensive 
procedure because the data volume is much greater before stacking than after 
stacking, and the amount of CPU time used will therefore be much larger. With 
crosshole surveys it is impossible to perform the equivalent operations of 
velocity analysis, NMO correction and stack to unmigrated data, as for surface 
seismic reflection surveys, because the source and receiver arrays are not 
collinear. Fortunately, the data volume is relatively small and so pre-stack 
depth migration methods can be more readily applied. The two-dimensional 
migration scheme used in this work is based on the Kirchhoff integral. The 
implementation used here is specifically for crosshole geometries, but the 
method is able to cope with VSP and surface seismic data. In fact the 
operations of pre stack migration and stack are carried out in the same pass, 
although it is possible to obtain migrated images of single common-shot, or 
common-receiver, gathers, if required. 
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This method is an extension of the diffraction stack migration approach. The 
algorithm was coded up and tested extensively by Findlay (1991), as was the 
finite-difference approach. The Generalized Kirchhoff algorithm was adopted 
on the criterion that it is faster than the other, finite difference, method and 
there is also more control over final image quality by the use of imaging 
apertures. 
41.6c 1 DnffffracttDdjim stack mniDgiraM©im 
The diffraction stack migration method was one of the first types of 
migration to be applied to seismic data. It follows simple ray and wavefront 
theory. For zero-offset (or post-stack) surface seismic data, diffraction stack 
migration is implemented by summing along hyperbolic trajectories and placing 
the results at the apices of the hyperbolas. However, for crosshole data, the 
summation operator takes on a more complicated form. I f we consider a 
particular source-receiver combination with a single impulsive arrival recorded 
at time Ts and assume that the velocity of the medium is uniform and isotropic, 
then, for a particular travel time, the locus of possible reflection points (the 
isochron) must be an ellipse in image space as shown in Fig. 4.20, with the 
source and receiver at the focal points. The data may be migrated i f the 
recorded amplitudes in each trace are distributed along the appropriate ellipses 
for each digital time sample. 
Another way of approaching this problem is to consider each image point in 
turn. I f raytracing is performed between the source position and the image 
point and between the receiver position and the image point, then the amplitude 
corresponding to the total traveltime from source to image point to receiver is 
may be assigned to that image point together with similar contributions from 
other source-receiver pairings. 
4.6.2 The KnrchteofflF operator 
Kirchhoff wave equation migration is an extension of the diffraction stack 
imaging concept based upon Kirchhoffs integral (French, 1975; Schneider, 
39 
Source Receiver 
Locus 
Figure 4.20 Locus of possible reflection point locations for an impulsive 
arrival at time T for a particular source and receiver combination. 
1978). I f we consider a wave incident on a scattering interface, then £/(£,§,/) is 
the wavefield recorded at e due to energy from an impulsive source §(*) at § 
being scattered from the surface Sx, given by Dillon( 1990 equation (1)): 
U(L&0 = dS 
C(x,§x) cos(tys) + cos($r) , 
4nV 6* (t - (Rs + Rr)/V) (4.1) 
The angles of incidence and scattering, tys and <|>r respectively, and raypath 
lengths Rs and Rr are illustrated in Fig. 4.21. The reflectivity C(x,$s) is angle-
dependent. Equation (4.1) is the three-dimensional response recorded at a 
receiver. I f one assumes that the geological structure is invariant perpendicular 
to the plane of the survey, then by integrating along one direction, the 
equivalent 2.5D formula is obtained. Dillon (1990) has derived a 2.5D 
migration integral, for data acquired with a point source and with compensation 
for spherical divergence included, which yields the reflectivity C(g) 
C(J0=-
IE 
%(RS + Rr) 
2VRr 
cos(Qr) M(&(RS + Rr)/V) (4.2) 
where M(r,T) is the source wavefield U(&,T) cross-correlated with a half-
differentiator. This filter has a spectrum with a n/4 phase shift and a high 
frequency amplitude boost of f 1 1 2 and is implemented in the frequency domain. 
For sampled data, equation (4.2) may be approximated by a summation over the 
receiver array Lr, giving 
C(s) = ^ j b L / \ J j f - cos(Qr) yjRs + Rr M(&(RS + Rr)/V) 
(4.3) 
where ALr is the geophone separation and scalar factors have been omitted. 
This equation (4.3) is similar to a diffraction stack with the amplitude and 
phase corrections making the migration consistent with the wave equation 
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Figure 4.21 Angles and raypaths for equation 4.1. 
(Newman, 1990; Lamer & Hatton, 1990) and a wavefront spreading correction 
term being incorporated. The Kirchhoff algorithm considers just one array, in 
this case the receiver array, which is not in agreement with reciprocity. For 
crosshole geometries we should obtain similar reflectivity responses across the 
survey, whereas using equation (4.3) the reflectivity image amplitudes wi l l be 
larger nearer the receiver borehole, as Rs > Rr Dillon (1990) conducted tests 
with synthetic data and showed this to be the case in the migrated images. 
However, the principle of Kirchhoff migration can be extended to handle both 
arrays (Dillon, 1990 Appendix A) and is referred to as generalized Kirchhoff 
migration. This is closely related to the Generalised Radon Transform (GRT) 
migration integral presented by Miller et al. (1987). The 2D Generalized-
Kirchhoff migration operator is given by 
C(g) = xM(&(jRs + Rr)IV) (4.4) 
Migration is performed by summation over source and geophone arrays 
simultaneously. There is an additional small error term associated with C(g), 
which is proportional to ( cos(ds) - cos(9r) ), which is small i f the zone of 
illumination extends beyond a few wavelengths from & and the source and 
receiver array are extensive enough to capture most of the scattered energy. 
Therefore a well illuminated part of the subsurface should be correctly imaged. 
This algorithm was implemented by Findlay (1991), and used for the 
migration of all the crosshole seismic data from the Coal Measures. Some 
options available include restricting the summation locus spatially to realistic 
geological dips, and restricting the maximum angle raypaths can make with the 
vertical at each image point. The algorithm was tested extensively by Findlay 
(1991) and various migration operators were also examined. 
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Two surveys were acquired at a British Coal opencast exploration site at 
Lostrigg, Cumbria (see Fig. 5.1 for location). The results from processing 
these using the methods detailed in Chapter IV are discussed in this chapter. 
The boreholes used for the acquisition of the data were four of a long line of 
boreholes spaced at approximately 15m intervals, running SW-NE. The aim 
of these surveys was to image and accurately locate the position of the site 
boundary fault. 
So2 Soirvey 1; boreholes H sund L 
The two boreholes, H and L in Fig. 5.2, were open to over 100m depth, 
and 29 source positions were used, at 2m intervals, from 16m to 72m depth 
in borehole H (see Fig. 5.3). Single electrical detonators were used as 
sources. The water table was at a depth of 13m. Three levels of the 12-
channel hydrophone string were used to give 34 receivers at 2m intervals 
from 16m to 82m depth in borehole L . Not all of the shots were fired into 
the total length of the hydrophone string; the first 11 shots (16-36m) were 
fired into the 23 uppermost hydrophones; shots 12 to 23 (38-60m) were 
fired into all 34 hydrophones; and shots 24 to 29 (62-72m) were fired into 
the lower 23 hydrophones. The Close End Fault, with a throw of 220m to 
the west, crosses the upper half of the survey. The total borehole separation 
was 57.28m. The principal coal seams in the area are the Harrington at 72m 
depth, 1.4m thick, and the Udale at about 91m depth, 0.3m thick. There are 
other coal seams present, most of them between 0.1 and 0.3m thick (see Fig. 
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Figure S.l Sketch map of the United Kingdom showing the site at which the 
surveys were obtained. 
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FlgsaF® i .3 Source and receiver positions for the boreholes used in survey 1. 
5.2). The strata dip toward the fault from borehole L to borehole H, but at a 
very shallow angle (less than 2°). 
S»2ol BoirelM® verttficalfity amaflyds 
Vertically data were available for both boreholes used in this survey, 
provided by British Coal and acquired when the boreholes were 
geophysically logged by the logging contractor. These were used to 
calculate borehole deviations so that the true spatial distribution of source 
and receivers could be calculated, which is essential for the migration of the 
data. A l l deviations were calculated to lie in the plane of the two boreholes. 
Borehole deviations in the plane of the survey were small for survey 1 
(up to 1.84m for receiver positions in borehole L , towards borehole H; 
negligible for the sources in borehole H), but included for completeness. 
Borehole deviation charts are shown in Fig 5.4 for boreholes H and L . The 
solid circles on the deviation tracks mark every 20m logged, and logging 
commenced at 10m depth. 
§o2o2 Dsito processing 
The fu l l processing sequence used in this survey is as detailed below: 
o Normalization to RMS energy over a window 60-100ms 
o Waveshaping deconvolution 
Q f-k wavefield separation 
e Muting up to the first break, and muting of residual direct wave energy 
The data also contained both upgoing and downgoing tube wave energy, 
which was heavily aliased (spatially). This required careful muting out 
using a reject filter in the f-k domain, although some remnants of the tube 
wave energy remain in the data after processing. These data were migrated 
using the Generalized-Kirchhoff algorithm, with a dip aperture of ±22.5°. 
The velocity field used for the migration, obtained from uphole 
measurements and examination of the traveltimes of horizontal raypaths, is 
shown in Table 5.1. The velocities used were also adjusted by examining 
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the traveltimes of the reflected events that could be identified in the data, 
and the actual portion of each trace that contributed to each image point. 
On examination of the values obtained for the horizontal and vertical 
velocity (Fig. 5.5), it can be seen that there is some degree of anisotropy 
present in these rocks (in the region of 10-15%). This can be accounted for 
by adjusting the migration velocities to lie in between the values calculated 
for the horizontal and vertical velocity fields. Use of an anisotropic velocity 
field for ray-tracing in the migration made no appreciable improvement on 
the migrated common-shot gathers. 
2200 m/s 0-16m 
2480 m/s 16-24m 
2700 m/s 24-36m 
3020 m/s 36-48m 
3350 m/s 48-58m 
3740 m/s 58-80m 
3800 m/s 80-120m 
Table 5.1 Migration velocities for survey 1 
§•.2.3 Results from Survey 1 
Figure 5.2 is the interpreted cross-section using the borehole information 
in all boreholes at Lostrigg. The major feature on the cross-section is the 
large fault which surfaces between boreholes K and L , and cuts borehole H 
at around 74m depth. This fault has a throw of 220m down to the left of the 
section. A small fault of 3m throw has been interpreted below the 
Harrington seam, cutting the Udale seam near borehole H at 90m depth. 
The migrated upgoing wavefield from survey 1 is shown in Fig. 5.6. It is 
zero-phase and an automatic gain control of 40m has been applied. The 
traces at the boreholes have been killed because the G-K migration does not 
image well at the borehole. This depth section, and all subsequent ones, 
have been plotted with normal SEG polarity (i.e. white troughs correspond 
to a compressional arrival and black peaks to a dilatational). 
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Mgure S.<5> Upgoing Generalised-Kirchhoff migrated section for survey 1. An age 
of 40m has been applied to this section, and the traces have been tapered of f at their 
onset. The position of the Close End Fault is marked with arrows. 
The main feature on this depth section is the Harrington seam at 72m, 
and a portion of the Udale seam near borehole L . There is some indication 
of some of the thinner seams between 40m and 54m depth being imaged, but 
confidence in these is not high. From this section it is impossible to confirm 
the position of the Close End Fault. There are other events which cannot be 
tied into the stratigraphy at all, and the origin of these is not clear. 
The migrated downgoing wavefield is more disappointing, with nothing 
being imaged which was interpretable in this survey (Fig. 5.7). The various 
events observed cannot be correlated with the known stratigraphy. None of 
the events cross the Close End Fault zone, so they may represent primary 
reflected energy, but the fault position could not have been located 
accurately from this section, even knowing the depth value where it cuts 
borehole H. 
An example of common-shot gathers from this dataset is shown in 
Figure 5.8, after processing. The source depths for these is at (a) 16m and 
30m, (b) 46m and 62m. The dots mark the first breaks as picked in the raw 
data. No muting of direct wave energy has been carried out. As can clearly 
be seen, there are reflected events in these data, most of which have energy 
comparable to that of the direct wave, from various depths (the termination 
of the reflection at the line of first breaks gives an approximate depth of the 
reflector). But many of these "reflections" have no apparent source from the 
stratigraphy. One problem that is apparent is that many of these common-
shot gathers are very close to being aliased, which may cause some 
problems in the wavefield separation. 
5o2o4 Velocity aeaEysis aasSinig C D P gathers 
To test that the migration process was stacking up the correct events 
from each common-shot gather, and common-receiver gather, for the 
upgoing wavefield, I migrated each one independently. Figure 5.9 shows 
common depth point (CDP) traces for distances of (a) 8m, (b) 30m and (c) 
48m from borehole H. The CDP gathers from migration of the common-
shot gathers are shown on the left, and from common-receiver gathers on 
the right. The depth of the common-shot, or receiver, increases from right 
to left on each gather, as indicated. The left-hand trace on each panel is the 
stack of all traces from that gather. From these it can be seen that the event 
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at 72m depth is showing a reasonable stack in places, as is the reflection at 
just over 90m depth. But in some places there appears to be destructive 
interference occurring, and the character of the waveforms contributing to 
the stack is very variable. 
In Fig. 5.9 it can be seen that the CDP gathers from the migrated 
common-receiver gathers look more coherent than those from migration of 
the common-shot gathers. This may be an indication that shot-to-shot 
coupling variations are greater than receiver-to-receiver variations. The 
effects of the borehole at the different source locations (e.g. the diameter, 
elastic properties and densities of the borehole wall) could lead to variations 
in the radiation patterns of each shot. As some shots are also repeated at the 
same depth, the borehole wall could suffer some damage, which may lead to 
a different response from the explosive source for each shot. It is possible 
that differing amounts of energy can be radiated into the formation in 
different directions for each shot. 
In the final migrated image, the Harrington has been imaged at the 
correct depth, as has a portion of the Udale seam just below 90m, but in 
looking at the CDP gathers, some of the traces contributing to the stack are 
not very convincing. The character of the reflection from the Harrington 
also shows some variation from shot to shot. 
5.3 Sasrvey 2; Boreholes E aed I 
The boreholes E and I were again open to over 100m, and 9 source 
positions were used at 11m intervals in borehole E, using approximately 
12.5g of dynamite. The hydrophone string was positioned at 4 intervals in 
borehole I to give hydrophone depth levels at 2m intervals ranging from 
14m to 102m depth. Figure 5.10 shows source and receiver positions for 
this survey. As in the previous survey, not all shots were fired into the total 
length of the hydrophone coverage. The survey setup is summarised below. 
Shots at 16m and 25m fired into hydrophones from 14m to 58m. 
Shots at 36m and 47m fired into hydrophones from 14m to 80m. 
Shot at 58m fired into hydrophones from 14m to 102m. 
Shots at 69m and 80m fired into hydrophones from 36m to 102m. 
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Figure 5.10 Source and receiver positions for the boreholes used in survey 2. In the 
second half of the survey, sources were placed in borehole I and receivers in 
borehole E. 
Shots at 91m and 102m fired into hydrophones from 58m to 102m. 
The survey was then repeated with sources in borehole I from 14m to 
102m depth, at 11m intervals, and using the same arrangement of the 
hydrophone string. This survey was designed to be a time-saving 
experiment, but this also led to some problems with the coverage of the 
section. Unfortunately, there was no borehole verticality data available for 
the boreholes in this survey, so I had to assume that the boreholes were 
vertical and parallel. 
The Close End Fault crosses the lower half of this survey, cutting 
borehole I at 61m and truncating the Harrington seam 12.73m away from 
borehole I . The other main seams present are the Black Metal at 83.93m 
(0.49m thick), the Fireclay at 92.3m (0.38m thick) and the White Metal at 
103.52m (0.93m thick). 
This survey was beset with the same problems of high amplitude aliased 
tube waves in the data, which again proved very difficult to remove. The 
processing sequence was the same as for survey 1, but using a desired 
Butterworth output wavelet of 100-700Hz bandwidth in the waveshaping 
deconvolution. These lower frequencies were used because the raw data 
have a slightly lower bandwidth than in survey 1. The migration velocities 
used are shown in Table 5.2. These are quite different from those used for 
survey 1, which is surprising and hard to explain. 
2200 m/s 0-16m 
2950 m/s 16-24m 
3000 m/s 24-36m 
3150 m/s 36-48m 
3220 m/s 48-110m 
3200 m/s 110-120m 
Table S.2 Migration velocities for survey 2 
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This results from this survey are again inconclusive. There is no real 
evidence in the migrated data to pin-point the Close End Fault accurately. 
All nine shots from the first half of this survey were migrated independently 
and the results shown in Fig. 5.11. It was hoped that reflections could be 
obtained from the Harrington seam to enable the position of the Close End 
Fault to be identified. There is some indication of a reflection from the 
Harrington, but it is unfortunately very weak and variable in character. 
Processed common-shot gathers from shots at 36m, 47m, 58m and 69m 
depth are shown in Fig. 5.12 and Fig. 5.13, with shots in borehole E. Any 
reflection from the Harrington seam at around 78m depth would only be 
seen on a few receivers (approximately between 62m and 78m depth). In 
the common-shot gathers from 36m, 47m and 58m in Fig. 5.12 and Fig. 
5.13, there is an event on these receivers which terminates at the right depth 
on the line of first breaks, but this is very weak and also possesses a quite 
different character on each gather. It is not surprising, therefore, that this is 
not very well imaged in the migration. There are other, stronger, events but 
some of these again have no source in the subsurface. A good example is 
the high-amplitude event which appears to be a reflection from an interface 
at about 38m depth. This reflection also varies remarkably in character 
from shot to shot. There is nothing from the borehole logs to suggest a 
reflecting horizon at this depth. 
A final stack of all 18 shots migrated together is shown in Fig. 5.14. 
There is no evidence of the~Close End FaultTin this image, anci many" of the 
reflectors imaged have no relation to the stratigraphy. For completeness, I 
have migrated shots for the downgoing wavefield, and this is shown in Fig. 
5.15. This result is disappointing, but two thin seams at about 75m and 79m 
have been imaged, and there is a hint of a reflection from a coal seam at 
29m. But, as most of the events appear to be noise, confidence in 
identifying any reflectors is low. 
The CDP method for checking the velocity field and examining the 
coherence between individually migrated common-shot and common-
receiver gathers could have been used in this survey but there seems little 
point when the data show so much variation from shot-to-shot. 
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Fagoar® 5.14 Upgoing Generalised-Kirchhoff migrated section for survey 2. An age 
of 40m has been applied to this section, and the traces have been tapered off at their 
onset. The position of the Close End Fault is marked with arrows. 
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Figoar© i . l f Downgoing Generalised-Kirchhoff migrated section for survey 2. An 
age of 40m has been applied to this section, and the traces have been tapered off at 
their onset. 
This survey, designed to image the large fault and locate accurately its 
position in the subsurface, has failed to produce an accurate depth section. 
One failing in this survey is the lack of coverage of the Harrington and the 
White Metal coal seams. It may be that a superior image could have been 
produced i f the coverage had been better. 
5o4 JD>ns<soflssD<aiEii sumdl conncltosfldMiis 
These two results from the processing and migration of crosshole 
seismic reflection data have proved disappointing. It has proved possible to 
only image one coal seam with any accuracy, and this only with marginal 
success. These data contain many apparent reflections from the subsurface, 
but the origin of these is not certain. 
The crosshole seismic technique has proved successful in imaging a 
small fault in Coal Measures rocks (Findlay et al., 1991), but the method 
appears to be very dependent upon various factors, including the site, 
source/receiver configurations and borehole separation. 
The problems in producing any significant result from survey 2 probably 
stem from the reduced coverage in that survey (by only having shots at 11m 
intervals) and the loss of energy to tube wave noise. The wavelengths 
obtained in the final migrated images for both surveys (around 4m) are very 
small in comparison to surface seismic, so makes this technique particularly 
viable where small faults are to be imaged. But the confidence of actually 
identifying reflections in these data as being real is not high.-
The rocks at Lostrigg are much harder, and have a much higher velocity, 
than at other sites where this technique has been tested. This leads to a 
decrease in the ratio of P-wave energy to tube wave energy (Chen et al., 
1990). In these data the tube waves are of very high amplitude and also 
have quite a high frequency content (up to 350-450Hz in some records). In 
the raw data, no reflected events are visible and the records are dominated 
by the high amplitude direct wave and tube wave energy. Another 
conclusion reached by Chen et al. is that tube wave amplitude varies only 
slightly with charge size, whereas the P-wave amplitude is approximately 
linearly proportional. Any increase in charge size could lead to more 
damage to the borehole, but would be beneficial to obtaining higher energy 
P-wave reflections. 
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With the presence of many thin coal seams, it is also highly likely that 
there will be lots of interference reflections resulting from short-lag or intra-
bed multiples, as well as primary reflections from closely spaced coal seams 
(e.g. see Gochioco, 1992). These types of interference can lead to complex 
reflection characters which are hard to interpret. It has been shown (White 
and Sengbush, 1963) that pressure pulses in the shot-hole fluid also 
contribute substantially to the waves radiated, which may lead to a rise in 
the complexity of signals actually received by the hydrophones. 
Some other points are worth considering in the crosshole seismic 
reflection technique. The Generalised-Kirchhoff method of migration is 
very sensitive to changes in the velocity field between the boreholes, and it 
is essential to obtain a good estimate before migration of the data. The use 
of uphole surveys and traveltime tomography go some way to aiding the 
design of the velocity field. If real reflections can be identified in the data 
as coming from, e.g., coal seams, then it is possible to invert the reflected 
traveltimes to give a much better estimate of the velocity field. But this 
would only be of use where reflections can be positively identified. 
Tube waves, which are very common in crosshole surveys, are a big 
problem and a solution needs to be found to combat this. One possibility is 
to have some method of clamping baffles in-between the hydrophones so 
that the tube wave is not allowed to travel up and down the well, or will at 
least be reduced in amplitude. 
This technique is also applicable to the oil industry, in producing high 
resolution images of reservoir horizons, but there are few examples of this 
at present. It could prove a valuable complement to existing techniques 
(VSPs and 3-D surface seismic), to enable much better understanding of 
reservoir properties, especially in monitoring EOR projects and location of 
small scale faulting, which are becoming increasingly important in the oil 
industry. 
One other advantage of the technique is that coverage can be obtained 
below buildings, rivers, dams etc where surface sources and receivers cannot 
be deployed. The use of tomographic techniques has already proved its 
worth in these fields, where it is necessary to monitor changes in the rocks 
in the subsurface. Also, coverage is obtained both above and below the 
depths of the top and bottom source/receiver locations. This could prove to 
be valuable in the high resolution imaging of reservoirs where wells do not 
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extend below the reservoir horizon. To enable this to be done, however, it 
would be necessary to use a repeatable downhole source (e.g. sparker, air-
gun). 
The limiting factor in the frequency content of the data in crosshole 
seismic reflection is the borehole separation. A larger borehole separation 
will also produce a deterioration in image quality because reflection 
raypaths become more horizontal, leading to the need for a more accurate 
velocity model. A large borehole separation results in small errors in 
velocity producing stack errors to a greater than acceptable level. 
The crosshole seismic reflection technique has the potential to image 
small faults (down to 2m throw with the wavelengths produced in the 
migrated depth section). However, there are still many mysteries as to why 
in some cases there are no reflections seen from coal seams that appear good 
candidates (thickness, depth, etc), but there are reflections that seem to 
emanate from positions where there are no obvious coal seams or impedance 
contrasts. 
More tests need to be carried out evaluate the viability of the method in 
Coal Measures rocks, and efforts made to reduce the problems introduced by 
the amplitude tube waves and the need to produce a highly accurate velocity 
model before migration. The possibility of using some sort of casing (e.g. a 
plastic sleeve) in the borehole to prevent collapse at old workings and faults 
needs to be investigated. Collapse of the borehole wall can cause the hole to 
be blocked, and then the survey has to be abandoned. Any casing used 
would have to be lightweight and low-cost as sections would invariably be 
lost in the borehole. It would also have to have a low impedance contrast 
with water so that source/receiver coupling is not affected by its presence. 
Acquisition time could be reduced by the use of a hydrophone array with 
24 channels and a repeatable source such as a downhole airgun or borehole 
sparker. Explosives are good impulsive sources but tend to be slow to use. 
For a viable exploration technique, the crosshole seismic reflection 
method should be used in conjuction with VSPs (or hole-to-surface surveys, 
e.g. see Kragh et al., 1991 and Kragh et al., 1992) as the areas of reflector 
coverage are complementary (see Fig. 5.16). The crosshole method 
provides better imaging between the boreholes, but image quality is poor 
near to the boreholes. 
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6.1 UniiftroalMcMoii 
In June 1991 I took part in a seismic experiment over a short profile on the 
granite of the Skye Tertiary central intrusive complex (see Goulty et al., 1992). 
My role in the experiment was originally to help with the data acquisition on 
Skye, but early in 1992 I processed the data as described below. The aim of the 
work was to investigate the base of a granitic intrusion, overlying basic igneous 
rocks. This chapter deals with the geology of the area, data acquisition and 
processing, and the interpretation of the results. 
Previous gravity modelling work suggested that the base of the granite lies 
at approximately 1.5km and overlies basic rocks. The seismic data indicate that 
the granite is at least 2km thick at the test location, and provides information 
about the structure at depth. 
6.2 Geology and gravity modelling 
The Skye Tertiary central intrusive complex consists of gabbros and 
ultrabasic rocks, which form the Cuillin hills on the west, and granites which 
form the Eastern and Western Red Hills on the east (Fig. 6.1). Bott & Tuson 
(1973) inferred from their gravity work that the granite is approximately 1.5km 
thick and overlies basic rocks, but that the granite forms less than 8% of the 
total volume. The bulk of the intrusion may consist of basic rocks to a depth of 
14km. The sequence of events in the Skye Palaeocene central igneous complex 
can be summarised as follows, after Bell (1976) and Emeleus (1992): 
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Figure 6.1 Sketch map showing the location of the seismic line AB. The 
Cuillin complex is indicated by diagonal lines, that of the granites by 
stippling, and that of the Marscoite suite by solid black. The Strath na 
Creatheach Centre forms the lobe of Granite on the southern flank of the 
Western Red Hills. 
(1) Eruption of plateau basalt lavas and intrusion of NW-SE basic dykes. In he 
vicinity of the central complex this was succeeded by acid and intermediate 
pyroclastic rocks. 
(2) Intrusion of gabbros, ultrabasic rocks and basic cone-sheets of the Cuillin 
Hills. Injection of NW-SE dyke swarms continued. 
(3) Granites intruded at three centres. Initially at the Strath na Creatheach 
Centre in the SW, followed by the Western Red Hills and the Marscoite suite, 
and finally at the Eastern Red Hills. Intrusion of NW-SE basic dykes continued 
during and after granite emplacement. 
(4) Lavas and volcaniclastics eroded until the granites and gabbros unroofed 
and exposed at the surface. 
Although the granites intrude the Cuillin Hills, mafic magmas continued to 
be intruded throughout granite emplacement, as shown by the ferrodiorites and 
hybrids of the Marscoite suite ring-dyke and small amounts of gabbro in the 
Western Red Hills (Thompson, 1969), and the post-granite basic dykes. 
6.3 Data acquisition 
In the survey area the granite is overlain by a layer of drift and peat, of 
varying thickness. A shot-hole was drilled 9m deep into a surface outcrop of 
granite along the survey line. This was carried out by a a drilling-rig hired 
from a quarry at Sconser, which was unfortunately only able to drill usable 
holes at the centre of line AB shown in Fig. 6.1, because of the lack of good 
access roads and being unable to have boreholes cased down to rockhead. Two 
shots, each consisting of 1.5kg of gelamex and tamped with water, were fired 
sequentially into a 24-channel geophone spread, which was laid out on either 
side of the shot point along the line AB. The receivers used were single 30 Hz 
geophones spaced at 10m intervals. There was no geophone at the shot 
position, at the centre of the spread. These data were recorded with a 1ms 
sample interval and a total of 2048 samples were recorded per trace. 
Figure 6.2 shows the two raw common-shot gathers combined into a 48-
channel gather, with an automatic gain control (age) of 200ms applied to the 
plot. Data are shown to Is only as there are no features of interest later in the 
data. Ambient noise in the data is due mainly to wind and rain, with some 50 
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Figure 6.2 Raw data from two shots recorded using a 24-channel geophone 
spread on either side of the shot-point. An age of 200ms has been applied. 
Hz pick-up from nearby power lines also present. A band of coherent events is 
apparent between 800 and 900ms. 
Near point B on Fig. 6.1 a shallow shot was fired into 24 geophones to 
obtain a reversed refraction profile. From the minus graph, the velocity for the 
top of the granite was estimated to be approximately S.Okms"1. This should 
give the lower limit for the velocity of the granite as a whole as the top surface 
is liable to be weathered and fractured, leading to a reduction in the seismic 
velocity. 
€A Batto pirocessfimig 
All traces had static corrections applied by first aligning all first breaks 
along a line corresponding to a velocity of S.Okms"1 from the shot point. This 
brings all the geophones to (approximately) the same datum as the shot, at 
100m above mean sea level. Spiking deconvolution was applied to these data 
with a filter length of 32ms with the autocorrelation function of each trace 
calculated over the window 700-1100ms. Following this, a bandpass filter was 
applied to each trace to pass all frequencies between 40 and 100 Hz (with tapers 
down to 20 Hz and up to 150 Hz). Figure 6.3a shows this data after 
normalization to equal energy over the window 700-1100ms, and application of 
residual statics (of up to 2ms) to align the events further. No age has been 
applied to this plot. 
The band of coherent events between 800 and 900ms is_more evident than 
on the raw common-shot record (Fig. 6.2). The total length of the geophone 
spread used was 480m, which means that only 240m of the reflector will be 
imaged. The area of the interface contributing to the reflected signal 
corresponds approximately to the first Fresnel zone, given by where d is 
the depth of the reflector and X is the wavelength. For the observed reflections, 
the diameter of the first Fresnel zone is around 600m. Consequently, it is a 
valid step to sum all the traces to yield the brute stacked trace in Fig. 6.3b. The 
trace in Fig. 6.3c is the zero-phase wavelet corresponding to the deconvolution 
process described above. 
A comparison of Figs. 6.3b and 6.3c shows that the largest events in Fig. 
6.3b correspond to (a) positive reflection events (coefficients) at 812 and 874ms 
and, (b) negative reflection coefficients at 839 and 890ms (shown by the solid 
arrows). The first three events all appear to be similar in amplitude, but the 
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fourth is somewhat weaker and not so symmetrical in character. A possible 
reason for this is that there appears to be another positive reflection event at 
897ms (indicated by the broken arrow), although this is unfortunately not very 
clear. 
6,5 Iimiteirpir'eitaftnom 
The value of 5-Okms"1 obtained for the velocity of the granite, from the 
reversed refraction spread, is likely to be too low for the bulk of the granite 
body. Velocities observed in granite are commonly in the range 5.2 - S.Skms*1. 
A velocity of 5.510ns"1 is almost certainly within 5% of the true value, so can 
be used for estimating approximate depths. 
Using this velocity, a depth of just over 2.1km below mean sea level is 
obtained for the observed reflection event at 812ms two-way traveltime. A rock 
of basic composition would produce a positive reflection coefficient, which is 
observed in the first event. A typical velocity for gabbro is around 6.7kms"1 
which can be used to estimate the depth intervals between reflecting interfaces. 
The negative polarity event at 839ms is similar in amplitude to the first event, 
which would correspond to gabbro overlying granite. These reflectors seem to 
bound a basic sheet approximately 90m thick. Using the same velocities, the 
events at 874 and 890ms may show another basic sheet approximately 54m 
thick, lying about 96m deeper. Bott and Tuson (1973) showed in their gravity 
modelling work that the base of the granite is unlikely to be deeper than 2.4km. 
If the-granite overlies-basic rocks, the last reflection event should be positive. 
It is suggested that the lower amplitude reflected event at 897ms (indicated by 
the broken arrow) represents the base of the granite, although confidence in 
identifying the actual base of the granite from these results is not high. Figure 
6.4 is a one-dimensional depth profile inferred from these results. 
The layering described is similar to that inferred at Slieve Gullion, NE 
Ireland, where flat-lying doleritic and granitic sheets are interlayered within a 
Tertiary central complex (see Bailey & McCallien, 1956, Fig. 3). 
It is possible that the observed reflection events could represent the base of 
the granite (uppermost event) overlying alternating layers of olivine-rich and 
feldspar-rich gabbro within an underlying basic intrusion. The similar 
amplitudes of the first three reflections, and the fact that no deeper reflections 
can be seen at all in these data, suggest that this not the case. 
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Figure 6.4 One-dimensional interpretation of the seismic reflection test 
indicating interlayered basic and acidic sheets at the base of the granite. 
6.6 C©EcSia§SoBB§ 
The results from this small pilot survey on Skye indicate that a more 
extensive seismic survey would provide further information about the structural 
development of this Tertiary igneous complex. The quality of the data could be 
much enhanced by using multi-fold coverage and groups of geophones to 
improve the signal-to-noise ratio. It would also be advantageous to extend the 
seismic survey to cover the edges of the granite mass. 
In conclusion, the transition from granite into (presumably) basic rocks is 
not marked by a simple interface, but is more likely to consist of interlayering 
between basic and igneous rocks. 
57 
Cftnaptteir V I E 
O v e r v i e w anndl coimcMsiioEiis 
7.1 laitrodliuictDOini 
The work presented in this thesis comprises three different seismic processing 
methods - tomographic, crosshole reflection and surface seismic. The bulk of the work is 
crosshole seismic processing, using two different methods. The work shows the contrast 
between the complexity of crosshole seismic data compared to surface seismic data, in the 
processing and interpretation. 
7.2 Tomography and crossSnole seismic relectiom meltSiods 
It has been shown, using physical model data, that seismic tomography (traveltime 
and amplitude) can be used for monitoring EOR processes in a reservoir. This is important 
because the extent of flooding (and shape of the flood front) has to be known in order to 
prevent problems with the recovery process, e.g. gas or water breakthrough to the 
production well. Unfortunately, the amplitude tomography proved unable to image the 
flood zone as well as the traveltime tomography, mainly due to being unable to correct for 
diffraction effects and multipathing in the survey. These effects are large in the physical 
model because of the sharp corners and large velocity difference in the flood zone. These 
effects are likely to be less in a real, heterogeneous reservoir because there will not be such 
sharp discontinuities in structure and velocity. 
Jiven so, it has been proved that amplitude tomography, is a viable technique and 
should be used in conjunction with traveltime tomography to enable a more detailed 
interpretation of the progress of the flood front through the reservoir. There are still some 
problems to overcome in amplitude tomography. A better method of inverting the 
amplitudes, involving wave-equation-based forward modelling, would be advantageous as 
the ray-based method cannot correct for diffraction effects. Traveltimes are not so 
drastically affected by variations in rock structure (other than head waves, for which there 
was no evidence in these data). 
Tomography is essentially a low-resolution technique, whereas crosshole reflection 
surveys can produce high resolution images between the two boreholes. In opencast coal 
exploration, it is necessary to resolve small faults and the detailed structure of fault zones; 
hence crosshole reflection surveys are much more suitable. Traveltime tomography can 
help in making an initial estimate of the velocity field between the boreholes, combined 
with the uphole information. In using the Generalized Kirchhoff algorithm for depth 
migration of the data, an accurate estimate of the velocity field is required, but the more 
complex the model, the greater the computational effort. 
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The results from the surveys carried out at Lostrigg, Cumbria in the Coal Measures 
rocks failed to image any reflectors with any great confidence (see Chapter V). Only one 
coal seam was imaged at the correct depth, in Survey 1. After processing the data as 
described in Chapter IV, there seemed to be many reflected arrivals present, but their origin 
is not clear and has no correlation with the information obtained from the well log data. 
Although previous results from the crosshole seismic reflection method show that faults 
can be imaged with some accuracy (Findlay et al. 1991), the results obtained here were 
disappointing. 
All records were heavily contaminated with fairly high frequency and high energy 
(relative to reflected signals and direct wave arrivals) tube waves. It is possible that the use 
of a larger charge size could have resulted in a gain in amplitude of the reflected P-wave 
energy relative to the tube waves (Chen et al. 1990). Another effect that can give rise to a 
higher complexity in the signal received at the hydrophones is tube waves in the source 
borehole which act as secondary sources where they interact with discontinuities in the 
borehole walls. 
From the borehole logs and geological cross section drawn up by the BCO geologist, 
it can be seen that there are numerous thin coal seams (predominantly between 0.2-0.3m 
thick) with thin layers of shale/sandstone between them. The tuning thickness is given by 
A/4 where A is the wavelength. Using an average velocity of 2200ms"1 for the coal seams 
in this survey, the tuning thickness is calculated to lie in the range 2.75m to 0.55m for 
frequencies of 200-1000Hz. 
It is impossible to state categorically how much these factors influenced the results 
from Surveys 1 and 2 in Chapter V. It is likely that they all had some effect but the main 
reason is probably the weak generation of body waves in these relatively hard rocks. 
However, thin beds can still give an appreciable reflection amplitude at thickness below 
A./20 (Widess 1973). The positioning of baffles between receivers, and above and below 
the source, may go some way to reducing the effect of the tube waves in the data. 
Crosshole seismic reflection surveys also need good coverage to be able to image the 
area between the boreholes well, and should be planned using some a-priori knowledge 
(from well log information) so that the required targets are successfully imaged. 
7.3 SIkye sensmmfic experomemit 
In contrast to the crosshole seismic processing methods, the pilot seismic experiment 
on the Isle of Skye (Chapter VI) is a surface seismic survey, designed to determine the 
depth of the granite mass in the Western Red Hills. Compared to the crosshole seismic 
reflection work, this is very low resolution and the frequency content much reduced. The 
results from this experiment, after suitable processing, are encouraging, and suggest that a 
large-scale seismic survey over the region will image the true extent of the granite body. 
The stacked trace from all traces in the common-shot gather recorded shows that at the 
base of the granite (approximately 2.1km below mean sea level) there are alternating layers 
of basic (gabbro) and acidic (granite) layers. The results also agree closely with previous 
gravity work by Bott & Tuson (1973). 
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7o4 CoDDdansnouns 
In overall conclusion, it is clear that the tomography work has great potential for 
monitoring work, e.g. enhanced oil recovery processes and that both traveltime and 
amplitude tomographic inversion should be performed as the results are complementary. 
The crosshole seismic reflection technique has great potential for obtaining high-resolution 
seismic sections of the subsurface, and could also be used for monitoring purposes. It has 
much higher resolution than tomography, but there is less certainty about obtaining a 
meaningful image. Key factors are the generation of compressional body wave energy, 
which is more difficult in harder rocks, and the reflectivity. 
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This appendix gives a brief outline of how to perform a SIRT inversion 
using the program available in the Department of Geological Sciences, and also 
lists the few programs and subroutines that I have written. Programs that have 
merely been altered by me for use with my data are not listed here. External 
subroutines include the UNIRAS (version 6v2a) plotting library, a library of 
time-series analysis subroutines from various sources (tsasub.f in user-id 
dgl3ml on the unix system in the Department). All programs are written in 
Fortran77 to run on a Sun4. There are some c-shell scripts also written to make 
life easier when compiling and linking programs. 
Other subroutines that have been used are all on public domain on the 
computer system in the Department of Geological Sciences. These are all from 
various sources, including some in-house software. All software on user-
identifier dgl3ml is commented and has README files to explain how to run 
the programs, and which versions to use. Parameter statements at the head of 
each program should be checked and altered to suit the needs of the user. 
Appendix A d 
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The SIRT inversion programs prompt for input as it is run and has various 
options, including use of gradient fields, back-projection for an initial velocity 
field, weighting schemes and fixing of velocities in cells. Plotting of velocity 
tomograms requires a different program, shadel.f for tank data or contour.f 
which is a general contouring routine. An outline of a SIRT inversion scheme, 
data formats, etc is given. 
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The subroutine SUBSM is the selective smoothing routine as described 
previously in Chapter I I . The input velocity field is returned smoothed to the 
main program on exit. 
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There are two contouring and shading routines, the first for the data from 
the tank, shadel.f, which takes into account the cells for the water layer. The 
second, contour.f, is a general contouring, shading program for output from a 
SIRT inversion. Both use UNIRAS subroutines and are menu-driven. 
Hardcopy output can be obtained in colour, greyscale or a white-black scheme. 
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Appendix A„4 
Programm ffoir ©st5inmsatt5<D)nn of &innipMtadl@§ 
This program reads in a given seismic record (which has to be zero-phase, 
and include first-breaks in the headers), and wi l l calculate the amplitude of the 
direct-wave arrival over a given window, using the scheme described 
previously in Chapter I I I . The amplitudes are output in a format ready for 
input to an amplitude inversion scheme. 
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Appendix A»S 
§iinlbr©Mltnim© to cffllcuallalte g®©mm®ftncfflB=§pir©ffldfiimg 
c©rr©cttn<D>nns ff©r ammpllfltodl© nimv®rsncDim 
This subroutine is adapted from the raytracing scheme used in the traveltime 
inversions to calculate parameters for the in-plane and out-of-plane geometrical 
spreading corrections for use in the amplitude inversion. It requires the SIRT 
subroutine libraries to run. Three output files are produced; TIMES, which 
contains angle information for a single raytrace through the velocity model; 
TIMES2, which contains the parameters for calculating the in-plane correction; 
and TIMES3 which has the out-of-plane correction calculated and written to the 
last column in the fi le. 
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Appsimdlnx A o 6 
P r o g r a m to a p p l y c©r rec t t aonns to amnnplntodls d a t e 
This program is only applicable to the physical model data, and the files for 
input are the three files that are output from the previous subroutine and the 
velocity field used for the raytracing. Other inputs are the recorded amplitudes 
and the directivity of the amplitude. 
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Appendix Ad 
Ammplntadfe nnsveirsncDini pr©grsDimn 
The program amp.f reads in the measured and reference amplitudes, and the 
raypath information from raytracing through the final velocity field obtained 
from the traveltime inversion. There are options for damping and to fix cells of 
a known value. 
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