This paper presents a convenient shortcut method for implementing the Heckman estimator of the dynamic random effects probit model and other dynamic nonlinear panel data models using standard software. It then compares the estimators proposed by Heckman, Orme and Wooldridge, based on three alternative approximations, first in an empirical model for the probability of unemployment and then in a set of simulation experiments. The results indicate that none of the three estimators dominates the other two in all cases. In most cases all three estimators display satisfactory performance, except when the number of time periods is very small.
Introduction
The initial conditions problem is well-recognised in the estimation of dynamic non-linear panel data models. Its cause is the presence of both the past value of the dependent variable and an unobserved heterogeneity term in the equation and the correlation between them. The strict exogeneity assumption for regressors, routinely used in static models in order to marginalise the likelihood function with respect to the unobserved heterogeneity, cannot be used in a dynamic setting due to the presence of the lagged dependent variable.
The standard estimator for the probit model in this context is that suggested by Heckman (1981a Heckman ( , 1981b , who was the first to explicitly address this problem.
1 His approach involves the specification of an approximation to the reduced form equation for the initial observation and maximum likelihood estimation using the full set of sample observations allowing cross-correlation between the main and initial period equations. However, use of the estimator has been limited by it requiring separate programming due to its absence from standard packages. This has led to the proposal of alternative estimators that have the advantage of requiring only standard software. The estimators suggested by Orme (1997 Orme ( , 2001 ) and Wooldridge (2005) , based on alternative approximations, are commonly used in place of the Heckman estimator for this reason. The main merit claimed by both Orme and Wooldridge for 1 Although Heckman discussed the issue in the context of the binary probit model, his suggested solution (as well as other suggested solutions discussed below) can also be applied to many other dynamic non-linear panel models, as we discuss later. This paper concentrates on fully parametric approaches to the estimation of these models. See Honoré (1993) and Honoré and Kyriazidou (2000) for semi-parametric estimators for this type of model. their estimators relative to Heckman's is that theirs can be straightforwardly estimated using standard software.
These estimators have been widely used in many different applications.
Some examples are as follows: labour force participation (Hyslop, 1999) ; unemployment spells (Arulampalam, et. al., 2000) ; unemployment and lowpay dynamics (Stewart, 2007) ; self-employment (Henley, 2004) ; well-being and income support receipts (Lee and Oguzoglu, 2007) ; social assistance and welfare participation (Andrén, 2007, and Cappellari and Jenkins, 2008) ; absence behaviour (Audas at al, 2004) ; self-reported health status (Contoyannis et al, 2004) ; health insurance (Propper, 2000) ; infant mortality (Arulampalam and Bhalotra, 2006) ; smoking behaviour (Dorsett, 1999, and Clark and Etilé, 2006) ; housing allowance and ownership (Chen and Entrom Ost, 2005) ; ownership of stocks and mutual funds (Alessie et al, 2004) ; firms' export behaviour (Bernard and Jensen, 2004) ; firms' dividend behaviour (Benito and Young, 2003, and Loudermilk, 2007) ; entry and exit of firms from foreign markets (Requena-Silvente, 2005) ; and debt relief (Chauvin and Kraay, 2007) .
The majority of applications have been based on binary probit models, but some also use the estimators in the context of ordered probit models (e.g. Contoyannis et al, 2004, and Pudney, 2008) and Tobit models (e.g. Islam, 2007, and Loudermilk, 2007) . Some applications have also used extensions to bivariate models (e.g. Alessie et al, 2004, and Clark and Etilé, 2006) . This paper sets up the three estimators in a common framework and presents a convenient shortcut method for implementing the Heckman estimator using standard software designed either for the estimation of static models with heteroskedastic random effects (available in Stata) or for constrained random coefficient models (available in Limdep). The dynamic random effects probit model is used as the example throughout the paper, since it is the most commonly used such model.
The increased ease and availability of the Heckman estimator that these shortcut methods provide removes some of the initial motivation for the simpler alternatives. However since the Heckman estimator is itself based on an approximation, this raises the question of the relative finite sample performance of these three approximation-based estimators. This paper therefore also provides an examination of the relative merits of the Heckman, Orme and Wooldridge estimators in the absence of the software issue. It examines differences between the three estimators first in the context of an empirical illustration using a model for the probability of unemployment and then presents a Monte Carlo investigation of their finite sample performance.
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The Orme and Wooldridge estimators are found to perform as well as, and in some aspects better than, the Heckman estimator. However, none of the three estimators dominates the other two in all cases. 2 The focus in this paper is on the comparison of the parameter estimates across the three estimators. "Partial effects" can also be estimated after use of these estimators in various ways. They can for example be evaluated for particular (real or hypothetical) individuals (in terms of unobservables as well as observables) or averaged across individuals. Wooldridge (2005) for example discusses easy calculation of "average partial effects" in the context of his approach. However, given the central focus of this paper, both the empirical illustration and the Monte Carlo investigation focus on comparison of the parameter estimates across the three estimators
Econometric Model and Estimators
Denote the conditional distribution for the observed dependent variable y it by D(y it |y it−1 , x it , α i ), where i indexes independent cross section units and t indexes time periods, x it is a vector of conditioning variables at time t which are assumed to be strictly exogenous, and α i is the unobserved time-invariant heterogeneity. 3 Denote the parametric density associated with this conditional distribution by f t [y it |y it−1 , x it , α i ; δ 1 ] for t = 1, . . . , T , where δ 1 is the associated vector of parameters. The density of (y i1 , y i2 , . . . , y iT |y i0 , x it , α i ) is then given by
A parametric specification for the distribution of the unobservables α in
(1) would enable the researcher to integrate out the α from (1). However, in the absence of the start of the sample coinciding with the start of the stochastic process, y 0 will not be independent of α in (1). This requires some assumptions about the generation of the initial observation. 4 The three different estimators for estimating δ 1 from (1) proposed in the literature differ in terms of how the initial conditions problem in (1) is handled. These methods are detailed below.
The standard uncorrelated random effects model assumes additionally 3 For notational convenience, a balanced panel data structure is assumed. The estimators and all the discussions of them below are easily generalisable to certain unbalanced cases. 4 The assumption that the process has been in equilibrium for some time may also be used to solve the problem. However, this estimator is not easy to implement using standard software, and in most of the empirical applications this assumption is difficult to justify (Heckman, 1981b; Wooldridge, 2002; Hsiao, 2003) . that α i is uncorrelated with x it . Alternatively, following Mundlak (1978) , correlation between α i and the observed characteristics can be captured by including x i = (x i0 , . . . , x iT ), or alternatively averages of the x-variables over t, as additional regressors in the model. To simplify notation, this specification will not be used explicitly here; rather it should be understood that when the Mundlak correlated random effects (CRE) model is used, x it in (1) implicitly subsumes a full set of period-specific versions of the (timevarying) x-variables (or their means).
The Initial Conditions Problem and Heckman's Estimator
The Heckman approach starts from the joint density of (y T , y T −1 , . . . , y 0 |x, α)
specified as
with the first term on the right hand side given by (1). 5 The unobservable α can be integrated out of the log likelihood by making a distributional assumption about the conditional density of the first observation f 0 (y 0 |x, α) and the density for α given x.
Heckman suggested approximating the density f 0 (y 0 |x, α) using the same parametric form as the conditional density for the rest of the observations. 5 To simplify notation, parameters are not explicitly shown in the densities.
Consider the latent variable form of the random effects probit model for illustration. Let
where
with θ T = 1 for identification, and the equation for the first period written using the error components structure as
where z i is a vector of exogenous covariates which is expected to include x i0 and additional variables that can be viewed as "instruments" such as pre-sample variables. The u it are independent of the α i . The standard assumptions regarding the distributions of the u it and α i -that they are both normally distributed, the former with variance 1, the latter with variance for the initial conditions (θ 0 α i + u i0 ) to be freely correlated with the errors in the equations for the other periods (θ t α i + u it ). In addition, the above specification also relaxes the standard assumption of equi-correlated errors in periods t = 1, . . . , T . 6 Most of the existing applications of this technique 6 In the standard equi-correlated model, Covar(α i +u it , α i +u is ) = σ 2 α , for t, s = 1, . . . , T , t 6 = s. The correlation between two periods is therefore given by ρ = σ have assumed fixed correlation between (θ 0 α i +u i0 ) and the error terms in the equations for the other periods, 7 as well as within these latter, by specifying equation (5) as
and equation (6) as
Equations (5) and (6) together specify a complete model for (y 0 , y 1 , . . . , y T ).
The contribution to the likelihood function for individual i in this model is given by
with θ T = 1, g(α) is the probability density function of the unobservable individual-specific heterogeneity and Φ is the standard normal cdf. In the standard case considered here, α is taken to be normally distributed and the integral in (9) can be evaluated using Gaussian-Hermite quadrature (Butler and Moffitt, 1982) .
The approximation that is used in equation (6) for the initial period can also be derived as follows. Write the initial period latent equation as
The initial condition problem is present because of correlation between v i0 and α i . Assuming bivariate normality,
For an exception, see Andrén (2007) .
. Using this, (10) can be written as
where α i and u i0 are orthogonal by construction and u i0 ∼ N(0, 1). Rescaling this equation by σ v √ 1 − r 2 gives the equivalent of (6) 
and the latent variable y * i0 also rescaled by σ v √ 1 − r 2 .
Shortcut Implementation of Heckman's Estimator
The simplified implementation procedure proposed here involves the creation of a set of T + 1 dummy variables: d
Equations (5) and (6) in the model with "freely correlated" v it can then be combined to give (with θ T = 1)
This is equivalent to a standard random effects specification, but with a heteroskedastic factor loading for the random effects. Software that allows this form of heteroskedasticity, such as the gllamm program in Stata, can be used to estimate this model. The more standard "equi-correlated" special case gives
Alternatively the model can be viewed as a constrained random coefficients model. The model with "equi-correlated" v it can be rewritten as
This contains a random intercept term, α i , and the coefficient on d is a second random coefficient, with a unit correlation with the random intercept, but a different variance. The specification can also be generalised to the "freely correlated" form as above with a different variance for each period. Software for estimating random coefficient models that allows this form of restriction, such as Limdep, can therefore also be used.
Orme's Two-step Estimator
Orme's two-step estimator is in the spirit of Heckman's two-step procedure for addressing the issue of endogenous sample selection. Since the cause of the initial conditions problem is the correlation between the regressor y it−1 and the unobservable α i , Orme (1997 Orme ( , 2001 ) uses an approximation to substitute α i with another unobservable component that is uncorrelated with the initial observation. Using the same assumption as in the derivation of the Heckman
α , r), and writing now
eans that we can write
where w i is orthogonal to v i0 by construction and distributed as N(0, 1).
Substituting for α i in (5) gives
Equation (16) has two time-invariant unobserved components, v i0 and w i .
Since E(w i |y i0 ) = 0 by construction, the initial conditions problem can be addressed by allowing for the correlation of v i0 with y i0 in (16). As Orme notes, (10) and the assumption of bivariate normality for the joint distribution of (v i0 , α i ) implies that
where φ and Φ are the Normal density and distribution functions respectively. This is the generalised error from a first period probit equation, analogous to that used in Heckman's sample selection model estimator. Hence we can estimate (16) as a random effects probit model using standard software with v i0 replaced with an estimate of e i after the estimation of (10) using a simple probit.
Orme's method can easily be generalised to allow v i0 to be freely correlated with v it in the spirit of Heckman, by including a set of time dummies interacted with the e i as suggested by Orme. A potential problem is that the time-invariant error component in the second stage will be heteroscedastic.
When v i0 is replaced by e i ≡ E(v i0 |y i0 ), a factor involving [v i0 −e i ] gets incorporated into w i , which is now heteroskedastic because it depends on the two conditional expectations involved in e i . The extent of this heteroscedasticity declines as r does.
Although based on a local approximation for small r, Orme finds that the approximation works reasonably well even when this correlation is fairly different from zero. Since the Heckman and Orme estimators make the same distributional assumptions for (v i0 , α i ), the simplified implementation of the Heckman estimator in section 2.2 reduces the usefulness of the Orme estimator. However the Orme estimator offers dramatic savings in computing time relative to the Heckman estimator.
Wooldridge's Conditional ML estimator
The Heckman estimator approximates the joint probability of the full observed y sequence (y 0 , y 1 , . . . , y T ). Wooldridge (2005) on the other hand, has
proposed an alternative Conditional Maximum Likelihood (CML) estimator that considers the distribution of y 1 , y 2 , . . . , y T conditional on the initial period value y 0 (and exogenous variables).
The joint density for the observed sequence (y 1 , y 2 , . . . , y T |y 0 ) is written as f (y T , y T −1 , . . . , y 1 |y 0 , x, α). In order to integrate out the unobservable α,
Wooldridge specifies an approximation for the density of α conditional on the initial observation y 0 . Thus a specification such as the following is assumed in the case of the random effects probit,
in which z i includes variables that are correlated with the unobservable α i .
The appropriate z may differ from that in the Heckman specification. The idea here is that the correlation between y i0 and α is handled by the use of (19) giving another unobservable individual-specific heterogeneity term a which is uncorrelated with the initial observation y 0 . Wooldridge in fact specifies z i to be x i as in the Mundlak specification using information on periods 1 to T , but alternative specifications of it would also be possible.
Substituting (19) into (7) gives
In this model, the contribution to the likelihood function for individual i is given by
where g * (a) is the normal probability density function of the new unobservable individual-specific heterogeneity a i given in (19). Since this is the standard random effects probit model likelihood contribution, one can proceed with the maximisation using standard software. Note that if x i is used for z i this means that the Wooldridge estimator for the uncorrelated random effects specification and for the Mundlak correlated random effects specification are the same, since x i is already included in the model to be estimated. As for the other estimators, Wooldridge's method can also be easily generalised to allow the initial condition error to be freely correlated with the errors in the other periods in the spirit of Heckman, by including a set of time dummies interacted with the y i0 .
One useful way of contrasting the approaches used by Heckman and
Wooldridge is in terms of the conditioning used and the implications that this has for the distributional approximations required. Both approaches share a common specification for f (y 1 , . . . , y T |y 0 , α). Heckman uses this to specify the joint density of (y 0 , y 1 , . . . , y T ) as in (3). This requires an assumption for the joint density of y 0 and α, which equals f (y 0 |α)g(α). Wooldridge in contrast uses it to specify the conditional density given y 0
Thus while Heckman requires an approximation for the joint density of y 0 and α, Wooldridge only requires an assumption for the conditional density h(α|y 0 ). In practice in the context of the dynamic probit model, Heckman and Orme assume bivariate normality for (v i0 , α i ), while Wooldridge assumes normality of the conditional distribution of α i given y i0 .
Another way of contrasting the Wooldridge estimator with those of Heckman and Orme is in terms of the implied specification of E(α i |y i0 ). In the Heckman and Orme setups, E(α i |y i0 ) = σ α re i /σ v , with e i given by (17). In the Wooldridge setup it is taken to be linear in y i0 and z i .
Applications to Other Non-linear Models
Although the random effects probit model has been used for illustration, the basic principles of the three estimators are easily generalisable to other random effects dynamic non-linear models such as Tobit, Poisson etc. (see Wooldridge, 2005; Orme, 2001 .) This generalisation also applies to the simplified implementation of the Heckman estimator provided in section 2.2.
Example 1: Dynamic random effects Tobit model
Equations (4) and (5) would become
with θ T = 1 and the latent initial condition equation again given by (6).
The effect of the lagged observed response variable is specified in terms of the function q(.). One can also allow separate effects according to whether the previous period's outcome was a corner solution or not. See Loudermilk (2007) and Islam (2007) for recent applications of this model. The other steps involved in the model estimation, using any of the three methods discussed earlier, go through.
Example 2: Dynamic random effects ordered Probit model
Equations (4), (5) and (6) would become
with θ T = 1 and the latent initial condition equation again given by (6). 
Example 3: Dynamic random effects Poisson model
Here the conditional mean of the y it process is assumed to take the following form:
The effect of the lagged observed response variable is specified in terms of the function q(.). One can allow separate effects according to the specific response in the previous period. The other steps involved in the model estimation, using any of the three methods discussed earlier, go through.
Empirical Illustration
The empirical illustration uses data from the first six waves of the British Household Panel Survey (BHPS), covering the period 1991-1996, to examine the unemployment dynamics of British men. 8 The data used are a subsample of those used in Stewart (2007) . The sample is restricted to those who were in the labour force (employed or unemployed) at each of the six waves. The ILO/OECD definition of unemployment is used, under which a man is unemployed if he does not have a job, but had looked for work in the past four weeks and is available for work.
Results for different estimators for a model for the probability of unemployment of the form of equation (7) above are given in Table 1 . The standard model that assumes equi-correlated errors over periods 1 to T is estimated to keep the illustration simple. Column [1] gives the pooled probit estimates. Additional education, more labour market experience and being married reduce the probability of unemployment. Being in poor health or living in a travel to work area with a high unemployment-vacancy ratio raise the probability. Being unemployed at t − 1 strongly increases the probability of being unemployed at t.
Column [2]
gives the equivalent standard random effects probit estimates, treating lagged unemployment as exogenous. The coefficients on all the xvariables are increased, while that on y t−1 is reduced relative to the pooled probit estimates. However the random effects probit and pooled probit models involve different normalizations. To compare coefficients those from the random effects estimator need to be multiplied by an estimate of
where ρ is the constant cross-period error correlation given by ρ = σ Estimates for the corresponding correlated random effects model, using the Mundlak specification, are given in Table 2 . This results in the full set of period-specific versions of the time-varying x-variables being added to the main equation (in addition to already being in the initial period specifica-tion). Recall that the Wooldridge estimator is the same in both cases. The estimates of γ using the Heckman and Orme estimators both fall slightly when this specification is used. The estimates of the coefficients on education and experience are little changed, but those on the (time-varying) married and health limits variables fall considerably and now match closely those from using the Wooldridge estimator.
As indicated above, other specifications of both the z-vector and the relationship between α and the x-variables have been proposed and can be used as alternatives. However the contenders considered here have little effect on the estimates in Tables 1 and 2 . To illustrate, using only x i1 rather than the whole of x i in the initial period equation (in addition to the two exogenous pre-labour market instruments) reduces the Heckman estimate of γ in Table 1 Table 2 .
Simulation Illustration
In this section we present the results from a set of Monte Carlo simulation experiments, to provide a comparison of these estimators in a set of situations where the true values of the parameters are known.
For the baseline experiment we consider the data generation process used by Heckman (1981b) and Orme (2001) , but then consider a fuller set of variants of, and deviations from, this baseline experiment (as well as investigating all three estimators). The setup for the baseline experiment is as follows. The latent variable is generated as
with
, where u it is generated as iid N(0, 1) and α i as iid The exogenous regressor is taken to be generated by a Nerlove process of the form x it = 0.1t + 0.5x i,t−1 + U(−0.5, 0.5) with x i,−25 ∼ U(−3, 2).
9
The N individual x it sequences are held fixed across replications. In the first set of experiments y * i,−25 is generated as a standard normal random variate.
For the baseline experiment samples with N = 200 and T = 3 are used to match those in Heckman (1981b) and Orme (2001) , but an extensive range of alternative values for these were also examined in further experiments. In the baseline experiment the parameter values were set at γ = 0.5, β 1 = −1, here do a good job of dramatically reducing this bias. Looking at the asymptotic t-statistics for the null hypothesis that γ equals its true value and using a nominal 5% significance level, the three estimators (in the order used in the table) give rejection rates of 5.6%, 5.3% and 5.4%. So all fairly close to the nominal level. This contrasts with a 98% rejection rate for the standard random effects probit estimator treating the initial condition as exogenous.
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The relative biases and the root mean square errors all decline when T is increased to 5 in experiment 2 and mostly decline further when T is increased to 8 in experiment 3. Figure 1 plots the percentage relative biases in the estimates of γ for each value of T from 2 to 12. For T of 4 and above this
shows bias of about 3% or less, markedly lower than for T = 2 or 3. These are however significantly different from zero at the 5% level for at least one of the estimators for T = 4, 5 and 10. As for T =3, the rejection rates for the tests of γ equal to its true value are fairly close to the nominal 5% for all T ≥ 4. However for T =2, these rejection rates are far too high: 18%, 14%
and 18% for the three estimators.
The next two experiments reported in Table 3 Third, it reduces r, the correlation between v i0 and α i , from 0.59 to 0.35.
Fourth, it reduces y 0 , the mean of the outcome variable in the initial condition period, from 0.31 to 0.25 (and also the means in subsequent periods).
Despite the reduction in r, this worsens the bias in all three estimators of γ and in two of the estimators of β.
In experiment 7, σ α is increased from 1.0 to 1.5. This reduces the "ex- Table 4 .
(They all also use T =5.) In experiment 18, r is set to zero and hence the initial condition is exogenous. The initial observation y * i0 was drawn from N(−0.45, 1.0) and β 0 was set equal to −1.0. These intercepts were chosen to give period-by-period sample means for the observed y similar to the base experiment. The rest of the parameters are the same as in the base experiment.
Relative to experiment 2, all three estimators of γ show an improvement in the relative bias, which is almost zero for all three estimators. However, despite this, the root mean square error worsens for all three estimators. In contrast there is a slight increase in the relative bias in the estimators of β, to about 4% for all three estimators, but a slight reduction in the root mean square error.
In the remaining experiments reported in Table 4 In summary, as the initial conditions problem becomes more serious (as measured by the correlation between the equation errors in the initial period and later periods), the Heckman estimator deteriorates somewhat more than the other two in terms of the relative biases. However, the root mean square errors for all three estimators are very similar.
Judged across the full set of experiments conducted, none of the three estimators dominates the other two in all cases, or even in a majority of cases.
Conclusions
This paper presents a convenient shortcut method for implementing the Heckman estimator of the dynamic random effects probit model using standard software. This removes the need for separate programming and puts this estimator on a similar footing to the simpler estimators suggested by Orme and Wooldridge based on alternative approximations. The choice between these estimators can therefore be based on performance rather than availability or ease of use. An empirical illustration has been presented in section 3 and a set of simulation experiments in section 4. The former suggests that it is advantageous to allow for correlated random effects using the approach of Mundlak (1978) , but that once this is done, the three estimators provide similar results. The simulation experiments suggest that none of the three estimators dominates the other two in all cases. In most cases all three estimators display satisfactory performance, except when T is very small. 1. 1000 Monte Carlo replications used in each experiment.
2. In the baseline experiment the parameter values were set at γ=0.5, β 1 =-1, β 0 =4, σ α =1. The process starts at t=-25, the observed "initial condition" period is t=0, T =3 and N=200. 1. 1000 Monte Carlo replications used in each experiment.
2. In experiments 18-22 there were no run-in periods, i.e. the process was started at t=0. The initial observation y * i0 was generated in the exogenous initial condition experiment (18) as N(−0.45, 1) and in the endogenous initial conditions experiments (19-22) as y * i0 = −0.45 + rα i + √ 1 − r 2 u i0 where u i0 ∼ N(0, 1). β 0 was set equal to −1.0. These values were chosen to gives averages for y similar to the base experiment. T =5, N=200 for all experiments in this table. 
