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We reveal a one-dimensional topological insulating phase induced solely by gain and loss control in
non-Hermitian optical lattices. The system comprises units of four uniformly coupled cavities, where
successive two have loss, the others experience gain and they are balanced under two magnitudes.
The gain and loss parts are effectively dimerized, and a bulk bandgap, topological transition, midgap
topological edge and interface states in finite systems can all be achieved by controlled pumping.
We also clarify non-Hermitian topological numbers and edge states in gapless conditions.
Controlling optical properties with external signals is
a major destination in photonics research [1], and it is
largely associated with tailoring the refractive index. Re-
cent studies have revealed that the imaginary part of
the refractive index, namely gain and loss, can do much
more than just tuning the optical intensity. The key con-
cept, parity-time (PT ) symmetry [2, 3], was introduced
for obtaining real spectra of quantum systems with non-
Hermitian components. Its analogy in optics [4, 5] cor-
responds to complex refractive index profiles with sym-
metric real parts and antisymmetric imaginary parts, i.e.
n(r) = n∗(−r). Such a system can show an exceptional
point (EP) [6] where its eigen-detuning sharply changes
from real to imaginary values [7, 8] (spontaneous PT
symmetry breaking). There are many interesting phe-
nomena related to PT symmetry including power oscil-
lation [4, 9], double refraction [4, 10], Bloch oscillation
[11, 12], mode-locking [13], coherent absorption [14–16],
fast light [10, 17, 18], and unidirectional reflectivity [19–
21]. Furthermore, nonlinearity-induced isolation [22, 23],
single-mode lasing [24, 25], and beam steering [26] were
achieved under controlled pumping.
To widen the scope of non-Hermitian optics [27, 28],
there are growing attempts to incorporate topological
features to photonic systems with gain and loss. While
Hermitian photonic topological phases [29–31] are based
on celebrated discoveries such as the quantum Hall ef-
fect [32, 33] and topological insulators [34, 35], non-
Hermitian topological optics originates from the theo-
retical question as to whether or not stable topological
quantum states exist in non-Hermitian systems [36–40].
For photonics based on classical electromagnetic waves,
however, it has been clarified that there exist topologi-
cal states even when their eigenvalues are not real [41].
Researchers applied Su-Schrieffer-Heeger (SSH) photonic
lattices [42] with relevant loss and experimentally con-
firmed their topological interface states [43] and topolog-
ical transition [44]. Moreover, a topological bound state
with global PT symmetry was observed in a waveguide
array [45]. Even the lasing of photonic topological edge
states has recently been shown to be feasible [46–49].
Then, another question may arise. Can we create
a topological insulating phase solely from gain and loss
control? In previous studies of non-Hermitian optics,
the emergence of nontrivial topologies was attributed to
Hermitian factors, namely the magneto-optic effect [49],
and lattice and coupling profiles of host systems [37, 50–
53]. Even though such systems are armed with non-
Hermiticity, they take over original Hermitian topolog-
ical characters predetermined by fabrication. Moreover,
gain and loss in conventional non-Hermitian systems
[27, 28, 54] only close frequency bandgaps. Thus, they
were considered to destroy topological insulating phases.
In contrast, our aim is to generate a topological bandgap
solely by adding static gain and loss to a topologically
trivial structure. Then, achieved topological features, in-
cluding a well-defined topological number, should origi-
nate purely from non-Hermitian factors. Here, the gain
and loss are readily tunable by injection current with
independent electric channels or properly masked optical
pumping in various laser systems [18, 26, 46–48]. We will
hence have full manipulability over the topological prop-
erties in optical circuits, such as a topological transition,
and the number and position of topological states, simply
by changing the gain and loss. The resultant potential of
high-frequency modulation of the photonic topology will
open up a new horizon for topological engineering.
Here, we show theoretically a one-dimensional pho-
tonic lattice with the gain- and loss-induced reconfig-
urable topological insulating phase. We consider unit
cells of four uniformly coupled resonators, with loss in-
troduced into two successive cavities and gain introduced
into the other two. The system then forms a pair of
dimers by effective decoupling between cavities with gain
and loss. This can result in a bulk bandgap, topologi-
cal transition and midgap edge states for a wide range
of parameters. Topological interface states can also be
achieved at a controlled boundary between the nontriv-
ial and trivial lattices. Our scheme is unique in non-
Hermiticity-basedmidgap topological states protected by
their isolation from bulk states. Although, we also clar-
ify system topological features in non-Hermitian gapless
conditions, which will be relevant with defect and edge
states in gapless systems [37, 55–57].
Theoretical model.– The system comprises periods of
four single-mode cavities with uniform couplings κ [Fig.
1 (a)]. We introduce an on-site imaginary potential pro-
file (ig1,−ig2,−ig1, ig2) to the cavities, where its positive
2and negative coefficients mean gain and loss, respectively.
Here, we assume that κ, g1 and g2 are sufficiently small
compared to the cavities’ resonant frequency ω0 and the
cavity-mode Q-factor is high, so that we can safely ne-
glect the effect of the imaginary index profile and ra-
diation loss on κ, as expected in semiconductor lasers
[18, 22, 23, 25, 26, 46–48, 58]. Within the linear analy-
sis, the coupled mode equation describing the system is
equivalent to the Schro¨dinger equation i∂t |Ψ〉 = Hˆ |Ψ〉,
where |Ψ〉 = ({Ψn})T is the vector of the slowly-varying
complex cavity-mode amplitudes (n: cavity index) and
Hˆ is a tight-binding lattice Hamiltonian. Considering the
Bloch theorem and a dynamical factor e−iωt, the analysis
reduces to an eigenvalue problem for the four-component
eigenvector |ψB〉 under the Bloch Hamiltonian Hˆ(k),
Hˆ(k) =


ig1 κ 0 κe
−ika
κ −ig2 κ 0
0 κ −ig1 κ
κeika 0 κ ig2

 , (1)
where a is the spatial interval between the four-cavity
units and k is the Bloch wavenumber. The eigenfre-
quency detuning ω(k) with reference to ω0 is given by,
ω(k) = ± 1√
2
√
A±
√
A2 −B2 − 16κ4 sin2 ka
2
, (2)
where A = 4κ2 − g21 − g22 and B = 2g1g2. We also find
analytic forms of |ψB,s〉 (s: eigenstate index), although
they are too complicated to be given here. In the follow-
ing analysis, the gain and loss are measured with respect
to the cavity coupling, i.e. κ = 1. We focus on the case
where g1 > 0 and g1 ≥ |g2| for studying the bulk proper-
ties, because the spatial and/or time reversal can map the
system with this condition to that with the other param-
eter range. When g1 = g2 = 0, the system has a gapless
four-fold cosinusoidal band structure with a degeneracy
at ω(0) = 0, because of the reduced first Brillouin zone
[Fig. 1 (b)].
The system band structure is classified into five pat-
terns via the value of the inside of the double radical
sign of Eq. (2) for k = 0 [Fig. 1 (c)]. With g1, g2 ≥ 0 for
simplicity, the divided phase regions are, (I) B = 0, (II)
A+B > 0, A−B ≥ 0, (III) A+B > 0, A−B < 0, (IV)
A+B ≤ 0, A2−B2−16κ4 < 0 and (V) A2−B2−16κ4 ≥ 0.
Here, the phase boundaries are symmetric to g1 = g2.
The systems in phase (II) and (III) have complete fre-
quency bandgaps, while those in phase (I), (IV) and (V)
are gapless. System band structures for phase (IV) and
(V) are shown in Supplementary Materials [59] (Fig. S1).
Note that the diagram for g2 < 0 is obtained by the mir-
ror inversion of Fig. 1 (c) with regard to g2 = 0.
In Eq. (2), we see that ω(k) is real as long as A > 0
and A2−B2−16κ4 sin2(ka/2) > 0. Such real eigenvalues
are obtained because Hˆ(k) has a pseudo-Hermiticity [60],
Sˆ(k)Hˆ(k)Sˆ(k) = Hˆ†(k). Here, the k-dependent linear
operator Sˆ(k) = Sˆ(k)−1 = σˆx⊗ (cos k2 )Iˆ2+ σˆy⊗ (sin k2 )Iˆ2
g
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FIG. 1. (Color online) (a) Schematic of considered system.
Upper and lower lattices for g2 > 0 and g2 < 0 are topolog-
ically nontrivial and trivial, respectively. (b) Folded cosinu-
soidal band structure for g1 = g2 = 0. (c) Phase diagram for
the system band structure. κ = 1, g1, g2 ≥ 0.
means a half-period translation. σˆx,y,z are Pauli ma-
trices and Iˆ2 is the 2×2 identity matrix. The pseudo-
Hermiticity guarantees an associated antilinear symme-
try [61]. Although the system does not respect PT sym-
metry, the bulk antilinear symmetry can instead cancel
the gain and loss and give at least partially real spec-
tra. Meanwhile, the antilinear operation to which Hˆ(k)
shows the invariance is implicit due to its eigenvector de-
pendence.
Hˆ(k) also satisfies a pseudo-anti-Hermiticity [36, 37,
59], Hˆ(k) = −ηˆHˆ†(k)ηˆ, where ηˆ = Iˆ2 ⊗ σˆz =
diag(1,−1, 1,−1) and ηˆ−1 = ηˆ† = ηˆ in our model. It is
known that this symmetry can lead to a nontrivial topol-
ogy via chirality in terms of pairwise eigenvalues, ω(k)
and −ω∗(k). Since ηˆ is local (diagonal), the resultant
topological protection covers all the system parameters.
We notice that the symmetry is equivalent to a particle-
hole symmetry, −Hˆ(k) = ηˆHˆ∗(−k)ηˆ.
Bulk properties.– Figure 2 shows the real and imag-
inary band structures and eigenmode distributions for
different g1 and g2 values. When g1 < 2 and g2 = 0
[phase (I) with A > 0], Dirac-like dispersion in Reω(k)
[Fig. 2 (a)] appears around ω(0) = 0, with cancelled net
gain and loss [Imω(k) = 0, Fig. 2 (b)]. This implies
a topological transition point and reflects the antilinear
symmetry. The gapless feature is attributed to B = 0 in
Eq. (2). The band structure also has two EPs meaning
the spontaneous antilinear symmetry breaking. The in-
tensity distributions for |ψB,s〉 [Fig. 2 (c)] show that the
fields are evenly distributed in the gain and loss cavities
(n = 1, 3) before this transition (k = 0.05pi/a), while the
eigenmodes with the broken symmetry (k = 0.95pi/a) ex-
hibit localization at either of them, resulting in complex
ω(k). Note that g1 > 2 and g2 = 0 [phase (I), A < 0]
result in a Dirac cone in Imω(k), accompanied by a de-
generacy with ω(0) = 0 (Fig. S1 [59]).
For g1, g2 6= 0 under phase (II), a bandgap opens due to
B2 > 0 [|g2| ≤ 2κ−g1, Fig. 2 (c)], while the real eigenval-
3ues remain around k = 0 [Fig. 2 (d)]. Here, the effective
couplings between gain and loss cavities become weaker
than that between the two gain cavities and that between
the loss cavities [59], as anticipated from the mode local-
ization by PT symmetry breaking [7, 8, 27, 28]. This
decoupling results in dimerization of the successive cavi-
ties with gain and those with loss [59].
Mode patterns for the systems with bandgaps confirm
this non-Hermitian effect. Before crossing the EPs in
phase (II), the eigenmodes spread over the entire unit cell
to cancel the net gain and loss for real ω(k) [k = 0.05pi/a,
Fig. 2 (f)]. After the symmetry breaking, however,
they eventually turn into couples of states with local-
ization at the gain cavities (n = 1, 4) and loss cavities
(n = 2, 3) for complex ω(k) (k = 0.95pi/a). This feature
is clearly distinct from the case of phase (I). For phase
(III), |g2| > 2κ − g1, the complete antilinear symmetry
breaking makes the pairs of upper and lower real bands
overlap and gives the split imaginary bands [Fig. 2 (g),
(h)]. Thus, only the dimerized eigenstates are allowed all
over the Brillouin zone [Fig. 2 (i)]. These data clarify
that the non-Hermiticity in our system contributes to the
dimerization. Here, reversing the signs of g1 and g2 does
not affect the band structure as seen in Eq. (2), while a
topological transition between systems with g2 > 0 and
g2 < 0 is expected at the gap closing with ω(0) = 0. The
non-Hermiticity-based bandgap broadens continuously as
(g1, g2) gets toward the inside of phase (II) and (III) from
their boundaries (Fig. S2 [59]).
We introduce the normalized global Berry phase [62] in
k-space, W =
∑
s
i
4pi
∮
dk〈〈ψB,s| ∂k |ψB,s〉 (s = 1, . . . , 4),
as our topological number. W denotes the topologi-
cal feature of the entire system [63], thus it takes ac-
count of the problem that the Zak phase [64] of each
band is not discretized in non-Hermitian systems with
EPs. Here, |ψB,s〉〉 is the left eigenstate that forms a
duality with |ψB,s〉, namely Hˆ(k) |ψB,s〉 = ω(k) |ψB,s〉
and Hˆ†(k) |ψB,s〉〉 = ω∗(k) |ψB,s〉〉 [65]. The biorthonor-
mal basis ({|ψB,s〉}, {|ψB,s〉〉}) enables the normalization
〈〈ψB,s|ψB,t〉 = δs,t and the extraction of pure geometrical
phases from non-Hermitian eigenvectors. W also reflects
the 4pi periodicity of the eigenvectors [52, 59]. We obtain
integer values of W = 1 for g2 > 0 andW = 0 for g2 < 0,
under g1 > 0 (Fig. S3 [59]). W hence confirms the
non-Hermiticity-induced nontrivial bulk photonic topol-
ogy and topological transition between the two conditions
in Fig. 1 (a). Interestingly, the discrete change inW also
holds in the gapless phases, (IV) and (V). A geometrical
picture ofW , which illustrates the topological transition,
is discussed elsewhere (Fig. S4 and S5 [59]).
Edge states.– Figure 3 shows the topological edge
states in our finite systems with 40 cavities for g1 >
0, g2 > 0. Here, there is relatively weaker effective cou-
pling between gain and loss cavities at each edge [Fig.
3 (a)], which is similar to the edge-state generation con-
dition in the Hermitian SSH model [42, 50]. Displayed
eigenfrequencies show a pair of midgap states for both
phase (II) [Fig. 3 (b)] and (III) [Fig. 3 (d)]. For Fig.
(e)(d)
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FIG. 2. (Color online) Band structures and mode pat-
terns of system for different gain and loss profiles. κ = 1.
(a) Reω(k), (b) Imω(k) and (c) |ψB,s,n|2/ 〈ψB,s|ψB,s〉 for
g1 = 1, g2 = 0, phase (I). (d) Reω(k), (e) Imω(k) and
(f) |ψB,s,n|2/ 〈ψB,s|ψB,s〉 for g1 = 1, g2 = 0.5, phase (II).
(g) Reω(k), (h) Imω(k) and (i) |ψB,s,n|2/ 〈ψB,s|ψB,s〉 for
g1 = 2, g2 = 1, phase (III). s and n: eigenstate and cav-
ity indices.
3 (d), we consider an offset absorption potential iγ for
every cavity, which only shifts all the eigenfrequencies
by iγ and cancels Imω of a midgap state. Each eigen-
mode with Reω = 0 is localized at the left or right edge.
Their Imω reflect the imaginary potential around the rel-
evant edge cavities. A remarkable difference is whether
the localization is unit-based [phase (II), Fig. 3 (c)] or
cavity-based [phase (III), Fig. 3 (e)], corresponding to
whether the bulk without the imaginary offset is in the
exact phase [Imω(0) = 0] or broken phase [Imω(0) 6= 0].
In phase (III), a topological edge mode has the largest
Imω and can be the only state that oscillates (Imω = 0)
via the loss offset, γ < 0 [Fig. 3 (d)]. Note that the edge
state are also found when each side is terminated by a
loss cavity (g1 < 0, g2 < 0). However, they disappear
if a cavity on one edge has gain and one on the other
undergoes loss (g1g2 < 0), as indicated by W = 0. In
Supplementary Materials, we show detuned edge states
for g1 = g2, and striking robustness of the edge states to
disorder (Fig. S6 and S7 [59]). We also find edge states
in the gapless phases, and they are explained by W and
fractional vortex charges of eigenstates (Fig. S8, S9 and
S10 [37, 57, 59]).
We can discuss the origin of the topological edge states
with Reω = 0, in terms of a particle-hole symme-
try [66] equivalent to our pseudo-anti-Hermiticity. Be-
cause our lattice Hamiltonian Hˆ with a finite num-
ber of cavities and the open boundary condition is
a symmetric matrix (Hˆ = HˆT), its global pseudo-
anti-Hermiticity, Hˆ = −ηˆ′Hˆ†ηˆ′, easily reduces to a
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FIG. 3. (Color online) (a) Illustration of our finite non-
Hermitian topological lattice. (b), (d) Sorted and selected
real eigenvalues for forty-cavity systems. Insets: correspond-
ing imaginary eigenvalues. Squares: topological edge states.
(c), (e) Intensity distributions for the edge states. (b), (c)
g1 = 1, g2 = 0.5, γ = 0. (d), (e) g1 = 2, g2 = 1, γ ∼ −1.569.
particle-hole symmetry, −Hˆ = ηˆ′Hˆ∗ηˆ′. Here, ηˆ′ =
diag(1,−1, 1,−1, . . . , 1,−1, 1,−1) is again local, ηˆ′−1 =
ηˆ′† = ηˆ′ and Hˆ∗ is the complex conjugate of Hˆ. It in-
dicates that the number of states with Reω = 0 at each
edge can change only by two [67, 68]. Thus, a single
isolated edge state with Reω = 0 on each side, based
on (1, 0, 0, . . . , 0)T and (0, . . . , 0, 0, 1)T in the system for
g1 = g2 = 0, is topologically protected by this symmetry
under proper bandgap-opening conditions [69].
Interface states.– As an application of our model,
we present a controllable non-Hermiticity-based midgap
topological interface state (Fig. 4). Here, we prepare
butting of topologically nontrivial and trivial lattices, ef-
fectively forming an “long-long defect” at their boundary,
as in the SSH model [70] [Fig. 4 (a)]. Both lattices are
adjusted to be in phase (III), and larger gain is applied
to the interface cavity of the nontrivial array, than its
edge (g2 > g1). In consequence, a topological interface
state, which has Reω = 0 and exhibits strong boundary
localization, obtains the largest Imω as the abovemen-
tioned edge state. Including a global loss bias iγ, we
can hence expect single-mode lasing (Imω = 0) of such
a state. The system eigenfrequency profile [Fig. 4 (b)]
confirms a pair of midgap states and cancellation of Imω
in one of them. The intensity distributions of the eigen-
modes with ω = 0 and Reω = 0, Imω < 0 certainly
indicate topological interface and edge states confined at
the right (n = 20) and left (n = 1) sides of the nontrivial
lattice, respectively [Fig. 4 (c)]. Both states are topo-
logically protected by the non-Hermitian symmetries. A
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FIG. 4. (Color online) (a) Interface between topologically
nontrivial (left) and trivial (right) lattices, with 20 cavities
for each. (b) Sorted and selected Reω of the system. Inset:
corresponding Imω. Left and right squares: eigenvalues for
topological interface and edge states. (c) Intensity profiles for
the interface (upper) and edge (lower) modes. g1 = 1.5, g2 =
3, γ ∼ −2.526.
topological bound state with global PT symmetry, which
systematically satisfies Reω = Imω = 0, can also be
demonstrated. (Fig. S11 [59]).
In conclusion, we have shown that the topological insu-
lating properties of the one-dimensional resonator array
can be controlled by the gain and loss. Our scheme is
experimentally feasible by modifying the existing laser
arrays with controlled optical pumping [46–48] and valid
for coupled waveguides [44, 45]. Moreover, it can be ex-
plored as an extension of PT -symmetric setups in pho-
tonics [10, 18, 22–26, 43], phononics [71–73], and cir-
cuit electronics [74, 75]. It would pave the way for var-
ious possibilities of non-Hermitian topological photon-
ics, such as reconfigurable topological lasing states, non-
Hermiticity-based topological pumping [41, 76], topolog-
ical superstructures [77] and Floquet topological systems
[40, 78]. Extending the topological controllability to two-
dimensional systems is another important direction.
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Appendix A: Gapless Phases
We have presented a phase diagram for the band struc-
ture of the considered system [Fig. 1 (c) in the main
text]. Here, we discuss bulk band properties of the
systems under gapless conditions. The gap of Reω(k)
closes at the boundary between the phase (III) and (IV),
|g2| = g1−2κ (k: Bloch wavenumber, g1, g2: magnitudes
5of gain and loss, κ: cavity coupling rate). Here, lin-
ear dispersion in Reω is obtained like the case of phase
(I) with A > 0 (g1 < 2κ for g2 = 0). Because it gives
Imω(0) 6= 0, however, this boundary is shown to be topo-
logically irrelevant, in terms of W and its geometrical
picture. The band structure in phase (IV) then has a
flat region in its real part with Reω(k) = 0 around k = 0
[Fig. 5 (a)]. Here, there exist two bifurcation points [ex-
ceptional points (EPs)] in Reω(k). The corresponding
curved imaginary bands around k = 0 coalesce in pairs
at the EPs [Fig. 5 (b)], forming two exceptional rings [79]
in both Imω(k) > 0 and Imω(k) < 0. Such rings are lost
in phase (V); the overlapped flat real bands extend [Fig.
5 (c)], and all the imaginary band curves are split [Fig.
5 (d)] over the entire first Brillouin zone. We notice that
two eigenstates in phase (IV) [Fig. 5 (b)] have jumps in
Imω(k) at EPs. This is because ω(k) has double radical
signs, and such jumps are caused by non-Hermiticity.
When in phase (I) with A < 0 (g1 > 2κ for g2 = 0),
the band structure shows a Dirac cone in Imω(k), in-
stead of Reω(k) [Fig. 5 (e) and (f)]. As in phase (I) with
A > 0 [Fig. 2 (a) and (b)], the system here has a degen-
eracy with ω(0) = 0 and a pair of distinct eigenmodes.
Such a degenerate point for ω = 0 is later clarified to be
the indication of the topological transition point in our
non-Hermitian system, as well as Hermitian topological
systems. It is noteworthy that the Dirac cone in Imω(k)
with the zero-detuning degeneracy also remains for the
case of larger g1, including the points (g1, g2) in contact
with phase (V).
Appendix B: Bulk symmetry for nontrivial topology
The bulk system should have a symmetry that results
in its nontrivial topology with the finite W . Here, Hˆ(k)
has a pseudo-anti-Hermiticity [37], Hˆ(k) = −ηˆHˆ†(k)ηˆ,
where ηˆ = diag(1,−1, 1,−1) in our system. The symme-
try supports pairs of states with eigenfrequencies of ω and
−ω∗ via the duality relation, for the case of Reω 6= 0.
When the eigenstates for each k in the gapless phases
have Reω = 0 and different Imω, as seen in Fig. 5, their
eigenvalues cannot satisfy the pairing relation (ω, −ω∗).
We later discuss a chirality of the states based on this
absence of pairwise right eigenstates for Reω = 0.
Hˆ(k) also has a chiral symmetry Cˆ(k)Hˆ(k)Cˆ(k) =
−Hˆ(k) with Cˆ(k) = Sˆ(k)ηˆ and Sˆ(k) = σˆx ⊗ (cos k2 )Iˆ2 +
σˆy ⊗ (sin k2 )Iˆ2, which guarantees couples of eigenvalues±ω(k). When g1 6= 0, g2 = 0 or g1 = 0, g2 6= 0,
the bulk system always has two degenerate states with
Reω = Imω = 0 at k = 0, regardless of the value
of the finite gain and loss magnitude, g1 or g2. Here,
ω(k) forms a Dirac cone around Reω = 0 [Fig. 2 (a),
|g1| < 2, g2 = 0 or g1 = 0, |g2| < 2] or Imω = 0 [Fig.
5 (f), |g1| > 2, g2 = 0 or g1 = 0, |g2| > 2], depending
on the parameters. One exceptional case (not plotted
here) is g1 = 2, g2 = 0 or g1 = 0, g2 = 2, where coa-
lesced exceptional points are formed at both Reω = 0
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FIG. 5. Real and imaginary band structures of the system
in the gapless phases. κ = 1. (a) Reω and (b) Imω for
g1 = 2.5 and g2 = 0.25, in phase (IV). (c) Reω and (d) Imω
for g1 = 3.5 and g2 = 1, in phase (V). (e) Reω and (f) Imω
for g1 = 2.5 and g2 = 0, in phase (I) with A < 0.
and Imω = 0 at k = 0. These degeneracies with ω = 0
can be considered as an indication of the bulk chiral sym-
metry, or highly symmetric points in terms of pseudo-
anti-Hermiticity (with the help of antilinear symmetry).
The system band structures, composed of four eigen-
states, then satisfy both pseudo-anti-Hermiticity and chi-
ral symmetry. Here, the pseudo-anti-Hermiticity can
contribute to the topological protection in terms of κ,
g1 and g2, because it is based on the purely local op-
erator, ηˆ = ηˆ−1 = ηˆ†. Moreover, the bulk pseudo-
anti-Hermiticity is equivalent to the particle-hole symme-
try with the same local operator, −Hˆ(k) = ηˆHˆ∗(−k)ηˆ.
Meanwhile, since Cˆ(k) includes the translation operator
Sˆ(k), the chiral symmetry is missing in our finite chains
with termination at both sides. Thus, the bulk chiral
symmetry cannot by itself explain the topological robust-
ness of the edge states.
Appendix C: Effective Decoupling by Gain and Loss
We can estimate the effective cavity decoupling in-
duced by gain and loss with a simple two-cavity system.
We consider the Hamiltonian,
Hˆ2 =
(
iγ1 κ
κ iγ2
)
, (C1)
and its eigenvalues λ = i(γ1 + γ2)/2 ±√
κ2 − (γ1 − γ2)2/4, where γ1 and γ2 are the imaginary
potentials of the cavities. By comparing λ with the eigen-
values without any gain and loss, λ(g1, g2 = 0) = ±κ,
6we can understand that the coupling, in terms of
the splitting of Reλ, is effectively reduced from κ to
κ′ =
√
κ2 − (γ1 − γ2)2/4. Thus, it is expected that
the local effective coupling decreases depending on the
difference between the imaginary potentials of adjacent
cavities, |γ1 − γ2|.
With this supposition, the four-cavity system consid-
ered in this work provides two effective couplings, κ′1 =√
κ2 − (g1 + g2)2/4 and κ′2 =
√
κ2 − (g1 − g2)2/4. Here,
we can see that substituting these effective couplings into
the bandgap of the Hermitian SSH model [42] reproduces
that of our four-cavity model, ∆ =
√
2
√
A−√A2 −B2,
where A = 4κ2 − g21 − g22 and B = 2g1g2. This implies
that the gradient of the system’s imaginary potential is
relevant to dimerization, as discussed in the main text.
This correspondence is because, at the band center giving
the frequency gap (k = 0), the impact of periodicity is
eliminated and the pseudo-Hermiticity might cancel out
the effect of Imλ. It is noteworthy that the SSH model
does not reproduce the band structure of the four-cavity
system for k 6= 0.
Here, we emphasize that the non-Hermitian dimeriza-
tion based on such effective decoupling is a consequence
of using the unit cell of four cavities. Our system is
considered as a minimum non-Hermitian extension of
Hermitian two-cavity units, based on doubling the num-
ber of cavities for introducing the pairs of gain and loss
(±g1,±g2) to each cavity.
Appendix D: Bandgap
Figure 6 shows the width of the system bandgap ∆
for Reω(k) depending on the gain and loss. Here, the
bandgap in our model is determined by the eigenfrequen-
cies at k = 0. Fig. 6 (a) presents the dependence of ∆
in the two-dimensional parameter space (g1 > 0, g2 > 0).
∆ enlarges continuously as g1 and g2 increase in phase
(II). In contrast, the gap in phase (III) has the maxi-
mum (∆ = 2) along with g1 = g2 and falls down to zero
abruptly at the boundary between phase (III) and (IV),
by the rise in either g1 or g2.
To see how the bandgap opens, we depict the real
eigendetuning profile at the band center Reω(k = 0),
depending on the gain and loss [Fig. 6 (b)]. Here, both
g1 and g2 are varied so that their values are the same
g1 = g2 (g1 ≥ 0), and ∆ corresponds to the difference
between the second and third largest real eigendetuning.
When g1 increases from zero, the parameters (g1, g2) vary
in parallel with the boundary between phase (III) and
(IV), away from (0, 0) on phase (I). As a result, the de-
generacy at Reω(0) = 0 gently splits into two branches,
which form the bandgap. Each of the upper and lower
pairs of branches then sharply coalesces at g1 = g2 = 1,
resulting in ∆ =
√
2(4κ2 − g21 − g22) = 2. This shows
that the bandgap is based on the non-Hermitian band
modulation and EP formation. The coalescence (EP) at
g1 = g2 = 1 reflects the complete antilinear symmetry
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FIG. 6. The system frequency bandgap ∆ dependent on the
gain and loss. (a) ∆ for the two-dimensional parameter space
(g1 > 0, g2 > 0). (b) Reω(k = 0) for the four eigenstates
depending on g1 = g2 (g1 ≥ 0), for phase (I) (g1 = 0), (II)
(0 < g1 < 1) and (III) (g1 > 1). ∆ is created by the non-
Hermitian band modulation and EP formation.
breaking at the boundary between phase (II) and (III).
∆ is then constant in phase (III) for this dependence
(g1 = g2, g1 > 1), meaning that the dimers keep a con-
stant effective coupling that depends on |g1 − g2|.
Appendix E: Topological number
Our topological invariance W , the normalized global
Berry phase [62], is the trace of the single-parameter non-
Abelian Berry phase matrix in terms of the biorthonor-
mal basis. This quantifies the topology of the whole non-
Hermitian band structure and is applicable to systems
with degeneracies. Figure 7 shows W of the system in
both the gapped and gapless conditions under g1 > 0.
Here, W = 1 for g2 > 0 and W = 0 for g2 < 0 are con-
firmed with negligible errors, for all the considered val-
ues of (g1, g2). It confirms the non-Hermitian topological
transition at g2 = 0, where the Dirac cone in Reω(k) or
Imω(k) emerges (except for g1 = 2). Note that the global
Berry phase avoids the difficulty of the 4×4 Hamiltonian
not giving off-block-diagonal Q matrices in a standard
construction of the winding number [37].
It is noteworthy that the two EPs encountered in phase
(II) and (IV) are excluded from the integral range in the
W calculation, because of the following special properties
of EPs. First, each EP switches the pairing of the dual
7FIG. 7. Global Berry phase W for different g1 and g2 values,
which cover the gapped and gapless phases. W shows a dis-
continuous change: W = 1 for g2 > 0 and W = 0 for g2 < 0,
showing the topological transition at the gap closing, g2 = 0.
It can be said that ImW is numerically zero. The assigned
differential step of wavenumber is ∆k = 10−10pi/a. Steps of
calculation points in (g1, g2) are both 0.05. For the case of
the transition point (g2 = 0), W = 1/2, and this is also seen
in the Hermitian and non-Hermitian SSH systems.
analytic |ψB,s〉 and |ψB,s〉〉 due to the emergence of finite
Imω(k) [80]. Thus, numerical integration cannot involve
an EP when a single left eigenstate 〈〈ψB,s| is considered.
Second, it is known that the norm 〈〈ψB,s|ψB,s〉 itself van-
ishes at EPs (self-orthogonalization) [81]. This makes
unable for numerical differentiation algorithms to use the
eigenstates exactly at EPs, even under the normalization
based on the biorthonormal basis. Note that we took into
consideration the combined EP in Imω remaining at k =
0 for the boundary between phases (II) and (III). The re-
moved wavenumber ranges are [−kEP−2∆k,−kEP+2∆k]
and [kEP − 2∆k, kEP + 2∆k], where kEP denotes an EP
with k > 0. Fortunately, these widths can be arbitrar-
ily small, depending on the unit wavenumber step ∆k in
the numerical differential. We also find that the eigen-
vectors in phase (IV) have peculiar divergence of their
elements at k = ±pi/a, so these points have to be re-
moved in the same way. We finally obtain W → 1 for
g2 > 0, W → 0 for g2 < 0 and W → 1/2 for g2 = 0 with
∆k → 0 [Fig. 7 (a)]. Here, ∆k = 10−10pi/a is used for
the computation. |ImW | values for all (g1, g2) points are
less than 10−7 and hence are numerically zero. Note that
there is no constraint above in phase (III) and (V). The
biorthonormality of the eigenstates is guaranteed except
for the EPs, because the states are nondegenerate [82].
The eigenstates in phase (III) and (V) with coalesced real
bands have split imaginary bands, thus we surely see that
they are not degenerate or problematic in computing W .
We further notice that the eigenstates are 4pi-periodic
in k by non-Hermiticity, as pointed out in Ref. 52. The
loop of k for the states should therefore be two rounds of
the first Brillouin zone, and the winding number should
be an average of the Berry phase per round [83], namely,
W =
∑
s
i
2pi
(
1
2
∫ 2pi
−2pi
dk〈〈ψB,s| ∂k |ψB,s〉
)
. (E1)
Although, we point out that the Berry connection in this
case is 2pi-periodic and that the Berry phase accumulated
in a single round of the Brillouin zone equals Eq. (E1).
This indicates that two EPs are encircled in the param-
eter space of the effective Hamiltonian. We show such a
geometrical interpretation of W in the next section.
Appendix F: Geometrical picture of topological
number
The topological number W is based on the complex
Zak phase in one dimension. Thus, it could be reduced
to the geometrical winding [52, 84, 85] of k-dependent
Hamiltonian parameters around the degeneracies at the
origin of the symmetry-protected edge states, i.e. ω = 0.
With the Pauli matrices, our Hamiltonian is written as,
Hˆ(hx, hy) =


ig1 κ 0 κ(hx − ihy)2
κ −ig2 κ(hx2 + hy2) 0
0 κ(hx
2 + hy
2) −ig1 κ
κ(hx + ihy)
2 0 κ ig2


= κ (hxσˆx + hyσˆy)⊗ (hxσˆx + hyσˆy) + κIˆ2 ⊗ σˆx + g1 + g2
2
σˆz ⊗ σˆz + g1 − g2
2
Iˆ2 ⊗ σˆz , (F1)
where hx = cos(ka/2), hy = sin(ka/2) and hx
2+hy
2 = 1
for Eq. (1) in the main text. We see that the two copies
of pseudospins form unit circles in the (hx, hy) plane,
in terms of σˆx and σˆy . Considering the doubled period
for introducing gain and loss and non-Hermitian effects,
it will be appropriate to interpret the winding number
as the half of the number of the degenerate points (DPs)
for ω = 0 that are enclosed by the counter-clockwise loop
of (hx, hy), from k = 0 to 4pi [52] (Z/2). Compared to
other possible parameterization based on {coska, sin ka},
the formulation above is unique in that it involves all the
antidiagonal elements of the Hamiltonian and hence zero-
detuning degeneracies based on dimerization conditions.
Eq. (F1) with g1 = g2 = 0 can cover the SSH model
with the four-cavity period by allowing the scaling of the
loop, hx = ha cos(ka/2), hy = ha sin(ka/2) and ha > 0.
8Here, because of the term κIˆ2 ⊗ σˆx, the DPs in the
(hx, hy) ∈ R2 space for the Hermitian system are located
at (hx, hy) = (±1, 0) [Fig. 8 (a)]. Except for the Bloch
phase factors exp(±ika), the net coupling between the
first and fourth cavities and that between the second and
third are κ′′ ≡ κ(hx2 + hy2) = κha2 > 0 (κ > 0 assumed
here). Thus, when ha
2 < 1, i.e. κ′′ < κ, the DPs are out
of the winding of the coupling parameters. Meanwhile,
a larger loop with ha
2 > 1 (κ′′ > κ) comes to enclose
both DPs. These cases match rightly the topologically
trivial and nontrivial phases of the SSH model, respec-
tively. This indicates that the nontrivial Berry charge
corresponds to the winding of the DPs for ω = 0 in the
(hx, hy) plane.
While the SSH model scales the loop of the coupling
parameters, our model moves the DPs via gain and loss
parameters, g1 and g2. Since the Dirac point with ω =
0 of the system band structures for g2 = 0 or g1 = 0
appears at k = 0, we can omit the imaginary (σˆy) term,
hy = 0. The resultant condition for the degeneracy is
given by,
−g21 − g22 + 2(κ2 + κ′′2)
+
√
[(g1 + g2)2 − 4κ2][(g1 − g2)2 − 4κ′′2] = 0, (F2)
and the solution for κ′′ > 0 is,
κ′′ = κhx
2 =
√
κ2 − g1g2, (F3)
for κ2 ≥ g1g2. Therefore, by applying the gain and loss,
the DPs are displaced to,
(hx, hy) =
(
±
(
1− g1g2
κ2
) 1
4
, 0
)
, (F4)
as shown in Fig. 8 (b) and (c). Our system considers the
uniform cavity couplings, namely hx
2 + hy
2 = 1. Thus,
the two DPs are encircled by the loop for the case of
g1g2 > 0 [Fig. 8 (b)]; otherwise, they are placed outside
[g1g2 < 0, Fig. 8 (c)]. Again, these conditions are con-
sistent with the topological transition at g1g2 = 0 that
includes the gapless phases, between W = 1, g2 > 0 and
W = 0, g2 < 0 under g1 > 0 in our work. It is notewor-
thy that W can only change by unity via the transition,
because the system does not have any faster winding fac-
tors like second-nearsest-neighbor couplings and the two
DPs are located symmetrically to (hx, hy) = (0, 0) [85].
When g1g2 < 0 (W = 0), the DPs for ω = 0 always ex-
ist and are out of the loop in the (hx, hy) ∈ R2 plane. In
contrast, the conditions κ2 ≥ g1g2 and g1g2 > 0 (W = 1)
only cover phase (I), (II), and small portions of phase
(III), (IV) and (V). As |g1| and |g2| increase, the pair of
DPs vanish at (hx, hy) = (0, 0) with g1g2 = κ
2. When
g1g2 > κ
2, we can only obtain non-Hermitian degenera-
cies with Reω = 0 and Imω 6= 0, satisfying the condition,
−(g21 − g22)2 [(g1 + g2)2 − 4κ2]
−4κ2 [(g1 + g2)2 − 2κ2] (h2x + h2y)2
+ 8κ4 (h2x + h
2
y)
2 (h2x − h2y)2 = 0. (F5)
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FIG. 8. Geometrical picture of the winding number W in
the system around the topological transition. (a) SSH model,
where the two DPs for ω = 0 at (hx, hy) = (±1, 0) are in
and out of the loop of the coupling parameters, κ′′ > κ and
κ′′ < κ meaning W = 1 and W = 0, respectively. (b), (c)
The considered system with gain, loss and the uniform cavity
coupling, in phase (II). Here, the DPs are moved to (hx, hy) =
(±(1− g1g2/κ2)1/4, 0) by the gain and loss (red dots). κ = 1.
(b) The DPs with g1 = 1, g2 = 0.75 are encircled by the
fixed loop hx
2 + hy
2 = 1, resulting in W = 1. (c) Those with
g1 = 1, g2 = −0.75 are out of the winding and hence W = 0.
hx
hy
hx
hy(b)(a)
FIG. 9. Breakdown of geometrical picture of W as the wind-
ing of two DPs, for the case of g1g2 > κ
2. After the two DPs
coalesce and vanish at the origin, degeneracies with Reω = 0
are numerically found and form a closed loop (red curve) in
the (hx, hy) ∈ R2 space. They are not always limited to the
inside of the loop of the coupling parameters, hx
2 + hy
2 = 1
(black curve). (a) g1 = 2, g2 = 1, in phase (III). (b) g1 = 2.75,
g2 = 0.5, in phase (IV).
As shown in Fig. 9, however, such degeneracies are no
longer independent points but trace a closed loop in the
parameter space. We numerically find that they stay
inside of the trajectory of the coupling (hx
2 + hy
2 = 1)
for phase (III) [Fig. 9 (a)], while they can go out of it
for the gapless phases [Fig. 9 (b)]. This result indicates
the complete antilinear symmetry breaking induced by
gain and loss. Overall, the standard geometrical picture
of the winding number covering the SSH model breaks
down in the broad parameter region, g1g2 > κ
2 in our
model. Although W has been successfully determined in
our work, unveiling the source of the Berry charge will
be an important direction.
9Appendix G: Detuned edge states
When g1 = g2, the behavior of the midgap edge states
is different from those shown in the main text. For the
system in phase (II), the real parts of their eigenfrequen-
cies are slightly detuned from the single cavity resonance,
i.e. Reω 6= 0 [Fig. 10 (a)]. Their net gain Imω 6= 0 is
relatively small compared to systems with similar (g1, g2)
satisfying g1 6= g2. The mode patterns of these states
show the intensity accumulation at both sides and their
tails are extended to the center of the lattice [Fig. 10
(b)]. This real detuning decreases as g1 and g2 increase,
and vanishes in phase (III).
Such peculiar properties stem from the interplay be-
tween the bulk antilinear symmetry and global mirror
symmetry of the finite system. Because the eigenstates
of the inversion operator Pˆ must have even or odd par-
ity with respect to the center of the lattice, the mir-
ror symmetry [Hˆ, Pˆ ] = 0 localizes the midgap modes
at both edges. Moreover, the exact antilinear symme-
try of the Bloch eigenmodes around k = 0 in phase (II)
does not provide any sublattice mode localization, thus
somewhat extended states are allowed in finite systems.
Consequently, while the topological charge sweeps pho-
tons towards the edges, the right-half and left-half cavity
cluster modes are not completely decoupled. The right
and left cluster modes are in-phase and out-of-phase for
the midgap states with lower and higher Reω, respec-
tively. Meanwhile, we find that increasing the system
cavity number, with retaining g1 and g2 values, barely
affects the decay profile of the edge modes and hence
suppresses the detuning (coupling between the edges).
It means that these features are finite-size effects, and
edge states with Reω = 0 are restored in the limit of the
infinite system size [69].
Appendix H: Robustness of topological edge states
The edge states of the finite chains are topologically
protected by the pseudo-anti-Hermiticity and equivalent
particle-hole symmetry. Here, because these symmetries
root on a local operator, no fluctuation in any of the pa-
rameters considered in the model can break them. There-
fore, the edge states retain Reω = 0 under such per-
turbation. To demonstrate this, we modify the lattice
Hamiltonian as follows,
HˆD =


. . . κξκ,4l−4 0 0 0 0
κξκ,4l−4 ig1ξg,4l−3 κξκ,4l−3 0 0 0
0 κξκ,4l−3 −ig2ξg,4l−2 κξκ,4l−2 0 0
0 0 κξκ,4l−2 −ig1ξg,4l−1 κξκ,4l−1 0
0 0 0 κξκ,4l−1 ig2ξg,4l κξκ,4l
0 0 0 0 κξκ,4l
. . .


, (H1)
where l is the unit index and all the parameters are real
numbers. The fluctuation coefficients {ξκ,n} and {ξg,n}
(n: cavity index) are all independent random numbers
under Gaussian distribution with a mean of unity and a
standard deviation of σ. Note that HˆD is assumed to be
a symmetric matrix due to the reciprocity of Hermitian
cavity couplings.
Figure 11 shows example eigenstates for a disordered
lattice (σ = 0.2) in phase (II), based on the condition
for Fig. 3 (b) in the main text. The midgap states with
Reω = 0 are obtained even with a variation of 20% in
all the parameters [Fig. 11 (a)]. Furthermore, the edge
localization of these modes is clearly maintained [Fig.
11 (b)]. This topological protection remains unless the
bulk bandgap is effectively closed by the disorder. In an
experimental system with controlled gain and loss, the
non-Hermitian effect for dimerization will be stably kept
in practice. Thus, variation in cavity couplings is the
main factor in the symmetry preserving perturbation. It
is also noteworthy that possible cavity frequency detun-
ing in each cavity will be a more serious obstacle, because
it breaks the symmetries and hence lifts the edge-state
frequencies toward the bulk band edges [50].
Appendix I: Edge states in gapless phases
The computation of the global Berry phase and its
geometrical interpretation have clarified that the system
in the gapless phases is also topologically nontrivial and
trivial when g1g2 > 0 (W = 1) and g1g2 < 0 (W =
0), respectively. Here, we define and discuss the non-
Hermitian chirality for the states with Reω = 0. We then
show the topological edge states in the gapless conditions
and show what will become of these states for W = 0.
In terms of the pseudo-anti-Hermiticity in finite sys-
tems, Hˆ = −ηˆ′Hˆ†ηˆ′, a pair of dual left and right eigen-
states based on a single non-Hermitian edge mode |ψ〉
with Reω = 0 is related as ηˆ′ |ψ〉 = ± |ψ〉〉 [37], where
ηˆ′ = ηˆ′−1 = diag(1,−1, 1,−1, . . . , 1,−1, 1,−1) in our
system. Here, including the normalization factor of the
biorthonormal basis, we can define the edge-mode chiral-
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FIG. 10. Eigenstates for g1 = g2 = 0.5, of a 40 cavity sys-
tem. (a) Sorted Reω. Upper left inset: schematic of the unit
cell, with an imaginary potential of (0.5i,−0.5i,−0.5i, 0.5i).
Lower right inset: Imω for selected states. Squares: midgap
states with Reω 6= 0. (b) Intensity distributions for the
midgap states, with remaining weak couplings between the
left-half and right-half edge modes.
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FIG. 11. Topological edge states under disorder in the cavity
couplings, gain and loss. g1 = 1, g2 = 0.5 and σ = 0.2. (a)
Sorted real parts of eigenvalues Reω. Squares: edge stages
stabilized at Reω = 0. Inset: corresponding imaginary part
Imω. (b) Intensity distributions of the edge states.
ity as,
χ ≡ sgn (〈ψ| ηˆ′ |ψ〉) = ±1. (I1)
χ physically distinguishes the intensity localization to the
first and third cavities and that to the second and fourth
cavities in all the unit cells.
Normally, the pseudo-anti-Hermiticity links two dif-
ferent bulk right eigenstates |φ〉 and |φ′〉 with detuning
ω and −ω∗ by the duality. However, edge states with
Reω = 0 generally have different Imω and cannot be
mapped to any spatially detached states via the local op-
erator ηˆ′. Thus, ηˆ′ and the duality can only map |ψ〉
to itself. In this sense, the chiral edge eigenstates with
Reω = 0 are independent of each other (defective) and
hence acquire a sort of robustness by the non-Hermitian
symmetry. The independence is based on the fact that
the left eigenstate |ψ′〉〉 = ±ηˆ′ |ψ〉 that has an eigen-
value of −ω and the originally dual left state paired for
|ψ〉, namely |ψ〉〉 with ω∗, can coincide (|ψ′〉〉 = |ψ〉〉)
when Reω = 0. In contrast, for ordinary pairwise states
{|φ〉, |φ′〉} with Reω 6= 0 and hence |φ′〉〉 6= |φ〉〉, the
biorthonormality guarantees no chirality: 〈φ| ηˆ′ |φ〉 = 0.
Figure 12 shows eigenstates of a forty-cavity system in
the gapless phase (IV), with g1 = 2.5, g2 = 0.495 and
hence W = 1. Here, (g1, g2) is so close to the bound-
ary between phase (III) and (IV) that only two discrete
eigenstates can fall into Reω = 0, as shown in Fig. 12 (a).
We then easily identify these two states as the topological
edge states expected by W = 1, which strongly localize
at the very left [Fig. 12 (b)] and right edge cavities [Fig.
12 (c)]. Their Imω values (net gain) are imbalanced due
to the difference between g1 and g2 [Fig. 12 (a), inset].
They also have different chiralities χ [mode localization
patterns, Eq. (I1)], meaning that they are independent.
We have made sure that such a pair of left and right
edge states is obtained for the case of larger g1, i.e. more
eigenstates with Reω = 0, and even in phase (V) giving
flat real bands, as long as W = 1.
Nevertheless, we emphasize the recent observation [47]
that topological edge eigenmodes in gapless phases un-
dergo significant mode mixing with bulk modes and lose
both their spatial localization and spectral single mode
features. We hence expect that the midgap topological
states in the main text are much more potential to be
stabilized, especially in lasing operations.
Next, we change W from 1 to 0 by negating g2. The
resultant system with g1 = 2.5, g2 = −0.495 also has
two states with Reω = 0, and their mode patterns are
depicted in Fig. 13. Here, we find an edge state with
χ = +1 staying on the left edge [Fig. 13 (a)]. In contrast,
another mode with χ = −1 also localizes at the same side
and distributes more into the bulk [Fig. 13 (b)]. Note
that the same tendency holds for the case of phase (V).
The discussion in Ref. 37 means that, W determines
the difference of the numbers of the edge modes with
Reω = 0 and different chiralities, |nχ+−nχ−|, at each of
the separate left and right edges (here, nχ+ and nχ−
denote the numbers of the edge states with χ = +1
and −1). W = 1 for Fig. 12 (b) and (c) hence indi-
cates the single chiral left-edge and right-edge modes.
Fig. 13 with W = 0 then shows that no edge mode
(nχ+ = nχ− = 0) or a pair of edge states with opposite
chiralities (nχ+ = nχ− = 1) is allowed for every edge.
The imbalance in the numbers of the chiral edge states
at the left and right sides is explained by nontrivial vor-
tex charges of eigendetuning, in the next section.
Appendix J: Vortex charges of eigenvalues
Recently, fractional vortex charges of eigenvalues
around exceptional points [57] have been found in a
two-dimensional gapless system, and their potential
contributions to edge states have been discussed. For
our one-dimensional system, we find a simple way to
evaluate the vortex charge in k-space. If the eigenvalue
around an EP has the form with a complex phase factor:
ωEP ≡ ω(k ∼ kEP) ∝ exp[iVArg(k − kEP)], we can
consider a virtual loop in a complex plane of k with
an infinitesimal radius: k = kEP + δr exp(iθ), where
δr ≪ 1 and θ is real. We can then extract the vortex
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FIG. 12. Eigenstates of a topologically nontrivial forty-cavity
system in gapless phase (IV). (a) Sorted eigendetuning Reω.
Inset: corresponding Imω profile. Squares: topological edge
states with Reω = 0. (b) Edge state localized at the left
edge cavity with a chirality of χ = sgn (〈ψ| ηˆ′ |ψ〉) = +1. (c)
The other edge state confined at the right side with χ = −1.
g1 = 2.5, g2 = 0.495.
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FIG. 13. Edge states in a system with g1 = 2.5, g2 = −0.495
[phase (IV)] and hence W = 0. (a) Edge state with χ = +1
that continues to be on the left side. (b) Another edge state
with χ = −1, which has shifted from the right edge to the
left. The global Berry phase W denotes the difference of the
number of edge states with different chiralities, |nχ+ − nχ−|,
on each side. The figures indicate the consistent result with
the numerically computed W : W = 1− 1 = 0 (left edge) and
W = 0− 0 = 0 (right edge).
charge V by performing a trivial integration along with θ,
V =
1
2pi
lim
δr→0
∮
∂
∂k
Arg[ω(kEP, δr, θ)] dk
=
1
2pi
lim
δr→0
∫ 2pi
0
∂
∂θ
Arg[ω(kEP, δr, θ)] dθ
=
1
2pi
lim
δr→0
{
Arg[ω(kEP, δr, 2pi−)]
−Arg[ω(kEP, δr, 0)]
}
, (J1)
where Arg[ω(kEP, δr, 2pi−)] is the limit inferior for θ →
2pi.
The vortex charge is associated with the complex mag-
nitude of the effective “magnetic field” of the pseudospin
system, which determines the eigendetuning [57]. Here,
the eigenvalues for the upper bands are re-denoted by,
ω±(k) =
1√
2
√
A±
√
A2 −B2 − 16κ4 sin2 ka
2
, (J2)
where the ± sign of ω± stand for the corresponding sign
of the right-hand side in Eq. (J2). We then define V±
as the vortex charge around ω±(kEP). Because ω+ and
ω− are based on different magnitudes, it is natural to de-
fine V+ and V− as distinct indices for the vortices. We
notice that for the case of phase (III) and (V) [with a
part of phase (I)], kEP do not stay on the real axis but
have finite imaginary parts. Thus, V± in these condi-
tions are obtained with such virtual values of kEP, out
of the first Brillouin zone. In addition, we find that V
is the same for k = kEP and −kEP, and hence take kEP
here as the value with a positive real or imaginary part.
Note that the vortex charges for the lower bands can give
artifactual values ±1 simply due to the discontinuity of
Arg(ω). Except for the problem to be neglected, they
have the same values for V±, so we do not show them
here.
Figure 14 (a) shows the dependence of V+ on g1 > 0
and g2. The vortex charge is constant in each band phase
and is discretized as a multiple of 1/2, as shown previ-
ously [57]. Importantly, V+ is insensitive to the sign of
g2. This indicates that V is associated with a topological
property distinct from that of the Berry phase W .
The vortex charges for the two EPs (based on ω±)
are summarized in Table I. Here, BZ means the inside
the Brillouin zone, 0 ≤ kEP ≤ pi for kEP ≥ 0. Finite
fractional vortices are obtained only in phase (IV) [with
phase (I), 2 < g1 < 2
√
2], where we see the discontinuous
jumps of eigenstates in the band structure [Fig. 5 (b)].
According to Ref. 57, 2V determines the number of
non-Hermitian edge modes with ReωEP = 0 and distinct
chiralities. Each of Fig. S7 [phase (IV), W = 1] and Fig.
S8 [phase (IV), W = 0] shows a couple of edge states
with different chiralities and Imω. This indicates that
V+ = 1/2 and V− = −1/2 are in charge of the single edge
modes with χ = +1 and −1, regardless of the value of
W . In contrast, the EPs are located in the separate upper
and lower bands, ReωEP 6= 0, in phase (I) (g1 < 2), (II)
and (III). Thus, they cannot be relevant with the chiral
edge states at Reω = 0, resulting in V = 0. We also see
that kEP in the extended complex plane are not likely to
affect the system [V = 0, phase (III), (V) and (I) with
g1 > 2
√
2].
Here, we find that W and V are complementary in our
model. WhileW gives the difference in the number of the
chiral edge modes on each edge, V only describes their
numbers in the entire system. The finite V+ and V− as-
sure that the states in Fig. 13 with χ = +1 and −1 under
W = 0 do not annihilate each other, even though they
are confined at a single side (anomalous edge modes).
Such states are possible because the mirror symmetry is
broken by non-Hermiticity.
Finally, what explains the non-Hermitian chiral edge
states obtained in phase (V), where the system has a flat
band in Reω(k) = 0 and the vortex charge of the EP in
the complex plane vanishes? Interestingly, we find that
a fractional vortex emerges not at the EP but in each
bulk eigendetuning, for the case of phase (V) [Fig. 14
(b)]. This is induced by the different Imω(k) of the bulk
eigenstates for each k in phase (V) [Fig. 5 (d)].
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FIG. 14. (a) Vortex charge V+ at k = kEP for different g1
and g2. V+ = 0 for phase (I) (g1 < 2, g1 > 2
√
2), (II), (III)
and (V), V+ = 1/2 for phase (IV) [with phase (I), 2 < g1 <
2
√
2]. V+ is independent of the sign of g1g2. δr = 10
−10. (b)
Vortex charge V [ω+(k)] of band eigenstates for phase (V).
Despite the absence of EPs in the first Brillouin zone, the
non-Hermitian flat band holds fractional vortex charges ±1/2,
depending on the sign of k. g1 = 3.5, g2 = 0.5.
TABLE I. Vortex charges of EPs (g1 > 0)
phase (I) (g1 < 2) (II) (III) (IV), part of (I) (V), part of (I)
kEP BZ BZ ix BZ pi + ix
V+ 0 0 0
1
2
0
V− 0 0 0 − 12 0
Vortex charges of EPs in the Brillouin zone, and those
remaining in the entire non-Hermitian flat bands, would
indicate chiral edge and defect states that are not neces-
sarily based on the topological Berry charge [55, 56, 86].
Appendix K: Topological bound state with global
PT symmetry
To achieve systematically a topological state with
Imω = 0, we place a cavity without gain or loss sand-
κ
g1
κκ
g2
κ
-g1 -g2

κ
g1>0
κκ
g2>0 -g1-g2
κ
0

Defective Topological Trivial
(a)
(b) (c)
FIG. 15. (a) A system forming a topological bound state
based on the global PT symmetry, which comprises a single
vacant cavity and proposed trivial lattices with 20 cavities on
both sides. (b) Selected Reω and Imω (inset). Square: the
topological bound state with Reω = Imω = 0. (c) Intensity
profile for the bound state. g1 = 2, g2 = 1.
wiched between two 20-cavity lattices with different se-
quences of two-magnitude gain and loss, so that the
whole lattice respects the global PT symmetry [45] [Fig.
15 (a)]. Here, the center vacant cavity and left parts
can be considered a defective topological lattice, thus a
bound state with Reω = Imω = 0 is formed [Fig. 15
(b)]. Its mode profile shows localization at the vacant
cavity [n = 21 in Fig. 15 (c)]. Such a bound state
is preserved under the combination of the pseudo-anti-
Hermiticity and global PT symmetry, as shown in Ref.
45.
As our final comments, we found that a similar struc-
ture to our system was included in an aperiodic lattice
constructed according to Fibonacci Sequences [87]. How-
ever, such a lattice basically includes large detuning in
the real part of its refractive index profile for the design
of its frequency response. Thus, its concept is clearly
different from our work. Moreover, as described in Ref.
87, the defect states here are induced not by a nontrivial
photonic topology but by the PT phase transition. This
can be seen by the fact that no edge state or defect state
is reported in that system with the exact PT phase.
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