A sustainability of electricity supply has emerged as a critical issue for low carbon green growth in South Korea. Wind power is the fastest growing source of renewable energy. However, due to its own intermittency and volatility, the power supply generated from wind energy has variability in nature. Hence, accurate forecasting of wind speed and power plays a key role in the effective harvesting of wind energy and the integration of wind power into the current electric power grid. This paper presents a short-term wind speed prediction method based on support vector regression. Moreover, particle swarm optimization is adopted to find an optimum setting of hyper-parameters in support vector regression. An illustration is given by real-world data and the effect of model regularization by particle swarm optimization is discussed as well.
I. Introduction
The generation of wind power as renewable energy has been rapidly growing all around the world. Undoubtedly wind energy is unlimited in potential. However, although there are many advances in wind turbine technology and wind resource identification skill, its own intermittency and volatility make a restriction for efficient utilization of the wind power. Hence the accurate wind speed prediction is a primary requirement for efficient large-scale integration of wind generation in power systems [1] . For example, a 10% deviation of the wind speed leads to about a 30% deviation in the wind power generation. This is because the power potential is proportional to the cubic power of the wind speed [2] .
Models for the wind power forecasting are broadly classified into physical and statistical ones [3] . It is reported that, compared with physical persistent models, statistical methods are more useful for short-term forecasting of wind speed. Short-term prediction of wind speed is made in the order of several days and also from minutes and hours [2] . Recently artificial intelligence (AI) techniques including fuzzy logic, neural network, support vector regression, and some hybrid methods have been employed for the wind power forecasting [1, 2, [4] [5] [6] [7] [8] . It is shown that some AI techniques outperform statistical approaches in terms of predicting accuracy. Among them, support vector regression (SVR) has much attention in the literature and it has been successfully applied to regression problem and function approximation [9] . For example, Mohandes et al. [6] applied this method to wind speed prediction and compared its performance with feedforward neural networks (FNN). The results indicate that SVM outperforms FNN in terms of root mean square error. Unlike FNN, SVR has distinctions that it allows the use of kernel theory to increase the quality of modeling and, moreover, that it can be efficiently solved as a convex optimization problem [7] .
The purpose of this paper is to present an SVR approach for the short-term wind speed forecasting. One thing to keep in mind is that the performance of SVR heavily depends on the choice of kernel function, training sample, and several hyper-parameters. In particular, a search algorithm should be applied to find the best parameter setting so that SVR can guarantee the maximum accuracy for wind speed forecasting. For this purpose, a particle swarm optimization (PSO) is adopted in this paper. PSO is a population based stochastic optimization technique inspired by social behavior of bird flocking and fish schooling [10] . Many literatures show that PSO has a good optimization performance. Though there have been some variants of PSO, its standard edition is applied in our experiments. The remaining part of this paper is organized as follows. Section 2 outlines the proposed method for the wind speed forecasting and briefly describes SVR and PSO. In Section 3, numerical illustrations are given by using real-world wind farm dataset. In particular, effects of hyper-parameters on the forecasting accuracy are 
Framework of The Proposed Method
Support vector machine (SVM) is a novel machine learning technique for classification developed by Vapnik [11] . In this method, classifications are done by finding an optimum separating hyperplane (OSH) which maximizes the minimum distance between classes. In particular, when OSH cannot be found in the original space, a nonlinear and high-dimensional mapping should be applied as illustrated in the following figure [12] . 
In the equation, C is a penalty constant for regularization
By substituting (3) into (2), the risk function is rewritten as:
where  and *  are non-negative slack variables. The following figure illustrates the regression line found by minimizing the above risk function. [7] . In this case, the optimum regression line and its capability depend on C and  which should be specified priori. Moreover, choice of kernel has to be considered as well. A kernel function is an inner product of two transformed feature vectors and it is written by
In the literature, there are several kernel functions, namely linear, polynomial, sigmoidal, and Gaussian kernels. Among them, Gaussian kernel is most commonly used and therefore adopted in this paper. Gaussian kernel is defined by:
where || || and  denote the 2-norm and the kernel bandwidth respectively. It is noted that modeling accuracy as well as predicting capability is affected by the value of  . This will be illustrated later by example of wind speed dataset.
Particle swarm optimization (PSO) is a heuristic approach proposed for evolutionary computational optimizations [10] . A particle represents one of potential solutions in PSO. Let d denote the number of decision variables. A swarm of m particles is generated in which each particle is assigned to a random position in the solution space. Let s and t respectively denote the position and the velocity of particles. Each particle moves towards its best previous position p and towards the best previous particle g . The velocity and the position of a particle are updated by using the following equations:
where  is an inertia constant to control the impact of the previous history on the current velocity, 1 escape from local optima. The algorithm of PSO is terminated when maximum number of generations is reached or the best particle position of the entire swarm is little improved.
The proposed approach to wind speed prediction in this paper is based upon the combination of SVR and PSO. Future values of the wind speed are predicted by constructing SVR model of past wind speed data. In the process of modeling and validation, PSO is used to regularize hyper-parameters of SVR. This is essential to improve the accuracy of wind speed forecasting, which is evaluated by root mean square error in this study. Our framework for wind speed forecasting is shown in the following figure. Fig. 3 . Procedure of the proposed method for wind speed forecasting
Application to Wind Speed Forecasting
The proposed approach for wind speed prediction is illustrated by using real-world dataset shown in the following figure. The wind speed dataset was measured by the meter per second (mps) and obtained at March 2011 from a wind farm site in South Korea. Several hundred cases are depicted in the figure. The dataset is divided for model training and testing. In particular, samples for training are randomly selected from the entire dataset in order to reduce a localization effect. Two hundred sample cases are included in the training dataset.
Fig. 4. Illustration of wind speed data
The forecasting accuracy of wind speed is in general evaluated by root mean square error (RMSE) defined as: (5) is chosen as kernel for SVR modeling. As described in Section 2, the penalty constant C , the fraction of support vectors  , and the kernel bandwidth  are specified in SVR training and testing. The best combination of them will be searched by PSO. Two datasets of which starting points were randomly selected are prepared for testing SVR. The model training is conducted by using LIBSVM, a Matlab toolbox provided in [13] . However, according to our preliminary experiments, C tends to be large as iterations go on. This leads to a larger  and, subsequently, a model overfitting would be incurred. Therefore, we apply a restricition 0 . Once a prediction model is configured by the above setting of hyper-parameters, a series of wind speed predictions is easily obtained. The resulting calibration-prediction plot of the training and testing datasets is depicted in Fig. 7 .
RMSE of the training dataset is 1.1709. Similarly, RMSEs of two testing datasets are 1.5283 and 1.3004 respectively. Predictions are relatively better in the testing dataset 2. This is because the variation of the testing dataset 2 is smaller than that of the testing dataset 1. Standard deviations of testing datasets are respectively 5.5598 and 3.0304. The corresponding individual predictions are shown in Fig. 8 .
So far we explained a PSO-SVR procedure for short term wind speed forecasting and illustrated the usefulness of PSO in the process of training and validation. According to our experiments, RMSEs are also affected by variations of testing dataset. In order to take a closer look at this point, more numerical experiments are conducted. The following table summarizes means, standard deviations, and RMSEs obtained through 20 experimental runs. We can see that means and standard deviations of the training dataset are fairly stable in the table. This is caused by randomly selecting the training samples. On the other hand, testing datasets have large variability. By considering practical situations for the wind speed prediction, both variability and locality are unavoidable. This point is undoubtedly recognized by the line plots in Fig. 9 . Among testing datasets, the former has much more variability. As mentioned earlier, this implies that the forecasting accuracy of wind speed can be deteriorated in the testing dataset 1. A scatter plot of standard deviation and RMSE is shown in Fig. 10 . By this figure, we can see that the larger standard deviation leads to the higher RMSE. In other words, the forecasting accuracy is correlated with the sample variability.
Conclusions
SVR is a powerful technique for solving function estimation problems and therefore has a potential for prediction applications. This paper proposes to use SVR for the short term wind speed forecasting. In particular, by incorporating a PSO technique with SVR, we attempt to find the best SVR model and to improve the forecasting accuracy which is measured by RMSE. The presented approach is illustrated by real-world dataset. According to the illustration, PSO is helpful to find the best hyper-parameter setting of SVR. The presented method focuses on the single-step forecasting of wind speed. Therefore, for the purpose of practical applications, it should be extended to the multi-step forecasting. By using numerical experiments, we demonstrate that data variability affects the predictive accuracy of wind speed. Such variability should be accommodated in the process of hyper-parameter tuning. This indicates that other additional features should be extracted from dataset and accommodated in the process of hyper-parameter tuning. Although not included in this paper, adopting a wavelet based de-noising as a preprocessing step for wind speed forecasting would be fruitful for future research.
