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Abstract
In this paper, we shall prove a Carleman estimate for the so-called Zaremba problem. Using
some techniques of interpolation and spectral estimates, we deduce a result of stabilization for the
wave equation by means of a linear Neumann feedback on the boundary. This extends previous
results from the literature: indeed, our logarithmic decay result is obtained while the part where
the feedback is applied contacts the boundary zone driven by an homogeneous Dirichlet condition.
We also derive a controllability result for the heat equation with the Zaremba boundary condition.
Keywords
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1 Introduction
1.1 General background
We are interested here in the stabilization of the wave equation on a bounded connected regular open
set of Rd. Our stabilization will be obtained by means of a feedback on a part of the boundary while
the other part of the boundary is submitted to an homogeneous Dirichlet condition.
Since the works of Bardos, Lebeau, Rauch (see [2]), the case of stabilization for the wave equation is
well understood (by the so called Geometric Control Condition) for Dirichlet or Neumann boundary
condition. Indeed, if the part of the boundary driven by the homogeneous Dirichlet condition does
not contact the region where the feedback is applied, Lebeau has given a sharp sufficient condition
for exponential stabilization of the wave equation (see [20, The´ore`me 3] and [21]). Moreover, Lebeau
and Robbiano (see [23]) have shown that, in the case where the Neumann boundary condition is
applied on the entire boundary, a weak condition on the feedback (which does not satisfy Geometric
Control Condition) provides logarithmic decay of regular solutions.
On the other hand, multiplier techniques (see [15, 8]) give some results of exponential stabilization
(even if the part of the boundary driven by the homogeneous Dirichlet condition touches the region
where the feedback is applied) but under very strong assumptions on the form of the boundary
conditions.
Our goal here is to obtain some stabilization of logarithmic type under weak assumptions for the
boundary conditions. More precisely, we will see that, for solutions driven by an homogeneous
Dirichlet boundary condition on a part of the boundary and submitted to a feeback of the form
∂νu = −a(x)∂tu
on the other part of the boundary, where a is some non-trivial non-negative function, their energy with
initial data in the domain of Ak (denoting A the infinitesimal generator of our evolution equation)
decays like ln(t)−k when t goes to infinity.
To this end, we will need some Carleman estimates for the so-called Zaremba Boundary Problem

∆Xu = f
u = f0
∂νu = f1
in X,
on ∂XD,
on ∂XN ,
where X is some regular manifold with boundary ∂X splitted into ∂XD and ∂XN and normal
vectorfield ν. However, we will mainly tackle some local problem and the following model case (in
Rn+ with the flat metric) 

∆u = f
u = f0
∂xnu = f1
in {xn > 0},
on {xn = 0, x1 > 0},
on {xn = 0, x1 < 0},
should help the reader to understand the main difficulties of this problem.
The Zaremba problem lies in the large class of boundary pseudodifferential operators, studied by
many authors. The first one was probably Eskin (see the monograph [9] where pseudodifferential
elliptic boundary problems are studied) but then Boutet de Monvel - in [5] - raised the fundamental
transmission condition. It was shown to play a key role in the resolution of such problems (see the
books of Grubb [12] and [13, Chapter 10] where the algebra of pseudodifferential problems is studied
in details).
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Unfortunately, the Zaremba problem can not be solved by this pseudodifferential calculus. Indeed, its
resolution involves a pseudodifferential operator on the boundary that does not satisfy the transmis-
sion condition (see [16]). It lies in the general class of operators introduced by Rempel and Schulze
in [25] which allow to construct a parametrix for mixed elliptic problems - including the Zaremba
problem (see [16] and, more specifically, Section 4.1). However, up our knowledge, a Carleman es-
timate for the Zaremba problem could not be obtained so far. We should nonetheless mention Fu’s
work [10] where the author proves a global Carleman inequality in a Laplace problem with mixed -
but different - boundary conditions.
Carleman estimates have many applications ranging from the quantification of unique continuation
problems, inverse problems, to stabilization issues and control theory (see the survey paper [17] for
a general presentation of these topics). This last application was the motivation for the proof of
a suitable Carleman estimate (in the papers of either Lebeau and Robbiano [22] or Fursikov and
Imanuvilov [11]) and is still animating nowadays a large developpement of Carleman estimates (see
e.g. [19, 18] were controllability of parabolic systems with non-smooth coefficients is studied). Fi-
nally, we use the approach developped in [21, 23, 7] (also used by other authors - see, e.g., [3]) to
deduce our stabilization result. We shall also address a controllability result for the heat equation
with the Zaremba boundary condition (based on the approach developped in [22]).
Acknowledgements. The authors thank Je´roˆme Le Rousseau and Nicolas Lerner for interesting
discussions related to this work.
1.2 Stabilization of Waves
Let Ω be a bounded connected open set of Rd with C∞ boundary ∂Ω. Let also Γ a smooth hy-
persurface of ∂Ω which splits the boundary into the two non-empty open sets ∂ΩD, ∂ΩN so that
∂Ω = ∂ΩD ⊔ ∂ΩN ⊔ Γ (see Figure 1).
We study the decay of the solution of the following problem

(∂2t −∆)u = 0
u = 0
∂νu+ a(x)∂tu = 0
(u, ∂tu)|t=0 = (u0, u1)
in Ω× R+,
on ∂ΩD × R+,
on ∂ΩN × R+,
in Ω,
(1)
where (u0, u1) ∈ H1(Ω) × L2(Ω) is such that u0 = 0 in ∂ΩD and a is, for some ρ ∈ (0, 1), a
non-negative function of C ρ(∂ΩN ), the space of Ho¨lder continuous functions on ∂ΩN .
For the sake of simplicity, we here focus on the classical Laplacian ∆ but all the results described
below remain true with the Laplacian associated to a smooth metric (see Section 4).
∂ΩD
∂ΩN
Γ
Ω
Figure 1: A configuration example.
We denote H = {u0 ∈ H1(Ω);u0 = 0 in ∂ΩD} × L2(Ω) and define
A =
(
0
∆
I
0
)
3
with domain
D(A) = {(u0, u1) ∈ H ; ∆u0 ∈ L2(Ω), u1 ∈ H1(Ω), u0 = 0 on ∂ΩD and ∂νu0 + a(x)u1 = 0 on ∂ΩN}.
For any solution u of (1), we define its energy by
E(u, t) =
1
2
∫
Ω
|∂tu(x, t)|2 + |∂xu(x, t)|2dx
where ∂x = (∂x1 , ..., ∂xd).
Denoting the resolvent set of A by
ρ(A) = {µ ∈ C;A− µI : D(A)→ H is an isomorphism},
we will establish the following spectral estimate:
Proposition 1.1. Let ρ > 1/2 and a ∈ C ρ(∂ΩN ) a non-negative function.
If a 6= 0 and a(x) −−−→
x→Γ
0, then one has iR ⊂ ρ(A) and there exists C > 0 such that
∀λ ∈ R, ‖(A− iλI)−1‖H→H 6 CeC|λ|.
Hence, using an useful result of Burq (see [7, Theorem 3]), we get our logarithmic decay result:
Theorem 1. Let ρ > 1/2 and a ∈ C ρ(∂ΩN ) a non-negative function.
If a(x) −−−→
x→Γ
0 and a 6= 0 then, for every k ≥ 1, there exists Ck > 0 such that, for every (u0,u1) ∈
D(Ak) the corresponding solution u of (1) satisfies
∀t > 0, E(u, t)1/2 6 Ck
log(2 + t)k
‖(u0, u1)‖D(Ak) .
These results are completely analogous to the ones obtained by Lebeau and Robbiano in [23].
The outline of the proof is also quite similar to the one proposed there except that the situation is
a bit different here because of the mixed character of the boundary value problem.
The key point is also to establish some Carleman estimate in a neighborhood of Γ and to obtain
some interpolation inequality (see [23, The´ore`me 3]). This last result concerns an abstract problem
derived from the spectral problem.
DefiningX = (−1, 1)×Ω, ∂XN = (−1, 1)×∂ΩN , ∂XD = (−1, 1)×∂ΩD, we consider the corresponding
problem: 

∆Xv = v0
(∂ν + ia(x)∂x0)v = v1
v = 0
in X,
on ∂XN ,
on ∂XD,
(2)
for some data v0 ∈ L2(X) and v1 ∈ L2(∂XN ).
If Y = (−1/2, 1/2) × Ω and ∂XδN = (−1, 1) × {x ∈ ∂ΩN ; a(x) > δ}, we will prove the following
interpolation result.
Proposition 1.2. Let ρ > 1/2 and a ∈ C ρ(∂ΩN ) a non-negative function.
If a(x) −−−→
x→Γ
0 and a 6= 0, there exists δ > 0, C > 0 and τ0 ∈ (0, 1) such that for any τ ∈ [0, τ0] and
for any function v solution of (2), the following inequality holds
‖v‖H1(Y ) 6 C
(
‖v0‖L2(X) + ‖v1‖L2(∂XN ) + ‖v‖L2(∂XδN ) + ‖∂x0v‖L2(∂XδN )
)τ
‖v‖1−τH1(X).
1.3 Carleman estimates for the Zaremba Boundary Condition
We will now present our Carleman estimates and establish first some useful notations. Let n ≥ 2 be
the dimension of the connected manifold X .
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1.3.1 Notations
Pseudodifferential operators We use the notation introduced in [22].
First, we shall use in the sequel the notations 〈ξ〉 := (1 + |ξ|2) 12 and Dxj = hi ∂xj for 1 ≤ j ≤ n.
Let us now introduce semi-classical ψDOs. We denote by Sm(Rn × Rn), Sm for short, the space
of smooth functions a(x, ξ, h), defined for h ∈ (0, h0] for some h0 > 0, that satisfy the following
property: for all α, β multi-indices, there exists Cα,β ≥ 0, such that∣∣∣∂αx ∂βξ a(x, ξ, h)∣∣∣ ≤ Cα,β〈ξ〉m−|β|, x ∈ Rn, ξ ∈ Rn, h ∈ (0, h0].
Then, for all sequences am−j ∈ Sm−j, j ∈ N, there exists a symbol a ∈ Sm such that a ∼
∑
j h
jam−j ,
in the sense that a −∑j<N hjam−j ∈ hNSm−N (see for instance [24, Proposition 2.3.2] or [14,
Proposition 18.1.3]), with am as principal symbol. We define Ψ
m as the space of ψDOs A = Op(a),
for a ∈ Sm, formally defined by
Au(x) = 1
(2πh)n
∫ ∫
ei〈x−t,ξ〉/ha(x, ξ, h) u(t) dt dξ, u ∈ S ′(Rn).
We now introduce tangential symbols and associated operators.
We set x = (x′, xn), x′ = (x1, . . . , xn−1) and ξ′ = (ξ1, . . . , ξn−1) accordingly. We denote by SmT (R
n×
Rn−1), SmT for short, the space of smooth functions b(x, ξ
′, h), defined for h ∈ (0, h0] for some h0 > 0,
that satisfy the following property: for all α, β multi-indices, there exists Cα,β ≥ 0, such that
∣∣∣∂αx ∂βξ′b(x, ξ′, h)∣∣∣ ≤ Cα,β〈ξ′〉m−|β|, x ∈ Rn, ξ′ ∈ Rn−1, h ∈ (0, h0].
As above, for all sequences bm−j ∈ Sm−jT , j ∈ N, there exists a symbol b ∈ SmT such that b ∼∑
j h
jbm−j, in the sense that b−
∑
j<N h
jbm−j ∈ hNSm−NT , with bm as principal symbol. We define
ΨmT as the space of tangential ψDOs B = op(b) (observe the notation we adopt is different from
above to avoid confusion), for b ∈ SmT , formally defined by
B u(x) =
1
(2πh)n−1
∫ ∫
ei〈x
′−t′,ξ′〉/hb(x, ξ′, h) u(t′, xn) dt′ dξ′, u ∈ S ′(Rn).
We shall also denote the principal symbol bm by σ(B).
Different norms We use L2 and Hssc semi-classical norms on R
n, on {xn > 0}, on {xn = 0} and
on {xn = 0, ±x1 > 0}. We recall that, in this paper, we use the usual semi-classical notations,
namely Dxj =
h
i ∂xj , and the symbols are quantified in semi-classical sense. In particular all the
norms depend on h.
To distinguish these different norms, we denote by
‖u‖2 =
∫
Rn
|u(x)|2dx, ‖u‖s = ‖Op(〈ξ〉s)u‖
and
‖u‖2L2(xn>0) =
∫
{x∈Rn, xn>0}
|u(x)|2dx, ‖u‖2H1sc(xn>0) = ‖u‖
2
L2(xn>0)
+
n∑
j=1
‖Dxju‖2L2(xn>0).
Finally, on xn = 0, we use the norms
|v|2 =
∫
Rn−1
|v(x′)|2dx′, |v|s = | op(〈ξ′〉s)v|,
and the space Hssc(±x1 > 0) of the restrictions of Hssc(Rn−1) functions equipped with the norm
|v|Hssc(±x1>0) = inf
w∈Hssc(R
n−1)
w|±x1>0
=v
| op(〈ξ′〉s)w|.
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In particular for v ∈ Hs(Rn−1), we have
|v|±x1>0|Hssc(±x1>0) ≤ |v|s
and we write, when there is no ambiguity, |v|Hssc(±x1>0) instead of |v|±x1>0|Hssc(±x1>0).
1.3.2 Carleman estimate
We now detail the local Carleman estimate obtained for the Zaremba boundary problem.
Let Bκ = {x ∈ Rn; |x| 6 κ} and P a differential operator whose form is
P = −∂2xn +R
(
x,
1
i
∂x′
)
where ∂x′ = (∂x1 , . . . , ∂xn−1) and the symbol r(x, ξ
′) of R is real, homogeneous of degree 2 in ξ′ and
satisfies 

∃c > 0; ∀(x, ξ′) ∈ Bκ × Rn−1, r(x, ξ′) ≥ c|ξ′|2,
∀ξ′ ∈ Rn−1, r(0, ξ′) = |ξ′|2.
As usual in the context of Carleman estimates, we define the conjugate Pϕ = h
2eϕ/h ◦ P ◦ e−ϕ/h for
ϕ any real-valued C∞ function. Since
Pϕ = h
2
(
1
i
∂xn +
i
h
∂xnϕ
)2
+ h2R
(
x,
1
i
∂x′ +
i
h
∂x′ϕ
)
,
the corresponding semi-classical principal symbol satisfies
pϕ(x, ξ) = (ξn + i∂xnϕ(x))
2 + r(x, ξ′ + i∂x′ϕ(x)).
We assume that ϕ is such that, for some κ0 > 0,
∀x ∈ Bκ0 ,
∂ϕ
∂xn
(x) 6= 0 (3)
and that Ho¨rmander pseudo-convexity hypothesis (see [14, Paragraph 28.2, 28.3]) holds for P on Bκ0
∀(x, ξ) ∈ Bκ0 × Rn, pϕ(x, ξ) = 0⇒ {Re pϕ, Im pϕ}(x, ξ) > 0, (4)
where the usual Poisson bracket is defined, for p, q smooth functions, by
{p, q}(x, ξ) = (∂ξp.∂xq − ∂xp.∂ξq)(x, ξ).
Remark 1. For instance in the model case P = −∆, we can choose ϕ(xn) = xn + a
2
x2n. We have
indeed pϕ(x, ξ) = (ξn + i(1 + axn))
2 + |ξ′|2 thus {Re pϕ, Im pϕ}(x, ξ) = 4a(ξ2n+ (1+ axn)2) > 0 if xn
is small enough.
In the general case, changing ϕ into eβϕ for β > 0 large enough, hypothesis (4) can be satisfied
(see [14, Proposition 28.3.3] or [22, Proof of Lemma 3, page 352]).
Our local Carleman estimate for the Zaremba Boundary Condition can now be stated in the
following form.
Theorem 2. There exists ε > 0 such that if ϕ satisfies(
∂ϕ
∂xn
> 0 on {xn = 0} ∩Bκ0
)
and |∂x′ϕ(0)| ≤ ε∂xnϕ(0)
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and (3), (4) hold then, there exists κ ∈ (0, κ0] and C, h0 > 0, such that, for any h ∈ (0, h0),
g0 ∈ H1/2(x1 > 0), g1 ∈ H−1/2(x1 < 0) and any g ∈ H1(Rn) supported in Bκ which satisfies
P (g) ∈ L2(Rn) and
{
g = g0
∂xng = g1
if xn = 0 and x1 > 0,
if xn = 0 and x1 < 0,
the following inequality holds:
‖geϕ/h‖H1sc(xn>0) + |geϕ/h|1/2 + |h(∂xng)eϕ/h|−1/2
≤ C
(
h−1/2‖h2P (g)eϕ/h‖L2(xn>0) + |g0eϕ/h|H1/2sc (x1>0) + |hg1e
ϕ/h|
H
−1/2
sc (x1<0)
)
.
Remark 2. The estimate in the theorem, except for the boundary terms, is the usual Carleman
estimate. Let us also remind that all the norms are semi-classical: in particular ‖geϕ/h‖H1sc(xn>0) is
equivalent to h‖eϕ/h∂xg‖L2(xn>0)+ ‖eϕ/hg‖L2(xn>0). For the other norms, we refer the reader to the
definitions in paragraph 1.3.1.
Remark 3. The norms |.|1/2 and |.|−1/2 on the boundary xn = 0 of the left hand side of this
inequality cannot be replaced by the norms |.|1 and |.| ( provided that the data g0, g1 are estimated
in the spaces H1(x1 > 0) and L
2(x1 < 0)).
Indeed, in the special case where P = −∆, it is well-known that the variational solution of the
boundary value problem 

−∆u = f
u = 0
∂νu = 0
in X,
on ∂XD,
on ∂XN ,
may be, even for smooth data f , such that ∂νu /∈ L2(∂X).
We refer the reader to the famous two-dimensionnal conterexample of Shamir (see [26]) where one
consider, in polar coordinates, the sets
X = {(r, θ); r ∈ (0, 1), θ ∈ (0, π)}, ∂XN = {(r, π); r ∈ (0, 1)}, ∂XD = ∂X \ ∂XN .
and the function
u(r, θ) = φ(r)r1/2 sin
(
θ
2
)
with φ ∈ C∞([0, 1]) a cut-off function such that φ = 1 in some neighborhood of 0 and supp(φ) ⊂ [0, 1).
The paper is structured as follows: our proof of the main Carleman estimate (Theorem 2) is
divided into the three subsections of Section 2. This will allow us to deduce the interpolation
inequality of Proposition 1.2 and finally Theorem 1 in Section 3. In Section 4, we conclude by
some comments on the geometry and sketch a proof of controllability of the heat equation with the
Zaremba boundary condition.
2 Proof of Theorem 2
We first recall some well-known facts about pseudodifferential operators. We refer the reader to [24].
For simplicity, we write in all this section ‖ · ‖Hs(xn>0) instead of ‖ · ‖Hssc(xn>0). Note that there will
be no confusion as we do not use the classical norm on Hs(xn > 0).
Composition formula. If a ∈ Sm, b ∈ Sm′ then Op(a) ◦Op(b) = Op(c) for c ∈ Sm+m′ given by
c(x, ξ, h) =

 ∑
|α|6N
(h/i)|α|
α!
∂αξ a∂
α
x b

 (x, ξ, h) + hN+1R(x, ξ, h)
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where
R(x, ξ, h) =
N + 1
(2πh)n
∫ 1
0
(1− t)N
∑
|α|=N+1
1
i|α|α!
∫
R2n
e−iz.ζ/h∂αξ a(x, ξ + ζ, h)∂
α
x b(x+ tz, ξ, h)dzdζdt.
We will also use the composition formula for tangential operators, which is completely analogous.
In the sequel, we will also need the following straightforward result.
Lemma 2.1. Let a ∈ SmT . Then
[Dxn , op(a)] =
h
i
op(∂xna).
Next, we use the same notations as in [23] and put
pϕ(x, ξ) = ξ
2
n + 2i(∂xnϕ)ξn + q2(x, ξ
′) + 2iq1(x, ξ′) (5)
where q2(x, ξ
′) = −(∂xnϕ)2 + r(x, ξ′)− r(x, ∂x′ϕ(x)) and q1(x, ξ′) = r˜(x, ∂x′ϕ(x), ξ′).
Here we denote by r˜(x, ., .) the bilinear form associated to r(x, .) (i.e. such that r(x, ξ′) = r˜(x, ξ′, ξ′)
for all ξ′ ∈ Rn−1).
We also define
µ(x, ξ′) := q2(x, ξ′) +
q1(x, ξ
′)2
(∂xnϕ(x))
2
.
The sign of µ is of great importance to localize the roots of pϕ in ξn. We may explain this from the
model case presented in the introduction. In this framework, one has P = −∆ and we may choose
ϕ = ϕ(xn) (more precisely of the form ϕ(xn) = xn + ax
2
n/2 for some a > 0) so that
pϕ(x, ξ
′) = (ξn + i∂xnϕ(x))
2 + |ξ′|2,
q2(x, ξ
′) = −(∂xnϕ(x))2 + |ξ′|2, q1(x, ξ′) = 0 and µ(x, ξ′) = |ξ′|2 − (∂xnϕ(x))2.
Moreover, the roots of pϕ in ξn are given by
ρ1(x, ξ
′) = −i(∂xnϕ(x) − |ξ′|), ρ2(x, ξ′) = −i(∂xnϕ(x) + |ξ′|)
and satisfy
µ(x, ξ′) > 0⇒ Im(ρ1(x, ξ′)) > 0 > Im(ρ2(x, ξ′))
whereas
µ(x, ξ′) < 0⇒ Im(ρ1,2(x, ξ′)) < 0.
In the microlocal zone µ < 0, the operator pϕ is elliptic and since its roots in ξn have negative
imaginary part, one will be able to estimate directly the traces of g in terms of the interior data
P (g). On the contrary, in the microlocal zone µ > 0, even is pϕ is elliptic, only one of its root in ξn
has negative imaginary part and elliptic estimates would only get an equation on the traces of g. In
our general framework, we prove several analogous properties presented in Lemma B.1 (which are
very close to the ones of [23, Lemme 3]) and the case µ > 0 will in fact be treated in section 2.2.
Our proof of Theorem 2 is consequently divided in two main parts. In the first one, we establish
a microlocal Carleman inequality concentrated where µ < 0 and, in the second one, we focus on
the microlocal region µ > −(∂xnϕ)2. We will finally gather the results of these two parts in a short
concluding section.
Notations: In the sequel, we set, for w a function defined on Rn,
w =
{
w
0
if xn > 0,
if xn < 0.
We also denote, for z ∈ C/R− and s ∈ R,
zs = exp (s log(z))
where log is defined as an holomorphic function on C\R−. Moreover, we use the notation
√
z := z1/2.
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2.1 Estimates in zone µ < 0
We remind that we have denoted v = eϕ/hg. We also define the set
Eα = {(x, ξ′) ∈ Rn × Rn−1, µ(x, ξ′) ≤ −α(∂xnϕ)2}
where α > 0 is a sufficiently small parameter to be fixed later.
The proof we give essentially follows that of Lemma 4 in [23] and Proposition 2.2 in [19].
Let χ− supported in E2α and satisfying χ− = 1 in a neighborhood of E3α. Obviously χ− ∈ S0T
because χ− = 0 when |ξ′| is large enough. If u = op(χ−)v, one has
Pϕu = op(χ−)Pϕv + [Pϕ, op(χ−)]v = f1 where
‖f1‖L2(xn>0) ≤ C‖Pϕv‖L2(xn>0) + Ch‖v‖H1(xn>0). (6)
Denoting δ(j) = (d/dxn)
jδ|xn=0, straightforward computation show that we have
Pϕu = f1 − h2γ0(u)δ′ − ih(γ1(u) + 2i∂xnϕ(x′, 0)γ0(u))δ (7)
where γ0(u) := u|xn=0+ and γ1(u) := Dxnu|xn=0+ = −ih∂xnu|xn=0+ are the first semi-classical traces.
We now construct a local parametrix for Pϕ.
Let χ(x, ξ) ∈ S0 such that χ = 1 for sufficiently large |ξ| as well as in a neighborhood of supp(χ−)
with moreover
supp(χ) ∩ p−1ϕ ({0}) = ∅.
Note that it is indeed possible because the real null set p−1ϕ ({0}) is bounded in ξ and, using Lemma
B.1, the roots of pϕ in ξn are not real.
We define
e0(x, ξ) =
χ(x, ξ)
pϕ(x, ξ)
∈ S−2.
One may find e1 ∈ S−3 such that E = Op(e0 + he1) satisfies, for some R2 ∈ S−2,
E ◦ Pϕ = Op(χ) + h2R2.
Indeed, by symbolic calculus, one may verify that e1 = χ
∂xpϕ.∂ξpϕ
p3ϕ
. In the sequel, we shall denote
e := e0 + he1.
We set the new quantities
w1 := γ0(u), w0 := γ1(u) + 2i∂xnϕ(x
′, 0)γ0(u) (8)
and we apply our parametrix E to the equation (7) which may be written now in the form
Pϕu = f1 +
h
i
w0δ − h2w1δ′.
One computes the action of E on w0 and w1 and finds
E
(
h
i
w0δ
)
(x′, xn) =
1
(2πh)n−1
∫ ∫
ei(x
′−y′).ξ′/htˆ0(xn, x′, ξ′)w0(y′)dy′dξ′,
E
(−h2w1δ′) (x′, xn) = 1
(2πh)n−1
∫ ∫
ei(x
′−y′).ξ′/htˆ1(xn, x′, ξ′)w1(y′)dy′dξ′,
where
tˆ0(xn, x
′, ξ′) =
1
2iπ
∫
R
eixnξn/he(x, ξ)dξn,
tˆ1(xn, x
′, ξ′) =
1
2iπ
∫
R
eixnξn/hξne(x, ξ)dξn.
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We note that the integral defining tˆ0 is absolutely converging but that the integral defining tˆ1 has to
be understood is the sense of the oscillatory integrals (see for instance [14, Section 7.8]).
Using the fact that e(x, ξ′, ξn) is holomorphic for large |ξn| and actually a rational function with
respect to ξn, we can change the contour R into the contour defined by γ = [−C〈ξ′〉, C〈ξ′〉] ∪ {ξn ∈
C; |ξn| = C〈ξ′〉, Im(ξn) > 0} oriented counterclockwise where C > 0 is chosen sufficiently large so
that χ = 1 if |ξn| ≥ C〈ξ′〉.
Doing so, we get
u = E(f1) + T0w0 + T1w1 + r1
where
r1 = (I −Op(χ))u+ h2R2u (9)
and, if j = 0, 1 and xn > 0, the tangential operators Tj of symbols
tˆj(x, ξ
′) =
1
2iπ
∫
γ
eixn(ξn/h)e(x′, xn, ξ′, ξn)ξjndξn, (10)
The symbols 1− χ and χ− are not in the same symbol class but it is known (see Lebeau-Robbiano
[22] and Le Rousseau-Robbiano [19, Lemma 2.2]) that, since supp(1− χ) ∩ suppχ− = ∅, we have
(I −Op(χ)) op(χ−) ∈
⋂
N∈N
hNΨ−N .
Consequently, recalling (9), one has the estimate
‖r1‖2 6 Ch‖v‖ = Ch‖v‖L2(xn>0) ≤ Ch‖v‖H1(xn>0). (11)
We now choose χ1(x, ξ
′) ∈ S0T so that supp(χ−) ⊂ {χ1 = 1}, χ1 is supported in Eα and χ = 1 in
a neighborhood of supp(χ1).
We set tj = tˆjχ1 for j = 0, 1 which allows us to get
u = E(f1) + op(t0)w0 + op(t1)w1 + r1 + r2, (12)
where
r2 = op((1− χ1)tˆ0)w0 + op((1 − χ1)tˆ1)w1.
One now notes that |pϕ(x, ξ)| > c〈ξ〉2 on supp(χ). Consequently, one obtains
‖E(f1)‖1 6 C‖f1‖ = C‖f1‖L2(xn>0). (13)
Moreover, using (10), one may obtain
∀l ∈ N, α ∈ Nn−1, β ∈ Nn−1, |∂lxn∂αx′∂βξ′ tˆj | ≤ Ch−l〈ξ′〉−1+j+l−|β|.
Consequently, noting that r2 does not involve derivations with respect to xn and that supp(1−χ1)∩
supp(χ−|xn=0) = ∅, one obtains
‖r2‖1 6 Ch(‖v‖H1(xn>0) + |Dxnv|xn=0|−1/2) (14)
from the composition of tangential operators and using the following trace formula (see [23, page
486])
|ψ|xn=0| 6 Ch−1/2‖ψ‖H1(xn>0).
Regarding the two last terms, we use that µ(x, ξ′) < 0 for (x, ξ′) ∈ supp(χ1). Hence, by Lemma
B.1, pϕ(x, ξ
′, ξn)−1 is an holomorphic function of ξn on {Im(ξn) ≥ 0} for (x, ξ′) ∈ supp(χ1).
Recalling the form of e, one consequently has, for j = 0, 1,
(tj)(x, ξ
′) =
1
2iπ
χ1(x, ξ
′)
(∫
γ
eixnξn/h
ξjn
pϕ(x, ξ′, ξn)
dξn + h
∫
γ
eixnξn/h
ξjn(∂xpϕ.∂ξpϕ)(x, ξ
′, ξn)
p3ϕ(x, ξ
′, ξn)
dξn
)
= 0.
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We shall now address the traces terms. We take the first two traces at xn = 0
+ of (12) which
consequently gives, for j = 0, 1,
γj(u) = γj(E(f1)) + γj(r1) + γj(r2).
Summing up equations (11), (13) and (14), one now deduces by trace formula
h1/2|γ0(u)|1/2 + h1/2|γ1(u)|−1/2 ≤ C(‖f1‖L2(xn>0) + h‖v‖H1(xn>0) + h|Dxnv|xn=0|−1/2).
Using (12) again, one may deduce
‖u‖H1(xn>0)+h1/2|γ0(u)|1/2+h1/2|γ1(u)|−1/2 ≤ C(‖f1‖L2(xn>0)+h‖v‖H1(xn>0)+h|Dxnv|xn=0|−1/2).
We finally come back to the original unknowns. One has
γ0(u) = op(χ−)v|xn=0 and op(χ−)Dxnv|xn=0 = γ1(u)− [Dxn , op(χ−)]v|xn=0
which, using Lemma 2.1 and (6), allows us to get
‖ op(χ−)v‖H1(xn>0) + h1/2| op(χ−)v|xn=0|1/2 + h1/2| op(χ−)Dxnv|xn=0|−1/2 (15)
≤ C(‖Pϕv‖L2(xn>0) + h‖v‖H1(xn>0) + h|Dxnv|xn=0|−1/2).
2.2 Estimates in zone µ > −(∂
xn
ϕ)2
We denote by v = eϕ/hg and
v0 = v|xn=0 −
(
eϕ/h
)
|xn=0
g0 ∈ H1/2(xn = 0),
v1 = (Dxnv)|xn=0 + i(∂xnϕ)|xn=0v0 +
(
eϕ/h
)
|xn=0
(ihg1 + i(∂xnϕ)|xn=0g0) ∈ H−1/2(xn = 0). (16)
We have supp v0 ⊂ {x′ ∈ Rn−1, x1 ≥ 0} and supp v1 ⊂ {x′ ∈ Rn−1, x1 ≤ 0}. We consider v0 and v1
as unknown in the problem and in the sequel the goal is to obtain an equation on v0 and v1.
The boundary conditions take the following form
v|xn=0 = v0 +G0,
(Dxnv)|xn=0 = v1 − i(∂xnϕ)|xn=0v0 +G1, (17)
where, following (16), we have
|G0|1/2 ≤ |eϕ/hg0|1/2,
|G1|−1/2 ≤ h|eϕ/hg1|−1/2 + C|eϕ/hg0|1/2. (18)
We remark that if g0 is fixed on x1 < 0 and g1 is fixed on x1 > 0 we can extend g0 and g1 on
Rn−1 such that
|eϕ/hg0|H1/2(x1<0) ≤ |eϕ/hg0|1/2 ≤ 2|eϕ/hg0|H1/2(x1<0)
and
|eϕ/hg1|H−1/2(x1>0) ≤ |eϕ/hg1|−1/2 ≤ 2|eϕ/hg1|H−1/2(x1>0).
These extensions depend on h.
Let
Fα = {((x, ξ′) ∈ Rn × Rn−1, µ(x, ξ′) ≥ −(1− α)(∂xnϕ)2}
where α is small enough.
Let χ+(x, ξ
′) supported in F2α and satisfying χ+ = 1 in a neighborhood of F3α. Obviously χ+ ∈ S0T
because χ+ = 1 when |ξ′| is large enough.
Let u = op(χ+)v. We have
Pϕu = op(χ+)Pϕv + [Pϕ, op(χ+)]v = f1 where
‖f1‖L2(xn>0) ≤ C‖Pϕv‖L2(xn>0) + Ch‖v‖H1(xn>0). (19)
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Let χ1 supported in Fα such that χ1 = 1 on a neighborhood of F2α, in particular on suppχ+.
When the roots ρj are well defined (see the Lemma B.1), we have by (5) ρ1 + ρ2 = −2i(∂xnϕ) and
ρ1ρ2 = q2 + 2iq1. Hence, we obtain
(Dxn − op(ρ2χ1))(Dxn − op(ρ1χ1))u = D2xnu−Dxn op(ρ1χ1)u − op(ρ2χ1)Dxnu
+ op(ρ2χ1) op(ρ1χ1)u
= D2xnu+ op(2i(∂xnϕ)χ1)Dxnu+ op((q2 + 2iq1)χ
2
1)u
− [Dxn , op(ρ1χ1)]u+ op(R1)u (20)
where R1 ∈ hS1T is given by symbolic calculus.
By Lemma 2.1, the symbol of [Dxn , op(ρ1χ1)] belongs to hS
1
T . Thus, we have
(Dxn − op(ρ2χ1))(Dxn − op(ρ1χ1))u = f2 (21)
where
f2 =Pϕu− op(2i(∂xnϕ)(1 − χ1))Dxn op(χ+)v − op((q2 + 2iq1)(1 − χ21)) op(χ+)v (22)
− [Dxn , op(ρ1χ1)]u+ op(R1)u.
By (19), (20) and (22), using that (1− χ1)χ+ = 0, (1− χ21)χ+ = 0 and ‖u‖H1 ≤ C‖v‖H1 , we obtain
by symbolic calculus
‖f2‖L2(xn>0) ≤ C‖Pϕv‖L2(xn>0) + Ch‖v‖H1(xn>0). (23)
2.2.1 Estimate of (Dxn − op(ρ1χ1))u
Denoting z = (Dxn − op(ρ1χ1))u ∈ L2(xn > 0) (since g ∈ H1(Rn)), we have by (21)
(Dxn − op(ρ2χ1))z = f2 − ihz|xn=0δxn=0. (24)
Let χ ∈ S0 such that χ = 1 if |ξ| is large, χ = 1 in a neighborhood of suppχ+ × Rξn and
suppχ ∩ {(x, ξ) ∈ Rn × Rn, ξn − ρ2(x, ξ′) = 0} = ∅.
This is indeed possible. If |ξ′| is large enough then q2(x, ξ′) ≥ C|ξ′|2 and Im ρ2 < −C|ξ′|, µ(x, ξ′) ≥ 0
and in this region ξn − ρ2(x, ξ′) 6= 0. If |ξ′| is bounded, ρ2(x, ξ′) is also bounded and if |ξn| large,
ξn−ρ2(x, ξ′) 6= 0. Now, if |ξ| is bounded then, on the support of χ+, Im ρ2 < −∂xnϕ(x) by Lemma B.1
and ξn − ρ2(x, ξ′) 6= 0.
Moreover, by the same arguments, we obtain that |ξn − ρ2χ1| ≥ c〈ξ〉 on suppχ.
Observe now that ξn − ρ2χ1 ∈ S
(
〈ξ〉, dx2 + dξ′2〈ξ′〉2 + dξ
2
n
〈ξ〉2
)
. The metric g˜ = dx2 + dξ
′2
〈ξ′〉2 +
dξ2n
〈ξ〉2 is
slowly varying, semi-classical σ-temperate, the weights 〈ξ〉, 〈ξ′〉 are g˜-continuous and semi-classical
σ, g˜-temperate (see definitions in Appendix A and Lemma A.1 with ε = 1 with a change of variables
and dimension).
We set
q(x, ξ) =
χ(x, ξ)
ξn − (ρ2χ1)(x, ξ′) ∈ S
(
〈ξ〉−1, dx2 + dξ
′2
〈ξ′〉2 +
dξ2n
〈ξ〉2
)
.
We have, by symbolic calculus,
Op(q)Op(ξn − ρ2χ1) = χ+R
where R ∈ hS
(
〈ξ′〉−1, dx2 + dξ′2〈ξ′〉2 + dξ
2
n
〈ξ〉2
)
.
Moreover, we can improve this by R ∈ hS
(
〈ξ〉−1, dx2 + dξ′2〈ξ′〉2 + dξ
2
n
〈ξ〉2
)
. Indeed, the symbol of
Op(q)Op(ξn) is qξn and, using that ρ2χ1 ∈ S
(
〈ξ′〉, dx2 + dξ′2〈ξ′〉2 + dξ
2
n
〈ξ〉2
)
, the symbol of Op(q)Op(−ρ2χ1)
is −qρ2χ1 +R where R ∈ hS
(
〈ξ〉−1, dx2 + dξ′2〈ξ′〉2 + dξ
2
n
〈ξ〉2
)
.
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Applying Op(q) in Formula (24), we obtain
z = Op(q)f2 − ihOp(q)(z|xn=0δxn=0) + Op(1− χ)z −Op(R)z. (25)
In the sequel, we estimate each terms in the previous equality.
First, we have
‖Op(R)z‖H1(xn>0) ≤ ‖Op(R)z‖1 ≤ Ch‖z‖ ≤ Ch‖z‖L2(xn>0),
‖Op(q)f2‖H1(xn>0) ≤ C‖Op(q)f2‖1 ≤ C‖f2‖L2(xn>0). (26)
Moreover, using Lemma 2.1, we have
z = [Dxn − op(ρ1χ1)] op(χ+)v = op(χ+)[Dxn − op(ρ1χ1)]v + h op(R0)v (27)
where R0 ∈ S0T .
Let y = [Dxn − op(ρ1χ1)]v ∈ L2(xn > 0).
We have, by (27), z = op(χ+)y + hop(R0)v. Thus, we obtain
Op(1− χ)z = Op(1− χ) op(χ+)y + hOp(1 − χ)op(R0)v. (28)
Moreover, since supp(1− χ) ∩ supp(χ+) = ∅, one can apply [19, Lemma 2.2] and get that
Op(1− χ) op(χ+) ∈
⋂
N∈N
hNΨ−N
and, consequently,
‖Op(1− χ) op(χ+)y‖1 ≤ h‖y‖L2(xn>0) ≤ Ch‖v‖H1(xn>0). (29)
We remark that Dxn Op(1− χ) ∈ S0 because χ = 1 when |ξ| large enough. Since R0 is a tangential
symbol, we get
‖Dxn Op(1 − χ)op(R0)v‖L2(xn>0) ≤ ‖Dxn Op(1 − χ)op(R0)v‖
≤ C‖op(R0)v‖ ≤ C‖v‖L2(xn>0). (30)
Following (28), (29) and (30), we have
‖Op(1− χ)z‖H1(xn>0) ≤ ‖Op(1− χ)z‖1 ≤ Ch‖v‖H1(xn>0). (31)
We have also
−ihOp(q)(z|xn=0δxn=0) =
1
(2πh)n−1
∫
eix
′ξ′/h
(
1
2iπ
∫
eixnξn/hq(x, ξ′, ξn)dξn,
)
zˆ|xn=0(ξ
′)dξ′
= op(t)(z|xn=0) (32)
where zˆ|xn=0(ξ
′) is the Fourier transform with respect to x′ taken at xn = 0, the formula should be
understood as an oscillating integral and we have set
t(x, ξ′) =
1
2iπ
∫
eixnξn/hq(x, ξ′, ξn)dξn.
If one also requires χ = 1 for |ξn| ≥ C〈ξ′〉 and ξn ∈ C (which is compatible with the definition of χ
on R), we get
t(x, ξ′) =
1
2iπ
∫
γ
eixnξn/h
χ(x, ξ′, ξn)
ξn − (ρ2χ1)(x, ξ′)dξn (33)
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where we integrate on the new contour γ = [−C〈ξ′〉, C〈ξ′〉] ∪ {ξn ∈ C; |ξn| = C〈ξ′〉, Im(ξn) > 0}.
By (33), we obtain that, for all l ∈ N, all α, β ∈ Nn−1, there exists C > 0 such that
|∂lxn∂αx′∂βξ′t(x, ξ′)| ≤ Ch−l〈ξ′〉l−|β|. (34)
Let now χ2(x
′, ξ′) ∈ C∞(Rn−1 × Rn−1) a cut-off function such that (χ+)|xn=0 is supported in the
interior of {χ2 = 1} and (χ1)|xn=0 = 1 on a neighborhood of the support of χ2.
One may write
op(t)(z|xn=0) = op(tχ2)(z|xn=0) + op((1− χ2)t)(z|xn=0). (35)
First, we get
op((1− χ2)t)(z|xn=0) = op((1− χ2)t) [(Dxn − op(ρ1χ1) op(χ+)) v]|xn=0
= op((1− χ2)t) op((χ+)|xn=0) ((Dxn − op(ρ1χ1))v)|xn=0
+ op((1− χ2)t) ([Dxn − op(ρ1χ1), op(χ+)] v)|xn=0 . (36)
By symbolic calculus and as supp(1−χ2)∩ suppχ+ = ∅, the asymptotic expansion of the symbols of
op((1−χ2)t) op((χ+)|xn=0) and op((1−χ2)t) [Dxn − op(ρ1χ1), op(χ+)]|xn=0 are null (taking account
that [Dxn − op(ρ1χ1), op(χ+)] is a tangential operator). Hence by trace formula, we have
‖ op(〈ξ′〉) op((1 − χ2)t)(z|xn=0)‖L2(xn>0) ≤ Ch‖v‖H1(xn>0) + Ch|Dxnv|xn=0|−1/2. (37)
On the support of χ2 we have χ|xn=0 = 0 and, following (33), we deduce
(tχ2)(x, ξ
′) =
1
2iπ
χ2(x, ξ
′)
∫
γ
eixnξn/h
1
ξn − ρ2(x, ξ′)dξn = 0 (38)
by residue formula and since, by Lemma B.1, Im ρ2 < 0 on the support of χ2.
To estimate the L2 norm of ∂xn op(t)(z|xn=0) = op(∂xnt)(z|xn=0), we proceed in the same way.
Actually, ∂xnt ∈ h−1S1T and we have to use (36).
By the same support argument used to obtain (37), we get
‖∂xn op((1 − χ2)t)(z|xn=0)‖L2(xn>0) ≤ Ch‖v‖H1(xn>0) + Ch|Dxnv|xn=0|−1/2. (39)
Analogously, the equation (38) become
(∂xntχ2)(x, ξ
′) =
h−1
2π
χ2(x, ξ
′)
∫
γ
eixnξn/h
ξn
ξn − ρ2(x, ξ′)dξn = 0. (40)
Following (35), (37), (38), (39) and (40), we deduce
‖ op(t)(z|xn=0)‖H1(xn>0) ≤ Ch‖v‖H1(xn>0) + Ch|Dxnv|xn=0|−1/2. (41)
Finally, using (25), (26), (31), (32), (41), and for all h small enough, we obtain
‖ z‖H1(xn>0) ≤ C‖f2‖L2(xn>0) + Ch‖v‖H1(xn>0) + Ch|(Dxnv)|xn=0|−1/2
≤ C‖Pϕv‖L2(xn>0) + Ch‖v‖H1(xn>0) + Ch|(Dxnv)|xn=0|−1/2 (42)
where we have used (23).
2.2.2 Estimates of v0 and v1
The goal is now to find an equation on v0 and v1 (see their definitions in (16)) . We remind that
z = [Dxn − op(ρ1χ1)]u and, since u = op(χ+)v, we have then
(Dxnv)|xn=0 − (op(ρ1χ1)v)|xn=0 = f3
where f3 = z|xn=0 + (1− op(χ+))(Dxnv)|xn=0 − op(ρ1χ1)(1 − op(χ+))v|xn=0. (43)
Following (17), we have
v1 − op((ρ1 + i(∂xnϕ)|xn=0)χ1)v0 = f4
where f4 = f3 −G1 + op((ρ1χ1)|xn=0)G0 + op(i(∂xnϕ)|xn=0(1− χ1|xn=0))v0. (44)
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Remark 4. We may now explain the main difficulty faced to solve this equation. Coming back to
our model case detailled in the beginning of section 2, one has
ρ1 + i(∂xnϕ)|xn=0 = i|ξ′|,
so that equation (44) takes the form, up to some remainder term and where f is some data,
v1 − i op(|ξ′|)v0 = f.
Since the symbol |ξ′| does not satisfy the transmission condition, one cannot use the usual algebra
of pseudodifferential operators. We will overcome this problem writing a factorization of the form
|ξ′| = (ξ1 + i|ξ′′|)1/2(ξ1 − i|ξ′′|)1/2
and using that the operators of symbols (ξ1±i|ξ′′|)1/2 preserves functions with support in {∓x1 > 0}.
Coming back to our remainder estimates, one has
|Dxnv|xn=0|−1/2 ≤ C|v0|1/2 + C|v1|−1/2 + C|G1|−1/2
and, since 1− χ1|xn=0 = (1 − χ1|xn=0)(1− χ+),
op(1− χ1|xn=0)− op((1 − χ1|xn=0)) op(1− χ+) ∈ hΨ0T (45)
which gives
| op (1− χ1|xn=0)v0| ≤ C| op (1 − χ+)v0|+ Ch|v0|.
Consequently, by (42), (43), (44) and trace formula, we obtain
h1/2|f4|−1/2 ≤ Ch1/2|G1|−1/2 + Ch1/2|G0|1/2 + C‖Pϕv‖L2(xn>0) + Ch‖v‖H1(xn>0) + Ch|v1|−1/2
+ Ch|v0|+ Ch1/2| op (1− χ+)Dxnv|xn=0|−1/2 + Ch1/2| op (1− χ+)v|xn=0|1/2. (46)
Let now
λs−(ξ
′) =
(
ξ1 + i
√
|ξ′′|2 + (ε∂xnϕ(0))2
)s
,
λs+(ξ
′) =
(
ξ1 − i
√
|ξ′′|2 + (ε∂xnϕ(0))2
)s
.
Since λs− is holomorphic function in Im ξ1 > 0 and using an adapted version of the Paley-Wiener
theorem (see Theorem 7.4.3 in [14]), one gets that λs− is the Fourier transform of a distribution
supported on {x1 ≤ 0} and, for analogous reason, λs+ is the Fourier transform of a distribution
supported on {x1 ≥ 0}. This justifies the indices + and −.
We set z1 = op(λ
−1/2
− )v1 ∈ L2(xn = 0) and z0 = op(λ1/2+ )v0 ∈ L2(xn = 0). We have supp z1 ⊂
{x1 ≤ 0} and supp z0 ⊂ {x1 ≥ 0}. Moreover, by (44),
z1 − op(λ−1/2− ) op(((ρ1 + i∂xnϕ)χ1)|xn=0) op(λ−1/2+ )z0 = f5
where
h1/2|f5| ≤ Cεh1/2|f4|−1/2. (47)
As z1 supported in {x1 ≤ 0}, we have
rx1>0 op(λ
−1/2
− ) op(((ρ1 + i∂xnϕ)χ1)|xn=0) op(λ
−1/2
+ )z0 = −rx1>0f5 (48)
where we denote here rx1>0z := z|x1>0 the restriction of z to {x1 > 0}.
Following the notations introduced in Appendix A, we note that λ
−1/2
± ∈ S(〈ξ〉−1/2ε , g).
Moreover, one has (ρ1 + i(∂xnϕ)|xn=0)χ1 ∈ S(〈ξ〉ε, g). Consequently, by symbolic calculus, we have
op(λ
−1/2
− ) op(((ρ1 + i∂xnϕ)χ1)|xn=0) op(λ
−1/2
+ ) = op(a) + h op(b) (49)
where {
a = λ
−1/2
− ((ρ1 + i∂xnϕ)χ1)|xn=0λ
−1/2
+ ,
b ∈ S(〈ξ′〉〈ξ′〉−1ε 〈ξ′′〉−1ε , g).
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Remark 5. To guide the reader, we shall also explain what happens at this milestone in our model
case. As explained above, one has
(ρ1 + i∂xnϕ) = i|ξ′|
and consequently, in some sense precised below,
a = i+O(ε).
The very simple form of this operator explain that one should now get the estimates desired on z0
and then on v0 and v1.
The estimates on b implies that |b(x′, ξ′)| ≤ C/ε2 (because 〈ξ′〉〈ξ′〉−1ε 〈ξ′′〉−1ε ≤ ε−2) and b ∈ S(1, g)
with semi-norms depending on ε. We can apply the Lemma A.3 to get
∀ε > 0, ∃Cε > 0; | op(b)z0|L2(x1>0) ≤ | op(b)z0| ≤ Cε|z0|. (50)
Second, we have a = a|x′=0+c and a ∈ S(〈ξ′〉〈ξ′〉−1ε , g) which imply that a ∈ S(1, g) with semi-norms
depending on ε and |∂x′c(x′, ξ′)| ≤ Cε−1 (because 〈ξ′〉〈ξ′〉−1ε ≤ ε−1).
We can apply Lemma A.4 to c and obtain, if the radius satisfies κ ≤ ε2 (see the hypotheses of
Theorem 2) and since v0 is supported in Bκ,
| op(c)z0|L2(x1>0) ≤ Cε|z0|+ Cεh1/2|v0|1/2. (51)
Next, we use the assumption |∂x′ϕ(0)| ≤ ε∂xnϕ(0), the change of variables found in Lemma B.2 and
Lemma B.1.
Writing V = ∂x′ϕ(0)∂xnϕ(0)
and η′ = ξ
′
∂xnϕ(0)
, we have by (97)
ρ1(0, ξ
′) + i∂xnϕ(0) = i∂xnϕ(0)ρ(η
′)
with
ρ(η′) =
√
|η′|2 − |V |2 + 2iη′.V .
One may write
a|x′=0(ξ′) = i
∂xnϕ(0) ρ(η
′) (χ1)|x=0√|ξ′|2 + (ε∂xnϕ(0))2 = i(χ1)(0, ξ′) + id(ξ′) (52)
where d(ξ′) = d˜(η′)× χ1(0, ξ′) and
d˜(η′) =
ρ(η′)√|η′|2 + ε2 − 1 =
ρ(η′)−√|η′|2 + ε2√|η′|2 + ε2 .
We remark that
∀η′, |η′| ≤
√
|η′|2 + ε2 ≤ |η′|+ ε
and, using now (98), we thus obtain, since |V | ≤ ε and for ε sufficiently small,
|d˜(η′)| ≤ Cε
since, by (96), |η′| ≥ δ on supp(χ1) ⊂ Fα.
Finally, one has
|d(ξ′)| ≤ Cε and d(ξ′) ∈ S(1, g)
and we can apply Lemma A.3 to deduce
| op(d)z0|L2(x1>0) ≤ | op(d)z|0 ≤ (Cε+ Cεh1/2)|z0|. (53)
Following (48), (49) and (52), we obtain
irx1>0z0 + rx1>0 op(hb+ c+ id(χ1)|xn=0 + (1− (χ1)|xn=0))z0 = −rx1>0f5. (54)
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On the other hand, using (45) again, we have
| op(1− (χ1)|xn=0)z0| ≤ C| op(1− χ+)z0|+ Ch|z0|
≤ C| op(1− χ+)v0|1/2 + Ch|v0|1/2
and, following (50), (51), (53) and (54), we deduce
|z0|L2(x1>0) ≤ (Cε+ Cεh1/2)|z0|+ Cεh1/2|v0|1/2 + C| op(1− χ+)v0|1/2 + |f5|
≤ Cε|z0|+ Cεh1/2|v0|1/2 + C| op(1− χ+)v0|1/2 + |f5|.
It is clear that |z0|L2(x1>0) = |z0|. Taking ε small enough, we have then
∀h ∈ (0, h0], |z0| ≤ Ch1/2|v0|1/2 + C| op(1− χ+)v0|1/2 + C|f5|.
Using z0 = op(λ
1/2
+ )v0 and for h0 small enough, we deduce
|v0|1/2 ≤ C| op(1− χ+)v0|1/2 + C|f5|.
Following (46) and (47) we have, using (17) and for h0 small enough,
h1/2|v0|1/2 ≤ Ch1/2|G1|−1/2 + Ch1/2|G0|1/2 + C‖Pϕv‖L2(xn>0) + Ch‖v‖H1(xn>0) + Ch|v1|−1/2
+ Ch1/2| op (1− χ+)Dxnv|xn=0|−1/2 + Ch1/2| op (1− χ+)v|xn=0|1/2. (55)
Using (55) in (44) and by (46), we obtain also, for h0 small enough,
h1/2|v1|−1/2 ≤ Ch1/2|G1|−1/2 + Ch1/2|G0|1/2 + C‖Pϕv‖L2(xn>0) + Ch‖v‖H1(xn>0) + Ch|v1|−1/2
+ Ch1/2| op (1− χ+)Dxnv|xn=0|−1/2 + Ch1/2| op (1− χ+)v|xn=0|1/2.
One now remarks that the term |v1| on the right-hand side of this inequality can be absorbed if h0
is sufficiently small. Recalling now (17) and (18), one gets, provided h0 is small enough,
h1/2|v|xn=0|1/2 ≤ Ch3/2|eϕ/hg1|−1/2 + Ch1/2|eϕ/hg0|1/2 + C‖Pϕv‖L2(xn>0) + Ch‖v‖H1(xn>0)
+ Ch1/2| op (1− χ+)Dxnv|xn=0|−1/2 + Ch1/2| op (1− χ+)v|xn=0|1/2 (56)
and
h1/2|Dxnv|xn=0|−1/2 ≤ Ch3/2|eϕ/hg1|−1/2 + Ch1/2|eϕ/hg0|1/2 + C‖Pϕv‖L2(xn>0) + Ch‖v‖H1(xn>0)
+ Ch1/2| op (1 − χ+)Dxnv|xn=0|−1/2 + Ch1/2| op (1 − χ+)v|xn=0|1/2. (57)
2.2.3 Estimate of u in H1(xn > 0)
To estimate the H1-norm of u we use the Carleman technique.
First, we have
‖(Dxn − op(ρ1χ1))u‖2L2(xn>0) = ‖(Dxn − op(Re ρ1χ1))u‖2L2(xn>0) + ‖ op(Im ρ1χ1)u‖2L2(xn>0)
+ 2Re((Dxn − op(Re ρ1χ1))u| − i op(Im ρ1χ1)u)L2(xn>0)
= ‖(Dxn − op(Re ρ1χ1))u‖2L2(xn>0) + ‖ op(Im ρ1χ1)u‖2L2(xn>0)
+ Re(i[op(Im ρ1χ1), Dxn − op(Re ρ1χ1)]u|u)
− hRe(op(Im ρ1χ1)u|u)0
+ h
((
L0(Dxn − op(Re ρ1χ1)) + L1 op(Im ρ1χ1)
)
u|u) , (58)
where (., .) (resp. (., .)0) denotes the standard scalar product on {xn > 0} (resp. {xn = 0}) and Lj
are tangential operators of orders 0.
Moreover, one has
|(op(Im ρ1χ1)u|u)0| ≤ C|u|xn=0|21/2 (59)
17
and, for any C′ > 0,
h
∣∣((L0(Dxn − op(Re ρ1χ1)) + L1 op(Im ρ1χ1))u|u)∣∣
≤ 1
C′
(‖(Dxn − op(Re ρ1χ1))u‖2L2(xn>0) + ‖ op(Im ρ1χ1)u‖2L2(xn>0))+ Ch2‖u‖2L2(xn>0). (60)
The commutator term i[op(Im ρ1χ1), Dxn − op(Re ρ1χ1)] is a tangential 1-order operator and has
h{Im ρ1χ1, ξn − Re ρ1χ1} for principal symbol.
Taking account that pϕ = (ξn − ρ1)(ξn − ρ2), we have
{Re pϕ, Im pϕ} = 1
2i
{p¯ϕ, pϕ}
= |ξn − ρ2|2{Im ρ1, ξn − Re(ρ1)} +O(ξn − ρ1) +O(ξn − ρ¯1).
Hence by hypothesis (4) we obtain that
Im ρ1 = 0, ξn = Re ρ1 ⇒ {Imρ1, ξn − Re(ρ1)} > 0.
Furthermore, noting that {Im ρ1, ξn − Re(ρ1)} is in fact independent of ξn, we have
Im ρ1 = 0 ⇒ {Imρ1, ξn − Re(ρ1)} > 0
and this classically implies that there exists C1 > 0 and C2 > 0 such that, on the support of χ1,
{Im ρ1, ξn − Re(ρ1)}+ C1〈ξ′〉−1| Im ρ1|2 ≥ C2〈ξ′〉.
Using the standard G˚arding inequality (see e.g. [24, Theorem 3.5.8]), we deduce
C2‖ op(〈ξ′〉1/2) op(χ1)u‖2L2(xn>0) − Ch‖u‖2L2(xn>0) (61)
≤ Re(i[op(Im ρ1χ1), Dxn − op(Re ρ1χ1)]u|u) + C1‖ op(Im ρ1χ1)u‖2L2(xn>0).
On the other hand, as χ1 = 1 on the support of χ+, we have op(χ+) = op(χ1) op(χ+) + h op(r−1)
where r−1 ∈ S−1T . Thus
‖ op(〈ξ′〉1/2)u‖2L2(xn>0) ≤ C‖ op(〈ξ′〉1/2) op(χ1)u‖2L2(xn>0) + Ch‖v‖2L2(xn>0). (62)
From (58), (59), (60), (61) and (62), we get
1
2‖ op(Im ρ1χ1)u‖2L2(xn>0) + C2‖u‖2H1/2(xn>0) (63)
≤ ‖(Dxn − op(ρ1χ1))u‖2L2(xn>0) + Ch|u|xn=0|21/2 + Ch‖v‖2L2(xn>0)
for C′ chosen sufficiently large.
Let now C > 0 given by Lemma B.1 such that Im ρ1(x, ξ
′) ≥ δ|ξ′| for |ξ′| ≥ C. Let also χH ∈
C
∞(Rn−1) such that
χH(ξ
′) =
{
1 if |ξ′| ≥ C + 1,
0 if |ξ′| ≤ C.
Note that in particular χ1 = 1 on the support of χH so that
op(〈ξ′〉) op(χH)− op(χH〈ξ′〉/(Im ρ1)) op((Im ρ1)χ1) ∈ hΨ0T .
Using symbolic calculus, we consequently obtain
‖ op(〈ξ′〉) op(χH)u‖L2(xn>0) ≤ C‖ op((Im ρ1)χ1))u‖L2(xn>0) + Ch‖u‖L2(xn>0). (64)
If h0 is small enough, using (63), (64) and that 1− χH is compactly supported, we get
‖ op(〈ξ′〉)u‖L2(xn>0) ≤ ‖ op(〈ξ′〉) op(χH)u‖L2(xn>0) + ‖ op(〈ξ′〉)(1 − op(χH))u‖L2(xn>0)
≤ C‖(Dxn − op(ρ1χ1))u‖L2(xn>0) + Ch1/2|u|xn=0|1/2 + Ch1/2‖v‖L2(xn>0).
(65)
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We have also
‖Dxnu‖L2(xn>0) ≤ ‖(Dxn − op(ρ1χ1))u‖L2(xn>0) + ‖ op(ρ1χ1)u‖L2(xn>0)
≤ ‖(Dxn − op(ρ1χ1))u‖L2(xn>0) + C‖ op(〈ξ′〉)u‖L2(xn>0). (66)
Then, by (65) and (66), one gets
‖ op(χ+)v‖H1(xn>0) ≤ C‖(Dxn − op(ρ1χ1))u‖L2(xn>0) + Ch1/2|u|xn=0|1/2 + Ch1/2‖v‖L2(xn>0).
Using now (42), we finally deduce
‖ op(χ+)v‖H1(xn>0)
≤ C
(
‖Pϕv‖L2(xn>0) + h1/2‖v‖H1(xn>0) + h1/2|v|xn=0|1/2 + h|(Dxnv)|xn=0|−1/2
)
. (67)
2.3 End of the proof
We now collect the results of Sections 2.1 and 2.2.
We first note that is possible to choose α so small that χ− = 1 on supp(1− χ+).
Doing so, one has op (1 − χ+)− op (1− χ+) op (χ−) ∈ hΨ0T which gives
| op (1− χ+)Dxnv|xn=0|−1/2 + | op (1− χ+)v|xn=0|1/2
≤ C (| op (χ−)Dxnv|xn=0|−1/2 + | op (χ−)v|xn=0|1/2 + h|Dxnv|xn=0|−1/2 + h|v|xn=0|1/2) .
Summing up (15) and (56), (57), we now deduce the final trace estimate
|Dxnv|xn=0|−1/2 + |v|xn=0|1/2
≤ C (h|eϕ/hg1|+ |eϕ/hg0|1 + h−1/2‖Pϕv‖L2(xn>0) + h1/2‖v‖H1(xn>0)) (68)
provided h0 is sufficiently small.
Proceeding in the same way, one can deduce that, provided h is sufficiently small,
‖v‖H1(xn>0) ≤ C
(‖ op(χ−)v‖H1(xn>0) + ‖ op(χ+)v‖H1(xn>0)) .
Consequently, using (15), (67) and (68), one gets the desired result
‖v‖H1(xn>0)+|Dxnv|xn=0|−1/2+|v|xn=0|1/2 ≤ C
(
|eϕ/hg0|1/2 + h|eϕ/hg1|−1/2 + h−1/2‖Pϕv‖L2(xn>0)
)
.
3 Proof of Theorem 1
3.1 Different Carleman estimates
We define X = (−1, 1)× Ω (where (−1, 1), diffeomorphic to R, is considered as a manifold without
boundary) and we split its boundary into ∂XN = (−1, 1)× ∂ΩN and ∂XD = (−1, 1)× ∂ΩD.
Since Ω is a relatively compact smooth open set of Rd, there exists some smooth function f
defined in a neighborhood of ∂Ω such that, near ∂Ω,{
y ∈ ∂Ω⇔ f(y) = 0,
y ∈ Ω⇔ f(y) > 0.
Moreover, near any point y∗ ∈ ∂Ω, one has df 6= 0. We may apply Lemma B.2 with p(y, ξ) = |ξ|2,
transport y∗ to 0 and get that, in new coordinates,{
y ∈ Ω⇔ yd > 0,
y ∈ ∂Ω⇔ yd = 0, (69)
with moreover p(y, ξ) = ξ2d + r(y, ξ
′).
The operator −∆ consequently takes, in some neighbourhood of 0, the form −∂2yd+l(y)∂yd−Q (y, ∂y′)
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with ∂y′ = (∂y1 , . . . , ∂yd−1) and Q a smooth elliptic differential operator of order 2.
As in [23], one can find some function e(y′, yd) normalised by e(y′, 0) = 1 such that the operator
P = −e ◦ (∂2x0 +∆) ◦ 1/e takes, in some neighbourhood of 0 and in coordinates x = (x0, y), the form
P = −∂2xd +R
(
x,
1
i
∂x′
)
(70)
where ∂x′ = (∂x0 , . . . , ∂xd−1), the principal symbol of R is real and satisfy, for some c > 0,
∀(x, ξ′),
{
r(x, ξ′) > c|ξ′|2,
r(x, ξ′) = |ξ0|2 + r0(x, ξ′0), (71)
with ξ′0 = (ξ1, . . . , ξd−1).
Moreover, since Γ is a relatively compact smooth submanifold of ∂Ω, there exists some smooth
function k defined in a neighborhood of Γ such that, near Γ,{
y ∈ ∂ΩD ⇔ f(y) = 0 and k(y) > 0,
y ∈ ∂ΩN ⇔ f(y) = 0 and k(y) < 0.
Hence, if one works near y∗ ∈ Γ, one has dk(y∗) 6= 0 and we additionally obtain that{
y ∈ ∂ΩD ⇔ yd = 0 and y1 > 0,
y ∈ ∂ΩN ⇔ yd = 0 and y1 < 0, that is
{
x ∈ ∂XD ⇔ xd = 0 and x1 > 0,
x ∈ ∂XN ⇔ xd = 0 and x1 < 0, (72)
and, along with (70), (71), that
r(0, ξ′) = |ξ′|2.
On the other hand, if v satisfies (2), then v˜ = e× v satisfies the following equations

P v˜ = ev0
v˜ = 0
∂ν v˜ − ia∂x0 v˜ + bv˜ = v1
in X,
on ∂XD,
on ∂XN ,
(73)
where, as in [23], we have used the notation b = −∂ν(1/e)|∂X .
To localize and use the local form of our operator, we choose some cut-off function θ with sufficiently
small compact support. Let g = θv˜ satisfying different problems, depending on the localization cho-
sen.
The first problem is a problem without boundary conditions (if the support of the cut-off is away
from ∂X). Moreover, if the support of the cut-off function intersects the boundary, we have three
different cases to consider: one where the only boundary condition is of Dirichlet type, one where
the only boundary condition is of Neumann type and the last one is a Zaremba boundary problem.
In each situation, we need some adapted Carleman estimates. In the three first situations, these
results were obtained by Lebeau and Robbiano: it is Proposition 2 of [22] and Proposition 1, Propo-
sition 2 of [23], recalled below.
As before, we consider Bκ := {x ∈ Rd+1; |x| ≤ κ} and ϕ a C∞ function. We note C∞0 (Bκ) the
set of C∞ functions supported in Bκ.
Proposition 3.1. Assume that (3), (4) hold. Then, there exists C, h0 > 0 such that for any h ∈
(0, h0) and for any g ∈ C∞0 (Bκ), the following inequality holds
‖geϕ/h‖L2(xd>0)+‖h(∂xg)eϕ/h‖L2(xd>0) ≤ C
(
h−1/2‖h2P (g)eϕ/h‖L2(xd>0) + |geϕ/h|+ |h(∂xdg)eϕ/h)|)
)
.
Proposition 3.2. Assume that (3), (4) hold and that
∂ϕ
∂xd
> 0 on {xd = 0} ∩Bκ.
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Then there exists C, h0 > 0 such that for any h ∈ (0, h0), g0 ∈ C∞({xd = 0}), and for any
g ∈ C∞0 (Bκ) such that
g = 0 on {xd = 0},
the following inequality holds:
‖geϕ/h‖L2(xd>0) + ‖h(∂xg)eϕ/h‖L2(xd>0) ≤ Ch−1/2‖h2P (g)eϕ/h‖L2(xd>0).
Proposition 3.3. Assume that a is smooth, (3), (4) hold and that the following hypotheses are
fulfilled
∂ϕ
∂xd
> 0 on {xd = 0} ∩Bκ,
1 > a2 on {xd = 0} ∩Bκ,
(1− a2)
(
∂ϕ
∂xd
)2
> a2
[
r
(
x,
∂ϕ
∂x′
)
− a2
(
∂ϕ
∂x0
)2]
on {xd = 0} ∩Bκ.
Then there exists C, h0 > 0 such that for any h ∈ (0, h0), g1 ∈ C∞({xd = 0}), and any g ∈ C∞0 (Bκ)
such that
∂xdg + ia∂x0g − bg = g1 on {xd = 0},
the following inequality holds:
‖geϕ/h‖L2(xd>0)+‖h(∂xg)eϕ/h‖L2(xd>0)+|h(∂x′g)eϕ/h| ≤ C
(
h−1/2‖h2P (g)eϕ/h‖L2(xd>0) + |hg1eϕ/h|
)
.
However, due to the low regularity of the function a here, we cannot apply this result directly and
shall derive the following suitable result by a perturbation argument.
Corollary 3.4. Assume that (3) and (4) hold. If a is a function such that a(x) −−−→
x→0
0,
∂ϕ
∂xd
> 0 on {xd = 0} ∩Bκ
then, there exists κ,C, h0 > 0, such that, for any h ∈ (0, h0), g1 ∈ L2({xd = 0}) and any g ∈ H1(Rn)
supported in Bκ which satisfies
P (g) ∈ L2(Rn) and ∂xdg + ia∂x0g − bg = g1 on {xd = 0},
the following inequality holds:
‖geϕ/h‖L2(xn>0) + ‖h(∂xg)eϕ/h‖L2(xn>0) ≤ C
(
h−1/2‖h2P (g)eϕ/h‖L2(xd>0) + |hg1eϕ/h|
)
.
Proof. We apply Proposition 3.3 with a := 0 and g1 := g1 − ia∂x0g to get, after a standard approxi-
mation argument,
‖geϕ/h‖L2(xn>0) + ‖h(∂xg)eϕ/h‖L2(xn>0) + |h(∂x′g)eϕ/h| ≤ Ch−1/2‖h2P (g)eϕ/h‖L2(xd>0)
+ C
(
|hg1eϕ/h|+ |ha∂x0geϕ/h|
)
≤ Ch−1/2‖h2P (g)eϕ/h‖L2(xd>0)
+ C|hg1eϕ/h|+ h C sup
Bκ
|a| |∂x0geϕ/h|.
Choosing now κ sufficiently small so that C sup
Bκ
|a| ≤ 1/2, we get the desired estimate.
We finally deduce from Theorem 2 the analog of the Carleman estimates of Propositions 3.1 , 3.2
and Cororally 3.4.
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Corollary 3.5. Assume that (3) and (4) hold. If ρ > 1/2, a ∈ C ρ({xn = 0, x1 < 0}) such that
a(x) −−−−→
x1→0
0, (
∂ϕ
∂xd
> 0 on {xd = 0} ∩Bκ
)
and |∂x′ϕ(0)| ≤ ε∂xdϕ(0)
then, for any ε sufficiently small, there exists κ,C, h0 > 0, such that, for any h ∈ (0, h0), g1 ∈
L2(x1 < 0) and any g ∈ H1(Rn) supported in Bκ which satisfies
P (g) ∈ L2(Rn) and
{
g = 0
∂xdg + ia∂x0g − bg = g1
on {xd = 0, x1 > 0},
on {xd = 0, x1 < 0},
the following inequality holds:
‖geϕ/h‖L2(xn>0) + ‖h(∂xg)eϕ/h‖L2(xn>0) ≤ C
(
h−1/2‖h2P (g)eϕ/h‖L2(xd>0) + |hg1eϕ/h|L2(x1<0)
)
.
Proof. One applies Theorem 2 (with n = d+1) with g0 := 0, g1 := g1 − ia∂x0g+ bg and g such that{
g = g0
∂xdg = g1
on {xd = 0, x1 > 0},
on {xd = 0, x1 < 0}.
We get that ‖geϕ/h‖H1(xd>0) + |geϕ/h|1/2 + |h(∂xdg)eϕ/h|−1/2 is bounded by
C
(
h−1/2‖h2P (g)eϕ/h‖L2(xd>0) + |hg1eϕ/h|H−1/2sc (x1<0)
)
+C
(
|ha(∂x0g)eϕ/h|H−1/2sc (x1<0) + |hbge
ϕ/h|
H
−1/2
sc (x1<0)
)
.
Moreover, we have
|hbgeϕ/h|H−1/2(x1<0) ≤ |hbgeϕ/h|L2(x1<0) ≤ h sup
Bκ
|b| |geϕ/h|H1(x1<0). (74)
On the other hand, one has (∂x0g)e
ϕ/h ∈ H−1/2(x1 < 0) so there exists u ∈ H−1/2(Rn−1) such that
u|x1<0 = (∂x0g)e
ϕ/h.
Denoting a := 1{x1<0}a ∈ C ρ(Rn−1), one now has, provided ρ > 1/2,
au ∈ H−1/2(Rn−1), (75)
using standard continuity result (see e.g. [27, Corollary p. 143]).
Since au = 1{x1<0}a(∂x0g)e
ϕ/h = a(∂x0g)e
ϕ/h and according to the definition of the H
−1/2
sc (x1 < 0)
norm, one consequently has
|a(∂x0g)eϕ/h|H−1/2sc (x1<0) ≤ |a(∂x0g)e
ϕ/h|−1/2.
Using [27, Corollary p. 143] again, we deduce, for 1/2 < ρ′ < ρ,
|a(∂x0g)eϕ/h|H−1/2sc (x1<0) ≤ |a(∂x0g)e
ϕ/h|−1/2 ≤ C‖aχ(./κ)‖Cρ′ |(∂x0g)eϕ/h|H−1/2sc (x1<0), (76)
where χ is some regular cut-off function supported in B2 such that χ = 1 on B1 and, for any
x ∈ Rn−1, χ(./κ)(x) = χ(x/κ).
One may now apply Lemma C.1 and get that
|a(∂x0g)eϕ/h|H−1/2sc (x1<0) ≤ Cκ
ρ−ρ′‖a‖Cρ |(∂x0g)eϕ/h|H−1/2sc (x1<0). (77)
Summing up (74) and (77), we deduce that, for h and κ sufficiently small,
‖geϕ/h‖H1(xd>0) + |geϕ/h|1/2 + |h(∂x′g)eϕ/h|−1/2
≤ C
(
h−1/2‖h2P (g)eϕ/h‖L2(xd>0) + |hg1eϕ/h|H−1/2sc (x1<0)
)
.
Finally, writing g = (geϕ/h)e−ϕ/h, we have
‖geϕ/h‖L2(xd>0) + ‖h(∂xg)eϕ/h‖L2(xd>0) ≤ C‖geϕ/h‖H1(xd>0)
and the sought result is proved.
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3.2 Proof of Proposition 1.2
We follow the method of Lebeau and Robbiano (see [22, Paragraph 3.B]). We here simply insist on
the points that differ in our context.
Interpolation inequality away from the boundary Defining Xd = (−3/4, 3/4) × Ωd with
Ωd = {x ∈ Ω; d(x, ∂Ω) > d}, we first recall an interpolation inequality for system (2) away from the
boundary.
Lemma 3.6. There exists C > 0 and τ0 ∈ (0, 1) such that for any τ ∈ [0, τ0] and for any function v
solution of (2), the following inequality holds
‖v‖H1(Xd) 6 C
(
‖∆Xv‖L2(X) + ‖v‖L2(∂XδN ) + ‖∂νv‖L2(∂XδN )
)τ
‖v‖1−τH1(X).
Proof. We first have, for any function v solution of (2),
‖v‖H1(Xd) 6 C
(‖∆Xv‖L2(X) + ‖θv‖L2(∂X) + ‖θ∂νv‖L2(∂X))τ ‖v‖1−τH1(X)
for θ ∈ C∞0 (∂X) any non-trivial function.
Indeed, if v = 0 on ∂X , this result is contained in [22, Paragraph 3.B, equation (45)]. The proof of
this slightly more general interpolation result is absolutely identical and we shall not detail it here
(see also [22, Paragraph 3.B, Lemme 3] for a local version of this estimate).
It suffices now to choose θ supported in ∂XδN to obtain the Lemma.
Interpolation method near the boundary We now use the Carleman estimates described in
Section 3.1 to prove estimates near the boundary.
First of all, we begin by the definition of the phase function inspired by [22]. We put ϕ = f(ψ)
where f(t) = eβt and, writing x = (x0, y),
∀x ∈ X, ψ(x) = ψ0(x0) + ψ1(y)
where, for some d > 0, ψ1 is such that ∂νψ1(y) > 0 if d(y, ∂Ω) < 3d (for ∂ν a vector field defined in
some neighbourhood of ∂Ω which extends the normal derivative on ∂Ω) and
ψ1(y) =
{
d(y, ∂Ω)
3d
if d(y, ∂Ω) 6 2d,
if d(y, ∂Ω) > 3d,
and, for some ε > 0, ψ0 is an even function such that ψ
′
0(x0) < 0 if x0 > 1/2 with
ψ0(x0) =
{
0
ε(1− 2x0)
if x0 ∈ [0, 1/2],
if x0 ∈ [3/4, 1).
We will now show that we can apply our Carleman estimates to our function ϕ.
First, it is classical that the function ϕ = f(ψ) satisfies Ho¨rmander hypoellipticity condition (4) for
some β > 0 large enough. We refer the reader to Lemme 3 in [22, Paragraph 3.B] for a proof.
On the other hand, since ∂νϕ = f
′(ψ)∂νψ and ∂x′ϕ = f ′(ψ)∂x′ψ, it is clear that
|∂x′ϕ| ≤ Cε|∂νϕ| on ∂X
and the hypotheses of Theorem 2 are fullfilled for ε sufficiently small.
A finite partition of unity on ∂Ω combined with Propositions 3.1, 3.2 and Corollaries 3.4, 3.5 may
now show that
‖eϕ/hw‖2L2(X) + ‖eϕ/hh∂xw‖2L2(X) (78)
≤ C
(
h3‖eϕ/hPw‖2L2(X) + h2‖eϕ/h(∂ν − ia∂x0 + b)w‖2L2(∂XN )
+‖eϕ/hw‖L2(∂XδN ) + ‖heϕ/h∂νw‖L2(∂XδN )
)
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for any w ∈ H1(X) supported in some small neighbourhood W of ∂X which also satisfies Pw ∈
L2(X), w = 0 on ∂XD and ∂νw ∈ L2(∂XN).
Indeed, one first chooses the partition of unity (θi) on some neighborhood of ∂Ω such that any
element of this partition θ lies in one of the following cases:
1. supp(θ) ∩ ∂Ω ⊂ ∂ΩD,
2. supp(θ) ∩ ∂Ω ⊂ {y ∈ ∂ΩN ; a(y) < 2δ},
3. supp(θ) ∩ ∂Ω ⊂ {y ∈ ∂ΩN ; a(y) > δ},
4. supp(θ) ∩ ∂Ω ⊂ ∂ΩD ∪ {y ∈ ∂ΩN ; a(y) < 2δ} and θ supported in a neighborhood of Γ.
Next, for δ and supp(θ) chosen sufficiently small, one defines g = θv˜. Working in local coordinates
such that (69) and (72) hold, we may apply to function g
• Proposition 3.2 in case 1,
• Corollary 3.4 in case 2,
• Proposition 3.1 in case 3,
• Corollary 3.5 in case 4,
and, summing up these inequalities, we directly get the estimate (78). Note in particular that the
estimates of Propositions 3.2, 3.3 and 3.1 can be applied to w, using a standard approximation
argument.
To get now our interpolation inequality, we define, for r1 < r
′
1 < r2 < r
′
2 < r3 < r
′
3, the sets (see
Figure 2)
V = {x ∈ X ; r1 ≤ ψ(x) ≤ r′3}
and, for j = 1, 2, 3,
Vj = {x ∈ X ; rj ≤ ψ(x) ≤ r′j}.
As in [22], we choose r1 = −2d, r′1 = −d, r2 = 0, r′2 = d, r3 = 3/2d, r′3 = 2d so that, using the
definition of ψ,
(−1/2, 1/2)× (Ω\Ωd) ⊂ V2, V3 ⊂ (−1, 1)× Ωd. (79)
Moreover, using that inf ψ0 = −ε and supψ1 = 3d, one has V  X for d sufficiently small so that
−5d > −ε.
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Figure 2: Interpolation sets V1, V2, V3 and level sets associated to (ri)1≤i≤3, (r′i)1≤i≤3 .
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We now apply the interpolation method (see Lemme 3 in [22, Paragraph 3.B]). We choose χ a
C∞ function supported in V and W such that χ = 1 for ψ(x) ∈ [r′1, r3] and we apply the Carleman
estimate (78) to w = χv˜ where v˜ is the solution of (73).
We write Pw = χP v˜ + [P, χ]v˜ and we note that [P, χ] is a differential operator of order 1 supported
in V1 ∪ V3. Hence,
‖eϕ/hPw‖L2(X) ≤ ‖eϕ/hv0‖L2(V ) + C‖eϕ/hv˜‖H1(V1) + C‖eϕ/hv˜‖H1(V3).
Analogously, using trace estimates on V1 and V3, we have
‖eϕ/h(∂ν − ia∂x0 + b)w‖L2(∂XN ) ≤ ‖eϕ/hv1‖L2(∂XN∩V ) + C‖eϕ/hv˜‖H1(V1) + C‖eϕ/hv˜‖H1(V3).
Summing up, we obtain by (78)
‖eϕ/hv˜‖L2(V2) + ‖eϕ/h∂xv˜‖L2(V2) 6 C
(
‖eϕ/hv0‖L2(V ) + ‖eϕ/hv1‖L2(∂XN∩V )
+ ‖eϕ/hv˜‖L2(∂XδN∩V ) + ‖e
ϕ/h∂ν v˜‖L2(∂XδN∩V )
+ ‖eϕ/hv˜‖L2(V1) + ‖eϕ/h∂xv˜‖L2(V1)
+ ‖eϕ/hv˜‖L2(V3) + ‖eϕ/h∂xv˜‖L2(V3)
)
so that, using the definition of ϕ,
ef(r2)/h‖v˜‖H1(V2) 6 Cef(r
′
1)/h‖v˜‖H1(V1)
+Cef(r
′
3)/h
(
‖v0‖L2(X) + ‖v1‖L2(∂XN ) + ‖v˜‖L2(∂XδN ) + ‖∂ν v˜‖L2(∂XδN ) + ‖v˜‖H1(V3)
)
and, using (79) and coming back to the solution v of (2),
ef(r2)/h‖v‖H1(Y/Xd) 6 Cef(r
′
1)/h‖v‖H1(X)
+Cef(r
′
3)/h
(
‖v0‖L2(X) + ‖v1‖L2(∂XN ) + ‖v‖L2(∂XδN ) + ‖∂νv‖L2(∂XδN ) + ‖v‖H1(Xd)
)
.
In the same way as it was done in [22, Paragraph 3.B] and since f(r′1) < f(r2) < f(r
′
3), one may
deduce after an optimization in h ∈ (0, h0) that there exists τ0 ∈ (0, 1) such that
‖v‖H1(Y \Xd)
6 C
(
‖v0‖L2(X) + ‖v1‖L2(∂XN ) + ‖v‖L2(∂XδN ) + ‖∂νv‖L2(∂XδN ) + ‖v‖H1(Xd)
)τ0 ‖v‖1−τ0H1(X).
If one combines this result with Lemma 3.6 and taking account that ∂νv = −ia(x)∂x0v+v1 on ∂XδN ,
we get the sought result of Proposition 1.2.
3.3 End of the proof
3.3.1 Preliminary settings
First of all, let us recall that the system (1) possesses a unique solution. We define the Hilbert space
H = H1D(Ω)× L2(Ω) (where H1D(Ω) = {u ∈ H1(Ω);u = 0 on ∂ΩD}) equipped with the norm
‖(u0, u1)‖2H =
∫
Ω
|∂xu0|2 + |u1|2dx.
We also define the unbounded operator A on H by
A =
(
0
∆
I
0
)
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with domain
D(A) = {u = (u0, u1) ∈ H ;Au ∈ H and ∂νu0 + au1 = 0}.
It is clear that system (1) can be rewritten in terms of the abstract problem

∂tU(t) = AU(t),
U(0) =
(
u0
u1
)
,
where U =
(
u
∂tu
)
.
Moreover, A is a monotone operator. Indeed, an integration by parts gives, for any u =
(
u0
u1
)
∈
D(A),
Re(Au, u)H =
∫
∂ΩN
∂νu0u1dσ = −
∫
∂ΩN
a|u1|2dσ 6 0.
On the other hand, A − I is an isomorphism from D(A) to H . Indeed, one easily obtains for(
f0
f1
)
∈ H ,
(A− I)
(
u0
u1
)
=
(
f0
f1
)
⇔
{ −u0 +∆u0 = f0 + f1,
u1 = u0 + f,
and the bijectivity is granted by Lax-Milgram noting that the bilinear form
(u, v) ∈ H1D(Ω)2 7→
∫
Ω
(∂xu.∂xv¯ + uv¯)dx+
∫
∂ΩN
auv¯dσ
is coercive. Hence, Hille-Yoshida theorem gives that A generates a strongly continuous semigroup
on H and hence the existence and unicity of solutions to problem (1).
3.3.2 Proofs of Proposition 1.1 and Theorem 1
We consequently focus on the equation
(A− iλI)
(
u0
u1
)
=
(
f0
f1
)
.
We will write R(µ) = (A− µI)−1 when it is defined.
One has the following system

(∆ + λ2)u0 = (iλf0 + f1)
(∂ν + iλa(x))u0 = −a(x)f0
u0 = 0
in Ω,
on ∂ΩN ,
on ∂ΩD,
(80)
and we introduce v(x0, x) = e
λx0u0(x),
X = (−1, 1)× Ω, ∂XN = (−1, 1)× ∂ΩN and ∂XD = (−1, 1)× ∂ΩD
so that v is solution of 

∆Xv = e
λx0(iλf0 + f1)
(∂ν + ia(x)∂x0)v = e
λx0(−a(x)f0)
v = 0
in X,
on ∂XN ,
on ∂XD.
Applying Proposition 1.2 to v0 := e
λx0(iλf0+f1) and v1 := e
λx0(−a(x)f0), one may get the estimate,
for any λ ∈ R,
‖u0‖H1(Ω) 6 CeC|λ|
(
‖f0‖H1(Ω) + ‖f1‖L2(Ω) + ‖u0‖L2(∂ΩδN )
)
, (81)
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where we have noted ∂ΩδN = {x ∈ ∂ΩN ; a(x) > δ}.
If ‖u0‖L2(∂ΩδN ) 6 ‖f0‖H1(Ω) + ‖f1‖L2(Ω), one consequently has
‖u0‖H1(Ω) 6 CeC|λ|
(‖f0‖H1(Ω) + ‖f1‖L2(Ω)) . (82)
Else, we have the following estimate
‖u0‖H1(Ω) 6 CeC|λ|‖u0‖L2(∂ΩδN ). (83)
Using that ∫
Ω
u0(−∆− λ2)u0dx = −λ2‖u0‖L2(Ω) +
∫
Ω
|∂xu0|2dx−
∫
∂ΩN
u0∂νu0dσ
and, since (∆ + λ2)u0 = iλf0 + f1 and ∂νu0 + iaλu0 = f0, we get, taking the imaginary part of this
identity,
|λ|
∫
∂ΩN
a|u0|2dσ 6 (|λ|‖f0‖H1(Ω) + ‖f1‖L2(Ω))‖u0‖L2(Ω).
Consequently (83) and Young inequality give us
‖u0‖H1(Ω) 6 CeC|λ|(‖f0‖H1(Ω) + ‖f1‖L2(Ω))
and one also gets the estimate (82).
Since u1 = f0 + iλu0, we get in both cases the aditional estimate
‖u1‖L2(Ω) 6 ‖f0‖H1(Ω) + |λ|‖u0‖H1(Ω) 6 CeC|λ|
(‖f0‖H1(Ω) + ‖f1‖L2(Ω)) .
We consequently have proved that, for any λ sufficiently large,
‖u0‖H1(Ω) + ‖u1‖L2(Ω) 6 CeC|λ|
(‖f0‖H1(Ω) + ‖f1‖L2(Ω))
and that A− iλI is one-to-one.
Since D(A) →֒ H is compact, the Fredholm alternative (see e.g. [6, The´ore`me VI.6] ) gives us that A
is onto (because (A− iλI)u = f ⇔ (I + (iλ− 1)R(1))u = R(1)f where R(1) is a compact operator)
and finally that A− iλI is an isomorphism. Moreover,
|λ| > λ1 ⇒ ‖R(iλ)‖H→H 6 CeC|λ|.
On the other hand, the spectrum of A is discrete. Furthermore, for any λ ∈ R, A− iλI is one-to-one.
Indeed, if
(A− iλI)
(
u0
u1
)
= 0
then, using a special case of (80), one has∫
Ω
(∆ + λ2)u0u0dx = 0
so that, using an integration by parts and the boundary conditions of u0,∫
Ω
(−|∂xu0|2 + λ2|u0|2)dx − iλ
∫
∂ΩN
a|u0|2dσ = 0.
Taking the imaginary part of this expression, we get λ× au0 = 0 in ∂ΩN and then u0 = 0 on ∂ΩδN .
Since u0 also satisfies system (80) with f0 = 0 and f1 = 0, the unique continuation estimate (81)
gives us u0 = 0 and hence (u0, u1) = 0.
Using again that D(A) →֒ H is compact and the Fredholm alternative, we get that iR ⊂ ρ(A).
Since λ ∈ ρ(A) 7→ R(λ) is continuous, there consequenty exists some constant C > 0 so that
|λ| 6 λ1 ⇒ ‖R(iλ)‖H→H 6 CeC|λ|,
which concludes our proof of Proposition 1.1.
Theorem 1 is then an immediate application of [1, Theorem A] (see also The´ore`me 3 in [7]).
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4 Comments and further applications
Regularity of the function a. We begin by some considerations on the sufficient regularity of
the function a. Using paradifferential calculus, is it not hard to get that a can be chosen in the Besov
space B
1/2
∞,2(∂ΩN ) →֒ L∞(∂ΩN ). Indeed, the main point is to get continuity estimate analogous to
Equations (75), (76) in the proof of Corollary 3.5 and this can be done in a standard way by the use
of paraproduct decomposition (introduced in [4]).
Moreover, a regularity result of Shamir on the solutions of the Zaremba problem allow us to extend
our Theorem 1. More precisely, [26] yields that, given f ∈ L2(Ω), f0 ∈ L2(∂ΩD), f1 ∈ L2(∂ΩN ), the
solution u ∈ H1(Ω) of the system 

∆u = f
u = f0
∂νu = f1
in Ω,
on ∂ΩD,
on ∂ΩN ,
belongs in fact to H3/2−ǫ(Ω) for any ǫ > 0. Some additional calculations may show that the result
of Theorem 1 result remains valid for a ∈ C ρ(∂ΩN ) with ρ > 0 (and even for a ∈ B0∞,2(∂ΩN )).
Other geometric cases. On the other hand, the Carleman estimate given in Theorem 2 is local in
a neighborhood of (−1, 1)×Γ, thus we can use it in other geometric cases, patching this estimate with
other Carleman estimates either to prove a global Carleman estimate or to prove an interpolation
inequality in the spirit of Proposition 1.2.
In particular, Theorem 1 remains valid if Ω is replaced by (M, g) a smooth compact riemannian
manifold with boundary and Γ is a smooth submanifold of ∂M of codimension 1. Note that Γ is not
necessarily connected (see Figure 3).
Indeed, it is sufficient to work on each connected component of M and to notice that our proof
remains valid on each component.
∂MD
∂MD
Γ
M
∂MN
Figure 3: A configuration example where Γ is not connected.
Control of the heat equation. With the Carleman estimate found (Theorem 2), we can also
prove some null controllability results for the heat equation with the Zaremba boundary condition.
We give the result without detailled proof.
Let ω an open subset of Ω such that ω 6= Ω and T > 0. Then, for all u0 ∈ L2(Ω), there exists
f ∈ L2((0, T )× ω) such that the solution u of the following system

∂tu−∆u = 1ωf
u = 0
∂νu = 0
u|t=0 = u0
in Ω× R+,
on ∂ΩD × R+,
on ∂ΩN × R+,
in Ω,
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satisfies u(T, .) = 0.
We refer the reader to the survey by Le Rousseau and Lebeau [17, Sections 5-6] where a strategy
of proof is explained in details.
First of all, it is sufficient to have the following interpolation inequality (see [17, Theorem 5.3]).
Let X = (−1, 1)× Ω and Y = (−1/2, 1/2)× Ω. Then, there exists C > 0 and τ ∈ (0, 1) such that,
for any v ∈ H2(X) such that v = 0 on (−1, 1)× ∂ΩD, ∂νv = 0 on (−1, 1)× ∂ΩN and v(−1, .) = 0 on
Ω,
‖v‖H1(Y ) ≤ C‖v‖1−τH1(X)
(‖(∂2x0 +∆)v‖L2(X) + ‖∂x0v(0, .)‖L2(ω))τ .
This interpolation estimate is analogous but different from the one of Proposition 1.2. Nevertheless,
we can prove it in the same way: the main novelty is to obtain a local interpolation inequality in a
neighborhood of (−1/2, 1/2)× Γ and this can be done exactly as in Section 3.2.
With this interpolation inequality and following [17, Theorem 5.4], we can then obtain an in-
equality on sums of eigenfunctions.
Let (φj)j∈N∗ be a orthonormal basis of eigenfunctions of the Laplacian with the Zaremba boundary
condition and 0 < µ1 ≤ µ2 ≤ ... the associated eigenvalues. Then, there exists C > 0 such that, for
all complex sequences (αj)j∈N∗ and all µ > 0,
∑
µj≤µ
|αj |2 ≤ CeC
√
µ
∫
ω
∣∣∣ ∑
µj≤µ
αjφj
∣∣∣2dx.
Following the strategy of [17, Section 6], one is now able to construct a control function f .
A Symbolic Calculus
We use the metric definition given by Ho¨rmander and, if g is a metric and m a g-continuous function,
the notation S(m, g) of symbol spaces (see definitions 18.4.1, 18.4.7 and 18.4.2 in [14]).
We denote 〈η〉2ε = |η|2 + ε2 and g the metric
g = dx′2 +
dξ21
〈ξ′〉2ε
+
dξ′′2
〈ξ′′〉2ε
.
Lemma A.1. g is a metric slowly varying, semi-classical σ-temperate, uniformly with respect to ε
if h ≤ ε.
The weights 〈ξ′〉, 〈ξ′〉ε and 〈ξ′′〉ε are g-continuous and semi-classical σ, g-temperate uniformly with
respect to ε if h ≤ ε.
Moreover, we have
h2(x′, ξ′) := sup
(y′,η′)
(
g(x′,ξ′)(y
′, η′)
gσ(x′,ξ′)(y
′, η′)
)
= 〈ξ′′〉−2ε .
Remark 6. When a symbol a(x, ξ) is quantified in the semi-classical sense, the usual symbol is
ah(x, ξ) := a(x, hξ).
If a ∈ S(m, g) then ah ∈ S(mh, gh) wheremh(x, ξ) := m(x, hξ) and (gh)(x,ξ)(dx, dξ) := g(x,hξ)(dx, hdξ).
We verify that
(gh)
σ = h−2(gσ)h
and the calculus is admissible if gh is temperate.
In this case we say that g is semi-classical temperate. The condition on g read, there exists C > 0
and N > 0 such that for all x, y, z, ξ, η, ζ,
g(x,ξ)(z, ζ) ≤ Cg(y,η)(z, ζ)(1 + h−2gσ(x,ξ)(x− y, ξ − η))N
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Analogously, we say that m is semi-classical σ, g-temperate if, there exists C > 0 and N > 0 such
that, for all x, y, ξ, η,
m(x, ξ) ≤ Cm(y, η)(1 + h−2gσ(x,ξ)(x− y, ξ − η))N
On the other hand, if h2h(x, ξ) := sup
(y,η)
(
(gh)(x,ξ)(y, η)
(gh)σ(x,ξ)(y, η)
)
, one has
hh(x, ξ) = hh(x, hξ).
Proof. We have gσ = 〈ξ′〉2εdx21 + 〈ξ′′〉2εdx′′2 + dξ′2. If
|ξ1 − η1|2
〈ξ′〉2ε
+
|ξ′′ − η′′|2
〈ξ′′〉2ε
< δ
where δ is small enough, then
〈ξ′〉2ε ∼ 〈η′〉2ε, 〈ξ′′〉2ε ∼ 〈η′′〉2ε and 〈ξ′〉2 ∼ 〈η′〉2
uniformly with respect to ε. We deduce that g is slowly varying and that 〈ξ′〉ε, 〈ξ′′〉ε and 〈ξ′〉 are g
continuous.
To prove the temperance, the key point is the following estimate: there exists C > 0 and N > 0
such that
∀ξ′, η′ ∈ Rn−1, 〈η′′〉2ε ≤ C〈ξ′′〉2ε(1 + h−2|ξ′ − η′|)N and 〈η′〉2ε ≤ C〈ξ′〉2ε(1 + h−2|ξ′ − η′|)N . (84)
Indeed, one has
|η|2 + ε2 ≤ 2(|ξ|2 + ε2) + 2|ξ − η|2 ≤ 2〈ξ〉2ε(1 + h−2|ξ − η|2)
if h ≤ ε. The temperance is then a straightforward consequence of (84).
Moreover, it is also easy to see that
h2(x′, ξ′) = sup
(y′,η′)

 |y′|2 + η
2
1
〈ξ′〉2ε +
|η′′|2
〈ξ′′〉2ε
〈ξ′〉2εy21 + 〈ξ′′〉2ε|y′′|2 + |η′|2

 = 1〈ξ′′〉2ε .
since 〈ξ′′〉ε ≤ 〈ξ′〉ε and equality is obtained for y1 = 1, y′′ = 0 and η′ = 0.
In the sequel, we will need the following version of the sharp semi-classical G˚arding inequality.
Proposition A.2. Let a ∈ S(1, g) such that a ≥ 0. Then there exists Cε > 0 and hε > 0 such that
∀f ∈ L2(Rn−1), ∀h ∈ (0, hε); Re(op(a)f |f)0 > −Cεh|f |2,
where (., .)0 is the standard scalar product on L
2(Rn−1).
Proof. We first note that
hh(x
′, ξ′) =
h
〈hξ′′〉ε ≤
h
ε
and, since a ∈ S(1, g),
ε
h
ah ∈ S
(
1
hh
, gh
)
.
If h ≤ ε then hh ≤ 1 and the standard sharp G˚arding inequality (see [14, Theorem 18.6.7]) applied
to εhah directly gives
∀f ∈ L2(Rn−1), ∀h ∈ (0, ε); (opW (a)f |f)0 > −Cεh|f |2,
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where opW denotes the Weyl quantified operator associated to a.
Moreover, one may classicaly write
opW (a) = op(a˜)
for some a˜ which satisfies
a˜ = a+ hb
where b ∈ S(1, g). The result is then a straightforward consequence of the L2 continuity of op(b).
Lemma A.3. Let (aε)ε∈(0,1) a family of S(1, g) and
Mε = sup
(x′,ξ′)∈Rn−1×Rn−1
|aε(x′, ξ′)|.
Then there exists Cε > 0 such that
∀u ∈ S (Rn−1), | op(aε)u| ≤ (Mε + Cεh1/2)|u| (85)
provided h is sufficiently small.
Proof. The method of proof is classical. We give here a proof in our context.
By the symbolic calculus, we have
op(aε)
∗ op(aε) = op(|aε|2) + op(c)
where c ∈ hS(1, g) and
∀u ∈ S (Rn−1), |(op(c)u|u)0| ≤ Cεh|u|2. (86)
By assumption M2ε − |aε|2 ≥ 0 and M2ε − |aε|2 ∈ S(1, g). Proposition A.2 consequently gives some
Cε > 0 such that
∀u ∈ S (Rn−1), M2ε |u|2 − (op(|aε|2)u|u)0 + Cεh|u|2 ≥ 0
thus by (86) we have also
M2ε |u|2 − | op(aε)u|2 + Cεh|u|2 ≥ 0
which gives (85).
Lemma A.4. Let (aε)ε∈(0,1) a family of S(1, g). We assume that there exists C > 0 such that
∀ε ∈ (0, 1), ∀(x′, ξ′), aε(0, ξ′) = 0 and |∂x′aε(x′, ξ′)| ≤ C
ε
.
Then there exists C1 > 0 and hε,Kε > 0 such that for all v0 ∈ H1/2(Rn−1) supported in Bκ := {x′ ∈
Rn−1, |x′| ≤ κ},
∀h ≤ hε, | op(aε)z0| ≤ C1κ
ε
|z0|+Kεh1/2|v0|1/2 (87)
with z0 = op(λ
1/2
+ )v0.
Proof. Let χ and χ˜ in C∞(Rn−1) such that χ = χ˜ = 1 onBκ, supported in B2κ and suppχ ⊂ {χ˜ = 1}.
We have λ
1/2
+ ∈ S(〈ξ′〉1/2ε , g) hence, by symbolic calculus,
op(aε)z0 = op(aε)χ˜z0 + op(aε)(1− χ˜) op(λ1/2+ )χv0
= op(aεχ˜)z0 + op(a1)z0 + op(a2)v0, (88)
where a1 ∈ hS(1, g) and a2 ∈ hS(〈ξ′〉1/2ε , g) (since the asymptotic expansion of a2 is null).
We have, since a1 ∈ hS(1, g),
| op(a1)z0| ≤ Cεh|z0|. (89)
31
One has the estimate
sup
(x′,ξ′)
|aε(x′, ξ′)χ(x′)| = sup
(x′,ξ′)
∣∣∣∣χ(x′)x′
∫ 1
0
∂x′aε(tx
′, ξ′)dt
∣∣∣∣ ≤ 2Cκε (90)
and aεχ ∈ S(1, g). We can apply Lemma A.3 and get, by (90),
| op(aεχ)z0| ≤ (2Cκ/ε+ Cεh1/2)|z0|. (91)
On the oher hand, by symbolic calculus, we have
op(〈ξ′〉−1/2) op(a2) = op(a3)
where a3 ∈ hS(〈ξ′〉1/2ε 〈ξ′〉−1/2, g) ⊂ hS(1, g). Consequently,
| op(a2)v0| = | op(a3)v0|1/2 ≤ Cεh|v0|1/2. (92)
Finally, we have
|z0| = | op(λ1/2+ )v0| ≤ Cε|v0|1/2. (93)
Following (88), (89), (91), (92) and (93), we get the estimate (87).
B Symbol reduction and roots properties
We recall that
pϕ(x, ξ) = ξ
2
n + 2i∂xnϕξn + q2(x, ξ
′) + 2iq1(x, ξ′)
where q2(x, ξ
′) = −(∂xnϕ(x))2 + r(x, ξ′)− r(x, ∂x′ϕ(x)), q1(x, ξ′) = r˜(x, ξ′, ∂x′ϕ(x)) and
µ(x, ξ′) = q2(x, ξ′) +
q1(x, ξ
′)2
(∂xnϕ(x))
2
.
Lemma B.1.
• – If µ(x, ξ′) < 0, the roots of of pϕ(x, ξ′, ξn) with respect to ξn have negative imaginary parts.
– On the other hand, if µ(x, ξ′) > −(∂xnϕ(x))2 the two roots of p(x, ξ′, ξn) with respect to
ξn have different imaginary parts.
If we denote by ρ1(x, ξ
′) and ρ2(x, ξ′) the roots such that Im(ρ1(x, ξ′)) > Im(ρ2(x, ξ′))
then
∃C > 0, δ > 0 such that |ξ′| ≥ C ⇒ Im(ρ1(x, ξ′)) ≥ δ|ξ′|,
Im(ρ1(x, ξ
′)) > −∂xnϕ(x) > Im(ρ2(x, ξ′)). (94)
Moreover, if α > 0 there exists δ > 0 such that for all (x, ξ′) ∈ Rn−1 × Rn−1 satisfying
µ(x, ξ′) ≥ −(1− α)(∂xnϕ(x))2,
|ρ1(x, ξ′) + i∂xnϕ(x)| ≥ δ〈ξ′〉 and | Im ρ2(x, ξ′)| ≥ δ〈ξ′〉. (95)
• If r(0, ξ′) = |ξ′|2, |∂x′ϕ(0)| ≤ ε∂xnϕ(0) and, for some α > 0, µ(0, ξ′) ≥ −(1 − α)(∂xnϕ(0))2
then, there exists δ > 0 such that
|ξ′| ≥ δ∂xnϕ(0) (96)
and, for sufficiently small ε, the following formula is valid
ρ1(0, ξ
′) + i∂xnϕ(0) = i∂xnϕ(0)ρ
(
ξ′
∂xnϕ(0)
)
(97)
where, setting V := ∂x′ϕ(0)∂xnϕ(0)
, we have noted
ρ(η′) :=
√
|η′|2 − |V |2 + 2iη′.V .
Moreover, one has the following estimates
∀|η′| ≥ ε, |η′|+ ε ≥ Re(ρ(η′)) ≥ |η′| − ε, (98)
∀|η′| ≥ 2ε, | Im(ρ(η′))| ≤ 2ε.
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Proof. The first point is proved in [23, Lemme 3] using some geometric transformation. For the
reader’s convenience, we however give another elementary proof.
For simplicity, we do not write the variables (x, ξ′) and we define the two roots ρ1 and ρ2 such that
Im ρ1 ≥ Im ρ2. Using equation pϕ = 0, we have
ρ1 + ρ2 = −2i∂xnϕ
and consequently, there exists a, b ∈ R such that
ρ1 = a+ ib, ρ2 = −a− i(2∂xnϕ+ b).
It is sufficient to show that b < 0. Moreover, since ρ1ρ2 = q2 + 2iq1 and q1, q2 are real-valued, one
gets
q2 = −a2 + b(2∂xnϕ+ b), q1 = −a(2∂xnϕ+ b)
and consequently, if b ≥ 0,
q2 +
q21
(∂xnϕ)
2
= a2
((
2 +
b
∂xnϕ
)2
− 1
)
+ b(2∂xnϕ+ b) ≥ 0;
a contradiction with our assumption.
We now prove that ρ1 and ρ2 have different imaginary parts if µ(x, ξ
′) > −(∂xnϕ(x))2. Assuming
that Im ρ1 = Im ρ2, by equation pϕ = 0 there also exists a ∈ R such that
ρ1 = a− i∂xnϕ and ρ2 = −a− i∂xnϕ.
Thus q2 + 2iq1 = ρ1ρ2 = −(∂xnϕ)2 − a2 hence q1 = 0 and µ = −(∂xnϕ)2 − a2 ≤ −(∂xnϕ)2; a
contradiction with the assumption.
Consequently, since ρ1 + ρ2 = −2i∂xnϕ and Im ρ1 > Im ρ2, we obtain (94).
Moreover, we have
q2(x, ξ
′) = r(x, ξ′) +O(1) and q1(x, ξ′) = O(〈ξ′〉).
It is easy to deduce that
ρ1(x, ξ
′) = i
√
r(x, ξ′) +O(1) and ρ2(x, ξ′) = −i
√
r(x, ξ′) +O(1).
Hence for |ξ′| > C where C is large enough, we have
Im(ρ1) ≥ δ|ξ′|, |ρ1(x, ξ′) + i∂xnϕ(x)| ≥ δ|ξ′| and | Imρ2(x, ξ′)| ≥ δ|ξ′|
where δ > 0 is sufficiently small. But we have already proved that ρ1(x, ξ
′) + i∂xnϕ(x) 6= 0 and
Im ρ2(x, ξ
′) 6= 0 thus, by compactness argument on |ξ′| ≤ C, we get (95).
If r(0, ξ′) = |ξ′|2 then
pϕ(0, ξ
′, ξn) = (ξn + i∂xnϕ(0))
2 + (ξ′ + i∂x′ϕ(0)).(ξ′ + i∂x′ϕ(0))
= (ξn + i∂xnϕ(0))
2 + |ξ′|2 − |∂x′ϕ(0)|2 + 2iξ′.∂x′ϕ(0).
On the other hand, if µ(0, ξ′) ≥ −(1− α)(∂xnϕ(0))2, one has, writing η′ = ξ
′
∂xnϕ(0)
,
|η′|2 − |V |2 ≥ |η′.V |2 + α so that |η′| ≥ √α.
This proves (96).
Hence, for sufficiently small ε and since |∂x′ϕ(0)| ≤ ε∂xnϕ(0), we get
|ξ′|2 − |∂x′ϕ(0)|2 + 2iξ′.∂x′ϕ(0) 6∈ R−
and we consequently deduce
ρ1(0, ξ
′) + i∂xnϕ(0) = i
√
|ξ′|2 − |∂x′ϕ(0)|2 + 2iξ′.∂x′ϕ(0),
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which immediately give (97).
Using that, for any z ∈ C with Re(z) ≥ 0,
Re(
√
z) ≥
√
Re(z) and 2Re(
√
z) Im(
√
z) = Im(z),
we finally have, for |η′| ≥ ε and since |V | ≤ ε,
Re(ρ(η′)) ≥
√
|η′|2 − |V |2 ≥ |η′| − |V | ≥ |η′| − ε
and, for |η′| ≥ 2ε,
| Im(ρ(η′))| ≤ |V ||η
′|
|η′| − ε ≤ ε
|η′|
|η′| − 1/2|η′| ≤ 2ε.
On the other hand, one has
|Re(ρ(η′))| ≤ ((|η′|2 − |V |2)2 + 4(η′.V )2)1/4 ≤ (|η′|2 + |V |2)1/2 ≤ |η′|+ |V |
which concludes the proof since |V | ≤ ε.
Lemma B.2. Let p(x, ξ) a C∞ positive definite quadratic form in T ∗(U) where U is a neighborhood
of 0 ∈ Rn.
Let f a smooth function defined in U satisfying f(0) = 0 and df 6= 0.
Then there exists a change of variables such that, in the new variables (y, η), we have locally near 0
f(x) > 0⇔ yn > 0 and f(x) = 0⇔ yn = 0,
q(y, η) = η2n + r(y, η
′) if η = (η′, ηn),
with q the symbol p written in the new variables.
Moreover, if k a smooth function defined on a neighborhood of 0 in the submanifold S := f−1({0})
such that k(0) = 0 and dk(0) ∈ T ∗0 S \ {0} we can choose the new variables (y′, η′) such that
(k(x) > 0 on f(x) = 0⇔ y1 > 0 on yn = 0) and (k(x) = 0 on f(x) = 0⇔ y1 = 0 on yn = 0),
r(0, η′) = |η′|2.
Proof. It is classical (see [14, Corollary C.5.3] for instance) that we can find change of variables such
that
(f(x) > 0⇔ yn > 0), (f(x) = 0⇔ yn = 0) and q(y, η) = η2n + r(y, η′)
with r a homogeneous polynomial of order 2 in η′. Moreover, using Taylor formula, one may write
r(y, η′) = r(y′, 0, η′) + ynr1(y, η′).
By the same method, we can choose variables z′ = (z1, z′′) on S such that, denoting s the function
r written in the variables (z′, ζ′),
(k(y′) > 0⇔ z1 > 0), (k(y′) = 0⇔ z1 = 0) and s(z′, 0, ζ′) = ζ21 + s1(z′, ζ′′),
where we have set ζ′ = (ζ1, ζ′′).
Finally, by a linear change of variables in z′′ (which does not pertub the other term), we can write
s1(0, ζ
′′) = |ζ′′|2 and consequently get
s(0, ζ′) = |ζ′|2.
Remark 7.
• A C∞ positive definite quadratic form in T ∗(U) is a C∞ map such that for all x ∈ U , p(x, .)
is a positive definite quadratic form.
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• We note that this Lemma takes a more standard form if k can be defined in a neighborhood of
0 ∈ Rn. Indeed, one has the following result.
If f and k are smooth function defined in a neighborhood of 0, satisfying f(0) = k(0) = 0 and
such that df(0) and dk(0) are independent, then there exists a change of variables such that,
in the new variable (y, η) and locally near 0,
f(x) > 0⇔ yn > 0,
k(x) > 0 on f(x) = 0⇔ y1 > 0 on yn = 0,
q(y, η) = η2n + r(y, η
′) where η = (η′, ηn),
r(0, η′) = |η′|2.
C A norm estimate
Lemma C.1. Let ρ ∈ (0, 1), a ∈ C ρ(Rn−1) such that a|x1=0 = 0 and χ a smooth function supported
in the unit ball B1. Then there exists C > 0 such that, for any ρ
′ ≤ ρ and any λ ∈ (0, 1),
‖aχ(./λ)‖
Cρ
′ ≤ Cλρ−ρ′‖a‖Cρ
where, for any x ∈ Rn−1, χ(./λ)(x) = χ(x/λ).
Proof. We first estimate |(aχ(./λ))(x) − (aχ(./λ))(y)| depending on the positions of x and y.
• If x, y /∈ Bλ, one clearly has
|(aχ(./λ))(x) − (aχ(./λ))(y)| ≤ Cλρ−ρ′‖a‖Cρ |x− y|ρ
′
.
• If x, y ∈ Bλ, one has
(aχ(./λ))(x) − (aχ(./λ))(y) = a(x)
(
χ
(x
λ
)
− χ
(y
λ
))
+ (a(x) − a(y))χ
( y
λ
)
which gives, since |x− y| ≤ 2λ and χ is smooth,
|(aχ(./λ))(x) − (aχ(./λ))(y)| ≤ C
(
|a(x)| |x − y|
λ
+ ‖a‖Cρ|x− y|ρ
)
≤ C
(
|a(x)| |x − y|
ρ′
λρ′
+ λρ−ρ
′‖a‖Cρ|x− y|ρ
′
)
.
Using now that a|x1=0 = 0, one has moreover
|a(x)| ≤ |x1|ρ‖a‖Cρ ≤ Cλρ ‖a‖Cρ
and finally gets
∀x, y ∈ Bλ, |(aχ(./λ))(x) − (aχ(./λ))(y)| ≤ Cλρ−ρ
′‖a‖Cρ |x− y|ρ
′
.
• If now x ∈ Bλ, y /∈ Bλ, one has
|(aχ(./λ))(x) − (aχ(./λ))(y)| = |(aχ(./λ))(x)| = |(aχ(./λ))(x) − (aχ(./λ))(t)|
where t ∈ [x, y] and |t| = λ. Using the second case, we also get
|(aχ(./λ))(x) − (aχ(./λ))(y)| ≤ Cλρ−ρ′‖a‖Cρ |x− y|ρ′
since |x− t| ≤ |x− y|.
Finally, it is obvious that
‖aχ(./λ)‖L∞ ≤ ‖χ‖L∞‖a‖L∞(Bλ) ≤ C‖a‖L∞(Bλ)
and since, for any x ∈ Bλ, |a(x)| ≤ Cλρ‖a‖Cρ ,
‖aχ(./λ)‖L∞ ≤ Cλρ−ρ′‖a‖Cρ.
The proof is complete.
35
References
[1] C. Batty, T. Duyckaerts, . Non-uniform stability for bounded semi-groups on Banach spaces.
J. Evol. Equ., 8 (2008) no. 4, 765-780.
[2] C. Bardos, G. Lebeau, J. Rauch, Sharp sufficient conditions for the observation, control and
stabilization of waves from the boundary. SIAM J. Control Optim., 30 (1992) no. 5, 1024-1065.
[3] M. Bellassoued, Carleman estimates and distribution of resonances for the transparent ob-
stacle and application to the stabilization. Asymptot. Anal., 35 (2003) no.3-4, 257-279.
[4] J.-M. Bony, Calcul symbolique et propagation des singularite´s pour les e´quations aux de´rive´es
partielles non line´aires. Ann. Sci. E´cole Norm. Sup., 14 (1981) no. 2, 209-246.
[5] L. Boutet de Monvel, Boundary problems for pseudo-differential operators. Acta Math., 126
(1971) no. 1, 11-51.
[6] H. Bre´zis, Analyse fonctionnelle, the´orie et applications. Masson, 1987.
[7] N. Burq, De´croissance de l’e´nergie locale de l’e´quation des ondes pour le proble`me exte´rieur et
absence de re´sonance au voisinage du re´el. Acta Math., 180 (1998) no. 1, 1-29.
[8] P. Cornilleau, J.P. Lohe´ac, A. Osses, Nonlinear Neumann boundary stabilization of the
wave equation using rotated multipliers. J. Dyn. Control Syst., 16 (2010) no. 2, 163-188.
[9] G.I. Eskin, Boundary value problems for elliptic pseudodifferential equations. Translations of
Mathematical monographs, 52 (1981) AMS.
[10] X.Fu, Logarithmic decay of hyperbolic equations with arbitrary small boundary damping,
Comm. Partial Differential Equations, 34 (2009), 957-975.
[11] A. Fursikov, O.Yu. Imanuvilov, Controllability of Evolution Equations. Lecture Notes
Series, vol. 34, Seoul National University, Research Institute of Mathematics, Global Analysis
Research Center, Seoul, 1996.
[12] G. Grubb, Functional calculus of pseudodifferential boundary problems, Second Edition.
Progress in Mathematics, 65. Birka¨user, Boston, 1996.
[13] G. Grubb,, Distributions and Operators.Graduate Texts in Mathematics, 252. Springer-Verlag,
New-York, 2009.
[14] L. Ho¨rmander, The analysis of linear partial differential operators, Vol.I-IV. Grundlehren der
Mathematischen Wissenschaften, 255-256, 274-275. Springer-Verlag, Berlin, 1983, 1985.
[15] V. Komornik, E. Zuazua, A direct method for the boundary stabilization of the wave
equation. J. Math. Pures Appl., 69 (1990) 33-54.
[16] G. Harutjunjan, B.-W. Schulze, Parametrices of mixed elliptic problems. Math. Nachr.,
277 (2004) 56-82.
[17] J. Le Rousseau, G. Lebeau, On Carleman estimates for elliptic and parabolic operators.
Applications to unique continuation and control of parabolic equations. ESAIM: Control, Optimi-
sation and Calculus of Variations, doi:10.1051/cocv/2011168
[18] J. Le Rousseau, N. Lerner, Carleman estimates for anisotropic elliptic operators with jumps
at an interface. Preprint: http://hal.archives-ouvertes.fr/hal-00546869/fr/.
[19] J. Le Rousseau, L. Robbiano, Carleman estimate for elliptic operators with coefficents with
jumps at an interface in arbitrary dimension and application to the null controllability of linear
parabolic equations, Arch. Ration. Mech. Anal., 105 (2010) 953-990.
36
[20] G. Lebeau, Controˆle et stabilisation hyperboliques. Se´minaire E´quations aux de´rive´es par-
tielles (E´cole Polytechnique), Expose´ 16 (1990) 1-16.
[21] G. Lebeau, E´quation des ondes amorties. In Algebraic and geometric methods in mathematical
physics (Kaciveli, 1993), 19. Math. Phys. Stud., 73–109. Kluwer Acad. Publ., Dordrecht, 1996.
[22] G. Lebeau, L. Robbiano, Controˆle exact de l’e´quation de la chaleur. Comm. Partial Differ-
ential Equations, 20 (1995) no. 1, 335-356.
[23] G. Lebeau, L. Robbiano, Stabilisation de l’e´quation des ondes par le bord. Duke Math. J.,
86 (1997) no. 3, 465-491.
[24] A. Martinez, An introduction to semi-classical and microlocal analysis. Universitext. Springer-
Verlag, New York, 2002.
[25] S. Rempel, B.-W. Schulze, Parametrices and boundary symbolic calculus for elliptic bound-
ary problems without the transmission property. Math. Nachr., 105 (1982) 45-149.
[26] E. Shamir, Regularization of mixed second order elliptic problems. Israel J. Math., 6 (1968)
150-168.
[27] H. Triebel, Theory of Function Spaces. Birkha¨user, 1983.
37
