We show in this paper that the set of "traditional" APL l-liners (using arithmetic functions only) compute precisely the set of functions in the class E4 of the Grzegorczyk hierarchy (the class immediately above the elementary functions).
Since the Grzegorczyk hierarchy is a hierarchy of functions on non-negative integers, and APL functions deal with rectangular arrays, we must give a mapping between them.
We assume that APL arrays contain only non-negative integers as elements.
We assume an elementary mapping between arrays and integers, for example the Goedel mapping (map the array A to the vector (pA) ,,A , • p ,(pA) then use a prime encodlng).
Note that such a mapping is computable both by an APL l-liner and by an elementary function.
We will identify the integer function f with the APL function F if f(n) is a representation of F(N) whenever n is a representation of N.
We define a class of functions C to be "time-closed" if, whenever f is a function in C and T is a Turing machine that runs in time f, the function computed by T is a member of C.
We define a class of functions C to be "time-honest" if, whenever f is a function * Preparation of this paper was supported by NSF grant 75-09433.
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in C there is a Turing machine T that computes f and whose running time is also a function in C.
The class E4 of the Grzegorczyk hierarchy is the set of functions obtainable from the constant functions, the successor function, the projection functions, and the function t(n) = */np2 by the operations of explicit transformation (substitution) and bounded primitive recursion.
We say that f is obtainable from g, h, and m by bounded primitive recursion if f is defined by f(Z,xl .... ,xn) = h(xl .... ,xn) , f(y+l,xl,...,xn) = g(y,xl,...,xn,f(y,xl,...,xn)), and f < m.
The primitive recursive functions can be defined as the set of functions that can be programmed in a language that includes the statements x = 0 x = x + 1 if x = 0 then ... else ... and Repeat x ... end where statements must be well nested and Repeat x S end causes S to be executed the number of times specified by the value of x upon entrance to the statement; thus Repeat x x=x+l end doubles the value of x.
The class E4 is just the set of functions that can be computed by programs in this language with nesting of loops limited to a depth of 3.
Other classes of the Grzegorczyk hierarchy can be characterized similarly. This is shown by a sequence of lemmas.
Lemma i.
E4 is time-honest.
Let P be a loop program with depth of loop nesting at most 3.
Let z be a variable not in P.
Modify P to a program P' that has z=0 as its first statement, and z=z+l following each executable statement of P. Let z be the output variable of P' Then P' computes the running time of P.
Lemma 2.
The set of functions computable by APL l-liners is time-closed.
To compute T(n) , given that T is a Turing machine that runs for no more than f(n) time where f(n) is computable by an APL l-liner, compose the following steps.
Compute f(n). Generate all strings of length f(n)*2 in an array.
These are the candidates for the computation of T.
Test each row of the array to see if it is a possible computation of T starting on input n.
There will be precisely one such row.
Extract that row and return the value of the worktape of T in the last instantaneous description described there. If f is a basis function then obvious. If f is the composition of g and h, g is bounded by g', and h is bounded by h', then let g'' (n) be the bounded sum of g' (i) for i between 1 and n.
Then f(n) is bounded by g''(h' (n)+n), which is computable by an APL 1-11ner.
If f is formed by bounded primitive recursion from g, h, and m then f is bounded by m.
Proof of Theorem 2.
Let f be a function in E4.
Then there is a g in E4 that is a running time for f by Lemma 2.
There is a function h, computable by an APL l-liner, that bounds g, by Lemma 3.
Then by Lemma I, f is computable by an APL l-liner.
Corollary.
The set of functions computable by APL l-liners is precisely the set of functions in the Grzegorczyk class E4.
Other Grzegorczyk Classes
A subset of the language, which does not include exponentiation, was shown by [Lipton and Snyder] to include all elementary functions.
The obvious analogue of Theorem 1 applies, so that their bound is tight for the subset of APL that they consider.
(Please note that this work was performed independently of theirs.)
If APL is extended to include the function t(a,b) = */apb as a primitive function, then APL l-liners compute all of the functions in the Grzegorczyk class E5. In general, if APL includes as a primitive a function that defines the class Ek, then APL l-liners can compute all functions in the class Ek+l.
The extra class is caused by the ability to iterate a function by use of function/ ; in the unextended APL, note that multiplication defines the elementary functions (E3).
Ackermann Rating [Brown] proposes assigning to each programming language a rating j which is the largest integer such that the language contains a closed nonrecursive expression for j A n where A is the Ackermann function. He shows that APL without execute has an Ackermann rating of at least 4, and that APL with execute has an Ackermann rating of at least 5. [Linden] demonstrates that APL with the execute operator has an Ackermann rating of infinity.
Theorem 1 shows that APL without execute has an Ackermann rating of precisely 4.
The discussion of one-liners with execute below provides an independent proof that APL with execute has an Ackermann rating of infinity; however, both my construction and that in [Linden] use the execute operator on strings containing the execute operator, and hence might be considered recursive expressions. I conjecture that if argument strings to execute are not allowed to contain further executes, then APL with execute has a finite Ackermann rating. [Brown] shows that this rating is at least 5.
One-Line Functions (with goto)
If we consider the set of APL functions that have precisely one line, but are allowed to use the goto operator, then we find that for any partial recursive function there is a program in this set that computes it.
Let T be any Turing machine.
There is an APL l-liner that takes as argument an instantaneous description of T and returns as result the following instantaneous description, by Theorem 2 above.
In the same l-liner, we can also set a variable (the output variable of the function) to the contents of the output tape of T (the instantaneous description is stored in a local variable).
We can also test to see whether the instantaneous description is such that T has halted; if so, the l-liner evaluates to 0, if not, to i.
A goto then causes the function to compute the same function as T, since it simulates T until T halts.
One-Liners With "Execute"
If we allow the "execute" operator (that takes a character string as argument and evaluates it) as part of a l-liner, then we also have the capability to compute any partial recursive function.
The proof is theoretically interesting, in that we use the recursion theorem to show the existence of such a l-liner.
We first need a function c that takes as argument any APL function, and returns as output a l-liner that simulates that function for the first 2"2"n steps on input n.
(The choice of 2"2"n is arbitrary.) Steps is here defined as the number of APL statements, so that if the argument to c is already a l-liner, the output can be the same 1-1iner.
Such a function c exists, by an argument similar to the proof of Lemma 2 above.
We do not require that c be a l-liner, only that it be a total recursive function. Now construct a function that operates as follows:
Given as argument a function F, it creates a l-liner that takes as argument an instantaneous description I, and runs T on I for one step.
If T halts, it returns the output tape of I.
If not, it substitutes the new value of I into F wherever F references its argument and evaluates 'execute''c(F)''' By the recursion theorem, there is a function that is a fixed point under the operation described in the paragraph above; that is, when the operator is given the fixed point P as an argument, it produces a program functionally equivalent to P. P simulates T until T halts: after each step, if T has halted, it returns the proper value.
If T hasn't halted, it constructs a copy of (a function equivalent in effect to) itself, and executes that.
Thus, for any Turing machine T there is a l-liner with execute P that computes the same function.
