Abstract. Averaged One-Dependence Estimators (AODE) is a popular and effective approach to Bayesian learning. In this paper, a new attribute selection approach is proposed for AODE. It can search in a large model space, while it requires only a single extra pass through the training data, resulting in a computationally efficient two-pass learning algorithm. The experimental results indicate that the new technique significantly reduces AODE's bias at the cost of a modest increase in training time. Its low bias and computational efficiency make it an attractive algorithm for learning from big data.
Introduction
Naive Bayes (NB) [1] is a simple, computationally efficient probabilistic approach to classification learning. It assumes that all attributes are conditionally independent of each other given the class. As an improvement to NB, Averaged One-Dependence Estimators (AODE) [2] relaxes the attribute independence assumption by averaging all models that assume all attributes are conditionally dependent on the class and one common attribute, known as the super-parent. This often improves the classification performance significantly. An extensive comparative study [3] shows that AODE obtains significant lower error rates than most alternative semi-naive Bayes algorithms with similar computational complexity. One of the attractive features of AODE is that it has complexity linear with respect to data quantity, making it a useful approach for big data.
Attribute selection has been demonstrated to be effective at improving the accuracy of AODE [4, 5] . However, the most effective conventional attribute selection techniques have high computational complexity and hence are not feasible in the context of big data. In this paper we develop an efficient attribute selection algorithm for AODE that is linear with respect to data quantity, and of low polynomial complexity in the number of attributes and hence well suited to big data. The empirical results show that this technique obtains lower bias than AODE, and thus usually achieves lower error on larger data sets, at the cost of only a modest increase in training time.
Background
The classification task can be described as follows, given a training sample T of t classified objects, we are required to predict the probability P(y | x) that a new example x = x 1 , . . . , x a belongs to some class y, where x i is the value of the attribute x i and y ∈ {c 1 , . . . , c k }.
In the following sections, we describe AODE for this classification task and a number of its key variants.
AODE
From the definition of conditional probability, we have P(y | x) = P(y, x)/P(x) . As P(x) = k i=1 P(c i , x) and y ∈ {c 1 , . . . , c k }, it is reasonable to consider P(x) as the normalizing constant and estimate only the joint probability P(y, x) in the remainder of this paper.
Since the example x does not appear frequently enough in the training data, we cannot directly derive an accurate estimate of P(y, x) and must extrapolate this estimate from observations of lower-dimensional probabilities in the data [6] . Applying the definition of conditional probabilities again, we have P(y, x) = P(y)P(x | y) . The first term P(y) on the right side can be sufficiently accurately estimated from the sample frequencies, if the number of classes, k, is not too large. For the second term P(x | y), AODE assumes every attribute depends on the same parent attribute, the super-parent, thus obtains an one-dependence estimator (ODE), and then averages all eligible ODEs [2] . The joint probability P(y, x) is estimated as follows,
where |·| denotes the cardinality of a set,P(·) represents an estimate of P(·), F(x i ) is the frequency of x i and m is the minimum frequency to accept x i as a super parent. The current research uses m = 1 [7] .
Weightily AODE
In the classification of AODE, each ODE is treated equally, that is, all eligible models are averaged and contribute uniformly to the classification rule. However, in many real world applications, attributes do not play the same role in classification. This observation inspires the weightily AODE [8] , in which the joint probability is estimated as,
