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The concept of the effective one-electron potentials (OEP) has been useful for many decades in efficient
description of electronic structure of chemical systems, especially extended molecular aggregates such as
interacting molecules in condensed phases. Here, a general method for effective OEP-based elimination of
electron repulsion integrals (ERI), that is tuned towards the fragment-based calculation methodologies such
as the second generation of the effective fragment potentials (EFP2) method, is presented. Two general
types of the OEP operator matrix elements are distinguished and treated either via the distributed multipole
expansion or the extended density fitting schemes developed in this work. The OEP technique is then applied
to address the problem of using incomplete EFP2 settings in many applications in interaction energy and
molecular dynamics simulations due to relatively high computational cost of evaluating the charge transfer
(CT) effects as compared to other effects. The alternative OEP-based CT energy model is proposed in
the context of the intermolecular perturbation theory with Hartree-Fock non-interacting gas-phase reference
wavefunctions, compatible with the EFP2 formulation. It is found that the computational cost can be reduced
up to 20 times as compared to the CT energy method within the EFP2 scheme without compromising the
accuracy for a wide range of weakly interacting neutral molecular complexes. Therefore, it is believed that
the proposed model can be used within the EFP2 framework, making the CT energy term no longer the
bottleneck in EFP2-based simulations of complex systems.
I. INTRODUCTION
Charge transfer (CT) between molecules occurs when
the net electronic populations of interacting molecules
change which leads to an additional stabilization of a
molecular aggregate.1,2 Although CT processes can be
relatively easily scrutinized based on the total amount
of electronic charge transferred between interacting
species,1 evaluation of its contribution to the intermolec-
ular interaction potential2 is far from trivial due to its
notably complex quantum mechanical (QM) origins even
at the Hartree-Fock3 (HF) approximation level,4,5 and
cannot be realized in terms of any classical nor semi-clas-
sical approach. In fact, CT does not naturally emerge in
the symmetry adapted perturbation theory6 (SAPT) due
to technical aspects related with the use of finite basis set
expansions in modern quantum chemistry calculations
and avoiding the basis set superimposition error (BSSE).
Stone and Misquitta showed that CT energy can be ex-
tracted from SAPT calculations by comparing the induc-
tion energies of fictional systems in which basis functions
are centered either on the monomers only, or the entire
interacting complex.7 CT energy was formulated by Mur-
rell et al.8 in their perturbation theory in the region of
small wavefunction overlap up to second order. However,
all these theories are computationally too expensive to
apply for efficient calculation of intermolecular forces in
molecular dynamics because they involve calculation of
the electron repulsion integrals (ERI’s) and their four-in-
a)blasiak.bartosz@gmail.com; https://www.polonez.pwr.edu.pl
dex transformation to molecular orbital (MO) basis.5
The apparent difficulty in theoretically characterizing
the CT energy in terms of the interacting molecular frag-
ments is indeed a challenge in the development of mod-
ern force fields or ab initio fragmentation methods9 for
modeling structure and dynamics in condensed phases.10
This needs to be contrasted with the Coulombic electro-
statics, non-Coulombic repulsion (i.e., due to Pauli ex-
clusion principle), dispersion and induction for instance,
which to a certain extent can be well described by rela-
tively simple and computationally inexpensive to evalu-
ate mathematical models, i.e., the distributed multipole
moments of charge densities,11–13 the van der Waals re-
pulsive and attractive potentials, as well as the polariz-
ability models. Due to this reason, the CT effects are
not explicitly included in most of molecular mechanics
force field developed up to date.14 There is only a few
force fields which explicitly incorporate the CT effects in
the condensed-phase simulations in ab initio manner,15
such as the second generation of the Effective Frag-
ment Potential (EFP2) method4,16–23 or Sum of Interac-
tions Between Fragments Ab initio Computed (SIBFA)
method24,25, apart from performing full QM electronic
structure simulations or non-force-field-based fragmenta-
tion techniques26,27. EFP2, that is one of the most com-
monly used force fields of this kind, was derived on the
grounds of the first-principles at the HF level4,22,23,28–30
and including the intermolecular dispersion effects by the
response theory.31,32 That is to say, the total intermolec-
ular interaction potential is approximated as
EEFP2 ≈ ECoul +EEx−Rep +EInd +EDisp +ECT , (1)
where ECoul is the Coulombic interaction energy of
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2the unperturbed charge-density distributions of the
monomers, treated by the distributed multipole approxi-
mation with damping to account for the charge-penetra-
tion effects,33 EEx−Rep is the exchange-repulsion energy
originating from the Pauli exclusion principle,28,29 that
could be roughly understood as the Heitler-London inter-
action energy34 with ECoul subtracted, EInd and EDisp
are the induction and dispersion energies obtained from
the distributed polarizability approximation,30–32 and fi-
nally ECT is the CT energy,22,23 the focus of this work.
Despite the considerable success of the EFP2 theory in
accurately modeling the extended molecular systems like
solutions19–21,35 and recently even biomolecules36–39 with
the level of accuracy reaching in many cases16 the Møller-
Plesset perturbation theory40, evaluation of the CT en-
ergy in EFP2 model is still relatively costly for typical
uses in the molecular dynamics simulations. It has been
reported that the implementation of the EFP2 CT energy
and gradient in GAMESS US computer program41 with
canonical molecular orbitals is on average 20–30 times
more demanding than the other components, becoming
a bottleneck of the evaluation of total interaction en-
ergy and gradients.16,22 Recent advancement of Xu and
Gordon23 reduced the cost further by about 50% by min-
imizing the size of the virtual orbital space via the use of
quasiatomic minimal-basis orbitals42 (QUAMBO’s). Un-
fortunately, even with this improvement, the CT term
remains still the most time-consuming to evaluate from
among all the EFP2 terms.
In effect, the CT energy component is often ignored in
some applications.35,38,39,43–48 In fact, EFP2 CT term is
available only in the GAMESS US quantum chemistry
program,41 whereas it is neither supported in the official
release of the recent LIBEFP library for linking quan-
tum chemistry packages with the EFP2 functionalities,49
nor in the Q-CHEM quantum chemistry program,50 con-
trary to electrostatic, exchange-repulsion, induction and
dispersion EFP2 terms.
The effect of CT on the interaction energy is known
to be often non-negligible, especially in donor-accep-
tor systems such as H-bonded species and charged
complexes,51,52 although it highly depends on the theo-
retical approach being used, i.e., the choice of the ref-
erence wavefunctions. The approach adopted by the
founders of EFP2 model is based on gas-phase refer-
ence (unperturbed) HF wavefunctions, which will be here
broadly referred to as the CT/HF0 level of theory and
the symbol ‘0’ denotes unperturbed wavefunctions. In
this formulation, the CT energy can be understood as
a part of the polarization energy that cannot be linked
to dispersion and pure induction interactions. In tech-
nical words, mixing of virtual and occupied MO’s, that
are assigned according to certain criteria to different un-
perturbed wavefunctions, occurs unlike the pure induc-
tion and dispersion, in which such mixings are contained
solely within one monomer.2
One of the main goals of this work, apart from devel-
oping more efficient model of the CT/HF0 energy that
is compatible with the EFP2 energetics, is to extend the
one-electron effective potentials (here referred to as the
OEP) technique widely used previously3,5,22,53–61 to sim-
plify the rigorous and costly quantum chemistry models
of extended systems with a particular emphasis on solva-
tion phenomena and molecular dynamics. The presented
OEP technique of removing ERI’s from the working equa-
tions follows the notion of the importance of one-electron
densities in chemistry54,55, thus reducing the complicated
summations involving ERI’s to much shorter expressions
involving only one-electron integrals (OEI’s). Therefore,
the OEP computational method is first presented in Sec-
tion II. Next, in Section III, the new technique is used
to derive an alternative formulation of the CT/HF0 en-
ergy compatible with the EFP2 method. Subsequently,
after details of computations are discussed in Section IV,
in Section V the validation of the OEP-based CT/HF0
model is presented and its performance in terms of ac-
curacy and computational speed is compared against the
EFP2 model. Finally, few concluding remarks and out-
look of future work are given in Section VI.
II. EFFECTIVE ONE-ELECTRON POTENTIAL
OPERATORS
To establish the notation within the present work, the
formalism of one-electron potential operators is given
first. The one-electron Coulomb static effective poten-
tial veff(r) produced by a certain effective one-electron
charge density distribution ρeff(r) is
veff(r) =
∫
ρeff(r′)
|r′ − r|dr
′ , (2)
where r is a spatial coordinate. For convenience, the total
effective density can be split into nuclear and electronic
contributions,
ρeff(r) = λρeffnuc(r) + ρ
eff
el (r) , (3)
where λ is a certain parameter and is assumed to be either
1 or 0 in this work. Formally, the electronic part can be
expanded in terms of an effective bond order matrix, or
one-particle density (OED), represented in a certain basis
of orbitals, φ(r),
ρeffel (r) = −
∑
αβ
P effαβφα(r)φ
∗
β(r) . (4)
Based on that, the operator form of the effective potential
can be written as
vˆeff = λvˆnuc +
∫
dr
∣∣r〉veffel (r)〈r∣∣ (5)
with the nuclear operator defined by
vˆnuc ≡
At∑
x
∫
dr
∣∣r〉 Zx|r− rx|〈r∣∣ . (6)
3and
〈
r
∣∣α〉 ≡ ϕα(r). The matrix element of the effective
potential operator is therefore given by
〈
α
∣∣vˆeff ∣∣β〉 = λ At∑
x
W
(x)
αβ −
∑
γδ
〈
αβ
∣∣γδ〉P effγδ , (7)
where
W
(x)
αβ = Zx
∫
φ∗α(r)φβ(r)
|r− rx| dr , (8)
Zx is the atomic number of the xth atom, and the symbol
‘At’ denotes all atoms that contribute to the effective po-
tential. In the above equation and throughout the work,〈
α
∣∣O(1)∣∣β〉 ≡ ∫ φ∗α(r)O(1)φβ(r)dr (9)
for any one-electron operator O(1) and the ERI is defined
according to
〈
αβ
∣∣γδ〉 ≡ ∫∫ φ∗α(r1)φβ(r1)φ∗γ(r2)φδ(r2)|r1 − r2| dr1dr2 . (10)
A. Incorporating Electron Repulsion Integrals into
Effective Potentials
Consider now an arbirtary functional F that explicitly
depends on the ERI’s. In this work, OEP’s are defined
by the following transformation
F [〈ij∣∣kAlA〉] = 〈i∣∣vˆAkl∣∣j〉 , (11)
where vˆAkl is the effective OEP operator given by Eq. (5)
with the effective density ρAkl(r) ≡ φAk (r)φAl (r). The sum-
mations over k and l can be incorporated into the total
effective OEP operator vˆAeff to produce∑
ij
∑
kl∈A
F [〈ij∣∣kAlA〉] = ∑
ij
〈
i
∣∣vˆAeff∣∣j〉 . (12)
Thus, the total computational effort is, in principle, re-
duced from the fourth-fold sum involving evaluation of
ERI’s to the two-fold sums of cheaper OEI’s. It is also
possible to generalize the above expression even further
by summing over all possible functionals Ft∑
t
∑
ij
∑
kl∈A
Ft
[〈
ij
∣∣kAlA〉] = ∑
ij
〈
i
∣∣vˆAeff∣∣j〉 . (13)
The above design has the advantage that it opens the
possibility to define first-principles effective fragments as
long as the functionals Ft are well defined, computable
and can be approximately partitioned in between the in-
teracting fragments.
Three unique classes of ERI’s can be recognized based
on the basis function partitioning scheme within the
system composed of two molecules (shall be A and B
throughout the course of this work). They are as follows:
1. the Coulomb-like ERI’s of the type
〈
AA
∣∣BB〉 →〈
φi∈Aφk∈A
∣∣φj∈Bφl∈B〉,
2. the overlap-like ERI’s of the type
〈
AA
∣∣AB〉 →〈
φi∈Aφk∈A
∣∣φj∈Aφl∈B〉, and
3. the exchange-like ERI’s of the type
〈
AB
∣∣AB〉 →〈
φi∈Aφj∈B
∣∣φk∈Aφl∈B〉.
In contrast to the first two classes of ERI’s, exchange-like
ERI’s cannot be incorporated into OEP’s. The Coulomb
and overlap-like classes, which are listed in Table I, are
usually approximated via expanding the OEP operator
in distributed multipole (DMTP) expansion series, and
integrating over one remaining electron coordinate,22 i.e.,
〈
j
∣∣vˆAeff ∣∣l〉 ∼=
〈
j
∣∣∣∣∣ ∑
w∈A
{
T (0)we qˆw −T(1)we · µˆw
+
1
3
T(2)we : Θˆw − . . .
}∣∣∣∣∣l
〉
re
. (14)
In the above equation, qˆ
(w)
eff , µˆ
(w)
eff and Θˆ
(w)
eff are the quan-
tum operators of effective distributed monopole (charge),
dipole moment and quadrupole moment, respectively,
centered on the wth site at rw, whereas T
(d)
we are the so
called interaction tensors of rank d between rw and re,
with the latter being the electronic coordinate. Explicit
forms of interaction tensors can be found elsewhere.62
Note that
∣∣j〉 and ∣∣l〉 can belong to either molecule. In
this way, ERI’s are no longer needed and the computa-
tional cost reduces appreciably. In this work, this method
is however considered already too expensive for applica-
tion in the CT/HF0 energy because evaluation of Eq. (14)
requires calculation of electrostatic potential and electro-
static potential gradient(s) OEI’s. These kind of integrals
are typically the most expensive when compared to other
standard OEI’s such as overlap or kinetic energy inte-
grals. Therefore, Coulomb and overlap-like OEP matrix
elements will be treated via more approximate and less
expensive approaches which are discussed next.
TABLE I. Types of matrix elements with OEP opera-
tors
Matrix element Overlap-like Coulomb-like〈
i
∣∣vˆAeff ∣∣j〉 〈j∣∣vˆAeff ∣∣l〉
Partitioning scheme i ∈ A, j ∈ B j, l ∈ B
ERI class
〈
AA
∣∣AB〉 〈AA∣∣BB〉
DFa/RIb Form
∑
ξ∈A v
A
iξS
AB
ξj
∑
ξζ∈A S
BA
jξ v
A
ξζS
AB
ζl
DMTPc Form – ρBjl  ρAeff
a Density Fitting
b Resolution of Identity
c Distributed Multipole Expansion
4B. Semi-classical multipole expansion
Semi-classical multipole expansion is the most applica-
ble in case of matrix elements of the type
〈
jB
∣∣vˆAeff ∣∣lB〉 be-
cause it can be considered as a Coulombic interaction be-
tween ρBjl and ρ
A
eff . These matrix elements require ERI’s
of type
〈
AA
∣∣BB〉 only. In general, given certain two ef-
fective one-electron density distributions, the associated
effective Coulombic interaction energy can be estimated
from the classical formula according to
Eeff =
∫∫
ρXeff(r1)ρ
Y
eff(r2)
|r1 − r2| dr1dr2 . (15)
The above integral can be approximated by applying the
DMTP expansion to both effective potential operators
and dropping the ˆ symbol in the multipole operators
which leads to:2
Eeff ≈ ρXeff  ρYeff ≡
∑
u∈A
∑
w∈B
{
T (0)uw q
(u)
eff q
(w)
eff
−T(1)uw ·
[
q
(u)
eff µ
(w)
eff − q(w)eff µ(u)eff
]
−T(2)uw : µ(u)eff ⊗µ(w)eff . . .
}
(16)
The symbol ‘’ denotes the sum of all the tensor con-
tractions performed over the DMTP’s of molecule X and
Y to yield the associated interaction energy. The choice
of the distribution centres as well as the truncation or-
der of the multipole expansion is crucial in compromis-
ing the accuracy and computational cost of the result-
ing expressions. There are many ways in which this
can be achieved, e.g., through the distributed multipole
analysis (DMA) of Stone and Alderton13,63, the cumula-
tive atomic multipole moments (CAMM) of Sokalski and
Poirier11, the localised distributed multipole expansion
(LMTP) of Etchtebest, Lavery and Pullman12 or other
schemes based on fitting to electrostatic potential, such
as ChelpG64.
C. Extended Density Fitting of OEP’s
Extended density fitting of OEP’s, which will be re-
ferred to as the EDF scheme, is applicable in case of ma-
trix elements of
〈
iA
∣∣vˆAeff ∣∣jB〉 type. These matrix elements
require ERI’s of type
〈
AA
∣∣AB〉 only. To get the ab ini-
tio representation of such an overlap-like matrix element,
one can use a procedure similar to the typical density fit-
ting (DF) or resolution of identity (RI), which are nowa-
days widely used to compute electron-repulsion integrals
(ERI’s) more efficiently, and reduce computational cost
of post-Hartree-Fock methods.65 Density fitting was also
applied to design ab initio force fields.58,59
1. Density Fitting in Nearly-Complete Space
An arbitrary one-electron potential of molecule A act-
ing on any state vector associated with molecule A can
be expanded in an auxiliary space centered on A as
vˆA
∣∣i〉 = RI∑
ξη
vˆA
∣∣ξ〉[S−1]ξη〈η∣∣i〉 (17)
under the necessary assumption that the auxiliary basis
set is nearly complete, i.e.,
∑RI
ξη
∣∣ξ〉[S−1]ξη〈η∣∣∼= 1. In
the equations above, the ‘RI’ symbol denotes a certain
auxiliary basis set that fulfills such resolution of identity.
The above general expansion can be also obtained by
utilizing the density fitting in the nearly-complete space,
vˆA
∣∣i〉 = RI∑
ξ
V Aiξ
∣∣ξ〉 . (18)
In the above equation, the matrix VA is the projection
of the state vector vˆA
∣∣i〉 onto the nearly-complete basis
{ϕξ}. Let Zi[VA] be the least-squares objective function
Zi[V
A] =
∫
|Ξi(r)|2dr (19)
with the error density defined by
Ξi(r) = v
A(r)φi(r)−
RI∑
ξ
V Aiξ ϕξ(r) . (20)
By requiring that
∂Zi[V
A]
∂V Aiµ
= 0 for all µ (21)
one finds the coefficients of the ith row of VA to be
V Aiξ =
RI∑
η
[S−1]ξηa(i)η , (22)
where the auxiliary matrices are given by
a(i)η =
∫
ϕ∗η(r)vˆ
Aφi(r)dr , (23a)
Sηξ =
∫
ϕ∗η(r)ϕξ(r)dr . (23b)
The working formula for a
(i)
η can be found by applying
potential form from Eq. (2) along with the spectral rep-
resentation of the effective density from Eq. (4) which
finally gives
a(i)η = λ
∑
x
W
(x)
ηi −
∑
αβ
PAαβ
〈
αβ
∣∣ηi〉 . (24)
Since only one step is required to obtain the OEP matrix,
the scheme will be abbreviated as EDF-1.
52. Density Fitting in Incomplete Space
Density fitting scheme from previous section has prac-
tical disadvantage of a nearly-complete basis set being
usually very large (spanned by large amount of basis set
vectors). Since most of basis sets used in quantum chem-
istry do not form a nearly complete set, it is beneficial
to design a modified scheme in which it is possible to ob-
tain the effective matrix elements of the OEP operator
in an incomplete auxiliary space. This can be achieved
by minimizing the following objective function58,59
Zi[V
A] =
∫∫
Ξ∗i (r1)Ξi(r2)
|r1 − r2| dr1dr2 . (25)
with the error density defined by
Ξi(r) = v
A(r)φi(r)−
DF∑
ξ
V Aiξ ϕξ(r) . (26)
where the symbol ‘DF’ denotes the generally incom-
plete auxiliary basis set. From the requirement given
in Eq. (21) one obtains
V Aiξ =
DF∑
η
[R−1]ξηb(i)η , (27)
where
b(i)η =
∫∫
ϕ∗η(r1)vˆ
Aφi(r2)
|r1 − r2| dr1dr2 , (28a)
Rηξ =
∫∫
ϕ∗η(r1)ϕξ(r2)
|r1 − r2| dr1dr2 . (28b)
Note that, while Rηξ is a typical 2-center ERI that can
be evaluated by standard means,66 b
(i)
η matrix elements
are not trivial to calculate because the OEP operator,
which contains integration over an electron coordinate,
is present inside the double integral. Therefore, the fol-
lowing triple integral,
b(i)η =
∫∫∫
ϕ∗η(r1)φi(r2)ρ
eff(r3)
|r1 − r2||r3 − r2| dr1dr2dr3 , (29)
has to be computed. Obtaining all the necessery inte-
grals of this kind directly by performing integrations of
Eq. (29) is very costly even for medium sized molecules.67
However, one can introduce the effective potential in or-
der to eliminate one integration. This can be achieved by
performing additional density fitting in a nearly complete
intermediate basis67
vˆeff
∣∣i〉 = RI∑
ε
Hiε
∣∣ε〉 , (30)
The working equation is therefore given by
b(i)η =
RI∑
ε
HiεRεη , (31)
which can be easily evaluated by noting that Hiε compo-
nents are given by Eq. (18) — thus, the matrix elements
of the OEP operator can be found by using Eq. (27). It
is emphasized here that, as long as the state vector
∣∣i〉,
OEP operator vˆA, and the auxiliary and intermediate
basis sets depend solely on the unperturbed molecule A,
the matrix elements V Aiξ can be calculated just once and
stored as effective fragment parameters.
In contrast to the EDF-1 scheme, two density fitting
steps are now required to obtain the OEP matrix. Thus,
extended density fitting in incomplete basis will be re-
ferred to as the EDF-2 scheme. In the limitting case,
when the auxiliary basis is the same as the intermedi-
ate basis, EDF-2 is equivalent to EDF-1. As the theory
required to define OEP’s and their computational evalu-
ation in the fragment-based formulation has been finally
given in this Section, the application of the OEP tech-
nique of ERI elimination is further discussed for the eval-
uation of the CT/HF0 energy in the following sections.
III. CHARGE TRANSFER INTERACTION ENERGY FOR
FRAGMENT POTENTIALS
In the CT/HF0 treatments of bi-molecular complexes,
the CT energy can be expressed as a sum of the energy
stabilization due to CT from molecule A to B and vice
versa, i.e.,
ECT = EA→B + EB→A . (32)
A. EFP2 Model
Li, Gordon and Jensen used the expansion of the over-
lap density in Taylor series and found four different ap-
proximate theories for the CT energy.22 The optimal the-
ory, which was shown to well reproduce the CT/HF0 en-
ergies obtained by using the reduced variational space
(RVS) analysis of Stevens and Fink68, reads as
EA→B ≈ 2
Occ∑
i∈A
Vir∑
n∈B
∣∣UA→Bin ∣∣2
εi − Tnn , (33)
where
∣∣UA→Bin ∣∣2 ≈ uin
1−∑Allm∈A S2mn
{
uin
+
Occ∑
j∈B
Sij
(
Tnj −
All∑
m∈A
SnmTmj
)}
, (34)
and
uin ≡ UEF,Bin −
All∑
m∈A
UEF,Bim Smn , (35)
6in which the summations extend over occupied (denoted
by ‘Occ’), virtual (denoted by ‘Vir’) or both (denoted by
‘All’) canonical HF MO’s. The effective potential energy
matrix elements are defined by
UEF,Bin ≡ −
〈
i
∣∣vˆBtot∣∣n〉 , (36)
and are evaluated by expanding the vˆBtot operator in dis-
tributed multipoles according to Eq. (14). The apparent
success of the EFP2 scheme is rooted in the dramatic
simplifications of the ab initio expressions for interaction
energy, in which the relatively costly ERI’s have been
effectively removed from the working models while main-
taining the required accuracy. That is, in the case of
the CT/EFP2 energy component, the canonical orbital
energies εi are constant parameters, whereas the over-
lap Snm, kinetic energy Tmn and effective one-electron
electrostatic potential UEFin matrix elements are all cer-
tain types of the one-electron integrals, orders of mag-
nitude cheaper to evaluate than ERI’s. Unfortunately,
due to extensive summations over virtual orbitals, eval-
uating Eq. (33) is still considerable in cost because typ-
ically large basis sets need to be used for generating the
EFP2 parameters. In effect, calculation of UEFin is much
more expensive as compared to other types of one-elec-
tron integrals and is the bottleneck of CT/EFP2 energy
calculation, even when using minimal amount of virtual
orbitals.23
In the following subsections, the alternative model of
the CT/HF0 energy is proposed by introducing OEP’s.
Although application of the OEP method to the CT/HF0
formulation in EFP2 method is probably possible, it
would be relatively difficult to discuss the resulting OEP-
based EFP2 models because there are four distinct ver-
sions of this theory with a set of different approximations,
selected based on performance assessment rather than a
rigorous derivation manner.22 Instead, perturbation the-
ory of Murrell et al.8 with the explicit formulation for
closed shell systems by Otto and Ladik5, which is some-
what more rigorous than the EFP2 CT model, is chosen
as a starting point in this work. It is believed that this
choice will enable a clear demonstration of the OEP tech-
nique in fragment-based modelling.
B. Otto-Ladik’s Model: Starting Point
The CT/HF0 energy can be expressed by5,8
EA→B = 2
Occ∑
i∈A
Vir∑
n∈B
|UA→Bin |2
εi − εn , (37)
where the coupling constant is given by Otto and Ladik,5
here referred to as the OL method, as
UA→Bin = −
〈
i
∣∣vˆBtot∣∣n〉− Occ∑
j∈B
〈
nj
∣∣ij〉
+
Occ∑
k∈A
Snk
〈
k
∣∣vˆBtot∣∣i〉+ Occ∑
j∈B
Sij
〈
j
∣∣vˆAi ∣∣n〉
+
Occ∑
k∈A
Occ∑
j∈B
Skj (1 + δik)
〈
nj
∣∣ik〉 . (38)
In the above expression, the following effective one-elec-
tron potential operators,
vˆBtot = vˆ
B
nuc + 2
Occ∑
j∈B
vˆBjj and (39a)
vˆAi = vˆ
A
tot − 2vˆAii , (39b)
were introduced without making any approximation to
the original equation from Ref.5 Note that ERI’s in MO
basis are necessary to evaluate all terms in Eq. (38), e.g.,〈
i
∣∣vˆBtot∣∣n〉 ≡WBnj−2∑j∈B〈in∣∣jj〉. Therefore, the goal of
this work is to apply the technique sketched in Eq. (13)
to effectively eliminate ERI’s from Eq. (38) in terms of
OEP’s.
C. Otto-Ladik’s Model: Application of OEP Technique
One can immediately notice that the five summation
terms from Eq. (38) can be classified based on Table I
into three groups regarding the type of ERI’s that are
required: (i) overlap-like
〈
AB
∣∣BB〉 – the first two terms;
(ii) Coulomb-like
〈
AA
∣∣BB〉 – the third term and (iii)
Coulomb-like
〈
BB
∣∣AA〉 – the two last terms. Note also
that there are no exchange-like terms needed in this case.
Therefore, all the contributions can be re-cast in terms
of the OEP’s.
a. Group (i). Group (i) can be rewritten by noticing
that
Occ∑
j∈B
〈
nj
∣∣ij〉 = 〈i∣∣[−vˆBnj∣∣j〉] , (40)
which, by combining with the first term from Eq. (38), al-
lows to apply the two-step extended density fitting (EDF-
2) developed in Section II C 2 as follows
〈
i
∣∣−vˆBtot∣∣n〉+ Occ∑
j∈B
vˆBnj
∣∣j〉
 ∼= 〈i∣∣ DF∑
η∈B
V Bnη
∣∣η〉 (41)
7with the error density given by
Ξn(r) =
vBnuc(r) + 2
Occ∑
j∈B
∫ |φj(r′)|2
|r′ − r| dr
′
φn(r)
−
Occ∑
j∈B
φj(r)
∫
φ∗n(r
′)φj(r′)
|r′ − r| dr
′ −
DF∑
η∈B
V Bnηϕη(r) . (42)
Substituting the above equation into Eq. (25) leads to
V Bnξ =
DF∑
η∈B
[
R−1
]
ξη
b(n)η , (43)
where
b(n)η =
∫∫
dr1dr2
ϕ∗η(r1)
|r1 − r2|×
vˆBtotφn(r2)− Occ∑
j∈B
vˆBnjφj(r2)
 .
(44)
The above result is given by a sum of triple integrals
from Eq. (29). However, the following application of the
resolution of identity,
− vˆBtot
∣∣n〉+ Occ∑
j∈B
vˆBnj
∣∣j〉 ∼= RI∑
ε∈B
HBnε
∣∣ε〉 , (45)
leads to a much simpler formula that requires only OEI’s
and ERI’s. Therefore, by combining equations (43), (31)
and (22) one arrives to
V Bnξ =
DF∑
η∈B
RI∑
ε∈B
[
R−1
]
ξη
RηεH
B
nε , (46)
where
HBnε =
RI∑
ζ∈B
[
S−1
]
εζ
a
(n)
ζ (47)
and
a
(n)
ζ = −
〈
ζ
∣∣vˆBtot∣∣n〉+ Occ∑
j∈B
〈
ζ
∣∣vˆBnj∣∣j〉
= −
∑
y∈B
W
(y)
ζn +
Occ∑
j∈B
{
2
〈
ζn
∣∣jj〉− 〈ζj∣∣nj〉} . (48)
Note that all the calculations that are required to obtain
V Bnξ are performed solely on the densities and basis sets
associated with the unperturbed molecule B. Therefore,
V Bnξ can be considered as effective fragment parameters
used to compute the first two terms of Eq. (38) by
− 〈i∣∣vˆBtot∣∣n〉− Occ∑
j∈B
〈
nj
∣∣ij〉 = RI∑
η∈B
V BnηSηi , (49)
which is a great simplification over the original form
of group (i) because only the overlap integrals between
the ith MO on molecule A and ηth auxiliary orbital on
molecule B need to be evaluated. Note that the only ap-
proximation made so far was the application of density
fitting and resolution of identity. If the auxiliary and in-
termediate basis sets are sufficiently large, the errors due
to this approximation can be minimal and negligible in
principle.
b. Group (ii). The term belonging to this group can
be considered as a sum of interaction energies between
the total charge density distribution of molecule B and
the partial density ρik(r) of molecule A, weighted by the
overlap integrals Snk. Using the distributed multipole
expansion based on the charge centroids of the localized
molecular orbitals (LMO’s), ri =
〈
i
∣∣rˆ∣∣i〉 with χi(r) being
localized, this group can be approximated by
Occ∑
k∈A
Snk
〈
k
∣∣vˆBtot∣∣i〉 ≈ SniρAii  ρBtot . (50)
Here, it was assumed that |ρik(r)|  ρii(r) for i 6= k in
most locations in the case of LMO’s, which allows one to
conjecture that
ρAki  ρBtot ≈ δikρAii  ρBtot . (51)
Now, the DMTP expansion of the interaction energy in
the right hand side of Eq. (51) can be given by
ρAii  ρBtot ≈ qi
 At∑
y∈B
Zy
|ry − ri| + 2
Occ∑
j∈B
qj
|rj − ri|
 , (52)
because the distributed charges qi = −1 whereas the
distributed dipole moments centered at their respective
LMO charge centroids vanish.12 This means that Eq. (50)
can be finally given as follows:
Occ∑
k∈A
Snk
〈
k
∣∣vˆBtot∣∣i〉 ≈ −Sni
 At∑
y∈B
Zy
ryi
−
Occ∑
j∈B
2
rji
 . (53)
Therefore, only overlap integrals and relative distances
between atomic and LMO centroid positions are needed,
which leads to a great reduction of the calculation cost, as
compared either to the original expression or to the mul-
tipole expansion (left- and right-hand sides of Eq. (50),
respectively). We shall refer to this approximation as
to the localized overlap approximation (LOA) resulting
in similar expressions to the ones obtained by Jensen
and Gordon in their exchange-repulsion interaction en-
ergy EFP2 model (see Eq. (39) in Ref.28). Note that, to
make this approximation valid, occupied molecular or-
bitals need to be spatially localized.
c. Group (iii). The terms with the overlap integrals
involving the occupied MO on A can be combined into a
8single summation term, i.e.,
Occ∑
j∈B
Sij
〈
j
∣∣vˆAi ∣∣n〉+ Occ∑
k∈A
Occ∑
j∈B
Skj (1− δik)
〈
nj
∣∣ik〉
=
Occ∑
k∈A
Occ∑
j∈B
Skj
〈
j
∣∣{δik (vˆAk + vˆAik)− vˆAik}︸ ︷︷ ︸
vˆA,effik
∣∣n〉
∼=
Occ∑
k∈A
Occ∑
j∈B
Skjρ
B
nj  ρA,effik , (54)
where the effective potential vA,effik (with the associated
effective density ρA,effik ) is defined by
vA,effik (r) ≡ δik
[
vAtot(r)− 2vAkk(r) + vAik(r)
]− vAik(r) .
(55)
In order to include the ρBnj density, it is approximately
represented here by a set of effective cumulative atomic
charges {qB,(nj)y } associated with the effective one-parti-
cle density matrix
P
B,(nj)
βδ = CβnCδj . (56)
In this work, the effective charges were defined via the
Mulliken method as discussed in Appendix B1 with λ =
0. By applying the LOA in LMO picture for the ρAik
density the effective potential from Eq. (55) simplifies to
vA,effik (r) ≈ δik
{
vAtot(r)− 2vAkk(r)
}
, (57)
which leads to
Occ∑
j∈B
Sij
〈
j
∣∣vˆAtot∣∣n〉+ Occ∑
k∈A
Occ∑
j∈B
Skj
〈
nj
∣∣ik〉
≈
Occ∑
j∈B
Sij
At∑
y∈B
qB,(nj)y
[
At∑
x∈A
Zx
rxy
+
2
riy
−
Occ∑
k∈A
2
rky
]
.
(58)
d. Final OEP-based forms of the coupling constant.
Gathering the results from Eqs. (49), (53) and (58) the
coupling constant can be given as follows
UA→Bin ≈ GA→B1;in +GA→B2;in +GA→B3;in , (59)
where
GA→B1;in ≡
RI∑
η∈B
V BnηSηi , (60a)
GA→B2;in ≡ −SniuBAi , (60b)
GA→B3;in ≡
Occ∑
j∈B
Sij
At∑
y∈B
qB,(nj)y w
BA
yi . (60c)
In the above, the auxiliary variables are
uBAi ≡
At∑
y∈B
Zy
ryi
−
Occ∑
j∈B
2
rji
, (61a)
wBAyi ≡
At∑
x∈A
Zx
rxy
+
2
riy
−
Occ∑
k∈A
2
rky
. (61b)
To compute the interaction energy due to CT from A to
B by using the above LOA-based approximations, cou-
pling elements need to be transformed from localized to
canonical MO basis, i.e.,
EA→B ≈ 2
CMO∑
i∈A
Vir∑
n∈B
|∑LMOi′∈A LAii′UA→Bi′n |2
εi − εn , (62)
where LA is the CMO-LMO transformation matrix for
occupied orbitals of A. Note however, that the effec-
tive potential parameters from the density fitted term of
group (i) do not involve any occupied orbitals. There-
fore, to save computational costs, only groups (ii) and
(iii) need to be transformed whereas for group (i) the
overlap integrals from Eq. (49) can be already evaluated
in CMO basis. This leads to the coupling constant of the
following form,
V A→Bin ≈ GA→B1,in +
LMO∑
i′∈A
LAii′
{
GA→B2,i′n +G
A→B
3,i′n
}
, (63)
where the subscripts Gn (n = 1, 2, 3) denote a particular
group of terms from Eqs. (49), (53) and (58). Thus, the
final working formula for the interaction energy due to
CT from A to B reads as
EA→B ≈ 2
CMO∑
i∈A
Vir∑
n∈B
1
εi − εn ×
(
GA→B1,in
+
LMO∑
i′∈A
LAii′
{
GA→B2,i′n +G
A→B
3,i′n
})2
. (64)
The total CT energy is given by the sum of the above
contribution and the twin contribution due to CT from
molecule B to A according to Eq. (32).
IV. CALCULATION DETAILS
Four complexes: (i) (H2O)2, (ii) H2O–CH3OH,
(iii) H2O–NH
+
4 and (iv) NO
−
3 –NH
+
4 , were chosen as
model systems to analyse the asymptotic dependence
of CT/HF0 energy. The reference (zero-displacement)
geometries were obtained by performing energy-op-
timizations at the HF/6-31+G(d,p) level, as imple-
mented in the Gaussian16 quantum chemistry program
package.69 Subsequently, 30 displaced geometries for each
model complex were obtained by translating one of the
9monomers along the vector co-linear with the H-bond
or N–N distance in the case of ammonium nitrate. The
reference structures as well as the translation vectors are
indicated in the insets of Figure 1 and S1. To perform sta-
tistical error analysis, structural databases of bi-molecu-
lar complexes in the non-covalent interactions database
NCB31 developed by the Truhlar’s group,70–72 as well
as the BioFragment Database subset BBI for backbone-
backbone interactions in proteins,73 as implemented in
the Psi4 program,74 were utilized. In particular, the
subsets from the NCB31 database were separately con-
sidered: the HB6/04 hydrogen bonding database,70–72
the DI6/04 dipole interaction database,70–72 the CT7/04
charge-transfer complex database,70–72 the WI7/05 weak
interaction database,70,72,75 and the PPS5/05 pi-pi stack-
ing database.70,72,75
The benchmark CT/HF0 energy was estimated from
the following assumption:
ECTHF0
∼= EPolDDS/HF − EInd , (65)
where EPolDDS/HF is the Hartree-Fock polarization energy
defined according to the density decomposition scheme
(here referred as to the DDS) developed by Mandado
and Hermida-Ramo´n,76 whereas EInd term is the approx-
imate pure induction energy due to the polarizability
effects.2 The DDS polarization energy encompasses all
the charge delocalization effects that are not associated
with the Pauli exclusion principle in the first order, and
is computed by
EPolDDS/HF ≡ ∆EHF−
(
ECoulDDS/HF + E
Exch
DDS/HF + E
Rep
DDS/HF
)
.
(66)
In the above, ∆EHF is the total HF interaction en-
ergy, ECoulDDS/HF is the pure Coulombic interaction energy
between the unperturbed (non-interacting) charge den-
sities of the monomers in the complex, and EExchDDS/HF
and ERepDDS/HF are the exchange and the Pauli-repulsion
interaction energies, respectively. At the HF level of
theory, the sum of the latter two terms, i.e., the ex-
change-repulsion energy, EEx−RepDDS/HF, is in fact equivalent
to the exchange-repulsion energy in the intermolecular
perturbation theory with exchange of Hayes and Stone.77
It was also shown by Mandado and Hermida-Ramo´n,76
that the Coulombic and exchange-repulsion term in the
DDS method reproduce the first-order Coulombic and
exchange-repulsion interaction energy in SAPT6 with ac-
curacy below 0.3 kcal/mole. Therefore, Eq. (65) is be-
lieved to be sufficient for evaluating the CT/HF0 energy,
because there is no dispersion contribution to the DDS
polarization energy at the HF level.
The pure induction energy was estimated by using
the distributed dipole-dipole polarizability approxima-
tion according to the computational methodology of Li
et al.,30 in which
EInd ≈ −1
2
FT ·∆−1 · F . (67)
In the above equation, F = {. . . ,F(ra), . . .} is a super-
vector of electric fields at the ath distributed site due to
the surrounding unperturbed molecular charge densities
in the complex (i.e., the charge-density of the molecule
that contains ath center is not included in F(ra)). The
matrix elements of ∆ are defined as
∆ab =
 α
−1
a if a = b
0 if a 6= b ∧ a, b ∈ same molecule
−Tab if a 6= b ∧ a, b /∈ same molecule
(68)
and Tab is the dipole-dipole interaction tensor given by
Tab ≡ 3
r5ab
rab ⊗ rab − 1
r3ab
1 , (69)
with rab ≡ ra−rb being the relative distance between the
LMO centroids. The electric fields at the LMO centroids
were computed from the unperturbed HF charge-density
distributions
F(ra) =
At∑
x
Zx
r3ax
rax + 2
AO∑
αγ
Dαγ
〈
γ
∣∣∣∣ ra − r|ra − r|3
∣∣∣∣α〉
r
,
(70)
in which D is the one-particle density matrix. The dis-
tributed anisotropic dipole-dipole polarizabilities αa cen-
tered at the LMO centroids were computed by utilizing
the coupled-perturbed Hartree-Fock method.78,79 It was
found here that accuracy of the LOA from Eqs. (53) and
(58) is usually slightly better when the Boys method80 is
used, as compared to the Pipek-Mezey method81. Hence-
forth, the former method was used for molecular orbital
localization throughout all the production calculations.
All the models that were used to test the theory pre-
sented in this work, i.e., the OL, EFP2 and OEP meth-
ods, as well as the EDF and the benchmark CT/HF0 and
DDS methods, were implemented in our in-house plu-
gin to Psi4 quantum chemistry program.74 DDS method
was implemented in the dimer-centered basis set34 in or-
der to eliminate the BSSE and properly inlcude the CT
processes.7 Estimations of the ECoulDDS/HF, E
Ex−Rep
DDS/HF, E
Ind
and ECTEFP2 interaction energy components obtained by
using the computer code developed for this work were
found to be equivalent with the EFP2 interaction en-
ergy components obtained by using the GAMESS US
package41 (see Supplementary Information, Figure S2).
For the CT EFP2 component, potential energy integrals
from Eq. (14) were calculated with the CAMM up to
quadrupoles (distributed centers are atoms), instead of
the DMA (distributed centers are atoms and mid-bond
points) as implemented in most of quantum chemistry
programs. The choice of CAMM versus DMA was due
to convenience of implementation and, because the quan-
titative accuracy of our EFP2 CT energy code is compa-
rable to the EFP2 code of GAMESS US, using only
atomic distribution centers does not affect the interpre-
tation of results in Section V.
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V. RESULTS AND DISCUSSION
A. Accuracy of OEP-based model
−4.5
−4.0
−3.5
−3.0
−2.5
−3.0
−2.5
−2.0
−1.5
−1.0
−0.5
0.0
−20.0
−18.0
−16.0
−14.0
−12.0
−10.0
−8.0
−6.0
−4.0
−2.0
0.0
−115.0
−110.0
−105.0
−100.0
−95.0
−30.0
−25.0
−20.0
−15.0
−10.0
−5.0
0.0
−0.2 0.0 0.2 0.4 0.6 0.8
∆
E
H
F
(k
ca
l/
m
ol
)
E
C
T
(k
ca
l/
m
ol
)
OEP
OL
EFP2
Est
(a)
∆
E
H
F
(k
ca
l/
m
ol
)
E
C
T
(k
ca
l/
m
ol
) (b)
∆
E
H
F
(k
ca
l/
m
ol
)
E
C
T
(k
ca
l/
m
ol
)
Displacement (Å)
(c)
FIG. 1. Asymptotic dependence of the charge trans-
fer energy in the CT/HF0 formulation for selected
bi-molecular complexes. (a) water dimer, (b) water-am-
monium complex, and (c) ammonium-nitrate complex, were
one molecule has been translated along the vector specified
in the insets relative to initial geometry, optimized at HF/6-
31+G(d,p) level. The total interaction energy is also shown
for comparison in light grey color in this figure. Interaction
energies were obtained at the HF/6-311++G(2df,2pd) level
of theory with the single GDF scheme and aug-cc-pVQZ-jkfit
auxiliary basis set.
The asymptotic dependence of the CT energy is shown
in Figure 1 and Figure S1 for the methanol-water sys-
tem. Overall, OEP technique of effective elimination of
ERI’s sketched in Eq. (13) is sufficiently accurate for
water dimer and ammonium nitrate (Figures 1(a) and
(c)), and methanol-water system (Figure S1) in all dis-
tances studied, reproducing the reference Otto-Ladik CT
energy, with errors not exceeding 10% relative to OL es-
timates (compare open and filled green circles). How-
ever, in the case of water-ammonium cation complex the
OEP method overestimates the CT energy by around
50%, even for large intermonomer separations, where the
profile exhibits unphysical long-range tail, visible in Fig-
ure 1(b). Careful inspection (see Figure S3) revealed that
increasing the size of the auxiliary basis set from aug-
cc-pVDZ-jkfit to aug-cc-pVQZ-jkfit slightly improves the
performance of the OEP method, however the long-range
tail is still appreciable in magnitude even in the aug-cc-
pVQZ-jkfit auxiliary basis.
At the moment, it is unclear what causes these errors
at large separations. The LOA in G2 and G3 may be
too drastic approximations when one of the monomers is
charged, and more accurate DMTP expansion for the ef-
fective densities could be required, also including dipole
and higher multipole moments. Interestingly in the case
of ammonium nitrate (Figure 1(c)), the relative errors
between OEP and OL estimates are not grater than 9%
even though both of the monomers are charged. On
the other hand, OL method itself strongly overestimates
the CT/HF0 energies in this system. Therefore, among
the four model complexes, EFP2 and OEP energies co-
incide with the CT/HF0 estimates only in the case of
water dimer and methanol-water complex, in contrast to
the EFP2 model, which gives very good estimates of the
CT/HF0 energy in mostly all cases at all separations.
Analysis of the statistical sets of dimeric complexes
shown in Figures 2(a) and Figures 3(a) suggests that,
at least in the case of neutral systems, ERI elimination
technique (compare OL and OEP) is of acceptable accu-
racy with the R2 coefficients being 74% for the NCB31,
and 62% for the BBI dataset. The absolute accuracy
of the OEP model, measured with respect to the bench-
mark CH/HF0 estimates, is shown in Figures 2(b) and
Figures 3(b) and the root mean square errors (RMSE)
are listed in Table II. In NCB31 set OEP performs bet-
ter than EFP2 with RMSE of 1.69 and 2.39 kcal/mol,
respectively. This is especially the case for charge-trans-
fer-dominated systems (subset CT7/04), in which EFP2
erroneously predict vanishing or even small positive CT
energiers (RMSE 4.06), in contrast to OEP method that
gives correct signs in all cases and good correlation with
the benchmark. On the other hand, EFP2 method very
accurately reproduces the CT/HF0 energies in the BBI
set (R2 = 95%) whereas OEP model tends to signifi-
cantly overestimate the values by a factor of 1.55 with
RMSE of 0.56 kcal/mol, unlike the OL model which is
more accurate (RMSE of 0.22 and R2 = 78%).
Since the nature of the EFP2 and OEP models is highly
approximate, and the most important goal is to construct
efficient and reasonably accurate ab initio force field, one
can use the fact that OEP model almost always over-
estimates the CT/HF0 energies with rather good linear
correlation, unlike EFP2 model, which can also strongly
underestimate it. Therefore, the simple semi-empirical
scaling model is proposed here for the OEP-based esti-
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TABLE II. Accuracy of approximate CT/HF0 en-
ergy methods across wide range of bi-molecular com-
plexesa
RMSE (kcal/mol)
Database OLb OEPc EFP2d
NCB31e HB6/04 1.38 1.36 0.37 2.45
DI6/04 0.35 0.66 0.22 0.44
CT7/04 0.98 2.82 0.71 4.06
WI7/04 0.01 0.09 0.05 0.02
PPS5/05 0.07 1.31 0.79 0.60
Total 0.83 1.69 0.53 2.39
BBIf Total 0.26 0.56 0.13 0.12
a Validated against Eq. (65).
b Otto and Ladik’s expression from Eq. (4) in Ref.5
c This work, Eq. (71) with C = 1.00 (left column) and C = 1.56
(right columm). GDF(1)/aug-cc-pVDZ-jkfit scheme was used
for the extended density fitting of group (i) OEP’s.
d Ref.22, Eq. (33).
e Ref.70–72
f Ref.73
mate, i.e.,
ECTscaled ≈ C × ECTunscaled (71)
where C is an empircial constant and ECTunscaled is given by
Eqs. (32) and Eq. (64). Based on OEP performance from
NCB31 and BBI sets, it was estimated that C ≈ 1.56.
Application of the semi-empirical model from Eq. (71)
significantly improved absolute accuracy of the model in
all datasets. For instance, RMSE was reduced down to
0.13 kcal/mol in the BBI set, comparable to EFP2 model.
Naturally, the accuracy of the OL model limits the ab-
solute accuracy of the OEP model, which is manifested
in the ammonium nitrate system in Figure 1(c) or the
problems with LOA. In order to improve the performance
for ionic systems, further studies are necessary, that will
modify the original formulation of OL and LOA treat-
ment, or use different sets of virtual orbitals23. Never-
theless, except from the ionic systems, it is clear that the
level of accuracy of the EFP2 and OEP models are rather
comparable, especially after applying the empirical scal-
ing, across a wide range of various interacting complexes
including systems with H-boding, dominated by dipole-
dipole or dispersion interactions or exhibiting substantial
CT.
B. Reduction of computational costs
The utmost goal of this work is to reduce the computa-
tional cost of the CT/HF0 energy evaluation in the calcu-
lations involving effective fragment potentials, no longer
making it the bottleneck of the EFP2-based interaction
TABLE III. Estimated computational cost of the EFP2
and OEP methods for calculation of CT/HF0 energya
Method EFP2 OEP
Constant
εi εi, εn, L
A
ii′
parametersb
Superimposable
CAαi, C
B
βn, {α}, {β}
CAαi, C
B
αn, {α}, {β},
parametersb {η}, V eff,Bnη
Calculablesb
Sij , Snk, Snw, Sij , Sηi, Sni,
Tnn, Tkj , Twj , Tnj , u
BA
i , w
BA
yi
UEF,Bin , U
EF,B
ik , U
EF,B
iw
Costc
sp
(
2p2 + 2op+ o2
)
+tp
(
2p2 + 2op+ o2
)
sop (2p+ o+ a)
+vop (3p+ o) +op(a+ oN + 2o)
+o2p
a Based on coupling constant expressions from Eq. (34) and
Eq. (63) for EFP2 and OEP method, respectively.
b The subscript meaning is as follows: primary basis set functions
of A: α; primary basis set functions of B: β; auxiliary basis set
functions of B: η, occupied MO’s of A: i, i′, k; occupied MO’s
of B: j; virtual MO’s of A: w; virtual MO’s of B: n; atoms of
B: y. Analysis is based on EA→B term.
c Numbers of: primary basis set functions - p; auxiliary basis set
functions - a; occupied MO’s - o; atoms - N . Relative costs: v -
multipole potential, t - kinetic energy and s - overlap OEI’s. It
was assumed that the number of virtual orbitals is equal to n.
energy calculations. In Table III estimation of the com-
putational cost of the EFP2 and OEP models is shown. It
is apparent that EFP2 requires much more quantities to
be computed as compared to the OEP method (‘Calcu-
lables’ in the table). Clearly, evaluation of the EFP2 CT
expression from Eq. (33) involves quite a number of dif-
ferent types of OEI’s. According to our estimations that
assume sequential (two-step) two-index AO-MO trans-
formations of OEI matrices and large AO basis sets, the
computational cost is of an order of 2p3(s + t) + 3vop2,
where the o and p denote the number of occupied orbitals
and the number of atomic basis functions, respectively.
Here, s, t and v are the relative costs of evaluation of the
overlap, kinetic energy, and multipole potential OEI’s, re-
spectively, with the latter being most expensive but nec-
essary to compute UEF matrices from Eq. (36). On the
contrary, OEP-based expression from Eq. (64) requires
only overlap OEI’s that are the least expensive, and has
the cost of approximate magnitude of 2sop2 for relatively
small auxiliary basis sets. Note also that, among the cal-
culables that are needed in each OEP-based CT energy
evaluation, are the auxiliary vectors and matrices from
Eqs. (61a) and (61b), the cost of which is negligible. The
amount of effective fragment parameters, that needs to
be superimposed during the calculations by applying ro-
tation of orbitals and basis functions (‘Superimposable
parameters’) is rather the same in EFP2 and OEP mod-
els. This includes the LCAO-MO coefficients in canonical
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TABLE IV. Minimal uncontracted auxiliary basis set
optimized for OEP-based CT/HF0 calculationsa
AO’s Exponents (a.u.)
Methanol Water
H 1s 7.7369294534 29.5837988322
C 1s 880.3654511045
2s 123.8276940826
2p 11.6748155072
O 1s 902.9798919021 1030.5721050297
2s 203.7584408153 142.1022267153
2p 20.2442429692 40.9175702474
a Fitting performed according to Appendix (A) assuming
6-311++G(d,p) and aug-cc-pVDZ-jkfit primary and test basis
sets, respectively.
basis, and the primary basis set, with an addition of the
auxiliary basis set for the OEP model. Therefore, the
cost of parameter superimposition should not be signifi-
cantly larger as in the EFP2 formulation, provided suf-
ficiently small auxiliary basis set is used. For example,
assuming a water dimer system and 6-311++G(d,p) pri-
mary and minimal auxiliary basis set with s = t = v ≈ 1,
the OEP method is predicted to be roughly 12–16 times
faster than EFP2 method. In practice, the parameters s,
t and v will have larger values, especially v.
TABLE V. CPU timings in miliseconds of CT/HF0
single point energy calculations for water-methanol
complex at 6-311++G(d,p) primary basis seta
Water-Methanol Water dimer
OL 1.48×104 (-0.81) 2.91×103 (-0.85)
EFP2 42.7 (-1.27) 15.6 (-1.06)
OEP/aug-cc-pVQZ-jkfit 4.36 (-1.03) 1.64 (-1.05)
OEP/aug-cc-pVTZ-jkfit 3.63 (-1.07) 1.35 (-1.09)
OEP/aug-cc-pVDZ-jkfit 3.60 (-1.05) 1.26 (-1.03)
OEP/6-311++G(d,p) 2.74 (-1.37) 0.933 (-1.31)
OEP/minib 2.25 (-1.34) 0.623 (-1.13)
a 1.2 GHz AMD EPYCTM 7301 16-Core Processor, calculations
performed on 1 core. CT/HF0 energies are given in parentheses
for reference (kcal/mol). See also the implementation details in
Section IV and Section V B.
b This work, Table IV.
In this work, the minimal uncontracted auxiliary basis
sets were optimized for water and methanol that con-
sist of only s and p-type functions, and the orbital ex-
ponents are shown in Table IV whereas the procedure
is outlined in Appendix A. Unfortunately, we were not
able to successfully fit the auxiliary basis sets for NH+4
and NO−3 using current approach and the basis set opti-
mization falls out of scope of this work. Nevertheless, we
found that in the case of neutral systems minimal basis
sets are already sufficient to reach required accuracy. In
Figure 4 the asymptotic dependence of the CT/HF0 en-
ergy for water-methanol system is correctly reproduced
by the OEP/mini variant which performs comparably
well as the OEP/aug-cc-pVQZ-jkfit. The total time re-
quired for evaluation of the CT/HF0 energies by using
EFP2 and OEP models was measured for this system
and also for the water-water system in their reference
geometries, and the results are shown in Table V. Time
profiling of the code for OL, EFP2 and OEP methods was
performed for all the computational operations required
for a single point calculation in a hypothetical sequential
run on multiple geometries. Therefore, calculations of
intermonomer ERI’s in AO basis along with their four-
index transformation to MO basis were included in time
profiling of the OL routine in our computer code. For
the EFP2 and OEP methods, all the calculables were
taken into account in the profiling, i.e., calculations of
OEI’s in AO basis and their two-index transformations
to MO basis. Calculations of canonical orbital energies
and LCAO-MO coefficients through the self-consistent
field HF procedure, as well as calculations of the OEP
matrices from Eq. (41) via EDF-2 scheme and atomic ef-
fective charges from Eq. (B1a) using the OED in Eq. (56)
were not included because these quantities constitute the
effective fragments by definition. The above time profil-
ing setting allows one to compare the performances of
the OL, EFP2 and OEP methods as effective fragment
parameter methods.
Even for the rather large quadruple-ζ auxiliary basis
set, the OEP-based model is roughly 10 times more ef-
ficient than evaluating the EFP2 CT energy. Reducing
the size of auxiliary basis set up to minimal basis from
Table IV scales down the cost further by a factor of 2.0
in water-methanol system, and 2.6 in water dimer sys-
tem, reaching in total roughly 20-fold reduction in CPU
time as compared to the EFP2 model, and more than
three orders of magnitude as compared to the OL model.
Since the size of such a minimal basis is very small when
compared to the primary basis sets recommended for con-
structing the EFP2 parameters, the additional superim-
position costs of the auxiliary basis should be negligible.
It is also worth mentioning here that, while using the
usual 6-311++G(d,p) basis in a role of auxiliary basis
set gave already accurate results, the minimal STO-3G
basis as auxiliary space resulted in CT energies of −8.4
and −8.8 kcal/mol in water-methanol and water dimer
systems (data not shown), much lower than the refer-
ence values of −0.81 and −0.85 kcal/mol, respecively.
Therefore, the basis set optimization described in Ap-
pendix A was necessary for the minimal basis to be appli-
cable in the CT calculations using OEP technique, with
OEP’s generated by the EDF-2 scheme developed in Sec-
tion II C 2.
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FIG. 4. Asymptotic dependence of the charge trans-
fer energy in the CT/HF0 formulation for methanol-
warer complex with minimal OEP auxiliary basis. Wa-
ter molecule has been translated by R from the starting ge-
ometry optimized at HF/6-31+G(d,p) level, along the vector
specified in the insets. The total interaction energy is also
shown for comparison in light grey color in this figure. In-
teraction energies were obtained at the HF/6-311++G(d,p)
level of theory. In this figure, ‘OEP’ denotes single GDF
scheme with aug-cc-pVQZ-jkfit auxiliary basis set whereas
‘OEP/mini‘ denotes double GDF scheme with the minimal
auxiliary basis given in Table IV.
VI. SUMMARY AND A FEW CONCLUDING REMARKS
In this work, the one-electron effective potential oper-
ator technique of eliminating electron repulsion integrals
in the fragment-based theories of intermolecular interac-
tions was proposed. It was shown that in general case
two types of OEP’s can be defined and worked out either
through the density fitting or the distributed multipole
expansion. For the first group of OEP’s, the density fit-
ting was extended and two computational treatments of
OEP’s were developed: the EDF-1 scheme for RI-type
auxiliary basis sets, as well as the EDF-2 scheme, for
essentially all other types of basis sets. The OEP tech-
nique was then applied to calculating the charge trans-
fer energy in condensed phases simulations. The pre-
sented validation of the OEP technique against the Otto-
Ladik CT/HF0 model as parent theory showed that in
most cases elimination of ERI’s is quantitatively accu-
rate, with few exceptions where only qualitative accu-
racy was found. Finally, it was concluded that, while
the proposed OEP-based Otto-Ladik model is of com-
parable accuracy as the CT/HF0 formulation within the
state-of-the-art EFP2 model, it significantly outperforms
the latter in terms of computational efficiency reaching
speedups up to 20 times. It should be emphasized that
there is still more room for optimization of the OEP tech-
nique. First of all, not only group (i) terms, but also all
the summations over the virtual orbitals can be opti-
mized, e.g., by using the QUAMBO’s, following Xu and
Gordon.23 Secondly, effective atomic charges q
B,(nj)
y from
Eq. (58) are most of the time very small and could be
neglected, leading to further cost reductions (not shown
here). In addition, the possibility of the OEP-based for-
mulation of the direct EFP2 CT formulation should be
studied in the future as well. Therefore, it is believed
that the OEP-based model can be incorporated within
the EFP2 method, strongly facilitating the full (CT-in-
cluding) EFP2 energy calculations and molecular dynam-
ics simulations in large systems. However, the current
model needs to be improved by further investigating the
ionic systems in detail and possibly revising the LOA and
EDF approximations. Nevertheless, it is anticipated here
that the OEP method of ERI elimination can be used in
virtually any other ab initio fragment-based approaches
for condensed-phase simulations, where ERI’s pose the
computational challenge when confronted with the size
of the system.
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Appendix A: Optimized Auxiliary Basis Sets for OEP
Applications
To fit the auxiliary DF basis for the treatment of the
overlap-like OEP matrix elements with the operator vˆeff ,
the following objective function is minimized
Z[{ξ}] =
∑
αi
〈α∣∣vˆeff ∣∣i〉− DF∑
ξ
VξiSαξ
2 , (A1)
where {ξ} is the auxiliary basis set to optimize, whereas
{α} is the ‘test’ basis set used to probe the accuracy of
the density fitting. The forms of the charge-transfer DF
matrices
〈
α
∣∣vˆeff ∣∣i〉 can be directly derived from Eq. (41)
by expanding the MO’s in terms of the AO’s. The work-
ing formula is
〈
α
∣∣vˆG1eff ∣∣n〉 = − At∑
x
W (x)αn +
∑
βγδ
{2CβnDγδ − CγnDβδ}
〈
αβ
∣∣γδ〉
(A2)
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for the OEP operator defined by
DF∑
η∈B
vˆG1eff
∣∣η〉 ≡ DF∑
η∈B
V Bnη
∣∣η〉 . (A3)
In Eq. (A2), C is the LCAO-MO matrix whereas D is
the one-particle density matrix in AO basis.
Appendix B: Coulomb-like OEP via Cumulative Atomic
Multipole Moments
Overlap-like OEP’s are always associated with the ef-
fective one-particle density (or bond-order) matrices and
the λ parameter from Eq. (5) being either 1 or 0. There-
fore, one can use this fact to compute the effective dis-
tributed multipole moments. In this work, the cumula-
tive atomic multipole moments (CAMM) of Sokalski and
Poirier with Mulliken partitioning of the AO space were
chosen because of their simplicity. One of examples of
such OEP-based models reported already in the litera-
ture is the transition cumulative atomic multipole mo-
ments (TrCAMM) model for estimation of the excitation
energy transfer (EET) couplings in the Fo¨rster limit61,
or the vibrational solvatochromic distributed multipole
moments (SolCAMM) for the determination of the vibra-
tional frequency shifts of spatially localized IR probes.60
In general, having the OED and λ, the effective cumu-
lative atomic charges and dipole moments are given by
qeffx = λZx −
∑
α∈x
∑
β
P effαβ
〈
α
∣∣β〉 , (B1a)
µeffx =
∑
α∈x
∑
β
P effαβ
{〈
α
∣∣β〉Rx − 〈α∣∣rˆ∣∣β〉} , (B1b)
where Rx is the position vector of the x-th nucleus. Note
that P effαβ can refer to the particular electron spin, or their
sum as a bond order matrix as well. Equations for the
effective distributed quadrupoles, octupoles and hexade-
capoles can be easily obtained by analogy from Ref.61
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I. ASYMPTOTIC DEPENDENCE OF CT INTERACTIONS FOR
METHANOL-WATER COMPLEX
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FIG. S1. Asymptotic dependence of the charge transfer energy in the CT/HF0 for-
mulation for water-methanol complex. Water molecule has been translated by R from the
starting geometry along the vector specified in the inset picture. The counterpoise-corrected total
interaction energy is also shown for comparison in light grey color in this figure. All data were
obtained at HF/6-311++G(d,p) level of theory with the EDF-1 scheme and aug-cc-pVQZ-jkfit
auxiliary basis set.
2
II. VALIDATION OF EFP2 IMPLEMENTATION VS GAMESS US
In Figure S2 interaction energy components obtained by using the code developed in
this work are compared to the ones obtained by using the EFP2 calculation routines in
GAMESS US quantum chemistry package1 (version: Sept 30, 2017 R2 Public Release). For
this, EFP2 parameters were generated by running the MAKEFP routine with CTVVO option
switched to .FALSE. which corresponds to using all the canonical molecular orbitals from HF
calculations instead of valence virtual orbitals. Generally, Coulombic energies (Figure S2(a))
are in very good agreement with a few exeptions in the PPS5 set, for which the differences
are due to the inaccuracies in the DMTP expansion used in the EFP2 model – note that the
Coulombic component in the DDS/HF method is free from multipole approximation and
is equivalent to the first-order SAPT Coulombic energy. Exchange-repulsion and induction
energies (Figures S2(b) and S2(c), respectively) are in very good agreement. CT energies
(Figure S2(d)) evaluated with CAMM up to quadrupoles for the potential energy matrix
elements (black filled circles) are generally also in decent quantitative agreement, except
for NH3–FCl, (HCOOH)2 and (HCONH2)2 where the differences are between 2–4 kcal/mol.
Only in the case of the latter three systems, adding distributed octupoles (blue crosses in
Figure S2(d)) lowers the CT energy values by around 1 kcal/mol, with negligible changes
for the rest.
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FIG. S2. Validation of implementation of the interaction energy components with
respect to the EFP2 GAMESS US code. Results obtained for the NCB31 database set
assuming 6-311++G(d,p) primary basis set. (a) - Coulombic, (b) - exchange-repulsion, (c) -
induction, and (d) - charge-transfer interaction energy. In (d), black circles and blue crosses
correspond to the CT EFP2 energies with CAMM up to distributed quadrupoles and octupoles,
respectively. For more details see the main text (Section III, Calculation Details).
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III. AUXILIARY BASIS SET DEPENDENCE OF CT/HF0 ENERGY
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FIG. S3. Effect of auxiliary basis set size on the asymptotic dependence of CT/HF0
energies in model bi-molecular complexes. Auxiliary basis sets were abbreviated for conve-
nience as follows: ccD – cc-pVDZ, accX – aug-cc-pVXZ where X=D,T,Q.
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