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Abstract—Spiking neural networks (SNNs) are considered as
a potential candidate to overcome current challenges such as
the high-power consumption encountered by artificial neural
networks (ANNs), however there is still a gap between them
with respect to the recognition accuracy on practical tasks. A
conversion strategy was thus introduced recently to bridge this
gap by mapping a trained ANN to an SNN. However, it is still
unclear that to what extent this obtained SNN can benefit both
the accuracy advantage from ANN and high efficiency from
the spike-based paradigm of computation. In this paper, we
propose two new conversion methods, namely TerMapping and
AugMapping. The TerMapping is a straightforward extension
of a typical threshold-balancing method with a double-threshold
scheme, while the AugMapping additionally incorporates a new
scheme of augmented spike that employs a spike coefficient
to carry the number of typical all-or-nothing spikes occurring
at a time step. We examine the performance of our methods
based on MNIST, Fashion-MNIST and CIFAR10 datasets. The
results show that the proposed double-threshold scheme can
effectively improve accuracies of the converted SNNs. More
importantly, the proposed AugMapping is more advantageous for
constructing accurate, fast and efficient deep SNNs as compared
to other state-of-the-art approaches. Our study therefore provides
new approaches for further integration of advanced techniques
in ANNs to improve the performance of SNNs, which could
be of great merit to applied developments with spike-based
neuromorphic computing.
Index Terms—Deep spiking neural networks, double thresh-
olds, augmented spikes, ANN-to-SNN conversion, pattern recog-
nition, neuromorphic computing.
I. INTRODUCTION
AS a subset of artificial neural networks (ANNs), deepneural networks (DNNs) [1] have shown significant
improvements in a wide range of tasks such as image classi-
fication [2], speech recognition [3], natural language process-
ing [4] and robotics [5], etc. However, with the complexity
of neural networks increasing progressively, running such
deep networks often requires large amounts of computational
resources such as memory and power, thus limiting their
applied developments in battery-constrained devices such as
cell phones and embedded electronics [6]. Some studies focus
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on reducing the network connections and using low-precision
parameters [7]–[10], but the computational consumption is
still large. Hence, the challenge still remains for low-power
paradigms to enlarge the applicability of DNNs.
Different from numerical values used by traditional ANNs,
spiking neural networks (SNNs) emulates the brain in a way
to utilize discrete spikes for information representation and
transmission, and thus are more brain-like and computationally
powerful [11], [12]. Moreover, owing to the discrete feature of
spikes over an additional time dimension, SNNs are capable
of asynchronous and sparse computation under an event-based
manner where a computational budget is paid only at the
appearance of a spike event [13]–[16]. This motivates the
development of neuromorphic computing platforms that have
successfully shown a remarkable performance of orders of
magnitude more efficient in terms of power consumption than
conventional computing platforms [17]–[19]. The attractive
potential of spike-based computation is drawing increasing
efforts to the development of SNNs [20]–[24], which yet is
still very much in its infancy.
Although SNNs are promising for low-power and fast
inference by their nature, training such deep networks is
difficult due to their inherent characteristics of discontinuity,
non-linearity and complexity on dynamics, let alone to achieve
a competitive recognition accuracy to ANNs [25]–[27]. There
are two mainstream approaches developed to overcome the
challenge of training deep SNNs: direct and indirect training.
The indirect training approaches are also often referred as
conversion or mapping methods.
An early attempt of the direct training methods is based
on spike-timing-dependent-plasticity (STDP) where synaptic
modification is controlled by the local correlation of pre- and
postsynaptic spike timings [28]. However, SNNs trained with
STDP are normally limited to shallow structures, and cannot
be scaled up to large networks with high performances due
to the lack of a global instructor [29]–[32]. Backpropagation
(BP), a prevalent learning algorithm in ANNs [33], has been
successfully applied to train deep SNNs by addressing the
inherent non-differentiable obstruction during the backward
propagation of an error instructor [34]–[40]. A surrogate
is usually designed to approximate the gradients in these
BP-based approaches. This approximation is effective with
relatively shallow structures, but normally gets worse for
more challenging tasks and deeper networks. Additionally,
direct training methods are often time-consuming during the
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2adaptation of neural parameters. Moreover, as compared to
ANNs, there is still a big gap with respect to the recognition
accuracy for these direct training methods [25], [26].
In order to narrow the gap between SNNs and ANNs, a
conversion scheme emerges by mapping the weights of a
trained ANN to an SNN of the same architecture (see Fig. 1A).
This conversion scheme leverages on advanced techniques in
ANNs to achieve a comparable accuracy with SNNs. One of
the most early works successfully introduces the conversion
scheme with complicated spiking neurons, but suffers from a
significant accuracy loss [41]. Later efforts discover that the
firing rates of spiking neurons can approximate the activations
of their counterparts in ANNs with sufficient time steps [42].
This finding has become the fundamental principle underly-
ing the conversion scheme. A shallow convolutional network
trained with certain constraints can be successfully deployed
to an SNN, resulting in a good accuracy on traditional object
recognition benchmarks [42]. Then, a data-based normaliza-
tion (DataNorm) [43] is developed to achieve a nearly lossless
performance by threshold-balancing for a proper information
transmission with firing rates, but the techniques used for
the conversion are rather limited. An extended variant [44] is
thus developed later for further improvements by incorporating
more techniques from ANNs, including biases, max pooling,
softmax and batch normalization. Later, SpikeNorm [45] is
developed to scale neural parameters according to the activities
of SNNs rather than ANNs, leading to a nearly lossless con-
version even in very deep networks. Recently, a channel-wise
normalization is introduced to further minimize the conversion
loss with an elaborate adjustment, and achieves comparable
results to ANNs on the object detection task [46].
Despite remarkable achievements of nearly lossless conver-
sion even in very deep networks, threshold-balancing tech-
niques [43]–[46] require a large set of training data to extract
auxiliary values used in the conversion. Therefore, these
techniques are data-driven and susceptible to the selection
of samples. Furthermore, the current conversion approaches
encounter other common challenges as follows:
• A delicate balance between weights and thresholds to
avoid information loss caused by over- or under-activation
[43] makes the current conversion approaches quite com-
plicated.
• The converted SNNs with current approaches are inef-
ficient in both time and energy as they require a large
number of spikes and time steps especially for signifi-
cantly deep networks.
• Most of approaches cannot convert negative activations
in ANNs to their spiking counterparts, and thus advanced
variations [47] like LeakyReLU are unable to be utilized.
This limits the potential of SNNs to take full advantages
of advanced techniques in ANNs.
In order to improve the inference speed and energy effi-
ciency, preliminary efforts are made to extend spikes with
different forms, such as multi-strength spikes [48], weighted
spikes [49] and burst spikes [50]. Despite their efficacy in
reduction of classification latency and number of events, these
works are still limited to constrained ANNs with positive
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Fig. 1. Illustrations of ANN-to-SNN conversion. A, a standard conversion
scheme. B, mapping both positive and negative activations in ANNs with a
double-threshold scheme. C, augmented spikes to address the over-activation
issue. D, augmented spiking neuron that receives and elicits augmented spikes.
activations only. Moreover, their conversions are based on
either complicated schemes like DataNorm or an exhaustive
strategy with manual exploration. A clear and simple rule to
determine proper parameters for spiking neurons is still under
exploring.
In this paper, we first propose a conversion approach called
TerMapping by extending DataNorm [43] with a new double-
threshold scheme. Then, we introduce an advanced neuron
model that is capable of receiving and eliciting augmented
spikes. Based on the model, another new conversion method
called AugMapping is developed. We evaluate the performance
of our methods with extensive experiments. Our major contri-
butions can be enumerated as follows:
• A double-threshold scheme is introduced such that SNNs
are enhanced to represent both positive and negative ac-
tivations, relieving constraints on the selection of ANNs.
• A new scheme of augmented spike is introduced where
a spike coefficient is used to represent additional infor-
mation including both the polarity and the number of
binary spikes occurring at one time step. This enables
the correspondingly developed augmented neurons to
completely overcome the pathological phenomenon of
over-activation [43] on one hand, and to improve both
the accuracy and efficiency with less number of spike
events on the other hand.
3• New conversion methods are developed with a clear and
simple rule to assign suitable parameters for SNNs. More
importantly, a detailed theoretical formulation about the
approximation is provided, supporting the efficacy of our
methods and paving the way for other related future
works.
• We evaluate the effectiveness of our methods with various
network structures based on different datasets including
MNIST, FashionMNIST and CIFAR10. Experimental re-
sults show that our methods can achieve nearly lossless
ANN-to-SNN conversion, and importantly are more fast,
accurate and efficient than the current state-of-the-arts.
Our work thus contributes to improve the performance
of spike-based inference, which would be of great merit
to neuromorphic computing.
The remainder of this paper is organized as follows. Sec-
tion II presents the details of our proposed methods, followed
by the experimental results and discussions in Section III and
Section IV, respectively. Finally, a conclusion is provided in
Section V.
II. METHODS
A. Double-Threshold Spiking Neural Networks
Direct training of SNNs to achieve competitive accuracies
with ANNs is still challenging. Hence, a straightforward
approach emerges by converting the weights of a pre-trained
ANN to their counterparts in an SNN of the same structure.
However, the setup of a single threshold in standard spiking
neurons makes them only capable of representing information
of a sole polarization. This makes it difficult to map negative
activations from ANNs to SNNs, and thus constraints are often
applied to ANNs to keep only positive activations. Such a
constraint can decrease the performance of the pre-trained
ANN, and so as the converted SNN.
In order to address this limitation, we introduce a double-
threshold firing scheme (see Fig. 1B) with the integrate-and-
fire (IF) model [51], one of the most widely studied neuron
models in various conversion approaches [42]–[45]. Each
spiking neuron maintains an internal state called membrane
potential and continuously integrates postsynaptic potentials
generated by afferent spikes into its membrane potential. The
integration dynamics of the i-th neuron in the l-th layer at
time t is described as:
V li (t) = V
l
i (t− 1) +
M l−1∑
j=1
wlijo
l−1
j (t) + b
l
i (1)
where V li (t) represents the membrane potential, and M
l−1
denotes the number of neurons in the preceding layer. ol−1j (t)
is the afferent spike, and wlij is the weight connection from
the j-th neuron in layer l − 1 to the i-th one in layer l. bli is
the corresponding bias.
Once the membrane potential of the neuron crosses either
the positive threshold ϑP or the negative one ϑN (see Fig. 1B),
a corresponding polarized spike will be elicited and propagated
to downstream neurons, as formulated by:
oli(t) =

1 if V li (t) ≥ ϑP
−1 if V li (t) ≤ ϑN
0 otherwise
(2)
At the occurrence of a polarized spike, the neuron instanta-
neously triggers a reset process where its membrane potential
is changed by a value of the corresponding threshold, as given
by:
V li (t) =

V li (t)− ϑP if oli(t) = 1
V li (t)− ϑN if oli(t) = −1
V li (t) otherwise
(3)
Based on the above neuron model, a double-threshold SNN
can thus be easily constructed.
B. TerMapping
A fundamental guideline for the conversion approaches is
that the firing rates of spiking neurons need to approximate the
activations of their counterparts in an ANN. A standard spike
form of all-or-nothing could inevitably lead to information loss
during conversion due to its limited capacity for transmission
at each time step. Both over-activation and under-activation
in ANNs can result in improper representation with spikes,
thus decreasing recognition performance of SNNs [43]. Ap-
propriate balance between thresholds and input firing rates in
SNNs provides an effective approach to relieve the loss to a
certain extent, and can even achieve nearly lossless conversion
with an elaborate configuration [42]–[45]. However, most of
the current conversion approaches rely on the requirements of
only positive activations, limiting the selection of ANNs to be
probably sub-optimal. Our double-threshold scheme provides
a solution to address this issue by incorporating an additional
negative threshold to spiking neurons. Our double-threshold
scheme can be applied to different conversion approaches,
and here we select DataNorm [43] as a representative for
extension, based on which we develop a new method named
TerMapping.
After an ANN has been trained, the training set is fed to
it again, and the maximum absolute values of both output
activations and weights in every layer are recorded to obtain
the scaling factors used for balancing procedures. In the infer-
ence with the converted SNN, firing thresholds in each layer
are rescaled by their corresponding scaling factors recorded
from the previous step. Our method is effective to control
the firing rates of most converted neurons in a normalized
range between 0 and 1, thus reducing the accuracy loss caused
by improper activations. Pseudo-codes for the computation of
scaling factors are shown in Algorithm 1.
C. Augmented Spikes
Due to the representation constraint with all-or-nothing
spikes at each time step, a delicate balance between thresholds
and firing rates is required to reduce information loss. For
example, if over-activation happens to result in more than one
spike in a single time step, the standard spiking neuron can
4Algorithm 1: Computation of Scaling Factors in TerMap-
ping
Input : The number of layers n, each layer’s weights
wi and output activations zi, i = 1, 2, ..., n.
Output: Corresponding scaling factors λi.
1 pre factor = 1
2 for i← 1 to n do
3 /* Compute the maximum absolute value of
weights and output activations */
4 max weight = wi.abs().max()
5 max output = zi.abs().max()
6 post factor = max(max weight,max output)
7 /* Obtain the scaling factor for the
current layer */
8 λi = post factor/pre factor
9 pre factor = post factor
10 end for
only elicit maximally one accordingly, thus inevitably leading
to the decrease in performance. In order to address this issue,
we introduce a new scheme of augmented spike where a
spike coefficient is employed to carry additional information
including both polarity and the number of typical spikes
occurring at one time step (see Fig. 1C). Specifically, the
presenting form of oli(t) at a time step is extended from binary
to multiple stages. Augmented spikes extend the capability of
spike-based representation, and thus could be useful to reduce
information loss in conversion approaches.
Endowing spiking neurons with the ability of processing and
eliciting augmented spikes, a new augmented spiking neuron
model is developed (see Fig. 1D). Whenever a firing condition
is reached, the neuron will elicit an augmented spike, as:
oli(t) =

⌊
V li (t)
ϑP
⌋
if V li (t) ≥ ϑP
−
⌊
V li (t)
ϑN
⌋
if V li (t) ≤ ϑN
0 otherwise
(4)
where the floor division operator b.c returns the integer value
of the quotient.
If an augmented spike is elicited, the membrane potential of
the spiking neuron is instantaneously decreased or increased
by a certain amount of the corresponding threshold levels, as
given by:
V li (t) =

V li (t)− oli(t)ϑP if oli(t) ≥ 1
V li (t) + o
l
i(t)ϑN if o
l
i(t) ≤ −1
V li (t) otherwise
(5)
D. AugMapping
Based on the augmented spiking neuron model, we propose
a new AugMapping method to realize ANN-to-SNN conver-
sion. The augmented firing scheme enables spiking neurons to
represent both positive and negative activations of an ANN,
being beneficial to adopt more advanced activation functions
like LeakyReLU [47], [52] for a better recognition accu-
racy with the converted SNN. More importantly, complicated
balancing techniques required for a proper transmission of
information with standard spikes can be eliminated under
our augmented scheme thanks to its advanced capacity for
information representation. As a result, a more simple and
clear technique can be developed for direct construction of an
SNN with a pre-trained ANN, as detailed in the following.
In our AugMapping, the firing rate of an augmented spiking
neuron should approximate the output activation of its coun-
terpart in ANN. Here, we present an analytical description for
this approximation, and on its basis, we can derive a simple
rule to assign appropriate parameters for the converted spiking
neurons.
The output activation of a neuron in ANNs with LeakyReLU
or ReLU activation function can be formulated by:
zli = α(
Ml−1∑
j=1
wlijz
l−1
j + b
l
i) (6)
where zli indicates the output activation of the i-th neuron in
the l-th layer. zl−1j and b
l
i are the corresponding input and
bias, respectively. α is a coefficient controlling the slope of
the activation function. For simplicity, we fix the bias to zero
in both ANN and SNN, as is similar to other previous works
[42], [43].
We analyze the correlation between the output activations in
the ANN and the firing status in the SNN. Each input pattern
is presented for a total number of T time steps. Note that, we
only describe the case where the neuron crosses its positive
threshold for the sake of simplicity, while a similar procedure
can be easily applied to describe the negative one.
From an initial position of zero, the membrane potential at
T can be obtained by recursively applying Eq. (1) and Eq. (5),
given by:
V li (T ) =
M l−1∑
j=1
wlij
T∑
t=1
ol−1j (t)− ϑP
T−1∑
t=1
oli(t) (7)
According to Eq. (4), this potential can also be given as:
V li (T ) = ϑP (o
l
i(T ) + σ) (8)
where σ is a residual item, given by σ = V
l
i (T )
ϑP
−
⌊
V li (T )
ϑP
⌋
.
Taking Eq. (7) and Eq. (8), we can futher get:
ϑP (
T∑
t=1
oli(t) + σ) =
M l−1∑
j=1
wlij
T∑
t=1
ol−1j (t) (9)
In order to correlate the output activation of the neuron in
ANN with the firing rate of the one in SNN, we define the
firing rate as
rli(T ) =
N li (T )
T
=
T∑
t=1
oli(t)
T
(10)
where N li (T ) is the number of spikes generated during the
total T time steps. Eq. (9) can thereafter be converted into:
ϑP r
l
i(T ) =
M l−1∑
j=1
wlijr
l−1
j (T )−
σϑP
T
(11)
5Eq. (11) is also a recursive expression, based on which we
can take approximations layer by layer. In the first hidden
layer, for simplicity, the inputs of both ANN and SNN are
identical, which satisfies r0(T ) = z0. Equating Eq. (6) and
Eq. (11) yields:
r1i (T ) =
z1i
αϑP
− σ
T
(12)
which indicates that as T →∞, the firing rate r1i (T ) ap-
proaches to its target value z1i when αϑP = 1.
Augmented neurons in higher layers continuously integrate
spikes from their preceding layer. We can evaluate the approx-
imation errors in higher layers with the recursive expression of
Eq. (11). Incorporating the first layer as described by Eq. (12),
the firing rates in higher layers can be given as:
rli(T ) =
zli
(αϑP )
l
− σ
T
(1 +
l∑
n=2
l∏
l′=n
M l
′−1∑
j=1
wl
′
ij
ϑP
) (13)
Eq. (13) implies that the approximation error accumulates in
deeper layers, and as a result, more time steps are required for
lossless conversion as the network structure becomes deeper.
Both Eq. (12) and Eq. (13) suggest a correlation between
the firing threshold and the activation slope, i.e. ϑP = 1α , to
make the firing rate of the neuron in SNN approach to the
output activation of that in ANN. Similarly, the negative firing
threshold can be determined by ϑN = − 1α . Therefore, the
firing thresholds of converted spiking neurons can be assigned
with a clear and simple rule according to our analytical
descriptions rather than exhaustive manual explorations or
time-consuming configurations.
Similar to the routines of a typical conversion scheme, our
AugMapping will convert a pre-trained ANN to an SNN, but
differently with a more direct and simple method. Impor-
tantly, our theoretical analysis supports that the as-proposed
AugMapping is able to achieve nearly lossless conversion
under certain conditions.
III. EXPERIMENTAL RESULTS
A. Experimental Setup
The performance of our methods is extensively examined
with six different networks based on various datasets including
MNIST [53], and the more challenging Fashion-MNIST [54]
and CIFAR10 [55].
MNIST is a handwritten digit image dataset and consists of
60,000 images for training and 10,000 images as the test set.
Each sample labeled 0-9 is a grayscale image with a size of
28×28. Differently, Fashion-MNIST is a rather new dataset
with different classes of clothing. It shares the same image
size and structure of training and testing splits with MNIST,
but is a more challenging image classification task. CIFAR10
contains 60,000 color images belonging to 10 classes. Each
image consists of 32×32 pixels. No data augmentation is
applied on MNIST and Fashion-MNIST. For CIFAR10, we
utilize a standard augmentation where each training sample
are padded with 4 pixels on each side of the image, followed
by a 32×32 crop and a random horizontal flip.
Table I. Experimental network configurations
Dataset Network Topology
MNIST Net1 1200-1200-10
Net2 12c5-p2-64c5-p2-10
Fashion-MNIST Net3 6400-10
Net4 32c5-p2-64c5-p2-1024-10
CIFAR10 Net5
128c3-128c3-p2-256c3-256c3
-p2-512c3-512c3-p2-1024-10
Net6 VGG16 [56]
As is shown in Table I, both types of fully connected
(Net1 and Net3) and convolutional networks (Net2 and Net4)
are applied for MNIST and Fashion-MNIST. Two deeper
networks with the VGG architecture (Net5 and Net 6) are
used for CIFAR10. The detailed network structures are shown
in the table, where c and p represent the convolutional and
pooling layer, respectively. For example, 15c5 stands for a
convolutional layer with 15 feature maps of 5×5 kernel size,
and p2 denotes a pooling layer with a receptive window of
2×2. A single digit such as 250 represents a fully connected
layer with 250 neurons. In VGG networks, a dropout layer
is used after every LeakyReLU layer except for those layers
which are followed by a pooling one.
Both the training of ANNs and the inference with con-
verted SNNs are implemented with the mainstream framework
PyTorch [57]. During inference with SNNs, pixel values of
images are directly fed into the first hidden layer in order to
remove variability [44]. The categorical decision made by the
output layer is determined by the unit that has the biggest
firing rate.
B. Results
In order to test the efficacy of our double-threshold scheme,
we first compare our TerMapping with DataNorm [43] under
the same conditions. As is shown in Table II, our TerMapping
is more accurate than DataNorm thanks to its extended ability
with the double-threshold scheme to represent both positive
and negative activations in advanced ANNs.
Table II. Accuracy compasiron between DataNorm and TerMapping
Network Method ANN acc. SNN acc.
Net1 DataNorm [43] 98.68% 98.64%
TerMapping 98.77% 98.77%
Net2 DataNorm [43] 99.14% 99.10%
TerMapping 99.35% 99.35%
Then, we focus more on investigating the efficacy of our
augmented scheme by providing more detailed comparisons
between TerMapping and AugMapping. Different measure-
ment metrics are presented in Table III.
As can be seen from the table, both AugMapping and
TerMapping can achieve a nearly lossless conversion for
various types of networks ranging from shallow to deep
structures over different datasets. For the relatively simple
task of MNIST where shallow networks are sufficient enough,
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Fig. 2. Inference error versus time steps. Results for Net1 to Net6 are presented in pannel A to F accordingly. The horizontal dotted lines in each panel
denote the accuracies of the corresponding ANNs.
Table III. Conversion results with our methods of TerMapping and
AugMapping
Network ANNacc. Method
SNN
acc. Latency
# Events
(106)
Net1 98.77% TerMapping 98.77% 750 0.03
AugMapping 98.77% 46 0.02
Net2 99.35% TerMapping 99.35% 750 0.28
AugMapping 99.35% 65 0.11
Net3 90.18% TerMapping 90.18% 1500 0.05
AugMapping 90.18% 37 0.03
Net4 92.11% TerMapping 92.11% 2900 2.45
AugMapping 92.11% 220 0.68
Net5 94.13% TerMapping 93.75% 2800 15.36
AugMapping 93.90% 300 12.51
Net6 93.42% TerMapping 92.30% 4400 17.66
AugMapping 93.29% 1100 18.10
both of our two methods can achieve the same test accura-
cies as the corresponding ANNs, while the AugMapping has
much shorter classification latency and consumes significantly
smaller number of events than the TerMapping, reflecting the
efficiency in both time and energy. On the more challenging
Fashion-MNIST dataset, both our methods still succeed in no-
accuracy-loss conversions with Net3 and Net4. Note that our
methods significantly outperforms the recent reported result
such as in [58] (around 85%), highlighting our contribution in
improving the spike-based performance in accuracy.
As the task gets more challenging in CIFAR10 where
significantly deep networks are adopted, reaching a lossless
accuracy is getting more difficult for both of our methods
within thousands of time steps. Nevertheless, our AugMapping
consistently outperforms the other one with a better accuracy
and lower latency. Notably, with the networks getting deeper,
more events and time steps are required to achieve a nearly
lossless conversion with both of our methods, being consistent
with our theoretical analysis provided in Section II-D.
The inference errors of converted SNNs decrease as the
number of time steps increases. The evolving details for both
AugMapping and TerMapping are shown in Fig. 2. As can
be seen, the AugMapping is significantly more faster than
the TerMapping to reach a nearly lossless accuracy for all
the networks. In most cases, the AugMapping is faster than
the other one with at least one order of magnitude, while
achieves a better accuracy. As the firing ability of the neuron at
each time step is rather constrained in TerMapping to relieve
issues of over-activation and under-activation, spiking neurons
normally need a large number of time steps to precisely reflect
the activation of their counterparts in ANNs. When networks
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Fig. 3. Inference error versus the number of events in SNNs. A to F shows the results of Net1 to Net6 accordingly. The horizontal dotted lines in each
panel represent the accuracies of the corresponding ANNs.
get deeper, significantly more time steps are required for
SNNs to accumulate sufficient information through layers. In
the contrary, the AugMapping only takes a small number of
time steps to achieve a remarkable accuracy, owing to the
enhanced capability for information representation with aug-
mented spikes. As a result, the AugMapping is advantageous
in accuracy, speed and energy-consumption.
Additionally, we perform a detailed examination on the
total number of spike events consumed to achieve certain
levels of accuracies. As can be seen from Fig. 3, there is
a trade-off between the accuracy and the number of events
for both methods across all networks. To be more specific, a
high accuracy requires a large number of events, indicating a
sacrifice on energy efficiency. Gladly, the headache on energy
consumption can be relieved by setting an acceptable level
for accuracies. Notably, the AugMapping often generates a
smaller number of events than that of the TerMapping in most
cases, indicating its high energy-efficiency since the power
consumption of SNNs is roughly proportional to the number
of events [42], [49], [59].
The above results highlight the effectiveness of both our
double-threshold and augmented schemes, which play an
important role in improving the performances of SNNs.
C. Early Decision
As is compared to an ANN, SNN is advantageous in a
prompt response thanks to a fast and asynchronous propa-
gation of spikes through the network [25], and as a result,
decisions can be made based on early spikes. In this part, we
examine the property of our methods with respect to early
decisions at the cost of a certainly small loss on accuracy.
Notably, a small sacrifice on accuracy will offer the oppor-
tunity for a great level of speed acceleration and spike event
reduction. In our experiments, different levels of accuracy loss
are used to closely evaluate the benefits on the reduction of
both latency and spike events.
Fig. 4 and Fig. 5 shows the required time steps and the
number of events to achieve the acceptable accuracies with
both of our methods, respectively. Note that the results for the
TerMapping under several conditions are not shown because it
cannot reach a satisfactory accuracy within thousands of time
steps.
As can be seen from the figures, with a small compromise
on acceptable accuracies, both the number of time steps
and spike events required for inference can be significantly
reduced. Taking Net2 as an example, a criterion of 1%
accuracy loss for both our AugMapping and TerMapping can
lead to the reduction of both time steps and the number of
events with around two orders of magnitude as compared to
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Fig. 4. The number of required time steps to reach an acceptable accuracy
specified by certain loss conditions for early decisions. For example, a
condition like ‘< 1%’ represents the maximally allowed accuracy loss from
the ANN baseline is 1%. Some results for TerMapping on Net6 are not shown
as no convergence appears within thousands of time steps.
zero-loss conversion. Although lossless accuracy would be
favorable in ANN-to-SNN conversion with deep networks,
early decision with a fast speed and small energy consumption
could play a more important role in practical applications
where efficiency in both time and energy is the main concern.
Notably, the AugMapping still outperforms the TerMapping
for almost every case under a given condition. Specifically,
the TerMapping requires more time steps and spike events to
reach a same accuracy level as the AugMapping. Additionally,
for both of our methods, the bigger compromise on accuracy,
the more benefit in the efficiency with respect to both time
steps and spike events.
Currently, the best reported result for converting a signifi-
cantly deep network of VGG16 [56] (denoted as Net6 in our
study) achieves an accuracy of 91.41% with a consumption
of 793 time steps and 9.342 × 106 events [50]. As is shown
in Table III, our methods result in much higher accuracies as
compared to the state-of-the-art one, indicating compromises
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Fig. 5. Results of early decision with respect to the required number of
events for a certain satisfactory accuracy.
can be made to further improve efficiency. If we lower the
accuracy to 92.76% which is still significantly better than the
current best, our AugMapping only requires 500 time steps and
7.15 × 106 spike events. Hence, our method outperforms the
state-of-the-art with respect to all metrics of accuracy, energy
efficiency and speed, highlighting our contribution to improve
the spike-based performance.
In order to better quantify the improvements of AugMap-
ping over TerMapping for early decisions, we measure their
relative performances on latency and the number of spike
events under a same condition. As is shown in Table IV,
AugMapping has a significantly better performance than
TerMapping in terms of latency reduction, with a maximum
improvement reaching 42.5× for Net3 under the condition
of <1% accuracy loss. Considering all the other cases, the
minimum improvement on the latency is around 3.1×. For
the reduction on the number of spike events, AugMapping
still outperforms the other one for most cases. Notably, if
a perfect accuracy without loss is required, AugMapping
achieves a minimum improvement of 1.2× on the reduction
9of spike events. The above results thus highlight the advanced
performance of AugMapping as is compared to TerMapping.
Table IV. Relative performance comparison between AugMapping and
TerMapping for early decisions under a certain tolerance on accuracy loss,
e.g. ‘<1%’. Relative reductions on latency and the number of spike events
are recorded.
Latency Reduction Spike Events Reduction
<1% <0.1% 0% <1% <0.1% 0%
Net1 33× 13.8× 16.3× 2.8× 1.3× 1.5×
Net2 11× 15.8× 11.5× 2.9× 3.9× 2.7×
Net3 42.5× 30.9× 40.5× 1.9× 1.1× 1.4×
Net4 3.1× 3.1× 13.2× 0.8× 0.8× 3.6×
<1.5% <1% <0.5% <1.5% <1% <0.5%
Net5 6.3× 6× 8.7× 0.9× 0.8× 1.2×
Net6 7× - - 2.3× - -
D. Evaluation of Approximation
In this part, we investigate the correlation between the
output activations in ANNs and the firing rates in SNNs for
both AugMapping and TerMapping, such that the conversion
efficacy can be better presented. We choose Net5 as an
example due to its relatively deep structure and the challenge
of the task. The firing rates of the output layer are recorded
during inference, which are further compared to the output
activations of their counterparts in ANN.
In order to quantify the similarity between two vectors such
as x and y, we use
S(x, y) = cos(θ) =
x · y
‖ x ‖‖ y ‖ (14)
where θ represents the angle between the two vectors. Eq. (14)
is used to measure the similarity between the firing rates of
SNN and the non-spiking output vectors of ANN.
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Fig. 6. Evaluation of the similarity between the firing rates in SNN and
the output activations in ANN for both AugMapping and TerMapping. The
horizontal dotted line indicates the perfect match.
Fig. 6 shows the similarities between the outputs of SNN
and ANN during inference for both two of our conversion
methods. As can be seen from the figure, both of the two
methods can approach a perfect match to the one in ANN
with the number of time steps for inference increasing, while
the AugMapping is still much faster than the other one.
This reveals the reason underlying the high performance
of a conversion scheme. As the latency increases, neurons
continuously integrate information such that the firing rates
gradually approximate the activations of their counterparts in
ANN, thus resulting in a high and nearly lossless accuracy.
This result is also consistent with our theoretical analysis.
E. Role of Double-Threshold Firing
Our double-threshold scheme is designed to convert both
positive and negative activations from ANNs to SNNs. In
this part, we will continue to examine its role on recognition
performance. The deep Net5 and Net6 on the challenging
CIFAR10 benchmark are selected in this experiment.
In order to show the importance of negative activations,
we first conduct an experiment on the non-spiking Net5
and Net6 by suppressing all the neurons that are negatively
activated. The results show that both Net5 and Net6 suffer a
severe decrease, with accuracies down to 35.55% and 12.36%,
respectively. This great loss in accuracy suggests that negative
outputs in ANNs play an non-trivial role in transferring im-
portant information for a remarkable recognition performance.
Therefore, it is important and valuable to represent negative
activations in an SNN.
Next, we provide insights into the role of the double-
threshold scheme in converted SNNs. Both Net5 and Net6
can be successfully converted into corresponding SNNs with
nearly lossless accuracies by either AugMapping or TerMap-
ping. In order to assess the role of our double-threshold
scheme, we remove it from the converted SNNs. The SNN
results for Net5 only achieve 35.4% and 32.9% with the
AugMapping and the TerMapping, respectively; the accura-
cies for converted Net6 are even lower than a chance level.
The significant degradation on accuracy caused by removing
the double-threshold firing suggests its importance to realize
conversion of lossless accuracy, and highlights its efficacy in
representing both positive and negative activations of ANNs.
F. Influence of Boundary Constraint on Augmented Spikes
Our augmented spikes are capable of addressing the over-
activation issue encountered by typical conversion methods
[43]–[46] thanks to their advanced form to represent more
information with a spike coefficient in a time step. Here, we
examine the effects of spike coefficients by adding a constraint
to limit their capability for information representation in a time
step. We define a parameter Maug controlling the maximum
number of standard spikes that an augmented one can bundle
in one time step. Therefore, the firing status of our augmented
neurons is bounded as:
oli(t) =
{
min(Maug, o
l
i(t)), o
l
i(t) > 0
max(−Maug, oli(t)), oli(t) ≤ 0
(15)
In our experiment, we first run the converted SNNs without
any constraint until their best accuracies are obtained, and
the corresponding latency is recorded and then used in the
inference with a modified SNN where the boundary constraint
on augmented spikes is applied.
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Fig. 7. Effects of boundary constraints on augmented spikes. X-axis
represents the maximally permitted number of standard spikes packed by one
augmented one, while Y-axis denotes the fraction of the accuracies between
the constrained and the original networks configured by AugMapping.
Fig. 7 shows the effects of Maug on the accuracy perfor-
mance. When Maug is set to 1, augmented spikes are degraded
into the typical spikes since each augmented spike can only
represent a status of appearance or not in a time step. As a re-
sult, recognition accuracies are decreased for all six networks,
and deeper structures suffer much severer loss in accuracy.
As Maug increases, accuracies are gradually approaching their
corresponding best, since augmented spikes are allowed to
carry sufficient information with less constraints.
Notably, as can be seen from Fig. 7, with a boundary
constraint on Maug up to 40, our methods can successfully
reach a level very close to the cases without constraints.
This indicates a few bits are sufficiently enough for a good
performance, being beneficial to hardware implementations.
G. Comparisons with Other Methods
In this part, we compare our AugMapping with other state-
of-the-art conversion results on MNIST and CIFAR10, in
terms of accuracy, latency, and the number of spike events
as detailed in Table V. Fashion-MNIST is not included here
as there are few conversion results reported for benchmarking.
The approach of phase-based weighted spikes [49] requires
a shorter inference latency to reach the lossless accuracy
as is compared to ours, but with a cost of significantly
larger number of events, indicating a relatively lower energy
efficiency. A recent work with burst spikes [50] is developed to
improve the energy efficiency of converted SNNs by utilizing
bursts of binary spikes, yielding a smaller number of events
than [49] but still larger than ours. More importantly, our laten-
cies outperform the previous works thanks to our augmented
scheme where more information can be transmitted with one
event at each time step.
Taking the accuracy as a metric for comparison, our
AugMapping has a better performance than all of the other
baselines for both MNIST and CIFAR10, regardless of the
network type. For instance, under the same condition with
the large Net6 structure and the more challenging CIFAR10
dataset, our AugMapping obtains an accuracy of 93.29%
that is significantly better than the other methods. With a
different network variant of Net5, the accuracy can be further
improved. The remarkable performance of our methods can
be attributed to both double-threshold firing and augmented
spikes, enabling spiking neurons to represent both positive
and negative activations with more informative spikes, such
that more advanced techniques in ANNs can be adopted for
improvements. Notably, both the latency and energy efficiency
of our AugMapping can be further improved with a compro-
mise on acceptable accuracies.
In summary, our AugMapping is faster, more accurate and
energy-efficient as is compared to the other state-of-the-art
baselines, making it of great merit for applied implementations
of deep SNNs.
IV. DISCUSSIONS
Despite of the advatanges of SNNs such as energy efficiency
[15], [18], [19], their accuracies resulted from direct training
mechanisms still lag far behind those of ANNs [25]–[27].
Differently, converting a pre-trained ANN to an SNN provides
a straightforward and yet effective mechanism to narrow
the accuracy gap between SNNs and ANNs [41], [42]. The
accuracy of the converted SNN can be improved by either
enhancing the one of its corresponding ANN or by reducing
performance loss due to conversion. A standard SNN typically
has a single firing threshold, being limited to represent positive
activations only. As a result, the advanced activation functions
like LeakReLU in ANNs [47], [52] cannot be fully exploited.
In order to overcome this challenge, we introduce a double-
threshold firing scheme, where both positive and negative
thresholds are used for the neuron to elicit polarized spikes.
In return, our methods can take advantages of superior ANNs
to achieve better performance.
Our double-threshold firing scheme is firstly used to extend
a typical threshold-balancing method of DataNorm [43], and
thus TerMapping is developed. The TerMapping inherits the
advantages of DataNorm and can successfully achieve nearly
lossless conversion (see Table III). Differently, TerMapping is
more accurate than DataNorm thanks to the double-threshold
firing scheme providing approaches for mapping both positive
and negative activations (see Table II). However, drawbacks
from DataNorm are also brought to TerMapping, such as com-
plicated procedures for configuring proper network parameters
and inefficiency in both time and energy (see Fig. 2 and
Fig. 3). Notably, our double-threshold scheme can be easily
generalized to other conversion-based methods, and it could
be applied to a broad range of ANNs with both positive and
negative activations.
In order to further improve the efficiency of the conversion
approach, we introduce a new scheme of augmented spike
that employs spike coefficients to carry the number of typical
all-or-nothing spikes occurring at a time step. Based on this,
a new conversion method called AugMapping is developed
with a clear and simple rule to assign network parameters
for SNNs. Importantly, our AugMapping can not only achieve
nearly lossless conversion but also consumes significantly
smaller number of time steps and spike events as compared
to TerMapping (see Table III and Table IV), highlighting
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Table V. Comparison with the other state-of-the-art conversion methods. The digits in parentheses denote the corresponding results with a compromise on
accuracy loss.
Dataset Method Topology ANNacc.
SNN
acc. Latency
# Events
(106)
MNIST
Weighted Spikes [49] Net1 98.6% 98.6% 24 8
AugMapping Net1 98.77% 98.77% (98.65%) 46 (23) 0.02 (0.01)
Weighted Spikes [49] Net2 99.20% 99.20% 16 3
Burst Spikes [50] Net2 99.25% 99.25% 87 0.251
AugMapping Net2 99.35% 99.35% (99.26%) 65 (12) 0.11 (0.02)
CIFAR10
Cao’s Method [42] 64c5-p2-64c5-p2-64c3-64-10 79.09% 77.43% 400 20
Rueckauer’s Method [44] 32c3-32c3-2s-64c3-64c3-2s-512-10 87.86% 87.82% 280 -
Weighted Spikes [49] 32c3-32c3-p2-64c3-64c3-p2-512-10 89.1% 89.2% 117 400
SpikeNorm [45] Net6 91.7% 91.45% - -
Burst Spikes [50] Net6 91.41% 91.1% 1500 49.830
AugMapping Net6 93.42% 93.29% (92.76%) 1100 (500) 18.10 (7.15)
AugMapping Net5 94.13% 93.90% (92.91%) 300 (100) 12.51 (3.40)
its advantage of high efficiency in energy. Additionally, the
augmented scheme endows spikes with the advanced ability
to carry more information at one time step, thus significantly
reducing the latency for information accumulation. As a result,
our AugMapping is also efficient in time as a low latency
is required. Notably, our augmented scheme could be also
favorable for hardware implementations since a few bits could
be sufficiently enough for a high performance (see Fig. 7).
Three realistic datasets with various networks are used
to investigate the effectiveness of our methods. The better
performance of our methods over the state-of-the-art baselines
(see Table V) highlight the potential merit of our approaches.
In addition to the image recognition tasks, our methods could
be easily generalized to other challenging problems such as
object detection, for which our advantageous performance
could be favorable and beneficial.
V. CONCLUSION
In this work, we first introduced a double-threshold scheme
for SNNs to fully benefit from advanced ANNs in the
ANN-to-SNN conversion. Then, we developed TerMapping
by extending the DataNorm method with our double-threshold
scheme. Moreover, another new scheme of augmented spikes
is introduced to represent more information at one time step.
Accordingly, a new AugMapping was developed for ANN-to-
SNN conversion, but importantly with a simple and clear rule
to configure spiking neurons in contrast to the complicated
threshold-balancing approaches in other related works. We
investigated the performance of our methods with various
networks based on three challenging datasets. Experimental
results show that our double-threshold scheme benefits the
improvement of accuracy for SNNs. Moreover, our advanced
AugMapping is more advantageous for constructing accurate,
fast and efficient deep SNNs than the state-of-the-art baselines,
which could be greatly valuable for neuromorphic computing.
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