Abstract. The aim of the work is to create methods and software tools for the terahertz range intelligent video surveillance, that is, for automatic analysis of video images in the terahertz frequency range. Terahertz video surveillance provides unique prospects in the area of public safety; in particular, it allows you to remotely identify weapons and dangerous items hidden under clothing on the human body. However, such characteristics of terahertz video, as low resolution, low contrast, and low signal-to-noise ratio, lead to the need to develop new methods and approaches to automatic video analysis. To understand the terahertz video image, the operator of the industrial video surveillance system usually compares it with images in other frequency ranges (visible or infrared). The comparison of these images of different types helps the operator to interpret the colored and/ or one-color spots in the terahertz image in a proper way. In terms of automatic video analysis, this means that the context of the observed events and objects is taken into account, or in other words, a semantic fusion is implemented of the terahertz range video image with video images of other frequency ranges, e.g., near-infrared, visible, etc. The authors consider the semantic fusion of the video images as a critical component of the prospective terahertz intelligent video surveillance technology. A new method of the terahertz video surveillance based on the fusion of the terahertz video with 3D video is proposed. The means of the object-oriented logic programming developed for the semantic fusion of the terahertz and 3D video images are described. The developed method provides a real-time fusion of the terahertz video acquired using the THERZ-7A (Astrohn Technology Ltd) subterahertz scanning device (0.23-0.27 THz) and 3D video data acquired using the Kinect 2 (Microsoft Inc) time-of-flight sensor. The method and software tools for the semantic fusion of the terahertz and 3D video images are developed.
INTRODUCTION Terahertz
(submillimeter) radiation is electromagnetic radiation with a frequency in the INFORMATION TECHNOLOGIES range of about 300 GHz to 3 Terahertz, i.e. a wavelength of 0.1 to 1 millimeter. The indicated limits of the frequency range are conditional, and many researchers use this term for electromagnetic radiation ranging from tens of gigahertz to 10 terahherts [1] [2] [3] [4] . In addition, since terahertz radiation is located on the boundary between infrared radiation and millimeter waves, in many reviews and technical applications they are treated together [5] [6] [7] [8] [9] [10] [11] . The term "subterahertz radiation" is also used, if it is necessary to emphasize that we are talking about electromagnetic waves with a frequency of less than one terahertz.
The huge interest of researchers in terahertz radiation is due to the fact that it easily passes through most dielectrics, including plastic, ceramics, brick, wood, cardboard and fabric and is not ionizing. Moreover, terahertz radiation, as well as thermal radiation, is widespread in nature; living organisms are natural sources of terahertz radiation. These properties of terahertz radiation make its use in medicine very attractive [7, 12] , archeology, art criticism [9] and, of course, security systems [10, 11, [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] . A passive receiver of terahertz waves emitted by a human body allows you to detect dangerous objects and weapons hidden under clothing. Also, active terahertz video surveillance systems including backlighting in the terahertz waveband are being developed [25] [26] [27] .
Despite intensive research in the field of terahertz video surveillance, it is currently not widely used, with the exception of the security systems of certain buildings and airports. This is due not only to technical difficulties in the generation and reception of terahertz waves (which is reflected, among other things, in the price of the equipment being developed), but also because the equipment currently in use does not allow the full potential of terahertz video surveillance to be fully realized. The resulting terahertz video images are characterized by low resolution, low contrast, low signal-to-noise ratio and a low frame rate. Nevertheless, commercial screening systems have already been created that allow you to reveal remotely and unnoticeably the presence of objects hidden under his clothing.
A typical terahertz video image looks like a set of blurry spots, color or monochrome, depending on the data visualization method used. Simultaneously with the video image in the terahertz frequency range, the screening system displays the image in the visible or infrared frequency range familiar to humans [28, 29] (Fig. 1) . The terahertz image can be subjected to additional processing in order to increase the contrast and detect abnormal areas [30 34 ]. This allows a specially trained operator to correctly interpret the terahertz video image and to identify the presence of objects hidden on the human body. This use of terahertz video surveillance, of course, is not optimal. In particular, it gave rise to the opinion that terahertz video surveillance is ineffective for screening passengers at the airport, because the employee managing the CCTV system is easier to use for manual screening of passengers. It is obvious that the mass use of terahertz video surveillance systems will become possible only with the appearance of sufficiently reliable methods of fully automatic analysis of terahertz video images.
The purpose of this work is to create methods and means of terahertz intelligent video surveillance, that is, automatic analysis of video images in the terahertz frequency range. As a basis for the realization of terahertz intellectual video surveillance, the authors consider the semantic merging (comparison) of a terahertz video image with video images obtained on the basis of other physical principles. The article describes the experimental tools of object-oriented logical programming, developed at the Kotelnikov Institute of Radioengineering and Electronics of RAS for solving the problem of semantic fusion of terahertz and threedimensional video images. Section 2 provides a brief overview of existing projects aimed at combining the possibilities of terahertz and three-dimensional video. Section 3 describes the experimental setup used to test the methods for merging terahertz and three-dimensional video images. In Section 4, the problem of calibrating the measurement system, including the terahertz and time-of-flight cameras, is considered. Section 5 discusses the experimental software developed to implement the terahertz method of intelligent video surveillance, and an example of merging heterogeneous video data.
COMBINING THE CAPABILITIES OF THZ AND 3D VIDEO: THE HISTORY OF THE ISSUE
The idea of semantic fusion of video images is that data from different sources of video information are combined into one video image in such a way that the semantic content of some images affects the processing algorithms of others [35, 38] . The simplest example of the semantic fusion of video images in the terahertz and visible ranges can be considered the use of subtraction algorithms in the visible range to understand where a person is, and where the background image, and to distinguish (in different colors) objects found under human clothes and the background image Fig. 2) .
Of course, the background subtraction algorithm can not distinguish the human body from other moving objects, however, for the operator of the inspection complex, the information obtained is sufficient, because it is able to understand exactly where the person is and what can correspond to those or other spots on the terahertz image. In the case of intelligent terahertz video surveillance for correct interpretation of the image of this information, of course, not enough. To exclude false positives of the system, it is necessary to take into account the data on the person's position in space, as well as on the position of individual parts of his body on the terahertz image. In this paper, we propose to use 3D vision tools for this purpose, namely, a depth map obtained with the Kinect 2 time-of-flight camera and skeletons calculated using the standard Kinekt 2 software.
The combination of three-dimensional machine vision with terahertz video surveillance is an area of intensive research and experimental development. It is customary to distinguish between passive and active terahertz video surveillance. Active terahertz video surveillance is historically associated with such areas as radar and holography [39, 41] . At present, in the field of active terahertz observation, it has been proposed to use the mechanical and digital beam formation [20, 42, 43] , terahertz holography [44, 45] , time-of-flight terahertz tomography [46] , synthesized apertures [47] to obtain information on the threedimensional surface of the object under study -49], coding apertures [50] [51] [52] [53] [54] , frequency modulation of the signal [55] , antennas from metamaterials [56] , etc. In the area of passive terahertz video surveillance, it was suggested to use the fusion of a terahertz image with 3D images, constructed using 3D-sensors based on structured light and lidar [57, 58] , as well as data from multi-camera video [59] . Radar data merging with 3D and visible images is also used in active surveillance systems [60, 61] .
At present, it is impossible to predict which terahertz video surveillance systems, active or passive, will find the most widespread. Both approaches have their advantages and disadvantages, and, in addition, 
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SEMANTIC FUSION AND JOINT ANALYSIS OF TERAHERTZ AND 3D VIDEO IMAGES BY THE MEANS... different ways of obtaining terahertz images give different information about the observed objects:
1. It is believed that active systems, theoretically, can provide a terahertz image of a higher quality, because they provide a better signal-to-noise ratio. However, one should take into account that passive systems accept and analyze their own radiation from people and objects (which can be useful, for example, for medical diagnostics); The hidden weapons and objects are clearly visible at the lumen against the background of the human body. Active systems take a reflected terahertz signal; the human body at the same time, as well as the objects hidden under the clothes, create glare that is difficult to interpret. In this situation, the problem of recognition is formulated quite differently.
2. Terahertz radiation, unlike X-ray radiation, is not ionizing and therefore is considered to be safe for humans [62] . At the same time, the widespread use of active terahertz video surveillance systems will inevitably lead to increased electromagnetic pollution of the environment, and this will negatively affect people's health.
3. Active terahertz video surveillance system can be easily detected by electromagnetic radiation, therefore active video surveillance, in fact, ceases to be hidden. Passive systems, at the current level of development, also have drawbacks that prevent them from using for hidden video surveillance, for example, noise from the mechanical system of scanning terahertz radiation.
4. Studies in the field of active systems of terahertz 3D video surveillance are still at the level of experimental installations and prototypes. These systems are still quite cumbersome and inferior to passive terahertz video surveillance systems in terms of frame rate. Nevertheless, in the future such systems can provide information on the form of objects hidden under clothes, which will greatly facilitate their recognition.
5. Separate research areas are terahertz spectroscopy and its use for remote detection of weapons, drugs and explosives. Formally, terahertz spectroscopy systems can be attributed to active systems [16, 24, 63 -65] , but they use terahertz radiation of a completely different frequency range. If it is advisable to use subterahertz waves located in the windows for the transparency of clothing (0.1 THz, 0.25 THz, etc.) for tanning clothes, then for terahertz spectroscopy it is necessary to use radiation corresponding to the absorption spectra of the investigated substances (0.5 THz and higher) [65] .
To develop and test the method of fusion of terahertz and 3D video images, the industrial passive THERZ-7A THERZ-7A (manufactured by Astrohn Technology Ltd, operating frequency 0.23-0.27 THz) and the Time-of-Flight (ToF) camera of Kinekt 2 (Microsoft Inc). The developed method can also be adapted to the conditions of terahertz illumination. In the case of future industrial terahertz scanning systems scanning 3D surfaces in the terahertz range, the method will require some processing, since the existing algorithms for calculating skeletons of people are trained on video data in the near infrared and visible frequency bands.
EXPERIMENTAL INSTALLATION
To conduct experiments with terahertz video surveillance, an experimental setup was assembled, including the industrial THERZ-7A terahertz inspection complex and the Kinekt 2 device (Fig. 3) . Both devices transmit not one, but several data streams at the same time. The passive terahertz complex transmits a series of terahertz video images with a resolution of 121x207 pixels and a frame rate of 6 Hz (in the proprietary format), as well as an image in the visible range with a resolution of 576x704 pixels and a frame rate of 25 Hz (in MJPEG format). The Kinect 2 device transmits a sequence of three-dimensional frames (coordinates of points in the 3D space) with a frame rate of 30 Hz and a matrix size of 512x424 pixels, a sequence of infrared images also at a frame rate of 30 Hz and a matrix size of 512x424 pixels, a skeleton sequence of people recognized in the frame 6 people at a time, each skeleton includes up to 25 nodes), a sequence of RGB-frames with a resolution of 1920x1080 pixels and a frame rate of 30 Hz and other information. During data recording, the devices were connected to different computers, because the capacity (by recording) of the hard drive of one computer is not enough to record in real time the data issued by both devices. Note that the problem with the bandwidth of the hard disk is mainly due to the large volume of 3D data that the Kinekt 2 device provides. In conditions of practical use of the method of semantic fusion of video images, this problem can easily be solved by partial preprocessing and bringing the frequency of threedimensional frames to the frequency terahertz frames. Computer timers were synchronized before the experiments started, but this does not solve the problem of synchronization of video streams, and later the time shift between frames in different video streams still had to be checked and adjusted manually.
CALIBRATION OF THE MEASURING SYSTEM
Before each series of experiments, the experimental setup was calibrated. Calibration of the installation, including a terahertz detector and time-of-flight camera, is a separate technical task. When combining such devices, the same problems arise as when combining three-dimensional vision with a thermal imaging camera [66] [67] [68] , namely, it becomes necessary to create a special calibration board whose elements will clearly differ in the images obtained with the help of both devices. An additional problem was that the terahertz image has an even lower resolution than what can be obtained with a typical thermal imaging camera. In this case, a small viewing angle of the terahertz camera does not allow to solve the problem by increasing the physical size of the calibration board.
To calibrate the experimental setup, the following approach was developed:
To determine the internal parameters of the optical system of the terahertz complex and its attachment to the time-of-flight camera, we took advantage of the fact that the terahertz image is rigidly tied to the image in the optical range given out by the terahertz complex. For calibration, we used RGB images produced by the complex (Fig. 4a) , and for experimental records -RGB images combined with terahertz ones (Fig. 1) .
The Kinekt 2 device produces infrared images that appear as a by-product in the construction of depth maps (see Fig. 4b ). This greatly simplifies the task of calibrating the time-of-flight camera, since there is no need to create a relief calibration board visible on the depth map.
For calibration, a standard chessboard pattern measuring 7x10 cells was used, the cell size was 25x25 mm. Dark cells of the board are made of aluminum foil, as this same calibration board is used for thermal imaging [69] .
The calibration of the experimental setup includes the calculation of the internal parameters of the optical systems of each of the devices, and then the calculation of the mutual position of the devices and, on the basis of the information on the mutual position, further refinement of their internal parameters. For calculations, the Camera Calibration Toolbox for Matlab software was used [70] , in particular, the stereopair calibration algorithm was used to calculate the mutual position of the cameras. The package [70] was developed more than 20 years ago, however, compared to the modern camera calibration package in the Matlab system, it is possible to calibrate a stereopair collected from two cameras with different matrix sizes. Calculation of internal and external parameters of the optical system is an optimization problem, therefore, in order to obtain a stable solution, it is necessary to correctly set limits on the space of values of the parameters 
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SEMANTIC FUSION AND JOINT ANALYSIS OF TERAHERTZ AND 3D VIDEO IMAGES BY THE MEANS... of the model of the optical system. To calibrate the experimental setup, the following limitations were used: to permit the change of the position of the principal point, to take into account two coefficients of radial distortion (out of three possible ones), not to take into account the tangential distortion. To calibrate, up to 45 pairs of calibration images were used (Figure 4) , this ensured the accuracy of fitting the model to approximately 0.18 pixels for Kinect 2 and 0.2 RGB pixels for the terahertz complex (Fig. 5) .
Based on calibration data of the measuring setup, three-dimensional tables of correspondences between the point cloud recorded by the time-offlight camera and dots on the terahertz image were calculated. In the selected model of the measuring system, the three-dimensional correspondence table is a matrix of 512x424 pixels (the size of the time-offlight camera matrix) in which the lists of quadratic polynomial coefficients are written to calculate the coordinates on the RGB image produced by the terahertz complex. In each cell of the matrix (i, j) six coefficients p1, p2, p3, q1, q2, q3 are written. The coordinates (x, y) in the RGB image are calculated using quadratic polynomials depending on the reciprocal distance d (i, j) in meters from the timeof-flight camera to the point (i, j) on the surface:
3D match tables are used for fast (in real time) fusion of video images received from different devices.
EXPERIMENTAL SOFTWARE
Working with three-dimensional correspondence tables is implemented in the built-in KinectBuffer class of the object-oriented logical language Actor Prolog [71] [72] [73] [74] [75] [76] [77] [78] [79] [80] [81] [82] [83] . This class is designed to receive data from the time-of-flight camera of the Kinect 2 device, and also to record and read the created 3D video. A detailed description of the built-in KinectBuffer class can be found in [69] .
One of the functions of the built-in KinectBuffer class is the construction of a threedimensional surface based on a cloud of points and the projection onto this surface of a given texture using a previously prepared correspondence table. We used these tools to merge 3D and terahertz video images in our experiments. The main problem that arises in this way of merging video images is the synchronization of video streams with different frame rates. This problem is complicated by the fact that the frame rate in video streams is not constant. In particular, the frame rate of the skeleton stream produced by the standard SDK of the Kinekt 2 device may not correspond to the frequency of the 3D frames. To solve the problem of synchronization of video streams, a method of "advanced reading" of terahertz video data was developed. This method is implemented in a special built-in class of Actor Prologue Astrohn.
The built-in Astrohn class is designed to produce terahertz and RGB video data from the THERZ-7A device. As well as the built-in KinectBuffer class, the built-in Astrohn class supports data input directly from an external device, as well as recording video data to a file and reading video data from a file. The Astrohn class supports the conversion of terahertz video data into color images. In particular, in the form of color images, terahertz data (using pseudocolours), RGB data transmitted by the terahertz complex, as well as RGB data combined with the current terahertz image can be presented directly. The Astrohn class supports the simplest mode of video frame synchronization, which combines terahertz and RGB images, obtained as close as possible in time. Currently, the Astrohn class supports more than 25 high resolution color scales, including the color scales Aqua, Blackhot, Blaze, BlueRed, Gray, Hot, HSV, Iron, Red (Jet), Medical, Parula, Purple, Green (Rainbow) . To synchronize terahertz images with threedimensional video data in the Astrohn class, the method of advanced reading of terahertz video data is realized, the idea of which is as follows. The video data is read from the file and written to the temporary buffer. Each frame of video data is characterized by the time it was received from the device (in milliseconds, in a universal timeline beginning on January 1, 1970). As the buffer is full, data reading is suspended until the program accesses any data frame. You can access the data frame using the built-in predicate retrieve_timed_frame. This predicate checks if there is a frame in the buffer with a given timestamp T, and, depending on the results of the check, performs the following actions:
If two frames with timestamps ti and ti + 1 are present in the buffer, such that ti ≤ T and T ≤ ti + 1, then one of these frames is selected which is closest in time to T. The frame is transferred to the program for processing, in particular , the program receives an asynchronous message frame_obtained, signaling the receipt of the required frame of video data. Reading video data from a file is resumed and continues until the selected frame is in the middle of the buffer. As the buffer overflows, the oldest video frames are discarded.
If the last video frame in the buffer has a timestamp tE, such that tE <T, reading of the video data into the buffer is resumed, and the execution of the predicate retrieve_timed_frame is suspended until a video frame with a suitable timestamp is received.
If the first time frame in the buffer has a timestamp tB, such that T <tB, the execution of the predicate retrieve_timed_frame fails, the logical program rolls back.
The method of advanced reading of video data allows you to adaptively change the speed of reading a video file and synchronize the speed of reading video data received from different devices. The volume of three-dimensional video data obtained with a time-of-flight camera is much higher than the amount of terahertz data, so it is advisable to adapt the control of reading terahertz data, depending on the actually achieved rate of arrival of threedimensional video frames.
In Fig. 6 shows an example of a threedimensional image constructed by merging a point cloud obtained from a time-of-flight camera and a terahertz image. In Fig. 7 , the same data is displayed, but the terahertz image is combined with the human skeleton calculated by the standard SDK of the Kinekt 2 device. Using a 3D match table allows you to project a terahertz image onto a three-dimensional surface at a real-time tempo. In particular, the threedimensional video shown in the figures can be rotated, scaled, or shifted with the mouse directly during playback.
CONCLUSION
As a basis for intelligent terahertz video surveillance, a method of semantic fusion of terahertz video with video images obtained on the basis of other physical principles, in particular, with a three-dimensional video image obtained with a time-of-flight camera, is proposed. For experiments with terahertz video surveillance, tools for object-oriented logical programming have been created, namely, builtin classes of the Actor Prolog language for input, recording, reading and synchronizing video streams 
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SEMANTIC FUSION AND JOINT ANALYSIS OF TERAHERTZ AND 3D VIDEO IMAGES BY THE MEANS... in terahertz and visible frequency ranges, and also three-dimensional video. The experimental verification demonstrated that the developed tools allow in real time to project a terahertz video image onto a three-dimensional surface of a person obtained with a time-of-flight camera. This information can be used by algorithms of automatic analysis to determine the position of a person and certain parts of his body with respect to a terahertz image, which will improve the quality of recognition of objects hidden under clothing. With the help of the developed tools, samples of multi-channel heterogeneous video images of people, weapons and objects were collected, which will later be used to teach algorithms for recognizing objects hidden under clothing. 
