Abstract. This paper presents two approaches for generating and executing the plans of cognitive agents. They can be used to define the semantics of programming languages for cognitive agents. The first approach generates plans before executing them while the second approach interleaves the generation and execution of plans. Both approaches are presented formally and their relation is investigated.
Introduction
Various programming languages have been proposed to implement cognitive agents [14, 2, 8, 6, 9, 12, 5, 7, 11] . These languages provide data structures to represent the agent's mental attitudes such as beliefs, goals and plans. Beliefs describe the state of the world the agent is in, goals describe the state the agent wants to reach and plans are the means to achieve these goals.
Most of these programming languages can be viewed as inspired in some way by the Procedural Reasoning System (PRS) [6] . This system was proposed as an alternative to the traditional planning systems [13] , in which plans to get from a certain state to a goal state are constructed by reasoning about the results of primitive actions. PRS and most of today's cognitive agent programming languages, by contrast, use a library of pre-specified plans. 1 The goals for the achievement of which these plans can be selected, are part of the plan specification. Further, plans might not consist of primitive actions only, but they can also contain subgoals. If a subgoal is encountered during the execution of a plan, a plan for achieving this subgoal should be selected from the plan library, after which it can be executed. An agent can for example have the plan to take the bus into town, to achieve the subgoal of having bought a birthday cake, and then to eat the cake. 2 This subgoal of buying a birthday cake will have to be fulfilled by selecting and executing in turn an appropriate plan of for example which shops to go to, paying for the cake, etc., before the agent can execute the action of eating the cake. Plans containing subgoals are called partial plans, while plans containing only primitive actions are called total.
An important advantage of PRS and similar systems over traditional planning systems is that they do not require search through potentially large search spaces. A disadvantage of PRS-like systems has to do with the fact that most of these systems allow for multiple plans to be executed concurrently, i.e., the agent may pursue multiple goals simultaneously. These plans can conflict, as they, for example, can require the same resources. In PRS-like systems, in which plans for subgoals are selected during execution of the plan, it is difficult to predict whether plans will conflict. If a plan containing subgoals is selected, it is not yet known how the subgoals of this plan will be achieved. It is therefore difficult to assess whether this plan will conflict with other plans of the agent.
One way to approach this issue, is to use a representation of plans that contains information that can be used to detect possible conflicts among plans, as proposed by Thangarajah et al. [16, 15] . Once these conflicts are detected, plans can be scheduled in such a way that conflicts do not occur during execution of the plans.
In this paper, we take a slightly different approach. That is, in order to be able to compare an approach in which information about conflicting plans is taken into account with an approach of plan execution in the PRS style, we take an operational approach to the former, which we call plan generation. The idea of plan generation is to use pre-specified partial plans to generate total plans offline, i.e., before the plans are executed. Since conflicts among plans generally depend on the primitive actions within the plans, the generation of total plans provides for the possibility to check whether plans are conflicting. We assume that a specification of conflicts among plans is given, e.g., in a way comparable with the work of Thangarajah et al.
In order to compare plan generation with plan execution, we first introduce a framework for plan generation (Section 2). This framework defines how nonconflicting sets of plans can be generated on the basis of a plan library (i.e., rules for selecting plans to achieve (sub)goals), a set of top-level goals, and a set of initial partial plans. These definitions are inspired by default logic. In default logic, various so-called extensions, which consist of consistent sets of first-order formulas, can be derived on the basis of possibly conflicting default rules, and an initial set of facts. The fact that default rules might conflict, gives rise to the possibility of deriving multiple extensions on the basis of a single default theory. We adapt the notion of extension as used in default logic, to the context of conflicting plans. An extension then consists of a set of non-conflicting plans. The idea of adapting the notion of extension as used in default logic to the context of plans, is inspired by the BOID framework [2] . It was however not worked out in detail in the cited paper.
The language we use as an example of a PRS style framework, is a simplified version of the cognitive agent programming language 3APL [8, 3] , and is presented in Section 3. We assume that a specification of conflicts among plans is given. Ways of specifying conflicts have been investigated in the literature (see, e.g., [16] ), and further research along these lines is beyond the scope of this paper. We show in Section 4 that, for any total plan in an extension of a so-called plan generation agent, there is a corresponding initial plan in the execution setting, which has the same semantics. If one would assume that in an offline plan generation context, a single extension is chosen for execution, one could say that the behavior of a plan generation agent is "included" in the behavior of a plan execution agent. This is intuitive, since the incorporation of a notion of conflict among plans restricts the set of plans which can be executed concurrently.
Plan Generation
In this section, we present a framework for plan generation that is based on [2] . In that paper, a non-standard approach to planning is taken, in which rules are used to specify which plan can be adopted for a certain goal. This is in contrast with planning from first principles, in which action specifications are taken as the basis, and a sequence of actions is sought that realizes a certain goal state according to the action specifications, given an initial situation. In [2] and in the current paper, it is the job of the agent programmer to specify which (composed) plan (or plan recipe) is appropriate for which goal.
Throughout this paper, we assume a language of propositional logic L with negation and conjunction, with typical element φ. The symbol |= will be used to denote the standard entailment relation for L.
Below, we define the language of plans. A plan is a sequence of basic actions and achieve(φ) statements, the latter representing that the goal φ is to be achieved. In correspondence with the semantics of 3APL, basic actions change an agents beliefs when executed. This will be defined formally in Section 3. One could add a test statement and non-deterministic choice, but we leave these out for reasons of simplicity. A total plan is a plan containing only basic actions.
Definition 1 (plans) Let BasicAction with typical element a be a set of basic actions and let φ ∈ L. The set of plans Plan with typical element π is then defined as follows.
The set of total plans TotalPlan is the subset of Plan containing no achieve(φ) statements. We use to denote the empty plan and identify ; π and π; with π.
Before we define the notion of an agent, we define the rules that represent which plan can be adopted to achieve a certain goal. These plan generation rules have a propositional formula as the head, representing the goal, and a plan as the body. In principle, plan generation rules can be extended to include a belief condition in the head, indicating that the plan in the body can be adopted if the agent has a certain goal and a certain belief. The belief condition could then be viewed as the precondition of the plan. For reasons of simplicity, we however define rules as having only a condition on goals.
Definition 2 (plan generation rule) The set of plan generation rules R PG is defined as follows:
A plan generation agent is a tuple consisting of a belief base, a goal base, a plan base and a rule base. The belief base and goal base are consistent. The rule base consists of a set of plan generation rules and may not contain multiple rules for the same goal. This prevents that multiple plans for the same goal can be adopted, which could be considered undesirable. The plans base contains the initial set of plans of the agent.
Definition 3 (plan generation agent) A plan generation agent 3 , typically denoted by A, is a tuple σ, γ, Π, PG where σ ⊆ L is the belief base, γ ⊆ L is the goal base, Π ⊆ Plan is the plan base and PG ⊆ R PG is a set of rules. Further, σ |= ⊥ and γ |= ⊥ and all sets σ, γ, Π and PG are finite. Finally, PG does not contain multiple rules with an equivalent head, i.e., if φ ⇒ π ∈ PG, there is not a rule φ ⇒ π ∈ PG such that φ ≡ φ .
When generating plans, we want to take into account conflicts, for example with respect to resources, that may arise among plans. For this, we assume a notion of coherency of plans. A plan π being coherent with a set of plans Π will be denoted by coherent(π, Π). We assume that once a (partial) plan is incoherent with a set of plans, this plan cannot become coherent again by refining the plan, i.e., by replacing a subgoal with a more concrete plan.
We are now in a position to define how a coherent set of plans is generated on the basis of an agent σ, γ, Π, PG . A natural way in which to define this plan generation process, is an approach inspired by default logic. In default logic, consistent sets of formulas or extensions are generated on the basis of a possibly conflicting set of default rules, and a set of formulas representing factual world knowledge. Here, we generate sets of coherent plans on the basis of an initial set of plans Π, a goal base γ, and a set of plan generation rules PG.
The idea is that we take the plan base Π of the agent, which may contain partial plans, as the starting point. These partial plans in Π are refined by means of applying plan generation rules from PG. If π 1 ; achieve(φ); π 2 is a plan in Π and φ ⇒ π is a rule in PG, then this rule can be applied, yielding the plan π 1 ; π; π 2 . This process can continue, until total plans are obtained. Further, a plan generation rule φ ⇒ π can be applied if φ follows from the goal base γ. In that case, a new plan π is added to the existing set of plans, which can in turn be refined through rule applications.
The plans that are generated in this way should however be mutually coherent. A plan can thus only be added to the existing set of plans through refinement or plan addition, if this plan is coherent with already existing ones. Different choices of which plan to refine or to add may thus have different outcomes in terms of the resulting set of coherent plans: the addition of a plan may prevent the addition of other plans that are incoherent with this plan.
Differing from [2] , we define the notion of an extension in the context of plans through the notion of a process. This is based on the concept of a process as used in [1] to define extensions in the context of default logic. A process is a sequence of sets of plans, such that each consecutive set is obtained from the previous by applying a plan generation rule. A process can formally be defined in terms of a transition system which is a set of transition rules that indicate the transitions between consecutive sets of plans.
Given a set of plans E i and an agent σ, γ, Π, PG , a rule φ ⇒ π ∈ PG can be applied if φ follows from γ. The plan π is then added to E i , that is, if π ∈ E i and coherent(π, E i ). This rule can also be applied if there is a plan of the form π 1 ; achieve(φ); π 2 in E i . 4 In that case, the plan π 1 ; π; π 2 is added to E i , again only if the plan is not already in E i and it is coherent with E i . One could also remove the original plan π 1 ; achieve(φ); π 2 from E i , but addition of the refined plan is more in line with the definition of processes and extensions in default logic. It would be more useful if a plan of the form π 1 ; achieve(φ); π 2 could be refined by a rule φ ⇒ π if φ ≡ φ , but we omit this extra clause to simplify our definitions. The first element of a process of an agent is the plan base Π of the agent.
Definition 4 (process) Let A = σ, γ, Π, PG be an agent. A sequence of sets E 0 , . . . , E n with E i ⊆ Plan is a process of A iff E 0 = Π and it holds for all E i with 0 ≤ i ≤ n − 1 that E i → E i+1 is a transition that can be derived in the transition system below. Let φ ⇒ π ∈ PG be a plan generation rule. The transition rule for plan addition is then defined as follows:
where E = E ∪{π}. The transition rule for plan refinement is defined as follows:
E → E where π 1 , π 2 ∈ Plan and E = E ∪ {π 1 ; π; π 2 }.
We assume that the plan generation rules of an agent are such that no infinite processes can be constructed on the basis of the corresponding transition system. The notion of an extension is defined in terms of the notion of a closed process. A process is closed iff no rules are applicable to the last element of the process. This is formalized in the definitions below. Note that not all processes are closed. A closed process can be viewed as a process that has terminated, i.e., there are no transitions possible from the last element in the process. It is however the case that we assume that any process can become a closed process. Definition 5 (applicability) A plan generation rule φ ⇒ π is applicable to a set E ⊆ Plan iff a transition E → E can be derived in the transition system above on the basis of this rule.
Definition 6 (closed process) A process E 0 , . . . , E n of an agent A = σ, γ, Π, PG is closed iff there is not a plan generation rule δ ∈ PG such that δ is applicable to E n .
Definition 7 (extension)
A set E ⊆ Plan is an extension of A = σ, γ, Π, PG iff there is a closed process E 0 , . . . , E n of A such that E = E n .
The execution of a plan generation agent is as follows. An extension of the agent is generated. This extension is a coherent set of partial and total plans. The total plans can then be executed according to the semantics of execution of basic actions as will be provided in Section 3.
Plan Execution
In this section, we present a variant of the agent programming language 3APL, which suits our purpose of comparing the language with the plan generation framework of the previous section. An important component of 3APL agents that we need in this paper, is the so-called plan revision rules which have a plan as the head and as the body. During execution of a plan, a plan revision rule can be used to replace a prefix of the plan, which is identical to the head of the rule, by the plan in the body. If the agent for example executes a plan a; b; c and has a plan revision rule a; b ⇒ d, it can apply this rule, yielding the plan d; c.
Here we do not need the general plan revision rules that can have a composed plan as the head. We only need rules with statements of the form achieve(φ) as the head and a plan as the body.
Definition 8 (plan revision rule) The set of plan revision rules R PR is defined as follows:
An agent in this context is similar to the plan generation agent of Definition 3, with a rule base consisting of a set of plan revision rules. The rule base may not contain multiple rules for the same achieve(φ) statement. We also introduce a function T that takes a belief base σ and a basic action a and yields the belief base resulting from executing a in σ. This function is needed in order to define the semantics of plan execution. We use Σ = ℘(L) to denote the set of belief bases.
Definition 9 (plan execution agent) Let T : (BasicAction × Σ) → Σ be a function specifying the belief update resulting from the execution of basic actions. A plan execution agent, typically denoted by A , is a tuple σ, γ, Π, PR, T , where σ ⊆ L is the belief base, γ ⊆ L is the goal base, Π ⊆ Plan is the plan base and PR ⊆ R PR is a set of plan revision rules. Further, σ |= ⊥ and γ |= ⊥ and all sets σ, γ, Π and PR are finite. The rule base PR does not contain multiple rules with an equivalent head, i.e., if achieve(φ) ⇒ π ∈ PR, there is not a rule achieve(φ ) ⇒ π ∈ PR such that φ ≡ φ .
We can now move on to defining the semantics of plan execution. As it will become clear, we only need the semantics of individual plans for the relation between plan generation and plan execution that we will establish in Section 4. The semantics of executing a plan base containing a set of plans can be defined by interleaving the semantics of individual plans (see [8] ).
The semantics of a programming language can be defined as a function taking a statement (plan) and a state (beliefbase), and yielding the set of states resulting from executing the initial statement in the initial state. In this way, a statement can be viewed as a transformation function on states. There are various ways of defining a semantic function and in this paper we are concerned with the so-called operational semantics [4] .
The operational semantics of a language is usually defined using transition systems [10] . A transition system for a programming language consists of a set of axioms and derivation rules for deriving transitions for this language. A transition is a transformation of one configuration into another and it corresponds to a single computation step. A configuration is here a tuple π, σ , consisting of a plan π and a belief base σ. Below, we give the transition system Trans A that defines the semantics of plan execution. This transition system is specific to agent A .
There are two kinds of transitions, i.e., transitions describing the execution of basic actions and those describing the application of a plan revision rule. The transitions are labelled to denote the kind of transition. A basic action at the head of a plan can be executed in a configuration if the function T is defined for this action and the belief base in the configuration. The execution results in a change of belief base as specified through T and the action is removed from the plan.
Definition 10 (Trans A ) Let A be a plan execution agent with a set of plan revision rules PR and a belief update function T . The transition system Trans A , consisting of a transition rule for action execution and one for rule application, is defined as follows. Let a ∈ BasicAction.
T (a, σ) = σ a; π, σ → exec π, σ Let achieve(φ) ⇒ π ∈ PR. achieve(φ); π , σ → apply π; π , σ Note that the goal base is not used in this semantics. Based on this transition system, we define the operational semantic function below. This function takes an initial plan and belief base. It yields the belief base resulting from executing the plan on the initial belief base, as specified through the transition system. Definition 11 (operational semantics) Let x i ∈ {exec, apply} for 1 ≤ i ≤ n.
The operational semantic function O
A : Plan → (Σ → Σ) is a partial function that is defined as follows.
. . → xn , σ n is a finite sequence of transitions in Trans A undefined otherwise
The result of executing a plan is a single belief base, as plan execution as defined in this paper is deterministic: in any configuration, there is only one possible next configuration (or none). See for example [17] for a specification of the semantics of plan execution in case of non-determinism.
Relation between Plan Generation and Plan Execution
In this section, we will investigate how these two are related. In order to do this, we first define a function f , which transforms plan generation rules into plan revision rules of a similar form.
Definition 12 (plan generation rules to plan revision rules) The function f : ℘(R PG ) → ℘(R PR ), transforming plan generation rules into plan revision rules, is defined as follows:
The theorem we prove, relates the operational semantics of the total plans of an extension of a plan generation agent, to the plans in the initial plan base of a corresponding plan execution agent. It says that for any total plan α in the extension, there is a plan π in the plan base of the plan execution agent, such that the operational semantics of α and π are equivalent. The plan α is a plan from the plan generation agent and we have not defined an operational semantics in this context. We however take for the operational semantics of α the operational semantics for plans as defined in the context of plan execution agents. Note though that, for the semantics of α, only the exec transition of the transition system on which the operational semantics is based, is relevant.
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The intuition as to why this relation would hold, is the following. The generation of a total plan α from a partial plan π under a set of plan generation rules PG, corresponds with the execution of π, under a set of plan revision rules f (PG). The plan revision rules applied during execution of π have a plan generation counterpart that is applied during generation of α. Further, the basic actions that are executed during the execution of π, are precisely the basic actions of α (in the same order). Because of this, the operational semantics of α and π are equivalent, as the execution of basic actions completely determines the changes to the initial belief base, and therefore the belief base at the end of the execution.
If A = σ, γ, Π, PG is a plan generation agent, the rule base of the corresponding plan execution agent A should thus be f (PG). For the belief base and goal base of A , we take σ and γ, respectively. As for the plan base of A , we cannot just take Π, for the following reason. A total plan α in an extension of A can be generated either from a partial plan π that was already in Π, or from a plan π that has been added by applying a plan generation rule to the goal base (through a plan addition transition in the process). If the latter is the case, we have to make sure that π is in the plan base of A , as this is the plan of which the semantics is equivalent with α. We thus define that the plan base of A is Π ∪ {π | achieve(φ) ⇒ π ∈ f (PG), γ |= φ}. We now have the following theorem.
Theorem 1 Let A = σ, γ, Π, PG be an agent and let E be an extension of A. Let A = σ, γ, Π , f (PG), T where Π = Π ∪{π | achieve(φ) ⇒ π ∈ f (PG), γ |= φ} and let α ∈ TotalPlan. We then have the following.
In order to prove this theorem, we need a number of auxiliary definitions and lemmas. The first is the notion of an extended process. The idea is, that we want to derive from a given process p and a given total plan α in the extension corresponding with p, those steps in p that lead from some initial partial plan π to α. For this, we give each plan in the plan base of the agent a unique number. Then, we associate with each step in the process the number of the plan that is being refined. If a plan is added through a plan addition transition, we give this new plan a unique number and associate this number with the transition step. The elements of the sets of an extended process are thus pairs from Plan × N. A pair (π, i) ∈ (Plan × N) will be denoted by π i . We use the notion of a natural number i being fresh in E to indicate uniqueness of i in E: i is fresh in E if there is not a plan π i in E. 6 Further, a rule φ ⇒ π can only be applied to refine a plan π 1 ; achieve(φ); π 2 , if achieve(φ) is the leftmost achieve statement of the plan, i.e., if π 1 is a total plan. This corresponds more closely with the application of plan revision rules in plan execution, as during execution always the first (or leftmost) achieve statement of a plan is rewritten.
Definition 13 (extended process) Let A = σ, γ, Π, PG be a plan generation agent and let I(Π) be Π where each plan in Π is assigned a unique natural number. A sequence of sets, alternated with natural numbers, E 0 , i 1 , E 1 , . . . , i n , E n with E i ⊆ Plan and i j ∈ N with 1 ≤ j ≤ n is an extended process of A iff E 0 = I(Π) and it holds for all triples E k , i, E k+1 in this sequence that E k → i E k+1 is a transition that can be derived in the transition system below.
Let φ ⇒ π ∈ PG be a plan generation rule. The transition rule for plan addition is then defined as follows:
We refer to the pairs π i as plans and we will from now on take the set Plan as including both ordinary plans π and pairs π i .
where E = E ∪ {π i } with i fresh in E. The transition rule for plan refinement is defined as follows:
where α 1 ∈ TotalPlan, π 2 ∈ Plan and E = E ∪ {(α 1 ; π; π 2 ) i }.
The notion of a closed process (Definition 6) as defined for processes in Definition 4, is applied analogously to extended processes. We will prove theorem 1 using the notion of an extended process. Theorem 1 is however defined in terms of an extension, which is defined in terms of ordinary processes, rather than extended processes. We thus have to show that extended processes and processes are equivalent in some sense. We show that for any closed process there is a closed extended process that has the same final set of plans, with respect to the total plans in this set. We only provide a brief sketch of the proof.
Lemma 1 (process equivalence) Let A be a plan generation agent and let t : ℘(Plan) → ℘(TotalPlan) be a function yielding the total plans of a set of plans. The following then holds: there is a closed process E 0 , . . . , E n of A, iff there is a closed extended process E 0 , i 1 , E 1 , . . . , i n , E n of A such that t(E n ) = t(E n ) (modulo superscripts of plans).
Sketch of proof:
(⇐) If a transition E → i E can be derived in the transition system of Definition 13, then a transition E → E can be derived in the system of Definition 4 (modulo superscripts). (⇒) This is proven by viewing the plan generation rules as the production rules of a grammar and the total plans that can be generated by these rules as the language of this grammar. The formulas φ and the statements achieve(φ) are considered the non-terminals of the grammar and the set of basic actions BasicAction the terminals. The plans of the first element of an (extended) process can be viewed as the start symbols of the grammar, together with those plans that are added through the transition rule for plan addition.
It is the case that for any derivation of a string (or total plan) in the grammar, an equivalent leftmost derivation, in which at each derivation step the leftmost non-terminal is rewritten, can be constructed. Derivations in an extended process correspond with leftmost derivations, from which the desired result can be concluded.
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Given a closed extended process p with E n as its final element, and a total plan α i ∈ E n , we are interested in those steps of p that lead to the derivation of α i . In other words, we are interested in those steps that are labelled with i. For this, we define the notion of an i-process of an extended process. This consists of a sequence of pairs of sets of plans, where each pair corresponds with a derivation step that is labelled with i, in the original extended process.
Given the i-process p i of an extended process p, we define the notion of the iderivation of p i . The i-derivation of p i is the sequence of singleton sets of plans, 7 that is yielded by subtracting for each pair (E, E ) occurring in p i , the set E from the set E . An i-derivation is thus a sequence π Definition 14 (i-derivation) Let A = σ, γ, Π, PG be a plan generation agent and let p = E 0 , i 1 , E 1 , . . . , i n , E n be a closed extended process of A. The i-process p i of p is then defined as a sequence of pairs (E 0 , E 1 ), . . . , (E m−1 , E m ) such that the following holds: (E, E ) occurs in p i iff E, i, E occurs in p and for any two consecutive pairs (E j , E j+1 ), (E j+2 , E j+3 ) occurring in p i it should hold that E j+1 ⊆ E j+2 .
Let p i = (E 0 , E 1 ), . . . , (E m−1 , E m ) be the i-process of a closed extended process p. The i-derivation of p i is then defined as follows:
We want to associate the semantics of a total plan α in some extension of a plan generation agent, with the semantics of a corresponding plan π in the initial plan base of a plan execution agent. We do this by showing that the basic actions executed during the execution of π, correspond exactly with the basic actions of α. For this, we define a variant of the transition system of Definition 10, in which the configurations are extended with a third element. This element, which is a total plan, represents the basic actions that have been executed so far in the execution. Further, we define the execution of a sequence of basic actions in one transition step. This is convenient when proving lemma 2.
Definition 15 (Trans A ) Let A be a plan execution agent with a set of plan revision rules PR and a belief update function T . The transition system Trans A , consisting of a transition rule for action execution and one for rule application, is defined as follows.
Let α ∈ TotalPlan be a sequence of basic actions and let T : (TotalPlan × Σ) → Σ be the lifting of T to sequences of actions, i.e., T (a; α)(σ) = T (α)(T (a)(σ)). Further, let α ∈ TotalPlan be a sequence of basic actions, representing the actions that have already been executed.
achieve(φ); π , σ, α → apply π; π , σ, α It is easy to see that an operational semantics O can be defined 9 on the basis of this transition system that is equivalent with the operational semantics of Definition 11, i.e., such that O (π)(σ) = O(π)(σ) for any plan π and belief base σ. The initial configuration of any transition sequence in Trans A should be of the form π, σ, , as the third element represents the sequence of actions that have been executed, which are none in the initial configuration.
In the proof of lemma 2, we use the notion of a maximum prefix of a plan.
Definition 16 (maximum prefix) Let α ∈ TotalPlan and let π ∈ Plan. We then say that α is a maximum prefix of π iff α = π or π = α; achieve(φ); π . Note that π can be .
Lemma 2 says the following. Let α i be a total plan in a closed extended process of a plan generation agent, and let π i 1 be the first plan of the i-derivation of α i . It is then the case that the actions executed during the execution of π 1 (given an appropriate set of plan revision rules), are exactly the actions of α (in the same order).
Lemma 2 Let A = σ, γ, Π, PG be a plan generation agent and let p = E 0 , i 1 , E 1 , . . . , i n , E n be a closed extended process of A. Let α i ∈ E n where α ∈ TotalPlan. Further, let π 
We say that a plan π i corresponds with a configuration π , σ, α iff π = α; π . Let π i k and π i k+1 be two consecutive plans in the iderivation of p i , where π i k is of the form α 2 ; achieve(φ 2 ); π 2 and π i k+1 is of the form α 2 ; π; π 2 . This corresponds with the application of plan generation rule φ 2 ⇒ π. Let π be of the form α 3 ; achieve(φ 3 ); π 3 . We then have that the following transition sequence can be derived in Trans A . achieve(φ 2 ); π 2 , σ, α 2 → apply α 3 ; achieve(φ 3 ); π 3 ; π 2 , σ, α 2 → exec achieve(φ 3 ); π 3 ; π 2 , σ , α 2 ; α 3 (4.2)
This pair of transitions is correspondence and maximum prefix preserving. If π 1 (transition sequence (4.1)) is of the form α 1 ; achieve(φ 1 ); π, we can derive a transition in which α 1 is executed. This yields a configuration of the form achieve(φ 1 ); π, σ , α 1 , which corresponds with π i 1 and for which it holds that α 1 is a maximum prefix of π 1 . From this configuration, a sequence of apply and exec transitions can be derived, given that we have (4.2) for every pair π i k and π i k+1 occurring in the i-derivation. From the fact that this sequence of transitions is correspondence and maximum prefix preserving, we can conclude that the final configuration π m , σ m , α m of the sequence must be of the form , σ m , α (observe that α i is the final plan of the i-derivation, which should correspond with π m , σ m , α m ).
We are now in a position to prove theorem 1.
Proof of theorem 1 (sketch):
We do not repeat the premisses of the theorem. Let α ∈ E be a total plan in E. By lemma 1, we then have that there is a closed extended process with a final set E n such that α i ∈ E n for some natural number i. Let π i 1 , . . . , α i be the corresponding i-derivation. The plan π 1 was either added in the process through a plan addition transition, or it was already in Π. From this we can conclude that π 1 ∈ Π .
If T (α)(σ) is defined, we have by lemma 2 that a transition sequence of the form π 1 , σ, → x1 . . . → xm−1 , σ m , α can be derived in Trans A . We thus have O A (π 1 )(σ) = σ m . From the fact that only action executions may change the belief base, and the fact that α are the actions executed over the transition sequence, we can then conclude that O A (α)(σ) = σ m . A similar line of reasoning can be followed if T (α)(σ) is not defined. 2
Conclusion and Future Research
In this paper, we presented two formal approaches for generating and executing the plans of cognitive agents and discussed their characteristics. We explained how these approaches can be used to define the semantics of programming languages for cognitive agents in terms of operational semantics. The relation between these approaches is investigated and formally established as a theorem. The presented theorem shows that the behavior of plan generation agents is "included" in the behavior of plan execution agents. However, for reasons simplicity, many simplifying assumptions have been introduced which make the presented approaches too limited to be applied to real cognitive agent programming languages. Future research will thus concern extending the results to more elaborate versions of the presented agent programming frameworks. Also, the characteristics of special cases will have to be investigated such as the case where there is only one extension of a plan generation agent. Finally, the notion of coherence between plans is not explored and left for future research.
