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Abstract
We study the discrete-time approximation for solutions of quadratic forward back-
ward stochastic differential equations (FBSDEs) driven by a Brownian motion and a
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2
1 Introduction
In this paper, we study a discrete-time approximation for the solution of a forward-backward
stochastic differential equation (FBSDE) with a jump and taking the following form


Xt = x+
∫ t
0
b(s,Xs)ds+
∫ t
0
σ(s)dWs +
∫ t
0
β(s,Xs−)dHs ,
Yt = g(XT ) +
∫ T
t
f(s,Xs, Ys, Zs, Us)ds−
∫ T
t
ZsdWs −
∫ T
t
UsdHs ,
0 ≤ t ≤ T,
where Ht = 1τ≤t and τ is a jump time, depending on W , which can represent a default
time in credit risk or counterparty risk. Such equations naturally appear in finance, see
for example Bielecki and Jeanblanc [2], Lim and Quenez [19], Ankirchner et al. [1] for an
application to the exponential utility maximization problem and Kharroubi and Lim [15] for
the hedging problem in a complete market. The approximation of such equation is therefore
of important interest for practical applications in finance.
This paper is the second part of a two sides work studying the discretization of such
FBSDEs. The first part [16] deals with the case of a Lipschitz continuous generator f and
this second part focuses on the case of a generator f with quadratic growth w.r.t. z.
In the literature, the problem of discretization of FBSDEs with Lipschitz generator has
been widely studied in the Brownian framework, i.e. no jump, see e.g. [20, 7, 5, 3, 24, 6].
More recently, the case of quadratic generators w.r.t. z has been considered by Imkeller et
al. [8] and Richou [23].
The discretization of BSDEs with jumps has been studied by Bouchard and Elie [4] in
the case where the generator is Lipschitz continuous and the jumps are independent of the
Brownian motion.
In this paper, we study the discrete-time approximation of FBSDEs with
– a generator satisfying a quadratic growth w.r.t. the variable z,
– a jump time τ that could be dependent on the Brownian motion via the density
assumption.
Such FBSDEs are of interest in finance since utility maximization problems lead in
general to quadratic generators and default time models generally impose the dependence
of τ w.r.t. the Brownian motion.
To study the discretization of such equations, we can not directly work on the BSDE as
done in [4] since their approach uses a regularity result for the process Z based on Malliavin
calculus. In our situation, the dependence of τ w.r.t. W prevent us from using such an
approach since no Malliavin calculus theory has been set for this framework.
To get a discrete-time approximation scheme we then use the results of [15], that allow
to decompose the FBSDE with a jump in a recursive system of Brownian FBSDEs. We
then provide estimates on the solutions to each Brownian FBSDE. These estimates allow
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to prove that the solution satisfies a Lipschitz FBSDE. Finally, we obtain a discrete-time
approximation scheme by using the results of the previous part [16] on Lipschitz BSDEs.
The paper is organized as follows. The next section presents the FBSDE, the different
assumptions on the coefficients of the FBSDE and recalls the result of [15]. In Section 3, we
give some estimations on the solution of the FBSDE. In Section 4, we give a discrete-time
approximation scheme for the FBSDE and provide a global error estimate.
2 Preliminaries
2.1 Notation
Throughout this paper, we let (Ω,G,P) a complete probability space on which is defined a
standard one dimensional Brownian motionW . We denote F := (Ft)t≥0 the natural filtration
of W augmented by all the P-null sets. We also consider on this space a random time τ ,
i.e. a nonnegative F -measurable random variable, and we denote classically the associated
jump process by H which is given by
Ht := 1τ≤t , t ≥ 0 .
We denote by D := (Dt)t≥0 the smallest right-continuous filtration for which τ is a stopping
time. The global information is then defined by the progressive enlargement G := (Gt)t≥0 of
the initial filtration where
Gt :=
⋂
ε>0
(
Ft+ε ∨ Dt+ε
)
for all t ≥ 0. This kind of enlargement was introduced by Jacod, Jeulin and Yor in the 80s
(see e.g. [10], [11] and [9]). We introduce some notations used throughout the paper
– P(F) (resp. P(G)) is the σ-algebra of F (resp. G)-predictable measurable subsets
of Ω × R+, i.e. the σ-algebra generated by the left-continuous F (resp. G)-adapted
processes,
– PM(F) (resp. PM(G)) is the σ-algebra of F (resp. G)-progressively measurable
subsets of Ω× R+.
We shall make, throughout the sequel, the standing assumption in the progressive enlarge-
ment of filtrations known as density assumption (see e.g. [12, 13, 15]).
(DH) There exists a positive and bounded P(F)⊗ B(R+)-measurable process γ such that
P
[
τ ∈ dθ
∣∣ Ft] = γt(θ)dθ , t ≥ 0 .
Using Proposition 2.1 in [15] we get that (DH) ensures that the process H admits an
intensity.
Proposition 2.1. The process H admits a compensator of the form λtdt, where the process
λ is defined by
λt :=
γt(t)
P
[
τ > t
∣∣ Ft]1t≤τ , t ≥ 0 .
We impose the following assumption to the process λ.
(HBI) The process λ is bounded.
We also introduce the martingale invariance assumption known as the (H)-hypothesis.
(H) Any F-martingale remains a G-martingale.
We now introduce the following spaces, where a, b ∈ R+ with a < b, and T < ∞ is the
terminal time.
– S∞G [a, b] (resp. S
∞
F [a, b]) is the set of PM(G) (resp. PM(F))-measurable processes
(Yt)t∈[a,b] essentially bounded
‖Y ‖S∞[a,b] := ess sup
t∈[a,b]
|Yt| < ∞ .
– SpG[a, b] (resp. S
p
F[a, b]), with p ≥ 2, is the set of PM(G) (resp. PM(F))-measurable
processes (Yt)t∈[a,b] such that
‖Y ‖Sp[a,b] :=
(
E
[
sup
t∈[a,b]
|Yt|
p
]) 1
p
< ∞ .
– HpG[a, b] (resp. H
p
F[a, b]), with p ≥ 2, is the set of P(G) (resp. P(F))-measurable
processes (Zt)t∈[a,b] such that
‖Z‖Hp[a,b] := E
[( ∫ b
a
|Zt|
2dt
)p
2
] 1
p
< ∞ .
– L2(λ) is the set of P(G)-measurable processes (Ut)t∈[0,T ] such that
‖U‖L2(µ) :=
(
E
[ ∫ T
0
λs|Us|
2ds
]) 1
2
< ∞ .
2.2 Quadratic growth Forward-Backward SDE with a jump
Given measurable functions b : [0, T ]×R→ R, σ : [0, T ]→ R, β : [0, T ]×R→ R, g : R→ R
and f : [0, T ]×R×R×R×R→ R, and an initial condition x ∈ R, we study the discrete-time
approximation of the solution (X, Y, Z, U) in S2G[0, T ]× S
∞
G [0, T ]×H
2
G[0, T ]× L
2(λ) to the
following forward-backward stochastic differential equation
Xt = x+
∫ t
0
b(s,Xs)ds+
∫ t
0
σ(s)dWs +
∫ t
0
β(s,Xs−)dHs , 0 ≤ t ≤ T , (2.1)
Yt = g(XT ) +
∫ T
t
f
(
s,Xs, Ys, Zs, Us(1−Hs)
)
ds
−
∫ T
t
ZsdWs −
∫ T
t
UsdHs , 0 ≤ t ≤ T , (2.2)
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when the generator of the BSDE (2.2) has a quadratic growth w.r.t. z.
Remark 2.1. In the BSDE (2.2), the jump component U of the unknown (Y, Z, U) appears
in the generator f with an additional multiplicative term 1−H . This ensures the equation
to be well posed in S∞G [0, T ] × H
2
G[0, T ] × L
2(λ). Indeed, the component U lives in L2(λ),
thus its value on (τ ∧ T, T ] is not defined, since the intensity λ vanishes on (τ ∧ T, T ]. We
therefore introduce the term 1 −H to kill the value of U on (τ ∧ T, T ] and hence to avoid
making the equation depends on it.
We first prove that the decoupled system (2.1)-(2.2) admits a solution. To this end, we
introduce several assumptions on the coefficients b, σ, β, g and f . We consider the following
assumptions for the forward coefficients.
(HF) There exist two constants Ka and La such that the functions b, σ and β satisfy
|b(t, 0)|+ |σ(t)|+ |β(t, 0)| ≤ Ka ,
and
|b(t, x)− b(t, x′)|+ |β(t, x)− β(t, x′)| ≤ La|x− x
′| ,
for all (t, x, x′) ∈ [0, T ]× R× R.
For the backward coefficients g and f , we consider the following assumptions.
(HBQ)
– There exist three constants Mg, Kg and Kq such that the functions g and f satisfy
|g(x)| ≤ Mg ,
|g(x)− g(x′)| ≤ Kg|x− x
′| ,
|f(t, x, y, z, u)− f(t, y′, z, u)| ≤ Kq|y − y
′| ,
|f(t, x, y, z, u)| ≤ Kq
(
1 + |y|+ |z|2 + |u|
)
,
for all (t, x, x′, y, y′, z, u) ∈ [0, T ]× R2 × R2 × R× R.
– For any R > 0 there exists a function mcfR such that limǫ→0mc
f
R(ǫ) = 0 and
|f(t, x, y, z, u− y)− f(t, x, y′, z′, u− y′)| ≤ mcfR(ǫ)
for all (t, x, y, y′, z, z′, u) ∈ [0, T ] × R × R2 × R2 × R s.t. |y|, |z|, |y′|, |z′| ≤ R and
|y − y′|+ |z − z′| ≤ ǫ.
– f(t, ., u) = f(t, ., 0) for all u ∈ R and all t ∈ (τ ∧ T, T ].
– The function f(t, x, y, ., u) is convexe (or concave) uniformly in (t, x, y, u) ∈ [0, T ] ×
R× R× R.
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In the sequel K denotes a generic constant appearing in (HBQ) and (HF) and which may
vary from line to line.
In the purpose to prove the existence of a solution to the FBSDE (2.1)-(2.2) we follow the
decomposition approach initiated by [15] and for that we introduce the recursive system of
FBSDEs associated with (2.1)-(2.2).
• Find (X1(θ), Y 1(θ), Z1(θ)) ∈ S2F[0, T ]× S
∞
F [θ, T ]×H
2
F[θ, T ] such that
X1t (θ) = x+
∫ t
0
b
(
s,X1s (θ)
)
ds+
∫ t
0
σ(s)dWs + β
(
θ,X1θ−(θ)
)
1θ≤t , 0 ≤ t ≤ T , (2.3)
Y 1t
(
θ
)
= g
(
X1T (θ)
)
+
∫ T
t
f
(
s,X1s (θ), Y
1
s (θ), Z
1
s (θ), 0
)
ds−
∫ T
t
Z1s (θ)dWs , θ ≤ t ≤ T , (2.4)
for all θ ∈ [0, T ].
• Find (X0, Y 0, Z0) ∈ S2F[0, T ]× S
∞
F [0, T ]×H
2
F[0, T ] such that
X0t = x+
∫ t
0
b
(
s,X0s
)
ds+
∫ t
0
σ(s)dWs , 0 ≤ t ≤ T , (2.5)
Y 0t = g
(
X0T
)
+
∫ T
t
f
(
s,X0s , Y
0
s , Z
0
s , Y
1
s (s)− Y
0
s
)
ds−
∫ T
t
Z0sdWs , 0 ≤ t ≤ T . (2.6)
Then, the link between the FBSDE (2.1)-(2.2) and the recursive system of FBSDEs (2.3)-
(2.4) and (2.5)-(2.6) is given by the following result.
Theorem 2.1. Assume that (DH), (HBI), (H), (HF) and (HBQ) hold true. Then, the
FBSDE (2.1)-(2.2) admits a unique solution (X, Y, Z, U) ∈ S2G[0, T ]×S
∞
G [0, T ]×H
2
G[0, T ]×
L2(λ) given by 

Xt = X
0
t 1t<τ +X
1
t (τ)1τ≤t ,
Yt = Y
0
t 1t<τ + Y
1
t (τ)1τ≤t ,
Zt = Z
0
t 1t≤τ + Z
1
t (τ)1τ<t ,
Ut =
(
Y 1t (t)− Y
0
t
)
1t≤τ ,
(2.7)
where (X1(θ), Y 1(θ), Z1(θ)) is the unique solution to the FBSDE (2.3)-(2.4) in S2F[0, T ] ×
S∞F [θ, T ] × H
2
F[θ, T ], for θ ∈ [0, T ], and (X
0, Y 0, Z0) is the unique solution to the FBSDE
(2.5)-(2.6) in S2F[0, T ]× S
∞
F [0, T ]×H
2
F[0, T ].
Proof. The existence and uniqueness of the forward process X and its link with X0 and
X1 have already been proved in the first part of this work [16]. We now concentrate on the
backward equation.
To follow the decomposition approach initiated by the authors in [15], we need the generator
to be predictable. To this end, we notice that in the BSDE (2.2), we can replace the generator
(t, y, z, u) 7→ f(t, Xt, y, z, u(1−Ht)) by the predictable map (t, y, z, u) 7→ f(t, Xt−, y, z, u(1−
Ht−)).
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Suppose that (DH), (HBI), (H) and (HBQ) hold true. The existence of a solution
(Y, Z, U) ∈ S2G[0, T ]×H
2
G[0, T ]×L
2(λ) is then a direct consequence of Proposition 3.1 in [15].
We then notice that from the definition of H we have f(t, x, y, z, u(1−Ht)) = f(t, x, y, z, 0)
for all t ∈ (τ ∧ T, T ]. This property and (DH), (HBI), (H) and (HBQ) allow to apply
Theorem 4.2 in [15], which gives the uniqueness of a solution to BSDE (2.2). ✷
Throughout the sequel, we give an approximation of the solution to the FBSDE (2.1)-
(2.2) by studying the approximation of the solutions to the recursive system of FBSDEs
(2.3)-(2.4) and (2.5)-(2.6).
3 A priori estimation on the gain process
Before giving the discrete-time scheme for the FBSDE (2.1)-(2.2) we give a uniform bound
for the processes Z0 and Z1 which allows to prove that the BSDE (2.2) is Lipschitz and
thus we can use the discrete-time scheme given in [16]. For that we introduce the BMO-
martingales class, and we also give some bounds for the processes X0, X1, Y 0 and Y 1.
3.1 BMO property for the solution of the BSDE
To obtain a uniform bound for the processes Z0 and Z1 we need the following assumption.
(HBQD) There exists a constant Kf such that the function f satisfies
|f(t, x, y, z, u)− f(t′, x′, y′, z′, u′)| ≤ Kf
[
|x− x′|+ |y − y′|+ |u− u′|+ |t− t′|
1
2
]
+Lf,z(1 + |z|+ |z
′|)|z − z′| ,
for all (t, x, x′, y, y′, z, z′, u, u′) ∈ [0, T ]× R2 × R2 × R2 × R2.
In the sequel of this section, the space of BMO martingales plays a key role for the a
priori estimates of processes Z0 and Z1. We refer to [14] for the theory of BMO martingales.
Here, we just give the definition of a BMO martingale and recall a property that we use in
the sequel.
Definition 3.1. A process M is said to be a BMOF[0, T ]-martingale if M is a square
integrable F-martingale s.t.
‖M‖BMOF[0,T ] := sup
τ∈TF[0,T ]
E
[∣∣MT −Mτ ∣∣2∣∣∣Fτ]1/2 < ∞ ,
where TF[0, T ] denotes the set of F-stopping times valued in [0, T ].
The BMO condition provides a property on the Dolean-Dade exponential of the process M .
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Lemma 3.1. Let M be a BMOF[0, T ]-martingale. Then the stochastic exponential E(M)
defined by
E(M)t = exp
(
Mt −
1
2
〈M,M〉
)
t
, 0 ≤ t ≤ T ,
is a uniformly integrable F-martingale.
We refer to [14] for the proof of this result.
We first state a BMO property for the processes Z0 and Z1, which will be used in the
sequel to provide an estimate for these processes.
Lemma 3.2. Under (HF), (HBQ) and (HBQD), the martingales
∫ .
0
Z0sdWs and
∫ .
0
Z1s (θ)1s≥θdWs,
θ ∈ [0, T ] are BMOF[0, T ]-martingales and there exists a constant K which is independent
from θ such that ∥∥∥ ∫ .
0
Z0sdWs
∥∥∥
BMOF[0,T ]
≤ K ,
sup
θ∈[0,T ]
∥∥∥ ∫ .
0
Z1s (θ)1s≥θdWs
∥∥∥
BMOF[0,T ]
≤ K .
Proof. Define the function φ : R→ R by
φ(x) = (e2Kqx − 2Kqx− 1)/2K
2
q , x ∈ R . (3.1)
We notice that φ satisfies
φ′(x) ≥ 0 and
1
2
φ′′(x)−Kqφ
′(x) = 1 ,
for x ≥ 0. Since Y 0 and Y 1(.) are solutions to quadratic BSDEs with bounded terminal
conditions, we get from Proposition 2.1 in [18] the existence of a constant m such that
‖Y 0‖S∞[0,T ] ≤ m and sup
θ∈[0,T ]
‖Y 1(θ)‖S∞[θ,T ] ≤ m . (3.2)
Applying Itoˆ’s formula we get
φ(Y 0ν +m) + E
(∫ T
ν
1
2
φ′′(Y 0s +m)|Z
0
s |
2ds
∣∣∣Fν) =
E(φ(Y 0T +m)|Fν) + E
(∫ T
ν
φ′(Y 0s +m)f(s,X
0
s , Y
0
s , Z
0
s , Y
1
s (s)− Y
0
s )ds
∣∣∣Fν) .
for any F-stopping time ν valued in [0, T ]. From the growth assumption on the generator f
in (HBD), (3.1) and (3.2), we obtain
φ(Y 0ν +m) + E
(∫ T
ν
|Z0s |
2ds
∣∣∣Fν) ≤
E(φ(Y 0T +m)|Fν) + E
( ∫ T
ν
φ′(Y 0s +m)Kq(1 + 2‖Y
0‖S∞ + sup
θ∈[0,T ]
‖Y 1(θ)‖S∞[θ,T ])ds
∣∣∣Fν) .
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This last inequality and (3.2) imply that there exists a constant K which depends only on
m, T and Kq such that for all F-stopping times ν ∈ [0, T ]
E
( ∫ T
ν
|Z0s |
2ds
∣∣∣Fν) ≤ K .
For the process Z1, we use the same technics. Let us fix θ ∈ [0, T ]. Applying Itoˆ’s fomula
we get
φ(Y 1ν∨θ(θ) +m) + E
( ∫ T
ν∨θ
1
2
φ′′(Y 1s (θ) +m)|Z
1
s (θ)|
2ds
∣∣∣Fν∨θ) =
E(φ(Y 1T (θ) +m)|Fν) + E
( ∫ T
ν∨θ
φ′(Y 1s (θ) +m)f(s,X
1
s (θ), Y
1
s (θ), Z
1
s (θ), 0)ds
∣∣∣Fν∨θ) ,
for any F-stopping time ν valued in [0, T ]. From the growth assumption on the generator f
in (HBQ), (3.1) and (3.2), we obtain
φ(Y 1ν∨θ(θ) +m) + E
( ∫ T
ν∨θ
|Z1s (θ)|
2ds
∣∣∣Fν) ≤ E(φ(Y 1T (θ) +m)|Fν)
+ E
( ∫ T
ν∨θ
φ′(Y 1s (θ) +m)Kq(1 + ‖Y
1(θ)‖S∞[θ,T ])ds
∣∣∣Fν) .
This last inequality and (3.2) imply that there exists a constant K which depends only on
m, T and Kq, such that for all F-stopping times ν valued in [0, T ]
E
( ∫ T
ν
|Z1s (θ)|
2
1s≥θds
∣∣∣Fν) ≤ K .
✷
3.2 Some bounds about X0 and X1
In this part, we give some bounds about the processes X0 and X1 which are used to get a
uniform bound for the processes Z0 and Z1.
Proposition 3.1. Suppose that (HF) holds. Then, we have
|∇X0t | :=
∣∣∣∂X0t
∂x
∣∣∣ ≤ eLaT , 0 ≤ t ≤ T , (3.3)
and for any θ ∈ [0, T ] we have
|∇θX1t (θ)| :=
∣∣∣∂X1t (θ)
∂X1θ (θ)
∣∣∣ ≤ eLaT , θ ≤ t ≤ T , (3.4)
|∇X1t (θ)| :=
∣∣∣∂X1t (θ)
∂x
∣∣∣ ≤ (1 + LaeLaT )eLaT , θ ≤ t ≤ T . (3.5)
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Proof. We first suppose that b and β are C1b w.r.t. x. By definition we have
∇X0t = 1 +
∫ t
0
∂xb(s,X
0
s )∇X
0
sds , 0 ≤ t ≤ T .
We get from Gronwall’s lemma
|∇X0t | ≤ e
LaT , 0 ≤ t ≤ T .
In the same way, we have
∇θX1t (θ) = 1 +
∫ t
θ
∂xb(s,X
1
s (θ))∇
θX1s (θ)ds , θ ≤ t ≤ T ,
and from Gronwall’s lemma we get
|∇θX1t | ≤ e
LaT , θ ≤ t ≤ T .
Finally we prove the last inequality. By definition
∇X1t (θ) = 1 +
∫ t
0
∂xb(s,X
1
s (θ))∇X
1
s (θ)ds+ ∂xβ(θ,X
0
θ )∇X
0
θ , θ ≤ t ≤ T .
Using the inequality (3.3), we get
|∇X1t (θ)| ≤ 1 + Lae
LaT +
∫ t
0
La|∇X
1
s (θ)|ds , θ ≤ t ≤ T ,
from Gronwall’s lemma we get
|∇X1t (θ)| ≤ (1 + Lae
LaT )eLaT , θ ≤ t ≤ T .
When b and β are not differentiable, we can also prove the result by regularization. We con-
sider a density q which is C∞b on R with a compact support, and we define an approximation
(bǫ, βǫ) of (b, β) in C1b by
(bǫ, βǫ)(t, x) =
1
ε
∫
R
(b, β)(t, x′)q
(x− x′
ǫ
)
dx′ , (t, x) ∈ [0, T ]× R .
We then use the convergence of (X0,ǫ, X1,ǫ(θ)) to (X0, X1(θ)) and we get the result. ✷
3.3 Some bounds about Y 0 and Y 1
In this part, we give some bounds about the processes Y 0 and Y 1 which are used to get a
uniform bound for the processes Z0 and Z1.
Lemma 3.3. Suppose that (HF), (HBQ) and (HBQD) hold. Then, for any θ ∈ [0, T ]
|∇θY 1t (θ)| :=
∣∣∣ ∂Y 1t (θ)
∂X1θ (θ)
∣∣∣ ≤ e(La+Kf )T (Kg + TKf) , θ ≤ t ≤ T . (3.6)
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Proof. We first suppose that b, f and g are C1b w.r.t. x, y and z. In this case (X
1(θ), Y 1(θ), Z1(θ))
is also differentiable w.r.t. X1θ (θ) and we have
∇θY 1t (θ) = ∇g(X
1
T (θ))∇
θX1T (θ)−
∫ T
t
∇θZ1s (θ)dWs (3.7)
+
∫ T
t
∇f(s,X1s (θ), Y
1
s (θ), Z
1
s (θ), 0)
(
∇θX1s (θ),∇
θY 1s (θ),∇
θZ1s (θ)
)
ds ,
for t ∈ [θ, T ]. Define the process R(θ) by
Rt(θ) := exp
(∫ t
0
∂yf(s,X
1
s (θ), Y
1
s (θ), Z
1
s (θ), 0)1s≥θds
)
, 0 ≤ t ≤ T .
Applying Itoˆ’s formula, we get
Rt(θ)∇
θY 1t (θ) = RT (θ)∇g(X
1
T (θ))∇
θX1T (θ)
+
∫ T
t
Rs(θ)∂xf(s,X
1
s (θ), Y
1
s (θ), Z
1
s (θ), 0)∇
θX1s (θ)ds
−
∫ T
t
Rs(θ)∇
θZ1s (θ)dW
1
s (θ) , θ ≤ t ≤ T , (3.8)
where the process W 1(θ) is defined by
W 1t (θ) := Wt −
∫ t
0
∂zf(s,X
1
s (θ), Y
1
s (θ), Z
1
s (θ), 0)1s≥θds (3.9)
for t ∈ [0, T ]. From (HBQD), there exists a constant K > 0 such that we have∥∥∥ ∫ .
0
∂zf(s,X
1
s (θ), Y
1
s (θ), Z
1
s (θ), 0)1s≥θdWs
∥∥∥2
BMOF[0,T ]
≤
K
(
1 + sup
ϑ∈TF[0,T ]
E
[ ∫ T
ϑ
|Z1s (θ)|
2
1s≥θds
∣∣∣Fϑ]) ≤
K
(
1 +
∥∥∥ ∫ .
0
Z1s (θ)1s≥θdWs
∥∥∥2
BMOF[0,T ]
)
< ∞ ,
where the last inequality comes from Lemma 3.2.
Hence by Lemma 3.1 the process E(
∫ .
0
∂zf(s,X
1
s (θ), Y
1
s (θ), Z
1
s (θ), 0)1s≥θdWs) is a uni-
formly integrable martingale. Therefore, under the probability measure Q1(θ) defined by
dQ1(θ)
dP
∣∣∣
Ft
:= E
(∫ .
0
∂zf(s,X
1
s (θ), Y
1
s (θ), Z
1
s (θ), 0)1s≥θdWs
)
t
, 0 ≤ t ≤ T ,
we can apply Girsanov’s theorem and W 1(θ) is a Brownian motion under the probability
measure Q1(θ). We then get from (3.8)
Rt(θ)∇
θY 1t = EQ1(θ)
[
RT (θ)∇g(X
1
T )∇
θX1T +
∫ T
t
Rs(θ)∂xf(s,X
1
s , Y
1
s , Z
1
s , 0)∇
θX1sds
∣∣∣Ft] .
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This last equality, (HBQD) and (3.4) give
|∇θY 1t (θ)| ≤ e
(La+Kf )T (Kg + TKf) , θ ≤ t ≤ T . (3.10)
When b, f and g are not C1b , we can also prove the result by regularization as for Proposition
3.1. ✷
Lemma 3.4. Suppose that (HF), (HBQ) and (HBQD) hold. Then,
|∇Y 1t (t)| ≤ (1 + Lae
LaT )e(La+Kf )T (Kg + TKf) , 0 ≤ t ≤ T . (3.11)
Proof. Firstly, we suppose that b, β, g and f are C1b w.r.t. x, y and z. Then, for any
t ∈ [0, T ]
∇Y 1t (t) :=
∂Y 1t (t)
∂x
= ∇g(X1T (t))∇X
1
T (t) (3.12)
+
∫ T
t
∇f(s,X1s (t), Y
1
s (t), Z
1
s (t), 0)(∇X
1
s (t),∇Y
1
s (t),∇Z
1
s (t))ds
−
∫ T
t
∇Z1s (t)dWs .
Applying Itoˆ’s formula, we get
Rt(t)∇Y
1
t (t) = RT (t)∇g(X
1
T (t))∇X
1
T (t)
+
∫ T
t
Rs(t)∂xf(s,X
1
s (t), Y
1
s (t), Z
1
s (t), 0)∇X
1
s (t)ds
−
∫ T
t
Rs(t)∇Z
1
s (t)dW
1
s (t) , 0 ≤ t ≤ T , (3.13)
where the process W 1(.) is defined in (3.9). We have proved previously that W 1(t) is a
Brownian motion under the probability measure Q1(t). We then get
Rt(t)∇Y
1
t (t) = EQ1(t)
[
RT (t)∇g(X
1
T (t))∇X
1
T (t) +
∫ T
t
Rs(t)∂xf(s,X
1
s (t), Y
1
s (t), Z
1
s (t), 0)∇X
1
s (t)ds
∣∣∣Ft] .
This last inequality, (HBQD) and (3.4) give
|∇Y 1t (t)| ≤ (1 + Lae
LaT )e(La+Kf )T (Kg + TKf) , 0 ≤ t ≤ T .
When b, f and g are not C1b , we can also prove the result by regularization as for Proposition
3.1. ✷
Lemma 3.5. Suppose that (HF), (HBQ) and (HBQD) hold. Then,
|∇Y 0t | ≤ e
(2Kf+La)T (Kg +KfT )
(
1 + TKfe
KfT (1 + Lae
LaT )
)
, 0 ≤ t ≤ T .
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Proof. We first suppose that b, β, g and f are C1b w.r.t. x, y, z and u, then (X
0, Y 0, Z0) is
differentiable w.r.t. x and we have
∇Y 0t = ∇g(X
0
T )∇X
0
T (3.14)
+
∫ T
t
(
∇f(s,X0s , Y
0
s , Z
0
s , Y
1
s (s)− Y
0
s )(∇X
0
s ,∇Y
0
s ,∇Z
0
s ,∇Y
1
s (s)−∇Y
0
s )ds
−
∫ T
t
∇Z0sdWs , 0 ≤ t ≤ T .
Define the process R0 by
R0t := exp
(∫ t
0
(∂y − ∂u)f(s,X
0
s , Y
0
s , Z
0
s , Y
1
s (s)− Y
0
s )ds
)
, 0 ≤ t ≤ T .
Applying Itoˆ’s fomula we have
R0t∇Y
0
t = R
0
T∇g(X
0
T )∇X
0
T
+
∫ T
t
R0s∂xf(s,X
0
s , Y
0
s , Z
0
s , Y
1
s (s)− Y
0
s )∇X
0
sds
+
∫ T
t
R0s∂uf(s,X
0
s , Y
0
s , Z
0
s , Y
1
s (s)− Y
0
s )∇Y
1
s (s)ds
−
∫ T
t
R0s∇Z
0
sdW
0
s
where dW 0s := dWs − ∂zf(s,X
0
s , Y
0
s , Z
0
s , Y
1
s (s) − Y
0
s )ds. From (HBQD), there exists a
constant K > 0 such that we have∥∥∥∫ .
0
∂zf(s,X
0
s , Y
0
s , Z
0
s , Y
1
s (s)− Y
0
s )dWs
∥∥∥2
BMOF[0,T ]
≤
K
(
1 + sup
ϑ∈TF[0,T ]
E
[ ∫ T
ϑ
|Z0s |
2ds
∣∣∣Fϑ]) ≤
K
(
1 +
∥∥∥ ∫ .
0
Z0sdWs
∥∥∥2
BMOF[0,T ]
)
< ∞ ,
where the last inequality comes from Lemma 3.2.
Hence by Lemma 3.1 the process E(
∫ .
0
∂zf(s,X
0
s , Y
0
s , Z
0
s , Y
1
s (s)− Y
0
s )dWs) is a uniformly
integrable martingale. Therefore, under the probability measure Q0 defined by
dQ0
dP
∣∣∣
Ft
:= E
(∫ .
0
∂zf(s,X
0
s , Y
0
s , Z
0
s , Y
1
s (s)− Y
0
s )dWs
)
t
we can apply Girsanov’s theorem and W 0 is a Brownian motion under the probability
measure Q0. Then, we get
R0t∇Y
0
t = EQ0
[
R0T∇g(X
0
T )∇X
0
T
+
∫ T
t
R0s∂xf(s,X
0
s , Y
0
s , Z
0
s , Y
1
s (s)− Y
0
s )∇X
0
sds
+
∫ T
t
R0s∂uf(s,X
0
s , Y
0
s , Z
0
s , Y
1
s (s)− Y
0
s )∇Y
1
s (s)ds
∣∣∣Ft] .
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Using inequalities (3.3) and (3.11) we get
|∇Y 0t | ≤ e
(2Kf+La)T (Kg +KfT )
(
1 +KfTe
KfT (1 + Lae
LaT )
)
, 0 ≤ t ≤ T .
When b, β, f and g are not C1b , we can also prove the result by regularization as for
Proposition 3.1. ✷
3.4 A uniform bound for Z0 and Z1
Using the previous bounds, we obtain a uniform bound for the processes Z0 and Z1.
Proposition 3.2. Suppose that (HF), (HBQ) and (HBQD) hold. Then, for any θ ∈
[0, T ], there exists a version of Z1(θ) such that
|Z1t (θ)| ≤ e
(2La+Kf )T (Kg + TKf)Ka , θ ≤ t ≤ T .
Proof. Using Malliavin calculus, we have the classical representation of the process Z1(θ)
given by ∇θY 1(θ)(∇θX1(θ))−1σ(.) (see [16]). In the case where b, f and g are C1b w.r.t. x,
y and z, we obtain from (3.10)
|Z1t (θ)| ≤ e
(2La+Kf )T (Kg + TKf)Ka a.s.
since |(∇θX1(θ))−1| ≤ eLaT (the proof of this inequality is similar to the one of (3.4)).
When b, f and g are not differentiable, we can also prove the result by a standard approxi-
mation and stability results for BSDEs with linear growth. ✷
Proposition 3.3. Suppose that (HF), (HBQ) and (HBQD) hold. Then, there exists a
version of Z0 such that
|Z0t | ≤ e
2(Kf+La)T (Kg +KfT )
(
1 + TKfe
KfT (1 + Lae
LaT )
)
Ka , 0 ≤ t ≤ T .
Proof. Thanks to the Malliavin calculus, it is classical to show that a version of Z0 is given
by ∇Y 0(∇X0)−1σ(.) (see [16]). So, in the case where b, β, g and f are C1b w.r.t. x, y, z and
u, we obtain from (3.3) and Lemma 3.5
|Z0t | ≤ e
2(Kf+La)T (Kg +KfT )
(
1 + TKfe
KfT (1 + Lae
LaT )
)
Mσ a.s.
since |(∇X0t )
−1| ≤ eLaT (the proof of this inequality is similar to the one of (3.3)).
When b, β, g and f are not differentiable, we can also prove the result by a standard
approximation and stability results for BSDEs with linear growth. ✷
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4 Discrete-time approximation for the FBSDE
4.1 Discrete-time scheme for the FBSDE
Throughout the sequel, we consider a discretization grid π := {t0, . . . , tn} of [0, T ] with
0 = t0 < t1 < . . . < tn = T . For t ∈ [0, T ], we denote by π(t) the largest element of π
smaller than t
π(t) := max
{
ti , i = 0, . . . , n | ti ≤ t
}
.
We also denote by |π| the mesh of π
|π| := max
{
ti+1 − ti , i = 0, . . . , n− 1
}
,
that we suppose satisfying |π| ≤ 1, and by ∆W πi (resp. ∆t
π
i ) the increment of W (resp. the
difference) between ti and ti−1: ∆W
π
i :=Wti −Wti−1 (resp. ∆t
π
i := ti − ti−1), for 1 ≤ i ≤ n.
We introduce an approximation of the process X based on the discretization of the
processes X0 and X1.
• Euler scheme for X0. We consider the classical scheme X0,π defined by{
X0,πt0 = x ,
X0,πti = X
0,π
ti−1 + b(ti−1, X
0,π
ti−1)∆t
π
i + σ(ti−1)∆W
π
i , 1 ≤ i ≤ n .
(4.15)
• Euler scheme for X1. Since the process X1 depends on two parameters t and θ, we
introduce a discretization of X1 in these two variables. We then consider the following
scheme1 

X1,πt0 (tk) = x+ β(t0, x)δk=0 , 0 ≤ k ≤ N ,
X1,πti (tk) = X
1,π
ti−1(tk) + b(ti−1, X
1,π
ti−1(tk))∆t
π
i + σ(ti−1)∆W
π
i
+ β(ti−1, X
1,π
ti−1(tk))δi=k , 1 ≤ i, k ≤ n .
(4.16)
We are now able to provide an approximation of the process X solution to the FSDE (2.1).
We consider the scheme Xπ defined by
Xπt = X
0,π
π(t)1t<τ +X
1,π
π(t)(π(τ))1t≥τ , 0 ≤ t ≤ T . (4.17)
We shall denote by {F0,πi }0≤i≤n (resp. {F
1,π
i (θ)}0≤i≤n) the discrete-time filtration associated
with X0,π (resp. X1,π(θ))
F0,πi := σ(X
0,π
tj , j ≤ i)
(resp. F1,πi (θ) := σ(X
1,π
tj (θ), j ≤ i)) .
We introduce an approximation of (Y, Z) based on the discretization of (Y 0, Z0) and
(Y 1, Z1). To this end we introduce the backward implicit schemes on π associated with
1δi=k = 0 if i 6= k and δi=k = 1 if i = k.
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the BSDEs (2.4) and (2.6). Since the system is recursively coupled, we first introduce the
scheme associated with (2.4). We then use it to define the scheme associated with (2.6).
• Backward Euler scheme for (Y 1, Z1). We consider the classical implicit scheme (Y 1,π, Z1,π)
defined by

Y 1,πT (π(θ)) = g(X
1,π
T (π(θ))) ,
Y 1,πti−1(π(θ)) = E
[
Y 1,πti (π(θ))
∣∣F1,πi−1(π(θ))]
+ f(ti−1, X
1,π
ti−1(π(θ)), Y
1,π
ti−1(π(θ)), Z
1,π
ti−1(π(θ)), 0)∆t
π
i ,
Z1,πti−1(π(θ)) =
1
∆tπi
E
[
Y 1,πti (π(θ))∆W
π
i
∣∣F1,πi−1(π(θ))] , ti−1 ≥ π(θ) .
(4.18)
• Backward Euler scheme for (Y 0, Z0). Since the generator of (2.6) involves the process
(Y 1t (t))t∈[0,T ], we consider a discretization based on Y
1,π. We therefore consider the scheme
(Y 0,π, Z0,π) defined by

Y 0,πT = g(X
0,π
T ) ,
Y 0,πti−1 = E
[
Y 0,πti
∣∣F0,πi−1]+ f¯π(ti−1, X0,πti−1 , Y 0,πti−1 , Z0,πti−1)∆tπi ,
Z0,πti−1 =
1
∆tπi
E
[
Y 0,πti ∆W
π
i
∣∣F0,πi−1] , 1 ≤ i ≤ n ,
(4.19)
where f¯π(t, x, y, z) := f
(
t, x, y, z, Y 1,ππ(t)(π(t))− y
)
for all (t, x, y, z) ∈ [0, T ]× R× R× R.
We then consider the following scheme defined by

Y πt = Y
0,π
π(t)1t<τ + Y
1,π
π(t)(π(τ))1t≥τ ,
Zπt = Z
0,π
π(t)1t≤τ + Z
1,π
π(t)(π(τ))1t>τ ,
Uπt =
(
Y 1,ππ(t)(π(t))− Y
0,π
π(t)
)
1t≤τ ,
(4.20)
for t ∈ [0, T ].
4.2 Convergence of the scheme for the FBSDE
We now concentrate on the error approximation of the processes X , Y , Z and U by their
scheme Xπ, Y π, Zπ and Uπ. To this end we introduce extra assumptions on the regularity
of the forward coefficients w.r.t. the time variable t.
(HFD) There exists a constant Kt such that the functions b, σ and β satisfy∣∣b(t, x)− b(t′, x)∣∣+ ∣∣σ(t)− σ(t′)∣∣ ≤ Kt|t− t′| 12 ,∣∣β(t, x)− β(t′, x)∣∣+ ∣∣σ(t)− σ(t′)∣∣ ≤ Kt|t− t′| ,
for all (t, t′, x) ∈ [0, T ]2 × R.
We can now state the main result of the paper.
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Theorem 4.1. Under (HF), (HFD), (HBQ) and (HBQD) we have the following esti-
mate
E
[
sup
t∈[0,T ]
∣∣Xt −Xπt ∣∣2]+ sup
t∈[0,T ]
E
[∣∣Yt − Y πt ∣∣2]
+E
[ ∫ T
0
∣∣Zt − Zπt ∣∣2dt]+ E[
∫ T
0
λt
∣∣Ut − Uπt ∣∣2dt] ≤ K|π| ,
for a constant K which does not depend on π.
Proof. Fix M ∈ R such that
M ≥ max
{
e(2La+Kf )T (Kg + TKf)Ka ;
e2(Kf+La)T (Kg +KfT )
(
1 + TKfe
KfT (1 + Lae
LaT )
)
Ka
}
,
and define the function f˜ by
f˜(t, x, y, z, u) = f(t, x, y, ϕM(z), u) , (t, x, y, z, u) ∈ [0, T ]× R× R× R× R ,
where
ϕM(z) :=
{
z if |z| ≤ M
M z
|z|
if |z| > M
, z ∈ R .
We notice that ϕM is Lipschitz continuous and bounded. Therefore we obtain from (HBQD)
that f˜ is Lipschitz continuous.
Moreover, using Propositions 3.2 and 3.3, we get that under (HF), (HBQ) and (HBQD),
(X, Y, Z) is also solution to the Lipschitz FBSDE
Xt = x+
∫ t
0
b(s,Xs)ds+
∫ t
0
σ(s)dWs +
∫ t
0
β(s,Xs−)dHs , 0 ≤ t ≤ T ,
Yt = g(XT ) +
∫ T
t
f˜
(
s,Xs, Ys, Zs, Us(1−Hs)
)
ds
−
∫ T
t
ZsdWs −
∫ T
t
UsdHs , 0 ≤ t ≤ T .
Applying Theorem 5.1 in [16], we get the result. ✷
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