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Abstract-The paper studies equation (1.1) in two cases: 
(i) p E 0, 
(ii) p f 0. 
In Case (i), the asymptotic stability of the solution I = 0 is studied; in Case (ii), the uniform 
boundedness and uniform ultimate boundedness of all solutions of (1.1) are proved. @ 2003 Elsevier 
Science Ltd. All rights reserved. 
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1. INTRODUCTION 
In the 196Os, the stability of delay differential systems was considered in [1,2]. Also, boundedness 
of solutions was discussed in [2]. Later, many books and papers dealt with the delay differential 
equations and obtained many good results, for example, [3-lo], etc. In many references, the 
authors dealt with the problems by considering Lyapunov functions or functionals and obtained 
the criteria for the stability and the boundedness. How do we construct those Lyapunov func- 
tionals? No author has discussed them thus far. In fact, there is no general method. We know 
that a similar problem exists for ordinary differential equations, and it is difficult to construct 
Lyapunov functions for higher-order ordinary differential equations. Clearly, it is more difficult 
to construct Lyapunov functionals for differential equations with delay. On the other hand, for 
a kind of third-order nonlinear ordinary differential equation, many of the stability and bound- 
edness results are given in [ll]. In [12], the author obtained sufficient conditions to ensure the 
stability and the boundedness of systems 
2 + a2 + 35 + f(s(t - r)) = p(t) 
and 
‘j: + of + 4 (z+ - ?-)) + f(z) = p(t), 
where T, a, b are positive constants. 
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Here, we consider the third-order nonlinear differential equation with delay 
Y + aZ + g(i(t - r(t))) + f(x(t - r(t))) = P(t), (1.1) 
where a is positive constant; 0 5 r(t) _< y, y is positive constant which will be determined later; 
g(*), f(s), p(t) are continuous functions; g(0) = f(0) = 0. 
Essentially, our subject is to establish some sufficient conditions for the stability and for the 
boundedness of solutions of (1.1) in the cases p G 0, p $ 0, respectively. 
2. STABILITY 
First, we will give the stability criteria for the general autonomous delay differential system. 
We consider 
2 = f&)1 Zt = z(t + e), -r < e 5 0, t L 0, WI 
where f : CH + 9” is a continuous mapping, f(0) = 0, CH := (4 E (C[--T, 01, Sn) : 11$11 5 N} 
and for HI < H, there exists L(Hl) > 0, with lf(4)l 2 L(Hl) when 11411 5 HI. 
DEFINITION 1. An element $J E C is in the w-limit set of 4, say, n(4), if z(t, 0,4) is defined 
on [0, co) and there is a sequence {tn}, t, -+ 00, m 1% --f co, with IIzCtn(4) - $11 -+ 0 as R -+ oc 
where ztn(#) = ~(t,, + 8,0,4) for --T < 0 5 0. 
DEFINITION 2. (See [12].) A set Q c CH is an invariant set if for any 4 E Q, the solution of (2.1), 
x(&O, 4), is defined on [O,oo), and ~~(4) E Q for t E [0, co). 
LEMMA 1. (See [3,5,12].) If 4 E CH is such that the solution ~~(4) of (2.1) with ~(4) = 4 is 
defined on [O,co) and /[zt($)l/ 5 HI < H for t E [0, co), then o(4) is a nonempty, compact, 
invariant set, and 
dist (zt(d), n(4)) + 0, ast-+cm. 
LEMMA 2. (See[4,12].) Let V(4) : CH + !I? be a continuous functional satisfying a local Lipschitz 
condition. V(0) = 0 and such that: 
(i) Wl(l+(O)I) I V(4) I K4l4ll) where WI(~), Wd7-) =e wedges. 
(ii) $2.1)($) 5 0, for 4 5 CH. 
Then the zero solution of (2.1) is uniformly stable. If we define 2 = (4 E C’, : I$,.,,(4) = 0}, 
then the zero solution of (2.1) is asymptotically stable, provided that the largest invariant set 
in 2 is Q = (0). 
Now, we write equation (1.1) with p = 0 as the following equivalent system: 
j_ = y, 
7j = z, 
J 
(2.2) 
f = -a2 -g(y) - f(z) + ,‘,,,, f’(4S))Y(S) & + i,,,) d(Y(S)b(S) ds. 
Define the Lyapunov functional as 
K(%Yt,4 = I-L J oz f(e) 4 + f(z)?4 + f ww2 + /‘s(C) 4 + kw 
+:22+X 
0 
J J 
t 0 
J J 
t 
y2(e) deds + 6 ~~(0) de ds, 
-r(t) t+s -r(t) t+s 
(2.3) 
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where CL, X, and b are positive constants which will be determined later. Thus, from (2.3) 
and (2.2), 
g V, (a yt, a) = f’(z)y2 + w2 - pm(y) - az2 + (PY + z) 
J 
t f'(X(S))Y(S) ds 
t-r(t) 
J t + (PY + 2) g’(y(s))z(s) ds + Xy2r(t) + Sr2r(t) (2.4) t-r(t) 
- x (1 - W) ll,,,, y2(e) de - 6 (1 - r’(t)) i,,,, 9(e) de. 
Suppose If’(z)1 I L, ]g’(y)I 5 M, and using 22~21 < u2 + v2 we obtain 
$ vl (xt, yt, a) I f'(S)Y2 + PZ2 - PYdY) - c-a2 + $ Y2W + $ 
J 
t 
~~(4 ds 
t-r(t) 
L L t 
+ 5 Z2W + ;z 
J t_r(t) 
y2(s) ds + $ y2r(t) + $ 
J 
t 
z2(s) ds 
t--T(t) 
+ f z%(t) + F 
J 
t 
z2(s) ds + Xy2r(t) + 6z2r(t) 
t--T(t) 
- x (1 - r’(t)) L,(t) y2(e) de - 6 (I - 7-‘(t)) ll,,,, z2(e) de. 
(2.5) 
Assume that sup{f’(~)} = c > 0, r’(t) 5 p, 0 < 0 < 1, g(y)/y 2 b > 0, y # 0, ab - c > 0, and 
since r(t) 5 y, then 
$v& a- ( L p-y-+5y z2- > ( pb-c- ~y_~y_xy y2 > 
+ 
{ 
4 + F - (l-p)x II t Y%) ds t-r(t) (2.6) 
+ 
1 
+ + 9 - (I- P)s) ~~,(,) z2(4 da. 
We can take ~1 = (ab + c)/2b > 0, A = (l/(1 - P)) (L/2 + &/2) > 0, 6 = (l/(1 - P)) (M/2 + 
Mp/2) > 0 so that 
$v&- -- 1 ab - c 2b L(l - P) + M(2 + CL - P) y 2P - PI z2 
ab - c - -- 
2 
P(L + M)(l - P) + -W + cl) y 
2(1 - P) 
y2, 
Therefore, if 
y < min (ab - c)(l -P) (ab - c)(l - P) 
b{L(l - p) + M(2 + CL - P)}’ P(L + M)(l - P) + L(1 + /-‘) 3 ’ 
we have 
$ hh,Yt, 4 I --cy (Y2 + z”) , for some (Y > 0. 
Bv 4 VI (xt. ut. z+) = 0 and svstem (2.2). we can easilv obtain: x = u = z = 0. 
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Considering f(z)sgnz > 0 for z # 0, we obtain 
5 
P J 0 f(t) 4 + f(X)Y + f WY2 + J Y o 9(C) 4 + PYZ + f z2 
J 
2 
>P 
0 
f(E) d[ + f(s)y + f /my2 + ; by2 + PYZ + ; z2 
for y # 0. 
But a - p = (ab - c)/2b > 0, pb - f’(z) 2 (ab - c)/2 > 0, and hence, we can easily check that 
VI (q, yt, zt) satisfies Condition (i) of Lemma 2. 
Therefore, by Lemma 2 we have the following theorem. 
THEOREM 1. If a > 0, 0 5 r(t) 5 y, r’(t) < p, 0 < p < 1, f(z)sgnz > 0 for z # 0, 
g(y)/y > b > 0 for Y # 0, sup{.?(z)) = c > 0, ab - c > 0, and there exist an L > 0, M > 0 with 
If’(z)/ < L, lg’(y)I 5 M, then the zero solution of (1.1) is asymptotically stable, provided that 
y < min (ab - c)tl - P) tab - c)(l - P) 
b{L(l - ,0) + M(2 + P - P)}’ P(L + M)(l - P) + L(1 + P) I ’ 
where p = (ab + c)/2b. 
3. THE BOUNDEDNESS OF SOLUTIONS 
First, consider a system of delay differential equations 
5 = F (t, &) , q = z(t + B), --T < 0 I 0, (3.lj 
where F : R x C + 82” is a continuous mapping, and takes bounded sets into bounded sets. 
The following lemma is a well-known result obtained by Burton [4]. 
LEMMA 3. Let V(t, 4) : !R x C --f !I? be continuous and locally Lipschitz in 4. If 
6) Wl~(t)l) L V(t,%) I w~(lff(t)l) + wdJ,“_, Wl~(s)l)ds), and 
(3 i/i~.~) 5 -&(l3(W + M, f or some M > 0 where W(r), W, (i = 1,2,3) are wedges, 
then the solutions of (3.1) are uniformly bounded and uniformly ultimately bounded for bound B. 
Now, we will consider the boundedness of the solutions of equation (1.1) by using this lemma. 
We assume that p(t) is bounded with bound m and the conditions of Theorem 1 hold. Equa- 
tion (1.1) has an equivalent system 
j: = y, 
lj = z, 
i = -az - g(y) - j(a) + J t f’(z(s))y(s) ds + t-r(t) J ,l,,,, g’(Y(s))z(s) ds f p(t). 
(3.2) 
Consider the function 
V = Vl(QrYt,Zt) +E&,Yt,Zt), 
where Vl(zt, yt, zt) is defined as (2.2) and V,(zt, yt, zt) defined as 
(3.3) 
Vz(%Yt,&) = a2 J oz f(t) dt + ; (ab - c)z2 + af(z)y + ; y2 
+ (ab - c)z(z + uy) + f (z + a~)~. 
(3.4) 
(9.E) 
ILI\~" t ‘U) + l”pq~ - 4’D) + Ifil \uLz” + tu7’) + 
(7)-L-? 
SP (s& St ,~_-+d_L_z 3-v ?e A! -PM-I) - 1 > 
(7)-w 
SP (s) ,fi 
7 /I 7$-$7 z ___$_+(d_~) - 3 - qv > 
QolI + 7) & + (~)/eJ - sv) - 
zR LJyL- 
( 
L’TZ_Ly_LZ_LZ__ - Z 
ZV ZV j2JTl 771 a--qv > 
$ LJ+L7~_L9_L5_Ly_ 
( 3 - qv > 
- > (‘r’?fi;lQ; 
u!slqo ahi ‘(9.E) pm ‘(y E) ‘(E’F) uxoq ‘aloJaraq;L 
(7&--t 
'SP (s) zz 
0 M14+ L+J&- + 
&1 
p Jv2r” 3 - qv ) 
SP (s) Zfi 
SC 
7z+ z+7- z + 
1 zv 7” 3 - qv > 
p”(W + 7) $- + zwt! + 7) 5 + 
@(E\r + 7) $--+ + ‘ULp + 210 + 
pp+ - q?l) + (z)Jz(a - q?J)- 3 (vz ‘%‘kc)Z~ $ 
an’eq aM zfi + Zn 5 nnz Bu!sn pus ‘L 5 (?)J ‘0 < 3 = {(z),J}dns ‘w 5 I(ci),Sl ‘7 5 I(x),jI axus 
(1)J--7 
.SP (s)z((s)fi),~ / (fiv + z)v + sp (syq(s)s),E “‘“-1 (fiv + z)v + 
(3A SP WW~),~ 
3 s 
w-1, x(3 - n*) + SP wfi((w,s 
/ qz, - qo) + 
7 
ULIA’I) + 211) + p$LL(3 - q?l) + ,fi{(5),j - 3) v - (2)J2(3 - qv)- > (‘2 ‘vi ‘?c)Z/l 7 
‘0 # fi ‘0 < q 7 fi/(fi)6 aau!s ‘UyqO aM (Z’E) P” (P’E) m0-g OSI’tr 
(YE) 
(7)J--7 
%I4 + IW + SP (s)z* 
7 11 P(~-~)-~+~ + > (3)-w 
SP (s) ,fi I-{ u(d - 1) - &- + ; + ? > 
,li Ly-LZ 
( 
-L&-A_ - 
w 771 D-q0 > 
zz Lq-L.z-L--- 
( 
Z qz 
Jw 7 3 - qv > 
- 5 (72 L?RC?Z)Q $ 
199 
Pu!J aM (Z’E) Pue ‘(9’Z) ‘(E'Z) ~O+l 
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Suppose that f(x)/2 2 c, > 0 for x # 0. Then 
$ V(Xt,Yt,Zt) L - [Y-{ J+i(L+M)(l+a) y } lz2 
- [T - {x + ; (L + M) (/A + c?)} 71 y2 
- 
( 
(ab - c)(c, - y 7) x2 
- (1-0)X- 4 (l+p+&c+o+az)}/i 
{ 
~~(4 ds 
t-T(t) 
- (l-/3)6-; (l+p++ab-c+a+a2) 
1 IS t;Tctjz2(s)ds 
(3.7) 
+ (pm + u2m) (yl + (cd - c)mlxl + (m + am)IzI. 
LetX=(L/2(1-~))(1+~++ab-c+a+a2)>0,~=(1M/2(1-~))(1+~++ab-c+a+u2) >O. 
When 
y < min 
1 
2c0 (a6 - c)(l - P) - 
LSM’bM(1 -t~+uab-c+u+u2)+b(L+M)(l +a)(1 -@)’ 
(ab - c)(l - P) 
> 
(3.8) 
L(1+/I+ub-c+u+u2)+(L+M)(~+a2)(1-~) ’ 
we get 
; V(zt, Yt, zt) I --cy (x2 + Y2 + 2”) + WI4 + IYI + 14) 
= -4 (Lx” + y2 f z”) - $ ((1x1 - k)2 + (Iyl - k)2 + (IZI - k)2} + $k2 
5 -; (x” + y2 + z”) + f I?, for some lc,ar > 0. 
Thus, Condition (ii) of Lemma 3 is satisfied by taking Ws(r) = ((r/2) r2 and M = (3cx/2) k2. It 
can be shown that V also satisfies Condition (i) of Lemma 3 using techniques similar to what 
has already been demonstrated. So, by Lemma 3, we have the following theorem. 
THEOREM 2. If the conditions of Theorem 1 hold, and f(z)/x 2 c, > 0 for x # 0, Ip( < m, 
then the solutions of system (1.1) are uniformly bounded and uniformly ultimately bounded, 
provided that y satisfies (3.8), where p = (ab + c)/2b. 
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