We present the first polylog-competitive online algorithm for the general multicast problem in the throughput model. The ratio of the number of requests accepted by the optimum offline alaorithm to the exoected number of reauests accepted by our algorithm is O(jlog n + log log M)(log n + log M) log n), where M is the number of multicast groups and n is the number of nodes in the nraoh. We show that this is close to optimum by presenting-an*R(log nlog M) lower bound on this ratio for anv randomized online algorithm against an oblivious adversary, when M is much lar&r than the link capacities. Our lower bound applies even in the restricted case where the link capacities are much larger than bandwidth requested by a single multicast. We also present a simple proof showing that it is impossible to be competitive against an adaptive online adversary.
nlog M) lower bound on this ratio for anv randomized online algorithm against an oblivious adversary, when M is much lar&r than the link capacities.
Our lower bound applies even in the restricted case where the link capacities are much larger than bandwidth requested by a single multicast. We also present a simple proof showing that it is impossible to be competitive against an adaptive online adversary.
As in the previous online routing algorithms, our algorithm uses edge-costs when deciding on which is the best path to use. In contrast to the nrevious comnetitive aleorithms in the throughput modei, our cost is-not a dir&t function of the edne load. The new cost definition allows us to decouple the e&cts of routing and admission decisions of different multicast groups.
Introduction
Future high-speed communication networks such as ATM will use bandwidth-reservation in order to achieve Quality of Service (QoS) guarantees. Given a request for a Virtual Circuit (VC), the router has to either accept or reject this request and, if it decides to accept it, allocate the requested bandwidth along a path connecting the endpoints of the VC.
In case of multicast requests, the bandwidth has to be allocated along a tree spanning the nodes participating in the multicast group. In the general case, a multicast request specifies the user (endpoint) and the multicast group that this user wants to participate in. The router should either reject the request or accept it and allocate bandwidth along a path connecting the new endpoint with the already existing tree for this group.
In this paper we present the first polylogcompetitive algorithm for the general multicast problem. Our algorithm is randomized since it is impossible for any deterministic algorithm to achieve polylog competitive ratio. The ratio of the number of requests accepted by the optimum offline algorithm to the expected number of requests accepted by our algorithm is O((logn+loglogM)(logn+logM)logn), where M is the number of multicast groups and n is the number of nodes in the graph. If each vertex is allowed to serve at most one multicast group, the competitive ratio simplifies to O(log3 n). specifies its holding time upon arrival. It is impossible to achieve polylogarithmic competitive ratio if the holding times become known only upon termination of the circuit [6, 191. Routing in a probabilistic model where there are assumptions on the distribution of call arrivals times and source-destination pairs was considered in [15] . The results in this paper are incomparable to the results mentioned above since they are based on the edge-independence assumption stating that the random variables describing instantaneous load on edges are independent. This assumption is not satisfied in general topology networks. The randomized model without the independence assumption was considered in [13] . In the case where the durations are exponentially distributed and the arrivals are Poisson with unknown rates, their algorithm achieves a (1 + c) competitive ratio, where E depends on the ratio of the minimum capacity to maximum bandwidth of a single VC. Both [4] and [13] assume at least logarithmic ratio between maximum VC bandwidth and minimum link capacity. Similar results without this assumption were developed for special network topologies (see e.g. [17] ).
All of the above algorithms are related to the (offline) combinatorial approximation algorithms for multicommodity flow 116, 18, 20, 141. As in these algorithms, the basic idea is to assign each edge a cost that is proportional to an exponent of the congestion on this edge, and try to route along short paths with respect to this cost.
Multicast
Routing The techniques in the above mentioned papers can be used to solve several restricted multicast problems in the throughput model. In particular, [4] shows that if the participants in a single multicast group arrive together( "batch arrivals"), and the accept/reject decision is for the whole multicast group, it is possible to achieve O(logn) competitive ratio. Roughly, the idea is to route the multicast request along a minimum-cost Steiner tree instead of along a shortest path. The case where we keep the restriction of batch arrivals, but allow rejection of some of the group members and acceptance of others can be solved by replacing an approximation algorithm for Steiner tree with an approximation algorithm for the k-MST problem. The first polylogarithmic and constant factor approximations for this problem were presented in [2, 81, and a S-approximation algorithm was given in [ll] . This algorithm is relatively slow and is using polynomial number of calls to an approximation algorithm for the Prize Collecting Traveling Salesman problem [12] . The technique developed in this paper can be directly used to reduce calculations to a single call to the Prize Collecting Traveling Salesman algorithm.
Recently, Awerbuch and Singh [5] have shown how to combine the "winner-picking" technique [3] with the techniques in [4] to achieve ,a polylog competitive ratio for the case where members of each multicast group arrive sequentially, i.e. the size and membership of the group is unknown upon its creation. Their algorithm can deal only with the nowinterleaved case, i.e. when all the members of a particular multicast group arrive before a new group can be created.
The algorithm in [5] is not applicable in the general case, where the arrivals of requests belonging to different multicast groups are interleaved. The main problem is that this algorithm depends on the fact that, at every instance, the algorithm is dealing with the construction of only a single multicast tree and all accept/reject decisions with respect to all existing multicast groups are already known. As in [4] , the algorithm in [5] uses edge costs that are exponential in the current link load. One of our contributions is a new definition of edge-costs that are independent of the specific accept/reject decisions made with respect to each multicast group. This decoupling between multicast groups is what allows us to generalize the algorithm in [5] and to combine it with techniques in [4] to achieve a polylog competitive ratio for the general multicast problem.
Lower Bounds A natural question to ask is if it is possible to make the competitive ratio independent of M, the number of multicast group. We address this issue by showing a lower bound of 52(log M log n) when M is much larger than the link capacities. This is the first bound for this problem that is stronger than R(logn) and that works even if we require that the bandwidth requested by each multicast is significantly smaller than bandwidth of a single link.
A similar lower bound for the case where a multicast is allowed to request a constant fraction of a link bandwidth was shown in [3] . For the case where a multicast can request bandwidth equal to bandwidth of a single link, a polynomial lower bound was shown in [7] .
It is interesting to note that the algorithm presented in this paper works even against a semi-oblivious adversary, i.e. the adversary is allowed to look at the tree used by the online algorithm to service a multicast group only after all the requests for that group have been processedl . We show that no algorithm can do well against an adaptive online adversary.
In Section 2 we introduce the model and the terminology. Section 3 describes the algorithm, and Section 5 presents the proof of the competitive ratio. Lower bounds are presented in Section 9.
'A semi-oblivious adversary is at least as powerful as an oblivious adversary.
Model and Definitions
A request to join a multicast group specifies the group, the node that wants to join, and the amount of the requested bandwidth.
The multicast routing and admission algorithm can either reject this "join" request or accept it and allocate the requested bandwidth along some path from the new node to the current tree associated with the requested multicast group. The algorithm is not allowed to allocate above link capacity.
We model the network as a capacitated graph with n nodes and m edges. For simplicity, we will assume that all edges have capacity u and all requests are for unit bandwidth.
We also assume that the number of multicast groups M is known in advance. The issue of removing some of the assumptions is deferred to Section 8.
We also assume that u 2 logp, where ~1 is a parameter that is polynomial in n, M defined later. ' We assume that multicast groups, once established, never leave. The case where each multicast group has a "holding time" will be addressed in the full version of this paper.
The Algorithm
The online algorithm can be viewed as consisting of L = log n + log M "virtual" algorithms for each one of the M multicast groups. We call these algorithms virtual because the routing and accept/reject decisions of these algorithms are not implemented. Instead, they only modify internal data structures and, in particular the cost associated with each edge. The description of the cost computation is deferred to Section 4. For now, it is sufficient to assume that each edge has an associated cost that is deterministic, depends only on the input sequence of requests, and is monotonically non-decreasing in time.
The jth virtual algorithm associated with the ith multicast -VAi,j -is shown in Figure 1 . The goal of VA,,, is to build a tree Ti,j. This tree spans some of the nodes that requested to be added to the ith multicast group and that are already spanned by trees Ti,k, for Ic < j. In other words, a request is first generated at VAi,i; if it immediately gets added to Ti,l, it is passed on to VAi,s, etc.
Each request to join the ith multicast group is considered as a potential unit of profit, and the virtual algorithms use ("consume") this profit to "pay" for their trees. VA,,j can expand its tree Ti,j by adding a subtree only if it can pay for this subtree. We will refer to these subtrees as 'Lfragments". As payment, VAi,j can use only the profit that is on the nodes of this subtree and that was not used by VAi,k for k < j (This is denoted by PROFITi,j(V) in Figure 1 ). More precisely, VAi,j monitors the profit passed from VAi,j-1. Each time it gets K units of profit at some node v, it adds 7~ tO PROFITi,j(V).
It then tries to find a fragment that includes v such that the ratio of the unused profit associated with nodes of this fragment plus K' is at least d=dT . & times the cost of adding this fragment to Ti,j, where dT = l/(m~) and n' 5 PROFITi,j(V).
The goal ofthe algorithm is to minimize x'. This subtree is added to the Ti,j, d times the cost of this tree is "consumed", and the rest of the profit (in fact, at most one unit) on the newly added nodes is bequeathed to Vi,j+l.
Observe that, since costs are increasing, the total profit used to construct Ti,j is bounded by its final cost divided by d. Since VAi,j builds its tree in an online fashion, there might be a larger (in terms of the spanned nodes that requested participation in ith multicast) tree that can be constructed offline using the same profit.
In Lemma 5.1 we show that this "loss" is not very significant. Also, note that the only way virtual algorithms dealing with different multicast groups interact with each other is through edge costs. Another important property is that for all j, the vertices which contribute towards the profit collected by VAi,j are a subset of the vertices that contribute towards the profit collected by VAi,j-1.
The "real" algorithm is shown in Figure 2 . For each multicast group, it randomly chooses one of the virtual algorithms and implements the construction of the tree built by this virtual algorithm. We set the probability of choosing VAi,j to pj = /3.2j, where /3 is chosen such that C,"=,pj = 1.
Observe that if the i-th real algorithm has chosen VAi,j for a specific multicast, it does not get the profit for the requests that were taken into account when VAi,j was constructing its tree. Instead, it will get the profit for the later requests. In particular, it will get the profit that was inherited by VAi,j+i.
Edge Costs
Our algorithm can be viewed as a generalization of the algorithm of Awerbuch and Singh [5] . The main conceptual difference lies in definition of edge costs. In this section we define the cost metric and the way it is updated as a result of each new request. The cost metric is updated by the virtual algorithms and hence is deterministic.
ZThis requirement corresponds to a similar requirement in [4].
A Initialization (Si is the root of the i-th multicast):
1 Ti,j t{si}-2 for all u PROFITi,j(U)tO.
USED-PROFITij(U)tO (USED-PROFITi,j is used only for the analysis, specifico2ly in Lemma 5.1) B Invoked due to receiving profit ?r at node v from VAi,j-1 (VAi,o is invoked with unit profit due to a join request at node v):
+A.
Contract
Ti,j to a single vertex s.
3 Find smallest ~'5 PROFITij(V) such that 3 tree S with the following properties:
(i>v
4 if such A' found 4.1 Let S be the tree which satisfies the conditions in Step 3.
PROFITi,j(V)tO.
Uncontract
Ti,j; Ti?j tTi,j U S. 4.5 Update the cost of each edge e E S. 4.6 Pass profit K at node v to VAi,j+l.
Figure 1: The j-th Virtual phase of the i-th Real algorithm. Recall that d is the density value defined at the beginning of Section 3.
2 FO~~OU the computation of VAi.7; and whenever an edge gets added to Ti,qi, add that edge to the real tree being used to service the i-th multicast group.
Figure 2: The Real algorithm for multicast group i.
The online algorithm constructs the cost metric as it goes along. When profit propagates from VAi,j-i to VAi,j, we consider this an "event".
An event might cause VAi,j to consume some profit and update its tree Ti,j.
Let c=(k) denote the cost of edge e after the k-th event. When the kth event occurs, the virtual algorithms use costs ce(k -1) for making their decision. These decisions are then used to compute cc(k) in a deterministic fashion.
Let f = (qi,... ,r]M) represent the indices of the virtual algorithms chosen for the M multicasts. Also, let pq represent the probability of making this sequence of choices. Define the load on an edge as l/u times the number of trees it was used in by the real algorithm, and let Xyl (k) represent the load on edge e after the first k events have occurred, where 1 represents the choices made by the Real algorithms. Since the random choices of the Real algorithms for different multicasts are independent, p,-= n$!', P,,~.
Let ~~(0) = u for each edge e. Suppose costs c(0) to CLAIM 4.1. The cost cc(k) is the expectation of the quantity u$'=(") where X,(k) is a random variable representing the load on edge e after k events.
Proof of competitiveness
In order to prove the competitive ratio, we will divide the multicast groups into "profitable" and "unprofitable", based on the cost of the optimum trees for these groups with respect to the cost metric constructed by our algorithm.
Here, by optimum trees we mean the trees constructed by the optimum offline algorithm.
Consider the ith multicast group, and let the number of requests satisfied by the optimal offline algorithm be r*(i). Similarly, let r(i) be the profit obtained by the online algorithm. Let w*(i) be the cost (in the final cost metric) of the tree Tz used by the optimum algorithm to service multicast group i. We call a multicast group profitable if the optimal's tree for this multicast group has a high profit to cost ratio in the final cost metric: c(k-1) were already computed. Then cc(k) is computed as follows. ii We use the santities R* and R to represent
The value of ~1 is set to 477~~ log2 M. The reason x2', r*(i) and Ci=1 r(i), respectively. Let P and U for this value will become clear in Section 6. Observe represent the set of profitable and unprofitable multicast that, given c, the expression Xy' (k) is deterministic, groups, respectively. Also, we define R> = CiEp r*(i) and hence the costs cc(k) are deterministic as well. and R; = CiEVr*(i) = R' -R>.
Define X!"') (k) as indicator variables, with X$j(k) We first show (Lemma 5.2) that the online algobeing 1 if edge e is used by VAi,j during the first k events rithm obtains almost as much profit from profitable and 0 otherwise. Notice that Xii")(k) groups as the optimal solution. Then we show that the are deterministic quantities. Now, X?)(k) = (l/u) . Cz, Xii'"') total profit obtained by the online algorithm can only be (k). We poly-logarithmically smaller than optimal's profit from can use this to rewrite the cost cc(k): unprofitable groups. To prove the latter claim, we take an indirect route. We use capacity constraints to argue
that the quantity mR& is bounded by the sum of the final costs of all edges (Lemma 5.3). Finally, we bound rj i=l the final costs in terms of the expected profit obtained by the online algorithm (Lemma 5.7).
Interchanging the order of the summation and the product, we get
The above representation gives an easy way to compute cc(k) efficiently. Since only one of the sums changes during any event, the online algorithm can recompute that sum and obtain the new costs.
The following claim follows from the way we construct the cost metric.
Consider the quantities PROFITi,j(V) and USED-PROFITi,j(V) at the end ie. after all requests have been received.
For any set X of vertices, Pi,j(X) = x,,ex Pi,j(u). The definitions Of PROFITi,j and USED-PROFITij are similarly extended. Following lemma is similar to a lemma in [5] . Our proof is different in order to allow us to show that the algorithm can be implemented in polynomial time. It also gives better constant factors. LEMMA 5.1. Pi,j(TT) 5 3w*(i)dlogn. Proof. We first bound the quantity PROFITi,j (T;). This contribution comes from nodes in Ti* which do not belong to Ti,j. The profit consumed on these nodes by to T* nTi,j is at most 2w*(1:)dlogn. This completes the VAi,j must be-at most w*(i)d, else these nodes would proof of this lemma.
n have formed a fragment on their own and been added to Ti,j. It is easy to see that, for profitable multicasts, the Now we bound USED-PROFITi,j(Tz). This contriprofit obtained by our online algorithm is high:
bution comes from nodes that belong to Ti,j. Recall LEMMA 5.2. R L G/2. that VAi,j acquires Ti,j in tree fragments. Consider an Eulerian tour D of T*. Let a segment of tour D be a Proof. Since there are L levels, Lemma 5.1 guarantees maximal contiguous piece of D such that all edges of the that the total wasted profit for multicast group i is at segment belong to the same fragment of Ti,j-Initially, most 3Lw*(i)dlogn. Plugging in d = dT . & and all segments are marked active. If two consecutive acusing the fact that i profitable implies that r*(i) > tive segments on this tour belong to the same fragment, @w*(i), we obtain a bound of r*(i)/2 on the wasted they are merged together along with the portion of the profit. Therefore, r(i) 2 r*(i)/2 for all profitable groups . tour between them to form a single segment. Let t(s) z. Summing over all the profitable groups, we get the denote the event at which the edges of segment s were desired result n added to Ti,j.
Having bounded the profit from the profitable Furthermore, we define a pred and Succ relation on groups, we now concentrate on the unprofitable groups. active segments such that pred(s, 0) is the predecessor Recall that c, is the cost of edge e at the end i.e. after of s in tour D and succ(s, 0) is the successor of s in D. all the events have taken place, and that the costs are Let Do = D. For h 2 1, let 3th = {s is an acnon-decreasing in time.
tive segment of Dh--l,t(~) < t(pred(s,DheI)),t(s) < LEMMA 5.3. mR; 5 C, c, t(szzc(s,Dh-I))}.
Let Lb denote the remaining segments of Dh-1, and let Dh denote the tour Dh-1 with Proof. Omitted. n each segment in Lh marked inactive. The segments in Let wj(i) represent the cost incurred by VAi,j in '% remain active in Dh-AS mentioned above, consec-constructing the tree Ti j. In &her words, each tree utive active segments are merged if they belong to the f ragment same fragment. Considering that D visits every node twice it follows E(r(i)) 2 5PjTj (i)P Summing over all values of h it follows that the profit consumed by VAi,j from all nodes which belong E(w(i)) = &jwj(i)
j=l j=l Thus, we have
cl. E(w(i)) 5 PE(r(i)) +p~n(i).
Now notice that ri(i) can be at most n, since each request brings in one unit of profit, and there can be at most n requests for a single multicast group. Also, pl '& 2j-1 = 1, which implies that p1/2 < 2-L. Substituting L = logn + log M, we obtain E(r(i)) 2 (d/S)E(w(i)) -&.
We remark that in this proof the fact that the VAs are deterministic is quite crucial; otherwise, the profits rj (i) would be conditioned on the random choices made by the real algorithms and the above argument would break down completely. n Now we prove that if the expected cost of the constructed trees is small, then the total cost of all the edges is small as well. But first, we need to prove the following technical lemma. Roughly speaking, this lemma implies that if an event caused an edge to be used by one of the trees, the increase in the cost of this edge is proportional to its current cost.
Consider an event k that caused VAi,j to augment its tree, and let Ek represent the set of edges of the newly added subtree.
LEMMA 5.5. For all e E Ek, cc(k) -ce(k -1) 5 %pjc,(k-1).
For the edges e $ Ek, cc(k) = ce(k-1). Proof. Omitted. Proof. Let A,(k) = cc(k) -ce(k -1) represent the increase in cost on edge e during the kth event. Clearly, c, = ~~(0) + XI, A,(k) where the summation is over all events and ~~(0) = u for all edges e. Now, let VAi,,j, be the virtual algorithm that updates its tree during event k. Lemma 5.5 implies that C(G-U) I (log~/u) C CPj C C ce(k-1). As we will show below, E(R) 2 1. Therefore, the above inequality can be rewritten as $E(R) 2 E(W). Using Lemma 5.6, and the fact that mdTv = 1, we obtain -&? I %. iE(@ + mu e = mlogp TE(R)+ -?-1% IJ
To complete the proof, it remains to show that the first u/logp requests are always accepted, i.e. E(R) > u/ logp. Suppose the first k < u/ logp requests have been accepted. As a result, the load 'on each edge is no more than k, and the cost of servicing the next request can be at most mupk/" < mull& = 2mu. By construction, the profit needed to pay for this cost is at most 2mud 2muL-1 1 = = ~ mu 6L log n 3L log n Thus, the unit of profit brought by this request is enough to pay for extending the trees of all VA algorithms dealing with the corresponding multicast group. Thus, this request is going to be accepted by the real algorithm as well. In other words, if there are less than u/ logp requests generated by the adversary then the Real algorithm accepts them all and has a competitive ratio of 1. Else, R (and therefore E(R)) is greater than u/ logp, which completes the proof of the claim. In the previous section we showed that the algorithm accepts a significant fraction of the requests accepted by the optimum offline algorithm. It remains to show that our online algorithm does not overflow the available capacities. To that end, we set p = 4m6 log2 M. Note E(xi wi)), which completes the proof.
n that, by Theorem 5.1, this implies that we get an O(log n(log n + log log M) (log n + log M))-competitive algorithm.
For the special case where each node is allowed to serve at most one multicast group, we clearly have an 0(log3 n)-competitive algorithm.
We now show that the above value of p is sufficient to ensure that the capacity constraints are never violated with high probability.
LEMMA 6.1. For any edge e, the cost ce does not exceed u/P. Proof. Suppose c=(k) > u$/2-11u for some k. Since p = 4m6 log2 M andu>logp,wegetc,>um310gM.
Since maximum profit of a single tree fragment is n, this cost is above maximum profit divided by d. Thus, this edge will never be used again by any VA. The claim follows from the fact that during any one event, cc(k) can increase only by a factor of $i". n LEMMA 6.2. With probability at least l-l/m2, no edge violates its capacity constraint.
Proof. Claim 4.1 states that c, is equal to the expected value of the quantity u@, where X, is the final load on an edge. The event X, 2 1 implies that upxe > $12E (&) .
Using Markov inequality, the probability of this event happening is at most ~~'1~ < l/m3. Therefore, with probability at least 1 -l/m2, all edges satisfy the capacity constraints.
n If the algorithm tries to exceed capacity of an edge, we terminate it. Lemma 6.2 guarantees that this does not affect the competitive ratio given in Theorem 5.1.
Implementation of the algorithm
There are two issues we need to address to make our algorithm run in polynomial time. First, in
Step 3 of VAi,j (Figure l) , we need to compute the minimum profit r' needed out of the new request to create an appropriate tree fragment. Second, we need to provide a polynomial time approximation algorithm for finding the fragment in Step 3 of VAi,j, given I?.
The first problem can be solved by doing a binary search to determine K'. It is sufficient to compute I? with precision of d. In the full version of the paper we show that, given a value for r', a sufficiently good approximation to the fragment can be obtained by a single invocation of the prize-collecting Steiner tree algorithm of Goemans and Williamson [12] . This is based on the following lemma. Suppose the prize collecting algorithm is run with penalties A, where n(u) = PROFITi,j(U)/d if u # v, and r(w) = #/d. Let T be the tree returned by this algorithm with cost w and profit T. The Lemma above is sufficient to prove Lemma 5.1 with a different constant. Roughly speaking, all that is needed is so show that if at Step 3 of the algorithm it is possible to find a t:ree fragment T' such that r(T') > 2dw(T'), then we will find a fragment T" such that r(T") > dw(T') and r(T") 5 2r(T').
The rest of the lemmas go through with slightly larger constant factors.
Relaxing some of the assumptions
Iri the final version of the paper we discuss how to relax some of the assumptions made in Section 2. In particular, using techniques similar to those in [4], we show how to handle the case where t,he bandwidth requirements of different multicast groups and the capacities of the edges vary arbitrarily. As before, this requires a restriction on the ratio between the smallest edge capacity and the largest bandwidth used by a single multicast. We also show how the competitive ratio is affected by allowing different multicast groups to have different profits, again similar to [4] . Further, we show that we do not need to know M in advance.
Lower bounds
The competitive ratio of our algorithm holds against a semi-oblivious adversary -the adversary is allowed to look at the multicast tree generated by the online algorithm but only after all the requests for that multicast group have been processed. The next obvious question to ask is whether any algorithm can work well against a more powerful adversary. We answer this question in the negative in this section.
9.1 Against an oblivious adversary A lower bound of log n for the problem studied in this paper immediately follows from [4] . The challenge in the online multicast problem is to decide which requests to service ("winner picking") and how to route a request ("online routing"). We now show how to combine a lower bound for winner picking [3] with the lower bound for online routing [4] to achieve a lower bound of 1ogM logn for the online multicast problem. This is the first lower bound stronger than log n for the online multicast problem if the bandwidth requested by each multicast can be significantly smaller than bandwith of a single link. M mtilticasts are created, but both the online and the offline algorithm are just allowed to pick one. A multicast consists of at least one and up to 1ogM classes, each class consisting of c requests for some parameter c. Half of the multicasts, chosen randomly from all multicasts, consist of exactly c request. One fourth of the multicasts, chosen randomly from the remaining half of the multicasts, consist of exactly 2c request, etc. Thus, the expected profit of online is 2c, while the expected profit of offline is clog M.
The lower bound for online routing works in phases: There are logn+l phases, with the "profit", i.e. number of requests, doubling in each phase. It can be shown that there must be a phase such that the expected profit that online has received so far is at most 2/ logn of the profit that is available in the current phase. In this phase, offline services all the request, i.e., takes all the profit, and the sequence of requests terminates.
We show next how to combine these two bounds. To simplify the presentation we assume that all demands and all edge capacities are 1, but it is permissible to satisfy a fractional demand and obtain a fractional profit (the profit for a multicast group is the product of the satisfied demand and the number of satisfied requests). We explain later how this result carries over to our model.
We restrict ourselves to values of M such that &i > log M. Consider the graph G on n + 2 vertices which is defined as follows. The vertex set is {T, z, Q, . . . , v,}. There is an edge from r to z, and there is an edge from 2 to each of ur . . . v,. For convenience, define M = Mllogn and N = n/log M. Notice that the restriction we have placed on M implies that N > fi.
The adversary operates in at most log N phases: we describe the i-th phase, 1 5 i 5 log N. In phase i the adversary divides the vertices 01 . . . v, into classes of size 2i-1. Notice that there must be at least log M classes. The adversary then generates M multicasts, each with r as the root. The requests for these multicasts will be non-interleaved.
For each multicast, the adversary generates a request at each of the nodes in the first class. Then the adversary flips a coin. If the coin toss is a Head (ie. with probability half) the adversary moves on to the next multicast. Else, it generates a request at each node in the next class, flips another coin, and repeats the same process again. If requests have been generated at log M classes for the same multicast, the adversary moves on to the next multicast. At the end of all M multicasts for this phase, the adversary moves on to the next phase. Notice that setting the class size to 2i-1 is equivalent to doubling available profit by 2 for each phase.
Let c(i) be the capacity on the edge (V-,X) used by the online algorithm during phase i. Also, let p(i) be the profit obtained by online during the i-th phase. Let p*(i) and c*(i) be the corresponding quantities for the solution generated by the oblivious adversary. Notice that Cic(i) can be at most 1. Define S(k) = & Cl<i.,k E(p(i)). The total expected profit obtained --by the algorithm in the first Ic phases is 2"S(lc).
The following two claims now hold:
Proof. Suppose the online algorithm decides to satisfy a fractional demand of x for a specific multicast in the i-th phase. The cost incurred is z. Suppose that this commitment is made by the algorithm after the j-th request for this multicast group comes in. Then the expected profit from this multicast group is 2i-1 .x CjsjlIM 2jl-j < 2ix. Now we sum this up over all the multicast groups in phase i to get the desired result. n CLAIM 9.2. During any phase i, the adversary can ensure that E@*(i)) > v2ic*(i).
Proof. During phase i, the adversary can pick the multicast with the maximum number of classes of requests. Let P'(i) denote the probability of this number being less than i. Now, P<(i) = (l/2 + l/4 + .21-i)M = (1 -21-i)M, for i < log M. Clearly, &($logM) < l/3 .3 This tells us that the expected number of classes is greater than v.
To complete the proof of this claim we observe that each class in the i-th phase has 2i-1 requests.
n We now prove that there exists a phase k such that the total expected profit obtained by the online algorithm during the first k phases is no more than 2"+l/logN. Suppose this is not true. Then, S(i) > 2/lag N for all i. In particular, Cr<i<logN S(i) > --2.
But Ci S(i) = Ci J%(i)) &<logN & I --2 Ci E(p(i))/2i. Using Claim 9.1, we have xi E(c(i)) > 1. But this is a contradiction, as the online is not allowed to overflow capacities. This proves the existence of a phase k with S(k) 5 2/lag N.
The oblivious adversary cannot see the coin tosses of the online algorithm but it can compute in advance the quantities S(i). Having found the value k guaranteed by the above argument, the adversary stops after phase k and does not generate any more multicast requests. The adversary also generates a 'good' solution as follows: It does not satisfy any demands in the first k -1 phases, and in the last phase, it uses up the entire edge (r,z).
3This is a very loose statement.
P< (8 log M) is much,much smaller, but we do not need a stronger bound. Now from Claim 9.2, E@*(k)) 2 2k-2 log M. The total expected profit obtained by the online algorithm is 2"S(k) < 2'+l/ log N. This gives a lower bound of R(log A4 log N) on the competitive ratio of any online algorithm. Since N > + and M = Mllogn, this is also a R(logM logn) lower bound.
In the above analysis, we assumed that fi > 1ogM. This is not a very restrictive assumption, because for IogM > 6, our proof shows that the competitive ratio is already as bad as Q(A). Now we adapt this lower bound proof to our model. Assume that the capacity is u. Let M be the number of multicasts, and let M' = M/u.
The adversary proceeds as before, except that each phase gets repeated 21 times. Also, the online algorithm is restricted to satisfy the entire demand of 1 unit or none at all. The same calculation as done above gives a lower bound of R(logM'logn) = R(log(M/u) logn). n 9.2 Against an adaptive-online adversary Recall that an adaptive-online adversary is one which can adapt the input sequence depending on the response of the online algorithm; however the adversary must also generate a solution as it goes along. THEOREM 9.2. No randomized algorithm for selective online multicast can have better than R(min(n, e)) competitive ratio against an adaptive-online adversary. The lower bound holds even when the requests are noninterleaved.
