We propose a nonparametric procedure to test the hypothesis that the j-th largest eigenvalues of a covariance matrix are equal in multipopulation. We apply the Mood test by using the principal component scores and deal the equality of eigenvalues with the equality of variance. We investigate the significance level and the power of test by simulation and show that this nonparametric test is useful for symmetric populations.
Introduction
Principal component analysis (PCA) is one of the most common and important methods in multivariate analysis, and many books on PCA have been published (Anderson (2003) , Jackson (2003) and Jolliffe (2002) ). Since it is difficult to obtain the exact distribution of eigenvalues of a covariance matrix under the nonnormal population, we have not seen testing of the hypothesis that the j-th largest eigenvalues are equal under multipopulation. For two populations, Sugiyama and Ushizawa (1998) proposed the nonparametric procedure which is the Ansari-Bradley test by using the principal component scores. In this paper, we extend the testing procedure under the multipopulation.
Suppose that x
are the random observations from a p-dimensional distribution Λ p (µ i , Σ i ) with mean µ i and covariance matrix Σ i , where i = 1, . . . , k. Let λ (i) j be the j-th largest eigenvalue of covariance matrix Σ i in the i-th population. For fixed j, we consider testing the hypothesis
Let h (i) j be the sample eigenvector corresponding to the j-th largest sample eigenvalue l (i) j of the i-th sample covariance matrix given by
wherex (i) is the i-th sample mean vector. As λ (i) j is the asymptotic variance of principal components
we then apply the Mood test (1954) for equality of variance to test the hypothesis in Section 2. In Section 3, we investigate the significance level and the power of test by simulation.
Testing procedure
We deal with testing the equality of the i-th largest eigenvalues in the kpopulation using the principal component scores
The variance of principal component y (i) jα is as follows:
where m
jα ]. Therefore, the null hypothesis is equivalent with the equality for variance of the principal component when all eigenvalues are equal for j = 1, . . . , p. If all eigenvalues except the eigenvalue of null hypothesis are not equal, the equality for variance of the principal component and the null hypothesis are not accurately equivalent, but are asymptotically equivalent. We may treat testing the null hypothesis as the equality for variances of the principal component in the case that the sample sizes N i are sufficiently large. In addition, we also need even larger sample sizes when the eigenvalues are close. Takeda (2001) treated this methodology under the multivariate contaminated normal distribution.
The Ansari-Bradley test is known as a method of testing the variance. One of the assumptions for the Ansari-Bradley test is that the sample values are independent. However, there exist weak correlations between each principal component scores. Sugiyama and Ushizawa (1998) proved that the degree of dependence between each principal component score was weak when the sample size was sufficiently large under the multivariate normal distribution. Then they showed that the Ansari-Bradley test could be applicable to test the equality for variance of Y 1 and Y 2 (cf. Ansari and Bradley (1960) ). It is well known that the asymptotic relative efficiency of the Mood test is higher than that of the Ansari-Bradley test (Gibbons and Chakraborti (2003) ). Therefore, we apply the Mood test for a k-population.
Let R (i)
jm be the increasing order rank of y
The statistic of the Mood test is as follows:
The limiting distribution of the Mood statistic, named M k , for k-population is a χ 2 distribution with k − 1 degrees of freedom under the null hypothesis (Tsai et al . (1975) ).
Simulation study
In this section, we examine the power of tests for equality of the j-th eigenvalues, using a significance level of 5%. To compare the power of tests, we carry out simulations for multivariate normal populations and multivariate contaminated normal populations. We assume that the number of population is three and investigate the behavior of the M k statistic under the trivariate distribution. The simulation is repeated a million times in each case.
When N is even, we give the Ansari-Bradley statistic, namely AB ke , for k-population as follows:
If N is odd, we give the Ansari-Bradley statistic, namely AB ko , as follows:
The limiting distribution of the Ansari-Bradley statistic for the k-population is also the χ 2 distribution with k − 1 degrees of freedom (Tsai et al . (1975) ). Therefore we set the critical value of the Ansari-Bradley statistic and the Mood statistic as 5.991 for k = 3. We simulate under the normal populations N (0, Σ i ) and the contaminated normal populations 0.95 × N (0, Σ i ) + 0.05 × N (0, 3Σ i ) in the following cases. Cases 1 and 2 are the cases under the null hypothesis. Under the alternative hypothesis; Cases 3, 4 and 5, the variance of Y i is different to each other. 
3 = 1.5 λ conservative under the null hypothesis. The power of the Mood test M k is greater than the power of the Ansari-Bradley test AB ke for every j-th eigenvalue in both the case that the sample sizes are equal or unequal. We have expected these results from the asymptotic relative efficiency of two tests. However, the power of both tests didn't depend on the distribution which was either a normal or a contaminated normal distribution. Additionally, the simulation results indicate that it is difficult to keep the significance level when the sample sizes are small. Therefore, the sample size N i should be greater than 50 for the case of k = 3 and p = 3. In Case 3, the difference of eigenvalue is only j = 1. Therefore the power of tests increases only the case for the largest eigenvalue. It might require sufficiently large sample size, larger than 100 from tables. The difference of eigenvalues on Case 5 is greater than the difference on Case 4. Then the powers of tests on Case 5 are higher on Case 4.
Conclusion and discussion
In this paper, we propose the nonparametric test by using principal component scores under the multipopulation and apply the testing procedure under the normal population and the contaminated normal population when the population eigenvalues are separated and the sample sizes are large. Though the convergence for significance level of the procedure using Ansari-Bradley test and the procedure using Mood test is almost the same tendency, the power of Mood test is greater than the power of Ansari-Bradley test.
From the asymptotic relative efficiency of nonparametric test, we have expected that using the Mood test for k-population is more suitable than using the Ansari-Bradley test for k-population. This result is showed by simulation.
It will also be important to develop where the principal component scores are evaluated from correlation matrices.
