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Abstract
Kernel methods offer the flexibility to learn complex relationships in modern, large
data sets while enjoying strong theoretical guarantees on quality. Unfortunately,
these methods typically require cubic running time in the data set size, a prohibitive
cost in the large-data setting. Random feature maps (RFMs) and the Nyström
method both consider low-rank approximations to the kernel matrix as a potential
solution. But, in order to achieve desirable theoretical guarantees, the former
may require a prohibitively large number of features J+, and the latter may be
prohibitively expensive for high-dimensional problems. We propose to combine the
simplicity and generality of RFMs with a data-dependent feature selection scheme
to achieve desirable theoretical approximation properties of Nyström with just
O(log J+) features. Our key insight is to begin with a large set of random features,
then reduce them to a small number of weighted features in a data-dependent,
computationally efficient way, while preserving the statistical guarantees of using
the original large set of features. We demonstrate the efficacy of our method with
theory and experiments—including on a data set with over 50 million observations.
In particular, we show that our method achieves small kernel matrix approximation
error and better test set accuracy with provably fewer random features than state-
of-the-art methods.
1 Introduction
Kernel methods are essential to the machine learning and statistics toolkit because of their modeling
flexibility, ease-of-use, and widespread applicability to problems including regression, classification,
clustering, dimensionality reduction, and one and two-sample testing [10, 16, 19, 40]. In addition
to good empirical performance, kernel-based methods come equipped with strong statistical and
learning-theoretic guarantees [3, 4, 30, 44, 48, 49]. Because kernel methods are nonparametric, they
are particularly attractive for large-scale problems, where they make it possible to learn complex,
highly non-linear structure from data. Unfortunately, their time and memory costs scale poorly with
data size. Given N observations, storing the kernel matrix K requires O(N2) space. Using K for
learning typically requires O(N3) time, as this often entails inverting K or computing its singular
value decomposition.
To overcome poor scaling in N , researchers have devised various approximations to exact kernel
methods. A widely-applicable and commonly used tactic is to replaceK with a rank-J approximation,
which reduces storage requirements to O(NJ) and computational complexity of inversion or singular
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value decomposition to O(NJ2) [17]. Thus, if J can be chosen to be constant or slowly increasing
in N , only (near-)linear time and space is required in the dataset size. Two popular approaches to
constructing low-rank approximations are random feature maps (RFMs) [12, 25, 32, 38]—particularly
random Fourier features (RFFs) [33]—and Nyström-type approximations [13]. The Nyström method
is based on using J randomly sampled columns from K, and thus is data-dependent. The data-
dependent nature of Nyström methods can provide statistical guarantees even when J  N , but
these results either apply only to kernel ridge regression [14, 36, 52] or require burdensome recursive
sampling schemes [28, 31]. Random features, on the other hand, are simple to implement and use J
random features that are data-independent. For problems with both large N and number of covariates
p, an extension of random features called Fast Food RFM has been successfully applied at a fraction
of the computational time required by Nyström-type approximations, which are exponentially more
costly in terms of p [26]. The price for this simplicity and data-independence is that a large number
of random features is often needed to approximate the kernel matrix well [20, 22, 25, 33, 51].
The question naturally arises, then, as to whether we can combine the simplicity of random features
and the ability to scale to large-p problems with the appealing approximation and statistical properties
of Nyström-type approaches. We provide one possible solution by making random features data-
dependent, and we show promising theoretical and empirical results. Our key insight is to begin with a
large set of random features, then reduce them to a small set of weighted features in a data-dependent,
computationally efficient way, while preserving the statistical guarantees of using the original large
set. We frame the task of finding this small set of features as an optimization problem, which we
solve using ideas from the coreset literature [5, 6]. Using greedy optimization schemes such as
the Frank–Wolfe algorithm, we show that a large set of J+ random features can be compressed
to an exponentially smaller set of just O(log J+) features while still achieving the same statistical
guarantees as using all J+ features. We demonstrate that our method achieves superior performance to
existing approaches on a range of real datasets—including one with over 50 million observations—in
terms of kernel matrix approximation and classification accuracy.
2 Preliminaries and related work
Suppose we observe data {(xn, yn)}Nn=1 with predictors xn ∈ Rp and responses yn ∈ R. In a
supervised learning task, we aim to find a model f : Rp → R among a set of candidates F that
predicts the response well for new predictors. Modern data sets of interest often reach N in the
tens of millions or higher, allowing analysts to learn particularly complex relationships in data.
Nonparametric kernel methods [40] offer a flexible option in this setting; by taking F to be a
reproducing kernel Hilbert space with positive-definite kernel k : Rp×Rp → R, they enable learning
more nuanced details of the model f as more data are obtained. As a result, kernel methods are
widespread not just in regression and classification but also in dimensionality reduction, conditional
independence testing, one and two-sample testing, and more [10, 15, 16, 41, 54].
The problem, however, is that kernel methods become computationally intractable for large N . We
consider kernel ridge regression as a prototypical example [39]. Let K ∈ RN×N be the kernel matrix
consisting of entries Knm := k(xn, xm). Collect the responses into the vector y ∈ RN . Then kernel
ridge regression requires solving
min
α∈RN
−1
2
αT (K + λI)α+ αT y,
where λ > 0 is a regularization parameter. Computing and storing K alone has O(N2) complexity,
while computing the solution α? = (K + λI)−1y further requires solving a linear system, with cost
O(N3). Many other kernel methods have O(N3) dependence; see Table 1.
To make kernel methods tractable on large datasets, a common practice is to replace the kernel matrix
K with an approximate low-rank factorization Kˆ := ZZT ≈ K, where Z ∈ RN×J and J  N .
This factorization can be viewed as replacing the kernel function k with a finite-dimensional inner
product k(xn, xm) ≈ z(xn)T z(xm) between features generated by a feature map z : Rp → RJ .
Using this type of approximation significantly reduces downstream training time, as shown in the
second column of Table 1. Previous results show that as long as ZZT is close to K in the Frobenius
norm, the optimal model f using Kˆ is uniformly close to the one using K [11]; see the rightmost
column of Table 1.
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Table 1: A comparison of training time for PCA, SVM, and ridge regression using the exact kernel
matrix K versus a low-rank approximation Kˆ = ZZT , where Z has J columns. Exact training
requires either inverting or computing the SVD of the true kernel matrix K at a cost of O(N3) time,
as shown in the first column. The second column refers to training the methods using a low-rank
factorization Z. For ridge regression and PCA, the low-rank training cost reflects the time to compute
and invert the feature covariance matrix ZTZ. For SVM, the time refers to fitting a linear SVM on Z
using dual-coordinate descent with optimization tolerance ρ [21]. The third column quantifies the
uniform error between the function fit using K and the function fit using Z. For specific details of
how the bounds were derived, see Appendix D.
Method Exact Training Cost Low-Rank Training Cost Approximation Error
PCA O(N3) Θ(NJ2) O
(
(1− `N )‖Kˆ −K‖F
)
SVM O(N3) Θ(NJ log 1ρ ) O
(
‖Kˆ −K‖ 12F
)
Ridge Regression O(N3) Θ(NJ2) O
(
1
N ‖Kˆ −K‖F
)
However, finding a good feature map is a nontrivial task. One popular method, known as random
Fourier features (RFF) [33], is based on Bochner’s Theorem:
Theorem 2.1 ([37, p. 19]). A continuous, stationary kernel k(x, y) = φ(x − y) for x, y ∈ Rp is
positive definite with φ(0) = 1 if and only if there exists a probability measure Q such that
φ(x− y) =
∫
Rp
eiω
T (x−y)dQ(ω)
= EQ[ψω(x)ψω(y)∗], ψω(x) := eiω
T x.
(1)
Theorem 2.1 implies that zcomplex(x) := (1/
√
J)[ψω1(x), · · · , ψωJ (x)]T , where ωi i.i.d.∼ Q, provides
a Monte-Carlo approximation of the true kernel function. As noted by Rahimi and Recht [34], the
real-valued feature map z(x) := (1/√J)[cos(ωT1 x+ b1), · · · , cos(ωTJ x+ bJ)]T , bj unif.∼ [0, 2pi] also
yields an unbiased estimator of the kernel function; we use this feature map in what follows unless
otherwise stated. The resulting N × J feature matrix Z yields estimates of the true kernel function
with standard Monte-Carlo error rates of O (1/√J) uniformly on compact sets [33, 45]. The RFF
methodology also applies quite broadly. There are well-known techniques for obtaining samples
from Q for a variety of popular kernels such as the squared exponential, Laplace, and Cauchy [33],
as well as extensions to more general random feature maps (RFMs), which apply to many types of
non-stationary kernels [12, 25, 32].
The major drawback of RFMs is the O(NJp) time and O(NJ) memory costs associated with
generating the feature matrix Z.1 Although these are linear in N as desired, recent empirical evidence
[22] suggests that J needs to be quite large to provide competitive performance with other data
analysis techniques. Recent work addressing this drawback has broadly involved two approaches:
variance reduction and feature compression. Variance reduction techniques involve modifying the
standard Monte-Carlo estimate of k, e.g. with control variates, quasi-Monte-Carlo techniques, or
importance sampling [1, 2, 8, 42, 53]. These approaches either depend poorly on the data dimension
p (in terms of statistical generalization error), or, for a fixed approximation error, reduce the number
of features J compared to RFM only by a constant. Feature compression techniques, on the other
hand, involve two steps: (1) “up-projection,” in which the basic RFM methodology generates a large
number J+ of features—followed by (2) “compression,” in which those features are used to find a
smaller number J of features while ideally retaining the kernel approximation error of the original
J+ features. Compact random feature maps [18] represent an instance of this technique in which
compression is achieved using the Johnson–Lindenstrauss (JL) algorithm [23]. However, not only is
the generation and storage of J+ features prohibitively expensive for large datasets, JL compression
is data-independent and leads to only a constant reduction in J+ as we show in Appendix C (see
summary in Table 2).
1Fast Food RFM can reduce the computational cost of generating the feature matrix to O(NJ log p) by
exploiting techniques from sparse linear algebra. For simplicity, we focus on RFM here, but we note that our
method can also be used on top of Fast Food RFM in cases when p is large.
3
3 Random feature compression via coresets
In this section, we present an algorithm for approximating a kernel matrix K ∈ RN×N with a
low-rank approximation K ≈ Kˆ = ZZT obtained using a novel feature compression technique. In
the up-projection step we generate J+ random features, but only compute their values for a small,
randomly-selected subset of S  N2 datapoint pairs. In the compression step, we select a sparse,
weighted subset of J of the original J+ features in a sequential greedy fashion. We use the feature
values on the size-S subset of all possible data pairs to decide, at each step, which feature to include
and its weight. Once this process is complete, we compute the resulting weighted subset of J features
on the whole dataset. We use this low-rank approximation of the kernel in our original learning
problem. Since we use a sparse weighted feature subset for compression—as opposed to a general
linear combination as in previous work—we do not need to compute all J+ features for the whole
dataset. This circumvents the expensive O(NJ+p) up-projection computation typical of past feature
compression methods. In addition, we show that our greedy compression algorithm needs to output
only J = O(log J+) features—as opposed to past work, where J = O(J+) was required—while
maintaining the same kernel approximation error provided by RFM with J+ features. These results
are summarized in Table 2 and discussed in detail in Section 3.2.
3.1 Algorithm derivation
Let Z+ ∈ RN×J+ , J+ > J , be a fixed up-projection feature matrix generated by RFM. Our goal is
to use Z+ to find a compressed low-rank approximation Kˆ = ZZT ≈ K, Z ∈ RN×J . Our approach
is motivated by the fact that spectral 2-norm bounds on K − Kˆ provide uniform bounds on the
difference between learned models using K and Kˆ [11], as well as the fact that the Frobenius norm
bounds the 2-norm. So we aim to find a Z that minimizes the Frobenius norm error ‖K − ZZT ‖F .
By the triangle inequality,
‖K − ZZT ‖F
≤ ‖K − Z+Z+T ‖F + ‖Z+Z+T − ZZT ‖F , (2)
so constructing a good feature compression down to J features amounts to picking Z such that
Z+Z+
T ≈ ZZT in Frobenius norm. Let Z+j ∈ RN denote the jth column of Z+. Then we would
ideally like to solve the optimization problem
argmin
w∈RJ++
1
N2
‖Z+Z+T − Z(w)Z(w)T ‖2F
s.t. Z(w) :=
[ √
w1Z+1 · · · √wJ+Z+J+
]
‖w‖0 ≤ J.
(3)
This problem is intractable to solve exactly for two main reasons. First, computing the objective
function requires computing Z+, which itself takes Ω(NJ+p) time. But it is not uncommon for all
three of N , J+, and p to be large, making this computation expensive. Second, the cardinality, or
“0-norm,” constraint on w yields a difficult combinatorial optimization. In order to address these
issues, first note that
1
N2
‖Z+Z+T − Z(w)Z(w)T ‖2F =
E
i,j
i.i.d.∼pi
[
(z+
T
i z+j − zi(w)T zj(w))2
]
,
where pi is the uniform distribution on the integers {1, . . . , N}, and z+i, zi(w) ∈ RJ+ are the ith rows
of Z+, Z(w), respectively. Therefore, we can generate a Monte-Carlo estimate of the optimization
objective by sampling S pairs is, js
i.i.d.∼ pi:
S
N2
‖Z+Z+T − Z(w)Z(w)T ‖2F
≈
S∑
s=1
(z+
T
is
z+js − zis(w)T zjs(w))2
= (1− w)TRRT (1− w) s.t.
(4)
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R :=
[
z+i1 ◦ z+j1 , · · · , z+iS ◦ z+jS
] ∈ RJ+×S ,
where ◦ indicates a component-wise product. Denoting the jth row of R by Rj ∈ RS and the
sum of the rows by r =
∑J+
j=1Rj , we can rewrite the Monte Carlo approximation of the original
optimization problem in Eq. (3) as
argmin
w∈RJ++
‖r − r(w)‖22
s.t. ‖w‖0 ≤ J,
(5)
where r(w) :=
∑J+
j=1 wjRj . Note that the s
th component rs = z+Tisz+js of r is the Monte-Carlo
approximation of k(xis , xjs) using all J+ features, while r(w)s = (
√
w ◦ z+is)T (
√
w ◦ z+js) is
the sparse Monte-Carlo approximation using weights w ∈ RJ++ . In other words, the difference
between the full optimization in Eq. (3) and the reformulated optimization in Eq. (5) is that the former
attempts to find a sparse, weighted set of features that approximates the full J+-dimensional feature
inner products for all data pairs, while the latter attempts to do so only for the subset of pairs is, js,
s ∈ {1, . . . , S}. Since a kernel matrix is symmetric and k(xn, xn) = 1 for any datapoint xn, we only
need to sample (i, j) above the diagonal of the N ×N matrix (see Algorithm 1).
The reformulated optimization problem in Eq. (5)—i.e., approximating the sum r of a collection
(Rj)
J+
j=1 of vectors in RS with a sparse weighted linear combination—is precisely the Hilbert coreset
construction problem studied in previous work [5, 6]. There exist a number of efficient algorithms
to solve this problem approximately; in particular, the Frank–Wolfe-based method of Campbell
and Broderick [6] and “greedy iterative geodesic ascent” (GIGA) [5] both provide an exponentially
decreasing objective value as a function of the compressed number of features J . Note that it is also
possible to apply other more general-purpose methods for cardinality-constrained convex optimization
[7, 9, 47], but these techniques are often too computationally expensive in the large-dataset setting.
Our overall algorithm for feature compression is shown in Algorithm 1.
Algorithm 1 Random Feature Maps Compression (RFM-FW / RFM-GIGA)
Input: Data (xn)Nn=1 in Rp, RFM distribution Q, number of starting random features J+,
number of compressed features J , number of data pairs S
Output: Weights w ∈ RJ+ with at most J non-zero entries
1: (is, js)Ss=1
i.i.d.∼ Unif ({(i, j) : i < j, 2 ≤ j ≤ N}).
2: Sample (ωj)
J+
j=1
i.i.d.∼ Q
3: Sample bj
unif.∼ [0, 2pi], 1 ≤ j ≤ J+
4: for s = 1 : S do
5: Compute z+is ← (1/
√
J+)[cos(ωT1 xis + b1), · · · , cos(ωTJ+xis + bJ+)]T ; same for z+js
6: Compute R←
[
z+i1 ◦ z+j1 , · · · , z+iS ◦ z+jS
]
7: Rj ← row j of R; r ←
∑J+
j=1Rj
8: w ← solution to Eq. (5) with FW [6] or GIGA [5]
9: Z(w) =
[ √
w1Z+1 · · · √wJ+Z+J+
]
10: return Z(w)
3.2 Theoretical results
In order to employ Algorithm 1, we must choose the number S of data pairs, the up-projected
feature dimension J+, and compressed feature dimension J . Selecting these three quantities in-
volves a tradeoff between the computational cost of using Algorithm 1 and the resulting low-rank
kernel approximation Frobenius error, but it is not immediately clear how to perform that tradeoff.
Theorem 3.2 and Corollary 3.3 provide a remarkable resolution to this issue: roughly, if we fix
J+ such that the basic random features method provides kernel approximation error  > 0 with
high probability, then choosing S = Ω(J2+(log J+)
2) and J = Ω(log J+) suffices to guarantee that
the compressed feature kernel approximation error is also O() with high probability. In contrast,
previous feature compression methods required J = Ω(J+) to achieve the same result; see Table 2.
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Table 2: A comparison of the computational cost of basic random feature maps (RFM), RFM with
JL compression (RFM-JL), and RFM with our proposed compression using FW (RFM-FW) for
N datapoints and J+ = 1/ log 1/ up-projection features. The first column specifies the number
of compressed features J needed to retain the O() high probability kernel approximation error
guarantee of RFM. The second and third columns list the complexity for computing the compressed
features and using them for PCA or ridge regression, respectively. Theoretically, the number of
datapoint pairs S should be set to Ω(J+2(log J+)2) in Algorithm 1 (see Theorem 3.2) but empirically
we find in Section 4 that S can be set much smaller. See Appendix C for derivations.
Method # Compressed Features J Cost of Computing Z PCA/Ridge Reg. Cost
RFM O (J+) O (NJ+) O
(
NJ2+
)
RFM-JL O (J+) O (NJ+ log J+) O
(
NJ2+
)
RFM-FW O (log J+) O (SJ+ log J+ +N log J+) O
(
N(log J+)
2
)
Note that Theorem 3.2 assumes that the compression step in Algorithm 1 is completed using the
Frank–Wolfe-based method from Campbell and Broderick [6]. However, this choice was made solely
to simplify the theory; as GIGA [5] provides stronger performance both theoretically and empirically,
we expect a stronger result than Theorem 3.2 and Corollary 3.3 to hold when using GIGA. The proof
of Theorem 3.2 is given in Appendix B and depends on the following assumptions.
Assumption 3.1. (a) The cardinality of the set of vectors {xi−xj , xi+xj}1≤i<j≤N is N(N−1)2 ,
i.e., all vectors xi − xj , xi + xj , 1 ≤ i < j ≤ N are distinct.
(b) Q(ω) for ω ∈ Rp has strictly positive density on all of Rp, where Q is the measure induced
by the kernel k; see Theorem 2.1.
Assumption 3.1(a-b) are sufficient to guarantee that the compression coefficient νJ+ provided in
Theorem 3.2 does not go to 1. If νJ+ → 1 as J+ →∞, the amount of compression could go to zero
asymptotically. When the xj’s contain continuous (noisy) measurements, Assumption 3.1(a) is very
mild since the difference or sum between two datapoints is unlikely to equal the difference or sum
between two other datapoints. Assumption 3.1(b) is satisfied by most kernels used in practice (e.g.
radial basis function, Laplace kernel, etc.).
We obtain the exponential compression in Theorem 3.2 for the following reason: Frank-Wolfe and
GIGA converge linearly when the minimizer of Eq. (5) belongs to the relative interior of the feasible
set of solutions [29], which turns out to occur in our case. With linear convergence, we need to run
only a logarithmic number of iterations (which upper bounds the sparsity of w) to approximate r
by r(w) for a given level of approximation error. For fixed J+, Lemma A.5 from Campbell and
Broderick [6] immediately implies that the minimizer belongs to the relative interior. As J+ →∞
(that is, as we represent the kernel function exactly), we show that the minimizer asymptotically
belongs to the relative interior, and we provide a lower bound on its distance to the boundary of the
feasible set. This distance lower bound is key to the asymptotic worst-case bound on the compression
coefficient given in Theorem 3.2 and Theorem 3.4.
Theorem 3.2. Fix  > 0, δ ∈ (0, 1), and J+ ∈ N. Then there are constants νJ+ ∈ (0, 1), which
depends only on J+, and 0 ≤ c∗δ <∞, which depends only on δ, such that if
J = Ω
(
− log J+
log νJ+
)
and S = Ω
(
c∗δ
2
[
log 1
log νJ+
]4
log J+
)
,
then with probability at least 1− δ, the output Z of Algorithm 1 satisfies
1
N2
‖Z+Z+T − ZZT ‖2F ≤ .
Furthermore, the compression coefficient is asymptotically bounded away from 1. That is,
0 < lim sup
J+→∞
νJ+ < 1. (6)
Corollary 3.3. In the setting of Theorem 3.2, if we let J+ = Ω(1/ log 1/), then
1
N2
‖K − ZZT ‖2F = O().
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Proof. Claim 1 of Rahimi and Recht [33] implies that 1N2 ‖K − Z+Z+T ‖2F = O () if we set
J+ = Ω(1/ log 1/). The result follows by combining Theorem 3.2 and Eq. (2).
Table 2 builds on the results of Theorem 3.2 and Corollary 3.3 to illustrate the benefit of our proposed
feature compression technique in the settings of kernel principal component analysis (PCA) and ridge
regression. Since random features and random features with JL compression both have J = Ω(J+),
the O(NJ2+) cost of computing the feature covariance matrix Z
TZ dominates when training PCA or
ridge regression. In contrast, the dominant cost of random features with our proposed algorithm is
the compression step; each iteration of Frank-Wolfe has cost O(J+S), and we run it for O(log J+)
iterations.
While Corollary 3.3 says how large S must be for a given J+, it does not say how to pick J+, or
equivalently how to choose the level of precision . As one would expect, the amount of precision
needed depends on the downstream application. For example, recent theoretical work suggests that
both kernel PCA and kernel ridge regression require J+ to scale only sublinearly with the number of
datapoints N to achieve the same statistical guarantees as an exact kernel machine trained on all N
datapoints [2, 35, 43]. For kernel support vector machines (SVMs), on the other hand, Sutherland and
Schneider [45] suggest that J+ needs to be larger than N . Such a choice of J+ would make random
features slower than training an exact kernel SVM. However, since Sutherland and Schneider [45]
do not provide a lower bound, it is still an open theoretical question how J+ must scale with N for
kernel SVMs.
For J+ even moderately large, setting S = Ω(J2+(log J+)
2)) to satisfy Theorem 3.2 will be pro-
hibitively expensive. Fortunately, in practice, we find S  J2+ suffices to provide significant practical
computational gains without adversely affecting approximation error; see the results in Section 4.
We conjecture that we see this behavior since we expect even a small number of data pairs S to be
enough to guide feature compression in a data-dependent manner. We empirically verify this intuition
in Fig. 4 of Section 4.
Finally, we provide an asymptotic upper bound for the compression coefficient νJ+ . We achieve
greater compression when νJ+ ↓ 0. Hence, the upper bound below shows the asymptotic worst-case
rate of compression.
Theorem 3.4. Suppose all {(i, j) : 1 ≤ i < j ≤ N} are sampled in Algorithm 1. Then,
0 < lim sup
J+→∞
νJ+ < 1−
(
1− ‖K‖FcQ
)2
2
< 1, (7)
where K is the exact kernel matrix and
cQ :=
1
N
Eω∼Q,b∼Unif[0,2pi]‖u(ω, b)‖2,with
u(ω, b) := (cos(ωTxi + b) cos(ω
Txj + b))i,j∈[N ].
(8)
By Theorem 2.1, ‖K‖F = 1N ‖Eω,bu(ω, b)‖2, so ‖K‖F ≤ cQ by Jensen’s inequality. In Appendix A,
we show this inequality holds strictly. Hence the term squared in Eq. (7) lies in (0, 1]. Recall
‖K‖2F =
∑N
i=1 λi, for λi the eigenvalues of K. With these observations, Theorem 3.4 says that the
asymptotic worst-case rate of compression improves if K’s eigenvalue sum is smaller. As rough
intuition: If the sum is small, then K may be nearly low-rank and thus easier to approximate via a
low-rank approximation. Since we subsample only S of all pairs in Theorem 3.2, the upper bound
in Theorem 3.4 does not necessarily apply. Nonetheless, for S moderately large, this upper bound
roughly characterizes the worst-case compression rate for Algorithm 1.
4 Experiments
In this section we provide an empirical comparison of basic random feature maps (RFM) [33],
RFM with Johnson-Lindenstrauss compression (RFM-JL) [18], and our proposed algorithm with
compression via greedy iterative geodesic ascent [5] (RFM-GIGA). We note that there are many other
random feature methods, such as Quasi-Monte-Carlo random features [1], that one might consider
besides RFM-JL. A strength of our method is that it can be used as an additional compression step
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Table 3: All datasets are taken from LIBSVM.
Dataset # Samples Dimension # Classes
Adult 48,842 123 2
Human 10,299 561 6
MNIST 70,000 780 10
Sensorless 58,000 9 11
Criteo 51,882,752 1,000,000 2
Figure 1: Kernel matrix approximation error. Lower is better. Points average 20 runs; error bar is one
standard deviation.
with these methods and is thus complementary with them; we discuss this idea and demonstrate the
resulting improvements in Appendix E. In this section, we focus on Johnson-Lindenstrauss as the
current state-of-the-art random features compression method.
We compare performance on the task of kernel SVM classification [49]. We consider five real, large-
scale datasets, summarized in Table 3. We assess performance via two quality metrics—Frobenius
error of the kernel approximation and test set classification error. We also measure overall computation
time—including both random feature projection and SVM training. We use the radial basis kernel
k(x, y) = e−γ‖x−y‖
2
; we pick both γ and the SVM regularization strength for each dataset by
randomly sampling 10,000 datapoints, training an exact kernel SVM on those datapoints, and using
5-fold cross-validation. For both RFM-JL and RFM-GIGA we set J+ = 5,000, and for RFM-GIGA
we set S = 20,000.
Figs. 1 and 2 show the relative kernel matrix approximation error ‖ZZT −K‖F /‖K‖F and test
classification accuracy, respectively, as a function of the number of compressed features J . Note that,
since we cannot actually compute K, we approximate the relative Frobenius norm error by randomly
sampling 104 datapoints. We ran each experiment 20 times; the results in Figs. 1 and 2 show the mean
across these trials with one standard deviation denoted with error bars. RFM-GIGA outperforms
RFM and RFM-JL across all the datasets, on both metrics, for the full range of number of compressed
features that we tested. This empirical result corroborates the theoretical results presented earlier in
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Figure 2: Classification accuracy. Higher is better. Points average 20 runs; error bar is one standard
deviation.
Section 3.2; in practice, RFM-GIGA requires approximately an order of magnitude fewer features
than either RFM or RFM-JL.
To demonstrate the computational scalability of RFM-GIGA, we also plot the relative kernel matrix
approximation error versus computation time for the Criteo dataset, which consists of over 50 million
data points. Before random feature projection and training, we used sparse random projections [27] to
reduce the input dimensionality to 250 dimensions (due to memory constraints). We set J+ = 5000
and S = 2× 104 as before, and let J vary between 102 and 103. The results of this experiment in
Fig. 3 suggest that RFM-GIGA provides a significant improvement in performance over both RFM
and RFM-JL. Note that RFM-JL is very expensive in this setting—the up-projection step requires
computing a 5× 108 by 5× 103 feature matrix—explaining its large computation time relative to
RFM and RFM-GIGA. For test-set classification, all the methods performed the same for all choices
of J (accuracy of 0.74± 0.001), so we do not provide the runtime vs. classification accuracy plot.
This result is likely due to our compressing the 106-dimensional feature space to 250 dimensions,
making it hard for the SVM classifier to properly learn.
Given the empirical advantage of our proposed method, we next focus on understanding (1) if S
can be set much smaller than Ω(J2+(log J+)
2)) in practice and (2) if we can get an exponential
compression of J+ in practice as Theorem 3.2 and Theorem 3.4 guarantee.
To test the impact of S on performance, we fixed J+ = 5,000, and we let S vary between 102 and
106. Figure 4 shows what the results in Fig. 1 would have looked like had we chosen a different S.
We clearly see that after around only S = 10,000 there is a phase transition such that increasing S
does not further improve performance.
To better understand if we actually see an exponential compression in J+ in practice, as our theory
suggests, we set J+ = 105 (i.e. very large) and fixed S = 20,000 as before. We examined the
HIGGS dataset consisting of 1.1× 107 samples, and let J (the number of compressed features) vary
between 500 and 104. Since GIGA can select the same random feature at different iterations (i.e.
give a feature higher weight), J reached 8,600 after 104 iterations in Fig. 5. Fig. 5 shows that for
J ≈ 2× 103, increasing J further has negligible impact on kernel approximation performance—only
9
Figure 3: Log clock time vs. kernel matrix approximation quality on the Criteo data. Lower is better.
0.001 difference in relative error. Fig. 5 shows that we are able to compress J+ by around two orders
of magnitude.
Finally, since our proofs of Theorem 3.2 and Theorem 3.4 assume Step 8 of Algorithm 1 is run
using Frank-Wolfe instead of GIGA, we compare in Fig. 6 how the results in Fig. 1 change by using
Frank-Wolfe instead. Fig. 6 shows that for J small, GIGA has better approximation quality than FW
but for larger J , the two perform nearly the same. This behavior agrees with the theory and empirical
results of Campbell and Broderick [5], where GIGA is motivated specifically for the case of high
compression.
Figure 4: We plot the relative Frobenius norm error against S for J+ fixed at 5,000. The solid black
line corresponds to the results found in Fig. 1.
5 Conclusion
This work presents a new algorithm for scalable kernel matrix approximation. We first generate a
low-rank approximation. We then find a sparse, weighted subset of the columns of the low-rank factor
that minimizes the Frobenius norm error relative to the original low-rank approximation. Theoretical
and empirical results suggest that our method provides a substantial improvement in scalability and
approximation quality over past techniques. Directions for future work include investigating the
effects of variance reduction techniques for the up-projection, using a similar compression technique
10
Figure 5: Let S = 20,000, J+ = 105. We plot the relative Frobenius norm error vs. J from 500 to
104.
Figure 6: The performance of GIGA versus Frank-Wolfe for the experiment described in Fig. 1. Solid
lines correspond to Frank-Wolfe and dashed with GIGA.
on features generated by the Nyström method [50], and transfer learning of feature weights for
multiple related datasets.
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A Proof of Theorem 3.4
The proofs of Theorem 3.2 and Theorem 3.4 rely on the main error bound for the Hilbert coreset
construction problem given in Eq. (9) [6]. We restate this error bound in Lemma A.2, which depends
on several key quantities given below:
• cls := 1J+ cos(ωTl xis + bl) cos(ωTl xjs + bl), such that 1 ≤ s ≤ S and 1 ≤ l ≤ J+
• σˆ2j := 1S
∑S
s=1 c
2
js =
1
S ‖Rj‖22
11
• σˆ2 :=
(∑J+
j=1 σˆj
)2
Definition A.1. [6] The Hilbert construction problem is based on solving the quadratic program,
argmin
w∈RJ++
1
S
‖r − r(w)‖22 s.t.
J+∑
j=1
wj σˆj = σˆ. (9)
Remark. The minimizer of Eq. (9) is w∗ = (1, · · · , 1) since r(w∗) = r. However, the goal is to find
a sparse w. Instead of adding sparsity-inducing constraints (such as L1 penalties), which would lead
to computational difficulties for large-scale problems, Campbell and Broderick [6] minimize Eq. (9)
greedily through the Frank-Wolfe algorithm. Frank-Wolfe outputs a sparse w since the sparsity of w
is bounded by the number of iterations Frank-Wolfe is run for.
Lemma A.2. [6, Theorem 4.4] Solving Eq. (9) with J iterations of Frank-Wolfe satisfies
1
S
‖r − r(w)‖22 ≤
σˆ2η2η¯2ν2J
η¯2ν−2(J−2) + η2(J − 1)
≤ ν2J−2J ,
(10)
where 0 ≤ νJ < 1. Furthermore, ν2J = 1 − d
2
σ2η¯2 where d is the distance from r to the nearest
boundary of the convex hull of
{
σˆ
σˆj
Rj
}J+
j=1
and η¯2 := 1S maxi,j∈[J+]
∥∥∥Riσˆi − Rjσˆj ∥∥∥2 , 0 ≤ η¯ ≤ 2.
We prove Theorem 3.4 first since the main idea is captured in this proof. The proof of Theorem 3.2 is
more involved since we must use a number of concentration bounds to justify subsampling only S
datapoint pairs instead of all N(N−1)2 possible datapoint pairs. Both proofs will also depend on the
following constants.
• σ2j := 1V ∗
∑V ∗
s=1 c
2
js =
1
V ∗ ‖Rj‖22
• σ2 :=
(∑J+
j=1 σj
)2
Here, V ∗ = N(N−1)2 , that is when all datapoint pairs above the diagonal are included. σˆ
2
j and σˆ
2 are
simply unbiased estimates of σ2j and σ
2 based on sampling only S instead of all V ∗ datapoint pairs.
While Lemma A.2 guarantees 0 < νJ+ < 1, it does not guarantee that νJ+ → 1 as the number of
random features J+ →∞. The following Lemma is critical in showing that νJ+ does not approach
1, which would result in no compression.
Lemma A.3. Let {xi}Ki=1 be a set of points in Rp that satisfies Assumption 3.1(a). Consider
the vector vω,b = (cos(ωTxi + b) cos(ωTxj + b))i<j,i∈[K−1] ∈ R
K(K−1)
2 . Let the unit vector
uω,b :=
vω,b
‖vω,b‖ . If ωj
i.i.d.∼ F and bj i.i.d.∼ G, where F has positive density on all of Rp and G has
positive density on [0, 2pi], then
d
(
ConvexHull{uωj ,bj}Jj=1,S
K(K−1)
2 −1
)
→ 0 for J →∞
s.t. d(A,B) := max
a∈A,b∈B
||a− b||2.
(11)
Here, S K(K−1)2 −1 denotes the surface of the unit sphere in RK(K−1)2 .
Proof. By construction, each unit vector ui := uωi,bi lies on the boundary of the unit sphere in
R
K(K−1)
2 . Hence, F,G induce a distribution on S K(K−1)2 −1. It suffices to show S K(K−1)2 −1 has
strictly positive density everywhere since, as J →∞, any arbitrarily small neighborhood around a
collection of points that cover S K(K−1)2 −1 will be hit by some ui with probability 1. By standard
convexity arguments, the convex hull of the ui will arbitrarily approach S K(K−1)2 −1 by taking
the radius of the neighborhoods to zero. We now show S K(K−1)2 −1 has strictly positive density
everywhere. Since ui is the normalized vector of vi := vωi,bi and each component of vi is between
12
−1 and 1, it suffices to show, by the continuity of the cosine function, that for any a ∈ {−1, 1}K(K−1)2
there exist some ωi, bi such that sign(vi) := (sign(vil))l∈K(K−1)2
equals a. Recall that
cos(a) cos(b) =
1
2
(cos(a+ b) + cos(a− b)). (12)
Take bi = 0. Then, Equation (12) implies vil = 12 (cos(ω
T
i (xil + xjl) + cos(ω
T (xil − xjl)).
Consider the vector v˜i = (cos(ωTi (xil + xjl), cos(ω
T
i (xil − xjl))l∈K(K−1)2 ∈ R
K(K−1). It suffices
to show that for any a˜ ∈ {−1, 1}K(K−1), there exists an ωi such that sign(v˜i) = a˜. Recall that
the cosine function has infinite VC dimension, namely that for any labeling y1, · · · , yM ∈ {−1, 1}
of distinct points x1, · · ·xM ∈ Rp, there exists an ω∗ such that sign(cos((ω∗)Txm)) = ym. Take
M = K(K−1), ym = a˜m, xm = xim +xjm , and xm+1 = xim−xjm . Since all the xm are distinct
by Assumption 3.1(a), we can find an ωi such that sign(v˜i) = a˜ as desired.
We now prove Theorem 3.4.
Proof. Each Rj ∈ RN(N−1)2 and the Rj’s are i.i.d. since each ωj is drawn i.i.d. from Q. The induced
Hilbert norm ‖ · ‖H of each Rj is given by ‖Rj‖2H = 2N(N−1)‖Rj‖22 [6]. Hence, R˜j := Rjσj is a unit
vector in the vector space with norm ‖ · ‖H . By Lemma A.3,
d
(
ConvexHull{R˜j}J+j=1,S
N(N−1)
2 −1
)
→ 0 (13)
Let r˜ := 1σ
∑J+
j=1 σjR˜j ∈ ConvexHull{R˜j}J+j=1 and observe that r˜ = rσ . The distance, which
we denote as dJ+ , between r˜ and the ConvexHull{R˜j}J+j=1 approaches 1 − ‖r˜‖H since the
ConvexHull{R˜j}J+j=1 approaches S
N(N−1)
2 −1. Hence,
lim
J+→∞
dJ+ = 1− lim
J+→∞
‖r˜‖H = 1−
limJ+→∞ ‖r‖H
limJ+→∞ σ
. (14)
Now,
rs =
1
J+
J+∑
j=1
cjs
J+→∞−→ k(xis , xjs). (15)
Hence, as J+ →∞,
‖r‖H →
√
2
N(N − 1)
∑
i<j
(k(xi, xj))2. (16)
Now,
σ =
J+∑
j=1
σj
=
J+∑
j=1
√√√√ 1
V ∗
V ∗∑
s=1
c2js
=
J+∑
j=1
√√√√ 1
V ∗
V ∗∑
s=1
1
J2+
cos2(ωTj xis + bj) cos
2(ωTj xjs + bj)
=
1
J+
J+∑
j=1
√√√√ 1
V ∗
V ∗∑
s=1
cos2(ωTj xis + bj) cos
2(ωTj xjs + bj)
=
√
2
N(N − 1)
1
J+
J+∑
j=1
‖(cos(ωTj xm + bj) cos(ωTj xn + bj))m<n‖2
→
√
2
N(N − 1)Eω,b‖(cos(w
Txm + b) cos(w
Txn + b))m<n‖2
(17)
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If x 6= y and w 6= 0, then
k(x, y) = Eω,b cos(wTx+ b) cos(wT y + b)
< Eωi,b| cos(wTx+ b) cos(wT y + b)|.
(18)
by Jensen’s inequality. Hence, Eq. (18) and Assumption 3.1(a-b) together imply
limJ+→∞ ‖r‖2
limJ+→∞ σ
< 1. (19)
By Eq. (16) and Eq. (17),
limJ+→∞ ‖r‖H
limJ+→∞ σ
≤ ‖K‖F
Eω,b‖u(ω, b)‖2 , (20)
where u(ω, b) is defined in Theorem 3.4. Lemma A.2 says that ν2J+ = 1 − d
2
σ2η¯2 , where d is the
distance from r to the nearest boundary of the convex hull of
{
σ
σj
Rj
}J+
j=1
. Hence, d = σdJ+ and
ν2J+ = 1−
d2J+
η¯2 . Eq. (14) and Eq. (20) together imply,
lim inf
J+→∞
dJ+ ≤ 1−
‖K‖F
Eω,b‖u(ω, b)‖2 . (21)
Therefore, since 0 ≤ η¯2 ≤ 2 by Lemma A.2,
lim sup
J+→∞
ν2J+ ≤ lim sup
J+→∞
1− d
2
J+
2
= 1− lim inf
J+→∞
d2J+
2
≤ 1−
(
1− ‖K‖FEω,b‖u(ω,b)‖2
)2
2
.
(22)
B Proof of Theorem 3.2
The following technical lemma is needed to derive the probability bound in Theorem 3.2.
Lemma B.1. Suppose σ
2
J2+σ
2
i
≤M for some 1 ≤M <∞ for all i ∈ [J+]. For S ≥ 8M2σ4 log
(
2J+
δ2
)
P
(
σˆ2
J2+σˆi
2 ≥ 5M
)
≤ δ (23)
for all i ∈ [J+].
Proof. Notice that
Eis,js σˆl
2 =
1
S
S∑
s=1
Eis,jsc2ls
=
1
N2
N2∑
s=1
c2ls
= σ2l .
Hence, σˆl2 is an unbiased estimator of σ2l . Each c
2
ls ≤ 1J+2 is a bounded random variable, and the
collection of random variables {c2ls}Ss=1 are i.i.d. since is, js i.i.d.∼ pi. Hence, by Hoeffding’s inequality,
P
(|σˆ2l − σ2l | ≥ t) ≤ 2 exp (−2SJ4+t2) . (24)
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Define the event At := ∪J+i=1{|σˆ2i − σ2i | < t} and pick t such that t ≤ mini∈[J+] σ2i . Since σ2i ≥ σ
2
M
by assumption, it suffices to pick 0 < t ≤ σ2M . Conditioned on At, σˆi ≤
√
σ2i + t ≤ σi +
√
t, which
implies σˆ2 ≤ (σ + J+
√
t)2. Therefore,
P
(
σˆ2
J2+σˆi
2 ≥ cM
)
= P
(
Act ∪
{
σˆ2
J2+σˆi
2 ≥ cM
})
+ P
(
At ∪
{
σˆ2
J2+σˆi
2 ≥ cM
})
≤ P (Act) + P
(
At,
{
σˆ2
J2+σˆi
2 ≥ cM
})
≤ P (Act) + P
(
σˆ2
J2+σˆi
2 ≥ cM | At
)
≤ P (Act) + P
(
(σ +
√
tJ+)
2
J2+(σ
2
i − t)
≥ cM | At
)
.
(25)
Notice that P
(
(σ+
√
tJ+)
2
σ2i−t ≥ cM
2 | At
)
is either 0 or 1 since σi and σ are constants. We pick t so
that this probability is 0. To pick t, notice that,
(σ +
√
tJ+)
2
J2+(σ
2
i − t)
=
(
σ
σi
+
√
tJ+
σi
)2
J2+(1− tσ2i )
≤
(
J+
√
M + J+
√
tMJ+
σ
)2
J2+(1− tσ2i )
≤
M
(
1 +
√
tJ+
σ
)2
1− MJ2+tσ2
,
(26)
where the last inequality holds as long as 0 < t < σ
2
MJ2+
and follows by noting that 1
σ2i
≤ MJ
2
+
σ2
by assumption. Pick t = σ
2
4J2+M
. Since 0 ≤ σ ≤ 1, this choice of t implies
M
(
1+
√
tJ+
σ
)2
1−MJ
2
+
t
σ2
≤ 5M .
Hence, for c = 5 and this choice of t, P
(
(σ+
√
tJ+)
2
J2+(σ
2
i−t) ≥ 5M | At
)
= 0. Combining Eq. (25) and
Eq. (24), we have by a union bound that,
P
(
σˆ2
J2+σˆi
2 ≥ 5M
)
≤ 2J+ exp
(
−1
8
S
σ4
M2
)
, (27)
for all i ∈ [J+]. Solving for S by setting the right hand side above to δ yields the claim.
We have all the pieces to prove Theorem 3.2. We follow the proof strategy in [6, Theorem 5.2].
Proof. Let R∗ =
[
z+
T
1 ◦ z+T1 , · · · z+TN−1 ◦ z+TN , z+TN ◦ z+TN
] ∈ RJ+×N2 . Notice,
1
N2
‖Z+Z+T − Z(w)Z(w)T ‖2F = (1− w)T
R∗
N
R∗T
N
(1− w). (28)
We approximate Eq. (28) with (1− w)T R√
S
RT√
S
(1− w) and bound the error. Suppose
D∗ := max
i,j∈[J+]
∣∣∣∣∣
(
R∗
N
R∗T
N
)
ij
−
(
R√
S
RT√
S
)
ij
∣∣∣∣∣ ≤ 2 .
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Then,
(1− w)T R
∗
N
R∗T
N
(1− w)− (1− w)T R√
S
RT√
S
(1− w) ≤
∑
i,j∈[J+]
|wi − 1||wj − 1|D∗
≤ ‖w − 1‖21

2
.
(29)
Notice,
Eis,js
[(
R√
S
RT√
S
)
ij
]
= Eis,js
[
1
S
S∑
s=1
ciscjs
]
=
1
S
S∑
s=1
Eis,js [ciscjs]
= Eis,js [ciscjs]
=
1
N2
N2∑
s=1
ciscjs
=
(
R∗
N
R∗T
N
)
ij
.
(30)
Hence, the i.i.d. collection of random variables {ciscjs}Ss=1 yields an unbiased estimate of(
R∗
N
R∗T
N
)
ij
. Each ciscjs is bounded by 1J2+ . Therefore, by Hoeffding’s inequality and a simple union
bound,
P
(
D∗ ≥ 
2
)
≤ 2J2+ exp
(−2SJ4+2). (31)
Setting the right-hand side to δ
∗
2 and solving for

2 implies with probability at least 1− δ
∗
2 ,

2
≤ 1√
SJ+
2
log
[
4J2+
δ∗
] 1
2
. (32)
Hence, with probability at least 1− δ∗2 ,
1
N2
‖Z+Z+T − Z(w)Z(w)T ‖2F ≤ (1− w)T
R√
S
RT√
S
(1− w) + ‖1− w‖21
1√
SJ2+
log
[
4J2+
δ∗
] 1
2
=
1
S
‖r − r(w)‖22 + ‖1− w‖21
1√
SJ2+
log
[
4J2+
δ∗
] 1
2
Lemma A.2 implies that there exists a 0 ≤ ν < 1 such that 1S ‖r− r(w)‖22 ≤ ν2J−2. Since ν depends
on the pairs il, jl picked, we can take ν∗ to be the largest ν possible. Since the set of all possible
S pairs is finite, that implies 0 ≤ ν∗ < 1. Hence, setting J = 12 logν∗
(

2
)
+ 2 guarantees that
1
S ‖r − r(w)‖22 ≤ 2 for any collection of drawn il, jl, 1 ≤ l ≤ S. Assume for any a ∈ (0, 1] and
δ > 0, we can find an M such that
P
(
max
j
σ2/(J2+σ
2
j ) > M
)
< aδ. (33)
If Eq. (33) holds, we may assume maxj σ
2
/(J2+σ
2
j ) < M by setting M large enough since we just
need a 1− δ probabilistic guarantee. By the polytope constraint in Eq. (9), w∗i ≤ σˆσˆi for all i ∈ [J+].
Without loss of generality, assume the first J components of w∗ can be the only non-zero values
since w∗ is at least J sparse. For S ≥ 8M4σ4 log
(
2J+
δ2
)
, Lemma B.1 implies with probability at least
16
1− δ∗2 ,
‖1− w∗‖21 ≤
(
σˆ
σˆi
J + (J+ − J)
)2
≤ (JMJ+ + J+))2
≤ (2JM
√
5J+)
2
≤ 10J2+M2J2
≤ 10J2+M2
(log 2 )
2
(log ν)2
(34)
Therefore, with probability at least 1− δ∗,
1
N2
‖Z+Z+T − Z(w)Z(w)T ‖2F ≤

2
+
10M2(log 2 )
2
√
S(log ν)2
log
[
4J2+
δ∗
] 1
2
. (35)
Finally, setting S ≥ max
(
100
2
[
M
(log 2 )
(log ν)
]4
log
[
4J+
2
δ∗
]
, 8M
4
σ4 log
(
2J+
δ2
))
implies 1N2 ‖Z+Z+T −
Z(w)Z(w)T ‖2F ≤  with probability at least 1− δ∗ which matches the rate provided in Theorem 3.2.
It remains to show Eq. (33). Notice that
σ
J+σj
=
1
J+
+
1
J+
∑
i 6=j
σ˜ij , (36)
where σij := σiσj . Notice that each σij are i.i.d. for i 6= j. Let the µj = Eσij and sj be the standard
deviation of σij . Since each σj is i.i.d. that implies µj and sj are both constant across j so we drop
the subscript. By a union bound, it suffices to show for any τ > 0 we can find an M such that
P
 max
1≤j≤J+
1
J+
∑
i 6=j
σ˜ij > M
 < τ. (37)
By Chebyshev’s inequality,
P
 1
J+
∑
i6=j
σ˜ij − µ > cs
J+
 ≤ 1
c2
. (38)
Take c = J+τ . Then,
P
 1
J+
∑
i 6=j
σ˜ij − µ > cs
J+
 ≤ 1
J2+τ
< τ. (39)
By a union bound, Eq. (38) implies
P
 max
1≤j≤J+
1
J+
∑
i 6=j
σ˜ij > M
 < 1
τJ+
< τ
for M = µ+ sτ as desired.
The proof showing that lim supJ+→∞ νJ+ < 1 is the same as the proof Theorem 3.4.
C Runtime analysis of methods
The ridge regression and PCA runtimes depend on the number of features used, as specified in Table 1,
and therefore follow from the first column of the table.
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First, we show that using RFM with J+ = O
(
1
 log
1

)
number of random features ensures that
1
N2 ‖K − Kˆ‖2F = O() with high probability. By a union bound, P
(
1
N2 ‖K − Kˆ‖2F ≤ 
)
≥
P
(
maxi,j∈[N ] |Kij − Kˆij | ≤
√

)
. Now, Claim 1 of [33] implies
P
(
max
i,j∈[N ]
|Kij − Kˆij | ≥
√

)
= O
(
1

e−J+
)
. (40)
Setting the right-hand side of Eq. (40) to some fixed probability threshold δ∗ implies J+ =
O
(
1
 log
(
1
δ∗
))
. Since δ∗ is some fixed constant, J+ = O
(
1
 log
1

)
number of random features
suffices for an O() error guarantee. Hence, it suffices to use J+ = O
(
1
 log
1

)
as the up-projection
dimension for both RFM-FW and RFM-JL.
To prove the bounds for RFM-FW, take S = Ω(J2+(log J+)
2). It is straightforward to check that
this choice of S satisfies the requirements of Theorem 3.2. By Theorem 3.2, it suffices to set
J = O (log J+) for an O() error guarantee. Hence, Algorithm 1 takes O(SJ+ log J+) time to
compute the random feature weights w since Frank-Wolfe has to be run for a total of O(log J+)
iterations. Finally, it takes O(N log J+) to apply these O(log J+) weighted random features to the
N datapoints. We conclude by proving the time complexity of RFM-JL.
Denote x˜i := (Z+)i ∈ RJ+ as the mapped datapoints from RFM. Let A ∈ RJ×J+ for J ≤ J+ be a
matrix filled with i.i.d. N(0, 1J ) random variables for the JL compression step. Let f(x) := Ax. It
suffices to pick a J such that,
P
(
max
i,j∈[N ]
∣∣x˜iT x˜j − f(x˜i)T f(x˜j)∣∣ ≥ √) ≤ δ∗ (41)
for RFM-JL. We use the following corollary from Kakade and Shakhnarovich [24, Corollary 2.1] to
bound the above probability.
Lemma C.1. Let u, v ∈ Rd and such that ‖u‖ ≤ 1 and ‖v‖ ≤ 1. Let f(x) = Ax, where A is a
k × d, k ≤ d matrix of i.i.d. N(0, 1k ) random variables. Then,
P
(| uT v − f(u)T f(v) |) ≤ 4e− 14 (2−3)k. (42)
‖x˜i‖2 = 1 since x˜i = 1√
J+
(
cos(ωT1 xi + b), · · · , cos(ωTJ+xi + b)
)
. Hence, we may apply
Lemma C.1 to x˜i. By a union bound and an application of Lemma C.1, Eq. (41) is bounded
by O
(
N2e−J
)
. Setting N2e−J equal to δ∗ and solving for J implies that J = Ω
(
1
 log
(
N2
δ∗
))
.
Hence, J = O
(
1
 logN
)
. Now, O
(
1

)
= O
(
J+
log 1
)
which implies J = O
(
J+ logN
log 1
)
. Since
N > J+ > O
(
1

)
, J = Ω(J+) suffices for an for an O() error guarantee. While the JL algorithm
typically takes O (NJ+k) time to map a N × J+ matrix to a N × k matrix, the techniques in Hamid
et al. [18, Section 3.5] show that onlyO (NJ+ log J) time is required by using the Fast-JL algorithm.
D Impact of kernel approximation
Here we provide the precise error bound and runtimes for kernel ridge regression, kernel SVM, and
kernel PCA when using a low-rank factorization ZZT of K. We denote X ⊂ Rp as the input space
and define c > 0 such that K(x, x) ≤ c and Kˆ(x, x) ≤ c for all x ∈ X . This condition is verified
with c = 1 for Gaussian kernels for example. All the bounds provided follow from [11, 46], where
we simply replace the spectral norm with the Frobenius norm since the Frobenius norm upper bounds
the spectral norm.
D.1 Kernel ridge regression
Exact kernel ridge regression takes O(N3) since K must be inverted. Suppose K ≈ ZZT :=
Kˆ, where Z could be found using RFM for example. Running ridge regression with the feature
matrix Z just requires computing and inverting the covariance matrix ZTZ ∈ RJ×J which takes
Θ(max(J3, NJ2)) time. Proposition D.1 quantifies the error between the regressor obtained from
K and the one from Kˆ.
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Proposition D.1. (Proposition 1 of [11]) Let fˆ denote the regression function returned by kernel
ridge regression when using the approximate kernel matrix Kˆ ∈ RN×M , and f∗ the function returned
when using the exact kernel matrix K. Assume that every response y is bounded in absolute value by
M for some 0 < M <∞. Let λ := Nλ0 > 0 be the ridge parameter. Then, the following inequality
holds for all x ∈ X:
|fˆ(x)− f∗(x)| ≤ cM
λ20N
‖Kˆ −K‖2
≤ cM
λ20N
‖Kˆ −K‖F
= O
(
1
N
‖Kˆ −K‖F
)
D.2 Kernel SVM
Kernel SVM regression takes O(N3) using K since K must be inverted. Again suppose K ≈
ZZT := Kˆ. Then, training a linear SVM via dual-coordinate decent on Z has time complexity
O (NJ log ρ), where ρ is the optimization tolerance [21].
Proposition D.2. (Proposition 2 of [11]) Let fˆ denote the hypothesis returned by SVM when using
the approximate kernel matrix Kˆ, f∗ the hypothesis returned when using the exact kernel matrix K,
and C0 be the penalty for SVM. Then, the following inequality holds for all x ∈ X:
|fˆ(x)− f∗(x)| ≤
√
2c
3
4C0‖Kˆ −K‖
1
4
2
[
1 +
‖Kˆ −K‖ 142
4c
]
≤
√
2c
3
4C0‖Kˆ −K‖
1
4
F
[
1 +
‖Kˆ −K‖ 14F
4c
]
.
= O
(
‖Kˆ −K‖ 12F
)
.
D.3 Kernel PCA
We follow [46] to understand the effect matrix approximation has on kernel PCA. For a more in-depth
analysis, see pg. 92-98 of [46]. Without loss of generality, we assume the data are mean zero.
Let Φ(·) be the unique feature map such that k(x, y) = 〈Φ(x),Φ(y)〉. Let the feature covariance
matrix be denoted as ΣΦ := Φ(XN )Φ(XN )T , where Φ(XN ) := [Φ(x1) · · ·Φ(xn)]. Since the rank
of ΣΦ is at most N , let vi 1 ≤ i ≤ N be the N singular vectors of ΣΦ. For certain kernels, e.g., the
RBF kernel, the vi are infinite dimensional. However, the projection of Φ(x) onto each vi is tractable
to compute via the kernel trick:
Φ(x)T vi = Φ(x)
Φ(XN )ui√
σi
=
kTx ui√
σi
, (43)
where kx := (K(x1, x), · · · ,K(xN , x)) and ui is the ith singular vector of K with associated
eigenvalue σi. Often, the goal is to project Φ(x) onto the first l eigenvectors of ΣΦ for dimensionality
reduction. To analyze the error of the projection, let PVl be defined as the subspace Vl spanned by
the top l eigenvectors of ΣΦ. Then, the average empirical residual Rl(K) of a kernel matrix K is
defined as,
Rl(K) :=
1
N
N∑
n=1
‖Φ(xn)‖2 − 1
N
N∑
n=1
‖PVl(Φ(xn))‖2
=
∑
i>l
σi
(44)
Rl(K) is simply the spectral error of a low-rank decomposition of ΣΦ using the SVD. If we instead
use Kˆ for the eigendecomposition, the following proposition bounds the difference between Rl(K)
and Rl(Kˆ).
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Figure 7: Kernel matrix approximation errors. Lower is better. Each point denotes the average over
20 simulations and the error bars represent one standard deviation. The HALTON sequence was used
to generate the quasi random features.
Proposition D.3. (Proposition 5.4 of [46]) For Rl(K) and Rl(Kˆ) defined as above,
|Rl(K)−Rl(Kˆ)| ≤
(
1− l
N
)
‖K − Kˆ‖2
≤
(
1− l
N
)
‖K − Kˆ‖F .
E Additional Experiments
As stated in Section 4, our method may be applied on top of other random feature methods. In
particular, many previous works have reduced the number of random features needed for a given level
of approximation by sampling them from a different distribution (e.g., through importance sampling
or Quasi-Monte-Carlo techniques). Regardless of the way the random features are sampled, our
method can still be used for compression.
To demonstrate this point further, we consider generating random features using Quasi-Monte-Carlo
[1]. Quasi random features work by generating a sequence of points from a (low-discrepancy) grid of
points in [0, 1]p. Points are sampled from the target random-features distribution Q by applying the
inverse CDF of Q on each of these points in the sequence. In Avron et al. [1], the authors showed
that generating random features in this way improved performance over the classical random features
method provided in Rahimi and Recht [33]. In Fig. 7 and Fig. 8, we see that our method is able to
compress the number of quasi random features, which is similar to the behavior in Fig. 1 and Fig. 2.
Note that the experimental setup is exactly the same as in Section 4 except that the random features
are now generated using Quasi-Monte-Carlo.
20
Figure 8: Classification accuracy. Higher is better. Each point denotes the average over 20 simulations
and the error bars represent one standard deviation. The HALTON sequence was used to generate the
Quasi random features.
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