This paper studies the asymptotic characteristics of uniform scalar quantizers that are optimal with respect to mean squared error. It is shown that when a symmetric source density with infinite support is sufficiently well behaved, the optimal step size ∆ N for symmetric uniform scalar quantization decreases as 2σ N
I. INTRODUCTION
Although uniform scalar quantization is the earliest, simplest and most common form of quantization, the fundamental question of how its step size should depend on the number of levels has long been open for source densities with infinite support, such as Gaussian. More specifically, it is not known how the step size, ∆ , that minimizes the mean squared error (MSE) distortion depends on the number of levels, N , and the probability density, p(x), of the source to which it is applied. As a result, though it is well known [1] that under ordinary circumstances the MSE is given by ∆ 2 / 12, the question of how the distortion of an optimal uniform scalar quantizer varies with N has also remained open. Moreover, since the ∆ 2 / 12 approximation assumes overload distortion is negligible, and since this has never been demonstrated for optimal uniform quantization of any density with infinite support, it is not known what characterizes those densities for which ∆ 2 / 12 gives a good approximation.
In contrast, the situation for nonuniform scalar quantization is much better understood. For instance, it is well known that the best nonuniform quantizers for a source with probability density 
More precisely, it was shown by Zador [3] and Bucklew [4] that
Equivalently, the signal-to-noise ratio (SNR) satisfies
where R ≡ log 2 N denotes the rate of quantization and the constant c depends on the source density.
This indicates that SNR increases 6 dB for each 1 bit increase of rate.
In this paper, we analyze the asymptotic behavior of optimal symmetric uniform scalar quantizers for symmetric densities with infinite support. To make this more concrete, an N level symmetric uniform scalar quantizer with step size ∆ has levels y 1 , y 2 We focus on symmetric source densities since they simplify the analysis and since most important source densities, such as Gaussian and Laplacian, are symmetric. Though there are examples of symmetric source densities for which the optimal uniform scalar quantizer is asymmetric [5] , we restrict attention to symmetric uniform scalar quantizers because they are of more interest, easier to deal with, and have performance close to optimum. Our results extend immediately to densities with one-sided infinite support, such as Rayleigh. Specifically, the optimal N -level uniform Similarly, Paez and Glisson [7] published such values for the Laplacian and Gamma densities for N = 1 to 32. Algazi [8] gave an approximate formula for D N and numerically minimized it to find Other forms of curve fitting for the values of ∆ N and D N may also be found in the literature [10, 14] .
However, since the numerical values of ∆ N and D N for small N can be misleading, such curve-fitting results do not necessarily reflect the true asymptotic behavior.
There are also some analytical results concerning optimal uniform scalar quantization.
Specifically, Bucklew and Gallagher [10] showed that for source densities with bounded support, the optimal step size ∆ N and distortion D N satisfy:
i. lim
ii. lim
iii. lim
where supp( p) denotes the length of the shortest interval with probability one, and bounded support means supp( p) < ∞ . Note that N∆ N` may be viewed as the length of the support of the quantizer and that (6) follows easily from (4) and (5) . For source densities with infinite support, they also showed:
iv. lim
v. lim
vii. lim
Equation (10), which follows immediately from (8) and (9), shows that for sources with infinite support, D N does not decrease as 1 / N 2 , as it does in the case of optimal nonuniform scalar quantization (2) . As a result, the curve of SNR vs. R diverges from any line of slope 6 dB/bit, such as (3). In addition, based upon empirical data, it was conjectured in [10] that D N is of order log N / N 2 or larger. As we show later, this turns out to be the correct convergence rate for D N .
Although it is reasonable to expect that (5) holds for most common densities with infinite support, it has never been proven --not for any density with infinite support. Moreover, Bucklew and Gallagher showed [10] that it does not hold (i.e. inequality (9) is strict) when the source density has the form
where δ > 0. 
II. STATEMENT OF MAIN RESULTS
In this section, we summarize the main results regarding the asymptotic behavior of the optimal ∆ N and D N . We begin with some background material. Given a uniform scalar quantizer with N levels and step size ∆ , we consider (−L, L] to be the support of this quantizer, where L = N∆ / 2 is considered the support length.
The MSE distortion may be written as the sum of granular and overload distortions, which are, respectively, the contributions from inside and outside the support of the quantizer. Moreover, it will be more convenient to consider the distortion to be a function of L. Accordingly, we write
where
and
and where
We let L N ≡ N∆ N / 2 denote the optimal support length; i.e. the one that minimizes D N (L), and let D N gran and D N over denote, respectively, the resulting optimal granular and overload distortions, so that
Unless otherwise specified, we assume the probability density function p(x) of the source random variable X to which the quantizer is applied satisfies the following conditions:
is symmetric, with finite variance and infinite support,
is continuously differentiable for all x ≠ 0 , (iv) there exists a negative, monotonically nondecreasing function ϕ(x) such that
and limsup
or in other words, as x → ∞, ′ p (x) is of the same order as some negative monotonically nondecreasing function, (v) one of the following holds:
there exists a function ϕ(x) that is either positive monotonically nonincreasing or negative monotonically nondecreasing such that
or in other words, as x → 0 , ′ p (x) is of the same order as some positive or negative montonic function.
Assumptions (iv) and (v) are monotonic-type conditions, which will only be used in Appendix C to
show that the improper Riemann sum of a function with infinite support and discontinuity at the origin converges to the integral of the function. As an important example, any generalized Gamma density satisfies these conditions.
We are now ready to present our main results, all of which are proved in Section V. The first is an asymptotic bound on L N , or equivalently ∆ N .
Theorem 1: For any
Note that K(y) decreases strictly monotonically to zero as y increases (since the source density has infinite support). It therefore has an inverse function K −1 (•). Furthermore, since the source density is assumed to have infinite support, K −1 (z) increases strictly monotonically to infinity as z decreases to zero. Hence, Theorem 1 is consistent with (8).
Example 1: Consider a Gaussian density with mean 0 and variance σ 2 . It is easy to show (see Appendix A) that,
where o y (1) tends to zero as y tends to infinity. It follows easily that for any fixed ε > 0, there exist
for sufficiently large N . Therefore, for a Gaussian density, L N tends to infinity at a rate of ln N .
However, stronger results can be obtained, as shown later in this section.
Example 2: Consider a density of the form (11) . It is easy to show that
It follows that for a fixed ε > 0, there exist N 1 > 0 , C 1 > 0 and C 2 > 0 such that for all N ≥ N 1 ,
Applying Theorem 1, we have
for sufficiently large N . Therefore, for this density, L N tends to infinity at a rate between N To present the remaining results, we introduce the function
whose limiting behavior plays an important role in the asymptotic behavior of optimal uniform quantization. In particular, when as usually happens its limit
exists, Theorem 5 below provides a tighter bound on L N . Note that τ cannot be less than one since T(y) is lower bounded by one for all y > 0. Also note that τ is a measure of the heaviness of the tail of the density. As an indication of this, the following proposition relates the value of τ to the number of finite moments of the density. 
Corollary 4:
If τ exists and all moments of the density p(x) are finite, then τ = 1.
Now we present tighter asymptotic formulas for ∆ N and L N , assuming the existence of τ .
Theorem 5:
If the limit τ exists, then L N satisfies
and 2
or, equivalently,
Like K(y) , the function V(y) decreases strictly monotonically to zero as y approaches infinity.
Thus it has an inverse V −1 (•), and V −1 (z) tends to infinity as z tends to zero. Note that by changing order of integration, V(y) can also be written as 
with respect to L to zero, we obtain the following equation, which the optimal support length L N must satisfy
The above equation can be rewritten as
and taking the inverse yields 
Example 1, continued:
For the Gaussian density, it is shown in Appendix A that τ = 1 and
Applying Theorem 2, we have
Therefore, for the Gaussian distribution, L N is approximately 2σ ln N for large N , and ∆ N is approximately 4σ ln N / N . Shankar [15] independently showed a similar result, but he erred in its derivation by assuming the overload distortion equals the granular distortion for the optimal uniform quantizer of Gaussian density, which is not the case.
Example 2, continued: For densities of the form (11) , it is easy to show that
Therefore it follows from Theorem 2 that It is interesting to note that when δ is near zero, the optimal step size ∆ N decreases so slowly that it resembles a constant 2 3 , and the support length L N grows so fast as to simply append quantization cells of size 2 3 to the edges of the support interval.
We now consider the dependence of the optimal distortion D N on N . As one might suspect, regardless of how fast the support length grows, the fact (7) that ∆ N decreases to zero is sufficient to guarantee that granular distortion D N gran is asymptotically well approximated by ∆ N 2 / 12 . This is demonstrated by the following theorem, whose proof, given in Section V, is based on a result of Linder and Zeger [16] that implies that for uniform scalar quantizers with infinitely many levels, densities. It seems intuitive that the asymptotic significance of overload distortion will depend on the heaviness of the tail of the source density. Indeed, the next theorem shows that contribution of overload distortion is directly determined by the parameter τ. Before presenting it, the following lemma, which will be used in its proof and several other places, provides a somewhat simpler asymptotic expression for D N over .
Lemma 7: If τ exists, then
or equivalently,
where σ 2 is the variance of the source,
and p(x) = σ p(σ x) is the source density normalized to have unit variance.
Note that ρ in (22) is a monotonically increasing function of τ , which agrees with our intuition that the asymptotic significance of overload distortion should depend on the heaviness of the tail of the source density. Combining (22) with Proposition 2, we obtain the following interesting upper bound on the asymptotic contribution of overload distortion.
Corollary 9: If τ exists, and the m -th moment of the source is finite for some integer m ≥ 2, then the following limit exists and satisfies
For some densities, such the Student-t,
is the Gamma function and where n ≥ 3 makes the variance finite, the integrals in V(y) and τ may be difficult to evaluate. However, it is clear that the tail of the Student-t density decreases at a rate like that of the Bucklew-Gallagher density (11) (with δ = n − 2), for which V(y) and τ can readily be found, (18,19). Therefore it is plausible that the densities should have the same value of τ as well as the same asymptotics for L N and D N . This is demonstrated by the next proposition.
Proposition 10:
Suppose
and τ (q) (i.e. the limit τ for density q(x)) exists. Then
, and
which implies that
and if τ q < 2,
where the subscripts or superscripts ( p) and (q) indicate the corresponding entities defined for source densities p(x) and q(x), respectively.
III. CLASSIFICATION OF SOURCE DENSITIES BY TAIL CHARACTERISTICS
In this section, we consider in more detail what happens in several special cases, according to the value of τ .
A. Light-Tailed Densities ( τ = 1)
When τ = 1, Theorem 8 shows that the tails of the source density are light enough that
Consequently, the overload distortion can be ignored; ∆ N 2 / 12 is an asymptotically good approximation for the overall distortion D N ; and the latter converges to zero at a rate of about
In fact, Theorem 8 also shows that when τ exists, τ = 1 is both necessary and sufficient for the overload distortion to be negligible. Due to its importance, we restate this result below. In the following lemma, we present a necessary condition for the overload distortion to be negligible without assuming the existence of τ .
Lemma 12: If lim
Now consider the important subclass of light-tailed densities of the form,
where β > −1, α > 0 is the exponential decay parameter, σ 2 is the variance of the distribution,
We refer to such densities as generalized Gamma (GΓ), since when α = 1, such densities reduce to Gamma. It is shown in the Appendix A that τ = 1 for all GΓ densities, and therefore their overload distortions are asymptotically negligible. Most commonly used densities, such as Gaussian, Laplacian, Gamma, and two sided versions of Rayleigh and Weibull, are generalized Gamma, which is probably why ∆ N 2 / 12 has generally served as a good approximation to the overall distortion.
Using Theorems 5 and 8, some more concrete results regarding the asymptotics of L N and D N for GΓ densities can be derived.
Theorem 13: For a GΓ density,
which imply
Equation (33) shows that for GΓ densities, L N tends to infinity at a rate of ln N ( ) 1/ α as N tends to infinity. Note that as α tends to infinity and β = 0 , the GΓ density approaches the uniform density, and the constant appearing in (33) tends to 3 σ , which is the optimal support length for a uniform density with variance σ 2 .
On the other hand, (34) shows that D N tends to infinity at a rate of ln N ( ) 2 / α / N 2 as N tends to infinity, or equivalently, in terms of SNR vs. rate R ,
where the constant c depends only on α . Therefore, for GΓ densities, although the SNR of optimal uniform quantization asymptotically diverges from any line of slope 6 dB/bit, its slope nevertheless approaches 6 dB per bit, as that of the SNR of optimal nonuniform quantization.
Finally, note that due to Proposition 10, the results in Theorem 13 also apply to any source
for some β > −1, α > 0 , µ > 0 and λ > 0.
B. Heavy-Tailed Densities (1 < τ < 2 )
When 1 < τ < 2 , Theorem 8 shows that the tail is heavy enough that D N over contributes significantly to the overall distortion D N . In particular, the ratio D N over to D N gran tends to the limit ρ > 0 . For example, consider the density given in (11) . As mentioned before,
which is between 1 and 2 for all δ > 0. Therefore, from Theorem 8,
and combining with (19),
or equivalently, in terms of SNR versus rate R ,
where the constant c depends only on δ . Thus, the SNR does not increase at a rate of 6 dB/bit for these densities. It is interesting to note that when δ = 2 , i.e. when the tail of the density decreases roughly as 1 / x 5 , granular distortion and overload distortion contribute asymptotically the same amount to the overall distortion D N . In this case, the SNR increases at a rate of only about 3 dB/bit.
C. Very-Heavy-Tailed Densities ( τ = 2 )
Surprisingly, there exist source densities with finite variance whose tails are so heavy that the overload distortion dominates the granular distortion. The next theorem shows that this happens whenever τ = 2.
Theorem 14:
and 
Note that the condition in (38) is satisfied if the limit, as x tends to infinity, of
exists and is finite for some κ ∈(0,1) . Also note that, similar to (25), one may normalize both W(⋅)
and V(⋅) to see the dependence of D N on the variance σ 2 in (39). That is, (39) is equivalent to
As an example, consider a source density of the form
where δ > 0 and C(δ ) is a normalization constant. It is easy to check that the variance is finite and τ = 2. Moreover, it is straightforward to show that
From Theorem 13, it follows that
or equivalently in terms of SNR versus rate R ,
where the constant c depends only on δ . Thus, the SNR increases with an asymptote of 0 dB/bit! The performance penalty for using simple uniform quantization for these source densities is therefore enormous.
D. Beyond Generalized Gamma Distributions
In this subsection, we present additional results for densities with "exponentially decaying" tails that are neither generalized Gamma, nor satisfy (35). For example, consider the following source density:
where 
We note that the proof of Theorem 15 does not follows from Theorem 5, since we are not able to show that (42) implies the existence of τ . To show τ exists, we need a stronger condition, as described below.
Theorem 16: If in addition to Conditions (i)-(v)
there exist α > 0 and λ > 0 such that
From L'Hospital's rule, it is clear that (45) implies (42). It is also easy to see that both the density in (41) and the GΓ density satisfies (44). However, there do exist densities that satisfy (42) but not (45);
where C > 0 and λ > 0. Thus, (45) is indeed a stronger condition than (42). first published in [6, 7] , were taken from [11] . For the Rayleigh (one-sided) density, they were taken from [13] . Each of these densities is a special case of generalized Gamma normalized to unit variance, and Table 3 gives their parameters.
IV. ACCURACY OF ASYMPTOTIC FORMULAS Figures 1-8 and
Specifically, the figures showL
which come from (33) and (31) in Theorem 13, respectively.
From Figures 1, 3 , 5 and 7, we see that for all four source densities, L N ,1 follows the general trend of L N , but diverges from L N slowly as rate increases (because L N ,1 lacks the ln ln N term contained in (48)). On the other hand, L N , 2 converges to L N as rate increases. However, in some cases, such as the Gaussian, it does not give a sufficiently tight approximation to L N for practical use at low or moderate rate. In response, we propose a third approximation:
which is simply L N , 2 augmented by the error term:
which attempts to correct every asymptotic approximation made in the derivation of (31) in Theorem 
V. PROOFS
In this section, we prove the results presented in Section II and III. Recall that the source density is assumed to satisfy the conditions stated at the beginning of Section II.
A. Proof of Theorem 1
We proceed by setting to zero the derivative of the distortion D N (L) with respect to L. Taking the derivatives of (13) and (14) yields:
Setting the sum of these derivatives to zero, we find that the optimal support length L N solves the equation:
where The integral equation (51) is similar to those appearing in [6, 9, 10] . Solving it would yield the optimal support length L N and, as a result, the optimal step size ∆ N . Although the problem is quite susceptible to machine computation, it is very difficult, if not impossible, to find closed-form expressions for L N , due to the nonlinearity of (51). This is probably why the asymptotics of uniform scalar quantization have not previously been derived.
Theorem 1 will follow from two lemmas. 
This lemma is proved in Appendix C. It is intriguing that if each y i were the centroid of the corresponding S i , then h N would equal zero. But for sources with infinite support, this never happens, and h N tends to a non-zero limit, no matter how close the y i 's are to being centroids.
With Lemma 17, (51) can be rewritten as
where o N (1) → 0 as N → ∞. By adding and subtracting the term (N − 1) 2 K(L N ) on the left side of (52), we find
Lemma 18:
The support length L N for an optimal uniform quantizer satisfies
Proof: Statement (a) follows easily from (53) by lower-bounding (N − 1)J(L N ) by 0 and taking the lim sup of the resulting inequality. Statement (c) follows similarly by dropping the first "1" in the brackets of (53) and using the fact that 
B. Proof of Proposition 2
Suppose τ exists and the density p(x) has finite m -th moment for some integer m ≥ 2. Define, for each integer n such that 1 ≤ n ≤ m,
and let τ n ≡ lim y→∞ T n (y) whenever it exists. Note that T 1 (y) = T(y) − 1 and τ 1 = τ − 1.
We will first show that if τ n −1 exists, then τ n exists, and
for all n such that 2 ≤ n ≤ m. Since τ 1 = τ − 1 exists by hypothesis, it will then follow that τ n exists for n = 1,2,L , m. Note that since the m -th moment of the source is finite, both the denominator and the numerator of (54) tend to zero as y tends to infinity. Therefore, applying L'Hospital's rule to (54) gives
which establishes (55) and the fact that τ n exists whenever τ n −1 exists. Next we will show by induction that for all k from 1 to m − 1,
Since T m (y) ≥ 0 for all y > 0, it follows that τ m ≥ 0 and, consequently, that the denominator of (55) must be positive. Therefore, τ m −1 ≤ m − 1, i.e. (56) holds for k = 1. Now suppose (56) holds for all k from 1 to ′ k . From (55), we have
Therefore, (56) holds for all k from 1 to m − 1.
Finally, substituting k = m − 1 in (56), we have
and Proposition 2 is proved.
C. Proof of Theorem 5
Lemma 18 gave several asymptotic bounds to the optimal support length for any density that satisfies the conditions stated at the beginning of Section II. The major difficulty in narrowing these bounds stems from the unknown asymptotics of J(L N ) (or equivalently T(L N )). Therefore, it is unclear which is the dominant term inside the square bracket in (53). When the limit τ is known to exist, such confusion is resolved by the next lemma.
Lemma 19: If the limit τ exists, then the optimal support length L N satisfies
Proof: Suppose τ > 1. Then (57) follows easily since, in this case,
Now suppose τ = 1, and consider the limiting ratio of P(X > y) to J(y),
where L'Hospital's rule is used to obtain the second equality. Consequently, the ratio of K(y) to J(y) also tends to zero as y tends to infinity since
Now suppose there exists a sequence N i
∞ of positive integers and a real M > 0 such that for all i,
From (53), we have
and, by taking the lim inf,
From (58), it follows that
where the second inequality uses (59) and (60). Since the above is a contradiction, the hypothesized (16) of Theorem 5 follows immediately by taking the limit on both sides of (53) and
To show (17) of Theorem 5, we use Lemma B1 proved in Appendix B showing that the function
is log uniformly continuous on (0,∞) , as defined below.
Definition: A function f :S → ℜ, S ⊂ ℜ , is log uniformly continuous (LUC) on S if for all ε > 0, there exists δ > 0 such that when x ∈S and κ − 1 ≤ δ ,
Equivalently, a function f (x) is LUC if the plot of log f (x) versus log x is uniformly continuous, or, in other words, the function f (x) is uniformly continuous in log scale. Another equivalent condition is given by the following lemma whose proof, a straightforward exercise in analysis, is omitted. 
Lemma 20: A function f is LUC on S ⊂ ℜ if and only if lim
which demonstrates (17) of Theorem 5.
D. Proof of Theorem 6
Let Q ∆ N denote a uniform scalar quantizer with N levels and step size ∆ . We use the following lemma, which is a special case of Theorem 1 of [16] regarding the MSE of a uniform scalar quantizer Q ∆ ∞ with step size ∆ and infinitely many levels.
Lemma 21: For any source density p(x),
To prove Theorem 6, we first note that
and, therefore, Lemma 21 implies
Now, for any fixed ε > 0, choose L so large that P( X > L) < ε and let p ε (x) be the conditional
Letting ε tends to zero in (62) and combining with (61) shows
for any source density p(x), and completes the proof of Theorem 6.
E. Proof of Lemma 7
First note that
Now expanding D N over , we have
where the first inequality follows from Cauchy's inequality, and the second inequality follows from
exists. Thus, combining with (63) and letting N tends to infinity, the result follows. q
F. Proof of Theorem 7
To show Theorem 8, it suffices to show (22) --since (23) 
, provided that the last limit exists, where W(y) is defined in (21). But the existence of such limit is guaranteed by the existence of τ since
where L'Hospital's rule is used in the second equality above (both the numerator and denominator tend to zero because the variance is finite), and the theorem is proved.
G. Proof of Proposition 10
Suppose (26) holds and τ (q) exists. For any ε > 0 and sufficiently large y , T ( p) (y) can be bounded as
and from the arbitrariness of ε , it follows that τ ( p) = τ (q) . In a similar manner, one can easily show that (27) holds. (28) follows from (27) and the fact that (14) and (21), respectively. On the other hand, we also have
where the inequality above follows by using the convexity of the square function in the numerator and [ ]
Since T(y) ≥ 1 for all y > 0, we have
which completes the proof of the lemma.
I. Proof of Theorem 13
It is shown in Appendix A that for GΓ densities, τ = 1, and therefore (32) follows from Theorem 8. Moreover, it is also shown in (A6) of Appendix A that
where o y (1) → 0 as y → ∞ . This implies that
where o z (1) → 0 as z → 0. Therefore, (33) and (34) follow directly from (17) of Theorem 5 and (24) of Theorem 8, respectively. To show the stronger result of (31), we will apply Theorem 5 again with the knowledge of (33). From (A6) and (33),
Combining with (16) in Theorem 5, we have
Taking logarithms of both sides and letting N tend to infinity, (31) follows.
J. Proof of Theorem 14
First note that (36) follows immediately from (23) in Theorem 8 with τ = 2 , and therefore, the granular distortion is asymptotically negligible (from Theorem 6). Together with Lemma 7, it is easy to see that
Consequently, using Theorem 5, one can write
and (37) holds.
To prove (39), it is clear from (65) that it suffices to show
under the condition in (38). It is shown in Lemma B2 of Appendix B that the condition in (38), together with the existence of τ and τ > 1 implies that the function W(⋅) is LUC on ( ′ y ,∞) for some ′ y > 0 . Therefore, (66) follows easily from Lemma 20, (17) of Theorem 5, and the fact that L N tends to infinity as N increases.
K. Proof of Theorem 15
A source density p(x) that satisfies (42) may be written as
for all x > 0 , where µ a normalizing constant. On the other hand, by substituting n = 0 and β = 1 in (A1) of Appendix A, we obtain
we have, for all sufficiently large y , that
Similarly, we also have that for sufficiently large y ,
Therefore, K(y) can be written as
Furthermore, applying (A1) with n = 1, we obtain
for all any ′ λ > 0 . Now for any fixed ε > 0, if we choose
follows that for all sufficiently large y ,
Similarly, one can show that for all sufficiently large y ,
Therefore, V(y) can be written as
Consequently, by applying Lemma 18(b) and (c) with expressions (67) and (68), one can write
After taking logarithm of both sides and letting N → ∞, the result follows.
L. Proof of Theorem 16
We first show that (45) implies τ = 1. Consider
where L'Hospital's rule is used in the first equality and (44) is used in the last. Then,
where L'Hospital's rule is again used in the second equality. Finally, Theorem 8 and the fact that τ = 1 imply (46), and since (45) implies (42), (47) follows from (46) and (44) of Theorem 15.
VI. CONCLUDING REMARKS
Presented in this paper is an asymptotic analysis of the step size and mean-squared error of optimal uniform scalar quantization. Despite the simplicity of this quantization scheme, a rigorous analysis is nontrivial. L'Hospital's rule is used throughout the paper to establish existence of closedform asymptotic expressions from the existence of the limit τ , which can be readily verified for the given source. Precise conditions on the source density needed in the derivations are stated.
Here we will briefly compare the asymptotic behavior of optimal uniform and nonuniform scalar quantization. In the nonuniform case, the cells of an optimal quantizer in the vicinity of any point x have approximately length 1 / N λ * (x) ( ) , where λ
density. This basically explains why the distortion of optimal nonuniform scalar quantization decreases as 1 / N 2 as depicted in (1). In contrast, the optimal cell size ∆ N = 2L N / N for uniform quantization does not decrease as 1 / N , because L N grows with N in order to reduce overload distortion, as can be seen from (17). In effect, the point density of optimal uniform scalar quantization expands with N , unlike the nonuniform case where it remains fixed. It follows that the granular distortion D N gran , and consequently the overall distortion D N , of optimal uniform scalar quantization decreases to zero at a rate slower than 1 / N 2 , with rate depending on the tail of the source density.
The heavier the tail, the faster L N must grow with N and the slower D N gran and D N will decrease.
Another interesting contrast is that for optimal nonuniform quantization, overload distortion is almost always negligible in comparison to granular distortion, whereas this is not as common for optimal uniform scalar quantization. For example in the nonuniform case, EX 2 + ε < ∞ for some ε > 0 is a sufficient condition for negligible overload distortion [4] , whereas in the uniform case, Corollary 9
shows that all moments being finite is sufficient. This difference is due to the fact that the largest quantization level (i.e. the key parameter) for optimal nonuniform quantization increases roughly as
, which is usually much faster than does its uniform counterpart, which, from Theorem 5, increases as V −1 (1 / 6N 2 ).
We conclude this paper with a few remarks on the assumptions presented in Section II on the 
where L N is the root of the equation In this appendix, we derive asymptotically tight formulas for the tail functions listed in Table 1 for GΓ densities. We use extensively the following series expansion, which can be easily verified by integration by parts and induction. For any real β , real α > 0 , real λ > 0, nonnegative integer n and real y > 0,
Furthermore, it can be shown, using L'Hospital's rule, that for any real γ ,
It therefore follows that lim y→∞ e n,α ,β ,λ (y)
Now let the source density be
Applying (A1) with n = 0 and β replaced by β + 1, we have
On the other hand, applying (A1) again with n = 1, we obtain
We also find that
Therefore, T(y) has the limit τ = 1 for all GΓ densities.
Finally, applying (A1) with n = 2 , we have
Therefore, . By the mean value theorem (for derivatives), we may choose ỹ between y 1 and y 2 so that
Therefore,
To proceed further, we first note that it is easy to show
for all y > 0, and that ′ V (y) is monotonically decreasing as y increases.
, and consequently,
On the other hand if κ ≤ 1, x 1 / 2 ≤ x 2 ≤ x 1 (which implies y 1 ≤ỹ ≤ y 2 ), and so x 2 / x 1 ≥ 1 / 2 , from which it follows that
and hence
where the second inequality follows from (B3), and the last inequality follows because each term in parentheses is less than or equal to one. It follows from (B1), (B2) and (B4) that
which completes the proof of the lemma. u Lemma B2: Suppose the limit τ exists and τ > 1. If, in addition, there exists κ 1 ∈(0,1) such that
Proof: Clearly, the hypothesis of the lemma implies that there exist M > 0, y 0 > 0 and κ 1 ∈(0,1)
such that for all y > y 0 ,
Fix ε > 0, choose ′ y > y 0 so large that for all y > ′ y ,
where (B6) is valid because by the proof of Theorem 8 (Section V-F), the given ratio of terms converges to (1 − τ / 2) / (τ − 1), and (B7) is valid because κ 1 > 0 and T(y) − 1 → τ − 1 as y → ∞ .
Also choose δ > 0 so small that
and suppose κ − 1 ≤ δ . Similar to the proof of Lemma B1, let y 1 = y , y 2 = κ y, x 1 = W(y 1 ) and
for some ỹ between y 1 and y 2 . One may straightforwardly show
for all y > 0. If κ > 1, then y 1 ≤ỹ ≤ y 2 , and for all y 1 > ′ y ,
where the first inequality comes from the monotonicity of ′ W (y) , and the second from (B6).
If κ ≤ 1, then κ ≥ 1 − δ ≥ κ 1 , y 2 ≤ỹ ≤ y 1 , and for all y 1 > ′ y ,
where the first inequality follows from the monotonicity of ′ W (y) , the second from the facts that y 2 / y 1 = κ ≤ 1 and the second moment of a density is at least as large as the first moment squared, the third from (B5), and the fourth from (B7), which implies that
Together (B8), (B9) and (B10) show that if κ − 1 ≤ δ and y > ′ y , then
Proof of Lemma 17:
We must show that h N approaches 1/6 as N tends to infinity assuming that ∆ N → 0, N∆ N → ∞, and the source density p(x) satisfies the conditions stated at the beginning of Section II.
First let n 0 = N / 2   + 1 and note that if N is odd,
since y n 0 = 0 , and if N is even, then
Therefore, one may write
Similarly, it can be easily shown that
Using (C1), (C2), and the fact that p(x) is symmetric, we can express h N as
.
where S i denotes the closure of S i , and the last equality holds since integrating over each interval S i is the same as integrating over its closure. Now define, for each i from n 0 + 2 to N ,
Thus h N may be rewritten as
where the first equality holds since y i lies in the middle of S i . Furthermore, since g i (x) is continuous on S i , the mean value theorem (for integrals) implies that for each i, there exists ỹ i ∈S i such that
Next, if ỹ i ≠ y i , since p(x) is differentiable, we may again use the mean value theorem (for derivatives) to show that for each i there exists ŷ i ∈S i such that Using integration by parts and Condition (ii), it is easy to show that
In the sequel, we will show that the other two terms in (C4) can be made small by choosing a and b
appropriately. Specifically, we will show that Condition (vii) implies
and that Condition (vi) implies
where the function e(a) tends to zero as a tends to zero, and the function E(b) tends to zero as b tends to infinity.
Combining (C4)-(C8) and taking the lim sup, we have
Because of (C6), the integral terms in the above converge to zero as a tends to zero and b tends to infinity, as do e(a) and E(b). Hence, Lemma 17 is proved.
To establish (C7), we first assume Condition (vii)(a) holds. Then 
