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Abstrat
Aspets of the QCD parton densities are briey reviewed, drawing some paral-
lels to the density matrix formulation of quantum mehanis, exemplied by Wigner
funtions. We elaborate on the solution of their evolution equations using loga-
rithmi expansions and overview their kineti interpretation. We illustrate how a
Fokker-Plank equation an be derived using the master formulation of the same
equations and its onstrution in the ase of the transverse spin distributions. A
simple onnetion of the leading order DGLAP equation to frational diusion using
frational alulus is also briey outlined.
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1 Introdution
In Quantum Chromodynamis, or QCD, the aepted theory of the strong interations,
the desription of high energy ollisions is formulated with the help of some important
theorems, ommonly refered to as fatorization theorems [1℄. Aording to these theorems
it is possible to desribe ertain hadroni proesses in three steps, the rst involving
the initial state, followed by a seond intermediate state, ommonly known as the hard
sattering, and the third whih involves the nal state. Both the initial and the nal state
are desribed with the help of some non-loal operators supported on the light one, whose
matrix elements, termed parton distributions and fragmentation funtions respetively,
an't be omputed from rst priniple, at least at this time, in a seond quantized theory.
It is possible, however, to parametrize their funtional form by ombining a vast amount
of experimental data with numerial ts.
The separation between the initial and the intermediate state is perfomed with the
introdution of an intermediate sale, the fatorization sale, denoted by Q, where Q is
the amount of energy/virtuality involved in the atual separation.
Parton distributions depend both on the hoie of Q and on a seond variable, x
(Bjorken x) whih is supported on the interval (0, 1). This variable an be interpreted as
the fration of the momentum of the partiles in the initial state that ows into the inter-
mediate state. Parton distributions, at least some of them, have a simple interpretation in
terms of densities of quarks and gluons (the partons) in a nuleon. They are probability
distributions that hange (evolve) with the sale Q and their evolution is desribed by a
set of equations known as DGLAP equations
2
, whih are a speial type of renormaliza-
tion group equation (RGE). They are, by now, textbook material in high energy physis.
Mathematiians may nd a thorough disussion of their origin in [1℄ and in other books
in Quantum Field Theory and partile phenomenology.
On the ontrary of other RGE's, suh as those desribing the evolution of other loal
operators in the Standard Model whih are ordinary dierential equations, the RGE's of
the parton densities are integro-dierential equations. They are dened in terms of some
kernels (P (x)) whih are not regular funtions but distributions, nite after integration
over x.
The objetive of this work is to present a short review of previous studies by us on this
subjet. Here we will disuss rst a diret way to solve these equations and then move
to desribe their kineti interpretation. We will show how one an onstrut a hierarhy
of equations starting from the original integro-dierential equations and illustrate the
proedure at the lowest order and identify a Fokker-Plank approximation to the same
equations. A simple onnetion between the leading order equations and the formalism
of frational alulus is also briey pointed out.
2 Parton distributions as Wigner funtions
Evolution equations desribing the high energy behaviour of sattering amplitudes arry
signiant information on the fatorization/ renormalization sale dependene of suh
amplitudes, and allow to link the behaviour of proesses at a given energy sale to ollisions
taking plae at another (usually muh higher) sale.
In QCD onnement forbids the detetion of the fundamental states of the theory,
suh as quarks and gluons. However, asymptoti freedom, the smallness of the oupling
onstant as the energy raises (or approahing smaller distanes), allows to separate the
2
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perturbative dynamis at short distanes from the non-perturbative one, due to onne-
ment, through fatorization theorems and the introdution of the parton distributions. We
will very briey introdue them below, and we will exploit the density matrix formulation
of quantum mehanis as an analogy to illustrate the topi.
The mathematial onstrut whih is the losest to a parton distribution funtion
(p.d.f.) q(x,Q) is a Wigner funtion, as rst notied in [2℄. The analogy is, of ourse,
limited.
We reall that Wigner's desription of quantum mehanis via quasi-probabilities of
phase spae (x,p)
f(x,p) =
1
2π
∫
dyψ∗(x−
6 h
2
y)eip·yψ(x+
6 h
2
y) (1)
is fully equivalent to Shrodinger's formulation [3℄. Its dynamis is speied by Moyal's
equation, that extends Liouville's formulation of lassial mehanis for a lassial hamil-
tonian H(x,p), ∂tf + {f,H} = 0 to quantum mehanis
∂f
∂t
=
H ∗ f − f ∗H
ih/
(2)
where the star-produt (*) is
∗ ≡ e
ih/
2
(←−
∂ x
−→
∂p−
←−
∂ p
−→
∂ x
)
. (3)
The nonloality of the onstrut appears immediately in its dynamis, with derivatives in
its evolution equation (2) that extend to all orders. In pratie one an use translation of
its arguments
f(x, p) ∗ g(x, p) = f
(
x+ i
h/
2
−→
∂ p, p− i
h/
2
−→
∂ x
)
g(x, p) (4)
for the expliit evaluation of this produt.
Dierently from Wigner funtions, in a p.d.f. the variable x takes now the role of
the momentum p. Also, parton distributions are orrelation funtions of a speial type,
being dened just on the light-one. In this sense they are not generi nonloal orrelators.
This limitation, due to the speial nature of high energy ollisions in asymptotially free
theories, sets the boundary of validity of the parton model approah to QCD.
Another observation that may help in the distintion between a p.d.f. and a Wigner
funtion is the dierent nature of the respetive equations. For the p.d.f. the nonloality
in the evolution is all expressed in a renormalization group equation rather than in the
Hamiltonian formalism of (2). However, also in this ase some interesting analogies re-
main. One the evolution equation of a p.d.f. is written in the form of a master equation,
a hierarhy of equations an be identied quite straighforwardly using the Kramers-Moyal
expansion of the transition probabilities. This point will be disussed next. From this
analysis, that we believe has limited phenomenologial appliations, emerge however some
amusing features whih may be generi for other types of nonloal operators in eld theory.
2.1 The Wiggies of QCD
In QCD one starts by introduing, via arguments based on unitarity, the hadroni tensor,
whih is the key onstrut desribing the ollision
3
W µν =
∫
d4x
2(π)4
eiq·x〈PASA;PBSB| [J
µ(0), Jν(x)] |PASA;PBSB〉, (5)
with PA and PB being the momenta of the olliding hadrons and SA and SB their
ovariant spins. The J 's are eletromagneti urrents.
The distribution funtions that emerge -at leading order- from this fatorized piture
are orrelation funtions of non-loal operators in onguration spae. They are the
quark-quark and the quark-antiquark orrelators.
Their expression simplies in the axial gauge, in whih the gauge link is removed by
the gauge ondition. For instane, the quark-quark orrelator takes the form
(
Φa/A
)
αβ
(P, S, k) =
∫
d4z
(2π)4
eik·z〈P, S|ψ
(a)
β (0)ψ
(a)
α (z)|PS〉. (6)
In (6) we have inluded the quark avour index a and an index A for the hadron, as
usual. Fields are not time ordered sine they an be desribed by the good light one
omponents of ψ and by AT , a transverse omponent of the gauge eld Aµ, as disussed
in [4℄. The non-perturbative information in a ollision is arried by matrix elements of
this type.
Further onsiderations allow to show that the leading ontributions to (6) ome from
the light-one region. The leading expansion of the quark-quark orrelator then is of the
form
∫
dλ
2π
eiλx〈PS|ψ(0)ψ(λn)|PS〉 =
1
2
( 6 pf1(x) + λγ5 6 pg1(x) + γ5 6 ST 6 ph1(x)) , (7)
where we have used all the four vetors at our disposal (spin S, momentum P of the
hadron) and introdued invariant amplitudes (parton distributions) f1, g1, h1, now ex-
pressed in terms of a saling variable x (Bjorken x). nµ is a light-one four-vetor (n2 = 0),
approximately perpendiular to the hadron momentum.
The denition of p.d.f.'s in (7) involves also an underlying physial sale Q (Q >>
ΛQCD, with ΛQCD being the sale of onnement), not apparent from that equation and
haraterizing the energy sale at whih these matrix elements, summarized by (7), are
dened. Truly: f1 = f1(x,Q
2), h1 = h1(x,Q
2) and so on.
The role of the various renormalization group equations is to desribe the perturbative
hange in these funtions as the sale Q is raised (lowered). Eah equation involves kernels
(P (x)) of various types, of well known form, and asymptoti expansions of the solutions
exist (see for instane [5℄ and the implementation given in [6℄). The struture to all orders
of the solution has been disussed by us reently using alternative methods [7℄.
2.2 Fatorization and Evolution
Fatorization theorems play a ruial role in the appliation of perturbation theory to
hadroni reations. The proof of these theorems and the atual implementation of their
impliations has spanned a long time and has allowed to put the parton model under a
stringent experimental test. Prior to embark on the disussion of our ontributions to the
study of evolution algorithms in Bjorken x-spae, we provide here a brief bakground on
the topi in order to make our treatment self-ontained. We refer to [1℄ for a thorough
overview of the topi.
In suiently inlusive ross setion, leading power fatorization theorems allow to
write down a hadroni ross setion in terms of parton distributions and of some hard
4
satterings, the latter being alulable at a given order in perturbation theory using the
fundamental QCD lagrangean. Speially, for a hadroni ross setion, for instane a
proton proton ross setion σpp, the result of the alulation an be summarized by the
formula
σpp =
∑
f
∫ 1
0
dx1
∫ 1
0
dx2fh1→f(x1, Q
2)fh2→f(x2, Q
2)σˆ(x1, x2, sˆ, tˆ, Q
2) , (8)
where the integral is a funtion of some variables x1 and x2 whih desribe the QCD
dynamis at parton level in the Deep Inelasti Sattering (DIS) limit or, equivalently,
at large energy and momentum transfers. These variables are termed Bjorken variables
and are sale invariant. This formula is a statement about the omputability of a hadroni
ollision in terms of some building bloks of easier denition.
The variable Q2, in the equation above, an be identied with the fatorization sale of
the proess. σˆ an be omputed at a given order in perturbation theory in an expansion in
αs, the QCD oupling, while the fhi→f(x,Q
2) are the parton distributions. These desribe
the probability for a hadron h to prepare for the sattering a parton f , whih undergoes
the ollision. An equivalent interpretation of the funtions fhi→f(x,Q
2) is to haraterize
the density of partons of type f into a hadron of type h. A familiar notation, whih
simplies the previous notations shown above, is to denote by qi(x,Q
2) the density of
quarks in a hadron (a proton in this ase) of avour i and by g(x,Q2) the orresponding
density of gluons. For instane, the annihilation hannel of a quark with an antiquark in
a generi proess is aounted for by the ontribution∫ 1
0
dx1
∫ 2
0
dx2q(x1, Q
2)q(x2, Q
2)σˆqq(x1, x2, Q
2), (9)
and so on for the other ontributions, suh as the quark-gluon setor (qg) or the gluon-
gluon setor (gg) eah of them haraterized by a spei hard sattering ross setion
σˆqg, or σˆqg. In this separation of the ross setion into ontributions of hard satterings σˆ
and parton distributions f(x,Q2) the sale at whih the separation ours is artiial, in
the sense that the hadroni ross setion σ should not depend on Q2 or
dσ
dQ2
= 0. (10)
However, a perturbative omputation performed by using the fatorization formula, how-
ever, shows that this is not the ase, sine the perturbative expansion of σˆ
σˆ = σˆ(0) + αs(Q
2)2σˆ(1) + αs(Q
2)σˆ(2) (11)
naturally brings in the dependene on the fatorization sale Q. This dependene is weaker
if we are able to push our omputation of the hard sattering to a suiently high order
in αs. The order at whih the perturbative expansion stops is also lassied as a leading
order (LO), next-to-leading order (NLO) or, even better, a next-to-next-to-leading
(NNLO) ontribution if more and more terms in the expansion are inluded.
At the same time, as we have already mentioned, the parton distributions f(x,Q2)
also arry a similar dependene on the sale Q, whih is summarized by some RGE's. The
equations resum the logarithmi violations to the lowest order sale invariane, indued by
the perturbative expansion. Also in this ase we need to quantify this eet and redue its
impat on the predition of the ross setion. Solving the RGE's for the p.d.f.'s to higher
order and, at the same time, omputing the hard satterings to higher orders redues the
spurious dependene on the fatorization sale Q and improves the theoretial predition
of the real physial phenomenon.
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2.3 Parton dynamis at NLO
As we have mentioned, within the framework of the parton model, where the partons are
the quarks and gluons inside a hadron, evolution equations of DGLAP-type - and the or-
responding initial onditions on the parton distributions - are among the most important
bloks whih haraterize the desription of the quark-gluon interation. Other parts of
this desription require the omputation of the hard satterings (what we have alled the
seond stage of the ollision) with high auray. Here we illustrate an implementation
to NLO of a method based on an ansatz whih allows to rewrite the evolution equations
as a set of reursion relations for some sale invariant funtions, An(x) and Bn(x), whih
appear in the expansion. The advantage, ompared to others, of using these reursion
relations is that just few iterates of these are neessary in order to obtain a stable so-
lution. One of the advantages of the method is its analytial base, sine the reursion
relations an be solved expliitely in terms of the initial onditions. We have reently
shown onlusively that these methods are equivalent to other methods that also give the
exat solution using Mellin transforms. Our approah follows losely the Mellin method
in the demonstration of the orretness of the reursion relations, but then is implemented
diretly in x-spae.
3 Running oupling
In QCD the oupling onstant hanges with the hange of the energy sale and there is a
RGE assoiated to it as well, omputed within a ertain level of auray, also lassied as
LO, NLO, NNLO et. The solution of the RGE for the running oupling onstant in the
NLO approximation an be expressed in terms of two oeients β0 and β1, desribing
the beta funtion of the theory and a renormalization group invariant sale ΛQCD that
sets the sale for onnement. The NNLO extension of the equation involves a third
oeient, β2. The RGE of the oupling is
β(αs) =
dαs(Q
2)
d logQ2
, (12)
and its expansion, for instane to NNLO, is given by [10℄ [11℄
β(αs) = −
β0
4π
α2s −
β1
16π2
α3s −
β2
64π3
α4s +O(α
5
s), . (13)
For the moment we work in the NLO approximation (only β0 and β1 are inluded), and
in this ase an expliit solution of this equation is given by
αs(Q
2) =
4π
β0
1
log(Q2/Λ2
MS
)
[
1−
β1
β20
log log(Q2/Λ2
MS
)
log(Q2/Λ2
MS
)
+O
(
1
log2(Q2/Λ2
MS
)
)]
, (14)
where
β0 =
11
3
NC −
4
3
Tf , β1 =
34
3
N2C −
10
3
NCnf − 2CFnf , (15)
and
NC = 3, CF =
N2C − 1
2NC
=
4
3
, Tf = TRnf =
1
2
nf , (16)
where NC is the number of olors, nf is the number of ative avors, whih is xed by the
number of quarks with mq ≤ Q. ΛQCD is a sale that depends on the number of ative
quarks inluded in the evolution (number of avours). We have taken for the quark masses
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(harm, bottom and top respetively) mc = 1.5GeV, mb = 4.5GeV and mt = 175GeV,
these are neessary in order to identify the thresholds at whih the number of avours nf
is raised as we inrease the nal evolution sale.
ΛQCD should be more orretly denoted as Λ
(nf )
MS
, given its avour dependene, and is
given by
Λ
(3,4,5,6)
MS
= 0.248, 0.200, 0.131, 0.050GeV. (17)
The label MS denotes onventionally the modied minimal subtration sheme and
denotes a spei regularization sheme of the perturbative expansion.
We also dene the distribution of a given heliity (±), f±(x,Q2), whih is the prob-
ability of nding a parton of type f at a sale Q, where f = qi, qi, g, in a longitudinally
polarized proton with the spin aligned (+) or anti-aligned (-) respet to the proton spin
and arrying a fration x of the proton's momentum.
We introdue the longitudinally polarized parton distribution of the proton
∆f(x,Q2) ≡ f+(x,Q2)− f−(x,Q2). (18)
We also introdue another type of parton density, termed transverse spin distribution,
whih is dened as the probability of nding a parton of type f in a transversely polarized
proton with its spin parallel (↑) minus the probability of nding it antiparallel (↓) to the
proton spin
∆T f(x,Q
2) ≡ f ↑(x,Q2)− f ↓(x,Q2). (19)
Similarly, the unpolarized (spin averaged) parton distribution of the proton is given
by
f(x,Q2) ≡ f+(x,Q2) + f−(x,Q2) = f ↑(x,Q2) + f ↓(x,Q2). (20)
We also reall, if not obvious, that taking linear ombinations of Equations (20) and (18),
one reovers the parton distributions of a given heliity
f±(x,Q2) =
f(x,Q2)±∆f(x,Q2)
2
. (21)
In regard to the kernels, the notations P , ∆P , ∆TP , P
+±
, will be used to denote the ker-
nels in the unpolarized, longitudinally polarized, transversely polarized, and the positive
(negative) heliity ases respetively.
The DGLAP equation is an integro-dierential equation whose general mathematial
struture is
d
d logQ2
f(x,Q2) = P (x, αs(Q
2))⊗ f(x,Q2), (22)
where the onvolution produt is dened by
[a⊗ b] (x) =
∫ 1
x
dy
y
a
(
x
y
)
b(y) =
∫ 1
x
dy
y
a(y)b
(
x
y
)
. (23)
Let us now turn to the evolution equations, starting from the unpolarized ase. Den-
ing
q
(±)
i = qi ± qi, q
(+) =
nf∑
i=1
q
(+)
i , χi = q
(+)
i −
1
nf
q(+), (24)
the evolution equations are
d
d logQ2
q
(−)
i (x,Q
2) = PNS−(x, αs(Q
2))⊗ q
(−)
i (x,Q
2), (25)
7
dd logQ2
χi(x,Q
2) = PNS+(x, αs(Q
2))⊗ χi(x,Q
2), (26)
for the non-singlet setor and
d
d logQ2
(
q(+)(x,Q2)
g(x,Q2)
)
=
(
Pqq(x, αs(Q
2)) Pqg(x, αs(Q
2))
Pgq(x, αs(Q
2)) Pgg(x, αs(Q
2))
)
⊗
(
q(+)(x,Q2)
g(x,Q2)
)
(27)
for the singlet setor. Equations analogous to (24-27), with just a hange of notation,
are valid in the longitudinally polarized ase and, due to the linearity of the evolution
equations, also for the distributions in the heliity basis. In the transverse ase instead,
there is no oupling between gluons and quarks, so the singlet setor (27) is missing. In
this ase we will solve just the nonsinglet equations
d
d logQ2
∆T q
(−)
i (x,Q
2) = ∆TPNS−(x, αs(Q
2))⊗∆T q
(−)
i (x,Q
2), (28)
d
d logQ2
∆T q
(+)
i (x,Q
2) = ∆TPNS+(x, αs(Q
2))⊗∆T q
(+)
i (x,Q
2). (29)
We also reall that the perturbative expansion, up to next-to-leading order, of the
kernels is
P (x, αs) =
(αs
2π
)
P (0)(x) +
(αs
2π
)2
P (1)(x) + . . . . (30)
Kernels of xed heliity an also be introdued with P++(z) = (P (z) + ∆P (z))/2 and
P+−(z) = (P (z) − ∆P (z))/2 denoting splitting funtions of xed heliity, whih will be
used below.
The equations, in the heliity basis, are
dq+(x)
dt
=
αs
2π
(P qq++(
x
y
)⊗ q+(y) + P
qq
+−(
x
y
)⊗ q−(y)
+P qg++(
x
y
)⊗ g+(y) + P
qg
+−(
x
y
)⊗ g−(y)),
dq−(x)
dt
=
αs
2π
(P+−(
x
y
)⊗ q+(y) + P++(
x
y
)⊗ q−(y)
+P qg+−(
x
y
)⊗ g+(y) + P
qg
++(
x
y
)⊗ g−(y)),
dg+(x)
dt
=
αs
2π
(P gq++(
x
y
)⊗ q+(y) + P
gq
+−(
x
y
)⊗ q−(y)
+P gg++(
x
y
)⊗ g+(y) + P
gg
+−(
x
y
)⊗ g−(y)),
dg−(x)
dt
=
αs
2π
(P gq+−(
x
y
)⊗ q+(y) + P
gq
++(
x
y
)⊗ q−(y)
+P g+−(
x
y
)⊗ g+(y) + P
gg
++(
x
y
)⊗ g−(y)). (31)
The non-singlet (valene) analogue of this equation is also easy to write down
dq+,V (x)
dt
=
αs
2π
(P++(
x
y
)⊗ q+,V (y) + P+−(
x
y
)⊗ q−,V (y)),
dq−,V (x)
dt
=
αs
2π
(P+−(
x
y
)⊗ q+,V (y) + P++(
x
y
)⊗ q−,V (y)). (32)
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where the q±,V = q±− q¯± are the valene omponents of xed heliity. The kernels in this
basis are given by
P
(0)
NS±,++ = P
(0)
qq,++ = P
(0)
qq
P
(0)
qq,+− = P
(0)
qq,−+ = 0
P
(0)
qg,++ = nfx
2
Pqg,+− = Pqg,−+ = nf (x− 1)
2
Pgq,++ = Pgq,−− = CF
1
x
P
(0)
gg,++ = P
(0)
gg,++ = Nc
(
2
(1− x)+
+
1
x
− 1− x− x2
)
+ β0δ(1− x)
P
(0)
gg,+− = Nc
(
3x+
1
x
− 3− x2
)
. (33)
Taking linear ombinations of these equations (adding and subtrating), one reovers
the usual evolutions for unpolarized q(x) and longitudinally polarized∆q(x) distributions.
4 The mathematial struture of the kernel
Here we try to illustrate some simple manipulations on the kernels whih are very useful
in order to simplify the equations. Their typial form is the following
P (x) = P1(x) +
P2(x)
(1− x)+
+ P3δ(1− x), (34)
with a regular part P1(x), a plus distribution part P2(x)/(1− x)+ and a part P3 whih
multiplies a Dira delta funtion. For a generi funtion α(x) dened in the [0, 1) interval
and singular in x = 1, the plus distribution [α(x)]+ is dened by∫ 1
0
f(x)[α(x)]+dx =
∫ 1
0
(f(x)− f(1))α(x)dx, (35)
where f(x) is a regular test funtion. Alternatively, an operative denition (in the sense
of distributions) is the following
[α(x)]+ = α(x)− δ(1− x)
∫ 1
0
α(y)dy. (36)
From (36) it follows immediately that eah plus distribution integrate to zero in the [0, 1]
interval ∫ 1
0
[α(x)]+dx = 0. (37)
We want to make the onvolution of the generi kernel (34) with a funtion f(x).
We introdue the notation f¯(x) = xf(x), the fator x being introdued to stabilize the
evolution for small x values. The treatment of the regular and the delta-funtion parts is
trivial
P1(x)⊗ f¯(x) = xP1(x)⊗ f(x) = x
∫ 1
x
dy
y
P1(y)f
(
x
y
)
=
∫ 1
x
dyP1(y)f¯
(
x
y
)
(38)
P3δ(1− x)⊗ f¯(x) =
∫ 1
x
dy
y
P3δ(1− y)f¯
(
x
y
)
. (39)
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Let us now treat the more involved ase of the plus distribution part
P2(x)
(1− x)+
⊗ f(x) =
P2(x)
1− x
⊗ f(x)−
(∫ 1
0
dy
1− y
)
P2(x)δ(1− x)⊗ f(x)
=
∫ 1
x
dy
y
P2(y)
1− y
f
(
x
y
)
−
∫ 1
0
dy
1− y
∫ 1
x
dy
y
P2(y)δ(1− y)f
(
x
y
)
=
∫ 1
x
dy
y
P2(y)
1− y
f
(
x
y
)
− P2(1)f(x)
∫ 1
0
dy
1− y
=
∫ 1
x
dy
y
P2(y)
1− y
f
(
x
y
)
− P2(1)f(x)
∫ 1
x
dy
1− y
−P2(1)f(x)
∫ x
0
dy
1− y
(40)
=
∫ 1
x
dy
y
P2(y)f(x/y)− yP2(1)f(x)
1− y
+ f(x) log(1− x), (41)
whih yields
P2(x)
(1− x)+
⊗ f¯(x) =
∫ 1
x
dy
P2(y)f¯(x/y)− P2(1)f¯(x)
1− y
+ f¯(x) log(1− x). (42)
From Feynman diagrams alulations one an get just the regular part P1(x) of eah
kernel. The remaining distributional parts (plus distribution and delta distribution)
emerge from a proedure of regularization, that introdue the plus distribution part to reg-
ularize the eventual singularity in x = 1 and the delta distribution to full some physial
onstraints, the sum rules.
The rst one is the baryon number sum rule (BNSR), asserting that the baryon number
(number of quarks less number of antiquarks) of the hadron must remain equal to its initial
value (3 in the ase of the proton) throughout the evolution, i.e. for eah value of Q2
q
(−)
1 (Q
2) =
∫ 1
0
q(−)(x,Q2)dx = 3. (43)
Deriving (43) with respet to log(Q2) and having in mind that q(−) evolves with P VNS, we
get ∫ 1
0
dx
[
P VNS(Q
2)⊗ q(−)(Q2)
]
(x) = 0. (44)
Making use of the property of the Mellin moment of a onvolution (76) this implies(∫ 1
0
P VNS(x,Q
2)dx
)(∫ 1
0
q(−)(x,Q2)dx
)
= 0, (45)
from whih, using (43), we nd the BNSR ondition on the kernel∫ 1
0
P VNS(x)dx = 0. (46)
The other onstraint is the momentum sum rule (MSR), asserting that the total mo-
mentum of the hadron is onstant throughout the evolution. Having in mind that x is
the fration of momentum arried out by eah parton, this onept is translated into the
relation ∫ 1
0
(
xq(+)(x,Q2) + xg(x,Q2)
)
dx = 1 (47)
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that must hold for eah value of Q2. Deriving with respet to log(Q2) and using the
singlet DGLAP equation one obtains∫ 1
0
dxx
{[
Pqq(Q
2)⊗ q(+)(Q2)
]
(x) +
[
Pqg(Q
2)⊗ g(Q2)
]
(x)
+
[
Pgq(Q
2)⊗ q(+)(Q2)
]
(x) +
[
Pgg(Q
2)⊗ g(Q2)
]
(x)
}
= 0. (48)
In a similar fashion, using (76) we also obtain[∫ 1
0
x
(
Pqq(x,Q
2) + Pgq(x,Q
2)
)
dx
] [∫ 1
0
xq(+)(x,Q2)dx
]
+
[∫ 1
0
x
(
Pqg(x,Q
2) + Pgg(x,Q
2)
)
dx
] [∫ 1
0
xg(x,Q2)dx
]
= 0, (49)
from whih we nd the MSR onditions on the singlet kernels∫ 1
0
x
(
Pqq(x,Q
2) + Pgq(x,Q
2)
)
dx = 0, (50)
∫ 1
0
x
(
Pqg(x,Q
2) + Pgg(x,Q
2)
)
dx = 0. (51)
4.1 The kernels and their regularization
We illustrate now an example of the regularization proedure of the DGLAP kernels
through the sum rules. The LO kernels omputed by diagrammati tehniques for x < 1
are
P (0)qq (x) = P
(0)
NS(x) = CF
[
1 + x2
1− x
]
= CF
[
2
1− x
− 1− x
]
(52)
P (0)qg (x) = 2Tf
[
x2 + (1− x)2
]
(53)
P (0)gq (x) = CF
[
1 + (1− x)2
x
]
(54)
P (0)gg (x) = 2NC
[
1
1− x
+
1
x
− 2 + x(1− x)
]
. (55)
We want to analytially ontinue these kernels to x = 1 uring the ultraviolet singularities
in P
(0)
qq (x) and P
(0)
gg (x). We start introduing the plus distribution presription in P
(0)
qq (x).
We make the replaement
1
1− x
−→
1
(1− x)+
(56)
to avoid the singularity and we add a term kδ(1− x) (where k has to be determined) to
fulll the BNSR (46). So we have
P (0)qq (x) −→ CF
[
2
(1− x)+
− 1− x+ kδ(1− x)
]
. (57)
Imposing by the BNSR that P
(0)
qq (x) integrates to zero in [0, 1] and remembering that the
plus distribution integrates to zero we get∫ 1
0
P (0)qq (x)dx = CF
[
−1−
1
2
+ k
]
= 0, (58)
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hene k = 3/2, and the regularized form of the kernel is
P (0)qq (x) = CF
[
2
(1− x)+
− 1− x+
3
2
δ(1− x)
]
. (59)
Notiing that∫ 1
0
x
(1− x)+
dx =
∫ 1
0
x− 1 + 1
(1− x)+
dx =
∫ 1
0
(
−1 +
1
(1− x)+
)
dx = −1 (60)
it an be easily proved that the MSR (50) is satised. Let us now regularize Pgg(x). We
make the replaement
P (0)gg (x) −→ 2NC
[
1
(1− x)+
+
1
x
− 2 + x(1 − x)
]
+ kδ(1− x). (61)
Imposing the other MSR (51) we get∫ 1
0
{
2NC
[
x
(1− x)+
+ 1− 2x+ x2(1− x)
]
+ kxδ(1− x)
+2Tf
[
x3 + x(1− x)2
]}
dx = 0, (62)
from whih we nd
k =
11
6
NC −
2
3
Tf =
β0
2
, (63)
so the regularized form of the kernel is
P (0)gg (x) = 2NC
[
1
(1− x)+
+
1
x
− 2 + x(1− x)
]
+
β0
2
δ(1− x). (64)
5 First view: an ansatz from x-spae and some exam-
ples
In order to solve the evolution equations diretly in x-spae, we assume solutions of the
form
f(x,Q2) =
∞∑
n=0
An(x)
n!
logn
αs(Q
2)
αs(Q20)
+ αs(Q
2)
∞∑
n=0
Bn(x)
n!
logn
αs(Q
2)
αs(Q20)
, (65)
for eah parton distribution f , where Q0 denes the initial evolution sale. The justia-
tion of this ansatz an be found, at least in the ase of the photon struture funtion, in
the original work of Rossi [12℄, and its onnetion to the ordinary solutions of the DGLAP
equations is most easily worked out by taking moments of the sale invariant oeient
funtions An and Bn and omparing them to the orresponding moments of the parton
distributions, as we are going to illustrate in setion 5. The link between Rossi's expansion
and the solution of the evolution equations (whih are ordinary dierential equations) in
the spae of the moments up to NLO will be disussed in that setion, from whih it will
be lear that Rossi's ansatz involves a resummation of the ordinary Mellin moments of
the parton distributions.
Setting Q = Q0 in (65) we get
f(x,Q20) = A0(x) + αs(Q
2
0)B0(x). (66)
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Inserting (65) in the evolution equations, we obtain the following reursion relations for
the oeients An and Bn
An+1(x) = −
2
β0
P (0)(x)⊗ An(x), (67)
Bn+1(x) = −Bn(x)−
β1
4πβ0
An+1(x)−
2
β0
P (0)(x)⊗ Bn(x)−
1
πβ0
P (1)(x)⊗An(x) (68)
obtained by equating left-hand sides and right-hand-side of the equation of the same
logarithmi power in logn αs(Q
2) and αs log
n αs(Q
2). Any boundary ondition satisfying
(66) an be hosen at the lowest sale Q0 and in our ase we hoose
B0(x) = 0, f(x,Q
2
0) = A0(x). (69)
In the numerial implementations of this proedure one has to be areful in the manip-
ulations of the numerial integrals, being all the kernels dened as distributions. Sine
the distributions are integrated, there are various ways to render the integrals nite, as
disussed in the previous literature on the method [13℄ in the ase of the photon stru-
ture funtion. In these previous studies the edge-point ontributions - i.e. the terms
whih multiply δ(1 − x) in the kernels - are approximated using a sequene of funtions
onverging to the δ funtion in a distributional sense.
This tehnique is not very eient. We think that the best way to proeed is to
atually perform the integrals expliitly in the reursion relations and let the subtrating
terms appear under the same integral together with the bulk ontributions (x < 1). This
proedure is best exemplied by the integral relation∫ 1
x
dy
y(1− y)+
f(x/y) =
∫ 1
x
dy
y
yf(y)− xf(x)
y − x
− log(1− x)f(x) (70)
in whih, on the right hand side, regularity of both the rst and the seond term is expliit.
For instane, the evolution equations beome (prior to separation between singlet and
non-singlet setors) in the unpolarized ase
dqi(x)
d log(Q2)
= 2CF
∫
dy
y
yqi(y)− xqi(x)
y − x
+ 2CF log(1− x)qi(x)−
∫ 1
x
dy
y
(1 + z) qi(y) +
3
2
CF q(x)
+nf
∫ 1
x
dy
y
(
z2 + (1− z)2
)
g(y)
dg(x)
d log(Q2)
= CF
∫ 1
x
dy
y
1 + (1− z)2
z
qi(y) + 2Nc
∫ 1
x
dy
y
yf(y)− xf(x)
y − x
g(y)
+2Nc log(1− x)g(x) + 2Nc
∫ 1
x
dy
y
(
1
z
− 2 + z(1− z)
)
g(y) +
β0
2
g(x)
(71)
with z ≡ x/y. Here q are xed avour distributions.
6 The evolution of the transverse spin distributions
We show here an example, worked out in some detail, that illustrates the kind of manip-
ulations that are involved in the omputation of the reursion relations.
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In fat, leading order (LO) and NLO reursion relations for the oeients of the
expansion an be worked out quite easily. We illustrate here in detail the implementation
of a non-singlet evolutions, suh as those involving transverse spin distributions. For the
rst reursion relation (67) in this ase we have
A±n+1(x) = −
2
β0
∆TP
(0)
qq (x)⊗A
±
n (x) =
CF
(
−
4
β0
)[∫ 1
x
dy
y
yA±n (y)− xA
±
n (x)
y − x
+ A±n (x) log(1− x)
]
+
CF
(
4
β0
)(∫ 1
x
dy
y
A±n (y)
)
+ CF
(
−
2
β0
)
3
2
A±n (x) . (72)
As we move to NLO, it is onvenient to summarize the struture of the transverse kernel
∆TP
±,(1)
qq (x) [14℄ as
∆TP
±,(1)
qq (x) = K
±
1 (x)δ(1− x) +K
±
2 (x)S2(x) +K
±
3 (x) log(x)
+K±4 (x) log
2(x) +K±5 (x) log(x) log(1− x) +K
±
6 (x)
1
(1− x)+
+K±7 (x) . (73)
Hene, for the (+) ase we have
∆TP
+,(1)
qq (x)⊗A
+
n (x) = K
+
1 A
+
n (x) +
∫ 1
x
dy
y
[
K+2 (z)S2(z) +K
+
3 (z) log(z)
+ log2(z)K+4 (z) + log(z) log(1− z)K
+
5 (z)
]
A+n (y) +
K+6
{∫ 1
x
dy
y
yA+n (y)− xA
+
n (x)
y − x
+ A+n (x) log(1− x)
}
+K+7
∫ 1
x
dy
y
A+n (y) , (74)
where z = x/y. For the (−) ase we get a similar expression.
For the B±n+1(x) we get (for the (+) ase)
B+n+1(x) = −B
+
n (x) +
β1
2β20
{
2CF
[∫ 1
x
dy
y
yA+n (y)− xA
+
n (x)
y − x
+ A+n (x) log(1− x)
]
+
−2CF
(∫ 1
x
dy
y
A+n (y)
)
+ CF
3
2
A+n (x)
}
−
1
4πβ0
K+1 A
+
n (x) +
∫ 1
x
dy
y
[
K+2 (z)S2(z)+
+ K+3 (z) log(z) + log
2(z)K+4 (z) + log(z) log(1− z)K
+
5 (z)
] (
−
1
4πβ0
)
A+n (y) +
K+6
(
−
1
4πβ0
){[∫ 1
x
dy
y
yA+n (y)− xA
+
n (x)
y − x
+ A+n (x) log(1− x)
]
+K+7
∫ 1
x
dy
y
A+n (y)
}
−
CF
(
−
4
β0
)[∫ 1
x
dy
y
yB±n (y)− xB
±
n (x)
y − x
+B±n (x) log(1− x)
]
+
CF
(
4
β0
)(∫ 1
x
dy
y
B±n (y)
)
+ CF
(
−
2
β0
)
3
2
B±n (x).
The expliit expressions of the Ki an be found in [15℄.
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6.1 Solutions in moments spae and omparisons
It is interesting to ompare the reursive solution with the solution in moment spae, that
is easy to derive. In moment spae the equations beome algebrai and an be readily
solved. For this we need some denitions.
The n-th Mellin moment of a funtion of the Bjorken variable f(x) is dened by
fn =
∫ 1
0
xn−1f(x)dx. (75)
An important property of Mellin moments is that the Mellin moment of the onvolution
of two funtions is equal to the produt of the individual Mellin moments
[f ⊗ g]n = fngn. (76)
Let us prove it.
[f ⊗ g]n =
∫ 1
0
dxxn−1 [f ⊗ g] (x) =
∫ 1
0
dxxn−1
∫ 1
x
dy
y
f(y)g
(
x
y
)
. (77)
Exhanging the x and y integrations
[f ⊗ g]n =
∫ 1
0
dy f(y)
∫ y
0
dx
y
xn−1g
(
x
y
)
, (78)
and introduing the new variable z = x/y
[f ⊗ g]n =
∫ 1
0
dy f(y)yn−1
∫ 1
0
dz zn−1g(z) = fngn. (79)
This leads to an alternative formulation of DGLAP equation, that is also the most
widely used to solve numerially the evolution equations. By taking the rst Mellin mo-
ment of both sides of the integro-dierential equation (22) we are left with the dierential
equation
d
d logQ2
f1(Q
2) = P1(Q
2)f1(Q
2) (80)
that an be easily solved to give
f1(Q
2) =
∫ 1
0
f(x,Q2)dx. (81)
To get the desired solution f(x,Q2) there is a last step, the inverse Mellin transform of
the rst moment of the parton distributions, involving a numerial integration on the
omplex plane. This is the most diult (and time-onsuming) task that the algorithms
of solution of DGLAP equation based on Mellin transformation  by far the most widely
used  must aomplish. It is partiularly instruting to illustrate here briey the relation
between the Mellin moments of the parton distributions, whih evolve with standard
ordinary dierential equations, and those of the arbitrary oeient An(x) and Bn(x)
whih haraterize Rossi's expansion up to next-to leading order (NLO). This relation,
as we are going to show, involves a resummation of the ordinary moments of the parton
distributions.
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Speially, here we will be dealing with the relation between the Mellin moments of
the oeients appearing in the expansion
A(N) =
∫ 1
0
dx xN−1A(x)
B(N) =
∫ 1
0
dx xN−1B(x)
(82)
and those of the distributions
∆T q
(±)(N,Q2) =
∫ 1
0
dx xN−1∆T q
(±)(x,Q2)). (83)
For this purpose we reall that the general (non-singlet) solution to NLO for the latter
moments is given by
∆T q±(N,Q
2) = K(Q20, Q
2, N)
(
αs(Q
2)
αs(Q
2
0)
)−2∆TP (0)qq (N)/β0
∆T q±(N,Q
2
0)
with the input distributions ∆T q
n
±(Q
2
0) at the input sale Q0. We also have set
K(Q20, Q
2, N) = 1 +
αs(Q
2
0)− αs(Q
2)
πβ0
[
∆TP
(1)
qq,±(N)−
β1
2β0
∆TP
(0)
qq±(N)
]
. (84)
In the expressions above we have introdued the orresponding moments for the LO and
NLO kernels (∆TP
(0),N
qq , ∆TP
(1),N
qq,± ).
The relation between the moments of the oeients of the non-singlet x−spae ex-
pansion and those of the parton distributions at any Q, as expressed by eq. (84) an be
easily written down
An(N) + αsBn(N) = ∆T q±(N,Q
2
0)K(Q0, Q,N)
(
−2∆TPqq(N)
β0
)n
. (85)
As a hek of this expression, notie that the initial ondition is easily obtained from
(85) setting Q→ Q0, n→ 0, thereby obtaining
ANS0 (N) + αsB
NS
0 (N) = ∆T q±(N,Q
2
0), (86)
whih an be solved with ANS0 (N) = ∆T q±(N,Q
2
0) and B
NS
0 (N) = 0.
It is then evident that the expansion (65) involves a resummation of the logarithmi
ontributions, as shown in eq. (85).
In the singlet setor we an work out a similar relation both to LO
An(N) = e1
(
−2λ1
β0
)n
+ e2
(
−2λ2
β0
)n
(87)
with
e1 =
1
λ1 − λ2
(
P (0)(N)− λ21
)
e2 =
1
λ2 − λ1
(
−P (0)(N) + λ11
)
λ1,2 =
1
2
(
P (0)qq (N) + P
(0)
gg (N)±
√(
P
(0)
qq (N)− P
(0)
gg (N)
)2
+ 4P
(0)
qg (N)P
(0)
gq (N)
)
,(88)
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and to NLO
An(N) + αsBn(N) = χ1
(
−2λ1
β0
)n
+ χ2
(
−2λ2
β0
)n
, (89)
where
χ1 = e1 +
α
2π
(
−2
β0
e1Re1 +
e2Re1
λ1 − λ2 − β0/2
)
χ2 = e2 +
α
2π
(
−2
β0
e2Re2 +
e1Re2
λ2 − λ1 − β0/2
)
(90)
with
R = P (1)(N)−
β1
2β0
P (0)(N). (91)
We remark, if not obvious, that An(N) and Bn(N), P
(0)(N), P (1)(N), in this ase, are all
2-by-2 singlet matries.
7 Moving to higher orders
The struture of the solution to higher orders an be worked out in generality. More
details an be found in [7℄, here we just outline the proedure.
The perturbative expansion of the kernels now inludes the NNLO ontributions and
is given by
P (x, αs) =
(αs
2π
)
P (0)(x) +
(αs
2π
)2
P (1)(x) +
(αs
2π
)3
P (2)(x) + . . . . (92)
whose spei form an be found in the original literature [16, 17℄.
We solve Eq. (22) diretly in x-spae, assuming a solution of the form
f(x,Q2) =
∞∑
n=0
An(x)
n!
logn
αs(Q
2)
αs(Q20)
+ αs(Q
2)
∞∑
n=0
Bn(x)
n!
logn
αs(Q
2)
αs(Q20)
+
(
αs(Q
2)
)2 ∞∑
n=0
Cn(x)
n!
logn
αs(Q
2)
αs(Q20)
(93)
for eah parton distribution f , where Q0 denes the initial evolution sale.
As in the previous examples, also in this ase we derive the following reursion relations
for the oeients An, Bn and Cn
An+1(x) = −
2
β0
P (0)(x)⊗ An(x), (94)
Bn+1(x) = −Bn(x)−
β1
4πβ0
An+1(x)−
2
β0
P (0)(x)⊗ Bn(x)−
1
πβ0
P (1)(x)⊗An(x), (95)
Cn+1(x) = −2Cn(x)−
β1
4πβ0
Bn(x)−
β1
4πβ0
Bn+1(x)−
β2
16π2β0
An+1(x)
−
2
β0
P (0)(x)⊗ Cn(x)−
1
πβ0
P (1)(x)⊗ Bn(x)
−
1
2π2β0
P (2)(x)⊗ An(x). (96)
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It is an easy exerise to derive the reursion relations for the oeients of the expansion.
We illustrate the derivation for the interested reader.
We introdue the notation
L(Q2) = log
αs(Q
2)
αs(Q20)
(97)
and, making use of the beta funtion denition (12), we ompute its derivative
dL(Q2)
d logQ2
=
αs(Q
2
0)
αs(Q2)
d
d logQ2
αs(Q
2)
αs(Q
2
0)
=
1
αs(Q2)
dαs(Q
2)
d logQ2
=
β(αs)
αs(Q2)
(98)
Inserting our ansatz (93) for the solution into the DGLAP equation (22) we get for the
LHS
∞∑
n=1
{
An(x)
n!
nLn−1
β(αs)
αs
+ αs
Bn(x)
n!
nLn−1
β(αs)
αs
+α2s
Cn(x)
n!
nLn−1
β(αs)
αs
}
+
∞∑
n=0
{
β(αs)
Bn(x)
n!
Ln + 2αsβ(αs)
Cn(x)
n!
Ln
}
. (99)
Sending n → n − 1 in the rst sum, using the three-loop expansion of the beta funtion
(13) and negleting all the terms of order α4s or more, the previous formula beomes
∞∑
n=0
{
An+1(x)
n!
Ln
(
−
β0
4π
αs −
β1
16π2
α2s −
β2
64π3
α3s
)
+
Bn+1(x)
n!
Ln
(
−
β0
4π
α2s −
β1
16π2
α3s
)
+
Cn+1(x)
n!
Ln
(
−
β0
4π
α3s
)
+
Bn(x)
n!
Ln
(
−
β0
4π
α2s −
β1
16π2
α3s
)
+ 2
Cn(x)
n!
Ln
(
−
β0
4π
α3s
)}
. (100)
Using the expansion of the kernels (92), we get for the RHS
∞∑
n=0
Ln
n!
{
αs
2π
[
P (0) ⊗ An
]
(x) +
α2s
4π2
[
P (1) ⊗An
]
(x)
+
α3s
8π3
[
P (2) ⊗ An
]
(x) +
α2s
2π
[
P (0) ⊗ Bn
]
(x)
+
α3s
4π2
[
P (1) ⊗ Bn
]
(x) +
α3s
2π
[
P (0) ⊗ Cn
]
(x)
}
. (101)
Equating (100) and (101) term by term and grouping the terms proportional respetively
to αs, α
2
s and α
3
s we get the three desired reursion relations (94), (95) and (96).
Setting Q = Q0 in (93) we get
f(x,Q20) = A0(x) + αs(Q
2
0)B0(x) +
(
αs(Q
2)
)2
C0(x). (102)
We solve these relations using a boundary ondition satisfying (102). In our ase we
hoose
B0(x) = C0(x) = 0, f(x,Q
2
0) = A0(x). (103)
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The proedure studied in the previous setion an be generalized and applied to obtain
solutions that retain higher order logarithmi ontributions in the NLO/NNLO singlet
ases. The same proedure is also the one that has been implemented in all the existing
odes for the singlet: one has to trunate the equation and then try to reah the exat
solution by a suiently high number of iterates. These arguments an be extended to
even higher orders. We have reently shown [7℄ that the exat solution to all orders of
the RGE's of the p.d.f.'s an be written down in lose form by the introdution of a
generalized logarithmi expansion that inludes ontributions of all powers of the strong
oupling onstant αs and are summarized by the expression
f(x,Q2) =
∞∑
n=0
1
n!
Cn(x, αs) log
n
(
αs(Q
2)
αs(Q20)
)
(104)
where the funtion
Cn(x, αs, α0) =
∞∑
k=0
αksA
(k)
n (x) (105)
is determined perturbatively by the reursione relations extrated from the RGE. The
analysis is quite involved and an be found in the original literature.
8 Other solutions in x-spae: the Laguerre expansion
Another possible way to solve the evolution equations is to use an operatorial formalism
and observe that the distributions an be expanded in a suitable orthonormal basis (La-
guerre polynomials). This method has had limited appliations due to the diulty to
handle numerially the small-x behaviour of the algorithm that onstruts the solution.
The implementation of the method is disussed in [6℄. One starts by writing the expres-
sion of the solution in operatorial form in terms of two singlet evolution operators E±(t, x)
and initial onditions q˜±(x, t = 0) ≡ q˜±(x) as
d
dt
E± = P± ⊗ E±, (106)
whose solutions are given by
q
(−)
i (t, x) = E(−) ⊗ q˜
(−)
i
χi(t, x) = E(+) ⊗ χ˜i(x). (107)
The singlet evolution for the matrix operator E(t, x)
(
EFF EFG
EGF EGG
)
(108)
dE
dt
= P ⊗E (109)
is solved similarly as
(
q(+)(t, x)
G(t, x)
)
= E(t, x)⊗
(
q˜(+)(x)
G˜(x)
)
. (110)
(111)
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This method, proposed in [8℄, requires an expansion of the splitting funtions and of
the parton distributions in the basis of the Laguerre polynomials
Ln(y) =
n∑
k=0
(
n
k
)
(−1)k
yk
k!
(112)
whih satises the property of losure under a onvolution
Ln(y)⊗ Lm(y) = Ln+m(y)− Ln+m+1(y). (113)
In order to improve the small-x behaviour of the algorithm, from now on, the evolution
is applied to the modied kernel xP (x), whih, for simpliity, is still denoted as in all the
equations above, i.e. by P (x). At a seond step, the 0 < x < 1 interval is mapped into
an innite interval 0 < y < ∞ by a hange of variable x = e−y and all the integrations
are performed in this last interval. We start from the non-singlet ase by dening the
Laguerre expansion of the kernels and the orresponding (Laguerre) moments to lowest
order
P
(0)
V (y) =
∞∑
n=0
P (0)n Ln(y),
P (0)n =
∫ ∞
0
dye−yLn(y) P
(0)(y) (114)
and to NLO
R(y) =
∞∑
n=0
RnLn(y). (115)
One denes also the dierene of moments
p
(0)
i = P
(0)
i − P
(0)
i−1 (P
(0)
−1 = 0)
ri = Ri − Ri−1 R−1 = 0. (116)
A similar expansion is set up for the evolution operators E(t, y)
E(0)(t, y) =
∞∑
n=0
E(0)n (t)Ln(y)
E(t, y) =
∞∑
n=0
En(t)Ln(y), (117)
where all the information on the t evolution is ontained in the moments En(t). The
solution to NLO is expressed as
En(t) = E
(0)
n (t)−
2
β0
α(t)− α(0)
2π
E(1)n (t), (118)
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where
E(0)n (t) = e
P
(0
0 t
n∑
k=0
A
(k)
n tk
k!
(119)
E(1)n (t) =
n∑
i
rn−iE
(0)
i (t), (120)
(121)
and the oeients A
(k)
n are determined reursively from the moments of the lowest order
kernel P (0)
A(0)n = 1
A(k+1)n =
n−1∑
i=k
p
(0)
n−iA
(k)
i (k = 0, 1, 2, ..., n− 1). (122)
In the singlet ase one proeeds in a similar way. The solution is expressed in terms
of a 2-by-2 matrix operator
E(0)(t, y) =
∞∑
n=0
E(0)n (t)Ln(y). (123)
The solution (at leading order) is written down in terms of 2 projetion matries and one
eigenvalue (λ) of the P (0) (matrix) kernel
e1 =
1
λ
P (0), e2 =
1
λ
(
−P (0) + λ1
)
, (124)
(125)
where
λ = −(
4
3
CF +
2
3
nfTR), (126)
in the form
E(0)n (t) =
n∑
k=0
tk
k!
(
A(k)n +B
(k)
n e
λt
)
. (127)
The reursion relations whih allow to build A
(k)
n and B
(k)
n are solved in two steps as
follows. One solves rst for two sets of matries a
(k)
n and b
(k)
n by the relations
a(0)n = 0
a(k+1)n = λe1a
(k)
n +
n−1∑
i=k
p
(0)
n−ia
(k)
i
b(0)n = 0
b(k+1)n = −λe2b
(k)
n +
n−1∑
i=1
p
(0)
n−ib
(k)
i , (128)
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whih are used to onstrut the matries A
(0)
n and B
(0)
n
A(0)n = e2 −
1
λn
(
e1a
(n)
n − (−1)
ne2b
(n)
n
)
B(0)n = e1 +
1
λn
(
e1a
(n)
n − (−1)
ne2b
(n)
n
)
. (129)
(130)
These matries are then input in the reursion relations
A
(0)
0 = e2 B
(0)
0 = e1
A(k+1)n = λe1A
(k)
n +
n−1∑
i=k
p
(0)
n−iA
k
i
Bk+1n = −λe2B
(k)
n +
n−1∑
i=k
p
(0)
n−iB
(k)
i (131)
witn n > 0 and k = 0, 1, ..., n − 1, whih generates the oeients of the matrix-valued
operator E(0) (i.e. the leading order solution). The NLO part of the evolution is obtained
from
E(1)(t, y) =
∞∑
n=0
E(1)n (t)Ln(y), (132)
with
E(1)n (t) = E˜
(1)
n (t)− 2E˜
(1)
n−1(t) + E˜
(1)
n−2(t) (133)
where
E˜(1)n (t) =
∫ t
o
dτe−β0τ/2
∑
ijk
E(0)(t− τ)RjE
(0)
k (τ)δ(n− i− j − k). (134)
The expressions of E(0) and E(1) are inserted into eq. (118) thereby providing a omplete
NLO solution of the singlet setor. The implementation of this method to NLO is quite
involved and provides an auray whih is omparable to other methods of solutions.
9 Seond view: the master form of the evolution equa-
tions and a hierarhy
A seond part of our brief review is dediated to the disussion of the kineti struture
that underlines an evolution equation of DGLAP type. We reall that master equations
are introdued in statistial mehanis in order to desribe the evolution in time of some
diusive proesses. One an take as an example an ensemble of random walkers moving
on a given lattie. The density of walkers present in a ertain point on the lattie an be
desribed by a master equation and expressed in terms of transition probabilities. The
master form of the DGLAP equation an be derived quite simply by performing some
manipulations on the kernels, having separated the bulk ontributions (x < 1) from the
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Figure 1: The onstrained random walk of the parton densities
edge points (x = 1). Below we show how this is obtained and how one an ontrut, by a
formal Kramers-Moyal expansion of the transition probabilities, a hierarhy of PDE's of
arbitrarily high orders.
Let's start onsidering a generi 1-D master equation for transition probabilitiesw(x|x′)
whih we interpret as the probability of making a transition to a point x given a starting
point x′ for a given physial system. The piture we have in mind is that of a gas of
partiles making ollisions in 1-D and entering the interval (x, x+ dx) with a probability
w(x|x′) per single transition, or leaving it with a transition probability w(x′|x). In general
one writes down a master equation
∂
∂τ
f(x, τ) =
∫
dx′ (w(x|x′)f(x′, τ)− w(x′|x)f(x, τ)) dx′. (135)
desribing the time τ evolution of the density of the gas undergoing ollisions or the motion
of a many replias of walkers of density f(x, τ) jumping with a pre-assigned probability,
aording to taste.
The result of Collins a Qiu, who were after a derivation of the DGLAP equation
that ould inlude automatially also the edge point ontributions (or x=1 terms of the
DGLAP kernels) is in pointing out the existene of a probabilisti piture of the DGLAP
dynamis. These edge point terms had been always introdued in the past only by hand
and serve to enfore the baryon number sum rule and the momentum sum rule as Q, the
momentum sale, varies.
The kineti interpretation was used in [18℄ to provide an alternative proof of Soer's
inequality. We reall that this inequality
|h1(x)| < q
+(x) (136)
famous by now, sets a bound on the transverse spin distribution h1(x) in terms of the
omponents of the positive heliity omponent of the quarks, for a given avour. The
inequality has to be respeted by the evolution. We reall that h1, also denoted by the
symbol
∆T q(x,Q
2) ≡ q↑(x,Q2)− q↓(x,Q2), (137)
has the property of being purely non-singlet and of appearing at leading twist. It is
identiable in transversely polarized hadron-hadron ollisions and not in Deep Inelasti
Sattering (DIS), where an appear only through an insertion of the eletron mass in the
unitarity graph of DIS.
The onnetion between the Collins-Qiu form of the DGLAP equation and the master
equation is established as follows. The DGLAP equation, in its original formulation is
generially written as
dq(x,Q2)
d log(Q2)
=
∫ 1
x
dy
y
P (x/y)q(y,Q2), (138)
where we are assuming a salar form of the equation, suh as in the non-singlet setor.
The generalization to the singlet setor of the arguments given below is, of ourse, quite
straightforward. To arrive at a probabilisti piture of the equation we start reinterpreting
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τ = log(Q2) as a time variable, while the parton density q(x, τ) lives in a one dimensional
(Bjorken) x spae.
We reall that the kernels are dened as plus distributions. Conservation of baryon
number, for instane, is enfored by the addition of edge-point ontributions proportional
to δ(1− x).
We start with the following form of the kernel
P (z) = Pˆ (z)− δ(1− z)
∫ 1
0
Pˆ (z) dz, (139)
where we have separated the edge point ontributions from the rest of the kernel, here
alled Pˆ (z). This manipulation is understood in all the equations that follow. The
equation is rewritten in the following form
d
dτ
q(x, τ) =
∫ 1
x
dyPˆ
(
x
y
)
q(y, τ)
y
−
∫ x
0
dy
y
Pˆ
(y
x
) q(x, τ)
x
(140)
Now, if we dene
w(x|y) =
αs
2π
Pˆ (x/y)
θ(y > x)
y
(141)
(140) beomes a master equation for the probability funtion q(x, τ)
∂
∂τ
q(x, τ) =
∫
dx′ (w(x|x′)q(x′, τ)− w(x′|x)q(x, τ)) dx′. (142)
There are some interesting features of this speial master equation. Dierently from other
master equations, where transitions are allowed from a given x both toward y > x and
y < x, in this ase, transitions toward x take plae only from values y > x and leave the
momentum ell (x, x+ dx) only toward smaller y values (see Fig.(1).
Clearly, this sets a diretion of the kineti evolution of the densities from large x values
toward smaller-x values as τ , the titious time variable, inreases.
Probably this is the simplest illustration of the fat that parton densities, at large
nal evolution sales, are dominated by their small-x behaviour. As the randomly moving
partons reah the x ≈ 0 region of momentum spae, they nd no spae where to go, while
other partons tend to pile up toward the same region from above. This is the piture of a
random walk biased to move downward (toward the small-x region) and is illustrated in
Fig. (1).
10 Probabilisti Kernels
We briey disuss some salient features of the struture of the kernels in this approah
and omment on the type of regularization involved in order to dene them appropriately.
We reall that unpolarized and polarized kernels, in leading order, are given by
P
(0)
NS = P
(0)
qq = CF
(
2
(1− x)+
− 1− x+
3
2
δ(1− x)
)
P (0)qg = 2Tf
(
x2 + (1− x)2)
)
P (0)gq = CF
1 + (1− x)2
x
P (0)gg = 2Nc
(
1
(1− x)+
+
1
x
− 2 + x(1− x)
)
+
β0
2
δ(1− x) (143)
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where
CF =
N2C − 1
2NC
, Tf = TRnf =
1
2
nf , β0 =
11
3
NC −
4
3
Tf (144)
and
∆P
(0)
NS = ∆P
(0)
qq
∆P (0)qq = CF
(
2
(1− x)+
− 1− x+
3
2
δ(1− x)
)
∆P (0)qg = 2Tf(2x− 1)
∆P (0)gq = CF (2− x)
∆P (0)gg = 2Nc
(
1
(1− x)+
− 2x+ 1
)
+ δ(1− x)
β0
2
, (145)
while the LO transverse kernels are given by
∆TP
(0)
qq = CF
(
2
(1− x)+
− 2 +
3
2
δ(1− x)
)
. (146)
The unpolarized kernels should be ompared with the Collins-Qiu form
Pqq = γqq − δ(1− x)
∫ 1
0
dzγqq
Pgg = γgg −
(
nf
∫ 1
0
dzγqg +
1
2
∫ 1
0
dzγgg
)
δ(1− x)
Pqg = γqg
Pgq = γgq
(147)
where
γqq = CF
(
2
1− x
− 1− x
)
γqg = (2x− 1)
γgq = CF (2− x)
γgg = 2Nc
(
1
1− x
+
1
x
− 2 + x(1 − x)
)
.
(148)
These kernels need a suitable regularization to be well dened. Below we will analize the
impliit regularization underlying eq. (147). One observation is however almost immedi-
ate: the omponent Pgg is not of the form given by eq. (139). In general, therefore, in the
singlet ase, the generalization of eq. (139) is given by
P (x) = Pˆ1(x)− δ(1− x)
∫ 1
0
Pˆ2(z)dz (149)
and a probabilisti interpretation is more omplex ompared to the non-singlet ase and
has been disussed in the original literature [9℄.
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11 Convolutions and Master Form of the Singlet
Distributions are folded with the kernels and the result rearranged in order to simplify the
struture of the equations. Sine in the previous literature this is done in a rather involute
way [19℄ we provide here a simpliaton, from whih the equivalene of the various forms
of the kernel, in the various regularizations adopted, will be apparent. All we need is to
apply (70) and the evolution equations beome
dq
d log(Q2)
= 2CF
∫
dy
y
yq(y)− xq(x)
y − x
+ 2CF log(1− x) q(x)−
∫ 1
x
dy
y
(1 + z) q(y) +
3
2
CF q(x)
+nf
∫ 1
x
dy
y
(
z2 + (1− z)2
)
g(y)
dg
d log(Q2)
= CF
∫ 1
x
dy
y
1 + (1− z)2
z
q(y) + 2Nc
∫ 1
x
dy
y
yf(y)− xf(x)
y − x
g(y)
+2Nc log(1− x)g(x) + 2Nc
∫ 1
x
dy
y
(
1
z
− 2 + z(1− z)
)
g(y) +
β0
2
g(x)
(150)
with z ≡ x/y. The same simplied form is obtained from the probabilisti version, having
dened a suitable regularization of the edge point singularities in the integrals over the
omponents γff ′ in eq. (148). The anonial expressions of the kernels (145), expressed in
terms of + distributions, an also be rearranged to look like their equivalent probabilisti
form by isolating the edge-point ontributions hidden in their + distributions. We get
the expressions
P (0)qq NS = P
(0)
qq = CF
(
2
(1− x)
− 1− x
)
−
(
CF
∫ 1
0
dz
1− z
−
3
2
)
δ(1− x)
P (0)gg = 2Nc
(
1
(1− x)
+
1
x
− 2 + x(1− x)
)
−
(
2Nc
∫ 1
0
dz
1− z
−
β0
2
)
δ(1− x)
(151)
and
∆P (0)qq = CF
(
2
(1− x)
− 1− x
)
− CF
(∫ 1
0
dz
1− z
−
3
2
)
δ(1− x)
∆P (0)gg = 2Nc
(
1
1− x
− 2x+ 1
)
−
(
2Nc
∫ 1
0
dz
1− z
−
β0
2
)
δ(1− x), (152)
the other expressions remaining invariant.
A master form of the singlet (unpolarized) equation is obtained by a straightforward
hange of variable in the dereasing terms. We obtain
dq
dτ
=
∫ 1−Λ
x
dy
y
γqq(x/y)q(y)−
∫ x−Λ
0
dy
y
γqq(y/x)q(x)
dg
dτ
=
∫ 1−Λ
x
dy
y
γgg(x/y)− nf
∫ x
0
γqg(y/x)g(x)
−
1
2
∫ x−Λ
Λ
γgg(y/x)g(x) +
∫ 1
x
dy
y
γgq(x/y)q(y) (153)
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with a suitable (unique) uto Λ needed to ast the equation in the form (150). The
(regulated) transition probabilities are then given by
wqq(x|y) = γqq(x/y)
θ(y > x)θ(y < 1− Λ)
y
wqq(y|x) = γqq(y/x)
θ(y < x− Λ)θ(y > 0)
x
wgg(x|y) = γgg(x/y)
θ(y > x)θ(y < 1− Λ)
y
wqq(y|x) =
(
nfγqg(y/x)−
1
2
γgg(y/x)
)
θ(y < x− Λ)θ(y > 0)
x
wgq(y|x) = γgq(x/y)
θ(y > x)θ(y < 1− Λ)
y
wgq(x|y) = 0,
(154)
as one an easily dedut from the form of eq. (142).
12 A Kramers-Moyal Expansion for the DGLAP Equa-
tion
A way to get rid of the integrals that appear in the master equation is the Kramers-Moyal
(KM) expansion. These expansions (bakward or forward) are sometimes useful in order
to gain insight into the master equation itself, sine they may provide a omplementary
view of the underlying dynamis.
The expansion introdues dierential operator of arbitrary order, due to the nonloal
struture of the equation. For the approximation to be useful, one has to stop the expan-
sion after the rst few orders and in many ases this turns out to be possibile. Examples
of proesses of this type are speial Langevin proesses and proesses desribed by a
Fokker-Plank operator. In these ases the probabilisti interpretation allows us to write
down a titious lagrangean, a orresponding path integral and solve for the propagators
using the Feynman-Ka fomula. For denitess we take the integral to over all the real
axis in the variable x′
∂
∂τ
q(x, τ) =
∫ ∞
−∞
dx′ (w(x|x′)q(x′, τ)− w(x′|x)q(x, τ)) dx′. (155)
As we will see below, in the DGLAP ase some modiations to the usual form of the
KM expansion will appear. At this point we perform a KM expansion of the equation in
the usual way. We make the substitutions in the master equation y → x − y in the rst
term and y → x+ y in the seond term
∂
∂τ
q(x, τ) =
∫ ∞
−∞
dy (w(x|x− y)q(x− y, τ)− w(x+ y|x)q(x, τ)) , (156)
identially equal to
∂
∂τ
q(x, τ) =
∫ ∞
−∞
dy (w(x+ y − y′|x− y′)q(x− y′, τ)− w(x+ y′|x)q(x, τ)) , (157)
with y = y′. First and seond term in the equation above dier by a shift (in −y′) and
an be related using a Taylor (or KM) expansion of the rst term
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∂∂τ
q(x, τ) =
∫ ∞
−∞
dy
∞∑
n=1
(−y)n
n!
∂n
∂xn
(w(x+ y|x)q(x, τ)) (158)
where the n = 0 term has aneled between the rst and the seond ontribution oming
from (157). The result an be written in the form
∂
∂τ
q(x, τ) =
∞∑
n=1
(−y)n
n!
∂n
∂xn
(an(x)q(x, τ)) (159)
where
an(x) =
∫ ∞
−∞
dy(y − x)nw(y|x). (160)
In the DGLAP ase we need to amend the former derivation, due to the presene of
boundaries (0 < x < 1) in the Bjorken variable x. For simpliity we will fous on the
non-singlet ase. We rewrite the master equation using the same hange of variables used
above
∂
∂τ
q(x, τ) =
∫ 1
x
dyw(x|y)q(y, τ)−
∫ x
0
dyw(y|x)q(x, τ)
−
∫ α(x)
0
dyw(x+ y|x) ∗ q(x, τ) +
∫ −x
0
dyw(x+ y|x)q(x, τ), (161)
where the Moyal produt gets simplied
w(x+ y|x) ∗ q(x) ≡ w(x+ y|x)e
−y
(←−
∂ x+
−→
∂ x
)
q(x, τ) (162)
and α(x) = x− 1. The expansion is of the form
∂
∂τ
q(x, τ) =
∫ −x
α(x)
dy w(x+ y|x)q(x, τ)−
∞∑
n=1
∫ α(x)
0
dy
(−y)n
n!
∂x
n (w(x+ y|x)q(x, τ))(163)
whih an be redued to a dierential equation of arbitrary order using simple manipula-
tions. We reall that the Fokker-Plank approximation is obtained stopping the expansion
at the seond order
∂
∂τ
q(x, τ) = a0(x)− ∂x (a1(x)q(x)) +
1
2
∂2x (a2(x)q(x, τ)) (164)
with
an(x) =
∫
dy ynw(x+ y, x) (165)
being moments of the transition probability funtion w. Given the boundary onditions on
the Bjorken variable x, even in the Fokker-Plank approximation, the Fokker-Plank ver-
sion of the DGLAP equation is slightly more involved than Eq. (164) and the oeients
an(x) need to be redened.
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13 The Fokker-Plank Approximation
Having identied a probabilisti desription of the DGLAP equation in terms of a master
equation, it is then natural to try to investigate the role of the Fokker-Plank (FP)
approximation to it. In the ontext of a random walk, an all-order derivative expansion
of the master equation an be arrested to the rst few terms either if the onditions
of Pawula's theorem are satised -in whih ase the FP approximation turns out to be
exat- or if the transition probabilities show an exponential deay above a ertain distane
allowed to the random walk. Sine the DGLAP kernels show only an algebrai deay in x,
and there isn't any expliit sale in the kernel themselves, the expansion is questionable.
However, from a formal viewpoint, it is still allowed. With these aveats in mind we
proeed to investigate the features of this expansion.
We redene
a˜0(x) =
∫ −x
α(x)
dyw(x+ y|x)q(x, τ)
an(x) =
∫ α(x)
0
dyynw(x+ y|x)q(x, τ)
a˜n(x) =
∫ α(x)
0
dyyn∂x
n (w(x+ y|x)q(x, τ)) n = 1, 2, ... (166)
For the rst two terms (n = 1, 2) one an easily work out the relations
a˜1(x) = ∂xa1(x)− α(x)∂xα(x)w(x+ α(x)|x)q(x, τ)
a˜2(x) = ∂
2
xa2(x)− 2α(x)(∂xα(x))
2w(x+ α(x)|x)q(x, τ)− α(x)2∂xα(x)∂x (w(x+ α(x)|x)q(x, τ))
−α2(x)∂xα(x)∂x (w(x+ y|x)q(x, τ)) |y=α(x) (167)
Let's see what happens when we arrest the expansion (163) to the rst 3 terms. The
Fokker-Plank version of the equation is obtained by inluding in the approximation only
a˜n with n = 0, 1, 2.
The Fokker-Plank limit of the (non-singlet) equation is then given by
∂
∂τ
q(x, τ) = a˜0(x) + a˜1(x)−
1
2
a˜2(x) (168)
whih we rewrite expliitly as
∂
∂τ
q(x, τ) = CF
(
85
12
+
3
4x4
−
13
3x3
+
10
x2
−
12
x
+ 2 log
(
1− x
x
))
q(x)
+CF
(
9−
1
2x3
+
3
x2
−
7
x
−
9
2
)
∂xq(x, τ)
+CF
(
9
4
+
1
8x2
−
5
6x
−
5x
2
+
23x2
24
)
∂2xq(x, τ). (169)
A similar approah an be followed also for other ases, for whih a probabilisti
piture (a derivation of Collins-Qiu type) has not been established yet, suh as for h1. We
desribe briey how to proeed in this ase.
First of all, we rewrite the evolution equation for the transversity in a suitable master
form. This is possible sine the subtration terms an be written as integrals of a positive
29
funtion. A possibility is to hoose the transition probabilities
w1[x|y] =
CF
y
(
2
1− x/y
− 2
)
θ(y > x)θ(y < 1)
w2[y|x] =
CF
x
(
2
1− y/x
−
3
2
)
θ(y > −x)θ(y < 0)
(170)
whih reprodue the evolution equation for h1 in master form
dh1
dτ
=
∫ 1
0
dyw1(x|y)h1(y, τ)−
∫ 1
0
dyw2(y|x)h1(x, τ). (171)
The Kramers-Moyal expansion is derived as before, with some slight modiations. The
result is obtained introduing an intermediate uto whih is removed at the end. In this
ase we get
dh1
dτ
= CF
(
17
3
−
2
3x3
+
3
x2
−
6
x
+ 2 log
(
1− x
x
))
h1(x, τ)
+CF
(
6 +
2
3x2
−
3
x
−
11x
3
)
∂xh1(x, τ)
+CF
(
3
2
−
1
3x
− 2x+
5x2
6
)
∂2xh1(x, τ). (172)
Notie that ompared to the standard Fokker-Plank approximation, the boundary
now generates a term on the left-hand-side of the equation proportional to q(x) whih is
absent in eq. (164). This and higher order approximations to the DGLAP equation an
be studied systematially both analytially and numerially and it is possible to assess
the validity of the approximation [15℄.
13.1 Links to Frational Diusion
A formal onnetion of the LO DGLAP equation to frational diusion an also be easily
worked out [22℄ in dimensional regularization. Sine the literature on frational alulus
and anomalous diusion is quite vast [23℄, we need just few essential denitions to make
our brief disussion self-ontained. The n-th primitive of a distribution funtion f(x) an
be written as
Jnf(x) =
1
(n− 1)!
∫ 1
x
(x− y)n−1f(y)dy (173)
whih an be easily analytially ontinued for any real α > 0
Jαf(x) =
1
Γ[α]
∫ 1
x
f(y)(x− y)α−1dy (174)
thereby dening the frational integral of order α of the funtion f(x). We also reall that
the frational derivative of a funtion an be dened by a suitable analyti ontinuation
Dβf(x) =
1
Γ[n− β]
dn
dxn
∫ 1
x
f(y)
(x− y)β−n+1
dy (175)
where n−1 < β < n. In our ase the role of β is taken by the parameter ǫ of dimensional
regularization. One an also formally dene D−α ≡ Jα to denote the orresponding
frational primitive.
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Now, sine the kernels ontain + distributions and Dira delta funtions, is is on-
venient to use the relation
(
1
1− w
)1+ǫ
=
1
(1− w)+
− ǫ
(
log(1− w)
1− w
)
+
−
1
ǫ
δ(1− w) +O(ǫ2), (176)
valid in dimensional regularization, with ǫ > 0, from whih one obtains
1
2
(
1
1− w
)1+ǫ
+
1
2
(
1
1− w
)1−ǫ
=
1
(1− w)+
. (177)
The equation for the transverse spin distribution, for instane, an be easily reast in the
form
∂h1
∂τ
= −CF
(
Dǫ +D−ǫ
)
h1(x)− 2CFD
−1
(
h1(x)
x
)
+
3
2
CFh1(1) (178)
with similar expressions for all the other non singlet equations. This equation is a possible
starting point for the analysis of anomalous diusion in the ontext of suh equations.
Equations of this type provide probability funtions belonging to the lass of stable dis-
tributions, suh as those desribing Levy proesses and ontinuous time random walks.
14 Conlusions
We have reviewed previous work of us on the determination of the solutions of renormal-
ization group equations in QCD from x-spae and on the KM expansion of the master
formulation of these equations in analogy to the theory of stohasti proesses. Parton
distributions represent the rst important example of nonloal operators in a realisti
eld theory that have been studied extensively for almost three deades. Although we
are unable to ompute from rst priniples these fundamental eld theory strutures, the
study of their identiation and lassiation at leading twist and higher has allowed to
break substantial new ground in eld theory and QCD phenomenology.
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