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ABSTRACT
The resistance coefficients in screen Coulomb potential of stellar plasma are evaluated in high accuracy. I
have analyzed the possible singularities in the integral of scattering angle. There are possible singularities
in the case of attractive potential. This may result in problem for numerical integral. In order to avoid the
problem, I have used a proper scheme, e.g., splitting into many subintervals and the width of each subinterval
is determined by the variation of the integrand, to calculate the scattering angle. The collision integrals are
calculated by using Romberg’s method therefore the accuracy is high (i.e., ∼ 10−12). The results of collision
integrals and their derivatives in −12 ≤ ψ ≤ 5 are listed. By using Hermite polynomial interpolation from
those data, the collision integrals can be obtained with an accuracy of 10−10. For very weak coupled plasma
(ψ ≥ 4.5), analytical fittings for collision integrals are available with an accuracy of 10−11. I have compared
the final results of resistance coefficients with other works and found that, for repulsive potential, the results
are basically same to others, for attractive potential, the results in intermediate and strong coupled case show
significant differences. The resulting resistance coefficients are tested in the solar model. Comparing with the
widely used Cox et al.(1989) and Thoul et al. (1994) models, the resistance coefficients in screen Coulomb
potential leads to a little weaker effect in solar model, which is contrary to the expectation of attempts to solve
the solar abundance problem.
Subject headings: diffusion — stars: abundances — stars: interiors — sun: interiors
1. INTRODUCTION
On the transport of elements in stellar interior, beside the
macro processes (e.g., convective mixing and rotation induced
mixing), there are micro transport processes induced by gra-
dients of pressure, temperature and elements abundances, and
the radiation pressure, which are called micro diffusion in col-
lective. The pressure gradient (equivalent to gravity) and the
temperature gradient tend to concentrate heavier elements to-
ward the stellar center. The elements abundances gradients
tend to form a chemical homogeneous structure, which is con-
trary to the gradients of pressure and temperature. The effect
of radiation pressure on ions are called the radiation accel-
eration, which leads to a radiative acceleration determined
by the state of ionization of concerned species (Michaud &
Charbonneau 1991). The movements of particles of a species
are determined by the values of the radiative acceleration the
gravitational acceleration. For completely ionized species, the
radiative accelerations are negligible. In this paper, the radia-
tion acceleration is not taken into account.
General treatments for the micro diffusion in a multi-
component fluid have been provided by Burgers equations
(Burgers 1969) and Chapman-Enskog theory (Chapman &
Cowling 1970). Those two theories used different approx-
imations in handling the Boltzmann equation, but they are
ultimately equivalent to each other in the limit of collision-
dominated plasma (Burgers 1969). The diffusion velocity of
each species can be obtained by solving Burgers equations.
In Burgers equations, there are resistance coefficients Kij ,
zij , z
′
ij and z′′ij which represent the effect of collisions be-
tween charged particles. Their precise evaluation is required
for correct estimate of the detail of diffusion process of dif-
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ferent elements in stellar interior. Burgers (1969) have calcu-
lated the resistance coefficients in a pure Coulomb potential
with a long-range cut-off. In stellar interior, a better descrip-
tion of the collisions between charged particles is to used the
Debye-Hu¨ckel type of potential which takes into account the
effect of screening. The resistance coefficients are determined
by collision integrals. Collision integrals in screening poten-
tial have been studied in many works (e.g., Mason et al. 1967;
Muchmore 1984; Iben, Jr. & MacDonald 1985; Paquette et al.
1986). In the calculations of Mason et al. (1967), the range is
smaller than that of Paquette et al. (1986). Muchmore (1984)
has only calculated the case of repulsive potential and the re-
sults in the case of weak coupled plasma seems numerical in-
stable. Paquette et al. (1986) have calculated the collision in-
tegrals in large range of the couple parameter ψ and provided
fitting formula for the collision integrals. However, their re-
sults of collision integrals in the case of attractive potential
show significant oscillatory behaviors in the intermediate and
strong coupled case. As pointed out by MacDonald (1991)
and Brassard & Fontaine (2014), this oscillatory behaviors
are caused by inappropriate treatment of an internal singu-
larity in the integral of collision cross section. Another issue
in Paquette et al. (1986) is that a low order Gauss-Legendre
formula has been used in the calculations of scattering angle.
This scheme may fail to evaluate the scattering angle in the
cases that the integrand of the scattering angle integral has
singularity. Recently, Brassard & Fontaine (2014) have used
supercomputing and have evaluated the collision integrals for
the attractive potential case in an accuracy of 10−6.
Although the Debye-Hu¨ckel type of potential is more rea-
sonable than the truncated Coulomb potential in stellar in-
terior, it is inaccurate in the strongly coupled regime Pa-
quette et al. (1986). Recently, Baalrud & Daligault (2013,
2014) have used the concept of effective interaction potential
and calculated it by using the hypernetted-chain approxima-
tion. Benchmarked against molecular dynamic simulations,
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the results based on the hypernetted-chain approximation are
widely valid even for very strongly coupled plasmas. The ef-
fective potential theory has been used in studying strongly
coupled regime (Baalrud & Daligault 2015; Daligault et al.
2016). In the weakly coupled case, the hypernetted-chain ap-
proximation results in the screened Coulomb potential. The
differences of collision integrals between the hypernetted-
chain approximation and the screened Coulomb potential be-
comes significant in the strongly coupled regime Γ > 10 (see
e.g., Baalrud & Daligault 2014, Fig.7). For the weakly and
intermediate coupled cases, the screened Coulomb potential
is accurate enough.
The micro diffusion is a basic physical process concerned
in modern solar evolutionary models, since the differences of
the structure of the solar interior between models and helio-
seismic inversions are significantly reduced by taking into ac-
count the micro diffusion (Bahcall et al. 1995; Christensen-
Dalsgaard et al. 1996). The solar standard models with the
old Grevesse & Noels (1993, GN93) and Grevesse & Sauval
(1998, GS98) compositions are in good agreement with the
helioseismic inversions on sound speed, density, surface he-
lium abundance Ys, the base of the solar convection zoneRbc.
However, in the last decade, the updated compositions (e.g.,
Asplund et al. 2009) with low surface metallicity make solar
models worse. As the metallicity decreasing, Rbc in the solar
models becomes larger, Ys becomes lower, the differences of
sound speed and density in the solar interior between mod-
els and helioseismic inversion becomes larger (see e.g., Basu
& Antia 2004; Montalban et al. 2004; Bahcall et al. 2005;
Yang & Bi 2007; Asplund et al. 2009). This is the so called
’solar abundance problem’. A proposal to this problem is to
enhance the micro diffusion in solar interior (e.g., Montalban
et al. 2004; Guzik et al. 2005; Yang & Bi 2007; Yang 2016),
which increases metallicity in the interior of solar models and
attempts to make the interior structure of solar model close
to the model with old composition GN93 or GS98. A widely
used model of micro diffusion in solar models has been de-
veloped by Cox et al. (1989, CGK89) and Thoul et al. (1994,
TBL94). It is found that multiplying a factor ∼ 2 on the dif-
fusion velocities derived by using CGK89 and TBL94 model
can obtain a correct Rbc (Montalban et al. 2004; Guzik et al.
2005; Yang & Bi 2007; Yang 2016). In CGK89 and TBL94
model, the resistance coefficients zij , z′ij and z′ij are based on
truncated (long-range cut-off) pure Coulomb potential, but the
resistance coefficient Kij is based on a fitting on the numeri-
cal results of the repulsive case of the screening Coulomb po-
tential. Therefore the model could be improved by using self-
consistent resistance coefficients based on screening Coulomb
potential. It is helpful for the solar abundance problem to in-
vestigate the effect of micro diffusion with resistance coeffi-
cients based on screening Coulomb potential.
The main improvements in this paper are to properly handle
singularities in scattering angle integral and to use accurate
schemes in the calculations of numerical integrals. Compar-
ing with Paquette et al. (1986); MacDonald (1991), the accu-
racy of the collision integrals for both repulsive and attractive
cases are improved to 10−12. In this paper, I have calculated
the numerical collision integrals in screening Coulomb poten-
tial in high accuracy, compared the resulting resistance coef-
ficients with other works and tested them in the solar model.
The formulas of resistance coefficients are introduced in Sec-
tion 2, the details of the numerical calculation of collision
integrals are presented in Section 3, the results of collision
integrals are shown in Section 4, the comparison of resulting
resistance coefficients with other works are discussed in Sec-
tion 5, the resistance coefficients are tested in the solar model
in Section 6, and Section 7 is a summary.
2. FORMULAS OF RESISTANCE COEFFICIENTS IN DIFFUSION
The resistance coefficients in Burgers equation are deter-
mined by collision integrals. The expression of collision inte-
grals between species i and j is as follow (Muchmore 1984;
Paquette et al. 1986):
Ωij
(ml) =
√
kT (mi +mj)
2pimimj
+∞∫
0
exp(−g2)g2l+3φij (m)dg,(1)
with the collision cross sections for given energy
φij
(m) = 2pi
+∞∫
0
(1 − cosmχij)bdb, (2)
and the scattering angle
χij = pi − 2
+∞∫
r0,ij
bdr
r2
√
1− (b/r)2 − Vij(r)/(g2kT )
, (3)
wheremi is the mass of a particle of the i-th species and r0,ij
is the distance of closest approach for given impact parameter
b determined by this equation:
1− ( b
r0,ij
)2 − Vij(r0)
g2kT
= 0. (4)
In the above equations, k is Boltzmann constant, T is temper-
ature, g is a dimensionless velocity and Vij(r) is the potential.
In the stellar interior, the static screened Coulomb poten-
tial is more reasonable than the pure Coulomb potential. The
static screened Coulomb potential is given by
Vij(r) = ZiZje
2 exp(−r/λ)
r
, (5)
where Zi is the charge number of the particle of the i-th
specie, e = 4.8032 × 10−10(ESU) is the charge of an elec-
tron and λ is the larger of Debye length λD or the average
interionic distance λ0:
λ = max{λD, λ0},
λD =
√√√√ kT
4pie2
∑
ions+electron
niZi
2 ,
λ0 = 3
√√√√ 34pi ∑
ions
ni
, (6)
By defining a dimensionless distance R = r/λ, a dimen-
sionless impact parameterB = b/λ and a dimensionless cou-
ple parameterΛ = (4kTλ)/(ZiZje2), the above integrals can
be rewritten as dimensionless forms as follows:
F (ml)(Λ) = [pi(
ZiZje
2
2kT
)2
√
kT (mi +mj)
2pimimj
]−1Ωij
(ml)
=
Λ2
8
+∞∫
0
exp(−X)X l+1Φ(m)(ΛX)dX, (7)
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FIG. 1.— The limits R∗ and R1b of integral Φ as functions of a.
Φ(m)(a) =
φ(m)
2piλ2
=
+∞∫
0
[1− cosmχ(a,R0)]dB2, (8)
χ(a,R0) = pi −
+∞∫
R0
2BdR
R
√
R2 −B2 − 4R exp(−R)/a.(9)
where the relation among a, B and R0(= r0,ij/λ) is
B2 = R0
2 − 4
a
R0 exp(−R0). (10)
3. NUMERICAL INTEGRAL
3.1. transform of integral Φ
The dimensionless collision cross sections Φ is determined
by Eq.(8). It is better to change the independent variable from
B to R0 than directly integration over B in order to avoid
solving R0 from Eq.(10) (Paquette et al. 1986). On another
hand, for very small value of χ, the truncation error of numer-
ical subtraction 1− cosmχ may be relatively large. Therefore
I integrate Φ for m = 1 and m = 2 by using this form:
Φ(3−m)(a) = m
+∞∫
B=0
sin2
χ(a,R0)
m
∂B2
∂R0
dR0, (11)
where ∂B2/∂R0 = 2R0 + 4(R0 − 1) exp(−R0)/a.
In order to obtain the interval ofR0 for the integral, it is nec-
essary to investigate the behaviors of the function B(a,R0).
This has been done and the details are shown in Appendix A.
It is shown that, for ac = −(3−
√
5) exp[−(1+√5)/2] < a <
0 and an arbitraryB ≥ 0,R0 can not locate inR∗(a) < R0 <
R1b(a), whereR1b is the larger root of ∂B2(a,R0)/∂R0 = 0
and R∗ is determined by B2(a,R∗) = B2(a,R1b) and R∗ <
R1b. Figure 1 shows R∗ and R1b as functions of a. The exist-
ing of the forbidden region of R0 is caused by more than one
radicand in Eq.(10), see also Brassard & Fontaine (2014).
Accordingly, for repulsive potential (a > 0):
Φ(3−m)(a) = m
+∞∫
R0|B=0
sin2
χ
m
∂B2
∂R0
dR0, (12)
for attractive potential (a < 0) with the parameter a ≤ ac:
Φ(3−m)(a) = m
+∞∫
0
sin2
χ
m
∂B2
∂R0
dR0, (13)
and for attractive potential with the parameter ac < a < 0:
Φ(3−m)(a) = m(
R∗(a)∫
0
+
+∞∫
R1b(a)
)sin2
χ
m
∂B2
∂R0
dR0. (14)
3.2. Numerical calculations of integral χ
The scattering angle χ is a basic integral in the calculation
of the integral F . Therefore it is necessary to calculate χ in a
high accuracy in order to ensure the accuracy of F . By using
a change of variable:
z =
√
1− R0
R
, (15)
the improper integral χ, e.g., Eq.(9), can be rewritten as a
normal finite integral
χ(a,R0) = pi − 4
1∫
0
1√
α+ 2− z2dz, (16)
where α is defined by:
α =
u
z2
[1− (1− z2) exp(− z
2
1− z2R0)] (17)
and
u =
4
a
R0 exp(−R0)
B2(a,R0)
=
4
aR0 exp(R0)− 4 . (18)
Directly calculation the integral by using the form Eq.(16)
could lead to a problem. For large parameter (a,R0), α is
small. As α becomes very smalle, χ should be close to zero.
The numerical subtraction in Eq.(16) can result in significant
relative error of χ. In order to avoid that problem, I rewritten
Eq.(16) as follow:
χ = 4
1∫
0
1√
α+ 2− z2√2− z2 ×
α√
α+ 2− z2 +√2− z2 dz. (19)
It is necessary to investigate the properties of the integrand
for improving the accuracy of numerical integral. If the value
of integrand is very high in a small interval (z1, z2), it should
be ensured in the numerical calculation of the integral that the
resolution in the interval is enough. Therefore the parame-
ter ranges of (a,R0) around the singularities of the integrand
should be seriously concerned.
For repulsive potential, a > 0, thus α > 0. There is no
singularity of integrand. The integrand is a slowly varying
function.
For attractive potential, a < 0, if z = 0 is a singularity,
α(z = 0) should be equal to −2. As z → 0, the behavior of
α is
α = u
1− (1− z2) exp(− z21−z2R0)
z2
→
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−u{ ∂
∂x
[(1− x) exp(− x
1− xR0)]}x=z2=0
= u(1 +R0). (20)
According to Eq.(18) and the above equation,α(z = 0) = −2
is equivalent to
2R0 +
4
a
(R0 − 1) exp(−R0) = 0. (21)
According to Appendix A, this occurs only if a > ac and
R0 = R1b.
For attractive potential (a < 0), if 0 < z0 < 1 is a singular-
ity, α(z = z0) should be equal to z20 − 2, which is equivalent
to
R2 − 4
a
R exp(−R)−B2 = 0, (22)
where R = R0/(1 − z20). According to Appendix A, this
occurs only if ac < a < 0, R0 = R∗ and R = R1b. The
singularity is z =
√
1−R0/R1b.
For attractive potential (a < 0), if z = 1 is a singularity,
α(z = 1) should be equal to −1. As z → 1, the behavior of
α is
α =
u
z2
[1− (1− z2) exp(− z
2
1− z2R0)]→ u. (23)
Therefore z = 1 is a singularity only if a→ 0− or R0 = 0.
In all singularity cases, the behavior of integrand near a sin-
gularity z0 is ∼ 1/(z − z0), thus χ is divergent. However, for
the integral Φ, that is not a problem since the integrand of Φ
is 1− cosmχ which is always limited whatever χ is infinite or
not. The contribution of the singularities of χ to Φ is zero.
When the values of parameters (a,R0) are close to the con-
ditions of singularities, near the corresponding singularity, the
value of the integrand of χ may be very high and a small
subinterval may be the main contributor of χ. This must be
concerned in the numerical calculation of χ. Fig.2 shows the
value of the integrand of χ in three cases. It is shown that,
as the parameter R0 close to the singularity conditions, the
value of the integrand of χ may quickly change near the cor-
responding singularity. It is obvious that, in those cases, di-
rectly using a low-order Gauss-Legendre formula to calculate
χ from z = 0 to z = 1 may obtain an incorrect result.
In the numerical calculation of χ, since there are three
possible singularities in the integrand of χ, I split the inte-
gral into subintervals with the boundaries being the possi-
ble singularities as follows. For a > 0 or a < ac, χ is
the sum of two integrals (from za = 0 to zb = 0.9 and
za = 1 to zb = 0.9). For ac < a < 0, χ is the sum
of four integrals (from za = 0 to zb = 0.5
√
1−R0/R1b,
za =
√
1−R0/R1b to zb = 0.5
√
1−R0/R1b, za =√
1−R0/R1b to zb = (1+
√
1−R0/R1b)/2 and za = 1 to
zb = (1+
√
1−R0/R1b)/2). In order to improve the numer-
ical accuracy of 1− z2, I trace z′ = 1− z in the calculations.
When R0/R1b < 10−4, 1 −
√
1−R0/R1b is calculated by
using its power series from (R0/R1b)1 to (R0/R1b)6 terms.
The details of the calculation of the integral from z = za to
z = zb is as follows.
1: set the initial z as z1 = za, initial z′ as z′1 = 1 − za and
an initial space step d: for za = 0,
d = min{dzmax,
√
2ε
(1 +R0)u+ 2
uR0
2 + 2
,
ε√
R0 + 1
}, (24)
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FIG. 2.— The integrand of χ as a function of z for different a and R0.
When a = −0.1, R∗ ≈ 0.70873 and R1b ≈ 2.47933. According to the
analysis (see text), z = 0 is a singularity if R0 = R1b, z = 1 is a singularity
if R0 = 0 and z =
√
1− R∗/R1b ≈ 0.8451 is a singularity if R0 = R∗.
for za = 1,
d = min{dzmax, 2ε, 0.5R0
max(100R0, 100)
}, (25)
and for za =
√
1−R0/R1b,
d = min{dzmax, ε
∣∣∣∣ ∂z∂ ln(α+ 2− z2)
∣∣∣∣
∣∣∣∣
za
}, (26)
where ε = 0.001, dmax = 0.01λχ and λχ is a parameter
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which controls the accuracy of the numerical calculation of
χ. The above formulas of initial space step d are based on
analysis of the behaviors ofα+2−z2 and its derivative respect
to z. The aim is to ensure that, in the initial space step d,
α+ 2− z2 does not change too much.
2: set z2 = z1 ± d, z′2 = z′1 ± d (+ for zb > za and − for
zb < za) and calculate the values of the integrand on z1 and
z2.
3: check the relative variation of integrand. If the relative
difference between the values of the integrand on z1 and on z2
is larger than 0.1λχ, the space step d is shorten as 0.618d⇒ d
and go back to step 2, until the relative variation is less than
0.1λχ.
4: in subinterval [min(z1, z2),max(z1, z2)], use 64-point
Gauss-Legendre formula to evaluate integral.
5: update z1 as z2 ⇒ z1, z′1 as z′2 ⇒ z′1 and adjust the space
step d as min{(1 + 0.2λχ)d, dmax, |z2 − za|} ⇒ d.
6: stop the loop if z2 = zb and the sum of integrals in all
subintervals is the result of χ(a,R0), otherwise go back to
step 2.
In the numerical calculations of χ(a,R0), za, zb, z, z1, z2,
z′, z′1, z
′
2 are in 32-digital, other variables are in 16-digital.
The value of the term α+2−z2 in the integrand is calculated
by using the following form in order to improve the numerical
accuracy:
α+ 2− z2 = R0{exp(−x)
R0 + x
+[
1− exp(−x)
x
x+ 4 exp(−R0)/a
x+R0
R0 + 1]
R0
B2
}, (27)
where x = z2R0/[(1+z)z′] and the value of [1−exp(−x)]/x
is calculated by using power series (from x1 to x20 terms) if
x < 0.01.
3.3. Numerical calculations of integral Φ
The formula of integralΦ(a) is Eq.(12), Eq.(13) or Eq.(14),
determined by the value of a. In order to ensure the accuracy
of integral Φ(a), I split the integral into many subintervals
as similar as in the calculation of χ(a,R0). It is necessary
to analyze the behavior of the integrand of Φ(a), which may
help to set proper widths of subintervals. Because α ∝ u, it is
found that χ ∝ u. According to the formula of integral Φ(a),
if |u| ≪ 1, the integrand is small thus the contribution to Φ(a)
is small. Because
|u| = 4|aR0 exp(R0)− 4| ≪ 1
⇐ |a|R0 exp(R0)≫ 1⇐ R0 ≫ 1|a| , (28)
the region (R0 < 1/ |a|) may mainly contribute to Φ(a).
When |a| ≫ 1, the width of this region is very small. It should
be ensure that the resolution is enough in that region.
The details of the numerical calculation ofΦ(a) for Eq.(12),
Eq.(13) and the integral in [R1b,+∞] in Eq.(14) are as fol-
lows:
1: set R1 to be the low limit of the integral and an initial
step△R0 = 10−10λΦ/max(1, |a|), where λΦ is a parameter
to control the accuracy of integral Φ.
2: let R2 = R1 + △R0. If B(a,R2) < 100, use
64-point Gauss-Legendre formula to evaluate integral in the
subinterval [R1, R2]. If B(a,R2) > 100, use 64-point
Gauss-Laguerre formula to evaluate integral in the subinter-
val [R1,+∞) and the calculation is finished.
3: if the integral in the subinterval is larger than
0.01λΦΦ0(a) where Φ0(a) is an estimation of Φ(a), reduce
the step as 0.618△R⇒△R.
4: update R1 as R2 ⇒ R1 and adjust the space step △R
as min{(1 + 0.2λΦ)△R,△Rmax} ⇒ △R where△Rmax =
10λΦ, go to step 2.
The effect of step 3 is to ensure that the space step △R is
small enough when the integrand is larger, which ensure the
accuracy of the numerical result of Φ(a). The initial estima-
tion of Φ(a) is obtained by using the above loops except step
3. The adopted estimation of Φ(a), e.g., Φ0(a), is obtained by
using the above loops and the initial estimation of Φ(a). The
difference between Φ0(a) and the final result of Φ(a) is very
small.
The details of the numerical calculation of Φ(a) for the in-
tegral in [0, R∗] in Eq.(14) are similar to the above loops. But
the integral is firstly split to two part, e.g., in [0, 0.5R∗] and
in [0.5R∗, R∗]. For the [0.5R∗, R∗] part, it is started from
R0 = R
∗ and using negative steps△R.
I have calculated 8193 data points of Φ(m)(a) for m = 1
and m = 2 in the range of −20 ≤ lg |a| ≤ 40 with the step
of lg |a| as 60/8192. There are two parameters controlling the
accuracy of numerical integralΦ(a): λχ and λΦ. I have tested
three cases, e.g., (λχ = 5, λΦ = 1), (λχ = 5, λΦ = 2) and
(λχ = 10, λΦ = 1), to investigate the variations of resulting
Φ(a). It is found that the maximum of relative differences is
less than 10−14. Therefore the relative errors of Φ(a) calcu-
lated by using (λχ = 5, λΦ = 1) should be in that level.
3.4. Numerical calculations of integral F
The formula of integral F is Eq.(7). It can be rewritten as
F (ml)(Λ) =
|Λ|−l
8
+∞∫
0
exp(− a|Λ| )a
l+1φ(m)(
Λ
|Λ|a)da.(29)
The values of Φ(m)(x) for−20 ≤ lg |x| ≤ 40 with the step
of lg |x| as 60/8192 have been calculated. I use the numerical
results of integral F in −10−20 ≤ a ≤ 1040 to be the final
result of F , namely, the integral F in intervals a < 10−20 and
a > 1040 are ignored. Let me estimate the integral of F in
intervals a < 10−20 and a > 1040 to investigate whether they
are ignorable.
By using the numerical results of Φ(m)(x) in −20 ≤
lg |x| ≤ −15, it is found that φ(m)(x) ≈ 102.3/(√m |x|0.047)
is an approximation in ∼ 15%. I assume that the approxima-
tion holds for lg |x| ≤ −15. In this case, if |Λ| ≫ 10−20,
integral of F in interval a < 10−20 can be estimated as
|Λ|−l
8
10−20∫
0
exp(− a|Λ| )a
l+1φ(m)(
Λ
|Λ|a)da
≈ |Λ|
−l
8
102.3√
m
10−20∫
0
exp(− a|Λ|)a
l+0.953da
<
|Λ|−l
8
102.3√
m
10−20
(l+1.953)
< 10−37. (30)
By using the numerical results of Φ(m)(x) in 30 ≤ lg |x| ≤
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40, it is found that φ(m)(x) ≈ 103m/x2 is an approximation
in ∼ 50%. I assume that the approximation holds for lg |x| ≥
30. In this case, if |Λ| ≪ 1040, integral of F in interval a >
1040 can be estimated as
|Λ|−l
8
+∞∫
1040
exp(− a|Λ| )a
l+1φ(m)(
Λ
|Λ|a)da
≈ |Λ|
−l
8
+∞∫
1040
exp(− a|Λ|)a
l+1 10
3m
a2
da
=
103m
8
+∞∫
1040
|Λ|
exp(−x)xl−1dx
=
103m
8
(l − 1)!exp(−10
40
|Λ| )
l−1∑
k=0
1
k!
(
1040
|Λ| )
k
≈ 10
3m
8
exp(−10
40
|Λ| )(
1040
|Λ| )
l−1
≤ 250exp(−10
40
|Λ| )(
1040
|Λ| )
2. (31)
The final term increases quickly as ψ (= ln[ln(Λ2 + 1)]) in-
creasing. For ψ being less than 5.16, 5.17, 5.18, 5.19 and
5.20, the value is less than 10−59, 10−21, 10−6, 100 and 102.
Comparing with the numerical results of integral F in
−10−20 ≤ a ≤ 1040 for −18 ≤ ψ ≤ 5.17, the integral of
F in intervals a < 10−20 and a > 1040 are actually ignorable
because the ratios are less than 10−20.
In the range −18 ≤ ψ ≤ 5.17, the numerical integrals
of F (ml) in 10−20 ≤ a ≤ 1040 are calculated by us-
ing Romberg’s method (repeatedly applying Richardson ex-
trapolation on the trapezium rule) in order to obtain results
with high accuracy. The estimate relative errors of F (ml),
which can be obtained in the last two iterations in Romberg’s
method, are < 10−12 for attractive potential (Λ < 0) and
< 10−14 for repulsive potential (Λ > 0).
4. RESULTS
By using the numerical calculation scheme introduced in
the above section, the integral F (11), F (12), F (13) and F (22)
can be calculated in the range −18 ≤ ψ = ln[ln(Λ2 + 1)] ≤
5.17 for both repulsive potential (Λ > 0) and attractive po-
tential (Λ < 0) with the accuracies < 10−12 for attractive po-
tential (Λ < 0) and < 10−14 for repulsive potential (Λ > 0).
The screened Coulomb potential is invalid for strong coupled
plasmas. The errors of collision integrals become significant
for Γ > 10 (see e.g., Baalrud & Daligault 2014, Fig.7), which
corresponding to about ψ < −5. In this paper, I show the 121
data of F for−7 ≤ ψ ≤ 5, which covers the range studied by
Paquette et al. (1986), with the step of ψ as 0.1 in the tables
in Appendix B. This should be enough for normal applica-
tions in stellar evolution. In the tables, the first and second
order derivatives dlnF (ml)/dψ and d2lnF (ml)/dψ2 are also
shown in the tables. The estimate errors of the derivatives are
less than ∼ 10−11. By using the data in the tables, one can
use Hermite fifth order polynomial interpolation to calculate
F (ml) in each interval of ψ:
Y = (1 + 3X + 6X2)(1 −X)3Yk
+X(1 + 3X)(1−X)3hYk′
+
1
2
X2(1 −X)3h2Yk′′
+[1 + 3(1−X) + 6(1−X)2]X3Yk+1
−[(1−X) + 3(1−X)2]X3hYk+1′
+
1
2
(1−X)2X3h2Yk+1′′, (32)
where 0 ≤ X = (ψ − ψk)/h ≤ 1, h = ψk+1 − ψk = 0.1
and Y can be each lnF (ml). The differences of lnF between
using the Hermite fifth order polynomial interpolation and the
numerical integral results of lnF are less than ∼ 10−10. Even
using the Hermite cubic polynomial interpolation, the differ-
ences are less than ∼ 10−6.
In the case of very weak coupled plasma (i.e., ψ > 4.5), all
F (ml) are essentially proportional to exp(ψ) and the differ-
ences of F (ml) between the repulsive potential case and the
attractive potential case are very small (Paquette et al. 1986).
Therefore the following simple formulas, which are the best
fittings of the numerical results of F (ml) in 4.5 < ψ < 5.17
with relative errors < 10−11, should hold for ψ > 4.5:
F (11) = exp(ψ)− 3.3088626596, (33)
F (12) = F (11) + 2, (34)
F (13) = 2exp(ψ)− 0.6177253192, (35)
F (22) = F (13) − 4. (36)
5. COMPARING WITH OTHERS RESULTS
In Burgers equation, there are resistance coefficients Kij ,
zij , z
′
ij and z′′ij . They are determined by the integral F as
follows (Muchmore 1984; Paquette et al. 1986):
Kij =
2
3
ninj(
ZiZje
2
kT
)2
√
2pikT
mimj
mi +mj
F
(11)
ij , (37)
zij = 1−
2F
(12)
ij
5F
(11)
ij
, (38)
z′ij =
5
2
− 2
5
5F
(12)
ij − F (13)
F
(11)
ij
, (39)
z′′ij =
F
(22)
ij
F
(11)
ij
, (40)
where
F
(ml)
ij = F
(ml)(Λij), (41)
Λij =
4kTλ
ZiZje2
, (42)
and ni is the number density of the i-th species.
In the truncated pure Coulomb potential case, the resistance
coefficients are (Muchmore 1984; Paquette et al. 1986):
K
(0)
ij =
2
3
ninj(
ZiZje
2
kT
)2
√
2pikT
mimj
mi +mj
×
ln[1 + (
4kTλ
ZiZje2
)2], (43)
z
(0)
ij = 0.6, (44)
Numerical integral of resistance coefficients in diffusion 7
z
′(0)
ij = 1.3, (45)
z
′′(0)
ij = 2. (46)
The comparison of resistance coefficients among different
works, e.g., Muchmore (1984, M84), Iben, Jr. & MacDonald
(1985, IM85), Paquette et al. (1986, PPFM86) and this pa-
per are shown in Fig.3. M84 and IM85 have not computed
the attractive potential case. It is shown that, for the repul-
sive potential, PPFM86’s results are very close to this paper,
M84’s results show divergence for larger ψ and IM85’s fit-
ting is a good approximation in ψ > −2, i.e., the plasma is
not strongly coupled. For the attractive potential, the differ-
ences between PPFM86’s results and this paper are signifi-
cant in intermediate and strong coupled case (i.e., ψ < 0)
in which PPFM86’s results show oscillatory behaviors. In the
weak coupled limit (largeψ), PPFM86’s results do not strictly
reproduce the truncated pure Coulomb potential results. Ac-
cording to their analytical fitting, i.e., Eq.(73a-73d) in their
paper, in the weak screening limit case, Kij/K(0)ij = 1.0014,
zij = 0.6023, z
′
ij = 1.3098 and z′′ij = 1.9874. In the weak
coupled limit case, the fitting in this paper (Eqs.33-36) show
exactly the same results to the truncated pure Coulomb poten-
tial case.
6. APPLICATIONS
6.1. the diffusion velocity: the solution of Burgers equations
The diffusion coefficients of transport of stellar plasma can
be evaluated by using Chapman-Enskog theory (Chapman &
Cowling 1970) or Burgers equations (Burgers 1969) and those
two theories are ultimately equivalent to each other in the
limit of collision-dominated plasma (Burgers 1969). In this
paper, the latter is adopted to calculate the diffusion coeffi-
cients. Burgers equations and the equlibrium conditions of
current neutrality and local mass conservation are as follows:
I∑
j=1
Zjnjwj = 0, (47)
I∑
j=1
Ajnjwj = 0, (48)
dPi
dr
+ ni(Aimug − ZieE)
=
I∑
j=1
Kij [(wj − wi) + zij(xijri − yijrj)], (49)
5
2
nik
dT
dr
= −5
2
I∑
j=1
Kijzijxij(wj − wi) +
I∑
j=1
Kijyijxij(3 + z
′
ij − 0.8zij ′′)rj
−
I∑
j=1
Kij(3yij
2 + xij
2z′ij + 0.8yijxijzij
′′)ri, (50)
where I is the number of concerned species, wi, ri, Pi are
the diffusion velocity, residual heat flow and pressure of the
i-th species (for i < I , corresponding to ions, and for i = I ,
corresponding to electrons),Ai = mi/mu is the mass number
of the i-th species, mi is the mass of a single particle of the
i-th species,mu is the atomic mass unit, E is the electric field,
g is the gravitational acceleration, xij = mj/(mi +mj) and
yij = mi/(mi +mj).
By defining an unknown vector s as
s =


w
r
mug
eE

 , (51)
two vectors C and D and two matrix A and B, the equations
can be rewritten as:
CT s = 0, (52)
DT s = 0, (53)
d[P ]
dr
= As, (54)
k
dT
dr
[n] =
2
5
Bs, (55)
where [P ] = [ P1 P2 ... PI−1 PI ]T is the pressure vector
and [n] = [ n1 n2 ... nI−1 nI ]T is the number density
vector. The elements of vectors C and D and matrices A and
B are as follows:
for 1 ≤ j ≤ I :
Cj = Zjnj , Dj = Ajnj ,
for j > I :
Cj = 0, Dj = 0,
for 1 ≤ i ≤ I, 1 ≤ j ≤ 2I + 2 :
for i 6= j, 1 ≤ j ≤ I :
Aij = Kij ,
Ai,j+I = −Kijzijyij ,
Bij = −5
2
Kijzijxij ,
Bi,j+I = Kijyijxij(3 + z
′
ij − 0.8z′′ij),
for 1 ≤ i ≤ I :
Aii = Kii −
I∑
l=1
Kil,
Ai,i+I = −Kiiziiyii +
I∑
l=1
Kilzilxil,
Bii = −5
2
Kiiziixii +
5
2
I∑
l=1
Kilzilxil,
Bi,i+I = Kiiyiixii(3 + z
′
ii − 0.8zii′′)
−
I∑
l=1
Kil(3yil
2 + xil
2z′il + 0.8yilxilzil
′′),
for j = 2I + 1 :
Aij = −niAi,
for j = 2I + 2 :
Aij = niZi, (56)
In Burgers equations, the equation of state is assumed as
ideal gas, thus:
d[P ]
dr
=
d
dr
(kT [n]) = kT
d[n]
dr
+ k
dT
dr
[n], (57)
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FIG. 3.— The resistance coefficients computed by Muchmore (1984, M84), Iben, Jr. & MacDonald (1985, IM85) fitting on Fontaine & Michaud’s (1979)
results, Paquette et al. (1986, PPFM86) and this paper.
and Eqs.(54 & 55) yield
kT
d[n]
dr
= (A− 2
5
B)s. (58)
Since dT/dr and all dni/dr are independent and the equa-
tions are linear, the unknown vector s should be a linear com-
bination of dT/dr and dni/dr. Assume the factors in the
linear combination as a vector α and a matrix β, there is
s = kT (n
d lnT
dr
α+ β
d[n]
dr
), (59)
where n =
I∑
i=1
ni is the total number density of all
species. Take the above equation into Burgers equations, i.e.,
Eqs.(52,53,55 & 58), it is obvious that the solution of α and
β is:
[β α ] =


A− 25B
B
CT
DT


−1 

E O
O 52n [n]
O 0
O 0

 , (60)
where O is matrix or vector with all elements being zero and
E is the identity matrix.
By using α, β, and assuming full ionization, the diffusion
velocity can be represented as a linear combination of the gra-
dients of pressure, temperature and abundance as follow:
wj = sj = P (αj − µcj)d lnT
dr
+ µPcj
d lnP
dr
−µP
I−1∑
i=1
1
Ai
[cjµ(1 + Zi)− (βji + βjIZi)]dX
(0)
i
dr
,(61)
with
cj =
I−1∑
l=1
(βjl + βjIZl)
X
(0)
l
A
(0)
l
(62)
and the average molecular weight
µ = [
I−1∑
i=1
X
(0)
i (1 + Zi)
A
(0)
i
]−1, (63)
where X(0)i is the mass abundance of the i-th element and
A
(0)
i is the relative atomic mass of the i-th element.
The diffusion equation for each species is
∂Xj
∂t
=
∂
∂m
(4piρr2wjXj), 1 ≤ j ≤ I, (64)
whereXj is the mass abundance of the j-th species (j < I for
ions and j = I for electrons). For the j-th element (j < I),
in the case of full ionization, the relation between its element
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mass abundanceX(0)j and its ion mass abundance Xj is:
X
(0)
j =
A
(0)
j
Aj
Xj =
A
(0)
j
A
(0)
j − ZjAI
Xj . (65)
Therefore, the diffusion equation for each element as fol-
low can be obtained by multiplying the constant A(0)j /Aj on
Eq.(64):
∂Xj
(0)
∂t
=
∂
∂m
(4piρr2wjXj
(0)), 1 ≤ j ≤ I − 1. (66)
6.2. in solar model
I have tested the resistance coefficients derived in this pa-
per in Burgers equation in the solar model. The YNEV stellar
evolutionary code (Zhang 2015) is used to calculate the stellar
models. The thermodynamic functions are interpolated from
the OPAL equation-of-state (EOS) tables EOS2005 (Rogers
& Nayfonov 2002). The opacities are interpolated from the
OPAL tables (Iglesias & Rogers 1996) in high temperature
range and Ferguson et al.’s (2005) tables in low temperature
range. Both the EOS and opacities are interpolated by using
bi-cubic polynomials on density and temperature. The nu-
clear reactions rates are based on Angulo et al. (1999) and
Caughlan & Fowler (1988) and enhanced by weak electron
screening (Salpeter 1954). The adopted metal composition is
the solar composition by Asplund et al. (2009, AGSS09). The
mixing-length theory parameter αMLT, initial helium abun-
dance Yini and initial metallicity Zini are iteratively adjusted
to calibrate the luminosity, radius and the surface abundance
ratio (Z/X)s of the solar models at present age 4.57Gyr to
achieve L = 3.8418 × 1033erg/s (Fro¨hlich & Lean 1998;
Bahcall et al. 2005), R = 6.9566 × 1010cm (Brown &
Christensen-Dalsgaard 1999; Haberreiter et al. 2008) and
(Z/X)s = 0.0181 (Asplund et al. 2009). The K-S T − τ
relation (Krishna Swamy 1966) is adopted in the atmosphere
in solar models.
In the calculations of solar models, two approaches of mod-
eling micro diffusion are compared with each other. One is to
use the screening resistance coefficients derived in this paper
and another is same to Cox et al. (1989, CGK89) and Thoul
et al. (1994, TBL94) who have used the following resistance
coefficients:
Kij =
1.6249 ln(1 + 0.18769Λij
1.2)
ln(1 + Λ2ij)
K
(0)
ij , (67)
zij = 0.6, z
′
ij = 1.3 and z′′ij = 2. In CGK89 and TBL94,
the adopted resistance coefficientKij is Iben, Jr. & MacDon-
ald’s (1985) analytical fitting of screening resistance coeffi-
cient (only in the case of repulsive potential) of Fontaine &
Michaud’s (1979) results, but the values of zij , z′ij and z′′ij
are based on the truncated pure Coulomb potential case. By
using resistance coefficients and the solution of Burgers equa-
tion (Eq.61), and taking into account the convective mixing by
add a convective diffusion flux term DconvdX(0)j /dr on the
r.h.s. of Eq.(61) in convection zone withDconv = 1010cm2/s
which is large enough to ensure fully mixed convection zone,
the equation for elements diffusion (Eq.66) with zero flux
boundary conditions (wj = 0) at the center and the surface
of the stellar model is numerically solved.
Table 1 shows the information of calibrated solar models
with different resistance coefficients. It is found that there
TABLE 1
INFORMATION OF CALIBRATED SOLAR MODELS WITH DIFFERENT
RESISTANCE COEFFICIENTS.
helio. This paper CGK89 & TBL94
αMLT − 2.301 2.313
Yini − 0.2659 0.2677
Zini − 0.01479 0.01511
Ys 0.2485(35)a 0.2376 0.2371
Zs − 0.01356 0.01355
Rbc 0.7135(5)
b,c,d,e 0.7245 0.7237
∆Ys − 0.0283 0.0306
NOTE. — ’helio.’ means the values suggested by helioseismic studies.
∆Ys = Yini − Ys is the variation of helium abundance at the surface. Ref-
erences: a - Basu & Antia (1995, 2004), b - Christensen-Dalsgaard et al.
(1991), c - Guzik & Cox (1993), d - Basu & Antia (1997), e - Basu (1998).
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FIG. 4.— The profile of metallicity of two solar models with different
resistance coefficients.
are small differences between the results. The values of ∆Ys,
the variation of the surface helium abundance, show that the
effect of the diffusion in the solar model with screening re-
sistance coefficients is lower the solar model with resistance
coefficients adopted in CGK89 and TBL94. This can be also
found in Fig.4, which shows that the model with CGK89 and
TBL94 resistance coefficients has higher metallicity in the in-
terior of the solar model. This result is same to Proffitt &
Michaud (1991), who compared solar models with resistance
coefficients adopted in CGK89, PPFM86 and Noerdlinger
(1977). Lower effect of diffusion leads to a higher Rbc and
a higher Ys as shown in Table 1, and the worse Rbc leads to a
worse sound speed profile as shown in Fig.5.
The discrepancies between the solar model and helioseis-
mic studies on Rbc, Ys, sound speed profile and density pro-
file are called the ’solar abundance problem’, since solar mod-
els with old high-metallicity compositions (i.e., Grevesse &
Noels 1993; Grevesse & Sauval 1998) are consistent with
helioseismic observations but the solar model with new low-
metallicity compositions AGSS09 is not. A proposal to solve
the problem is to enhance the micro diffusion in solar interior
(e.g., Montalban et al. 2004; Guzik et al. 2005; Yang & Bi
2007; Yang 2016), which increases metallicity in the interior
of solar models thus increases the depth of the base of the con-
vection zone and leads to better agreement on the sound speed
profile. They found that multiplying a factor ∼ 2 on TBL94
diffusion velocities can obtain a correctRbc. However, such a
large factor is physically unacceptable, and the diffusion ve-
locity should actually decrease if the screening is taken into
account as shown in this paper. On another hand, although
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FIG. 5.— The differences of solar sound speed between models with differ-
ent resistance coefficients and helioseismic suggested values based on Basu
et al. (2009).
enhancing the micro diffusion could result in a correct Rbc,
it makes Ys worse. A recent study on the solar convective
envelope (Zhang 2014) has shown that, with nominal input
physics, Rbc, Ys and the density profile in the convective en-
velope cannot be consistent with helioseismic observations in
a same time. Because the structure of the solar convective
envelope can be determined without stellar evolution calcu-
lations, only using modifications in the solar radiative core or
on in the chemical evolution equations can not solve the ’solar
abundance problem’ (Zhang 2014). Therefore only to modify
micro diffusion velocities can not solve the problem.
7. SUMMARY
I have computed the collision integrals which determines
the resistance coefficients in Burgers equation for diffusion in
screening case. The accuracy of the results are high (< 10−12
by using Rombergs method or < 10−10 by using fifth order
Hermite interpolation from the data in Tables 2-9 in Appendix
B). The data in the tables cover −12 ≤ ψ ≤ 5 which should
be enough for applications. For very weak screening caseψ ≥
4.5, analytical fittings, i.e., Eqs.(33-36), have been obtained
with an accuracy of < 10−11.
The comparison of the resulting resistance coefficients
among different works and this paper shows that, in the re-
pulsive potential case, Paquette et al.’s (1986) results are con-
sistent with this paper, however, in the intermediate and strong
screening attractive potential case, the differences are signifi-
cant and their results seem numerical unstable. For the weak
screening limit, their results show small differences compar-
ing with the truncated pure Coulomb potential results, but the
results in this paper are exactly reproduce the truncated pure
Coulomb potential results.
The resulting resistance coefficients and Burgers equation
have been tested in the solar model. It is found that the screen-
ing resistance coefficients leads to lower effect of diffusion
velocity comparing with the resistance coefficients adopted in
TBL94. This is contrary to the expected enhanced diffusion
in the solar models.
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APPENDIX
A. ANALYSIS OF THE PROPERTIES OF A TRANSCENDENTAL
EQUATION
In the integral of Φ, the independent variable has been
changed fromB to R0. It is necessary to investigate the inter-
val of R0.
Defining a transcendental function
H(a,R) = R2 − 4
a
R exp(−R), (A1)
the closest approach for given impact parameter B is deter-
mined by H(a,R0) = B2.
For the case of a > 0 (corresponding to repulsive poten-
tial, ZiZj > 0), let H1(a,R,B) = [H(a,R) − B2]/R.
There are H1(a, 0+, B) < 0, H1(a,+∞, B) → +∞ and
∂H1/∂R > 0. Therefore there is only one root R0 > 0
satisfying H1(a,R0, B) = 0 for an arbitrary B2 ≥ 0. Ac-
cordingly,
∂R0
∂B
= − ∂H1(a,R0, B)/∂B
∂H1(a,R0, B)/∂R0
(A2)
=
2B
R0[1 + 4 exp(−R0)/a+B2/R20]
≥ 0,
which also means ∂R/∂B always exists when R > 0. There-
foreR0 is a continuous and monotonically increasing function
of B.
For the case of a < 0 (corresponding to attractive potential,
ZiZj < 0), the situation is more complicated. Analysis of
the properties of the low-order derivatives of H(a,R) could
help to understand its behavior. The first, second and third
order derivatives of H(a,R) with respect to R and their basic
properties are as follows:
H ′ = 2R+
4
a
(R− 1) exp(−R), (A3)
H ′′ = 2 +
4
a
(2−R) exp(−R), (A4)
H ′′(0) = 2(1 +
4
a
), (A5)
H ′′(R ≥ 2) ≥ 2, (A6)
H ′′′ =
4
a
(R − 3) exp(−R), (A7)
H ′′′(R < 3) > 0. (A8)
The behaviors of H can be analyzed as follows:
According to Eq.(A8), H ′′ is monotonically increasing in
[0, 3].
Case 1 (see Fig.6A): if 4/a ≥ −1, H ′′(0 < R < 2) >
H ′′(0) ≥ 0. By taking into account Eq.(A6), there isH ′′ > 0.
Therefore H ′ ≥ H ′(0) > 0 and H is monotonically increas-
ing. There is only one root R0 ≥ 0 satisfy H(a,R0) = B2
for arbitrary B ≥ 0.
Case 2: if 4/a < −1, there is only one root forH ′′ = 0 and
the root is in (0, 2), defining the root asR2. SinceH ′′′(R2) >
0, it is obvious that H ′(R2) is the minimum of H ′.
Case 2a (see Fig.6B): if H ′(R2) ≥ 0, H ′ ≥ H ′(R2) ≥ 0.
H is monotonically increasing, which is similar to Case 1.
Case 2b (see Fig.6C): if H ′(R2) < 0, because H ′(0) > 0
and H ′(+∞) → +∞, there are two roots for H ′(R) = 0.
There can not be three roots or more becauseH ′′ = 0 has only
one root. The two roots of H ′(R) = 0 are defined as R1a and
R1b, which satisfy R1a < R2 < R1b. H ′ satisfies H ′(R <
R1a) > 0, H
′(R1a < R < R1b) < 0 and H ′(R > R1b) >
0. Because H ′′(R2) = 0 is the only root of H ′′ and H ′′
is monotonically increasing in [0, 3], there are H ′′(R1a) < 0
andH ′′(R1b) > 0, thusH(R1a) is a local maximum ofH and
H(R1b) is a local minimum. Since H(0) = 0 and H ′(R <
R1a) > 0, there is H(R1a) > H(R1b) > 0, therefore there
is only one R∗ satisfying 0 < R∗ < R1a and H(R∗) =
H(R1b).
In case 2b, for continuous changingB2 withB2 < H(R∗),
the solution R0 for B2 = H(R0) continuously changes
from R0 = 0 to R0 = R∗. For continuous changing B2
with B2 > H(R∗) = H(R1b), the solution R0 continu-
ously changes from R0 = R1b to R0 → +∞. In the lat-
ter case, there could be three roots for B2 = H(R0) when
H(R1b) < B
2 < H(R1a): R
∗ < R0,1 < R1a < R0,2 <
R1b < R0,3. However, the physical acceptable root of the
closet approach R0 is the maximum root (R0 = R0,3) which
satisfy R0 > R1b. The explanation is as follow. See Fig.6C
for example, for an approaching particle with impact parame-
ter B satisfying H(R1b) < B2 < H(R1a), the particle exist-
ing in the regions in which H > B2 (e.g., R0,1 < R < R0,2
and R > R03) is allowed in the view of energy. On the other
hand, in the view of classical kinematics, the particle can not
pass the barrier zone (R0,2 < R < R0,3) into the allowed
existing region (R0,1 < R < R0,2). Therefore the closest ap-
proach for the particle is R0,3. As a result, in case 2b, for an
arbitraryB, the corresponding closest approachR0 can never
be in (R∗, R1b).
Accordingly, the critical condition between case 2a and
case 2b is H ′(R2) = 0 (see Fig.6D). The critical value of
a and R2 can be worked out by using H ′′(R2) = 0 and
H ′(R2) = 0:
2R2,c +
4
ac
(R2,c − 1) exp(−R2,c) = 0 (A9)
and
2 +
4
ac
(2 −R2,c) exp(−R2,c) = 0, (A10)
where ac is the critical values of a for case 2b and R2,c is
the corresponding R2 for a = ac. The solution is R2,c =
(1 +
√
5)/2 and ac = −(3 −
√
5) exp[−(1 + √5)/2] ≈
−0.151479.
B. TABLES OF COLLISION INTEGRALS AND THEIR
DERIVATIVES
TABLE 2 lnF (11) and its derivative for repulsive potential (Λ > 0).
Λ > 0
ψ lnF (11) dlnF (11)/dψ d2lnF (11)/dψ2
−7.0 −6.0501726540 0.7692860908 −0.0192141113
−6.9 −5.9733405036 0.7673530333 −0.0194471810
−6.8 −5.8967028256 0.7653966305 −0.0196809717
−6.7 −5.8202619576 0.7634168248 −0.0199151864
−6.6 −5.7440202416 0.7614135901 −0.0201494932
−6.5 −5.6679800203 0.7593869354 −0.0203835216
−6.4 −5.5921436336 0.7573369088 −0.0206168592
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FIG. 6.— H(a, R), ∂H/∂R and ∂2H/∂R2 for different a < 0 in four cases.
TABLE 2 lnF (11) and its derivative for repulsive potential (Λ > 0).
Λ > 0
ψ lnF (11) dlnF (11)/dψ d2lnF (11)/dψ2
−6.3 −5.5165134146 0.7552636018 −0.0208490471
−6.2 −5.4410916847 0.7531671546 −0.0210795757
−6.1 −5.3658807486 0.7510477608 −0.0213078797
−6.0 −5.2908828890 0.7489056736 −0.0215333325
−5.9 −5.2161003598 0.7467412124 −0.0217552406
−5.8 −5.1415353794 0.7445547691 −0.0219728371
−5.7 −5.0671901230 0.7423468168 −0.0221852744
−5.6 −4.9930667144 0.7401179173 −0.0223916164
−5.5 −4.9191672159 0.7378687310 −0.0225908302
−5.4 −4.8454936189 0.7356000267 −0.0227817770
−5.3 −4.7720478317 0.7333126929 −0.0229632013
−5.2 −4.6988316674 0.7310077498 −0.0231337201
−5.1 −4.6258468300 0.7286863630 −0.0232918105
−5.0 −4.5530948990 0.7263498577 −0.0234357965
−4.9 −4.4805773126 0.7239997351 −0.0235638338
−4.8 −4.4082953496 0.7216376899 −0.0236738939
−4.7 −4.3362501087 0.7192656297 −0.0237637462
−4.6 −4.2644424864 0.7168856958 −0.0238309385
−4.5 −4.1928731524 0.7145002869 −0.0238727753
−4.4 −4.1215425225 0.7121120843 −0.0238862945
−4.3 −4.0504507293 0.7097240800 −0.0238682411
−4.2 −3.9795975892 0.7073396073 −0.0238150383
−4.1 −3.9089825670 0.7049623746 −0.0237227563
−4.0 −3.8386047361 0.7025965022 −0.0235870772
−3.9 −3.7684627360 0.7002465633 −0.0234032562
−3.8 −3.6985547239 0.6979176289 −0.0231660791
−3.7 −3.6288783235 0.6956153165 −0.0228698147
−3.6 −3.5594305667 0.6933458448 −0.0225081628
−3.5 −3.4902078313 0.6911160936 −0.0220741957
−3.4 −3.4212057713 0.6889336694 −0.0215602932
−3.3 −3.3524192406 0.6868069781 −0.0209580708
−3.2 −3.2838422094 0.6847453058 −0.0202582992
−3.1 −3.2154676715 0.6827589075 −0.0194508143
TABLE 2 lnF (11) and its derivative for repulsive potential (Λ > 0).
Λ > 0
ψ lnF (11) dlnF (11)/dψ d2lnF (11)/dψ2
−3.0 −3.1472875427 0.6808591054 −0.0185244168
−2.9 −3.0792925487 0.6790583981 −0.0174667594
−2.8 −3.0114721017 0.6773705813 −0.0162642209
−2.7 −2.9438141636 0.6758108828 −0.0149017633
−2.6 −2.8763050961 0.6743961111 −0.0133627730
−2.5 −2.8089294941 0.6731448228 −0.0116288797
−2.4 −2.7416700015 0.6720775072 −0.0096797541
−2.3 −2.6745071085 0.6712167943 −0.0074928780
−2.2 −2.6074189255 0.6705876858 −0.0050432855
−2.1 −2.5403809334 0.6702178145 −0.0023032705
−2.0 −2.4733657064 0.6701377345 0.0007579444
−1.9 −2.4063426041 0.6703812465 0.0041745801
−1.8 −2.3392774281 0.6709857626 0.0079847214
−1.7 −2.2721320419 0.6719927162 0.0122307892
−1.6 −2.2048639454 0.6734480214 0.0169600678
−1.5 −2.1374258018 0.6754025879 0.0222252932
−1.4 −2.0697649099 0.6779128986 0.0280853015
−1.3 −2.0018226150 0.6810416541 0.0346057373
−1.2 −1.9335336516 0.6848584915 0.0418598161
−1.1 −1.8648254111 0.6894407814 0.0499291258
−1.0 −1.7956171248 0.6948745058 0.0589044431
−0.9 −1.7258189555 0.7012552169 0.0688865229
−0.8 −1.6553309896 0.7086890710 0.0799867936
−0.7 −1.5840421223 0.7172939227 0.0923278573
−0.6 −1.5118288313 0.7272004543 0.1060436432
−0.5 −1.4385538379 0.7385532927 0.1212789940
−0.4 −1.3640646599 0.7515120458 0.1381883681
−0.3 −1.2881920687 0.7662521456 0.1569332125
−0.2 −1.2107484791 0.7829653377 0.1776773896
−0.1 −1.1315263165 0.8018595826 0.2005798207
0.0 −1.0502964368 0.8231580369 0.2257832382
0.1 −0.9668067133 0.8470966571 0.2533976170
0.2 −0.8807809562 0.8739198087 0.2834765182
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TABLE 2 lnF (11) and its derivative for repulsive potential (Λ > 0).
Λ > 0
ψ lnF (11) dlnF (11)/dψ d2lnF (11)/dψ2
0.3 −0.7919184043 0.9038730690 0.3159842741
0.4 −0.6998941188 0.9371921993 0.3507517961
0.5 −0.6043607213 0.9740870413 0.3874189945
0.6 −0.5049520556 1.0147189339 0.4253626758
0.7 −0.4012894910 1.0591702172 0.4636107891
0.8 −0.2929917221 1.1074046469 0.5007475775
0.9 −0.1796890053 1.1592182758 0.5348201279
1.0 −0.0610427499 1.2141818080 0.5632652770
1.1 0.0632288292 1.2715778441 0.5828863795
1.2 0.1933187988 1.3303399350 0.5899202050
1.3 0.3292940432 1.3890047959 0.5802413185
1.4 0.4710543313 1.4456937445 0.5497486109
1.5 0.6182918001 1.4981430750 0.4949588169
1.6 0.7704567781 1.5438036194 0.4137887622
1.7 0.9267376978 1.5800247393 0.3064407931
1.8 1.0860638134 1.6043253497 0.1762228224
1.9 1.2471387157 1.6147336606 0.0300564590
2.0 1.4085094838 1.6101502022 −0.1216128561
2.1 1.5686703668 1.5906612918 −0.2657486093
2.2 1.7261915915 1.5577125848 −0.3885818402
2.3 1.8798548840 1.5140577893 −0.4781834232
2.4 2.0287704714 1.4634373420 −0.5271648176
2.5 2.1724493046 1.4100166334 −0.5346279430
2.6 2.3108117422 1.3577041195 −0.5064986895
2.7 2.4441296985 1.3095360048 −0.4538629863
2.8 2.5729185006 1.2673114835 −0.3897728898
2.9 2.6978093387 1.2315743504 −0.3257561377
3.0 2.8194360260 1.2018993036 −0.2694112347
3.1 2.9383594760 1.1773290787 −0.2238387447
3.2 3.0550357972 1.1567828560 −0.1886699245
3.3 3.1698185133 1.1393189638 −0.1617786144
3.4 3.2829785780 1.1242321877 −0.1407551372
3.5 3.3947278176 1.1110365973 −0.1236954519
3.6 3.5052378483 1.0994026304 −0.1093670516
3.7 3.6146525428 1.0890963975 −0.0970520163
3.8 3.7230953933 1.0799392006 −0.0863324301
3.9 3.8306738169 1.0717857683 −0.0769393619
4.0 3.9374819072 1.0645137205 −0.0686757821
4.1 4.0436024306 1.0580182359 −0.0613843548
4.2 4.1491084100 1.0522088172 −0.0549345779
4.3 4.2540644344 1.0470069455 −0.0492165985
4.4 4.3585277612 1.0423442247 −0.0441372581
4.5 4.4625492500 1.0381608664 −0.0396171183
4.6 4.5661741586 1.0344044406 −0.0355881062
4.7 4.6694428261 1.0310288363 −0.0319916248
4.8 4.7723912594 1.0279933937 −0.0287770238
4.9 4.8750516410 1.0252621736 −0.0259003512
5.0 4.9774527697 1.0228033404 −0.0233233329
TABLE 3 lnF (12) and its derivative for repulsive potential (Λ > 0).
Λ > 0
ψ lnF (12) dlnF (12)/dψ d2lnF (12)/dψ2
−7.0 −5.1188471542 0.7538748345 −0.0215462370
−6.9 −5.0435678628 0.7517063774 −0.0218231937
−6.8 −4.9685068046 0.7495101427 −0.0221017429
−6.7 −4.8936667650 0.7472859849 −0.0223816068
−6.6 −4.8190505423 0.7450337879 −0.0226624738
−6.5 −4.7446609449 0.7427534683 −0.0229439952
−6.4 −4.6705007877 0.7404449799 −0.0232257816
−6.3 −4.5965728881 0.7381083176 −0.0235073993
−6.2 −4.5228800620 0.7357435217 −0.0237883658
−6.1 −4.4494251186 0.7333506839 −0.0240681455
−6.0 −4.3762108551 0.7309299519 −0.0243461443
−5.9 −4.3032400511 0.7284815362 −0.0246217044
−5.8 −4.2305154614 0.7260057165 −0.0248940981
−5.7 −4.1580398095 0.7235028489 −0.0251625215
−5.6 −4.0858157787 0.7209733740 −0.0254260872
−5.5 −4.0138460039 0.7184178259 −0.0256838167
−5.4 −3.9421330615 0.7158368410 −0.0259346316
−5.3 −3.8706794587 0.7132311695 −0.0261773445
−5.2 −3.7994876215 0.7106016856 −0.0264106489
−5.1 −3.7285598818 0.7079494011 −0.0266331081
−5.0 −3.6578984628 0.7052754780 −0.0268431432
TABLE 3 lnF (12) and its derivative for repulsive potential (Λ > 0).
Λ > 0
ψ lnF (12) dlnF (12)/dψ d2lnF (12)/dψ2
−4.9 −3.5875054634 0.7025812442 −0.0270390195
−4.8 −3.5173828408 0.6998682093 −0.0272188325
−4.7 −3.4475323915 0.6971380826 −0.0273804920
−4.6 −3.3779557301 0.6943927922 −0.0275217044
−4.5 −3.3086542665 0.6916345068 −0.0276399541
−4.4 −3.2396291811 0.6888656585 −0.0277324830
−4.3 −3.1708813966 0.6860889681 −0.0277962669
−4.2 −3.1024115480 0.6833074734 −0.0278279911
−4.1 −3.0342199496 0.6805245592 −0.0278240231
−4.0 −2.9663065584 0.6777439908 −0.0277803818
−3.9 −2.8986709344 0.6749699503 −0.0276927046
−3.8 −2.8313121967 0.6722070766 −0.0275562109
−3.7 −2.7642289761 0.6694605094 −0.0273656616
−3.6 −2.6974193623 0.6667359369 −0.0271153145
−3.5 −2.6308808467 0.6640396489 −0.0267988749
−3.4 −2.5646102589 0.6613785943 −0.0264094411
−3.3 −2.4986036985 0.6587604453 −0.0259394441
−3.2 −2.4328564585 0.6561936669 −0.0253805798
−3.1 −2.3673629427 0.6536875943 −0.0247237349
−3.0 −2.3021165742 0.6512525183 −0.0239589031
−2.9 −2.2371096957 0.6488997785 −0.0230750925
−2.8 −2.1723334590 0.6466418672 −0.0220602220
−2.7 −2.1077777042 0.6444925441 −0.0209010054
−2.6 −2.0434308271 0.6424669634 −0.0195828215
−2.5 −1.9792796324 0.6405818136 −0.0180895688
−2.4 −1.9153091728 0.6388554747 −0.0164035027
−2.3 −1.8515025713 0.6373081903 −0.0145050529
−2.2 −1.7878408254 0.6359622611 −0.0123726183
−2.1 −1.7243025909 0.6348422587 −0.0099823381
−2.0 −1.6608639431 0.6339752645 −0.0073078347
−1.9 −1.5974981126 0.6333911351 −0.0043199275
−1.8 −1.5341751934 0.6331227986 −0.0009863141
−1.7 −1.4708618197 0.6332065841 0.0027287820
−1.6 −1.4075208073 0.6336825877 0.0068649992
−1.5 −1.3441107577 0.6345950801 0.0114662601
−1.4 −1.2805856175 0.6359929573 0.0165812239
−1.3 −1.2168941924 0.6379302378 0.0222637645
−1.2 −1.1529796072 0.6404666085 0.0285734590
−1.1 −1.0887787103 0.6436680193 0.0355760667
−1.0 −1.0242214153 0.6476073238 0.0433439655
−0.9 −0.9592299771 0.6523649587 0.0519564925
−0.8 −0.8937181984 0.6580296509 0.0615001153
−0.7 −0.8275905649 0.6646991273 0.0720683208
−0.6 −0.7607413113 0.6724807937 0.0837610636
−0.5 −0.6930534225 0.6814923278 0.0966835491
−0.4 −0.6243975831 0.6918621040 0.1109440376
−0.3 −0.5546310984 0.7037293323 0.1266502413
−0.2 −0.4835968213 0.7172437442 0.1439037360
−0.1 −0.4111221437 0.7325645882 0.1627916272
0.0 −0.3370181356 0.7498586163 0.1833744929
0.1 −0.2610789531 0.7692966280 0.2056693960
0.2 −0.1830816874 0.7910480115 0.2296265473
0.3 −0.1027868885 0.8152725698 0.2550980907
0.4 −0.0199400776 0.8421087706 0.2817975970
0.5 0.0657253466 0.8716574428 0.3092494231
0.6 0.1544833008 0.9039599129 0.3367284341
0.7 0.2466077101 0.9389697458 0.3631931297
0.8 0.3423620371 0.9765177471 0.3872194533
0.9 0.4419849969 1.0162709152 0.4069488695
1.0 0.5456719578 1.0576877888 0.4200726101
1.1 0.6535518947 1.0999752878 0.4238832444
1.2 0.7656604443 1.1420556687 0.4154321546
1.3 0.8819106698 1.1825561780 0.3918319676
1.4 1.0020645814 1.2198373599 0.3507291792
1.5 1.1257101309 1.2520769058 0.2909361708
1.6 1.2522499400 1.2774219400 0.2131490795
1.7 1.3809088107 1.2942111893 0.1205938353
1.8 1.5107662743 1.3012483948 0.0193593333
1.9 1.6408172734 1.2980816566 −0.0818626044
2.0 1.7700581893 1.2852174343 −0.1728472652
2.1 1.8975875078 1.2641857069 −0.2437170268
2.2 2.0227026237 1.2373900341 −0.2872682879
2.3 2.1449701478 1.2077324823 −0.3009984167
2.4 2.2642502163 1.1780888188 −0.2879342859
2.5 2.3806670111 1.1507871682 −0.2556969225
2.6 2.4945346495 1.1272624651 −0.2140382703
14 Q. S. Zhang
TABLE 3 lnF (12) and its derivative for repulsive potential (Λ > 0).
Λ > 0
ψ lnF (12) dlnF (12)/dψ d2lnF (12)/dψ2
2.7 2.6062621674 1.1079917418 −0.1719088404
2.8 2.7162658081 1.0926911963 −0.1353419742
2.9 2.8249091680 1.0806504765 −0.1068670583
3.0 2.9324772462 1.0710541314 −0.0862544495
3.1 3.0391776153 1.0631931193 −0.0718283239
3.2 3.1451562038 1.0565483352 −0.0616201888
3.3 3.2505164378 1.0507826552 −0.0540241903
3.4 3.3553351539 1.0456921927 −0.0479829922
3.5 3.4596732525 1.0411543946 −0.0429012968
3.6 3.5635817958 1.0370901606 −0.0384776024
3.7 3.6671051418 1.0334419890 −0.0345625110
3.8 3.7702825085 1.0301634781 −0.0310736349
3.9 3.8731488302 1.0272149124 −0.0279556018
4.0 3.9757353236 1.0245614594 −0.0251647278
4.1 4.0780699282 1.0221723033 −0.0226639148
4.2 4.1801776789 1.0200200878 −0.0204208914
4.3 4.2820810297 1.0180804783 −0.0184073825
4.4 4.3838001362 1.0163317931 −0.0165985197
4.5 4.4853531053 1.0147546861 −0.0149723863
4.6 4.5867562145 1.0133318729 −0.0135096133
4.7 4.6880241058 1.0120478923 −0.0121930439
4.8 4.7891699576 1.0108888996 −0.0110074659
4.9 4.8902056369 1.0098424848 −0.0099393588
5.0 4.9911418348 1.0088975148 −0.0089766772
TABLE 4 lnF (13) and its derivative for repulsive potential (Λ > 0).
Λ > 0
ψ lnF (13) dlnF (13)/dψ d2lnF (13)/dψ2
−7.0 −3.8640683807 0.7413971954 −0.0234601900
−6.9 −3.7900464818 0.7390355760 −0.0237725907
−6.8 −3.7162623107 0.7366426030 −0.0240872180
−6.7 −3.6427190134 0.7342180671 −0.0244038029
−6.6 −3.5694197554 0.7317617872 −0.0247220433
−6.5 −3.4963677191 0.7292736145 −0.0250416006
−6.4 −3.4235660995 0.7267534358 −0.0253620963
−6.3 −3.3510181013 0.7242011780 −0.0256831085
−6.2 −3.2787269342 0.7216168124 −0.0260041677
−6.1 −3.2066958084 0.7190003602 −0.0263247526
−6.0 −3.1349279292 0.7163518969 −0.0266442853
−5.9 −3.0634264916 0.7136715594 −0.0269621258
−5.8 −2.9921946731 0.7109595517 −0.0272775668
−5.7 −2.9212356277 0.7082161520 −0.0275898274
−5.6 −2.8505524772 0.7054417208 −0.0278980466
−5.5 −2.7801483030 0.7026367089 −0.0282012755
−5.4 −2.7100261366 0.6998016667 −0.0284984702
−5.3 −2.6401889488 0.6969372542 −0.0287884826
−5.2 −2.5706396389 0.6940442515 −0.0290700514
−5.1 −2.5013810213 0.6911235714 −0.0293417916
−5.0 −2.4324158121 0.6881762713 −0.0296021840
−4.9 −2.3637466140 0.6852035682 −0.0298495626
−4.8 −2.2953758991 0.6822068533 −0.0300821015
−4.7 −2.2273059912 0.6791877090 −0.0302978010
−4.6 −2.1595390454 0.6761479271 −0.0304944717
−4.5 −2.0920770266 0.6730895286 −0.0306697173
−4.4 −2.0249216849 0.6700147849 −0.0308209163
−4.3 −1.9580745299 0.6669262421 −0.0309452016
−4.2 −1.8915368019 0.6638267459 −0.0310394382
−4.1 −1.8253094404 0.6607194700 −0.0311001989
−4.0 −1.7593930499 0.6576079465 −0.0311237375
−3.9 −1.6937878624 0.6544960993 −0.0311059600
−3.8 −1.6284936963 0.6513882804 −0.0310423920
−3.7 −1.5635099120 0.6482893097 −0.0309281438
−3.6 −1.4988353624 0.6452045186 −0.0307578715
−3.5 −1.4344683399 0.6421397970 −0.0305257341
−3.4 −1.3704065180 0.6391016461 −0.0302253466
−3.3 −1.3066468869 0.6360972347 −0.0298497275
−3.2 −1.2431856840 0.6331344620 −0.0293912414
−3.1 −1.1800183176 0.6302220262 −0.0288415350
−3.0 −1.1171392829 0.6273694995 −0.0281914662
−2.9 −1.0545420709 0.6245874110 −0.0274310251
−2.8 −0.9922190681 0.6218873378 −0.0265492466
−2.7 −0.9301614467 0.6192820055 −0.0255341126
−2.6 −0.8683590444 0.6167853984 −0.0243724434
TABLE 4 lnF (13) and its derivative for repulsive potential (Λ > 0).
Λ > 0
ψ lnF (13) dlnF (13)/dψ d2lnF (13)/dψ2
−2.5 −0.8068002323 0.6144128819 −0.0230497763
−2.4 −0.7454717708 0.6121813374 −0.0215502300
−2.3 −0.6843586496 0.6101093116 −0.0198563542
−2.2 −0.6234439141 0.6082171817 −0.0179489610
−2.1 −0.5627084729 0.6065273380 −0.0158069381
−2.0 −0.5021308862 0.6050643872 −0.0134070409
−1.9 −0.4416871337 0.6038553763 −0.0107236629
−1.8 −0.3813503583 0.6029300415 −0.0077285830
−1.7 −0.3210905832 0.6023210833 −0.0043906890
−1.6 −0.2608744008 0.6020644703 −0.0006756797
−1.5 −0.2006646296 0.6021997739 0.0034542544
−1.4 −0.1404199356 0.6027705357 0.0080407638
−1.3 −0.0800944155 0.6038246685 0.0131296776
−1.2 −0.0196371381 0.6054148906 0.0187713315
−1.1 0.0410083589 0.6075991917 0.0250208607
−1.0 0.1019046210 0.6104413247 0.0319384227
−0.9 0.1631208782 0.6140113143 0.0395892964
−0.8 0.2247336978 0.6183859659 0.0480437817
−0.7 0.2868276872 0.6236493505 0.0573767901
−0.6 0.3494962421 0.6298932272 0.0676669732
−0.5 0.4128423317 0.6372173460 0.0789951778
−0.4 0.4769793054 0.6457295523 0.0914419385
−0.3 0.5420316946 0.6555455750 0.1050836186
−0.2 0.6081359719 0.6667883421 0.1199866900
−0.1 0.6754412088 0.6795866032 0.1361994921
0.0 0.7441095495 0.6940725692 0.1537406549
0.1 0.8143163839 0.7103781875 0.1725832148
0.2 0.8862500607 0.7286295689 0.1926333545
0.3 0.9601109258 0.7489389757 0.2137027314
0.4 1.0361094099 0.7713936900 0.2354736686
0.5 1.1144628170 0.7960410408 0.2574572688
0.6 1.1953903956 0.8228689484 0.2789460836
0.7 1.2791062237 0.8517816284 0.2989656774
0.8 1.3658094294 0.8825707312 0.3162336167
0.9 1.4556713497 0.9148833203 0.3291402185
1.0 1.5488194528 0.9481898708 0.3357723273
1.1 1.6453182831 0.9817579311 0.3340078402
1.2 1.7451484030 1.0146400449 0.3217112297
1.3 1.8481853034 1.0456873144 0.2970534110
1.4 1.9541814851 1.0736013257 0.2589561233
1.5 2.0627561178 1.0970351255 0.2076162247
1.6 2.1733974284 1.1147463731 0.1450007035
1.7 2.2854826207 1.1257913684 0.0751348762
1.8 2.3983180255 1.1297286124 0.0039695782
1.9 2.5111980069 1.1267804800 −0.0613422113
2.0 2.6234753830 1.1178918511 −0.1137629440
2.1 2.7346304095 1.1046372516 −0.1480124274
2.2 2.8443223664 1.0889693660 −0.1619926592
2.3 2.9524100320 1.0728622914 −0.1573756465
2.4 3.0589354724 1.0579545915 −0.1390016616
2.5 3.1640769999 1.0453063245 −0.1132838229
2.6 3.2680866548 1.0353374871 −0.0863147228
2.7 3.3712304685 1.0279369118 −0.0624622635
2.8 3.4737451903 1.0226673539 −0.0438753639
2.9 3.5758165124 1.0189766328 −0.0308060431
3.0 3.6775759174 1.0163520986 −0.0223451972
3.1 3.7791091421 1.0143983816 −0.0171650375
3.2 3.8804690250 1.0128512352 −0.0140323629
3.3 3.9816876471 1.0115542240 −0.0120423054
3.4 4.0827853677 1.0104234886 −0.0106396630
3.5 4.1837764514 1.0094165902 −0.0095332148
3.6 4.2846720698 1.0085114842 −0.0085900666
3.7 4.3854816985 1.0076949957 −0.0077553254
3.8 4.4862137030 1.0069575776 −0.0070061495
3.9 4.5868755845 1.0062913045 −0.0063309066
4.0 4.6874741021 1.0056892009 −0.0057215690
4.1 4.7880153546 1.0051450163 −0.0051714913
4.2 4.8885048478 1.0046531250 −0.0046747802
4.3 4.9889475532 1.0042084581 −0.0042261656
4.4 5.0893479608 1.0038064460 −0.0038209292
4.5 5.1897101264 1.0034429676 −0.0034548135
4.6 5.2900377145 1.0031143055 −0.0031240032
4.7 5.3903340359 1.0028171053 −0.0028250531
4.8 5.4906020830 1.0025483391 −0.0025548288
4.9 5.5908445601 1.0023052735 −0.0023105729
5.0 5.6910639118 1.0020854403 −0.0020897734
Numerical integral of resistance coefficients in diffusion 15
TABLE 5 lnF (22) and its derivative for repulsive potential (Λ > 0).
Λ > 0
ψ lnF (22) dlnF (22)/dψ d2lnF (22)/dψ2
TABLE 5 lnF (22) and its derivative for repulsive potential (Λ > 0).
Λ > 0
ψ lnF (22) dlnF (22)/dψ d2lnF (22)/dψ2
−7.0 −5.1022738271 0.7797893985 −0.0189772192
−6.9 −5.0243901918 0.7778791155 −0.0192287312
−6.8 −4.9466988452 0.7759435986 −0.0194818528
−6.7 −4.8692023182 0.7739827002 −0.0197363146
−6.6 −4.7919031552 0.7719963011 −0.0199918127
−6.5 −4.7148039109 0.7699843145 −0.0202480052
−6.4 −4.6379071470 0.7679466897 −0.0205045079
−6.3 −4.5612154280 0.7658834168 −0.0207608906
−6.2 −4.4847313174 0.7637945315 −0.0210166725
−6.1 −4.4084573726 0.7616801202 −0.0212713169
−6.0 −4.3323961395 0.7595403259 −0.0215242261
−5.9 −4.2565501467 0.7573753549 −0.0217747352
−5.8 −4.1809218986 0.7551854834 −0.0220221056
−5.7 −4.1055138683 0.7529710656 −0.0222655181
−5.6 −4.0303284892 0.7507325419 −0.0225040647
−5.5 −3.9553681458 0.7484704482 −0.0227367401
−5.4 −3.8806351639 0.7461854265 −0.0229624329
−5.3 −3.8061317996 0.7438782352 −0.0231799144
−5.2 −3.7318602264 0.7415497624 −0.0233878282
−5.1 −3.6578225223 0.7392010382 −0.0235846776
−5.0 −3.5840206544 0.7368332505 −0.0237688120
−4.9 −3.5104564625 0.7344477601 −0.0239384125
−4.8 −3.4371316410 0.7320461190 −0.0240914756
−4.7 −3.3640477186 0.7296300895 −0.0242257954
−4.6 −3.2912060365 0.7272016654 −0.0243389444
−4.5 −3.2186077240 0.7247630950 −0.0244282522
−4.4 −3.1462536718 0.7223169072 −0.0244907820
−4.3 −3.0741445023 0.7198659385 −0.0245233052
−4.2 −3.0022805380 0.7174133643 −0.0245222727
−4.1 −2.9306617652 0.7149627321 −0.0244837844
−4.0 −2.8592877955 0.7125179983 −0.0244035549
−3.9 −2.7881578226 0.7100835689 −0.0242768756
−3.8 −2.7172705755 0.7076643434 −0.0240985732
−3.7 −2.6466242664 0.7052657639 −0.0238629642
−3.6 −2.5762165340 0.7028938683 −0.0235638035
−3.5 −2.5060443810 0.7005553495 −0.0231942289
−3.4 −2.4361041053 0.6982576202 −0.0227466982
−3.3 −2.3663912248 0.6960088839 −0.0222129201
−3.2 −2.2969003941 0.6938182140 −0.0215837779
−3.1 −2.2276253133 0.6916956403 −0.0208492431
−3.0 −2.1585586280 0.6896522451 −0.0199982801
−2.9 −2.0896918184 0.6877002688 −0.0190187399
−2.8 −2.0210150780 0.6858532275 −0.0178972407
−2.7 −1.9525171794 0.6841260426 −0.0166190340
−2.6 −1.8841853271 0.6825351846 −0.0151678556
−2.5 −1.8160049944 0.6810988334 −0.0135257571
−2.4 −1.7479597436 0.6798370555 −0.0116729177
−2.3 −1.6800310283 0.6787720021 −0.0095874320
−2.2 −1.6121979734 0.6779281287 −0.0072450719
−2.1 −1.5444371329 0.6773324410 −0.0046190193
−2.0 −1.4767222215 0.6770147680 −0.0016795656
−1.9 −1.4090238173 0.6770080684 0.0016062239
−1.8 −1.3413090320 0.6773487707 0.0052748862
−1.7 −1.2735411452 0.6780771549 0.0093669778
−1.6 −1.2056791984 0.6792377763 0.0139275367
−1.5 −1.1376775444 0.6808799392 0.0190065892
−1.4 −1.0694853464 0.6830582226 0.0246596987
−1.3 −1.0010460219 0.6858330630 0.0309485519
−1.2 −0.9322966253 0.6892713970 0.0379415692
−1.1 −0.8631671635 0.6934473657 0.0457145192
−1.0 −0.7935798371 0.6984430792 0.0543511015
−0.9 −0.7234482036 0.7043494350 0.0639434469
−0.8 −0.6526762555 0.7112669806 0.0745924505
−0.7 −0.5811574112 0.7193067947 0.0864078224
−0.6 −0.5087734187 0.7285913530 0.0995076789
−0.5 −0.4353931746 0.7392553210 0.1140174292
−0.4 −0.3608714726 0.7514461847 0.1300676095
−0.3 −0.2850477007 0.7653245938 0.1477901815
−0.2 −0.2077445266 0.7810642316 0.1673126420
TABLE 5 lnF (22) and its derivative for repulsive potential (Λ > 0).
Λ > 0
ψ lnF (22) dlnF (22)/dψ d2lnF (22)/dψ2
−0.1 −0.1287666299 0.7988509499 0.1887490693
0.0 −0.0478995729 0.8188808107 0.2121869700
0.1 0.0350910599 0.8413565430 0.2376684967
0.2 0.1204600605 0.8664817705 0.2651643191
0.3 0.2084822758 0.8944521785 0.2945382279
0.4 0.2994512058 0.9254425983 0.3255005685
0.5 0.3936760585 0.9595888130 0.3575490959
0.6 0.4914766669 0.9969628084 0.3898971569
0.7 0.5931755546 1.0375402989 0.4213917761
0.8 0.6990863341 1.0811598322 0.4504288349
0.9 0.8094976039 1.1274738256 0.4748796605
1.0 0.9246516285 1.1758937888 0.4920531169
1.1 1.0447174527 1.2255349678 0.4987288468
1.2 1.1697588218 1.2751697636 0.4913078884
1.3 1.2996984550 1.3232041932 0.4661309889
1.4 1.4342818904 1.3676963145 0.4200040891
1.5 1.5730461611 1.4064379417 0.3509345597
1.6 1.7153006099 1.4371181851 0.2590131080
1.7 1.8601285274 1.4575760693 0.1472765555
1.8 2.0064180090 1.4661274177 0.0222762064
1.9 2.1529274184 1.4619193577 −0.1059982213
2.0 2.2983844258 1.4452312072 −0.2251563517
2.1 2.4416081478 1.4176177996 −0.3225080332
2.2 2.5816336443 1.3818007611 −0.3879063426
2.3 2.7178110467 1.3412713628 −0.4164952321
2.4 2.8498528256 1.2996712773 −0.4102116392
2.5 2.9778149503 1.2601255401 −0.3771512494
2.6 3.1020182576 1.2247490199 −0.3288405392
2.7 3.2229363015 1.1944849813 −0.2765916427
2.8 3.3410846907 1.1692836156 −0.2286086207
2.9 3.4569399258 1.1484825414 −0.1889276559
3.0 3.5708984254 1.1312008028 −0.1581001481
3.1 3.6832697103 1.1166142572 −0.1347036965
3.2 3.7942894436 1.1040792912 −0.1167412198
3.3 3.9041387121 1.0931435975 −0.1024701085
3.4 4.0129612355 1.0835032342 −0.0906762604
3.5 4.1208755604 1.0749507387 −0.0806210029
3.6 4.2279825861 1.0673353729 −0.0718810889
3.7 4.3343699166 1.0605391070 −0.0642062317
3.8 4.4401144369 1.0544641868 −0.0574308541
3.9 4.5452840034 1.0490271163 −0.0514308122
4.0 4.6499387003 1.0441555581 −0.0461052746
4.1 4.7541318537 1.0397864202 −0.0413693799
4.2 4.8579108826 1.0358644525 −0.0371507111
4.3 4.9613180256 1.0323411199 −0.0333870684
4.4 5.0643909637 1.0291736686 −0.0300247707
4.5 5.1671633587 1.0263243443 −0.0270173148
4.6 5.2696653188 1.0237597314 −0.0243242578
4.7 5.3719238039 1.0214501943 −0.0219103050
4.8 5.4739629792 1.0193694005 −0.0197445724
4.9 5.5758045247 1.0174939128 −0.0177999493
5.0 5.6774679064 1.0158028389 −0.0160525652
TABLE 6 lnF (11) and its derivative for attractive potential (Λ < 0).
Λ < 0
ψ lnF (11) dlnF (11)/dψ d2lnF (11)/dψ2
−7.0 −5.5320878941 0.7997301452 −0.0178786640
−6.9 −5.4522017023 0.7980221339 −0.0161703872
−6.8 −5.3724766176 0.7965199232 −0.0137471302
−6.7 −5.2928883397 0.7952992773 −0.0105277962
−6.6 −5.2134046321 0.7944426445 −0.0064613444
−6.5 −5.1339848199 0.7940357066 −0.0015354812
−6.4 −5.0545796721 0.7941631354 0.0042163044
−6.3 −4.9751317408 0.7949037589 0.0107100792
−6.2 −4.8955762016 0.7963254052 0.0178097761
−6.1 −4.8158422132 0.7984797458 0.0253289074
−6.0 −4.7358547777 0.8013974892 0.0330358942
−5.9 −4.6555370488 0.8050842878 0.0406629623
−5.8 −4.5748129997 0.8095177000 0.0479182602
−5.7 −4.4936103291 0.8146454984 0.0545005425
−5.6 −4.4118634603 0.8203855369 0.0601154685
−5.5 −4.3295164701 0.8266272791 0.0644923284
−5.4 −4.2465257833 0.8332349660 0.0673998746
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TABLE 6 lnF (11) and its derivative for attractive potential (Λ < 0).
Λ < 0
ψ lnF (11) dlnF (11)/dψ d2lnF (11)/dψ2
−5.3 −4.1628624733 0.8400522669 0.0686599344
−5.2 −4.0785140355 0.8469081300 0.0681576371
−5.1 −3.9934855309 0.8536234503 0.0658473927
−5.0 −3.9078000410 0.8600181011 0.0617541810
−4.9 −3.8214984209 0.8659178603 0.0559701856
−4.8 −3.7346383833 0.8711607864 0.0486472730
−4.7 −3.6472929896 0.8756026694 0.0399861971
−4.6 −3.5595486528 0.8791212860 0.0302236624
−4.5 −3.4715027819 0.8816193040 0.0196184700
−4.4 −3.3832612056 0.8830258056 0.0084379092
−4.3 −3.2949355096 0.8832965030 −0.0030546260
−4.2 −3.2066404113 0.8824128083 −0.0146100818
−4.1 −3.1184912763 0.8803799749 −0.0260018328
−4.0 −3.0306018563 0.8772245537 −0.0370312749
−3.9 −2.9430823063 0.8729914125 −0.0475310220
−3.8 −2.8560375113 0.8677405444 −0.0573659765
−3.7 −2.7695657345 0.8615438596 −0.0664326495
−3.6 −2.6837575813 0.8544821167 −0.0746571478
−3.5 −2.5986952574 0.8466421027 −0.0819922421
−3.4 −2.5144520939 0.8381141382 −0.0884138870
−3.3 −2.4310923036 0.8289899436 −0.0939175067
−3.2 −2.3486709322 0.8193608783 −0.0985142881
−3.1 −2.2672339671 0.8093165429 −0.1022276598
−3.0 −2.1868185693 0.7989437185 −0.1050900723
−2.9 −2.1074533950 0.7883256105 −0.1071401451
−2.8 −2.0291589805 0.7775413583 −0.1084202067
−2.7 −1.9519481630 0.7666657705 −0.1089742238
−2.6 −1.8758265193 0.7557692500 −0.1088460970
−2.5 −1.8007928036 0.7449178711 −0.1080782871
−2.4 −1.7268393712 0.7341735804 −0.1067107285
−2.3 −1.6539525769 0.7235944936 −0.1047799877
−2.2 −1.5821131405 0.7132352654 −0.1023186205
−2.1 −1.5112964717 0.7031475163 −0.0993546886
−2.0 −1.4414729505 0.6933803006 −0.0959113989
−1.9 −1.3726081591 0.6839806065 −0.0920068305
−1.8 −1.3046630625 0.6749938796 −0.0876537237
−1.7 −1.2375941356 0.6664645659 −0.0828593054
−1.6 −1.1713534355 0.6584366706 −0.0776251316
−1.5 −1.1058886170 0.6509543338 −0.0719469312
−1.4 −1.0411428894 0.6440624205 −0.0658144396
−1.3 −0.9770549143 0.6378071299 −0.0592112137
−1.2 −0.9135586403 0.6322366225 −0.0521144264
−1.1 −0.8505830749 0.6274016703 −0.0444946408
−1.0 −0.7880519903 0.6233563291 −0.0363155756
−0.9 −0.7258835594 0.6201586349 −0.0275338768
−0.8 −0.6639899233 0.6178713206 −0.0180989273
−0.7 −0.6022766841 0.6165625492 −0.0079527379
−0.6 −0.5406423254 0.6163066505 0.0029700121
−0.5 −0.4789775594 0.6171848421 0.0147416918
−0.4 −0.4171646036 0.6192859059 0.0274410597
−0.3 −0.3550763944 0.6227067711 0.0411520495
−0.2 −0.2925757490 0.6275529396 0.0559617611
−0.1 −0.2295144977 0.6339386572 0.0719573449
0.0 −0.1657326154 0.6419867026 0.0892213869
0.1 −0.1010574018 0.6518276197 0.1078253184
0.2 −0.0353027745 0.6635981704 0.1278203062
0.3 0.0317312326 0.6774387259 0.1492250498
0.4 0.1002586432 0.6934892614 0.1720099737
0.5 0.1705072262 0.7118835757 0.1960775131
0.6 0.2427175006 0.7327413477 0.2212386394
0.7 0.3171408230 0.7561576908 0.2471865426
0.8 0.3940362972 0.7821900152 0.2734695467
0.9 0.4736662366 0.8108422845 0.2994668463
1.0 0.5562899425 0.8420472004 0.3243723100
1.1 0.6421556411 0.8756474405 0.3471929177
1.2 0.7314905701 0.9113777584 0.3667686229
1.3 0.8244894160 0.9488503647 0.3818186516
1.4 0.9213015683 0.9875463123 0.3910149331
1.5 1.0220179184 1.0268153735 0.3930769652
1.6 1.1266581419 1.0658859942 0.3868760948
1.7 1.2351594951 1.1038855293 0.3715345392
1.8 1.3473681067 1.1398696513 0.3465089322
1.9 1.4630336020 1.1728593511 0.3116601622
2.0 1.5818077704 1.2018848569 0.2673255269
2.1 1.7032480184 1.2260378175 0.2144150462
2.2 1.8268265777 1.2445347689 0.1545396143
TABLE 6 lnF (11) and its derivative for attractive potential (Λ < 0).
Λ < 0
ψ lnF (11) dlnF (11)/dψ d2lnF (11)/dψ2
2.3 1.9519467256 1.2567939418 0.0901403097
2.4 2.0779672412 1.2625218412 0.0245368616
2.5 2.2042354827 1.2617957875 −0.0382215854
2.6 2.3301275100 1.2551173552 −0.0937993103
2.7 2.4550908267 1.2434064973 −0.1383035894
2.8 2.5786825894 1.2279147963 −0.1691297989
2.9 2.7005950993 1.2100611435 −0.1856096711
3.0 2.8206623647 1.1912260320 −0.1891491493
3.1 2.9388464576 1.1725637099 −0.1827387758
3.2 3.0552083992 1.1548879291 −0.1700273794
3.3 3.1698724844 1.1386554688 −0.1543666690
3.4 3.2829932773 1.1240301767 −0.1382025132
3.5 3.3947312558 1.1109838542 −0.1229440017
3.6 3.5052385283 1.0993910020 −0.1091807554
3.7 3.6146526545 1.0890942692 −0.0970137637
3.8 3.7230954083 1.0799388833 −0.0863260446
3.9 3.8306738185 1.0717857306 −0.0769385131
4.0 3.9374819073 1.0645137170 −0.0686756942
4.1 4.0436024306 1.0580182357 −0.0613843479
4.2 4.1491084100 1.0522088172 −0.0549345775
4.3 4.2540644344 1.0470069455 −0.0492165985
4.4 4.3585277612 1.0423442247 −0.0441372581
4.5 4.4625492500 1.0381608664 −0.0396171183
4.6 4.5661741586 1.0344044406 −0.0355881062
4.7 4.6694428261 1.0310288363 −0.0319916248
4.8 4.7723912594 1.0279933937 −0.0287770238
4.9 4.8750516410 1.0252621736 −0.0259003512
5.0 4.9774527697 1.0228033404 −0.0233233329
TABLE 7 lnF (12) and its derivative for attractive potential (Λ < 0).
Λ < 0
ψ lnF (12) dlnF (12)/dψ d2lnF (12)/dψ2
−7.0 −4.5770645479 0.7856964332 −0.0077012431
−6.9 −4.4985225877 0.7852571585 −0.0008383846
−6.8 −4.4199878009 0.7855771123 0.0074717442
−6.7 −4.3413771879 0.7867957983 0.0171069532
−6.6 −4.2625945889 0.7890351051 0.0278366180
−6.5 −4.1835329890 0.7923884533 0.0393229663
−6.4 −4.1040778876 0.7969105262 0.0511315539
−6.3 −4.0241116262 0.8026085180 0.0627511194
−6.2 −3.9435184769 0.8094358108 0.0736220558
−6.1 −3.8621902092 0.8172888566 0.0831716855
−6.0 −3.7800317839 0.8260078138 0.0908534974
−5.9 −3.6969667851 0.8353811549 0.0961866862
−5.8 −3.6129421982 0.8451540740 0.0987919266
−5.7 −3.5279321796 0.8550401190 0.0984194779
−5.6 −3.4419405398 0.8647351150 0.0949664967
−5.5 −3.3550017674 0.8739321985 0.0884817518
−5.4 −3.2671805490 0.8823366783 0.0791575712
−5.3 −3.1785698613 0.8896795084 0.0673104911
−5.2 −3.0892878297 0.8957283724 0.0533534123
−5.1 −2.9994736264 0.9002957094 0.0377628766
−5.0 −2.9092827335 0.9032433804 0.0210452448
−4.9 −2.8188819057 0.9044840422 0.0037051540
−4.8 −2.7284441461 0.9039795912 −0.0137811927
−4.7 −2.6381439615 0.9017372460 −0.0309863703
−4.6 −2.5481530991 0.8978039400 −0.0475451888
−4.5 −2.4586369002 0.8922597012 −0.0631615822
−4.4 −2.3697513409 0.8852106364 −0.0776098411
−4.3 −2.2816407720 0.8767820235 −0.0907314201
−4.2 −2.1944363280 0.8671118896 −0.1024286414
−4.1 −2.1082549442 0.8563453216 −0.1126565269
−4.0 −2.0231988987 0.8446296430 −0.1214138037
−3.9 −1.9393557925 0.8321104964 −0.1287338854
−3.8 −1.8567988764 0.8189288055 −0.1346763960
−3.7 −1.7755876410 0.8052185412 −0.1393195852
−3.6 −1.6957685937 0.7911051945 −0.1427538131
−3.5 −1.6173761579 0.7767048441 −0.1450761511
−3.4 −1.5404336400 0.7621237108 −0.1463860573
−3.3 −1.4649542211 0.7474580932 −0.1467820282
−3.2 −1.3909419403 0.7327945958 −0.1463591030
−3.1 −1.3183926433 0.7182105686 −0.1452070825
−3.0 −1.2472948793 0.7037746956 −0.1434093334
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TABLE 7 lnF (12) and its derivative for attractive potential (Λ < 0).
Λ < 0
ψ lnF (12) dlnF (12)/dψ d2lnF (12)/dψ2
−2.9 −1.1776307343 0.6895476779 −0.1410420535
−2.8 −1.1093765927 0.6755829723 −0.1381738933
−2.7 −1.0425038239 0.6619275539 −0.1348658402
−2.6 −0.9769793917 0.6486226792 −0.1311712932
−2.5 −0.9127663889 0.6357046368 −0.1271362637
−2.4 −0.8498244978 0.6232054716 −0.1227996561
−2.3 −0.7881103789 0.6111536803 −0.1181935896
−2.2 −0.7275779931 0.5995748732 −0.1133437317
−2.1 −0.6681788579 0.5884924026 −0.1082696228
−2.0 −0.6098622437 0.5779279605 −0.1029849744
−1.9 −0.5525753109 0.5679021483 −0.0974979291
−1.8 −0.4962631912 0.5584350225 −0.0918112745
−1.7 −0.4408690161 0.5495466216 −0.0859226044
−1.6 −0.3863338927 0.5412574798 −0.0798244227
−1.5 −0.3325968286 0.5335891332 −0.0735041890
−1.4 −0.2795946070 0.5265646247 −0.0669443035
−1.3 −0.2272616100 0.5202090128 −0.0601220327
−1.2 −0.1755295915 0.5145498915 −0.0530093789
−1.1 −0.1243273972 0.5096179250 −0.0455728979
−1.0 −0.0735806297 0.5054474034 −0.0377734763
−0.9 −0.0232112572 0.5020768220 −0.0295660825
−0.8 0.0268628368 0.4995494856 −0.0208995144
−0.7 0.0767283661 0.4979141373 −0.0117161812
−0.6 0.1264772173 0.4972256048 −0.0019519681
−0.5 0.1762070916 0.4975454532 0.0084637394
−0.4 0.2260222099 0.4989426239 0.0196077700
−0.3 0.2760340812 0.5014940248 0.0315624739
−0.2 0.3263623250 0.5052850245 0.0444144273
−0.1 0.3771355346 0.5104097747 0.0582522759
0.0 0.4284921617 0.5169712615 0.0731633796
0.1 0.4805813850 0.5250809437 0.0892288405
0.2 0.5335639161 0.5348577920 0.1065164139
0.3 0.5876126685 0.5464264912 0.1250707409
0.4 0.6429131931 0.5599145075 0.1449003429
0.5 0.6996637501 0.5754476734 0.1659609212
0.6 0.7580748481 0.5931439095 0.1881347963
0.7 0.8183680477 0.6131047104 0.2112068841
0.8 0.8807737886 0.6354041043 0.2348385179
0.9 0.9455279816 0.6600749906 0.2585417319
1.0 1.0128671105 0.6870930967 0.2816582272
1.1 1.0830216409 0.7163593040 0.3033488664
1.2 1.1562076337 0.7476817366 0.3226006319
1.3 1.2326166408 0.7807597063 0.3382577977
1.4 1.3124041983 0.8151721904 0.3490819033
1.5 1.3956775156 0.8503737838 0.3538408353
1.6 1.4824832493 0.8857008189 0.3514218128
1.7 1.5727964818 0.9203895793 0.3409583288
1.8 1.6665121639 0.9536074135 0.3219593345
1.9 1.7634403060 0.9844964520 0.2944307109
2.0 1.8633061260 1.0122287698 0.2589814832
2.1 1.9657562074 1.0360710154 0.2169044726
2.2 2.0703714562 1.0554549453 0.1702083677
2.3 2.1766871407 1.0700470385 0.1215585875
2.4 2.2842193778 1.0798053777 0.0740732586
2.5 2.3924959943 1.0850073194 0.0309418330
2.6 2.5010879809 1.0862312492 −0.0050980159
2.7 2.6096364155 1.0842840792 −0.0322927164
2.8 2.7178697062 1.0800832788 −0.0502156836
2.9 2.8256078658 1.0745214350 −0.0597558360
3.0 2.9327539490 1.0683512047 −0.0627343301
3.1 3.0392763454 1.0621209658 −0.0613129879
3.2 3.1451876262 1.0561694878 −0.0574466872
3.3 3.2505252587 1.0506647002 −0.0525685382
3.4 3.3553373108 1.0456602273 −0.0475420244
3.5 3.4596737055 1.0411469579 −0.0427868094
3.6 3.5635818762 1.0370886980 −0.0384525078
3.7 3.6671051536 1.0334417500 −0.0345579448
3.8 3.7702825099 1.0301634463 −0.0310729580
3.9 3.8731488304 1.0272149090 −0.0279555218
4.0 3.9757353236 1.0245614591 −0.0251647204
4.1 4.0780699282 1.0221723033 −0.0226639142
4.2 4.1801776789 1.0200200878 −0.0204208913
4.3 4.2820810297 1.0180804783 −0.0184073825
4.4 4.3838001362 1.0163317931 −0.0165985197
4.5 4.4853531053 1.0147546861 −0.0149723863
4.6 4.5867562145 1.0133318729 −0.0135096133
TABLE 7 lnF (12) and its derivative for attractive potential (Λ < 0).
Λ < 0
ψ lnF (12) dlnF (12)/dψ d2lnF (12)/dψ2
4.7 4.6880241058 1.0120478923 −0.0121930439
4.8 4.7891699576 1.0108888996 −0.0110074659
4.9 4.8902056369 1.0098424848 −0.0099393588
5.0 4.9911418348 1.0088975148 −0.0089766772
TABLE 8 lnF (13) and its derivative for attractive potential (Λ < 0).
Λ < 0
ψ lnF (13) dlnF (13)/dψ d2lnF (13)/dψ2
−7.0 −3.3043094402 0.7811842652 0.0263704421
−6.9 −3.2260345265 0.7845661347 0.0414881580
−6.8 −3.1473438908 0.7895154209 0.0576060363
−6.7 −3.0680769832 0.7960957359 0.0739716267
−6.6 −2.9880708782 0.8042889549 0.0897114159
−6.5 −2.9071689593 0.8139860162 0.1038915204
−6.4 −2.8252301964 0.8249844622 0.1155907598
−6.3 −2.7421382924 0.8369936033 0.1239785828
−6.2 −2.6578099267 0.8496473338 0.1283886032
−6.1 −2.5722013698 0.8625236829 0.1283782177
−6.0 −2.4853128768 0.8751692854 0.1237662610
−5.9 −2.3971904907 0.8871262974 0.1146437833
−5.8 −2.3079251459 0.8979589986 0.1013572216
−5.7 −2.2176492380 0.9072774622 0.0844675244
−5.6 −2.1265310634 0.9147562158 0.0646922051
−5.5 −2.0347676991 0.9201466183 0.0428391297
−5.4 −1.9425769798 0.9232825740 0.0197408687
−5.3 −1.8501892198 0.9240800247 −0.0038030772
−5.2 −1.7578392563 0.9225312705 −0.0270713373
−5.1 −1.6657592603 0.9186955202 −0.0494508934
−5.0 −1.5741726199 0.9126871582 −0.0704527312
−4.9 −1.4832890519 0.9046630977 −0.0897148964
−4.8 −1.3933009775 0.8948103384 −0.1069958689
−4.7 −1.3043810951 0.8833345390 −0.1221614119
−4.6 −1.2166810245 0.8704501081 −0.1351678048
−4.5 −1.1303308544 0.8563720510 −0.1460438330
−4.4 −1.0454394155 0.8413096044 −0.1548732694
−4.3 −0.9620951051 0.8254615496 −0.1617789710
−4.2 −0.8803671043 0.8090130082 −0.1669091960
−4.1 −0.8003068510 0.7921334847 −0.1704263577
−4.0 −0.7219496569 0.7749759134 −0.1724981619
−3.9 −0.6453163788 0.7576764803 −0.1732909131
−3.8 −0.5704150778 0.7403550192 −0.1729646902
−3.7 −0.4972426171 0.7231158093 −0.1716700682
−3.6 −0.4257861666 0.7060486373 −0.1695460706
−3.5 −0.3560245914 0.6892300140 −0.1667190723
−3.4 −0.2879297161 0.6727244640 −0.1633024069
−3.3 −0.2214674577 0.6565858274 −0.1593964810
−3.2 −0.1565988302 0.6408585320 −0.1550892339
−3.1 −0.0932808245 0.6255788073 −0.1504568193
−3.0 −0.0314671707 0.6107758233 −0.1455644135
−2.9 0.0288910093 0.5964727452 −0.1404670816
−2.8 0.0878446507 0.5826877009 −0.1352106514
−2.7 0.1454462867 0.5694346619 −0.1298325592
−2.6 0.2017496734 0.5567242422 −0.1243626463
−2.5 0.2568094906 0.5445644206 −0.1188238887
−2.4 0.3106811122 0.5329611941 −0.1132330540
−2.3 0.3634204371 0.5219191687 −0.1076012797
−2.2 0.4150837781 0.5114420974 −0.1019345713
−2.1 0.4657278013 0.5015333710 −0.0962342226
−2.0 0.5154095127 0.4921964722 −0.0904971570
−1.9 0.5641862889 0.4834353985 −0.0847161944
−1.8 0.6121159488 0.4752550620 −0.0788802450
−1.7 0.6592568644 0.4676616741 −0.0729744315
−1.6 0.7056681092 0.4606631207 −0.0669801436
−1.5 0.7514096448 0.4542693355 −0.0608750255
−1.4 0.7965425441 0.4484926781 −0.0546328993
−1.3 0.8411292536 0.4433483226 −0.0482236266
−1.2 0.8852338944 0.4388546627 −0.0416129120
−1.1 0.9289226061 0.4350337397 −0.0347620548
−1.0 0.9722639333 0.4319116975 −0.0276276563
−0.9 1.0153292604 0.4295192679 −0.0201612965
−0.8 1.0581932957 0.4278922898 −0.0123092009
−0.7 1.1009346097 0.4270722604 −0.0040119280
−0.6 1.1436362296 0.4271069152 0.0047958775
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TABLE 8 lnF (13) and its derivative for attractive potential (Λ < 0).
Λ < 0
ψ lnF (13) dlnF (13)/dψ d2lnF (13)/dψ2
−0.5 1.1863862930 0.4280508264 0.0141855981
−0.4 1.2292787615 0.4299660025 0.0242345315
−0.3 1.2724141934 0.4329224595 0.0350254184
−0.2 1.3159005703 0.4369987206 0.0466454305
−0.1 1.3598541673 0.4422821767 0.0591843745
0.0 1.4044004486 0.4488692162 0.0727317936
0.1 1.4496749594 0.4568649924 0.0873725628
0.2 1.4958241693 0.4663826559 0.1031804897
0.3 1.5430062029 0.4775418237 0.1202093613
0.4 1.5913913676 0.4904660017 0.1384808603
0.5 1.6411623574 0.5052786199 0.1579688520
0.6 1.6925139753 0.5220973042 0.1785797996
0.7 1.7456521784 0.5410260035 0.2001295863
0.8 1.8007922154 0.5621446639 0.2223179045
0.9 1.8581556020 0.5854963154 0.2447026737
1.0 1.9179656820 0.6110717673 0.2666786156
1.1 1.9804415648 0.6387926070 0.2874658906
1.2 2.0457903315 0.6684938659 0.3061160617
1.3 2.1141975759 0.6999084613 0.3215427983
1.4 2.1858165923 0.7326561887 0.3325828340
1.5 2.2607568193 0.7662403961 0.3380883163
1.6 2.3390724614 0.8000552742 0.3370453728
1.7 2.4207524611 0.8334058510 0.3287072001
1.8 2.5057131418 0.8655413593 0.3127255652
1.9 2.5937948197 0.8957009583 0.2892636093
2.0 2.6847635013 0.9231691324 0.2590740353
2.1 2.7783184340 0.9473365200 0.2235266071
2.2 2.8741057688 0.9677601448 0.1845648874
2.3 2.9717378813 0.9842147653 0.1445677601
2.4 3.0708169509 0.9967247826 0.1060977403
2.5 3.1709602884 1.0055656188 0.0715479435
2.6 3.2718239379 1.0112271707 0.0427522626
2.7 3.3731207498 1.0143410971 0.0206734448
2.8 3.4746299114 1.0155859883 0.0052895062
2.9 3.5761968471 1.0155938730 −0.0042651373
3.0 3.6777248539 1.0148818148 −0.0093570234
3.1 3.7791617791 1.0138221499 −0.0114505095
3.2 3.8804856423 1.0126496455 −0.0117932509
3.3 3.9816922798 1.0114919791 −0.0112694191
3.4 4.0827864939 1.0104067380 −0.0104075109
3.5 4.1837766867 1.0094127162 −0.0094733634
3.6 4.2846721115 1.0085107261 −0.0085770243
3.7 4.3854817046 1.0076948723 −0.0077529639
3.8 4.4862137037 1.0069575612 −0.0070058009
3.9 4.5868755846 1.0062913028 −0.0063308655
4.0 4.6874741021 1.0056892008 −0.0057215652
4.1 4.7880153546 1.0051450163 −0.0051714910
4.2 4.8885048478 1.0046531250 −0.0046747802
4.3 4.9889475532 1.0042084581 −0.0042261656
4.4 5.0893479608 1.0038064460 −0.0038209292
4.5 5.1897101264 1.0034429676 −0.0034548136
4.6 5.2900377145 1.0031143055 −0.0031240032
4.7 5.3903340359 1.0028171053 −0.0028250531
4.8 5.4906020830 1.0025483391 −0.0025548288
4.9 5.5908445601 1.0023052735 −0.0023105729
5.0 5.6910639118 1.0020854403 −0.0020897734
TABLE 9 lnF (22) and its derivative for attractive potential (Λ < 0).
Λ < 0
ψ lnF (22) dlnF (22)/dψ d2lnF (22)/dψ2
−7.0 −4.8821674499 0.8127115778 −0.0056399620
−6.9 −4.8009206265 0.8122645965 −0.0032600530
−6.8 −4.7197062732 0.8120647469 −0.0007268170
−6.7 −4.6384992303 0.8121175184 0.0017532055
−6.6 −4.5572749137 0.8124050282 0.0039212121
−6.5 −4.4760118901 0.8128815522 0.0054825127
−6.4 −4.3946948039 0.8134710380 0.0061295089
−6.3 −4.3133174305 0.8140671585 0.0055690923
−6.2 −4.2318855836 0.8145362039 0.0035514578
−6.1 −4.1504195900 0.8147227839 −0.0001030761
−6.0 −4.0689560690 0.8144579732 −0.0054825274
−5.9 −3.9875488010 0.8135692337 −0.0125696323
−5.8 −3.9062685511 0.8118912310 −0.0212377152
TABLE 9 lnF (22) and its derivative for attractive potential (Λ < 0).
Λ < 0
ψ lnF (22) dlnF (22)/dψ d2lnF (22)/dψ2
−5.7 −3.8252018076 0.8092765733 −0.0312563109
−5.6 −3.7444484889 0.8056055385 −0.0423055181
−5.5 −3.6641187625 0.8007940114 −0.0539970229
−5.4 −3.5843291824 0.7947990954 −0.0658991151
−5.3 −3.5051983946 0.7876221418 −0.0775628719
−5.2 −3.4268426679 0.7793092091 −0.0885469759
−5.1 −3.3493714991 0.7699491934 −0.0984392350
−5.0 −3.2728835054 0.7596700232 −0.1068736243
−4.9 −3.1974627737 0.7486333952 −0.1135424192
−4.8 −3.1231757904 0.7370285364 −0.1182036164
−4.7 −3.0500690233 0.7250654336 −0.1206842803
−4.6 −2.9781671926 0.7129678968 −0.1208806922
−4.5 −2.9074722321 0.7009667284 −0.1187562297
−4.4 −2.8379629198 0.6892931817 −0.1143378177
−4.3 −2.7695951436 0.6781728186 −0.1077116130
−4.2 −2.7023027589 0.6678198162 −0.0990183563
−4.1 −2.6359989921 0.6584317474 −0.0884485951
−4.0 −2.5705783421 0.6501848434 −0.0762377724
−3.9 −2.5059189301 0.6432297620 −0.0626610115
−3.8 −2.4418852463 0.6376879024 −0.0480273247
−3.7 −2.3783312343 0.6336483421 −0.0326729375
−3.6 −2.3151036471 0.6311654961 −0.0169534586
−3.5 −2.2520455950 0.6302576251 −0.0012347339
−3.4 −2.1890001962 0.6309063236 0.0141176061
−3.3 −2.1258142224 0.6330571112 0.0287496889
−3.2 −2.0623416285 0.6366212149 0.0423315843
−3.1 −1.9984468407 0.6414785751 0.0545694819
−3.0 −1.9340076857 0.6474820367 0.0652170596
−2.9 −1.8689178457 0.6544625999 0.0740851824
−2.8 −1.8030887436 0.6622355239 0.0810491230
−2.7 −1.7364507868 0.6706070003 0.0860526548
−2.6 −1.6689539292 0.6793810625 0.0891086348
−2.5 −1.6005675449 0.6883663737 0.0902960135
−2.4 −1.5312796442 0.6973825471 0.0897535473
−2.3 −1.4610954932 0.7062656957 0.0876707892
−2.2 −1.3900357279 0.7148729781 0.0842771590
−2.1 −1.3181340696 0.7230859925 0.0798300078
−2.0 −1.2454347616 0.7308129660 0.0746025967
−1.9 −1.1719898461 0.7379897722 0.0688728130
−1.8 −1.0978563933 0.7445798852 0.0629132739
−1.7 −1.0230937824 0.7505734328 0.0569832563
−1.6 −0.9477611134 0.7559855436 0.0513226668
−1.5 −0.8719148117 0.7608541944 0.0461480704
−1.4 −0.7956064639 0.7652377583 0.0416506274
−1.3 −0.7188809067 0.7692124308 0.0379956778
−1.2 −0.6417745727 0.7728696834 0.0353236413
−1.1 −0.5643140845 0.7763138577 0.0337518738
−1.0 −0.4865150793 0.7796599786 0.0333771250
−0.9 −0.4083812389 0.7830318291 0.0342782634
−0.8 −0.3299034992 0.7865602975 0.0365189644
−0.7 −0.2510594106 0.7903819815 0.0401500895
−0.6 −0.1718126288 0.7946380027 0.0452115039
−0.5 −0.0921125148 0.7994729657 0.0517330912
−0.4 −0.0118938360 0.8050339680 0.0597347166
−0.3 0.0689234310 0.8114695423 0.0692248697
−0.2 0.1504341830 0.8189283851 0.0801976852
−0.1 0.2327481276 0.8275576918 0.0926280008
0.0 0.3159895251 0.8375008845 0.1064640860
0.1 0.4002966635 0.8488944804 0.1216176751
0.2 0.4858209644 0.8618638170 0.1379510171
0.3 0.5727255928 0.8765173269 0.1552608499
0.4 0.6611834081 0.8929390676 0.1732596041
0.5 0.7513740718 0.9111792696 0.1915548260
0.6 0.8434801054 0.9312428187 0.2096288669
0.7 0.9376817001 0.9530758591 0.2268223573
0.8 1.0341501168 0.9765511473 0.2423267871
0.9 1.1330396078 1.0014534103 0.2551933359
1.0 1.2344779561 1.0274667444 0.2643662576
1.1 1.3385559724 1.0541669110 0.2687485412
1.2 1.4453166102 1.0810220065 0.2673038692
1.3 1.5547447154 1.1074050252 0.2591909866
1.4 1.6667587405 1.1326208759 0.2439146045
1.5 1.7812059084 1.1559481408 0.2214634351
1.6 1.8978621732 1.1766923886 0.1923963983
1.7 2.0164378078 1.1942439119 0.1578397097
1.8 2.1365885728 1.2081298080 0.1193759275
Numerical integral of resistance coefficients in diffusion 19
TABLE 9 lnF (22) and its derivative for attractive potential (Λ < 0).
Λ < 0
ψ lnF (22) dlnF (22)/dψ d2lnF (22)/dψ2
1.9 2.2579313701 1.2180500187 0.0788399173
2.0 2.3800623847 1.2238904016 0.0380751957
2.1 2.5025753461 1.2257126744 −0.0012713845
2.2 2.6250779144 1.2237288050 −0.0378465692
2.3 2.7472052438 1.2182723554 −0.0705566114
2.4 2.8686310207 1.2097780075 −0.0984522676
2.5 2.9890770326 1.1987721550 −0.1206433673
2.6 3.1083220253 1.1858657370 −0.1363531650
2.7 3.2262092841 1.1717330818 −0.1451369401
2.8 3.3426508433 1.1570647093 −0.1471559090
2.9 3.4576257530 1.1424979240 −0.1433156039
3.0 3.5711711352 1.1285465869 −0.1351337078
3.1 3.6833673215 1.1155569397 −0.1243726842
3.2 3.7943205854 1.1037044907 −0.1126226569
3.3 3.9041474707 1.0930266208 −0.1010289768
3.4 4.0129633803 1.0834714758 −0.0902386550
3.5 4.1208760115 1.0749433398 −0.0805071881
3.6 4.2279826663 1.0673339161 −0.0718561087
3.7 4.3343699285 1.0605388687 −0.0642016817
3.8 4.4401144383 1.0544641550 −0.0574301791
3.9 4.5452840035 1.0490271129 −0.0514307324
4.0 4.6499387003 1.0441555578 −0.0461052672
4.1 4.7541318537 1.0397864202 −0.0413693793
4.2 4.8579108826 1.0358644525 −0.0371507111
4.3 4.9613180256 1.0323411199 −0.0333870684
4.4 5.0643909637 1.0291736686 −0.0300247707
4.5 5.1671633587 1.0263243443 −0.0270173148
4.6 5.2696653188 1.0237597314 −0.0243242578
4.7 5.3719238039 1.0214501943 −0.0219103050
4.8 5.4739629792 1.0193694005 −0.0197445724
4.9 5.5758045247 1.0174939128 −0.0177999493
5.0 5.6774679064 1.0158028389 −0.0160525652
