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1 0 . 4 .  Concluding Remarks 
"Since  -; t ;?t is t icj_?lr ,s  do n o t  \ ~ s u a l S y  perform exper iments ,  
t h e i r  c l a i m  t o  aJctent ion when t hey  w r i t e  cn t h i s  s u i ~  ject 
r e q u i r e s  some explana t ic r . .  I t  i s  t r u e  U%nt  on many i m p o r t s a t  
a s p e c t s  of exper imentakion the s t a t i s t i c i ~ i !  has no e x p e r t  kno:.ki- 
l e d g f .  N e v e r t h e l e s s ,  i n  r e c e n t  y e a r s ,  r e s e a r c h  worlcers have 
tu rned  i n c r e a s i n g l y  t o  s . k a t i s t i c i a n s  f o r  h e l p  bo th  i n  p l ann ing  
t h e i r  exper iments  and i n  drawing conolusio;is from t h e  r e s u l t s .  
T h a t  t h i s  has  happened i s  convinc ing  ev idence  that s t a t i s t i c s  
has  something t o  c o n t r i b u t e .  " 
W. G .  Cochran and G.  M .  Cox, 
Exper imenta l  Design. 
0.1.  The A i m  
This  monograph i s  w r i t t e n  p r i m a r i l y  f o r  t h e  eng inee r s  who 
w i l l  d e s ign  and p l a n  t h e  l a b o r a t o r i e s  i n  t h e  space  s t a t i o n ,  and 
s c i e n t i s t s ,  b i o l o g i c a l  and p h y s i c a l ,  who i n  t h e i r  e f f o r t s  t o  f l y  
t h e i r  exper iments  need t o  know each o t h e r s  problems. They shou ld  
know t h e s e  problems i n  such d e t a i l  and manner s o  t h a t  f r u i t a t i o n  
of a t r u l y  e x c e l l e n t  and u s e f u l  mul t ipurpose  space  l a b o r a t o r y  can 
come about  and be  p u t  i n t o  space  i n  o r d e r  t h a t  s i g n i f i c a n t  
s c i e n t i f i c  i n v e s t i g a t i o n s  can be  performed i n  t h e  very n e a r  f u t u r e .  
Duri.ng "c2e prc2iminar.y p l ann ing  and e n g i n e e r i n g  a n a l y s i s  of  
e q u i p r e n t  of  a  mul t ipurpose  l a b o r a t o r y  i n  a manned space  s t a t i o n ,  
i t  becan? appa ren t  t o  some e n g i n e e r i n g  and s c i e n t i f i c  pe r sonne l  
a t  NASA Iieadquzsr--i.,f:rs Washington, D. C. , and a t  t h e  Marsha l l  Space 
Czrl ter ,  Alabama, t h e r e  could e x i s t  a l t e r n a t i v e  ways of des ign ing  
experix-!; kx as  s t a t i s t i c a l  p rocedures  which i n  t u r n  could  induce 
al- ikernatives i n  equipment and manpower requi rements  f o r  performing 
th.ose exper iments .  
T h e  major aim of t h i s  monograph i s  t o  develop t h e  concept  
- m a t  .tnerc - do e x i s t  a l t e r n a t i v e  s t a t i s t i c a l  d a t a  a n a l y s i s  tech-  
n iques  which a r e  a p p l i c a b l e  i n  i nduc ing  a l t e r n a t i v e  equipment and 
manpo-i;:er requi rements  f o r  t h e  l a b o r a t o r y  of t h e  proposed space  
s t a t i o n .  W e  a l s o  a t t empt  t o  i l l u s t r a t e  and i l l u m i n a t e  how 
a l t e r n a t i v e  expe r imen ta l  des igns  and s o p h i s t i c a t e d  s t a t i s t f  c a l  
d a t a  a n a l y s i s  t echniques  can a f  f e c t  equipment,  pe r sonne l ,  and d a t a  
p roces s ing  requi rements .  
0 . 2  On Col lec . t i l ig  Background Data  f o r  Th i s  Study 
I n  o r d e r  t o  f a c i l i t a t e  unders tanding  w e  f i r s t  review t h e  a i m  
o f  t h e  space  s t a t i o n  miss ion .  A l o o s e  g e n e r a l  s t a t e m e n t  of t h i s  
a i m  fo l lows :  
The Miss ion.  To develop a  mul t ipurpose  f e d e r a l  s c i e n t i f i c  
l a b o r a t o r y  i n  space  by makinq a v a i l a b l e  i n  a space  s t a t i o n  t h e  
b e s t  s c i e n t i f i c  equipment t o  s u p p o r t  a l a r g e  spectrum o f  
s c i e n t i s t s  who w i l l  perform a  l a r g e  spectrum of s i g n i f i c a n t  
exper iments  w i t h i n  p r o j e c t e d  economic and t ime c o n s t r a i n t s  . 
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Since  one i s  p r o j e c t i n g  what w i l l  b e  s i g n i f i c a n t  exper iments  
beg inn ing  perhaps  i n  t h e  l a te  s e v e n t i e s ,  it i s  necessary  t o  o b t a i n  
estimates from p o t e n t i a l  p r i n c i p a l  i n v e s t i g a t o r s ,  o r  t h o s e  who 
w i l l  c l o s e l y  approximate p r i n c i p a l  i n v e s t i g a t o r s  of t h e  e i g h t i e s  
v i n t a g e ,  of  what *ey f e e l  w i l l  b e  meaningful  exper iments  a long 
w i t h  t h e i r  estimates of equipment requi rements .  When a sample of 
t h e s e  s c i e n t i s t s  w e r e  i d e n t i f i e d  and accep ted  by t h e  a u t h o r s  as 
good e s t i m a t e s ,  t h e i r  r e s e a r c h  pape r s  were reviewed w i t h  r e s p e c t  
t o  t h e  t y p e s  of exper imenta l  des igns  and d a t a  a n a l y s i s  t echniques  
t h a t  they have used i n  t h e  p a s t .  These des igns  and techniques  were 
cons ide red  p r i m i t i v e  models of what one might expec t  i n  space  
exper iments  i n  t h e  e i g h t i e s .  A d d i t i o n a l  i n £  ormation w a s  g leaned  
from a NASA-compiled sou rce  book c a l l e d  t h e  "b lue  book", and t h e  
a~alys5.s cf t h e  c > : p e r i ~ , e ~ t s  f3ct~n sn Ei~satzlli.te I1 [1! were zlso 
s t u d i e d  a s  p r i m i t i v e  models of p r o j e c t e d  b i o l o g i c a l  exper iments .  
Re levant  i n d u s t r i a l  r e p o r t s  s u p p l i e d  t o  t h e  au tho r s  by NASA 
o f f i c i a l  w e r e  a l s o  g leaned  f o r  d a t a  [ 2 ] ,  [ 3 ]  , [ 4 ] ,  [ 5 ] .  S e v e r a l  
proceedings  of symposia on t h e  r o l e  o f  t h e  v e s t i b u l a r  organs  i n  
space  e x p l o r a t i o n  [9]  , [ l o ]  , [ l l ]  , [12] , gave some in fo rma t ion  
concerning i n t e r p h a s i n g  between measuring dev ices  w i t h  pr imates  
and s m a l l  animals .  S e v e r a l  schemat ics  of  s p e c i a l  c o n t a i n e r s  and 
proposed i n s t r u m e n t a t i o n  schemes f o r  o b t a i n i n g  d a t a  from an animal 
gave i n s i g h t  a s  t o  t y p e  of  d a t a  one would e x p e c t  from such expe r i -  
mental  modules. 
S e v e r a l  well-known and a few r e l a t i v e l y  r e c e n t  s t a t i s t i c a l  
d a t a  a n a l y s i s  t echniques  w e r e  s e l e c t e d  t o  demonstra te  and i l l u m i n a t e  
t h e  a l t e r n a t i v e s  t h a t  can be  induced.  W e  have chosen t o  s e l e c t  
g e n e r a l  t echn iques  i n  f a v o r  of c o n s i d e r i n g  s 1 ) e c i f i c  ollcs s i n c e  
t h e  development of t h e  space  s t a t i o n  l a b o r a t o r y  equipn8~ll-k 
requi rements  a r e  a t  t h i s  t i m e  i n  an e a r l y  and s t i l l  r e l a t i v e l y  
g e n e r a l  phase  of fo rmula t ion .  Some of t h e  techniques  c ~ n s i d e r e G  
h e r e  can b e  found i n  c u r r e n t  s t a t i s t i c a l  and engineerir tg l i t e r a t u r e  
and are well-known t o  many s t a t i s t i c i a n s  who s p e c i a l i z e  i n  enyi.- 
n e e r i n g  s ta t i s t ics  and e n g i n e e r i n g  d a t a  a n a l y s i s .  The lengwl of 
o u r  d i s c u s s i o n  of  a  t echnique  i s  d i r e c t l y  p r o p o r t i o n a l  t o  o u r  
knowledge of t h e  technique  and n o t  i t s  r e l a t i v e  importance o f  i t s  
a p p l i c a t i o n  t o  t h e  space  s t a t i o n  g o a l s .  
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0 . 3  About This  Monograph 
The concept  of a  space  s t a t i o n  c o n t a i n i n g  one o r  more, mu l t i -  
pui*pose laboratozies .&Iso have "dle zapabiLiyy of 
moni tor ing  and ma in t a in ing  one o r  more f r e e  f l y i n g  modu-les t r a n s -  
p o r t i n g  s p e c i a l  exper iments ,  can i n t r o d u c e  c o n s t r a i n t s  on u s u a l  
l a b o r a t o r y  t echn iques ,  l a b o r a t o r y  equipment requi rements ,  and on 
admis s ib l e  exper imenta l  des igns .  The envi ronmenta l  c o n d i t i o n s  
and s t a t e  of  t h e  a r t  i n s t r u m e n t a t i o n  l i m i t a t i o n s  pose problems 
as t o  whether  o r  n o t  s p e c i f i e d  exper iments  can h e  flown and 
s i g n i f i c a n t  d a t a  ob ta ined .  
Two extremes bound t h e  problem immediately;  a space  s t a t i o n  
as t h e  u l t i m a t e  i n  s o p h i s t i c a t i o n  and completeness i n  which a l l  
t h i n g s  a r e  a v a i l a b l e  t o  a l l  p r i n c i p a l  i n v e s t i g a t o r s ,  o r  a space  
s t a t i o n  a s  a b a r e  frame upon which each p r i n c i p a l  i n v e s t i g a t o r  
w i l l  "hang" h i s  exper imenta l  module which i s  a complete e n t i t y  
w i t h i n  i t s e l f  in every  way ,  Tile T j  -, -- - .&  v ., . L p v ~ , - - - - > ~ .  -,,.' A~ : i~ ; t *  ~ - K L P ~ . J . ~ > S ;  ?A ir€?L~.%i:~.3iy 
l a r g e  i n i t i a l  expense f o l l o ~ ~ e d  p c r l ~ z ~ s  by a l a r g e  ~ n a j . ?  teilancc 
expense,  w h i l e  t h e  second imp l i e s  2t:cr.haps a r e l a t i v e 3  y s m a l l  
i n i t i a l  expense w i t h  even a. l a r g e r  mainte i ia~~c~c? expens.5, When 
weight ,  s i z e ,  power and pe r sonne l  c o n s t r a i n t s  a r e  int:roduced fox 
comrnunality and economic r ea sons ,  t he  n e c e s s i t y  f o r  the u s u a l  
t r a d e - o f f  s t u d i e s  become c l e a r  i n  o r d e r  t h ~ ~ t  a f l e x i b l e  mu l t i -  
purpose l a b o r a t o r y  r e s u l t s  w i t h i n  t h e  t ime p r o f i l e  e s t a b l i s h e d ,  
This  monograph i s  concerned p r i m a r i l y  w i t h  t h e  development 
of t h e  t h e s i s  t h a t  a l t e r n a t i v e  ways f o r  s t a t i s t i c a l l y  p roces s ing  
d a t a  and a l t e r n a t i v e  ways f o r  s t a t i s t i c a l l y  des ign ing  t h e  expe r i -  
ments can l e a d  t o  a spectrum of admis s ib l e  equipment c o n f i g u r a t i o n s  
from which one can s e l e c t  an op t ima l  w i t h  r e s p e c t  t o  some p reas s igned  
c r i t e r i a  of e x c e l l e n c e .  
The monograph i s  d i v i d e d  i n t o  t e n  chap te r s  i n  which t h e  f i r s t ,  
second and l a s t  are w r i t t e n  i n  a s e l f  con ta ined  manner s o  t h a t  
managers, sys tem p l a n n e r s ,  and p o t e n t i a l  p r i n c i p a l  i n v e s t i g a t o r s  
can r ead  e a s i l y  w i t h o u t  t h e  t e d i o u s  b u s i n e s s  of working through 
some mathemat ical  a n a l y s i s .  This  a n a l y s i s  i s  inc luded  i n  t h e  
remaining c h a p t e r s  made a v a i l a b l e  t h e r e  f o r  d e s i g n  eng inee r s  and 
s c i e n t i s t s  who may wish t o  pursue deeper  i n t o  one of t h e  advanced 
s t a t i s t i c a l  t e chn iques .  
W e  w i sh  t o  acknowledge t h e  h e l p  of v a r i o u s  NASA p l ann ing  
eng inee r s  and s c i e n t i s t s  f o r  making a v a i l a b l e  t o  us  p e r t i n e n t  
government and i n d u s t r i a l  l i t e r a t u r e ,  i n v i t i n g  us t o  r e l e v a n t  
conferences  and i n t r o d u c i n g  t o  us  p o t e n t i a l  i n v e s t i g a t o r s  whose 
p a s t  work and proposed work form a  b a s i s  f o r  t h i s  a n a l y s i s .  
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CHAPTER I 
The Nature - of Experimental Designs. 
A mighty maze! b u t  n o t  wi thout  a p lan .  
Alexander Pope, Essay on Man. 
-- 
1.1. Int roductorv  Remarks. 
There w i l l  be many readexs of t h i s  monograph who w i l l  f i n d  
t h i s  chap te r  "old s t u f f . "  Those w e l l  prepared i n  t h e  t o p i c s  of 
genera l  l i n e a r  hypothesis  and l i n e a r  e s t ima t ion  theory should 
become f a m i l i a r  wi th  t h e  n o t a t i o n  used and proceed t o  t h e  nex t  
chapter .  However, those  who a r e  n o t  - f a m i l i a r  wi th  t h e s e  p r i n c i p l e s  
should read  c a r e f u l l y  what i s  presented  h e r e  s i n c e  a l l  t h e  q u a n t i t a -  
t i v e  a n a l y s i s  i n  t h i s  monograph a r e  based -on t h e  models and concepts 
developed i n  t h i s  chapter .  
1 . 2 .  The Concept of a Model. 
A major aim of s c i e n t i f i c  i n v e s t i g a t i o n  i s  t o  d e s c r i b e  and 
p r e d i c t  events  i n  t h e  world (and space)  i n  which we l i v e .  A use- 
f u l  and popular way t o  do t h i s  i s  f o r  t h e  s c i e n t i s t  t o  model h i s  
world,  t h a t  i s ,  t o  dev i se  a formula which r e l a t e s  what he can ob- 
se rve  t o  those  parameters which he  cannot o r  wishes n o t  t o  observe,  
b u t  would l i k e  t o  p r e d i c t .  How w e l l  one es t ima tes  t h e s e  parameters 
i s  measured by computing o r  e s t i m a t i n g  a pay-off o r  a c o s t .  
In  t h e  case  of c l a s s i c a l  s t a t i s t i c a l  techniques ,  expected r i s k ,  
expec ted  mean squa re  e r r o r  o r  v a r i a n c e  ( t h e s e  a r e  cc;st;s) are 
minimized t o  y i e l d  an op t ima l  d e s i g n  o r  e s t i m a t c r ,  
L e t  t h e  s c a l a r  f u n c t i o n a l  r e l a t i o n s h i p  
deno te  a  formula o r  model of how y ,  a  dependent v a r i a b l e ,  i s  
r e l a t e d  t o  t h e  independent  v a r i a b l e s  xl ,x2,  ..., x  . The fo l lowing  
P  
p r o p o s i t i o n  [ l ]  i s  assumed t o  be  t r u e .  
P r o p o s i t i o n .  Suppose y  - -  i s  a  q u a n t i t y  " i n  t h e  r e a l  world"  which 
w e  want t o  p r e d i c t ,  Then t h e r e  e x i s t s  a f i n i t e  number of 
--- - -
v a r i a b l e s  xl, x 2 , .  . . ,x and a  fun 'c t ion g  such t h a t  (1) ho lds .  
n - -  -- P 
Two q u e s t i o n s  immediately a r i s e :  (i) Does t h e  exper imenter  
know - a l l  t h e  independent  v a r i a b l e s  xl ,x2,  ..., x  which e f f e c t  
P  
t h e  v a l u e  o f  y?  (ii) I f  t h e  exper imenter  knows xl,x2, ..., x  P '  
does he  know t h e  f u n c t i o n  g? For space  a p p l i c a t i o n s  t h e r e  
e x i s t s  a t  l e a s t  a  t h i r d  q u e s t i o n ,  t h a t  be ing ;  (iii) Does 
t h e r e  e x i s t  a  s u b s e t  o f  xl,x2, ..., x  s a y  xl,x2, ..., x  , q  < p  and 
P  GI 
a f u n c t i o n  gl such t h a t  
i s  n o t  s i g n i f i c a n t l y  d i f f e r e n t  from zero? I f  t h e  answer t o  (iii) 
i s  yes  t h e n ,  t h e r e  e x i s t s  a  s m a l l e r  number (q < p )  v a r i a b l e s  from 
which one can p r e d i c t  y  "we l l  enough" u s i n g  t h e  formula 
i n s t e a d  o f  t h e  c o r r e c t  model (3-1 .  Note t h a t  i f  one knows t h e  
v a r i a b l e s  xl ,x2,  ..., x b u t  i n c o r r e c t l y  assumes g  = g2,  g known, 
P  
i . e .  
Y = g 2 ( ~ 1 r X 2 r * = - t X  P  ) r 
t h e n  one i n t r o d u c e s  an equa t ion  o r  modeling --e r r o r  g iven  by 
I n  o t h e r  c a s e s ,  one may know g  e x a c t l y  b u t  cannot  measure ( i n  
a p p l i c a t i o n s )  t h e  x i ' s  e x a c t l y  s o  t h a t  one i n t r o d u c e s  a  rneasu-re- 
ment e r r o r  i n  p r e d i c t i n g  y .  The measurement e r r o r  i s  given by 
where Ai i s  t h e  e r r o r  made i n  measuring x.. C l e a r l y ,  i n  o t h e r  
1 
a p p l i c a t i o n s  t h e r e  a r e  v a r i o u s  combinat ions  of t h e s e  k inds  of 
e r r o r s .  The expe r i ence  and c a p a b i l i t y  of t h e  s c i e n t i s t  o r  
eng inee r  ( eng inee r ing  judgment) d i r e c t l y  a f f e c t s  t h e  v a l i d i t y  of 
t h e  model, wh i l e  t h e  equipment accuracy o r  t h e  l a b o r a t o r y  tech-  
n ique  of t h e  s c i e n t i s t  i s  d i r e c t l y  r e l a t e d  t o  t h e  s i z e  of 
measurement e r r o r .  
I n  most c a s e s  one does  n o t  know t h e  f u n c t i o n  g ,  and hence one 
assumes t h a t  g  belongs  t o  a  known (up t o  a set  of  parameter  
f31 ,82 , . . . , 8  ) fami ly  of  f u n c t i o n s .  One t h e n  uses  d a t a  t aken  
n  
d u r i n g  an  experiment t o  e s t i m a t e  t h e s e  parameters .  On p l a c i n g  
t h e  e s t i m a t e s  i n  t h e  model g ,  one i s  a b l e  t o  p r e d i c t  s t a t i s t i c a l l y  
t h e  va lue  of y  g iven  v a l u e s  xl ,x2, .  . . , x  . That i s ,  l e t  ( t h e  form 
P  
Then on e s t i m a t i n g  B 1 1 ~ 2 '  . . . r B  by t h e  e s t i m a t e s  B l , B 2 f B - ,  n  
one esLimates  g by 
A * 
t h u s  y can be p r e d i c t e d  by y = g .  How w e l l  one has  done depends 
A 
on t h e  magnitude of  t h e  r e s i d u a l  f u n c t i o n  y - g. 
One e s t i m a t e s  t h e  parameters  by s e l e c t i n g  N va lues  of 
x1,x2,. . , ,x- say  i p  ' i = 1 , 2 , . .  . , N  and obse rv ing  t h e  P 
va lues  of y a t  t h o s e  va lues  o f  x l rx2 ,  ..., x . These v a l u e s  a r e  
P 
denoted by Yi ,  i = 1 , 2 ,  ..., N where 
and ei i s  an unobservable  random e r r o r  w i t h  s t a t i s t i c a l  proper-  
t i e s  
and 
where E ( 0 )  i s  t h e  e x p e c t a t i o n  of  ( 0 )  and 6 = 1 i f  i = j and i j 
zero  o the rwi se .  The e q u a l i t y  ( 8 )  can be  i n t e r p r e t e d  t h a t  t h e  
e r r o r s  a r e  assumed u n c o r r e l a t e d  and t h e  v a r i a n c e  of  t h e  ith e r r o r  
The d a t a  t o  e s t i m a t e  B ~ , B ~ , . . . , B ,  a r e  Y l r Y 2 , . * e t Y  and t h e  N 
v a l u e s  o f  Xi = ( x ~ ~ x ~ ~ ~ . . . , ~  t h e  i t h  v a l u e s  of xl,x2, ..., x i p  P 
i n  ( 5 ) ,  a long  w i t h  g g i v e s  t h e  N e r r o r s  
i = 1 2 N  T o  e s t i m a t e  B I I . . . , B  one s e l e c t s  f l , f 2 ,  ... f  
n n 
i n  such a manner t h a t  a  s p e c i f i e d  c o s t  f u n c t i o n  i s  minimized. 
N ~ t z  t h a t  t h e  N x n va lues  DE x.  are  k n ~ w n  and in m ~ s t  c a s e s  can 
1 j  
be  s e l e c t e d  by t h e  exper imenter .  Thus, p o i n t s  t o  be  sampled can 
be  r e p r e s e n t e d  by a d e s i g n  m a t r i x  
,-. 
The e s t i m a t e  f o r  y i s  t h e n  g iven  by y i n  ( 5 ) .  
One should  n o t e  t h a t  two q u a n t i t i e s  can  be  chosen by t h e  
exper imenter  i n  o r d e r  f o r  h i s  exper iment  t o  be  op t ima l  w i t h  
r e s p e c t  t o  some c r i t e r i a  o f  e x c e l l e n c e .  These q u a n t i t i e s  a r e  t h e  
sample s i z e  N and t h e  e lements  x o:E the  r3esi.q:: ~ a - k r i r - : ~  X. i j  
What t h i s  means i n  -Lhe space  s-ka.f-,ion sr;>;>lica-t-i.or; is t h a t  i;!?erc? 
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may e x i s t  p a i r s  of q u a n t i t i e s  (bIi,xJ-) 1 = l F  2 , ?Pl ,::j~:~cjx a r e  
admis s ib l e  to e s t i m a t e  y  i n  a manner such t h a t  2 cost c r i t e r i o n  
i s  minimized y e t  M d i f f e r e n t  equipment,  xiianpovier, G E ~  
requi rements  g i v e  t h e  same minimal cosk .  C l e a r l y ,  i f  .the ?:I p a i r s  
g i v e  d i f f e r e n t  c o s t s  one needs only  t o  s e l e c t  t h a t  p a i r  
( e q u i v a l e n t l y  t h e n ,  t h a t  equipment) t h a t  ~n in imi  z e s  t h e  c o s t  . 
1 .3 .  L inea r  Models. 
C l a s s i c a l  expe r imen ta l  des igns  are modelled by s e l e c t i n g  a- 
l i n e a r  f u n c t i o n  f o r  g  i n  (1) . This  means t h a t  
y  = Blxl + f3 x + * * *  2 2 + 6 x  p p 
i s  t h e  model from which y  can be p r e d i c t e d  i f  one knows t h e  
va lues  P I ,  B 2  - . B and xl,  x 2 , .  . . , x  a r e  g iven .  Note t h a t  i f  P  P 
B l I B 2 , . . . r  a r e  no tknown  then  one e s t i m a t e s  t h e  f u n c t i o n y  by @P 
us ing  t h e  d a t a ,  - Yi - yi + ei o r  
i = 1 2 . . , N .  A convenien t  way t o  w r i t e  t h e  model ( 1 0 )  i s  i n  
m a t r i x  n o t a t i o n  
y = x p + e  
'L 
where Y = [Y1,Y2 '. . . ,YNI  e = [ e l , e 2 , .  . . ,eN]  a r e  N x 1 v e c t o r s  
of o b s e r v a t i o n s  and unobservable  random e r r o r s ,  r e s p e c t i v e l y ;  
T G = [Blr8?.  a . . , B P I  t h e  p x 1 unknown parameter  v e c t o r  we wish 
- 
i s  an N x p des ign  mz t r ix .  
I t  i s  w e l l  kno~trn [ 1 ] t h a t  i f  E ( e )  = @ , t h e  n u l l  ma t r ix ,  and 
T E ( e e  ) = V ,  then  t h e  mi.nimum v a r i a n c e  l i n e a r  unbiased e s t i m a t o r  
A 
P f o r  P i s  g iven  by ( t h e  e lements  of X a r e  assumed non-random) 
t h e  Gauss-Markov esk imator  [ 1 I [ 2 1 . Thus 
A 
The covar iance  m a t r i x  f o r  B i s  g iven  by 
I t  may be t r u e  t h a t  i n  some a p p l i c a t i o n s  t h a t  t h e  e lements  
of t h e  d e s i g n  m a t r i x  X a r e  random. There  are s t a t i s t i c a l  
t echniques  f o r  e s t i m a t i n g  t h e  Pi  ' s [ 6 ] . 
I f  one r e s t r i c t s  t h e  v a l u e s  of x  t o  t h e  v a l u e s  ze ro  and i j 
one , t hen  t h e  model i s  c a l l e d  t h e  expe r imen ta l  d e s i g n  model. I f  
one r e s t r i c t s  t h e  model t o  be ing  an expe r imen ta l  des ign  and assumes 
t h a t  B 1 , B Z ,  ...,@ are random v a r i a b l e s ,  t h e  model i s  called P  
t h e  component o f  v a r i a n c e  model. C l e a r l y ,  o t h e r  models can be  
dev i sed  by mixing t h e  models d i s c u s s e d  h e r e .  However, w e  w i l l  
n o t  d i s c u s s  t h i s  f u r t h e r  s i n c e  o u r  purpose i s  n o t  t o  develop t h e  
t heo ry  o f  e s t i m a t i o n  i n  l i n e a r  models [4] b u t  t o  i n d i c a t e  t h e  
t ypes  o f  models which a r e  fundamental  t o  t h i s  t heo ry  and t o  
hypo thes i s  t e s t i n g .  
1 . 4 .  Fundamentals i n  P lanning  an Experiment. 
The o b j e c t i v e  o f  an expe r imen ta l  des ign  i s  t o  o b t a i n  more 
in fo rma t ion  f o r  l e s s  c o s t  by s e l e c t i n g  a  p r e c i s e  procedure  f o r  
c a r r y i n g  o u t  t h e  exper iment  s o  t h a t  t h e  f i n a l  estimates 
( in fo rma t ion )  a r e  op t ima l  (less c o s t ) .  Engineer ing s c i e n t i s t s ,  
e s p e c i a l l y  des ign  e n g i n e e r s ,  may n o t  be  a s  f a m i l i a r  w i t h  t h e  
,-, yL;lrL+rGa ,-, - 7  ..,. -.- w G inc-ude here 5s &L--- --:--L: ,-+A- r'L- --,-. m--"-<.-n- 
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c a l l e d  exper imenta l  s c i e n t i s t s .  Many exper imenta l  s c i e n t i s t s  
t h i n k  of  an exper imenta l  r e s e a r c h  a c t i v i t y  t o  be  composed o f  
t h r e e  p a r t s ,  t h e  exper iment ,  t h e  des ign  and t h e  a n a l y s i s ,  
The exper iment  includ-es a  s t a t e m e n t  o f  t h e  problem t o  be 
so lved .  I t  i s  impor t an t  t h a t  one f l i e s  on ly  t h o s e  exper iments  
i n  which it has  been e s t a b l i s h e d  by someone j u s t  what t h e  
exper iment  i s  in t ended  t o  accomplish.  
Choice must be  made a s  t o  t h e  dependent  v a r i a b l e  (y )  o r  
v a r i a b l e s  t o  be i n v e s t i g a t e d .  Are t h e s e  measurable? How accu- 
r a t e l y  can  they  be measured on t h e  i n s t rumen t s  a v a i l a b l e ?  I f  
t hey  are n o t  measurable ,  what t y p e  o f  response  can be  expected? 
A r e  t h e  r e s u l t s  t o  be  yes  o r  no r e sponses ,  o r  perhaps  simply 
count ing  d a t a ?  
Is it neces sa ry  t o  d e f i n e  independent  v a r i a b l e s  o r  f a c t o r s  
which may a f f e c t  t h e  va lue  of  t h e  dependent v a r i a b l e ?  Are t h e s e  
f a c t o r s  t o  be  h e l d  c o n s t a n t ,  t o  assume c e r t a i n  s p e c i f i e d  l e v e l s ,  
o r  t o  be  averaged o u t  by a p roces s  of randomization? Are t h e  
f a c t o r s  t o  be  v a r i e d  q u a n t i t a t i v e  (such a s  magnitudes of tempera- 
t u r e )  o r  q u a l i t a t i v e  ( an  a s t r o n a u t ) ?  A l l  of t h e  above cons idera -  
t i o n s  go i n t o  t h e  d e f i n i t i o n  of t h e  exper iment .  
The des ign  i n c l u d e s  t h e  de t e rmina t ion  of t h e  number (N) of 
obse rva t ions  t o  be  t aken ;  t h e  o r d e r  of exper imenta t ion ;  i f  
randomizat ion i s  t o  t a k e  p l a c e ,  what method i s  t o  be used;  and 
f i n a l l y ,  what mathemat ical  model i s  v a l i d  t o  d e s c r i b e  t h e  e x p e r i -  
ment. 
The a n a l y s i s  i s  a t e r m  which i m p l i e s  t h e  p roces s  of c o l l e c t i n g  
and p r o c e s s i n g  tine diata taken;  corrlputing Yne estimates ?or i n t e r -  
p r e t a t i o n ;  and f i n a l l y  m o d i f i c a t i o n  of t h e  des ign  i f  f u r t h e r  
expe r imen ta t ion  i s  r e q u i r e d .  
The p l ann ing  eng inee r s  and management eng inee r s  o r  t h e i r  
r e p r e s e n t a t i v e s  f o r  space  s t a t i o n  development and a p p l i c a t i o n  may 
need formal  t r a i n i n g  i n  such t o p i c s  i n  o r d e r  t o  a p p r e c i a t e  i n  a  
g e n e r a l  way t h e  s p e c i a l  problems of  t h e  expe r imen ta l  s c i e n t i s t .  
Th is  i s  recommended t o  avoid h i s  hav ing  t o  unders tand  t h e  s p e c i f i c  
d e t a i l s  of each and every  exper iment  and exper imenta l  des ign .  
1 .5 .  Concerning " F i s h i n g  Exped i t i ons" .  
I n  t h e  space  s t a t i o n  a p p l i c a t i o n  due t o  t h e  p e c u l i a r  con- 
s t r a i n t s ,  e x p l o r a t o r y  r e s e a r c h  may n o t  be  j u s t i f i e d .  However, 
t h e r e  e x i s t  some b i o l o g i s t s  who f e e l  t h a t  t h i s  t ype  of  r e s e a r c h  
may pose t h e  g r e i i t e s t  cllal.l-age. l i ~ v  one -t.?~!::-es t h e s e  k inds  of 
expe r i r t~zn ta l  ac-i.l:.vi.ties i r , t o  consii!era-l;ii !-: .?ur ing t h e  l a b o r a t o r y  
Cons ider  the folio::?-;-i? p a r a g r a p l ~  extracted from a paper  
[ 5  ] by t h e  p l a n t  s c i e n t i s t ,  Al lan  Brown, 
"How best t o  des ign  e x p l o r a t o r y  s t u d i e s  r e q u i r e s  
c a r e f u l  jud:iment. T t  i s  d e c e y t l v e l y  s imple  t o  propose 
j u s t  t o  measure whatever  b i o l o g i c a l  p r o p e r t i e s  can 
e a s i l y  be o l ~ s e r v e d  i n  a  space  l a b o r a t o r y  i n  th.e hope 
of f i n d i n g  something e x c i t i n g  h u t  t h i s  na ive  approach,  
o f t e n  c a t e g o r i z e d  as a  " f i s h i n g  e x p e d i t i o n " ,  i s  h a r d l y  
war ran t ed .  I b e l i e v e  i t  should. be  s e l f  e v i d e n t  t h a t  
op t imiz ing  e x p l o r a t o r y  e f f o r t s  rnay be  an even g r e a t e r  
cha l l enge  t o  ou r  s c i e n t i f i c  i n g e n u i t y  t han  des ign ing  
t h e  a n a l y t i c a l  - s tud- ies  which l o g i c a l l y  w i l l  f o l l o w q '  
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CHAPTER I1 
O n  S e l e c t i n g  S t a t i s t i c a l  Data 
Ana lys i s  Techniques f o r  Space S t a t i o n  
App l i ca t ions  
"The n o t i o n  t h a t  exper iments  and o t h e r  r e s e a r c h  i n v e s t i g a t i o n s  
can b e  conducted s t a t i s t i c a l l y  o r  n o n - s t a t i s t i c a l l y  a t  t h e  w i l l  of 
t h e  i n v e s t i g a t o r  i s  f i r m l y  h e l d  by many, it i s  usua-l ly e n t i r e l y  
f a l s e "  D .  J. Finney,  Exper imental  Design and i t s  S t a t i s t i c a l  B a s i s .  
2.1. P re l imina ry  Re;narlcs. 
The aim of t h i s  c h a p t e r  i s  t o  develop t h e  concept  t h a t  t h e r e  
do e x i s t  a l t e r n a t i v e  s t a t i s t i c a l  d a t a  t echniques  which may i n  t u r n  
induce a l t e r n a t i v e  equipment requi rements  f o r  a  l a b o r a t o r y  on-board 
a proposed spats s t a t i o n .  
I t  i s  c l e a r  t h a t  i f  a  s c i e n t i s t  adopts  t h e  phi losophy t h a t  h i s  
exper iment  i s  t o  be  t o t a l l y  con ta ined  i n  a  c o n t a i n e r  which r e q u i r e s  
no s u p p o r t  of any type  from t h e  s t a t i o n ,  e x c e p t  t h e  t r a n s p o r t  
s u p p o r t ,  t hen  t h a t  s c i e n t i s t  w i l l  a c c e p t  t h e  r e s p o n s i b i l i t y  n o t  
only  as t h e  p r i n c i p a l  i n v e s t i g a t o r  b u t  the i n s t rumen t  d e s i g n  engi -  
n e e r ,  the s e l e c t o r  of t h e  expe r imen ta l  d e s i g n ,  e t c .  Th i s  i n  a 
s e n s e  e l i m i n a t e s  t h e  requi rement  of l a b o r a t o r y  equipment be ing  
a v a i l a b l e  on board t h e  space  s t a t i o n .  One should  however n o t e  t h a t  
t h i s  f o r c e s  a requi rement  t h a t  t h e  p r i n c i p a l  i n v e s t i g a t o r  have many 
c a p a b i l i t i e s  i n c l u d i n g  v a r i o u s  i n s t r u m e n t a t i o n  and expe r imen ta l  
des ign  c a p a b i l i t i e s .  He should  b e  able t o  s e l e c t  op t ima l  equipment 
and op t ima l  expe r imen ta l  d e s i g n ,  w i t h  - a l l  o t h e r  exper iments  t o  
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be flown taken i n  cons ide ra t ion ,  i n  o rde r  t o  a s su re  t h a t  o t h e r  
experiments may n o t  be e l iminated  from the  f l i g h t  program due t o  
h i s  requirements.  I f  i n s t e a d ,  t h e  p r i n c i p a l  i n v e s t i g a t o r  r e l i e s  
wholly on t h e  space s t a t i o n  f o r  h i s  ins t rumenta t ion  needs,  t h i s  
impl ies  t h a t  t h e  design engineer  must have t h e  c a p a b i l i t y  of 
formulat ing opt imal  experimental  des ign .  
One suspec t s  a  d e s i r a b l e  and reasonable s i t u a t i o n  i s  perhaps 
some mixture of t h e  two phi losophies .  I n  any event ,  p r i n c i p a l  
i n v e s t i g a t o r s  and design engineers  need t o  be made aware t h a t  
t h e r e  do e x i s t  such e n t i t i e s  a s  "optimal" experimental  des igns .  
I t  should be noted t h a t  c r i t e r i a  of o p t i m a l i t y  must be compatible 
wi th  t h e  space s t a t i o n  requirements and a p p l i c a t i o n s .  
To f a c i l i t a t e  reading  we note  t h a t  t h e  minimum var iance  
l i n e a r  unbiased o r  so-ca l led  " b e s t  e s t ima to r"  f o r  -the n x 1 non- 
random parameter v e c t o r  f3 i n  t h e  l i n e a r  model 
which inc ludes  most experimental  des ign  models, i s  given by 
where YN i s  an Np x 1 v e c t o r  of observat ions  whose ith element 
Y .  denotes a p x 1 v e c t o r  of observat ions  taken a t  time ti 
I 
i = 1 , 2 , .  . . , N ;  t h e  N p  x n  matr ix  X i s  known and i s  a  func t ion  N 
of ti and t h e  magnitude of t h e  coordina tes  of t h e  observat ion  
s t a t i o n  t ak ing  t h e  measurements. The covariance matr ix  of t h e  
x 1 v e c t o r  of random e r r o r s  e N denoted 
s i n c e  it i s  assumed t h a t  
The o p e r a t o r  E ( 0 )  i s  t h e  e x p e c t a t i o n  of ( 0 )  . 
Siiice (a) t h e  v a l u e  of  N i s  extremely l a r g e  i n  many space- 
s t a t i o n  a p p l i c a t i o n  problems,  (b )  t h e  amount of t ime a v a i l a b l e  f o r  
performing computation can be r e l a t i v e l y  s m a l l ,  and (c) t h e  . s t o r a g e  
of t h e  computers i s  l i m i t e d ,  t echniques  t h a t  reduce t i m e  of compu- 
t a t i o n  and amount of s t o r a g e  a r e  p e r t i n e n t  t o  ou r  p r e s e n t  d i s c u s s i o n .  
The problem remains t h e  same, t h a t  i s ,  t o  e s t i m a t e  i n  (1) , 
b u t  t h e  c o n s t r a i n t  of minimizing t h e  computing and s t o r a g e  r e q u i r e -  
ments i s  added. I n  t h e  e a r l y  p o r t i o n s  of t h i s  c h a p t e r ,  f i v e  concepts  
f o r  ach iev ing  t h e s e  ends  a r e  d i scus sed .  They are: 
a .  Thc c ~ n z e p t  sf an cptlmal design 
b.  The concept  of a r e c u r s i v e  technique  f o r  e s t i m a t i n g  t h e  
parameter  v e c t o r  
c .  The concept  o f  compressing t h e  d a t a  v e c t o r  
d.  The concept  of  redundancy removal, and 
e. The concept  of s e l e c t i n g  c h a r a c t e r i s t i c s  t o  measure. 
The s i x t h  p o r t i o n  o f  this c h a p t e r  d e a l s  w i t h  a  procedure  of 
reduc ing  computing t imes i n  d i s c r i m i n a t i n g ,  a  u s e f u l  t echnique  
a s s o c i a t e d  wi th  problems i n  e a r t h  survey  work, and perhaps  some 
astronomy a p p l i c a t i o n s .  The seven th  s e c t i o n  d e a l s  w i t h  t h e  
problem of des ign ing  exper iments  when t h e r e  e x i s t  v a r i a b l e s  t h a t  
one cannot  c o n t r o l .  I n  c l a s s i c a l  s t a t i s t i c a l  l i t e r a t u r e  this i s  
c a l l e d  covar iance  a n a l y s i s  i n v o l v i n g  what i s  popu la r ly  
c a l l e d  concommitant v a r i a b l e s .  The n i n t h  s e c t i o n  i s  devoted t o  
some concluding remarks t h a t  d i s c u s s  b r i e f l y  t h e  e f f e c t  of the 
t echniques  for  s e l e c t i n g  equipment c o n f i g u r a t i o n s  f o r  l a b o r a t o r i e s  
i n  t h e  space  s t a t i o n .  
I t  i s  i n t e r e s t i n g  t o  n o t e  t h e  complexity of t h e  t a s k  t h a t  
has  evolved f o r  t h e  modern a p p l i e d  mathemat ic ian.  Not on ly  i s  t h e  
mathematician r e q u i r e d  t o  prove t h e  e x i s t e n c e  of a s o l u t i o n  of a 
problem, b u t  h e  must be  a b l e  t o  fo rmula t e  an a lgo r i t hm t h a t  w i l l  
converge t o  t h e  t r u e  s o l u t i o n  and e s t a b l i s h  t h a t  t h e  a l g o r i t h m  
i s  s t a b l e  and r e a l i s t i c a l l y  compat ible  f o r  u s e  on t h e  computer 
a v a i l a b l e .  Fur thermore,  h e  must,  due t o  s o - c a l l e d  " r e a l  t ime" 
requi rements  f o r  t h e  s o l u t i o n ,  be  a b l e  t o  ach ieve  an "op t imal"  
approximation t o  t h e  s o l u t i o n  i n  a s p e c i f i e d  amount of computing 
.I-;-, .,,, ,, L r u r c  uaLLly  ii spec i f ied  iimount of computer s t o r a g e  space. 
2 .2 .  I n v e r t i n g  t h e  Output of  Data  Measuring Equipment. 
I n  o r d e r  t o  i n t r o d u c e  t h e  concept  of p o s s i b l e  t r a d e - o f f s  i n  
s e l e c t i n g  d a t a  r e c o r d i n g  o r  measur ing equipment c o n s i d e r  t h e  
fo l lowing  example: L e t  y (t) denote  a s c a l a r  r e a l  va lued  f u n c t i o n  
(an o b s e r v a t i o n  s i g n a l )  of a r e a l  v a r i a b l e  t ( t i m e ) .  L e t  h ( t )  
denote  the impulse response  f u n c t i o n  of t h e  measuring equipment 
r eco rd ing  t h e  d a t a ,  y ( t ) .  The o u t p u t  of  t h e  equipment i n  many 
cases  can be  modeled as 
Now i f  h ( t)  i s  a D i rac  d e l t a  f u n c t i o n  6 (t) , then 
and one reproduces  t h e  s i g n a l  y  ( t)  e x a c t l y .  However, t h i s  i n  
g e n e r a l  cannot  be  done. 
Suppose one i s  w i l l i n g  t o  p a r t l t i o n  t h e  measuring and 
r e c o r d i n g  o p e r a t i o n  i n t o  two d i s t i n c t  p a r t s .  
(i) r e c e i v i n g  and measuring 
(ii) i n v e r t i n g  t h e  measured s i g n a l  o r  r e c o n s t r u c t i n g  t h e  
r e c e i v e d  s i g n a l .  
Then, t h e  measured s i g n a l  i s  given t o  some degree  of approximation 
Thus, when p o s s i b l e ,  one needs t o  s e l e c t  equipment whose impulse 
response  f u n c t i o n  i s  h,  ( t) which can be op t ima l  w i th  c r i t e r i o n  
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compat ible  t o  t h e  space  s t a t i o n  m i s s i o ~ l  c o n s t r a i n e d  t o  t h e  condi- 
t i o n  t h a t  there e x i s t s  an impulse  response  f u n c t i o n  h 2 ( t )  such t h a t  
where f o r  a l l  t 
l y ( t )  - y ( t ) l  
i s  " a r b i t r a r i l y "  s m a l l  f o r  t s u f f i c i e n t l y  l a r g e .  The impulse 
response  f u n c t i o n  h 2 ( t )  i s  t h e  i n v e r s e  response  f u n c t i o n  asso-  
c i a t e d  w i t h  the response  f u n c t i o n  h 1 ( t ) .  That  i s ,  i d e a l l y  one 
would wish t h a t  
t h e  D i rac  d e l t a  f u n c t i o n .  Then one would reproduce t h e  s i g n a l  
e x a c t l y  as it a r r i v e d  a t  t h e  measuring equipment. However, 
i n  any c a s e  when we c o n s i d e r  ( 3 )  i n  tlie form given by (1) w e  
h  a-ve 
What w e  have in t roduced  i s  t h e  concept  t h a t  one can s e l e c t  
an admis s ib l e  s e t  of measuring equipment (E l )  where 
whose impulse response  f u n c t i o n s  are 
i n  t u r n  whose i n v e r s e  impulse response  f u n c t i o n s  a r e  
such t h a t  f o r  a l l  i = 1,2,. . . ,k  
t 
Note t h a t  t h e  se t  H 2  induces  a, s e t  of equipment 
which are i n v e r s e  f i l t e r s  a s s o c i a t e d  w i t h  t h e  s e t  E 1' 
I n  many a p p l i c a t i o n s  every  e lement  of  t h e  set  E2 can be 
s imu la t ed  by a d i g i t a l  computer, e i t h e r  on board t h e  space  
s t a t i o n ,  o r  i f  a h igh  degree  o f  f i d e l i t y  i n  reproduc ing  y (t) i s  
d e s i r a b l e ,  t hen  one can use  of f -board  d i g i t a l  equipment. 
I f  one c o n s i d e r s  t h e  measuring equipment de f ined  by t h e  
impulse  response  f u n c t i o n  h ( t)  t o  be  "good enough" one can 
compute t h e  c o s t s  induced by t h e  ith f i l t e r  p a i r ,  (hli,h2i) 
L e t  Ci denote  t h e  c o s t .  Hence one s e l e c t s  t h e  op t ima l  by o r d e r i n g  
the c o s t s .  Tha t  i s ,  
C = min { C . }  j 1 
i = 1 , 2 , e 0 e , k  
i m p l i e s  M a t  t h e  jtl' equipment w i t h  t h e  response  p a i r  (h 
, h 2 j )  l j  
i s  the op t ima l  measuring equipment w i t h  r e s p e c t  t o  impulse 
response  h (t) . 
I n  summary, a l l  measuring d e v i c e s  have an impulse response  
h l ( t )  . I t  i s  impor t an t  t h a t  f o r  every  measuring dev ice  flown 
h, (t) be known, s o  one can i f  necessary  i n v e r t  t h e  o u t p u t  of the 
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dev ice  t o  reproduce w i t h  accuracy t h e  o b s e r v a t i o n  s i g n a l  r ece ived .  
2.3.  The Optimal Design. 
I f  one n o t e s  that t h e  covar iance  m a t r i x  of t h e  e s t i m a t o r  
i t  becomes c l e a r  t h a t  i t  i s  d e s i r a b l e  t o  select t h e  m a t r i x  X s o  N 
t h a t  V ( B N )  i s  minimal i n  t h e  s e n s e  d e f i n e d  below. 
D e f i n i t i o n  1: Two p o s i t i v e  d e f i n i t e  m a t r i c e s  A and B a r e  s a i d  t o  
- ---
be comparable i f  e i t h e r  A-B o r  B-A are p o s i t i v e  s e m i - d e f i n i t e .  
- - -
D e f i n i t i o n  2 :  The p o s i t i v e  d e f i n i t e  m a t r i x  A i s  s a i d  t o  be  l e s s  
----- 
than  t h e  p o s i t i v e  d e f i n i t e  m a t r i x  B i f  B-A i s  p o s i t i v e  s e m i -  
---- - -
d e f i n i t e .  
I t  i s  assumed i n  D e f i n i t i o n s  1 and 2 t h a t  a p o s i t i v e  d e f i n i t e  
m a t r i x  i s  a l s o  p o s i t i v e  s e m i - d e f i n i t e .  
The e lements  of t h e  m a t r i x  XN r e p r e s e n t  va lues  some of which 
can be s e l e c t e d  by t h e  s c i e n t i s t .  I n  t h e  o r b i t  de t e rmina t ion  
problem t h e  e lements  of XN a r e  f u n c t i o n s  of t i m e  and t h e  coord i -  
n a t e s  of the o b s e r v a t i o n  s t a t i o n  t a k i n g  t h e  ith obse rva t ion .  The 
m a t r i x  X N ,  which may i n  some cases  be  prede te rmined ,  i s  c a l l e d  
t h e  des ign  ma t r ix .  The problem then  i s  t o  s e l e c t  XN s o  t h a t  ( 5 )  
i s  a s  s m a l l  as p o s s i b l e  i n  the sense  of D e f i n i t i o n  2 .  S ince  
-1 -1 
r e p l a c i n g  XN by CXN ( C  i s  a  c o n s t a n t )  r e p l a c e s  (XNV XN) by 
- 2  C ( X ~ V ; ' X ~ ) - ~  , t h e  covar iance  m a t r i x  of t h e  l a t t e r  i s  a d e c r e a s i n g  
f u n c t i o n  of C and i n  f a c t  dec reases  t o  t h e  n u l l  ma t r ix .  Such a  
s e l e c t i o n  of  X a s  CXN i s  g e n e r a l l y  n o t  p o s s i b l e  s i n c e  t h e  v a l i d i t y  N 
of t h e  l i n e a r  model i s  a l o c a l  p r o p e r t y .  I f  C w e r e  s e l e c t e d  l a r g e ,  
t h e  l i n e a r i t y  assumptions would be  v i o l a t e d  and t h e  model (1) 
i n v a l i d a t e d ,  
I f  w e  are al lowed t o  choose t h e  rows of XN from an unbounded 
r e g i o n ,  t h e  e lements  of ( x ~ v ~ ~ x ~ )  can be made a r b i t r a r i l y  c l o s e  
t o  ze ro .  Suppose, however, t h e  columns of XN a r e  chosen s o  t h a t  
(xi i s  t h e  ith column of %' 
where Ci i s  g iven ,  t hen  Rao [ l ]  ha s  shown t h e  fo l lowing  theorem. 
Theorem 1: - L e t  XN - -  be a des ign  m a t r i x  and f3 t h e  minimum va r i ance  
P -. ,,>!>,:,;., -..,,,\$.> . , - .  l i n e a r  unbi.?:;,:c.j ; : : - .~. . . -~: . :?. : : , : :c  ::_.?i :. , . , -, I. r t i - i t ,  i.!c!~-ia:.t ,xi:; ( 5 )  
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and t h e  mininun i s  cln.t:;ined. ~.i;;i-is<-.:: 
-- - - -.--- - 
f o r  a l l  j 
---
What t h i s  means i s  'chat, t h e o r e t i c a l l y ,  one can sele : ; t  t h e  
p o s i t i o n  o f  tlle o b s e r v a t i o n  s ta-Lions  an2 t h e  t imes a t  which t h e  
o b s e r v a t i o n s  are t o  b e  taken  s o  t h a t  X X r  a  f u n c t i o n  of t h e s e  
q u a n t i t i e s ,  w i l l  have t h e  p r o p e r t y  t h a t  t h e  covar iance  m a t r i x  
A 
V ( B N )  i s  minimized. 
I t  i s . i m p o r t a n t  t o  n o t e ,  h o ~ t ~ e v e r ,  t h a t  t h i s  m a y  n o t  be an  
ea sy  t a s k ,  s i n c e  w e  a r e  i11 p r a c t i c e  u s u a l l y  al lowed t o  s e l e c t  
row elements  of XN which must y i e l d  column p r o p e r t i e s  t o  s a t i s f y  
-
( 6 )  and ( 8 )  , There e x i s t  t e c h n i c a l  problems due t o  . lack of 
uniqueness  of t h e  op t ima l  d e s i g n  ma t r ix .  Ode11 and Cooper have 
s t u d i e d  t h i s  problem i n  some d e t a i l  and a  p o r t i o n  of t h e i r  r e s u l t s  
a r e  found i n  Cooper ' s  d i s s e r t a t i o n  d a t e d  August 1970. I n  their 
s t u d y ,  they  have d e f i n e d  c r i t e r i a  t h a t  g i v e s  a unique o p t i m a l  
des ign  f o r  a l l  v a l u e s  of N. T h e i r  work should  l e a d  t o  a  mathe- 
m a t i c a l  model t h a t  w i l l  be  a b a s i s  f o r  t h e  s c i e n t i s t  o r  e n g i n e e r  
t o  de te rmine  parameters  and t h o s e  t i m e s  a t  which o b s e r v a t i o n s  can 
be made t o  ga in  t h e  g r e a t e s t  amount of i n i o r m a t i o n  from t h e  
o b s e r v a t i o n s  taken .  Hence, it would be  p o s s i b l e  f o r  fewer 
o b s e r v a t i o n s  t o  be  taken  f o r  a  s p e c i f i e d  l e v e l  of v a r i a t i o n  of 
A 
t h e  e s t i m a t o r ,  BN.  
2 . 4 .  On S e l e c t i n g  C h a r a c t e r i s  t ics  t o  Measure 
I n  most d a t a  a n a l y s i s  t echn iques  one assumes t h a t  t h e  obser -  
v a t i o n s  are g iven ,  t h a t  i s ,  t h e  c h a r a c t e r i s t i c s  t h a t  are be ing  
measured a r e  known a  p r i o r i .  However, t h e r e  a r e  a p p l i c a t i o n s  i n  
which one has  t h e  freedom t o  s e l e c t  t h e  c h a r a c t e r i s t i c  one would 
measure i n  o r d e r  t o  perform a t a s k  e f f i c i e n t l y .  
Consider  t h e  fo l lowing  example f o r  i l l u s t r a t i v e  purposes .  
I n  many remote s e n s i n g  exper iments  t h e  p  x 1 obse rva t ion  v e c t o r  
y  i s  composed of ampli tude measurements f o r  p r a d i a t i o n  wave 
l e n g t h s .  The wave l e n g t h s  a r e  s e l e c t e d  a p r i o r i  and t h e r e f o r e  
may b e  s e l e c t e d  s o  t h a t  a c o s t  c r i t e r i o n  i s  minimized. I n  t h i s  
ca se  the c o s t  f u n c t i o n  one wishes  t o  minimize would be  t h e  expec ted  
p r o b a b i l i t y  of m i s c l a s s i f i c a t i o n .  A second example i s  a p p l i c a b l e  
when one de te rmines  t h a t  i t  i s  i m p r a c t i c a l  t o  measure a l a r g e  
number of c h a r a c t e r i s t i c s  ; hence one a sks  t h e  q u e s t i o n ,  i s  t h e r e  
a s u b s e t  o f  c h a r a c t e r i s t i c s  t o  measure which when measured g i v e s  
"a lmos t  a l l "  t h e  i n fo rma t ion  t h a t  t h e  t o t a l  se t  y i e l d s .  I f  one 
measures a  s m a l l e r  number of c h a r a c t e r i s t i c s ,  c l e a r l y  one would 
e x p e c t  less equipment t o  be  r e q u i r e d  t o  accomplish t h e  exper iment .  
Space s t a t i o n  a p p l i c a t i o n s  w i t h  t h e i r  we igh t  l i m i t a t i o n s  make 
these concepts  impor t an t .  U n f o r t u n a t e l y ,  i n  many c a s e s ,  t h e r e  
e x i s t s  a  need t o  be  a b l e  t o  p r e d i c t  a response  given t h e  va lues  
of o b s e r v a t i o n s  e l i m i n a t e d  by s e l e c t i n g  a  s u b s e t  t o  measure. 
This c r e a t e s  a need f o r  t h e  c a p a b i l i t y  t o  be a b l e  t o  p r e d i c t  t h e  
va lues  of t h e  e l imina ted  observat ions  us ing  those observat ions  
taken. The fol lowing well-lcnown theorem gives  t h i s  c a p a b i l i t y .  
Theorem 2: - Let Yl  - and Y 2  denote - two random vec to r s  such t h a t  t h e  
--- 
fol lowing moments a r e  known : 
and T E [ ( Y 1  - v l )  ( Y 2  - 1 1 )  1 = V12 t 
-
then the  b e s t  ( i n  sense  of minimum matr ix  squared e r r o r )  l i n e a r  
--- - -
p r e d i c t o r  Y1 f o r  Y i s  given by 
- 1-  -
A 
Note t h a t  t h e  value of Y1, t h e  p r e d i c t o r  f o r  Y1, i s  a  
funct ion  of Y 2  and t h e  moments of Y l  and Y 2 .  Hence one can 
p r e d i c t  t h e  values of Y1 wi thout  a c t u a l l y  making t h e  observat ions .  
Of course,  some information w i l l  be  l o s t .  Whether o r  n o t  t h e  
amount of information l o s t  i s  s i g n i f i c a n t  w i l l  depend on the  
values of t h e  moments. 
I t  i s  important  t o  note  t h a t  the  p r i n c i p a l  i n v e s t i g a t o r  
should be ab le  t o  perform such an a n a l y s i s  and provide t h e  equip- 
ment design engineer  with a  minimal l i s t  of c h a r a c t e r i s t i c s  t o  
measure. The minimal l i s t  of c h a r a c t e r i s t i c s  may n o t  be t h e  
optimal  l i s t ,  opt imal  w i t l l  r e s p e c t  t o  eyuipnient and c o s t  c r i t e r i a ,  
al though by d e f i n i t i o n  t h e  c h a r a c t e r i s t i c s  in the optijna-l l i s t  
y i e l d  maximum informat ion .  The equipment engineer  may wish fo r  
engineer ing  purposes t o  make t rade-off  d e c i s i c n s  t o  s e l e c t  
c h a r a c t e r i s t i c s  t h a t  a r e  opt imal  wi.th r e s p e c t  t o  c r i t e r i a  imposed 
by t h e  space s t a t i o n  requirements.  
Abs t rac t ly ,  -the c h a r a c t e r i s t i c  s e l e c t i o n  f o r  measuring can 
be s t a t e d  a s  fol lows:  Let  T1,T2,.  . . denote p  c h a r a c t e r i s t i c s  
t o  be measured t o  produce a  sample of s i z e  N . Let  Y . be the  vec to r  
I 
where Y denotes t h e  measurement o r  observat ion  on t h e  j th ij 
i n d i v i d u a l  from t h e  ith c h a r a c t e r i s t i c .  The p x N d a t a  matr ix  
i s  then 
where Y i s  given by ( 9 ) .  I n  many such experiments t h e r e  e x i s t  j 
two o r  more s e t s  of c h a r a c t e r i s t i c s ,  say 
which e s s e n t i a l l y  y i e l d  the  "same" informaeion about t h e  
i n d i v i d u a l s  possess ing  t h e  c h a r a c t e r i s t i c s .  Our t a sk  i s  t o  use 
t h e  d a t a  Y and de te rmine  which of  t h e  s e t s  S Z , S x m  
' Sk 
can be used t o  o b t a i n  "good" p r e d i c t o r s  of t h e  measurements i n  
t h e  o- ther  remaining sets  and y e t  c o n t a i n  a  maximal amount of 
i n f  ormat ion.  
2.5. Data  Compression and Redundancy Removal 
The t e r m  " d a t a  compression" has  been used t o  denote  a t  
l e a s t  two g e n e r a l  concepts  i n  d a t a  hand l ing .  These a r e :  
(1) r e c o r d i n g  on ly  obse rva t ions  and t i m e s  of obse rva t ions  t h a t  
a r e  " s i g n i f i c a n t l y  d i f f e r e n t "  from a  prev ious  o b s e r v a t i o n ,  and 
( 2 )  s e l e c t i n g  a  f i l t e r  which r e p l a c e s  a " long"  v e c t o r  of obser-  
v a t i o n s  w i t h  a  " s h o r t "  v e c t o r  and r e t a i n s  a s  l a r g e  amount of t h e  
i n fo rma t ion  a s  p o s s i b l e .  The f  i r s t  technique  i s  e s s e n t i a l l y  a 
redundancy -- removal t echn ique ,  o r  a technique  t o  r e p l a c e  t h e  
o r i g i n a l  o b s e r v a t i o n  ( s i g n a l )  w i t h  a c l o s e  approximat ing f u n c t i o n  
t h a t  r e q u i r e s  less s t o r a g e  c a p a c i t y  and i n  t h e  end may be e a s i e r  
t o  use  f o r  computationa.1 pu rposes ,  
The second technique  i s  n o t  based on t h e  concept e l i m i n a t i n g  
redundancy. I t  i s ,  however, a  r e c e n t l y  developed concept  [21 . 
The n a t u r e  of the techniques  can be  d e s c r i b e d  a s  fo l lows:  
Redundancy Removal Technique: L e t  y  = y (t) be a  r e a l  s c a l a r  
f u n c t i o n  o f  t h e  r e a l  v a r i a b l e  t r e p r e s e n t i n g  an o b s e r v a t i o n ,  and 
l e t  t h e  o r d i n a t e  a x i s  be  d i v i d e d  i n t o  non-overlapping a b u t t i n g  
i n t e r v a l s  1 . .  . , Y - ~ ~ Y - ~ ~ O ~ Y ~ ~ Y ~ I  I I I 1 I where /Y j - y j - l  I = d ,  and d  
i s  a  s i g n i f i c a n t  change, t hen  one wishes  t o  r e p l a c e  y ( t )  , w i t h  a  
s t e p  f u n c t i o n  approximation y  ( t h e r e  are o t h e r  v a r i a t i o n s  t o  t h i s  
approach b u t  o u r  d i s c u s s i o n  h e r e  c o n t a i n s  t h e  f l a v o r  of t hose  
approaches a l s o )  . T h u s  
b u t  onc s t o r e s  on ly  t and t and t h e  va lue  y such tha t  
l j  2 j  j 
and 
y ( t )  = y j  f o r  a l l  t < t <  tl j  - - 2 j  
y ( t )  = y j  f o r  tl 
, j - 1  o r  '2,ji-l  * 
Data Compression Technique: L e t  Y be  an Np x 1 v e c t o r  of p x 1 
o b s e r v a t i o n s  v e c t o r s  y , i = 1 , 2 ,  .. . ,N such t h a t  i 
T T T 
EY = [LI , , . . , I where ii = E [ y .  I f o r  each yi and v ( Y )  = {vi j6i  j} .  1 
One s e l e c t s  an Mp x N p  m a t r i x  B such t h a t  i f  Z = BY i s  t h e  
compressed v e c t o r ,  t hen  
and t h e  covar iance  m a t r i x  of  X i s  t h e  block d i agona l  m a t r i x  
V ( Z )  = {k V i j s i j 1  
and t h e  s c a l a r  k i s  minimized (6 = 0 i f  i + j  and u n i t y  o t h e r -  i j 
w i s e )  . 
An a p p l i c a t i o n  which may c l a r i f y  problems a s s o c i a t e d  w i t h  
compressed d a t a  i s  one i n  which one wishes  t o  e s t i m a t e  t h e  
parameter  v e c t o r  B i n  t h e  l i n e a r  model g iven  by 
where 
and 
However, t h e  Np x 1 vec to r  i s  replaced  by t h e  compressed v e c t o r  
Then t h e  l i n e a r  model i s  replaced  by 
and t h e  b e s t  l i n e a r  unbiased e s t i m a t o r  f o r  $ a f t e r  t h e  d a t a  
compression i s  given by 
A T T -1 T - l B X I - ~ X T B T ( B V - ~ B ) - ~ Z  
f3 = [ X B  (BV B )  
The covariance matr ix  is  then given by 
A T T -1 T -lXBI-l 
v ( B )  = [ X  B (BV B ) I 
which i s  l a r g e r  than t h e  covariance matr ix  of t h e  minimum var iance  
l i n e a r  unbiased e s t i m a t o r ,  , given by 
T -1 -1 T -1 
@MV = ( X B  X )  X V  Y , 
whose covariance matr ix  i s  
Necessary and s u f f i c i e n t  condi t ions  can be e s t a b l i s h e d  on X 
A 
s o  t h a t  VMv = V ( $ )  , f o r  a l l  admissible  8. 
I t  i s  important  t o  note  t h a t  i f  it i s  found d e s i r a b l e  t o  
compress t h e  v e c t o r  Y ,  one might wish t o  s e l e c t  a  compressing 
matr ix  B ( a  l i n e a r  f i l t e r )  t o  s a t i s f y  othe,r  condi t ions  than t h e  
ones given here  f o r  op t ima l i ty .  
2 .6 .  Recurs ive  -- Techniques 
L e t  the sequellce { Y i = 1,2,. . , ,!?I be  a secuence of p  x 1 i ' 
v e c t o r s  ( o b s e r v a t i o n s )  r e l a t e d  t o  a state vec-kol- x by the linear 
model 
where hi i s  a known mapping m a t r i x  and a an usiohservable p x 1 i 
random v e c t o r  such t h a t  
= O  i f  i f j .  
The model ( 1 0 )  can be  w r i t t e n  i n  m a t r i x  n o t a t i o n  i n  t h e  fo l lowing  
manner ( n o t e  t h i s  i s  (1) ) : 
where 
and t h e  
and 
The Gauss-Markov Theorem s t a t e s  t h a t  t h e  b e s t  l i n e a r  unbiased 
A 
e5 Lirlla-Lox, 
say %' is y i v e u  b y  ( 2 )  , w i l i c i i  is again ,  
This  q u a n t i t y  can be w r i t t e n  
Note t h a t  i f  we "save-up" t h e  l a s t  k observat ions  before  making 
a  computation, t h e  r e s u l t  i s  t h e  s a m e  ( t h i s  i s  sometimes c a l l e d  
batch process ing)  , i . e .  
But 
and 
t h a t  i s  t h e  b e s t  e s t ima te  based on l a s t  k obse rva t ions ,  Also we 
note  t h a t  i f  Rp denotes  t h e  covariance matr ix  f o r  2 ,  t h a t  
Then (11) is  simply 
I t  i s  impor t an t  t o  n o t e  t h a t  t h e  formula (12j  i s  t h e  l i n e a r  
combination o f  t h e  b e s t  e s t i m a t e  f o r  x g iven  N-k o b s e r v a t i o n s  
and t h e  b e s t  e s t i m a t e  f o r  x g iven  t h e  Las t  k  o b s e r v a t i o n s .  
Unfo r tuna t e ly ,  one must s t o r e  t h e  l a s t  k  o b s e r v a t i o n s .  Y e t  
A 
%-k can be  computed r e c u r s i v e l y  and t h e  f i r s t  N-k o b s e r v a t i o n s  
can be "thrown away" s i n c e  a11 t h e  i n fo rma t ion  needed t o  e s t i m a t e  
A 
X i s  con ta ined  i n  t h e  f i r s t  N-I< o b s e r v a t i o n s  i s  con ta ined  i n  xN - k .  
2.7.  F a s t  Techniques f o r  D i sc r imina t e  Analys i s  
The a p p l i c a t i o n  o f  d i s c r i m i n a t e  a n a l y s i s  t o  e a r t h  surveys  i s  
well-known [ 3 ] ,  There a r e  t h o s e  who know o f  t h i s  t echn ique  through 
t h e i r  work w i t h  remote s e n s i n g  d e v i c e s  [ 4 ] ,  The problem i s  t o  
c l a s s i f y  an o b j e c t  as be ing  a  member of  a popu la t ion  by u s i n g - d a t a  
c o r r u p t e d  by random e r r o r ,  However, i n  an e a r t h  survey  a p p l i c a t i o n ,  
if th is  pi-ozess is per foKmed a ---  v e ~ y  --. large nribei- 01 iiiiles, arlri wrl- 
board d a t a  p r o c e s s i n g  i s  a d e s i r a b l e  mode o f  o p e r a t i o n ,  t h e r e  may 
be a requi rement  f o r  l a r g e  d a t a  s t o r a g e  f a c i l i t i e s  and h igh  speed 
computing c a p a b i l i t i e s  on t h e  space  s t a t i o n .  
The Problem: &e-J x3 , o = 1 , 2 , .  . . ,N. and j = 1 , 2 , .  .. ,k denote  o J - 
N. p x 1 sample v e c t o r s  from k d i s t i n c t  popu la t ions  ~ ~ , n ~ , . . . ,  
1 nk 
whose r e s p e c t i v e  p r o b a b i l i t y  d e n s i t y  f u n c t i o n s  pl (x )  , . . . ,pk (x) 
a r e  unknown. &c& X b e  5 p x 1 sample v e c t o r  from an i n d i v i d u a l  
from one of  t h e  popu la t ions .  Usinq t h i s  d a t a  a s s i g n  t h i s  
----
i n d i v i d u a l  in an op t ima l  manner to one of the popu la t ions  
A so lu t i . cn  kc; ti1i.s problC;m i s  well-.kizown [31 and w e l l  
s t u d i e d  [ E ; ] ,  [ G I ,  7 .  Howzv..,r,  t h e  f a c t  t h a t  t h i s  must be 
r epea t ed  a large l-ic~cb: L of  i;i:n.?.:; i n  many a p p l i c a t i o n s  can a f f e c t  
t h e  equiprrient requ.l:.re,ner,-5s 
A s i n g l e  image t o  be redzced  i s  co~xg~osed of 1v.n i d e n t i f i c a -  
t i o n s  (nunic~er of f r ; r m ~ s  p e r  i.lcage) . Eash i de r l i i f  j -cat ion us ing  
c l a s s i c a l  c i i s c r i m i n ~ n t  t echniques  i nvo lves  a computation of 
a q u a d r a t i c  form 
where f-' i s  an e s t i m a t e  of  t h e  cova r i ance  m a t r i x  of  t h e  obser -  j  
v a t i o n s  from t h e  j t h  popu la t ion .  Note t h a t  f o r  each j t h a t  t h e r e  
2 
will be p -1- p m r ~ l t i i p l ~ i c l ' a t i o ~ ~ c : ~  
2 For i l l u s t r a t i v e  purposes  l e t  k = 1 0 ,  p = 5 ,  m = 2 x 1 0  , 
3 
and n = 1 0  . This  i s  a c l o s e  approximat ion t o  what LARS [43 i s  
performing.  Then f o r  each i d e n t i f i c a t i o n  one performs 30 a d d i t i o n s ,  
30 m u l t i p l i c a t i o n s ,  and 1 o r d e r i n g  o f  numbers. For one ,  a s i n g l e  
image, t h e  number o f  o p e r a t i o n s  performed i s  s i x  m i l l i o n  
a d d i t i o n s  and s i x  m i l l i o n  m u l t i p l i c a t i o n s ,  p l u s  2 x 1 0  5 
o r d e r i n g s  of  1 0  numbers p e r  o r d e r i n g .  
One s t r a t e g y  t o  reduce t h e  computa t iona l  l oad  i s  t o  s e l e c t  
a q x p m a t r i x  P where q < p and d e f i n e  a compressed v e c t o r  
then an estimate of the jth covariance matrix of Y is 
a q x q matrix. What is gained in computation is related to the 
fact that now one does q2 + q additions and q2 + q multiplications. 
However, the question of efficiency remains, that is what 
has been lost with respect to reducing the probabilities of 
proper classifications. 
It is important to note that the classical technique for 
discriminate analysis is formulated on a normality assumption. 
One might increase the probabilities of proper classification by 
using the training data used to estimate to estimate P (X), j '  
j = 1,2,,.,,k, the probability density function of the observa- 
tions associated. with the j t h  popvlafion. 
Eppler [ 8 ]  has considered this problem of selecting the 
matrix in (4) P so that the probabilities of proper classification 
of crop patterns has not been significantly reduced yet computing 
times have been reduced to the order of 1/32 the time. Wilks [5]  
has given a way of selecting an optimal P. His optimality criterion 
is not probabilities of proper classification but is directly 
related to this latter criterion. 
2.8. Statistical Methods for Controlling Variability 
In planning a multipurpose laboratory housed in a space 
station, planning engineers become acutely aware of the problem 
of being able to control the variability of environmental factors 
within the space station to the level specified by principle 
i n v e s t i ( j a t o r s .  Onc can expec t  t h a t  t h e r e  w i l l  be  some exper iments  - 
t h a t  cannot  be  performed due t o  t h e  i n a b i l i t y  t o  c o n t r o l  s u f f i -  
c i e n t l y  environmental  f a c t o r s  i n  t h e  l a b o r a t o r y  o r  w i t h i n  
t h e  exper imenta l  package i n  which t h e  exper iment  i s  t o  be c a r r i e d  
o u t .  
F o r t u n a t e l y  t h e r e  e x i s t  exper imenta l  s i t u a t i o n s  i n  which one 
may i n t r o d u c e  the concept  of  modeling t h e  e f f e c t s  o f  t h e  v a r i a t i o n s  
i n  t h e  environment on t h e  o b s e r v a t i o n s  t o  be  t aken  i n  a proposed 
exper iment ,  S ince  exper imenta l  d e s i g n s  a r e  p l a n s  f o r  d i r e c t  
c o n t r o l  o f  v a r i a b i l i t y ,  it seems d e s i r a b l e  t h a t  what w e  w i l l  s u g g e s t  
h e r e  should  be e s p e c i a l l y  compat ib le  w i t h  t h e  e x i s t i n g  c l a s s i c a l  
t echn iques  f o r  a n a l y s i s  o f  exper iments .  I n  f a c t ,  what i s  be ing  
sugges ted  i s  a g e n e r a l i z a t i o n  of  a  p r a c t i c e  which t h e  s t a t i s t i c i a n  
c a l l s  cova r i ance  anal-ys is .  
There a r e  two g e n e r a l  methods f o r  c o n t r o l l i n g  v a r i a b i l i t y  
due t o  exper imenta l  e r r o r  which we w i l l  c a l l  d i r e c t  and s t a t i s t i c a l  
D i r e c t  c o n t r o l  i n c l u d e s  such methods a s  grouping t h e  exper imenta l  
u n i t s  i n t o  homogeneous s t r a t a  o r  -- b l o c k s ,  t o  i n c r e a s e  t h e  accuracy 
of measurements, R e p l i c a t e d  exper iments ,  randomized b lock  d e s i g n s ,  
s p l i t - p l o t  d e s i g n s ,  and o t h e r  s o p h i s t i c a t e d  des igns  u se  t h e  d i r e c t  
c o n t r o l  p r i n c i p l e  t o  i n c r e a s e  t h e  p r e c i s i o n  of t h e  exper iment .  
Note t h a t  i n  a space  s t a t i o n  a p p l i c a t i o n ,  a requi rement  t o  
i n c r e a s e  t h e  un i fo rmi ty  of t h e  c o n d i t i o n s  under which t h e  expe r i -  
ment i s  t o  be r u n  and i n c r e a s i n g  t h e  accuracy of  measurements 
g e n e r a l l y  imply a requi rement  f o r  s o p h i s t i c a t i o n  of  equipment t o  
be  i nc luded  i n  t h e  s t a t i o n .  " S t a t e  of  t h e  a r t "  of measuring 
equiprn(~:..;at and environmental  c o n t r o l  dev ices  a s  w e l l  as s imple  
economics may be  such t h a t  requi rements  o f  accuracy and un i fo rmi ty  
may n o t  b e  o b t a i n a b l e .  These r e s t r i c t i o n s ,  a t  some l e v e l ,  w i l l  
always p r e v e n t  some exper iments  from be ing  flown. Y e t ,  it should  
be our  a f f o r t s  t o  develop a l t e r n a t i v e  t echn iques  which w i l l  a l l ow  
perhaps  more exper iments  t o  be  a c c e p t a b l e  t o  t h e  " s t a t e  of  t h e  
a r t "  l a b o r a t o r y  f i n a L l y  f lown, 
F o r t u n a t e l y ,  t h e r e  e x i s t  expe r imen ta l  des igns  which u s e  an 
i n d i ~ : e c t ,  o r  s t a t i s t i c a l  c o n t r o l  (1) t o  i n c r e a s e  t h e  p r e c i s i o n  o f  
t h e  exper iment  and ( 2 )  t o  remove p o t e n t i a l  sou rces  o f  b i a s  i n  t h e  
exper iment .  These t echn iques  shou ld  be  i n t roduced  t o  t h e  p r o j e c t  
managers, de s ign  eng inee r s  and t h o s e  s c i e n t i s t s  who are p o t e n t i a l  
p r i n c i p l e  i n v e s t i g a t o r s .  
The problem o f  removing b i a s  i s  an  o b j e c t i v e  t h a t  i s  05 
p a r t i c u l a r  importance i n  t h o s e  s i t u a t i o n s  where t h e  exper imenter  
cannot  a s s i g n  i n d i v i d u a l s  a t  random t o  t h e  exper imenta l  c o n d i t i o n s  
S t a t i s t i c a l  c o n t r o l  i s  achieved by measur ing one o r  more concom- 
m i t a n t  v a r i a t e s  i n  a d d i t i o n  t o  t h e  v a r i a t e  o f  primary i n t e r e s t ,  
Common usage sugges t s  t h e  term c o - v a r i a t e  f o r  concommitant v a r i -  
a t e s .  Ideasurements on c o v a r i a t e s  a r e  made f o r  t h e  purpose o f  
a d j u s t i n g  t h e  measurements on t h e  observed v a r i a t e ,  t h e  o b s e r v a t i o n ,  
D i r e c t  c o n t r o l  and s t a t i s t i c a l  c o n t r o l  may, of  c o u r s e ,  be  
used s imul taneous ly  w i t h i n  t h e  same exper iment ,  One o r  more 
v a r i a t e s  may be under d i r e c t  c o n t r o l  wh i l e  o t h e r s  may be under 
s t a t i s t i c a l  c o n t r o l .  
I n  t h e  s e c t i o n  t h a t  f o l l o w s ,  we w i l l  p r e s e n t  an example i n  
which w e  a t t e m p t  t o  c l a r i f y  o u r  s t a t e m e n t s  i n  t h i s  paragraph .  
L e t  us c o n s i d e r  a  s imple  example i n c o r p o r a t i n g  a c l a s s i c a l  
model o f  a n  exper imenta l  d e s i g n ,  t h a t  i s ,  a two-way c l a s s i f i c a t i o n  
w i t h  unequal  numbers i n  s u b c l a s s e s .  The model i s  g iven  by t h e  
formula 
where 
and p deno te s  a mean e f f e c t  due t o  t h e  popu la t ion  o f  exper imenta l  
u n i t s  i nvo lved ,  Ti deno te s  an e f f e c t  due t o  t h e  ith t r e a t m e n t ,  
n t h  b lock ,  v 6 ,  d e n ~ t e s  zn e f f e c t  due t~ the ; Y i j k  Zenotes  t h e  1 
observed va lue  of t h e  primary v a r i a t e ,  and ei jk an unobservable  
random v a r i a t e  u s u a l l y  assumed t o  be  such t h a t  
E[ei jk]  = 0 f o r a l l i ,  j ,  a n d k  
and 
= o2 if i =  i1  and j  = j 1  a n d k = k l .  
The i n c l u s i o n  o f  B i n  t h e  model i s  a d i r e c t  method f o r  c o n t r o l l i n g  3 
v a r i a b i l i t y  due t o  some se t  o f  b locks  i f i l ,  B 2 ,  * .  . , Bbl. One can 
t h i n k  o f  T1 a s  be ing  a  ze ro -g rav i ty  t r e a t m e n t  and T2 as a  one- 
g r a v i t y  t r e a t m e n t  wh i l e  B1 and B 2  a r e  t h e  d i f f e r e n t  e f f e c t s  due 
t o  l a b o r a t o r i e s ,  one on t h e  space s t a t i o n  and one on t h e  e a r t h .  
Here t = 2 and b = 2. 
However, suppose i n  t h e  space s t a t i o n  t h e r e  e x i s t  environ- 
mental f a c t o r s  Xl ,X  2 , . . . , X  a s s o c i a t e d  wi th  t h e  space s t a t i o n ,  (2 
and t h e s e  c o v a r i a t e s  a r e  be l ieved o r  perhaps only conjec tured  t o  
a f f e c t  t h e  value of Y i j k .  Hence, we must f i n d  a  means t o  c o n t r o l  
t h e  v a r i a b i l i t y  of experimental  e r r o r  due t o  t h e s e  f a c t o r s .  One 
method i s  by d i r e c t  means, t h a t  i s ,  we might consider  X1,X2, ..., X 
q 
a s  block e f f e c t  and extend t h e  experimental  model by adding pi, 
i = 1 , 2 , 3 ,  . . . , q  l e v e l s  of each f a c t o r  Xi ,  i = 1 , 2 , 3 , .  . . , q .  However, 
i f  it i s  n o t  p o s s i b l e  t o  f i x  and maintain t h e  l e v e l s  of t h e  f a c t o r s  
X i r  i = 1 , 2 ,  . . . , q  t h e r e  s t i l l  e x i s t s  t h e  i n d i r e c t  technique f o r  
c o n t r o l l i n g  t h e  v a r i a b i l i t y  of t h e  experimental  e r r o r  by a d j u s t i n g  
f o r  t h e  v a r i a t i o n  i n  t h e  c o v a r i a t e s .  
The i n d i r e c t  technique i s  t o  model t h e  e f f e c t  of t h e  covar i -  
a t e s .  I n  t h e  case  d iscussed  h e r e ,  t h e  model would be modified by 
adding t h e  funct ion  g ,  t h a t  i s ,  
where x i j p ,  p  = 1 . 2 ,  . . . , q  denotes  t h e  c o v a r i a t e  f o r  Ti and B j '  
The funct ion  g denotes  t h e  manner i n  which Y i j k  v a r i e s  wi th  t h e  
va lues  of t h e  c o v a r i a t e s .  Of course ,  i f  g  i s  known, t h a t  i s ,  t h e  
form of g i s  known e x a c t l y  then we d e f i n e  
and t h e  model 
i s  t h e  c l a s s i c a l  o r i g i n a l  d e s i g n ,  a d j u s t e d  for t h e  c o v r i a k e s .  
Unfo r tuna t e ly ,  t h e  form of  g  i s  g e n e r a l l y  unknown t o  t h e  
exper imenter ,  and hence,  must be approximated us ing  t h e  d a t a  taken. 
One can assume t h a t  t h e  f u n c t i o n  g i s  a  menher o f  a  c l a s s  of  
f u n c t i o n s ,  which w e  w i l l  denote  h e r e  by G ,  d e f i n e d  by a s e t  of  
parameters  
t h a t  i s ,  
where t h e  r u l e  f o r  d e f i n i n g  t h e  s e t  G i s  known. One such c l a s s  
could be  t h e  p l anes  i n  Eucl idean p-space.  That  i s  t o  s a y ,  
and one must s e l e c t  t h e  e s t i m a t e s  
s o  t h a t  t h e  t r u e  g  i s  op t ima l ly  e s t i m a t e d  w i t h  r e s p e c t  t o  some 
c r i t e r i a .  I f  G i s  a  known c l a s s  o f  non - l i nea r  f u n c t i o n s ,  t h e n  
we r ecogn ize  t h e  prob,lem a s  one i n  non- l inear  curve  f i t t i n g  o r  
non - l i nea r  r e g r e s s i o n .  
2 . 9 .  Concluding Remarks 
I t  i s  c l e a r  t h a t  one can s e l e c t  a  spectrum of d a t a  a n a l y s i s  
t echn iques  a s  w e l l  a s  a s s u r e  t h a t  des igns  a r e  op t ima l  i n  o r d e r  t o  
o b t a i n  a  d e s i r a b l e  f i n a l  c o n f i g u r a t i o n  of equipment. 
What has  been p r e s e n t e d  h e r e  i s  an e x p o s i t o r y  on some 
r a t h e r  s o p h i s t i c a t e d  techniques  which can l e a d  t o  a l t e r n a t i v e s  
i n  equipment requi rements  f o r  t h e  space  s t a t i o n  a p p l i c a t i o n ,  
F igu re  1 has  been inc luded  t o  exempli fy  t h e  l a r g e  number of 
a l t e r n a t i v e s  which can be a v a i l a b l e  f o r  c o s t  e f f e c t i v e n e s s  
a n a l y s i s .  
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On Selecting an Optimal Design Matrix 
"By the "design" of an experiment is meant: (i) the set 
of treatments selected for comparison; (ii) the specification 
of the units (animals, field plots, samples of blood) to which 
the treatments are to be applied; (iii) the rules by which the 
treatments are to be allocated to experimental units; (iv) the 
specification of the measurements or other records to be made 
on each unit.   he relevance of an experiment to the problems 
under investigation and the trustworthiness of conclusions 
drawn from the experiment depend very largely upon these 
matters. I' 
D. J. Finney, 
Experimental Design 
3.1 Introduction [ 1 I [ 2 I 
In this chapter we consider the problem of estimating the 
coefficients in a full-rank linear model 
We let Y be an N x 1 observable random vector, H an 
N x (p + 1) design matrix of rank p + 1 whose rows are the 
points at which observations are made, x a (p + I) x 1 
parameter vector to be estimated, and U an N x 1 random 
error vector such that 
E (U) = 0 
T E (UU ) = V r 
where V is a known positive definite N x N matrix. 
It is well known (Gauss-Markov theorem) that the best 
h 
linear unbiased estimator X of x is given by 
h T -1 -1 T -1 X =  ( H V  H) H V  Y 
with covariance 
h T -1 -1 COV (X) = (H V H) 
A 
Note that the covariance of X is a function of the design 
matrix H. It is desirable, then, to select the design matrix 
H in such a manner as to minimize the diagonal elements of 
T -1 the matrix (H V H)-I . Thus the corresponding estimator X 
has been improved in the sense of minimizing the variances of 
h 
the elements of X. 
To define what we mean by an optimum design matrix H so 
-' -' are minimized we that the diagonal elements of (H V 'H) 
make the following definition. In the discussion to follow, 
Z 
we shall make V = o I since there will be no loss in 
generality. 
Definition 3-1.1. A matrix H is said to be as good as a 
matrix Z , written H - < Z , if (zTz)-' - (H~H)-' is positive 
(semidef inite) . 
Definition 3-1.2. A matrix H is said to be better than a 
matrix z , written H < Z , if (zTz)-l - (H~H)-' is positive 
semidefinite and not null. 
Definition 3-1.3. A matrix H is said to be equivalent to a 
matrix z , written 8 = Z , if (H~H)-' = (zTz)-'. 
Lemma 3-1.1. The relation - < defined above satisfies the 
following three properties of a partial ordering: 
1. For any matrix H , H - < H. 
2. If H < Z and Z < W , then H < W. 
- - - 
3. If H < Z and Z < H , then H - Z. 
- - 
Example 3-1.1 shows why the following property, H - < Z 
and Z - < H i m p l i e s  H = Z , does  n o t  ho ld  he re .  I t  should 
be no ted ,  however, t h a t  t h e  two m a t r i c e s  i n  Example 3--1.3 a r e  
somewhat r e l a t e d  i n  t h a t  t hey  a r e  bo th  " o p t i ~ ~ - ~ a l "  d e ~ i g n s .  
Example 3-1.1. L e t  
Then it fo l lows  t h a t  
The s t a n d a r d  d e f i n i t i o n s  f o r  comparab i l i t y  f o r  p a r t i a l  
o r d e r i n g  fo l low.  
D e f i n i t i o n  3-1.4. Two m a t r i c e s  H and Z a r e  s a i d  t o  be 
comparable i f  e i t h e r  H - < Z o r  Z - < H. 
It i s  easy  t o  show t h a t  a l l  m a t r i c e s  a r e  n o t  comparable; 
f o r  suppose 
and 
It then  fo l lows  t h a t  n e i t h e r  
( H ~ H )  -' - ( z T z ) - I  
nor  
a r e  p o s i t i v e  s e m i d e f i n i t e .  S ince  a l l  m a t r i c e s  a r e  n o t  
comparable under D e f i n i t i o n  3-1.3 and 3-1.4 w e  add D e f i n i t i o n s  
3-1.5 and 3-1.6. 
D e f i n i t i o n  3-1.5. The m a t r i x  H i s  s a i d  t o  be weakly b e t t e r  
t han  t h e  m a t r i x  Z ,  w r i t t e n  H - < Z , i f  
W 
where 
( ~ ~ ~ 1 - l  = (a i j )  and (zTz) - '  = ( b  1 7  . . . )  
Def in . i t ion  3-1.6, The m a t r i x  H i s  s a i d  t o  be wealtly b e t t e r  
1 
t han  t h e  m a t r i x  S ,  w r i t t e n  H < Z , i f  
W 
Lemma 3-1.2. The fo l lowing  p r o p e r t i e s  ho ld :  
1. For  any m a t r i x  H , t h e n  H - < H .  
W 
2. I f  H <  - Z and Z < W ,  - t h e n  H < W .  - 
W W W 
3. For  any two mat r ices ,  t h e n  e i t h e r  H - < Z o r  Z - < H .  
W W 
Proof :  To prove p r o p e r t y  1, l e t  H be any m a t r i x ,  then  
( H ~ H )  = ( H ~ H )  -I, which i m p l i e s  maxlaii 1 = rnaxla ii 1.  Thus 
H < H. 
- 
W 
To prove p r o p e r t y  2 ,  l e t  H 2 Z and Z - < H ;  t h e n  
W W 
max{aii} 2 max{bii} and maxlbii} - < max{cii}, where 
(H~H)-' - (aij), (zTz)-' = (bij)' and ( W  T iY) = (ci ) I-Ienc" 
maxia 1 5 max{bii} < maxIciil implies maxia..) < maxic ? ij - 1.1 - ii 
and consequently, H - < W. 
W 
To prove property 3, let H and Z be any two makrices, 
where (HTH) = (ai ) and (zTz)-l = (bij). Let a = max{aiil 
and b = max{biil; then since a and b are real numbers we 
either have a 5 b or b - < a. Therefore, H - < Z or Z - < H. 
W W 
Notice that the relation A c satisfies all of the prop- 
W 
erties for a total ordering except for the antisymmetric prop- 
erty defined above. However, we do have the property that any 
two matrices are comparable under the definition. 
The relationship between the inequalities - < and - < is 
W 
demonstrated by Lemma 3-1.3. 
Lemma 3-1-3. If H 5 Z, then H - < Z . 
W 
Proof: Let (H~H) -l = (ai ) and (z~z) = ( b  , ) . Then 
1 1  
H - c Z implies that (zTz)-l - (H~H)-' is positive semidefinite 
or that (bij) - (aij) is positive semidefinite. But each 
diagonal element bii - a is a principal submatrix of ii 
(zTz)-' - ( ~ ~ ~ 1 - l  and has a non-negative determinant. There- 
fore, bii - a  < O  or aii 5 bii for all i. Thus ii - 
max{aii) 5 max{biil and H - < Z. I 
W 
The followin9 additional properties of the relation - < 
will help to demonstrate our interest in it with respect to the 
present problen oE minimiz'ng VarJB) by selecting the design 
matrix H .  The first of these properties could have been 
chosen as the basic definition and since matrix inversion in 
practice is at best tedious or inexact, Property 3-1.1 will be 
used extensively, 
T T Property 3-1.1. H - < Z if and only if H H - Z Z is positive 
semidefinite. 
Proof: Let A1 = (H'H) , A2 = (z'z) , and A = A 1 - A 2 .  
Suppose A is positive semidefinite. Then Al = A2 + A or 
T -1 -1 -1 T -1 T -1 -1 
where A = C C. Therefore, A2 - Al = A2 C (I + CA2 C ) CA2 
-1 is positive semidefinite since T AZ anc C (I + CA;~C~)-'C are 
positive semidef inite. Thus (ZTZ) -l - (H~H) is positive 
semidefinite and hence H 5 Z . 
The converse can be similarly shown. 
property 3-1.2. If H = J I Z = ( J F Z ~ ~ * - * I  zp) 1 
and T = (tlJ,..,tPJ), where the t.'s are known constants, 
1 
then H - < Z implies that (H + T )  - < (Z + T). 
Proof: From the definition of H, Z, and T we see that 
(H + T) = (J,H1 + tlJ, 'Hp + t J) and P 
(Z + T) = (J,Z + tlJ, ... 1 z~ + t J). Therefore, by multiplica- P 
tion we have 
Consider the nonsingular matrix of elementary operations: 
T T Then by multipli.cation, E (FI -I T )  (I-: .t- T ) E  is 
T  T  -T T  
which is H H. That is, (i-I + T) (N + T) = E  H  HE-^, where 
-1 T  E - ~  = (E  ) . 
T  T  T  Similarly we see that E  ( Z  + T )  ( Z  + T I E  = Z Z or 
T -T T  -1 ( Z  + T )  ( Z  + T )  = E Z ZE But by Property 3-1.1, H - < Z 
T  T  implies that H H - Z Z is positive semidefinite. The 
T  T  -T T difference ( H +  T) (H + T )  - ( Z  + T )  ( Z  + T )  = E  H - E -TZTZE-1 
-T T T  T  
= E ( H  H - z T z ) E - l  is positive semidefinite since H H - Z Z 
is positive semidefinite. Hence, by Property 3-1.1, 
(H + T )  - < ( Z  + T ) .  
Property 3-1.3. If R is a nonsingular matrix, then H - < Z 
imp l i e s  t h a t  HR - < ZR. 
T T T T  T T T T Proof:  H R H  - Z R  (ZR) = R H  HR - R z Z R =  R ( H H  - z Z)R. 
T  T But H H - Z Z i s  p o s i t i v e  s e m i d e f i n i t e  s i n c e  H - < Z. Thus 
T T T R (H H - Z Z)R i s  p o s i t i v e  s e m i d e f i n i t e  and HR - < ZR. 
Prope r ty  3--1.4. I f  R i s  an o r thogona l  m a t r i x ,  t hen  H - < Z 
imp l i e s  t h a t  RH - < RZ. 
T T T T T T T Proof:  (RH~(RH) - (RZ (RZ) = H R RH - z R RZ = H IH - z IZ = 
T T T T H H - Z Z. But H - < Z; hence H H - Z Z i s  p o s i t i v e  s e m i -  
T d e f i n i t e  and ( R H ) ~  (RH) - (RZ) (RZ) i s  p o s i t i v e  s e m i d e f i n i t e ,  
and t h e r e f o r e ,  RH - < RZ. 
Prope r ty  3-1.5. I f  H z Z ,  t h e n  lHTFil - > 1ZTZ/. 
rn rn 
proof :  L e t  Al = HIH and A2 = Z'Z. Then by P rope r ty  3-1.1 
T T  
w e  have H - < Z implying t h a t  A = A1 - A2 = H H - Z z i s  
p o s i t i v e  s e m i d e f i n i t e .  Hence A1 = A + A2 and 
1 ~ ~ 1  = I A  + A21 2 I A ~  + I A ~ /  I A ~ /  by Minkowski's de t e rminan t  
T 
theorem. Thus 1 H ~ H  1 5 I Z Z / . 
Prope r ty  3-1.6. I f  H 2 Z, t hen  t r  (H~H) -< t r  (ZLZ) .
T T  Proof :  L e t  H H = ( a i j  and Z Z = ( b  ) . Then H < Z 
11 - 
T  T imp l i e s  by P rope r ty  3-1.1 t h a t  H H - Z Z i s  pos i - t i ve  semi- 
d e f i n i t e .  The re fo re ,  each d i agona l  e lement  aii - bii i s  a 
T T p r i n c i p a l  submat r ix  o f  H H - Z Z ,  and has  a nonnegat ive  
de te rminant .  Thus aii - bii - > 0 f o r  a l l  i and hence 
3.2 Rec tangula r  - and E l l i p s o i d a l  Regions 
* 2 T -1 W e  now c o n s i d e r  Cov(X)= o ( H  H )  t o  s e e  i f  t h e r e  a r e  any 
n a t u r a l  r e s t r i c t i o n s  p l aced  on t h e  s e l e c t i o n  of H.  Theorem 
3-2.1 by Rao [ 3 ] i s  of  i n t e r e s t .  
A 
be t h e  covar iance  Theorem 3-2.2. L e t  CoV (X) = a ( H  H )  
m a t r i x  of  t h e  b e s t  l i n e a r  unbiased e s t i m a t e  f o r  x i n  t h e  
l i n e a r  model Y = Hx + u. Then i f  one can s e l e c t  t h e  columns 
of H = ( H O  , H I , .  . . ,H ) such t h a t  t h e  s c a l a r  H T H ~  i s  maximal P 
and HTH = 0 f o r  i f j , t h e  cov ( 2 )  i s  minimal. 
1 j 
Proof :  L e t  
--
-1 - Then Vll = (Rll - R 12 R 22 21  )-I  = R~~ + R ~ : R ~ ~ v ~ ~ R ~ ~ R ; >  TO 
minimize 
vll we c e r t a i n l y  want t o  choose R12 such t h a t  
R ; : R ~ ~ v ~ ~ R ~ ~ R ; :  = 0. ~ u t  s i n c e  ( H ~ H )  -l i s  p o s i t i v e  d e f i n i t e ,  
-1 then  V22 i s  p o s i t i v e  d e f i n i t e .  Hence R21 R - i = ~  11 11 R 1 2  s o  
o r  R12 = RZ1 = 0. But by d e f i n i t i o n  R12 i s  a  m a t r i x  whose 
T T 
e lements  are of  t h e  form H.H f o r  i j .  Thus H . H  = 0 
1 j 1 j 
f o r  a l l  i j .  I f  Rl1 i s  a  s c a l a r  t hen  Rll = KIHl and 
T -1 
consequent ly  v  = (HIHl)  a Thus, t o  minimize v 11 11 we must 
maximize H T H ~ ,  by s e l e c t i n g  a s  f a r  away from t h e  N x 1 
ze ro  v e c t o r  a s  p o s s i b l e  i n  t h e  L2 norm sense .  Th i s  w i l l .  b e  
t r u e  f o r  any o f  t h e  d i agona l  e lements  vii of V s i n c e  
m u l t i p l i c a t i o n  on t h e  l e f t  by t h e  e lementary  m a t r i x  E i n t e r -  
changes rows 1 and i and on t h e  l e f t  by E~ i n t e r changes  v  ii 
T 
and vll. Hence 
vii i s  minimized when HiHi i s  maximized, 
t h a t  i s ,  when Hi i s  s e l e c t e d  a s  f a r  from t h e  N x 1 zero  
v e c t o r  a s  p o s s i b l e .  
Theorem 3-2.1 i n d i c a t e s  t h a t  i f  one s e l e c t s  Hi a t  t h e  
* 2 N x 1 " i n f i n i t y "  v e c t o r ,  t h e n  cov(X) = l / o  ( v .  . )  = 0.. 
1 3  
Th i s  i s  n o t  p r a c t i c a l  f o r  two r easons .  
1. The l i n e a r i t y  assumptions on which t h e  model i s  based  
are v a l i d  i n  only  a  bounded r e g i o n  R i n  E p + l  
2 .  The p h y s i c a l  l i m i t a t i o n s  on sampling res t r ic t  ou r  
a t t e n t i o n  t o  a bounded r e g i o n  R i n  Ep+l. 
~ h u s  R = I (ho , h l r  - .hp) : f hf 5 c 1 ,  f o r  some p o s i t i v e  
i = O  
r e a l  nurilher c, 
. - We s h a l l  c o n s i d e r  t w c  s;:acl& -- t r e g i o i ! ~ ,  r e c t i ; i l g u l a r  a2d 
e l l . i p s o i d a l ,  girvrcli by 
and 
where A i s  a  p x p p o s i t i v e  d e f i n i t e  m a t r i x . )  
Uisng Theorems 3 -2 .2  through 3-2.4 we s e e  t h a t  w e  s h a l l  
need t o  c o n s i d e r  on ly  t h o s e  r e c t a n g u l a r  and e l l i p s o i d a l  r e g i o n s  
whose c e n t e r s  a r e  a t  t h e  o r i g i n  and whase axes  a r e  p a r a l l e l  t o  
t h e  c o o r d i n a t e  axes .  
D e f i n i t i o n  3-2.1. A t r a n s l a t i o n  m a t r i x  T i s  an N x (p + 1) 
m a t r i x  of  t h e  form T = (&,t lJ ,  ..., t p J ) ,  where g5 i s  t h e  
N x 1 v e c t o r  of  z e r o s ,  J i s  t h e  N x 1 v e c t o r  of ones ,  and 
t h e  c o n s t a n t s  ti are known. 
I t  shou ld  be  no ted  t h a t  f o r  t h e  r e g i o n s  d e s c r i b e d  above 
t h e  d e s i g n  m a t r i x  H of t h e  r e g r e s s i o n  l i n e a r  model [ 2 1 can 
be w r i t t e n  i n  t h e  form 
Theorem 3 - 2 - 2 .  ( T r a n s l a t i o n )  , Le t  H and Z be any t w o  
dcs iqn  matirices of t h e  form abcwz and l e t  T be a tr-ansla.1--;on 
mat r ix .  Then H -I- T < Z + T i f  and only  i f  H < Z . 
- - 
Proof :  I t  i s  c l e a r  t h a t  k h e  des ign  and t rans la t io . -1  d e ~ c i ^ ~ : i - \  
- -- 
h e r e  axe p r e c i s e l y  t h e  n9,at:rices of P rope r ty  3-1.2; hencc 
Tlieoreln 3-2-2 i s  proved,  
Theorem 3 - 2 - 3 .  I f  I i s  a des ign  m a t r i x  and T i s  a  tra~?s-- 
- 
T l a t i o n  matrix t hen  d r t  ( (8 -I- T )  (i-1 + T) ) = d e t  (R i l j  . 
Proof :  I n  P rope r ty  3 - -1 .2  we desc-l-ibed a mati-ix E such I L c ,  
T -T T -1 (K -I- T) (1-1 -t- T) = E E-! FIE . B u t  E i s  a p roduc t  or' e.iezi-, 
t a r y  column ope ra t ions  ma-tr ices each of tli.liieh lzas c",eterilikls( 1- 
T 1. Thus E h8.s de te rminant  I ,  and d e t [  (I1 -I- T )  (13 4- T )  I - 
.- m rn .- 1 
L 
- rn 1. 
- 1 <- 
d e t  ( E  L ~ i L ~ ~  ) = d e t  (E A )  a d e t  (FlTI3)drt (E- ')  = [ d c t  (E ') I L  
T d e t  (ilT13) = d e t  (I3 H )  . 
D e f i n i t i o n  3-2-4. A r o t a t i o n  m a t r i x  i s  a 
o r thogona l  ii:a.trix. 
Theorem 3 - 2 . 4 .  (Ro ta t ion )  . Le t  13 and Z be any tb7o d e z i ; n  
- -- 
mat r i ce s  of  t h e  form above and let R be a  r o t a t i o n  m;itrix, 
Then HR - < ZR i f  and on]-y i f  H - < Z . 
-1 Proof :  S ince  R i s  o r thogona l ,  R~ = R and by P rope r ty  
Theorem 3 - 2 . 5 .  L e t  R be a (p + l.) x (p + 1) nonsingula:. 
T 
matr?:. :c;  t hen  f o r  any des ign  m a t r i x  13 d e t  [ (FIR) (HR) I = 
d.et (R) 2det (II~B) . 
T T T T T Proof: det [ (132) (122) ] = de-t ( R  H I-IR) = d e t  (R ) det (13 1-3') d e t  (l?) 
-. .- 
T T T T '7 
= dei (R) dck (R )det (H H) = dct ( R R  )det (El  13) = [det (R) ] 'di.,. ( 1 1 - 1 1 )  . 
ColJ? l a r y  3-2,l. If H i s  a des ign  m a t r i x  and R i s  2. 
--- -- --  
T T 
ro.tz"tio_r: m a t r i x  then  det [ (HR) (HR) ] = d e t  (K H )  , 
T T Proof :  I n  Tl~eorerr, 3-2 .5  we have that d.et[ (EL<) (XR) ] = d ~ i -  (Rl4  ) 
- 
m T T d e t  (11~1-I) . But RR = I and tl?us d e t  ( R R  ) = 1. Hencc 
T T d e t  [ (I-IR) (RR) = dc-k. (I4 K) 
D e i i n i t - i - o n  . 3 - 2 .  3. A s c a l i n g  matrix i s  a 
d L O  ...L L.5 a d.iayol>aX 1nati:ix w i t h  a i l  diagoma.1 e lements  p o s i t i v e  conc,-'--- r- -'-  
Theorem -3--2.6, L e t  13 and Z be  any two &sign  m a t r i c e s  and 
----. "P 
let S be a  s e a l i n g  ma%rix,  Then 14s - < ZS if and 01931 L-f 
Proof :  S ince  S  i s  a  d i a c p n a l  m a t r i x  w i th  a l l  diagonz:. ale-- 
ments p o s i t i v e  c o n s t a n t s ,  t hen  S i s  nons ingu la r ,  T h u s  I? 
and S a r e  t h e  m a t r i c e s  of P rope r ty  3-1.3 and H S  - < ZS if 
Since  t h e  r e l a t i o n  - < i s  l e s s  t han  a  p a r t i a l  orderi:~g 
and n o t  a l l  de s igns  a r e  comparable, t h e r e  may n o t  be a r  optimal 
d e s i g n .  Consequent ly ,  we d e f i n e  a  minimal c l a s s  of d e s i a n s  
from which a  b e s t  d e s i g n  may be s e l e c t e d .  
D e f i n i t i n n  --- 3- 2-4. A desigiz H i s  s a i d  t o  be  adrr,issibl.c- j f 
t h e r e  i s  no des ign  Z b e t t e r  t han  H .  
Defi-nit iai l  3-2,s. A c l a s s  of admis s ib l e  des igns  A i s  s a i g  
- ---- 
t o  be compl-eke i f  f o r  every  des ign  Z n o t  i n  A t h e r e  i s  a 
des ign  H i n  A t h a t  i s  b e t t e r .  
D e f i n i t i o n  3 - 2 , 6 ,  A c l a s s  of admi.ssible des igns  A i s  sa:i..d, 
t o  be minimal complete i f  A has no complete s u b s e t s .  
D e f i n i t i o n  3 - 2 - 7 .  A c l a s s  of admiss ib l -e  des igns  A i s  s a i d  
------- 
to be essentially com;?lete i f  f o r  every d.esign H n o t  i n  r 
t h e r e  i s  a d e s i g n  i n  A t h a t  i s  a t  l e a s t  a s  good. 
6 ? D e f i n i t i o n  3 - 2 , 8 ,  A c l a s s  of admis s ib l e  des igns  A i s  sa:j.a. 
-- ---- 
t o  be miniunally esse :n- t i a l ly  complete i f  A has  no essent:in?.:!.y 
compleJce s u b s e t s ,  
3 .3  Po ten t i . a l  .- Appl i ca t ion  - f o r  -- Space S t a t i o n  
I n  many cases  t h e  e l e m e n t . ~  of t h e  des ign  m a t r i x  a re  a 
f u n c t i o n  o f  t ime o r  t h e  p o s i t i o n  of t h e  space  s t a t i o n ,  and 
hence may be chosen by t h e  exper imenter .  I f  one can 
s e l e c t  l o c a t i o n  and t ime f o r  making an o b s e r v a t i o n ,  then  oilc 
can concep tua l ly  s e l e c t  an optimal des ign  ma t r ix .  
I n  o t h e r  a p p l i c a t i o n s  c e r t a i n  s t a r s  a r e  used  f o r  osj-el LC; 
t i o n  o f  i n s t r u m e n t s  and n a v i g a t i o n  equipment .  S e l e c t i z ~ g  
s e t s  o f  s t a r s  from an a d m i s s i b l e  s e t  may i n  t h e s e  appl jca 'c io izs  
b e  e q u i v a l e n t  t o  s e l e c t i n g  t h e  o p t i m a l  d e s i g n  m a t r i x  B f roTt  
an  adr r l i s s ib le  s e t  of  m a t r i c e s  induced  by t h e  a d m i s s i b l e  s e t o f  
s t a r s  a v a i l a b l e .  
The c o n c e p t s  p r e s e n t e d  h e r e  a r e  e a r l y  r e s u l t s  and only 
few a p p l i c a t i o n s  have  been f o r m u l a t e d  [ 4 I ,  [ 5 1 .  
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CHAPTER IV 
Statistically Redundant Characteristics 
"I'm afraid we have been a little too sure that the Stoat 
turns white to make itself invisible against its background of 
snow, in accordance with the theory of protective coloration, 
That explanation is very pretty and snug, but it looks silly 
sometimes, especially when there is no snow within miles, Perhaps 
we need more data on whether the Stoat was expecting snow when 
it turned white. " 
From, "How to Become Extinct", by W i l i  Cq:>r;- 
4.1. Introduction. 
There are occasions in some research activities whers a l a r ~ e  
number of characteristics have been measured on an individual. 07- 
experimental unit and one wonders if the information in the data 
vector perhaps is redundant. Furthermore, one wonders if there may 
be a subset of the total set of characteristics that would y i e l f  
. - 
all or perhaps more realistically a large portion of t3e rnrormazio~ 
in the total set of tests. 
Principle component and factor analysis have been used to 
describe the variation in the data vector. Each method in sene 
sense has a desirable feature of possibly discarding redundant 
information. However in principle components one has little control 
over which elements that will be discarded. For example an elenent  
of small variance and high correlation with other elements of the 
data vector could be discarded. Quite often these are the elements 
that one would like to retain. Likewise factor analysis has draw 
backs of a similar nature. 
The purpose of the chapter is to formulate a technique that 
is intuitive, logical, and relatively easy to compute in order to 
identify redundant characteristics. Also, a format is included 
from which the technique can be simulated and perhaps evaluated 
using Monte Carlo techniques. 
To facilitate reading we restate the problem first stated in 
Chapter 2. The problem can be stated as follows: Let T 1 , T Z p  
i 
- * 
denote p characteristics of an experimental unit to be nteascred on 
a sample of size N. Let Xi be the vector 
where 'ij denotes the measurement or observation on the j t h  indi-- 
vidual from the ith characteristic. The p x N data matrix I s  then 
X = [Xl.X,, ... ,X I where X is given by (1). It is our contention 
P j 
that in many such experiments there exists two or more subsets of 
characteristics, say 
which yield essentially the "same information" about the individuals, 
Our task is to use the data in X and determine which of the sets 
SZ,Sy,...,SK can be used to obtain "good" predictors of the rneasure- 
ment in the remaining sets. 
4.2. The Theorv. 
We first assume the observation vector X can be written in t h e  
following partitioned way: 
The following theorem gives a method for selecting those character- 
istics SZ and S y  such that the infromation in SY can be use5 co 
predict the measurement of S Z .  
-Theorem 1. Let Z and Y be real valued random vectors such :ha: 
- - ----- 
then the linear predictor of Z in terms of Y which minimizes the 
--- 
matrix value squared error loss function 
A 
We sav that Z 
Proof: Since 
terms of Y, Z 
is the best linear predictor for Z in terms of V, 
A 
Z is restricted to be a linear predictor for Z in 
can be written as 
and our problem is to select the matrix B so that Z is minimized, 
On substituting (4) into (2). 
T Qi(B) = E[(BY - 2 )  (BY - Z) ] 
A necessary condition for Q,(B) to be minimal is for the first 
. . . . 
variation in Q* (B) with respect to a variation in B to be the z 
zero matrix, that is 
is the zero matrix, g.  The notation 6 ( . )  denotes the first 
variation in ( . ) .  The fact QA(B) z for all B implies thaJc z 
-1 
= V ~ ~ V ~ ~  (6) 
On substituting (6) into ( 4 ) .  one obtains (3) the desired result, 
The value for Qi. when ( 6 )  holds. is given by ( 5 )  and (6). 
that is 
One can show that Qi(VZyVZZ -I) is indeed minimal by selecting 
an arbitrary matrix say B1 and show that 
is negative definite. 
Corollary 1. If Z and Y are random vectors such that 
- -
E(Z) = YZ T E[(Z - YZ) ( Z  - Yz) I = VZZ 




VZ, = E[(Z - YZ)(Y - uy) I = VYZ I 
Then the best iinear predictor for Z is given by 
and the minimal Q% is given by 
Let us now assume the observation vector X can be rearranged 
so that 
where Z, Y, and W are subvectors associated with the three sets 
Sl = ITL,. . . 'Tq} 1 S2 = {Tq+l 1 t Tq+r 1 and S 3  = ITq+r+l,...rTpl. 
By an analysis similar to the one above, we can identify which 
characteristics can be used to predict the other characteristics, 
For example, suppose we assign to the set S those characteristics 3 
which are uncorrelated with Z and Y. That is, let the covariance 
of X be: 
Then t h e  b e s t  p r e d i c t o r  f o r  Z and Y i n  t e r m s  of W i s  
S ince  
then  
which does n o t  depend on t h e  obse rva t ion  W. Note t h a t  Z can be 
p r e d i c t e d  i n  terms o f  Y and v ice-versa .  However i f  t h e  covari- 
ance ma t r ix  of X i s  
(ILL) 
then in case of (1) (similar results hold for (11)) 
Therefore we gain no information concerning Z from observi~g I.7, 
but we do gain information about Y. On the other hand, 
implies that Y gives us information about values of Z and W, 
The corresponding minimized matrix value squared error loss 
"T "T T is function Q of ( 2  ,W ) 
A question that naturally arises is does Y contain all the infor- 
mation that is in Z and W. To answer this we assume without loss 
of generality that W is included in the vector 2. Hence 
where VZy f j3 . 
Note that Q in (8) is zero if and only if 
Definition 1. We say that the characteristic set SZ is e q u i : - n l ~ x t  - 
to Sy if and only- if 
-
That is Q E 0, and one can predict exactly the Z scores f r o n  tie 
Y scores. 
Theorem 2. Sy is equivalent to SZ if and only if there exists a 
matrix L such that for every sample Y, Z = LY. 
T Proof: Let Z = LY, the VZZ = LV L and VZY - - T YY LVYY VYZ" 
Then 
Suppose VZZ -1 
- v z ~ v ~ ~  v x  = 0, then 
But 
That is to say, the elements of the vector Z are simple linear 
corrbinations of the elements of the vector Y, or there exists a 
matrix L such that Z = LY. 
The problem then is to select the characteristic set SZ axd 
S so that Q is zero. Of course, for every covariance matrix TI, Y 
one may not in general select sets S and S y  so that Q is z e r o .  z 
If this is the case (this is the usual case), then one selects 
sets Si and S; so that Q ( Z 1 )  is minimal. Clearly, one can 
enumerate all possible cases. Note that enumeration leads to a 
large number of cases to check. For the case p = 10, the number 
of enumerations is 1022. Thus, it is clear that for p > iO 
computing time will become a factor. 
For cases in which p < 10 it is suggested that complete 
- 
enumeration be the strategy with the aid of high speed computing 
equipment. For cases greater than p = 10, each problem of corn- 
plete enumeration must be determined computationally feasible, 
4.3. Some Illuminatinff Exam~les. 
In this section we will discuss briefly four examples t h a t  
heuristically lead one naturally to the algorithm formulated in 
section 4 of this paper. The matrice V = { o  ) is a p x p ij 
covariance matrix of the data vector. 
. . 
Example 3.1: Let p = 3 -and 
The possible enumerations are as follows: 
where the dots are used to indicate the manner in which the 
vector is partitioned. The first three enumerations give respec- 
tively the best linear predictors 
and 
Note that Xj is the constant u 3  and not a function of X1 and/or 
The second three enumerations give the following best Linear 
I predictors, 
Again we note that Xj in the best linear predictors do not 
depend on either XI and X2. 
Example 3- 2: Let p = 3 and 
Since X1 is correlated with X2 and X3, it is natural to con- 
jecture that one might predict successfully Xl using the scores 
X2 and X T h e  linear predictor of X in terms of X2 an6 X is 3' 1 3 
The value of Q is given by 
Note that if we wish to predict X3 using the scores X a,d X2 1 
that 
Note that even though X3 is uncorrelated with X2, that X3 i s  a 
function of X This was not the case in Example 3.1, however 2 -  
it is easy to see that there exists a relationship of X3 and X2 
through the relationship of X 3  to X since o13 and o12 are both 1 
non-zero. 
Example 3.3. Let p = 5 and 
On studying the covariance matrix V it is conjectured that 
X1 and X2 might be predicted by using X3,  X4, and X 5 "  If ona 
partitions the observation vector X in the following manner 
then 
t h a t  t h e  l i n e a r  p r e d i c t o r  f o r  X5 i s  a  f u n c t i o n  of X 1, X2AX3"nd 
X4, s i n c e  each a r e  r e l a t e d  t o  X 2  through XI. This  i s  t h e  same 
e f f e c t  t h a t  we observed i n  Example 3 . 2 .  
Example 3 . 4 .  Th is  example i s  inc luded  t o  i l l u s t r a t e  t h e  fact 
t h a t  random v a r i a b l e s  t h a t  a r e  u n c o r r e l a t e d  cannot  be  used  t o  
p r e d i c t  each o t h e r .  L e t  p = 5 and 
7 8  
It is true that if we partition the observation vector as follows: 
then 
is not a function of X X 4 ,  and X5. However, one can p e r k i p s  3' 
predict Xl using data from X by the formula 2 
Note that 
which implies that if 022 is small and 021 is large, then Q; 
L 
could be forced to zero. Also X2 can be predicted by 
and 
One must now determine whether one should measure the characteristic 
T and predict X2 using X , or measure T2 and predict XI using X2. 1 1 
4. 4. Pr'e'di'c'tor Pairs. 
In order to determine a best strategy for eliminating the 
redundancy in a set of characteristics the following definitions 
are helpful. The first two definitions will be given for p = 2 
T 
and X = (Xl, X2) . . . 
A 
--I Definition 1: We say that the linear predictor X1 = p1 4- 5- 5 (Y_- F t 2 )  LZ 2' L 
6 
-1 ,-, is at least as good as'the linear predictor X2 = Y 5 3 -  - 1- 2 - 2:1 11 * L 1 ~  1) 
Definition 2: The linear predictor X1 is better than the linezr 
predictor X2 if strict inequality holds in Definition 1. 
1 Here we have introduced the concept of predictor pairs, t h a ~  
T is (kl , X2) and (x1,X2) where 
In practice one replaces the measurements (X1,X2) with one of the 
pairs (2 X ) or depending on which is the better pre- 1' 2 
dictor, X or X2. 1 
Now we extend the concept to the case involving more than two 
elements. Let the p x 1 observation vector X be partitioned into 
a q x 1 vector X and the (p - q) x 1 vector X(*) whose covariance 
matrix 
is paritioned compatably so that the q x q matrix Vll is the 
(1) (2) covariance matrix of X V22 is the covariance matrix of X 
and V12 = V21 is the covariance matrix of X (') and X ( 2 )  . 
I Hence the observation vector X and the mean vector 'd are p a r t i . t i o n e 2  
I Then the predictor pairs are the vectors 
If q and p - q are not equal, one may optimist.ically hope 
that i(') is the better predictor whenever q , p - q. However in 
practice this may not be the case. 
Definition 3: The predictor pair (kl, x2) is said to be better 
than the predictor pair ( x ~ ,  k2)  if 
max I a i i I  max { b:: . 
i=l,. . . , P. i=1,. . . r p  3.1) 
where 
and 
Note that there is no clue as to the value of q. I n  ~.,:;--2L2 
3.3 we selected q = 2, which fron the covariance matrix scz7.z2 
to be the thing to do. Unfortunately, complete enumeration seens tc 
be the only accurate way of selecting best predictor pairs. 
Also,. one would not expect to know exactly the cova~:iance 
matrix V, but only an estimate of the matrix. This in itself pre- 
sents a problem in informing predictor pairs. We denote the estimate 
,. 
by V. Hence we introduce an additional problem in selecting the 
best predictor pairs. 
I It is important to note that what we are proposing here is 
I 
I 
I not a function of statistical inference; but a logical and straiyht 
I 
I forward technique for eliminating redundant or nearly redundant 
I 
characteristics to measure. Assuming normality of observations, oEe 
may be able to develop a sequence of characteristics which could have 
I 
I 
meaning in terms of precise inference. However, it has been our 
experience that verifying the basic assumptions is a task of 

CHAPTER V 
Compression and Redundancy Removal 
" S t a t i s t i c a l  t h i n k i n g  w i l l  one day be a s  necessary  f o r  
e f f i c i e n t  c i t i z e n s h i p  as t h e  a b i l i t y  t o  r ead  and w r i t e * "  
H. G ,  Wells 
5 . 1  In t roduc to ry  - Remarks. 
The term " d a t a  compression" has  been used t o  ?snot:  r: 
l e a s t  two g e n e r a l  concepts  i n  d a t a  handl ing .  These are: 
(1) s e l e c t i n g  a  f i l t e r  which r e p l a c e s  a " long" vector c)f ob- 
s e r v a t i o n s  wi th  a " s h o r t "  v e c t o r  and r e t a i n s  a s  l a r y 2  Z.R zixunt 
of  t h e  in format ion  a s  p o s s i b l e ;  ( 2 )  r eco rd ing  on ly  observaci.olis 
and t imes  of obse rva t ions  t h a t  a r e  " s i g n i f i c a n t l y  differen: '"  
from a  prev ious  obse rva t ion .  
The f i r s t  t echnique  i s  g e n e r a l l y  known a s  data c o a 2 r e c s i c ) ~  
and t h e  second a s  redundancy removal. 
5.2 - On Compressing t h e  Data 
--
W e  now cons ide r  t h e  problem o f  compressing t h e  d a t a  vector 
YN. What we mean by "compressing" i s  t h a t  we wish t o  r s p l a z e  
t h e  N p  x 1 d a t a  v e c t o r  by an  Mp x 1 v e c t o r  ZN where 
t hen  
m a t r i x  of Z i s  given by 
and i s  minimal. We say  t h a t  we have l i n e a r l y  compresse? vl x 
where B i s  an Mp x Np m a t r i x  s e l e c t e d  s o  t h a t  ( 2 . 2 )  and  
(2 .3)  a r e  t r u e .  The v e c t o r s  JN and J i n  ( 2 . 1 )  and ( 2 . 2 )  
a r e  Np x p and Mp x p ma t r i ce s  whose every elements a re  2 x 2 
i d e n t i t y  ma t r i ce s .  The c o n d i t i o n  ( 2 . 2 )  on t h e  v e c t o r  z~ 
a s s u r e s  t h a t  t h e  p x 1 subvec to r s  a r e  u n c o r r e l a t e d .  T h i s  
appears  t o  be  d e s i r a b l e  p rope r ty  and, of  c o u r s e ,  independence 
w i l l  f o l l ow i f  YN i s  normal. 
From ( 2 . 1 ) ,  ( 2 . 2 ) ,  and ( 2 . 4 )  we deduce t h a t  
which i n  t u r n  i m p l i e s  f o r  all p t h a t  
BJN = JM 
Solv ing  (2 .5 )  f o r  B ,  we f i n d  t h a t  
where U i s  an M p  x Np a r b i t r a r i t y  ma t r ix  t o  be ass igned  
l a t e r  and J; i s  t h e  pseudo-inverse  of JN. I n  t h i s  c s s e  
and 
an N p  x N p  m a t r i x  made up of p x p  i d e n t i t y  submatrices, 
Also w e  n o t e  t h a t  
a p  x p d i a g o n a l  m a t r i x ,  and 
W e  now wish t o  s e l e c t  U s o  t h a t  ( 2 . 3 )  i s  t r u e  and v ( z ~ )  i s  
minimal, However, t h i s  i s  d i f f i c u l t  s o  we modify t h e  problem 
1 s l i g h t l y  t o  achieve our  aim. 
Define p x N p  m a t r i x  C by 
Then by 1 2 . 1 0 )  
I S ince yi i = 1 2 . N  a r e  sample va lues  we assume that 
I 
I 
~ they have been obta ined  s o  t h a t  yi i s  independent of 
, '1 
for 





a l l  i .  Hence, 
v (Y,) = ~ i a { V ~ , v ~ ,  . . . , V y l  
We no te  a l s o  t h a t  ( 2 . 1 4 )  and ( 2 . 1 1 )  imply 
I n s t e a d  of s e l e c t i n g  t h e  ma t r ix  B j u d i c i o u s l y ,  w e  sel. .ect C 
s o  t h a t  t h e  fo l lowing  c o n s t r a i n e d  payoff  func t ion  i s  minimized, 
where X i s  a  m a t r i x  Lagrange m u l t i p l i e r .  
L e t  (SQ)i  be t h e  v a r i a t i o n  i n  Q w i th  r e s p e c t  t o  a  variation 
SCi i n  Ci ,  t hen  
A necessary condition for Q to be minimal is for all 
i = 1t2,...t~ 
the null 
However, 
matrix, or for all i = l12,...,N 
from (2.12) and (2.16) we know that 
Note also that (2.16) and (2.17) imply that for all i 
for Q to be minimal. From (2.18) we see that 
or  i f  s u b s t i t u t e d  i n t o  ( 2 . 1 1 )  
From d e f i n i t i o n  of V ( Z M )  and 
But 
Consider (2 .6)  , (2.13) , and (2.20) 
and s e l e c t  U i n  ( 2 . 6 )  s o  t h a t  t h e  above r e l a t i o n  i s  true, 
The fo l lowing  i d e n t i t i e s  a r e  h e l p f u l :  
then  
I t  i s  s t r a i g h t f o r w a r d  b u t  t e d i o u s  t o  show t h a t  U i s  a  matrix 
( n o t  unique) which g i v e s  a  d e s i r e d  B ,  t h a t  i s  
i s  an o p t i m a l  compression m a t r i x  s a t i s f y i n g  o u r  c r i t e r i a .  I t  
i s  e a s y  t o  show t h a t  i f  M = p ,  t hen  
and i f  M = N ,  t h e n  M/N = 1 and B = I. 
- 
- I t  is-  impor t an t  t o  note , '  however, t h a t  compressing t h e  da-La 
v e c t o r  i m p l i e s  an i n c r e a s e  i n  t h e  covar iance  ma t r ix  of x , 
Suppose t h a t  t h e  d a t a  v e c t o r  YN i s  compressed i n  t h e  cl:ssi .rzl  
l i n e a r  model YN = H x + EN,  t hen  N 
and 
T h e cova r i ance  m a t r i x  
shou ld  t h e n  be  compared wi th  t h e  covar iance  ma t r ix  of t h e  b e s t  
,. T -1 -1 T -1 l i n e a r  unbiased  e s t i m a t e  XN = ( H  V H ) H V Y N N  N N N  N t o  d e t e r -  
mine t h e  l o s s  of  in format ion .  S ince  HN d i f f e r s  from problem 
t o  problem, t h i s  comparison must be  done f o r  each probl-em, 
Note that one may s e l e c t  B i n  any manner he  wishes ,  y e t  (2,251 
produces an unbiased  e s t i m a t o r  f o r  t h e  parameter  x .  The 
p e n a l t y  f o r  t h i s  problem i s  measured by t h e  i n c r e a s e  i n  
v a r i a n c e  g iven  by 
An i n t e r e s t i n g  c a s e  would be  t o  s e l e c t  p = N and M = - .L &lC 
l e t  B be given by 
t h a t  i s  w e  simply average t h e  N d a t a  va lues .  T h i s  p r ~ c s Z c x s  
~ 1 0 ~  re:--123-r's i s  e a s y  t o  accomplish on t h e  computer and t h e  ques"' 
t o  t h e  amount of v a r i a n c e  l o s t .  For  example, l e t  V(Y~) = I 
t h e n  
and 
Note t h a t  ~ ( 2 )  = v ( X )  i f  and on ly  i f  
This  can be accomplished i f  t h e  des ign  m a t r i x  i s  s e l e c t e d  
T 
s o t h a t  H i H  = +  f o r a l l  i # j .  Here Hi i s  p x n  j  
ma t r ix ,  y e t  one observes  t h e  rese;dolance t o  t h e  r e q u i r e .  3 3 - 3  32 
Theorem 1 f o r  op t imal  des igns .  Also ,  no t e  that t he  
mat r ix  U i n  t h i s  s e c t i o n  i s  n o t  unique,  and 
hence one can p l a c e  f u r t h e r  d e s i r a b l e  c o n s t r a i n t s  and tyecreti- 
c a l l y  compute a  U t h a t  w i l l  n o t  only  s a t i s f y  t h e  o l d  constraints 
b u t  t h o s e  added. 
5 . 3  R e d m d a n c ~  Removal Techniques. 
The n e c e s s i t y  f o r  removal of  redundant  d a t a  a f t e r  encoding 
b u t  p r i o r  t o  t rnasmis s ion  i s  e v i d e n t  upon ana lyz ing  t h e  power 
d e n s i t y  spectrum of  normal p u l s e  code modulation d a t a .  I f  t h e  
power d e n s i t y  i s  uniform from 0 t o  fc ' sampling theory  
d i c t a t e s  t h a t  an adequate  sampling r a t e  i s  1/2fc. Horueasr, f o r  
r e a l i s t i c  d a t a  a  p r e c i s e  sampling r a t e  i s  d i f f i c u l t  t o  establish, 
hence,  t h e  tendency i s  t o  over-sample,which produces a liigh 
redundancy c o n t e n t  i n  most t r a n s m i t t e d  messages. 
L e t  yi = y ( t i )  , i = 1 , 2 , .  . . be a r e a l  s c a l a r  function 
d e f i n e d  on a  sequence of r e a l  v a r i a b l e s  t i  i = 1 , 2 , , .  . .I 
r e p r e s e n t i n g  obse rva t ions  taken  a t  d i f f e r e n t  t imes.  One usually 
assumes t h a t  iti - ti+l I = A t  f o r  a l l  i. L e t  t h e  y-ax is  be 
d iv ided  i n t o  non-overlapping a b u t t i n g  i n t e r v a l s  whose end 
p o i n t s  a r e  1 -  , y - 2 f ~ - l , ~ O f ~ 1 f ~ 2 1 1  I - 1 ,  where 1 y j  - ~ ~ - ~ 1  = AY 
and Ay . is a s i g n i f i c a n t  change de f ined  by t h e  a p p l i c a t i o n ,  
Suppose t h a t  y  = y ( t . )  i s  a "slow changing" p roces s  s o  "ha-; 
1 
i n  many i n s t a n c e s  
f o r  i = k , k + l ,  ..., k+n where n i s  " l a r g e " .  Also,  assume 
t h a t  
and 
I f  r eco rd ing  and s t o r i n g  d a t a  i s  d e s i r e d  we have immediately 
two s imple  a l t e r n a t i v e s  
s t o r e  t h e  p a i r s  
( i i )  s t o r e  on ly  t h e  fo l lowing  ( y j  , tk, tk+,) , 
t h e r e b y  r educ ing  s t o r a g e  requirements  perhaps  s i g n i f i c a n t l y  and 
ma in t a in ing  approximately  t h e  same informat ion  a s  t h e  o r i g i ~ a l  
sample. 
. One n o t e s  t h a t  w e  a r e . r e p l a c i n g  t h e  d i s c r e t e  func t ion  
I y ( t i )  w i t h  an approximating d i s c r e t e  s t e p  func t ion .  Other 
t echn iques  f o r  approximat ing t h e  d a t a  sequence i y ( t i ) i  a-3 
given by G a b r i e l  R. Wallace [ l l  and s t i l l  o t h e r s  and disc~sssd 
1 It i s  impor t an t  t o  n o t e  t h a t  one should e v a l u a t e  t h e  
I 
I 
d e s i r a b i l i t y  o f  redundacy removal t echniques  by e v a l u a t i n g  :ha 
e s t i m a t e s  computed from t h e  approximation t o  t h e  d a t a  neasu rez ,  
I n  o r d e r  t o  d i s c u s s  redundancy removal a lgo r i t hms ,  w e  
f i r s t  d e f i n e  some o f  t h e  terminology involved .  
I 
i De f in i t i o i ?  1. Redundant d a t a  i s  de f ined  t o  be  data I-7hi-3 is no= 
I s i g n i f i c a n t l y  d i f f e r e n t  from p rev ious ly  ob ta ined  d a t a .  
T o  remove redundant  d a t a ,  some parameter  of  t h e  d a t a  
I which i s  p r o p o r t i o n a l  t o  t h e  change i s  u s u a l l y  moni tored,  
I 
I 
This  cou ld  b e  a moving average ,  a  p a r t i c u l a r  d e r i v a t i v e ,  o r  
some o t h e r  s t a t i s t i c  which would r e f l e c t  a s i g n i f i c a n t  change 
i n  a d j a c e n t  samples.  
D e f i n i t i o n  2.  A c o r r i d o r  i s  t h e  r eg ion  i n  which subsequent 
samples must f a l l  i n  o r d e r  t o  be  c l a s s i f i e d  a s  redundant .  
Redundancy removal methods a l s o  d i f f e r  i n  t h e  choice  of 
I 
i t h e  sample t h a t  is  t r a n s m i t t e d  when a nonredundant sample i s  
d e t e c t e d .  One may choose t o  t r a n s m i t  t h e  nonredundant sample, 
I t h e  sample preced ing  t h e  nonredundant sample, o r  t h e  p r e d i c t e d  
va lue  of t h e  sample p reced ing  t h e  nonredundant sample. 
We now p r e s e n t  s e v e r a l  redundancy removal a l g o r i t 5 ~ ~ ? ? ,  
. 1. Zero o r d e r ,  Fixed c o r r i d o r ,  Nonredundant s a r a ~ l  e trsizs-l-~r ctr- 5, 
' ---I__---. --- 
I For  t h i s  a lgo r i t hm,  t h e  occur rence  of a nonrc?EuAIZ?r-l _:;-i;l: 
I 
I r e q u i r e s  t h a t  a  new cor r idor  be  e s t a b l i s h e d ,  Lines  of ~ 2 x 0  
s l o p e  a r e  drawn through t h e  end p o i n t s  of t h e  t o l e r a 3 c  reage 
p l aced  around t h e  nonredundant sample. I f  a subsecluent ssrL?i;l: 
l i e s  i n s i d e  t h e  c o r r i d o r ,  it i s  a redundant  sample and i s  d i s -  
carded.  I f  a  subsequent  sample l i e s  o u t s i d e  t h e  c o r r i d o r ,  it 
i s  a nonredundant sample and i s  t r a n s m i t t e d .  
To r e c o n s t r u c t  t h e  d a t a  we connect  a d j a c e n t  nonrec?vn?~nz 
sample p o i n t s .  I f  t h e r e  a r e  i n t e r m e d i a t e  omi t ted  samples ,  a 
s t r i a g h t  l i n e  of ze ro  s l o p e  is drawn from t h e  f i r s t  t r a n s m i t t e d  
sample t o  t h e  t ime o f  occur rence  o f  t h e  sample preced ing  t h e  
second t r a n s m i t t e d  sample. The end of t h i s  l i n e  i s  then  con- 
nec t ed  t o  t h e  second t r a n s m i t t e d  sample w i t h  a second l i n e ,  
Zero o r d e r ,  V a r i a b l e  c o r r i d o r ,  Preced ing  sample t r a n s m i t t e d .  
I n  t h i s  a lgo r i t hm,  t h e  occurrenceof  a  nonredundant sample 
r e q u i r e s  t h a t  a  new c o r r i d o r  be  e s t a b l i s h e d .  L ines  of  ze ro  
s l o p e  a r e  drawn through t h e  end p o i n t s  of  t h e  t o l e r a n c e  range 
p l aced  around t h e  nonredundant sample. Whenever a  subsequent  
sample l i e s  i n s i d e  t h e  c o r r i d o r ,  it i s  cons idered  redundant and 
d i sca rded  once it i s  used t o  e s t a b l i s h  a  new c o r r i d o r .  The new 
c o r r i d o r  c o n s i s t s  of t h a t  p a r t  of  t h e  prev ious  c o r r i d o r  which 
i s  over lapped by t h e  t o l e r a n c e  range p l aced  about  t h e  redundant 
sample. I f  a  subsequent  sample l i e s  o u t s i d e  t h e  c o r r i d o r ,  i t  
i s  nonredundant,  b u t  n o t  t r a n s m i t t e d .  
The d a t a  r e c o n s t r u c t i o n  procedure  i s  the samE a s  for 
method (1) excep t  t h a t  when t h e r e  a r e  i n t e rmed iz t e  omitted 
sample:;, a  s t r a i g h t  l i n e  of ze ro  s l c p e  i s  dra:m from t h e  sncon? 
t r a n s m i t t e d  sample back t o  t h e  t ime of occur rence  of t h e  f i r s t  
sample fo l lowing  t h e  f i r s t  t r a n s m i t t e d  sample. The end 05 t h i s  
l i n e  i s  then  connected t o  t h e  f i r s t  t r a n s m i t t e d  sample with a 
second l i n e .  
The maximum peak e r r o r  between raw d a t a  and r e c o n s t r u c t e d ,  
reduced d a t a  i s  p l u s  o r 'minus  one-half t h e  t o l e r a n c e  range,  
3. Zero o r d e r ,  Va r i ab l e  c o r r i d o r ,  A r t i f i c i a l  p reced ing  sample 
t r a n s m i t t e d .  
The occurence of a nonredundant sample r e q u i r e s  t h a t  a new 
c o r r i d o r  be e s t a b l i s h e d .  L ines  of  ze ro  s l o p e  a r e  drawn through 
t h e  end p o i n t s  of  t h e  t o l e r a n c e  range p l aced  around t h e  non- 
redundant  sample. A.subsequent  sample i s  redundant  and can be 
* d i s c a r d e d  when one end of  t h e  t o l e r a n c e  range p l aced  about  the 
sample f a l l s  w i t h i n  t h e  c o r r i d o r .  The sample i t s e l f  i s  no t  
r e q u i r e d  t o  b e  w i t h i n  t h e  c o r r i d o r .  For a redundant  sample, t h e  
new c o r r i d o r  c o n s i s t s  of  t h a t  p a r t  of t h e  prev ious  c o r r i d o r  t h a t  
i s  over lapped  by t h e  t o l e r a n c e  range p l aced  about  t h e  redundant 
sample. If  t h e  t o l e r a n c e  range p l aced  about  a  sample does n c t  
o v e r l a p  t h e  c o r r i d o r ,  t h e  sample i s  nonredundant,  b u t  not 
t r a n s m i t t e d .  Ra the r ,  t h e  midpoint  of t h e  c o r r i d o r  used to 
ana lyze  t h i s  sample,  a c t u a l l y  t h e  p r e d i c t e d  va lue  of the s~-;ls~ 
i s  t r a n s m i t t e d  f o r  t h e  preced ing  sample. 
The r e c o n s t r u c t i o n  procedure  i s  t h e  same a s  f o r  me-i;:',c;c;' :2) 
above, 
4 .  F i r s t  o r d e r ,  Fixed. c o r r i d o r ,  nonredundant sample transr. l i r  - ce2.  
The occu r rence  of a  nonredundant sample r e q u i r e s  t h a c  a 
new c o r r i d o r  be  e s t a b l i s h e d .  Tolerance ranges  a r e  pl.aczd 
around t h e  nonredundant sample and t h e  prev ious  ample, and c;co 
s t r a i g h t  l i n e s  a r e  drawn, one through t h e  upper ends of the 
t o l e r a n c e  r anges  and t h e  o t h e r  through t h e  lower ends .  I f  a  
subsequent  sample l i e s  i n s i d e  t h i s  c o r r i d o r ,  it i s  a  redundant 
sample, o t h e r w i s e  it i s  nonredundant and t r a n s m i t t e d .  
T o  r e c o n s t r u c t  t h e  d a t a ,  t r a n s m i t t e d  samples a r e  conriected 
by s t r a i g h t  l i n e s .  
5. F i r s t  o r d e r ,  Fixed c o r r i d o r ,  Preced ing  sample t r a n s m i t t e d ,  
The occur rence  o f  a nonredundant sample r e q u i r e s  that a 
new c o r r i d o r  be e s t a b l i s h e d .  Tole rance  ranges  a r e  p laced  
around t h e  nonredundant sample and t h e  prev ious  s ample ,  and 
two s t r a i g h t  l i n e s  are drawn, one through t h e  upper ends of  t h e  
t o l e r a n c e  ranges  and t h e  o t h e r  l i n e  through t h e  lower ends ,  If a 
subsequent  sample l i e s  i n s i d e  t h i s  c o r r i d o r ,  i t  i s  r e d u n d a ~ ~ t ,  
o therwise  it i s  nonredundant b u t  n o t  t r a n s m i t t e d .  Insi;ead, the 
preceding  sample i s  t r a n s m i t t e d .  
The r e c o n s t r u c t i o n '  p roces s  i s  t h e  sane  a s  f o r  (4) , 
6.  F i r s t  o r d e r ,  Fixed c o r r i d o r ,  A r t i f i c a l  p reced ing  s z r  -1_e 
- - 
t r a n s m i t t e d .  
The occur rence  of a nonredundant sample r e q u i r e s  t h a t  a 
new c o r r i d o r  be e s t a b l i s h e d .  Tole rance  ranges  a r e  plac:sd 
around t h e  nonredundant sample and t h e  a r t i f i c a l  p reced ing  
sample t h a t  i s  t r a n s m i t t e d .  Two s t r a i g h t  l i n e s  a r e  d r ~ i ~ r n ,  one 
l i n e  through t h e  upper ends of  t h e  t o l e r a n c e  ranges  and t h e  
o t h e r  through t h e  lower ends.  I f  a  subsequent  sample l i e s  i n -  
s i d e  t h i s  c o r r i d o r ,  it i s  redundant  and t h u s  d i sca rded .  I f  
n o t ,  it i s  nonredundant b u t  n o t  t r a n s m i t t e d .  Ra ther ,  an 
a r t i f i c i a l  va lue  f o r  t h e  prev ious  sample i s  t r a n s m i t t e d ,  This 
i s  t h e  midpoint  o f  t h e  c o r r i d o r  f o r  t h e  p rev ious  sample, which 
i s  t h e  p r e d i c t e d  v a l u e  f o r  t h a t  sample. 
The r e c o n s t r u c t i o n  p roces s  i s  t h e  same a s  f o r  ( 4 )  and ( 5 ) .  
7. F i r s t  o r d e r ,  V a r i a b l e  c o r r i d o r ,  Preceding sample t r a n s m i t t e d ,  
Whenever nonredundant samples occur  a  new c o r r i d o r  has t o  
be  e s t a b l i s h e d .  A t o l e r a n c e  range i s  p l aced  around t h e  non- 
redundant sample and two s t r a i g h t  l i n e s  a r e  drawn; one through 
t h e  p rev ious  sample and t h e  upper end o f  t h e  t o l e r a n c e  range: 
t h e  second through t h e  same sample and t h e  lower end of t h e  
t o l e r a n c e  range.  I f  a  subsequent  sample l i e s  i n s i d e  t h i s  cor- 
r i d o r ,  it i s  redundant  and d i sca rded .  Each redundant sumsle 
modif ies  t h e  c o r r i d o r  f o r  t h e  nex t  sample as fo l lows:  If a 
boundary l i n e  of t h e  c o r r i d o r  does n o t  pas s  through t h ~  ':ci"r-- 
ance range p laced  around t h e  redundant  sample, a neY6,7 b a ~ ~ n c i c r y  
- -2 i s  e s t a b l i s h e d  t h a t  p a s s e s  through t h e  ;lear;st a d .  p2Fr-c -,5 :.-, 
t o l e r a n c e  range.  E i t h e r  o r  bo th  boundary l i n e s  can be a f f e c t e a ,  
A sample o u t s i d e  t h e  c o r r i d o r  i s  n o n r e d u ~ d a n t  b u t  t h e  prec-;dli:g 
sample i s  t r a n s m i t t e d .  
Transmi t ted  samples a r e  connected by s t r a i g h t  l i n e s  t o  
r e c o n s t r u c t  t h e  d a t a -  
8. F i r s t  o r d e r ,  V a r i a b l e  c o r r i d o r ,  A r t i f i c i a l  precedinq s a s p l e  - 
t r a n s m i t t e d .  
A t o l e r a n c e  range i s  p l aced  around a nonredundant sample 
and two s t r a i g h t  l i n e s  a r e  drawn. The f i r s t  through t h e  arti- 
f i c i a l  p reced ing  sample,  which i s  t r a n s m i t t e d ,  and t h e  upper  
end of t h e  t o l e r a n c e  range ;  t h e  second through t h e  same sample 
and t h e  lower end of  t h e  t o l e r a n c e  range.  A subsequent  sample 
i s  redundant  and can be d i s c a r d e d  when one end of  t h e  t o l e r a n c e  
range p l aced  around t h e  sample f a l l s  w i t h i n  t h e  c o r r i d o r .  The 
sample i t s e l f  i s  n o t  r e q u i r e d  t o  be  w i t h i n  t h e  c o r r i d o r ,  For  
a redundant sample t h e  c o r r i d o r  i s  modified f o r  t h e  nex t  sanpl-e. 
I f  a boundary l i n e  of t h e  c o r r i d o r  does n o t  p a s s  through the 
t o l e r a n c e  range p l aced  around t h e  redundant  sample, a  new 
boundary i s  e s t a b l i s h e d  t h a t  pas se s  through t h e  n e a r e s t  end 
p o i n t  of t h e  t o l e r a n c e  range.  
I f  t h e  t o l e r a n c e  range p l aced  about a  s m p l e  does n c c  over-  
1a.p t h e  c o r r i d o r ,  t h e  sample i s  nonredundar?t, bu t  n o t  tl-a-7s::: r r L t J ,  
Ra ther ,  an a r t i f i c i a l  va lue  f o r  t h e  preced ing  s a ~ p l e  i s  : ~ ; l s -  
m i t t e d ,  which i s  simply t h e  p r e d i c t e d  va lue  of thn p r ? - j l c ~ s  
sample. This  va lue  i s  t h e  midpoint  of t h e  c o r r i d o r  a t  ths t j n ~  
corresponding t o  t h e  prev ious  sample, and t h e  c o r r i d o r  i s  r h e  
one used f o r  t h e  a n a l y s i s  of  t h e  nonredundant sample. The re- 
c o n s t r u c t i o n  i s  accomplished by simply connec t ing  transrnixted 
samples by s t r a i g h t  l i n e s .  
It i s  c l e a r  t h a t  a l l  of  t h e  above a lgor i thms  d i f f e r  i n  the 
o r d e r ,  c o r r i d o r  used,  and sample t r a n s m i t t e d .  Thus, many 
o t h e r  redundancy removal a lgo r i t hms  could be c o n s t r u c t e d  from 
t h o s e  d i scussed  by combinations of  t h e  o r d e r ,  c o r r i d o r  and 
s e l e c t i o n  of sample t o  be t r a n s m i t t e d .  
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CHAPTER V I  
B e s t  L inear  Recurs ive  
Es t imat ion  
"There i s  no more common e r r o r  t h a n  t o  assume t h a t ,  because 
prolonged and a c c u r a t e  mathemat ical  c a l c u l a t i o n s  have been made, 
t h e  a p p l i c a t i o n  of  t h e  r e s u l t  t o  some f a c t  of n a t u r e  i s  a b s o l u t e l y  
c e r t a i n .  " A. X .  Whitehead. 
6.1. I n t r o d u c t o r y  Remarks. 
Real  t ime  e s t i m a t i o n  requi rements ,  a long w i t h  limited s Loraga 
space  c o n s t r a i n t s  i n  onboard computers f o r  e s t ima t ing  parar~c:zrs  
i n  s p a c e c r a f t  o r b i t  de t e rmina t ion  problems, have s t i m u l a t e d  i n t e r e s t  
i n  r e c u r s i v e  e s t i m a t i o n  techniques  111 ,  [ 2 ] ,  [ 7 ] ,  [81,  I [133, 
and [15] .  For t h e s e  r ea sons  t h e  techniques  a r e  e s p e c i a l l y  
a p p l i c a b l e  t o  v a r i o u s  space  s t a t i o n  a p p l i c a t i o n s .  The problem 
i s  t o  w r i t e  t h e  b e s t  l i n e a r  unbiased e s t ima to r  f o r  t h e  para7ezer  
v e c t o r  x i n  a r e c u r s i v e  form i n  t h e  s e n s e  t h a t  t h e  e s t i m a t o r  a f t e r  
N o b s e r v a t i o n s  (an o b s e r v a t i o n  may be a  v e c t o r )  i s  t h e  e s t i m a t o r  
a f t e r  N - l  o b s e r v a t i o n s  p l u s  a  c o r r e c t i o n  which i s  a  l i n e a r  func- 
t i o n  o f  t h e  N~~ o b s e r v a t i o n  and t h e  e s t i m a t o r  based on N - - 1  ob- 
s e r v a t i o n s ,  
Kalman and Bucy [8] and Shumway and Dean 1141 have given 
r e c u r s i v e  forms of t h e  b e s t  l i n e a r  unbiased e s t i m a t o r  of  t h e  
parameter  v e c t o r  X ( t )  i n  t h e  l i n e a r  model Y ( t )  = H ( t ) X ( t )  + U e t )  
for con t inuous  d a t a .  Blum [ 3 ] ,  [4] , [5] , and [61 s t u d i e d  a 
s i m i l a r  problem when t h e  l i n e a r  model was f o r  d i s c r e t e  d a t a .  Iiis 
r e s u l t s  formulated t h e  s c a l a r  form of t h e  problem discussed i n  
t h i s  paper.  That i s ,  we g i v e  a  mat r ix  formulat ion of t h e  same 
problem al lowing t h e  vec to r  of observat ions  taken a t  eacli epoch 
of t ime t o  b e  c o r r e l a t e d .  The mat r ix  no ta t ion  l eads  t o  a  mul t i -  
dimension extens ion  of t h e  technique proposed by Blum and induces 
a  c l e a r e r  understanding of t h e  technique.  
I n  t h e  d i s c u s s i o n  t o  fol low lower case  l e t t e r s  w i l l  be used 
f o r  nonrandom v e c t o r s .  Upper case  Roman l e t t e r s  w i l l  be use6 f o r  
random v e c t o r s .  30 th  lower and upper case  Roman l e t t e r s  w i l l  be 
used t o  denote  nonvector ma t r i ces ,  which w i l l  always be c o n s i d e ~ e 5  
I 
I nonrandom. 
6.2.  Linear  Model, 
I n  many problems of es t imat ion ,  computational d i f f i c u l t i e s  
a r i s e  because of l a r g e  amounts of da ta  o r  because of having t o  
perform on- l ine  o r  r ea l - t ime  parameter e s t ima t ions .  Attempts t o  
l i g h t e n  t h i s  computation d i f f i c u l t y  have l e d  t o  r e c u r s i v e  schcx~~es 
such t h a t  it i s  n o t  necessary t o  s t o r e  a l l  t h e  previous da ta  but 
only previous  e s t ima tes  and c u r r e n t  d a t a .  This s e c t i o n  presents 
a  p r a c t i c a l  technique f o r  ob ta in ing  a  b e s t  l i n e a r  unbiased e s t i -  
mator f o r  t h e  parameter vec to r  x i n  equat ion (1) defined below, 
L e t  Y .  be  a  p  x 1 random vec to r  which i s  observed a t  t i m e  
1 
ti, i = 1, 2,  .. ., N. Let 
be a l i n e a r  model r e l a t i n g  t h e  random vector  Yi of observa t ions  
w i t h  t h e  n  x 1 unknown parameter v e c t o r  x. The p  x n  ma t r ix  
h i  i = 2 N ,  i s  assumed known and t h e  p  x 1 e r r o r  vector 
Ui, i = 1,2, ..., N ,  i s  such t h a t  
and 
where Vij i s  a  known p x  p  cover iance  ma t r ix .  
A problem i n  which t h e '  l i n e a r  model de f ined  by (1) has 
. , .  
been used wi th  success  i s  t o  e s t i m a t e  t h e  i n i t i a l  o r  i n s e r t i o n  
l o c a t i o n  and v e l o c i t y  of a  s p a c e c r a f t  i n  o r b i t .  The  pararr ie te~ 
v e c t o r  t o  be es t imated  a  6 x 1 v e c t o r  de f ined  by (x,y,z,S,$,i) T
where x ,  y ,  and z  a r e  t h e  l o c a t i o n  c o o r d i n a t e s  of t h e  s p a c e c r a f t  
i n  space  and 2, 9 ,  and 5 a r e  t h e  corresponding v e l o c i t y  ~ o r ~ p o n e n t s  
eva lua ted  a t  t h e  i n i t i a l  t ime ,  s ay  t . The obse rva t ions  taken  
0 
a r e  r ange ,  range  r a t e ,  and azimuth,  which w e  deno te  by r (t), ?(t), 
and 8 ( t )  r e s p e c t i v e l y .  Tnese y i e l d  a  3 x  1 obse rva t ion  vector  
T Yt = (r (t) , I? (t) , 8 ( t) ) . The elements  of t h e  o b s e r v a t i o n  vector 
a r e  r e l a t e d  t o  t h e  e lements  of t h e  parameter v e c t o r  by t h r e e  non- 
l i n e a r  equa t ions  of motion. The m a t r i x  ht i s  ob ta ined  by l i n e a r -  
i z i n g  t h e s e  equa t ions  about  a  "nominal" t r a j e c t o r y  y i e l d i n g  t h e  
l i n e a r  model (1). 
The model (1) can be  w r i t t e n  i n  m a t r i x  n o t a t i o n  a s  
where 
i s  an N p  x 1 v e c t o r  of p x 1 o b s e r v a t i o n  v e c t o r s  Y i = 1,2,, - ,,N, i ' 
i s  an N p  x  n  m a t r i x  of p x n  submat r ices  hi, i = 2  znd 
i s  a n  N p  x  1 v e c t o r  of p x 1 random e r r o r  v e c t o r s  Ui, i = ' i g 2 p  r o a , r X \ j r  
The cova r i ance  of  E i s  N  
Each ViiI i = 1, ..., !4 w i l l  be assumed t o  be  p o s i t i v e  d e f i n i t e  
and each  Hn w i l l  b e  assumed t o  be  of  f u l l  column rank .  
The Gauss-Plarkov Theorem [lo] s t a t e s  t h a t  t h e  b e s t  l i n e a r  
unbiased e s t i m a t o r ,  say  Xn ,  f o r  t h e  nonrandom parameter  vector 
x i s  g iven  by 




then  VN i n  (5)  can be  w r i t t e n  a s  
Hence ( 6 )  can be w r i t t e n  a s  
B y  l e t t i n g  
and 
t hen  
Noting t h a t  
t hen  . . it f o l l ~ ~ s  that . . . .  . .  . .  
- .  
. . , . . . . . . 
Since  
then  
T - -I I t  i s  \fell known [12, page 29, problem 2.91 that [ B ~ V , ~ ' H ~ I  tail 
be w r i t t e n  as 
( N - 1 )  p  The s t o r a g e  space  r e q u i r e d  t o  compute ( 6 )  i s  ( p +  2n -6. 3)  
e lements  of p a s t  d a t a  p l u s  p r e s e n t  d a t a ,  wh i l e  t h e  s t o r a g e  space  
2 
r equ i r ed  t o  compute (8)  i s  n + - +p elements  of p a s t  d a t a  p l u s  2 
p r e s e n t  d a t a .  I f  N i s  l a r g e  t h e n  a c o n s i d e r a b l e  amount of s t o r a g e  
space  could  be  saved by us ing  equa t ion  ( 8 ) .  I t  i s  a l s o  impor tan t  
t o  n o t e  t h a t  ( 9 )  a l l ows  one t o  compute t h e  cova r i ance  ma t r ix  of 
X .  by i n v e r t i n g  t h  p  x p  m a t r i x  
. - 
r e s u l t i n g  i n  some computat ional  advantage i f  N i s  l a r g z .  A o c s  
T -1 
t h a t  (HN-lVN-lHN-l) has  a l r e a d y  been computed and i s  available 
i n  s t o r a g e .  
* 
Another u s e f u l  form of X when ( 7 )  i s  t r u e  i s  N 
N-K N N-M T -1 N 
- l h .  + T -1 -1 T - = 1 hiVii 1 hiViihil I 1 hiViiYi + h.V.ly.] 1 11 3. 
i=l i = N - K = l  i=l i=N-I<+ 1 
where 
N-K T -1 -1 
'1 ,N-K = [ hiViihi] i=l 
and 
'1 , X ~ K  and ' N - K + ~  ,N a r e  t h e  covar iance  m a t r i c e s  of KJ-X and x$ r 
t h e  b e s t  l i n e a r  unbiased e s t i m a t o r s  f o r  x us ing  t h e  f i r s t  N-R 
obse rva t ions  and t h e  l a s t  K o b s e r v a t i o n s ,  r e s p e c t i v e l y .  
6 . 3 .  . A  Useful  G e n e r a l i z a t i o n .  
IPe w i l l  cons ide r  i n  t h i s  s e c t i o n  a m o r e  g e n e r a l  case i: 
which V i j  need n o t  be  n u l l  f o r  a l l  i # j .  
Suppose t h a t  
, and l e t  
be t h e  cova r i ance  m a t r i x  o f  EN where Vi j  i s  a p x p m a t r i x  n o t  
n e c e s s a r i l y  n u l l  f o r  i # j .  Again t h e  minimum v a r i a n c e  Linear 
unbiased e s t i m a t o r  f o r  x i s  g iven  by ( 6 ) .  I n  o r d e r  f o r  (6) t o  be 
u s e f u l  VN i s  assumed t o  be  known o r  e q u i v a l e n t l y  V-' i s  knuwx. N 
Since  V-l i s  p o s i t i v e  d e f i n i t e ,  it can be  w r i t t e n  a s  a  r e s u l t  of N 
t h e  square  r o o t  method [I21 t o  be  
where QN can be  gene ra t ed  r e c u r s i v e l y  w i t h  r e s p e c t  t o  t h e  sub- 
s c r i p t  N .  We mean by t h e  s t a t emen t  t h a t  QN i s  gene ra t ed  recursively 
t h a t  t h e  ( ~ - 1 ) ~ ~ ~  row of QN does  no t  depend on t h e  N~~~ row of 
VN f o r  a l l  N ;  t h a t  i s ,  t h e  e lements  of QN-l do n o t  depend on t h e  
Npth row of VN. The m a t r i x  0 i s  a  lower t r i a n g u l a r  m a t r i x  w i th  
-N 
pos ik ive  e lements  a long  t h e  p r i n c i p a l  d i a g o n a l .  Subs t i t .d t ing  t h e  
r i g h t  s i d e  of ( 1 0 )  i n t o  ( 6 )  one can r e w r i t e  ( 6 )  
where 
. . 
Consider t h e  fo l lowing  p a r t i t i o n i n g  of 
where t h e  (N-l)p  x (N- l )p  m a t r i x  QN 
- 
i s  such t h a t  
qiJ i s  a  p x ( N - l ) p  m a t r i x  and q i s  a p  x  p  lower t r i a n g u l a r  matrix, NN 
I t  fo l lows  from (12) and ( 1 4 )  t h a t  
'and s i m i l a r l y  from (13) and ( 1 4 )  t h a t  
Note t h a t  t h e  dimensions of  G and ZN a r e  Np x n  and Np x: 1, re- N 
s p e c t i v e l y .  I t  fo l lows  t h a t  
and 
Ne i the r  of t h e s e  q u a n t i t i e s  can be  gene ra t ed  r e c u r s i v e l y  since 
r e q u i r e  every  element of  Z N-1 and t o  compute t h e s e  quantities, 
Hence, we b e l i e v e  t h a t  u n l e s s  f u r t h e r  assumptions can  be 
made concerning t h e  form of  t h e  cova r i ance  m a t r i x  V, a  r e c u r s i v e  
form of t h e  e s t i m a t o r  X, cannot  be  formulated from t h e  approach 
t h a t  we have t aken .  A r e a l i s t i c  assumption t h a t  y i e l d s  a recur- 
s i v e  e s t i m a t o r ,  y e t  r e q u i r e s  one t o  r e t a i n  f o r  computing several 
l a t t e r  e lements  of Z, 
- and GN-l i s  t h e  assumption t h a t  
f o r  all i and j such t h a t  li - j 1 > c. For  example, i f  we 
suppose t h a t  c = 2 ,  t h e n  VN i s  of  t h e  fo l lowing  form: 
I t  can be shown t h a t  i f  V i j  = 0 f o r  li - j /  > c t hen  ON - f e  - ij' 
i s  such t h a t  
e = O  i j
f o r  Ii - j ]  > c. Th i s  i s  f o r t u n a t e  indeed s i n c e  t h i s  imp l i e s  
t h a t  if c > 0, t h e n  qN .can be  w r i t t e n  i n  t h e  form 
where 4 i s  a p x  N p  - (cp  + p)  n u l l  m a t r i x  and qN i s  a p x cp 
non-nul l  m a t r i x .  I f  c = 0 ,  t hen  qN = m N  where m N  i s  a p x K p  - p 
null m a t r i x .  S u b s t i t u t i n g  t h e  r i g h t  s i d e  of (19) i n t o  (15) and 




G ~ - l  and Z N - 1  a r e  t h e  l a s t  c p  rows of GN - and Z N m l ,  r e s p e c t i v e l y ,  




can be  i n v e r t e d  r e c u r s i v e l y  as a  f u n c t i o n  of (GN lGN by - - 
apply ing  t h e  i n s i d e - o u t  r u l e  de f ined  by ( 9 )  t o  o b t a i n  t h e  covar- 
- i ance  m a t r i x  of  X . .  Note t h a t  i f  c  = 0, t hen  (22)  reduces  t o  (8) . 
n The s t o r a g e  space r e q u i r e d  t o  compute ( 2 2 )  i s  Z.(n + 3 + Zcp) + cp 
elements  of p a s t  d a t a  p l u s  p r e s e n t  d a t a  
6 . 4 .  An Example 
I n  o r d e r  t o  c l a r i f y  t h e  p a r t i t i o n i n g  of  t h e  m a t r i c e s  i n  t h e  
. previous s e c t i o n  consider  t h e  following example where p = 2 ,  
c = 2 ,  and N = 4. Let 
hence 
and finally K4 in (23) is 
6.5. An Autoregressive Model. 
There are many problems [9] , [16] where the observation 
vectors Yi, i = 1,2, ...IN in (1) are related by an autoregressive 
series [6]. In this section we will define a matrix analog of 
the univariate autoregressive series and indicate how one can 
use (8) to estimate the corresponding x in (1). The autoregres- 
sive series is defined as follows. Let the errors Ui, i=1,2,.,,,N 
be such that 
U = AU + ... j j-1 + BUj-2 + J U j - ( k - l )  + KU j-k + Z j 
for all j > k, (k, a p o s i t i v e  i n t e g e r )  
The A ,  B ,  C ,  ,.. , K a r e  p x p m a t r i c e s .  W e  can rewrite zhe z-bave 
equa t ions  i n  m a t r i x  form by l e t t i n g  
U = RZ 
where 
and t h e  e lements  of R a r e  t h e  c o e f f i c i e n t  m a t r i c e s  of t h e  Z i t s  
I t  i s  computat ional  t o  show t h a t  
i s  a  lower t r i a n g u l a r  band d i agona l  ma t r ix .  I t  i s  c l e a r  from (24) 
and (25)  t h a t  t h e  covar iance  m a t r i x  of U i s  given by 
By s u b s t i t u t i n g  (26) i n t o  ( 6 )  and n o t i n g  t h a t  R-I e x i s t s ,  i t  
fo l lows  t h a t  
I f  w e  l e t  
I and 
A 
t hen  XN can be w r i t t e n  a s  
Since VN i s  block diagonal ,  t hen  by ( 8 )  
Note however, one must retain YN-lf YN-2, ... Y ~ - k  in order to 
compute Yi, and hence, we still must require k additional memory 
P 
spaces. The elements of the matrix Hi can be computed prior to 
the estimation. 
6.6. Concluding Remarks. 
There are other forms of V which admit recursive e s t i r x t o r s  N 
of x. The total family of VN1s for which various foinls of rick_- 
sive estimators exist still needs to be characterized. 
It is natural to formulate a recursive estimator for x in 
the linear model when the unknown covariance matrix is block 
diagonal and the block matrices are all equal. The estimator is 
essentially (6) with VN replaced by an estimator for VN a.nd then 
written in a recursive form similar to ( 8 ) .  Unfortunately, the 
expectation of this estimator or its variance cannot be computed 
easily and at best one can only say the estimator is effective 
in the cases studied using Monte Carlo methods. 
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CHAPTER V I I  
I n v e r s e  Kalman F i l t e r i n g  I n  D a t a  Eva lua t ion  
Only on t h i n g s  u n c e r t a i n  I r e l y  
I have no doubt  excep t  i n  c e r t a i n t y  
A n d  from b l i n d  chance f o r  knowledge I i n q u i r e .  
-Francois  V i l l o n ,  t h e  15 th -cen tury  French P o e t ,  
7.1. I n t r o d u c t i o n .  
- .  
I n  s e d t i o n  2 of c h a p t e r  I1 we d i scussed  t h e  C O ~ ~ ~ F L  of 
3 .  7 i n v e r s e  f i l t e r i n g .  I n  &&is chap te r  we review t h e  no t ions  -,:I: en  
s u g g e s t  -&e need f o r  such e s t i m a t i o n  procedures  and d i s c ~ s s  ?& 
p a r t i c u l a r  method r e f e r r e d  t o  a s  i n v e r s e  Kalman f i l t e r i n g .  
I n  a lmost  a l l  exper iments  d a t a  w i l l  be  c o l l e c t e d  by nezns of 
a  s p e c i f i e d  measuring in s t rumen t .  I n  e s s e n t i a l l y  every one of 
t h e s e  cases i n s t r u m e n t  s p e c i f i c a t i o n s  have been determinied, 
u s u a l l y  a t  g r e a t  expense,  s o  as  t o  i n s u r e  t h e  c r e d i b i l i t y  of z h l  
d a t a .  Two b a s i c  q u e s t i o n s  however, should be  cons idered  i ~ -  c h i s  
l i g h t .  T h a t  i s ,  even on good equipment what s t a t i s t i c a l  techni2ces 
should  be  employed t o  enhance t h e  s i g n a l  ( o r  d a t a )  q u a l i t y  and 
secondly  can t h e s e  techniques  be  used t o  reduce the r e q u i r e d  
q u a l i t y  of the measuring equipment necessary  f o r  va r ious  e x p r i -  
ments? Both of t h e s e  q u e s t i o n s  can be  p a r t i a l l y  answered by c5.e 
d i s c u s s i o n  which fo l lows .  A s  i s  w e l l  known, when l a r g e  anounzs 
of d a t a  are a v a i l a b l e  i n  the measurement of  a  p a r t i c u l a r  paraneter ,  
accuracy requirements  on t h e  d a t a  can be loose .  We w i l l  
n o t  however, d i s c u s s  t h i s  a s p e c t  of  d a t a  c o l l e c t i o n  
s i n c e  f o r  t h e  p r e s e n t  we assume t h e  o r i g i n a l  s p e c i f i c a t i o n s  were 
made w i t h  t h a t  i n  mind. The a s p e c t  of d a t a  c o l l e c t i o n  which we 
wish t o  d i s c u s s  h e r e  r e l a t i v e  t o  t h e  p r e s e n t  q u e s t i o n  i s  i n v e r s e  
f i l t e r i n g .  W e  o u t l i n e  t h e  s u b j e c t  below s i n c e  p r e s e n t  i n v e s t i -  
g a t i o n  of  N A S A ' s  a v a i l a b l e  l i t e r a t u r e  on planned experiments ( a s  
w e l l  a s  p rev ious  ones) shows no i n d i c a t i o n  t h a t  p rope r ,  i f  a n y ,  
use  of t h i s  t echnique  has been made i n  c u r r e n t  exper imenta?  desj g ~ s ,  
7 . 2 .  I n v e r s e  F i l t e r i n g .  
I n  t h e  u se  o f  e l e c t r o n i c  equipnent  f o r  data co l l ec .~ i c??  a 
common problem has  a r i s e n  which i s  r e f e r r e d  t o  as  i n v e r s e  f i l t e r - -  
i n g  o r  s i g n a l  r e s t o r a t i o n ,  s e e  [ 21  , [ 4 1  , o r  [51 . The ~ r c h l e n  
arises because of  t h e  f a c t  t h a t  few, i f  any, measuring dev ices  
r eco rd  t h e  a c t u a l  r ece ived  s i g n a l .  Schemat ica l ly  t h e  measuring 
system can be  d e s c r i b e d  as fo l lows:  
F i g u r e  1 
I n  f i g u r e  1, s (t) i s  an i n p u t  s i g n a l ;  h ( t )  r e p r e s e n t s  a 
measuring in s t rumen t ,  and x ( t)  r e p r e s e n t s  t h e  r e s u l t i n g  measure- 
ment, which may be "smeared" by t h e  i n s t rumen t .  S ince  +his 
measurement may be  observed i n  p resences  of n o i s e  (random i n t e r -  
f e r ence )  a n o i s e  v e c t o r  v ( t )  i s  added i n  and t h e  recorded r e s u l t  
i s  z ( t ) .  Various v e r s i o n s  of t h e  above such a s  i n p u t  = s j t )  
+ n (t) , n (t) an a d d i t i o n a l  n o i s e  v e c t o r ,  can e a s i l y  be  g iven ,  but 
we s h a l l  n o t  d i s c u s s  them he re .  
From f i g u r e  1 above, it i s  c l e a r  t h a t  t h e  problem of inverse 
f i l t e r i n g  i s  one of c o n s t r u c t i n g  a f i l t e r  such t h a t  when 2 l t) i s  
the i n p u t  s ( t)  , i .e. , t h e  r e s t o r e d  s i g n a l ,  i s  t h e  output:. 
i n p u t  s u t p u  t 
z ( t )  K (t) .---lIII-"..-. C I * - )  / a  \ L.! 
Figure  2 
S ince  t h e  o r i g i n a l  s i g n a l  has  been co r rup ted  by randoynL r i o i s e  
ant n2asure- and i t  i s  p h y s i c a l l y  imposs ib le  t o  remove a l l  instrum, - 
ment e f f e c t s ,  i t  i s  n o t  p o s s i b l e  t o  c o n s t r u c t  t h e  f i l t e r  X ( t )  , A 
s a t i s f a c t o r y  s o l u t i o n  t o  t h e  problem when t n e  n o i s e  i s  n o t  t o o  
exces s ive  does,however, o f t e n  e x i s t .  for many ca.ses 
p o s s i b l e  t o  c o n s t r u c t  a  f i l t e r  K ( t )  such t h a t  when z(t) i s  inputi 
h 
t he  ou tpu t  i s  s ( t ) ,  where s^(t) i s  the b e s t  l i n e a r  unbiased e s t i n a t e  
of s (t) . A number of d i f f e r e n t  approaches t o  this problem have 
been and s t i l l  a r e  be ing  cons idered  i n  t h e  l i t e r a t u r e .  
A met5od r e f e r r e d  t o  a s  i n v e r s e  Kalman f i l t e r i n g  [ 2 ]  zr>ot. -ars 
a t  l e a s t  t h e o r e t i c a l l y ,  t o  o f f e r  t h e  b e s t  s o l u t i o n  t o  t h e  p r o b l e ~ . .  
I t  can be d e s c r i b e d  a s  fo l lows:  
L e t  
s (t) = n  x 1 i n p u t  d a t a  v e c t o r  
xl(t) = m x 1 o u t p u t  v e c t o r  
A (t) = m x m m a t r i x  1 
G L ( t )  = m x n ma t r ix  
Y (t) = H~ (t) xl (t) , %(t) a  p x  m ma t r ix  
Then a s s u m e  t h e  dynamic system of f i g u r e  1 can be described by 
t h e  s y s  t e m  of d i f f e r e n t i a l  equa t ions  
Now up t o  second o r d e r  moments t h e  o r i g i n a l  s i g n a l  s ( t )  can also 
be desc r ibed  by t h e  dynamic system 
where u (t) i s  a  wh i t e  n o i s e  v e c t o r  and A2 (t) , G2 (t)  and hence 
X2 (t) a r e  ma t r i ce s  which are completely determined by t n e  covari- 
ance ma t r ix  of u (t) . Thus from (1) we can w r i t e  
where 
0 
~ ( t )  = [ G 2 ( = )  ] and H ( t )  = [ H l ( t )  t o ]  * (4) 
But from (3 )  i t  i s  w e l l  known t h a t  t h e  b e s t  l i n e a r  u n b i a s e d  es t i - -  
A A 
mate of X (t) and hence s ( t)  i s  X( t) , where x ( t)  i s  t h e  output 
I 
I of t h e  corresponding Kalman f i l t e r .  Thus when t h e  dynanics of 
I t h e  r e c e i v i n g  system can be desc r ibed  by a l i n e a r  s y s t e x  ( n o t  
I n e c e s s a r i l y  t ime i n v a r i a n t )  and t h e  covar iance  of u ( t )  i s  k:?o;sr., 
s ( t)  i s  t h e  o u t p u t  of  a  Kalman f i l t e r  which can t h e o r e t i c a l l y  be 
determined.  P r a c t i c a l l y  speaking  a  number o f  d i f f i c u l t i e s  s t i l l  
remain i n  apply ing  t h e  above i n  p a r t i c u l a r  s i t u a t i o n s  and t h e  
d e t a i l s  of p a r t i c u l a r  i n v e r s e  f i l t e r s  w i l l  have t o  be worked o u t ,  
However, t h e  method has  been used w i t h  good r e s t o r a t i o n  results, 
The fo l lowing  graph g i v e s  a  p i c t o r i a l  d e s c r i p t i o n  o f  i n v e r s e  
f i l t e r i n g .  
Figure  3 
Analog computer s imu la t ion  of a p p l i c a t i o n  03 inversz I<al_r=an 
f i l t e r  t o  a seismic f i l t e r  problem. a )  a c t u a l  s i g n a l ;  b) suse r -  
imposed wavele t ;  c) wavele t  p l u s  no i se ;  d) e s t i m a t e d  impulse 
through i n v e r s e  f i l t e r i n g .  
7 . 3 .  Concluding Remarks. 
From f i g u r e  3 ,  and t h e  prev ious  d i s c u s s i o n  it i s  clear t3.e 
i n v e r s e  f i l t e r i n g  is  a  u s e f u l  t o o l  i n  s i g n a l  r e s t o r a t i o n .  These 
r e s t o r a t i o n  e f f e c t s  have t h e  fo l lowing  impact  on exper imenta l  
d e s i g n  whenever e l e c t r o n i c  measuring ( o r  o t h e r )  equipment i s  
employed, Namely, s e l e c t i o n  of a l l  measuring equipment should  
be  done with due c o n s i d e r a t i o n  t o  t h e  i n v e r s e  f i l t e r  problem. 
From a cost e f f e c t i v e n e s s  p o i n t  of view t h i s  means t h a t  t h e  c o s t  
of t h e  f o l l o w i n g  t r a d e  o f f  must be  cons idered ;  c o s t  of highly 
e f f i c i e n t  equipment v e r s u s  c o s t  of  development of i n v e r s e  f i l t e r s  
f o r  less e f f i c i e n t  equipment. 
From a mis s ion  requirements  s t a n d p o i n t ,  i n v e r s e  f i l t e r i n g  
should  be cons ide red  t o  improve measurement c a p a b i l i t i e s  0 5  f i r s t  
l i n e  equipment.  W e  now g ive  a  s imple  exam2le. 
- .  a .  . 
rlli^ - - .- Example: Cons ider  t h e  a n a l y s i s  which prcduced f i g u r e  3 ,  - L~ - L >  
l e t  
00 
be a sequence of Poisson  impulses  where Q i s  t h e  occur rence  r a t e  
i n  t h e  a s s o c i a t e d  Poisson  p roces s .  Then E [ u ( t )  1 = 0 and u: t) i s  
c l e a r l y  w h i t e  n o i s e .  Now l e t  s ( t)  be the i n p u t  s i g n a l  l.-:-iiciz i s  
t o  be  r ecove red  and assume s (t) i s  genera ted  from u( t) as ;?am. 
below. 
F igu re  4 
Then w e  have 
s o  t h a t  
where 
F u r t h e r  suppose t h e  s i g n a l  s ( t )  i s  passed i n t o  t h e  system sbcT n 
by f i g u r e  5. 
. . .  - 
. . 
. - .  
. . 
. . 
.. . ,., 
' . . . _  . . 
. , . .  . 
Figure  5 
Then it i s  c l e a r  t h a t  x3 (t) s a t i s f i e s  t h e  d i f f e r e n t i a l  e q u a t l  on 
s o  t h a t  V ( t )  i s  a sequence of superimposed e q u a l  amplitud.5 -,raTie-- 
le t s  of t h e  form e - 5 0 t s i n m  t , wi th  random time of occurrence, 
as shown i n  f i g u r e  3b. Thus t h e  problem i s  t o  recover  s (  tj t;lien 
Z (t) = Y (t) + V ( t )  i s  t h e  o u t p u t  s i g n a l ,  where V ( t )  i s  a corrupting 
independent  i d e n t i c a l l y  d i s t r i b u t e d  n o i s e  sou rce  w i t h  variance V , 
However from f i g u r e s  4 and 5 we can w r i t e  
Consequently w e  have t h e  system i n  t h e  form given by equat ion 
(3)  and t h e  b e s t  e s t ima te  f o r  s ( t )  i s  then t h e  Kalman f i l t e r ,  
i ( t )  , which i s  completely determined by t h e  above. Figure 3d 
shows g raph ica l ly  t h e  e s t i m a t o r  (t) .
7.4. References. 
[ l ]  J. W .  ~ a ~ l e s e n d  E .  0 .  Brigham, "Application of the  Kalman 
F i l t e r  t o  S igna l  Res to ra t ion , "  Geophysics, Vol. XXXV, No. 1, 
February (1970) . 
[ 2 ]  Brigham, E.  O . ,  "An I t e r a t i v e  Technique f o r  Determining 
Inverse  F i l t e r s  ," IEEE Trans.  on Geoscience E l e c t r o n i c s ,  
V. GE-6, pp. 86-96 (1968).  
[ 3 ]  George, e t  a l ,  The Applicat ion of Inverse  Convolution Tech- 
niques t o  Improve S igna l  Response of Recorded Geophysical 
Data; Proc. I R E ,  V. 50, pp. 2313-2319, 1 9 6 2 .  
[4] Rice, R. B. , " Inverse  Convolution F i l t e r s ,  " Geophysics, 
Vol. 27, pp. 4-18 (1962).  
CHAPTER V I I I  
F a s t  Techniques f o r  D i sc r imina t ing  
P a t t e r n s  i n  E a r t h  Surveys 
Whenever we t a k e  a  sample,  we do s o  wi th  t h e  i d e a  of l e a r n i n g  
someff~ ing  about  t h e  popu la t ion  from which t h e  sample i s  drawn, 
Provided t h a t  t h e  sam2le i s  drawn i n  an unbiased manner,we b e l i e v e  
t h a t  i t  may be taken a s  r e p r e s e n t a t i v e  of t h e  p a r e n t  populetj-on,  
However r e p r e s e n t a t i v e s  a r e  n o t  a l l  e q u a l l y  a u t h o r i t a t i v e ,  
Spokesmen - even o f f i c i a l  spokesmen - do s o t  always t e l l  a r e l i ~ ~ l z  
t a l e ,  and i t  i s  very necessary  i n  r e t e l l i n g  a story frcn s--~c:l 
'- e a  source  t h a t  we i n d i c a t e  t h e  degree  of conf idence i - l ~ i c h  1-21 A,, 
p l aced  i n  what t h e  spokesman has  s a i d .  J u s t  as  t h e  jou.rmalist  
t r i e s  t o  emphasize f o r  h i s  r e a d e r s  t h e  d i f f e r e n c e  bet:ieen Z-EPI~UI-  
and ' u s u a l l y  w e l l  informed sou rces  ' , s o  t o o  t h e  s t a t i s t i c i a 2  has 
t o  a t t empt  a  s i m i l a r  t h ing .  
8.1. I n t r o d u c t i o n .  
A problem t h a t  concep tua l ly  can be  cons idered  a  mul t i -  
v a r i a t e  d i s c r i m i n a t e  a n a l y s i s  problem i n  which one must e s t i m a t e  
t h e  m u l t i v a r i a t e  p r o b a b i l i t y  d e n s i t y  f u n c t i o n s  of va r ious  popula- 
t i o n s  u s ing  p rev ious ly  ob ta ined  d a t a  ( t r a i n i n g  d a t a )  has been 
a p p l i e d  wi th  reasonable  succes s  by t h e  Laboratory f o r  Agriculture 
Remote Sens ing  (LARS) a t  Purdue Un ive r s i t y  [l] t o  recognize  
a g r i c u l t u r a l  c rops  u s ing  remote s ens ing  dev ices .  The i r  s o l u t i o n  
i s  t h e  c l a s s i c a l  s t a t i s t i c s  s o l u t i o n  d i s c u s s e d  i n  [ 2 1 ,  and i s  
132 
well-known. Unfor tuna te ly ,  the c l a s s i c a l  s o l u t i o n  does n o t  lend 
i t s e l f  t o  " r a p i d "  computation i n  t h i s  a p p l i c a t i o n ,  and hence it 
has  been con jec tu red  t h a t  t h e  method i s  [ 3 ]  l i m i t e d  i n  u se fu lnes s  
i f  one cannot  re-formulate  t h e  problem i n  a  manner which will 
l end  i t s e l f  t o  f a s t e r  computing o r  i f  f a s t e r  computers do n o t  
become a v a i l a b l e  i n  t h e  n e a r  f u t u r e .  Apparent need t o  gain a  r e a l  
t ime c a p a b i l i t y  t o  make d e c i s i o n s  u s ing  remote s ens ing  d a t a  r e q u i r e s  - 
t h a t  f a s t e r  t echniques  be  formulated,  e s p e c i a l l y  i f  one r e q u i r e s  
onboard computing i n  t h e  space s t a t i o n  a p p l i c a t i o n .  
The purpose of t h i s  chap te r  i s  t o  d i s c u s s  t h e  probler-1 01 
reduc ing  remote s ens ing  d a t a  and t o  revS.ei.7 a ccnjectr?rc.c! fc;.z;e3- 
a lgo r i t hm formulated and made computa t iona l ly  r e a l i s  t i c .  ' 0 ~ 7  
Eppler  1 4 1 .  Also,  we w i l l  s ugges t  a  mod i f i ca t ion  of E r ) ; ~ l ~ r ' s  
a lgor i thm,  based upon t h e  concepts  of s c a t t e r  a n a l y s i s  f o r ~ u l a t e ?  
by Wilks [ 5 ] .  
The fo l lowing  problem s t a t emen t  w i l l  e s t a b l i s h  t h e  n o t a t i o n  
and d e f i n i t i o n s ;  a l s o  t h i s  w i l l  a i d  t h e  r e a d e r  t o  o b t a i n  a b r i e f  
review of t h e  problem of s t a t i s t i c a l  d i s c r i m i n a n t  a n a l y s i s  : 
Problem. L e t  r l , r2,  ..., rk denote  k  popu la t ions .  Assoc ia ted  wi th  
each i n d i v i d u a l  i n  t h e  popu la t ion  i s  t h e  s e t  of  c h a r a c t e r i s t i c s  
i) (i) (i) c1,c2,. . . ,C which can be measured. L e t  x (  = (xl  ,x2 r e  - I~ (i) 
P  P 
denote  a  v e c t o r  of measurements one from each c h a r a c t e r i s t i c  on an 
i n d i v i d u a l  from t h e  ith popu la t ion .  Suppose f u r t h e r  t h a t  t h e  
a  p r i o r i  p r o b a b i l i t y  t h a t  an i n d i v i d u a l  i s  s e l e c t e d  from the ith 
- 
popu la t ion  i s  qi, i = 1 , 2 ,  ..., k and t h a t  t h e  m u l t i v a r i z t e  proba- 
b i l i t y  d e n s i t y  f u n c t i o n  of t h e  measurement v e c t o r  X (i) i s  pi !x) . 
L e t  c (i/ j) deno te  t h e  c o s t  of c l a s s i f y i n g  an i n d i v i d u a l  f r o x  t h e  
th jth p o p u l a t i o n  as a member of t h e  i popu la t ion .  The problem 
is  t o  d e v i s e  a  d e c i s i o n  r u l e  such t h a t  g iven  an obse rva t ion  
x = (xl, . .  . 'X ) one can a s s i g n  t h e  i n d i v i d u a l  t o  one of t l i e  k 
P  
p o p u l a t i o n s  i n  such a manner t h a t  t h e  expected c o s t  of m i s c l a s s i -  
f i c a t i o n  i s  minimized. 
The s o l u t i o n  i s  well-known and i s  given i n  [ 2 ] .  Unfortunate l -yi  
it depends on the ~ ( i /  j) and t h e  q u a n t i t i e s  q1,q2, .. . *qn, a11 
of which are seldom known. Also,  i t  i s  d i f f i c u l t  i n  sorlz ~ ~ : : I ~ c ' z I -  
t i o n s  t o  defend  one ' s choice  of the m u l t i v a r i a t e  probabj 1 3  "I, 
d e n s i t y  f u n c t i o n s  p l (x )  ,p2 (x) , . . . ,pk (x )  . 
A p o p u l a r  s o l u t i o n  i s  t o  assume t h a t  q = q j  , C (i 1 i) = 0; i 
c j = c j f o r  a l l  i t  # j l ,  and p .  (x) i s  a  normal p r c b a b i l -  
1 
i t y  d e n s i t y  f u n c t i o n .  T h a t  i s ,  
w i t h  
f o r  a l l  i and j. These assumptions a long  wi th  t h e  assum2tio1: t 'nat 
1 is  known, l e a d  t o  l i n e a r  d i s c r i m i n a n t  func t ions  [ 2 !  which a re  
indeed  mathemat ica l ly  " t i d y ,  " . However, they a r e  r e l a t i v e l y  
i m p r a c t i c a l  i n  most a p p l i c a t i o n s  s i n c e  p .  (x) a r e  u s u a l l y  u i l k n o ~ ~ ~ n ,  
1 
and if normal # 1") f o r  some o r  a l l  i # j .  Hence, one must 
e s t i m a t e  p .  (x) u s i n g  d a t a  p rev ious ly  taken from individ7zals I';nos.rr, 
1 
t o  come from t h e  ith popu la t ion .  
Suppose 6. (x )  denotes  t h e  e s t i m a t e  of t h e  d e n s i t y  function 
1 
pi (x)  based on Ni " t r a i n i n g "  samples.  L e t  qi = qj and ~ ( i . 1  j) 
= c o n s t a n t  f o r  a l l  i # j .  Then we say  t h a t  an i n d i v i d u a l  yielding 
th t h e  measurement v e c t o r  X = xo comes from t h e  j popu la t ion ,  T i f  j 
A A 
max p .  ( x  ) = p j  (xo )  , i = 1 , 2 , .  . . ,ke 1 0  
I t  i s  sugges ted  by Anderson [ 2 ]  (and used by many [41), that 
pi (x)  i s  a p - v a r i a t e  normal p r o b a b i l i t y  d e n s i t y  func'ii-on. T i a t  is 
(i) (i)  (i) f o r  i = 1 , 2 , .  . . ,k .  I f  X1 , X 2  , . . . ,XN denotes  a rancor s ~ i - ~ p e  
i 
of Ni p  x 1 v e c t o r s ,  then  one can e s t i m a t e  t h e  mean vector F : ~  by 
and t h e  covar iance  ma t r ix  li 
Then w e  can e s t i m a t e  p .  (x )  = p .  (x ;  
1 1 i f  i ) by 
A A A 
One s h o u 1 d n o t e  t h a t  t h i s  imp l i e s  t h a t  normal assump- 
A 
t i o n s  a r e  v a l i d  o r  approximately v a l i d  when one uses  p . ( x ) ,  
1 
A p a r t i c u l a r  a p p l i c a t i o n  s e l e c t e d  f o r  i l l u s t r a t i v e  purposes 
t h a t  concerns  us  h e r e  i s  t o  recognize  s t a t i s t i c a l l y  d i f f e r e n t  
p a t t e r n s  o f  l a n d  uses  from d a t a  ob ta ined  by s e n s i n p  equip- 
ment on a reconna isance  a i r p l a n e .  The v e g e t a t i o n  o r  
l a c k  of  v e g e t a t i o n  compose t h e  popu la t ions ;  t h a t  i s ,  
corn ,  wheat ,  o a t s ,  b a r e  l and ,  e t c . ,  make up t h e  p o p u l a t i o n s ,  Six 
channels  o f  d a t a  are t aken ,  t h a t  i s  p = 6 and X = ( x ~ , , x ~ ~ .  . . '"GI T - 
Each element  r e p r e s e n t s  a  measurement of s p e c t r a l  r a d i z n c s  for a 
s p e c i f i e d  s m a l l  i n t e r v a l  o r  band of wavelengths.  
. . 
T r a i n i n g  samples of s i z e  N a r e  taken conl~os ing  thz 6 5 ~ ; .  i 
from 7: 1 
from n 2 
from nk 
from which t h e  e s t i m a t e s  
and 
a r e  computed. These i n  t u r n  y i e l d  t h e  e s t i m a t e s  
of the p r o b a b i l i t y  d e n s i t y  f u n c t i o n s  pl (x)  ,p2 ( X I  , . . . ,pk (x) , 
r e s p e c t i v e l y .  The Purdue system i s  t o  assume normal i ty ,  hence 
t h e s e  estimates are of t h e  form: 
A s i m p l i f i c a t i o n  i s  ob ta ined  by t a k i n g  t h e  logar i thm of both sides, 
Then 
1 A 
where K = -- I ln(27r) - 2 l n l l i / .  i 
. . 
2 . -  
Suppose X = x denotes  a measurement from which ~\7e are t o  
c l a s s i f y  an i n d i v i d u a l .  I n  o r d e r  t o  determine 
w e  de te rmine  f o r  some j 
I n  6 .  (x)  = max C l n  6. ( X I  } 3 i 1 
and a s s i g n  o r  c l a s s i f y  t h e  i n d i v i d u a l  from which t h e  measGrcrer;  
came t o  n j. I n  o r d e r  t o  do t h i s ,  we must compute 
h t-1 f o r  i = 1,2 ,..., k. Since  li i s  computed us ing  random data# L i  
A 
a lmos t  s u r e l y  ( t h e o r e t i c a l l y )  con ta ins  no ze ro  e lements  and;; i s  
t h e r e f o r e  n o t  d iagona l :  hence,  t h e  computation w i l l  r e q u i r e  for each 
-
-1 2 ( X  - Gill , p m u l t i p l i c a t i o n s ,  and p2 a d d i t i o n s  performed k 
t i m e s .  Then m u l t i p l y i n g  
r e q u i r e s  an a d d i t i o n a l  p  m u l t i p l i c a t i o n s  and p  a d d i t i o n s .  Thus, 
2  2 
one must perform p  + p  m u l t i p l i c a t i o n s  and p  + p  a d d i t i o n s  t o  
compute a  s i n g l e  i n  Ci (x) . This  must be  done K t imes ,  once f o r  
each popu la t ion .  I f  fyl i s  d i agona l ,  then  i n  P i (x)  can be con- 
puted  i n  2p m u l t i p l i c a t i o n s  and 2p a d d i t i o n s .  S ince  i t  i s  
A 
assumed t h a t  G and l i  i s  computed p r i o r  t o  t h e  c l a s s i f y i x g ,  the  i 
t i m e  and o p e r a t i o n s  t o  compute In  6. (x) i s  an impor tan t  c r F ~ . e r T o n  
1 
t o  judge an a lgor i thm.  
An image i s  composed of N l i n e s  of n  d a t a  squal-2s;  sac?, 
square  y i e l d s  an obse rva t ion  v e c t o r  X t o  use  t o  statis? c- ' : :~ 
c l a s s i f y  t h a t  squa re  a s  a  member of one of  t l e  popula t ions  
r -i 
I , 1 X 2 i 
I 
X = 
1 " 3  1 9 5 0  l i n e s  
F igu re  1. The Image of 9 5 0  l i n e s  w i th  2 2 2  
squa re s  p e r  l i n e  and 6 channels  of measure- 
ments f o r  each square .  
2 2 That  i s  t o  s a y ,  one must make I.; ( p  +p) m u l t i p l i c a t i o n s  and k (p ip) 
a d d i t i o n s  f o r  each square .  Then f o r  each image one must make 
2 2 Nnk ( p  +p) m u l t i p l i c a t i o n s  and Nnk (p  +p) a d d i t i o n s  p e r  image, T o  
g a i n  some i n s i g h t  i n t o  r e a l i s m ,  cons ide r  N = 950, n  = 2 2 2 ,  k = 9 ,  
and p  = 6 .  Then 
Note a l s o ,  one must rank n i n e  numbers a t  each d a t a  square .  T h a t  
i s ,  f o r  each image one must perform 
ranking  o p e r a t i o n s  on n i n e  nun~bers ( I n  $i ( x )  . i = lF2, ,, s * I . d )  o \ s 
Epp le r '  s alqori t l im was f orlnulated t o  reduce t h e  C C - ~ T -  ,_ : 2
t ime t o  ana lyze  an image. This  he  has  dcne by incorpor~i-Lii--g 
- .  t a b l e  lookup o p e r a t i o n s  thereby  reduc ing  t h e  nunher of --- iLbo~--L:L21i- 
c a t i o n s .  
8 .2 .  The Eppler  Algori thm. 
Besides  be ing  "slow" t h e  c l a s s i c a l  s o l u t i o n  as  app l i ed  by 
LARS t a c i t l y  i nvo lves  a  normal i ty  modeling assum2tion.  E ~ s i e r  
has  developed a  non-parametric procedure  t o  e s t i m a t e  rnargiq.a.1 
p r o b a b i l i t y  d e n s i t i e s  a s s o c i a t e d  w i t h  pi (x) , t h a t  i s ,  one ~ i h i c h  
does n o t  assume a  s p e c i f i e d  form f o r  p .  (x) ; f o r  example, the 
1 
normal form. Epple r  ' s p r e s e n t  a lgo r i t hm a l s o  assumes that 
i = qj and ~ ( i  1 j )  = c o n s t a n t  f o r  a l l  i $ j. A major d5sadaa?tagr -- 
i s  t h a t  t h e  d e c i s i o n  c r i t e r i o n  i s  based on t h e  t v 7 0  d imensional  
p r o b a b i l i k y  d e n s i t y  f u n c t i o n s  
i # j = 1 , 2 , * .  . , p .  There a r e  (g) such d e n s i t y  f u n c t i o n s .  I t  i s  
t h e s e  p r o b a b i l i t y  d e n s i t y  f u n c t i o n s  t h a t  t h e  Epple r  ~ l g o r i t l - i m  
e s t i m a t e s .  Hence, i n s t e a d  of e s t i m a t i n g  a  s i n g l e  p r o b a b i l i t y  
d e n s i t y  f u n c t i o n  as t h e  LARS program does Epple r  must e s t i m a t e  
f o r  i = 1 , 2 ,  ...,9. 
For  t h e  t i m e  be ing ,  l e t  us suppose each f i s  e s t ima ted  by 
h 
i j 
' i j  u s ing  t h e  t r a i n i n g  sam2les p rev ious ly  de f ined .  I t  is assuned 
t h a t  f o r  each i and j 
and 
where Li and L denote  the lower l i m i t s  t h a t  x and x can t ake  j i j  
on f o r  a  s p e c i f i e d  po2u la t ion .  The increments  A and G deno-be i j 
t h e  g r i d  s i z e  one chooses s o  - tha t  S  i s  t h e  i j  t h  r e c t a n g l e  
m,n 
A 
Let ' i j  S be t h e  p ropor t ion  of samples wi th  (x ,x . )  cont i i ined  i J  
S ince  f i j  (Smn) i s  a very "rough" e s t i m a t e  for f t h e  
i j  ' 
Eppler  a lgo r i t hm performs a smoothing o p e r a t i o n  by averaging ovzr 
a 5 x 5  g r i d ,  say  G ,  w i t h  S as t h e  c e n t e r  e lement .  Tha t  i s ,  
mn 
I f  f i j  (Smn) 5 E where E i s  a p rev ious ly  chosen ( e m p i r i c a l l y )  
A 
p o s i t i v e  number, then  f i  (S 1 i s  g iven  t h e  va lue  zero .  
mn 
I t  should  be  no ted  t h e  E p p l e r ' s  a lgo r i t hm has  r ep l aced  t h e  
LARS d e c i s i o n  r u l e  which i s  "approximately"  op t imal ,  i n  t h e  s ense  
t h a t  i f  t h e  no rma l i t y  assumptions hold,  t h e i r  r u l e  i s  t h e  c l a s s i c a l  
one a long  w i t 3 3  a  new r u l e  t h a t  d.epends only  on t h e  two-dimensional 
marg ina l  p r o b a b i l i t y  d e n s i t y  f u n c t i o n .  The LARS r u l e  i s  t o  ass ign  
t h e  i n d i v i d u a l  t o  T i f  j 
A 
max p i ( x )  = h j ( x )  , 
i=l,. . ,k 
. ,. 
whi le  t h e  Epple r  a lgo r i t hm a s s i g n s  t h e  i n d i v i d u a l  t o  T s 3-r j 
- .  
where i and j a r e  s e l e c t e d  j u d i c i o u s l y  acco rd ins  t o  an el;~pirei.cZl 
r u l e .  The symbol 6. (xi ,  ,x ) i s  an e s t i m a t e  of t h e  rc.^rgl.n:l 
1 j  
t h  p r o b a b i l i t y  d e n s i t y  f u n c t i o n  of  (x i ,  , x j  , ) f o r  the  i ?opul~liiticon. 
L e t  
A 
R = { x 1 x 2 . .  . x ; p .  ( X I  = max j  P I i = 1 , 2 ,  ... ?k 
and 
A A 
R* = I (x1,x2,  . . . , x  1 ;  p . ( x i , , x j , )  = max p ( x  ,,x , ! I  . j P 3 i j  
Note t h a t  examples can be c o n s t r u c t e d  s o  t h a t  R c R*. R. 3 R" j j J  J jl 
and R n R" $, t h e  n u l l  s e t .  Hence l i t t l e  can be s a i d  a n a i y t i -  j J 
c a l l y  concerning t h e  comparing of  t h e  techniques  excep t  through 
s imu la t ion .  One compares p r o b a b i l i t i e s  p roper  
computing 
and 
j = 1 , 2 , . .  . ,p .  
T h e  Epple r  a lgo r i t hm lends  t o  f a s t  computing by r e p l a c i n g  
m u l t i p l i c a t i o n  and a d d i t i o n  o p e r a t i o n s  by t a b l e  look-up o p e r a t i o n s ,  
I f  x1 and x2 are the d a t a  channels  s e l e c t e d  f o r  d e c i s i o n  making, 
then  one forms a  q u a l i t a t i v e  d a t a  v e c t o r  such t h a t  f o r  each papu- 
l a t i o n  I T ~ I I T ~ ~ . * . ~ I T ~  and d a t a  squa re  Smn , wi th  (x1.x2) 
E Sill 
However, i f  more than two (can be  changed t o  an a r b i t r a r y  riunlber 
l e s s  than o r  e q u a l  t o  k) popu la t ions  produce o n e ' s  i n  the  relevant 
p o s i t i o n ,  then one o r d e r  t h e  se t  2:;) (x i ,x  . )  i n  magnitude and 
7 
a s s i g n s  u n i t y  t o  t h e  d a t a  e lement  a s s o c i a t e d  wi th  t h e  two largest 
A (k )  v a l u e s  o f  fi (xi ,x ) . That  i s ,  i f  j 
then 
T h i s  d e c i s i o n  can be  coded by t h e  number 
Note t h a t  t h e  v a l u e  of Nmn i s  such t h a t  i f  k = 9 ,  then  
However, s i n c e  we a l low only t h o s e  d a t a  l o c a t i o n s  w i th  only two 
I t s ,  t h e  t o t a l  number o f  e lements  i n  t h e  se t  {Nmn} i s  given by 
l i s t i n g  the p o s s i b l e  e n t r i e s .  Note t h a t  we code t h e  pairs of 
elements  of the v e c t o r  X. Tha t  i s  
I n  E p p l e r ' s  language t h e s e  w i l l  b e  c a l l e d  t h e  s e t  of d e c i s i o ?  pairs, 
--- -- 
whi l e  t h e  v a l u e s  of  Nm a r e  s a i d  t o  be  d e c i s i o n  l o c a t i o n s .  ?Jete 
-- 
t h a t  f o r  e v e r y  d a t a  square  Sm t h e r e  i s  a d e c i s i o n  coZe 1 (i j) f oir 
mw! 
each d e c i s i o n  p a i r .  Using t h e  rth d a t a  p a i r  one .immediateil  12as 
a l i s t i n g  o f  (256 x 256) reduced a r b i t r a r i l y  i n  Eppler"  aap21i- 
c a t i o n  t o  (64 x 64) d e c i s i o n  codes f o r  computat ional  e f f i c i e n c y ,  
One code i s  a s s o c i a t e d  wi th  each d a t a  squa re .  I f  (xi  .x .j 
7 
belongs  t o  Smn . then  dmn g i v e s  t h e  d e c i s i o n  
i n  t h e  f o l l o w i n g  way: I f  t h e r e  i s  a s i n g l e  1 i n  t h e  jth e lenent  
of t h e  d e c i s i o n  v e c t o r  and zeros  e lsewhere ,  a s s i g n  t h e  i n d i v i d u a l  
t o  the jth p o p u l a t i o n  rr j ' However, i f  t h e r e  a r e  two nonzero 
e lements  i n  dm, t h e n  one s e l e c t s  ano the r  d e c i s i o n  p a i r  t o  make 
t h e  d e c i s i o n .  Tha t  i s ,  i f  a i s  i n  bo th  t h e  r and q  e lements  
of dmn, w e  must ana lyze  t h e  d a t a  f u r t h e r  b e f o r e  making t h e  d e c i s i o n  
between a s s i g n i n g  t h e  i n d i v i d u a l  t o  T o r  T . This  new d e c i s i o n  
r q 
p a i r  l eads  t o  t h e  most l i k e l y  popu la t ion  f o r  c l a s s i f i c a t i o n  i f  
one of  ~e  two c a n d i d a t e  popu la t ions  i s  repeateli  with a  higher  f requency ,  
The use  of  an "and" o p e r a t i o n  g ives  au tomat ic  c l a s s i f i c a t i o n  where 
d and dm y i e l d s  a  v e c t o r  w i th  a  s i n g l e  one i n  t h e  c l a s s i f y i n g  mn 
p o s i t i o n .  
A t a b l e  i s  c o n s t r u c t e d  wi th  t h e  code f o r  d e c i s i o n  >e:.r-s i.3 
one marginal  e n t r y  and t h e  codsd d e c i s i o n  l o c a t i o n  N -,;he 
rnn 
second marginal  e n t r y .  The e n t r y  t o  t h e  t d b l e  g ives  the fi-equ-?ce;i 
( p r o p o r t i o n )  t h a t  a second s t a g e  d e c i s i o n  process  must be ~ a c ? e  i f  
a  p a r t i c u l a r  d e c i s i o n  p a i r  i s  used and a  p a r t i c u l a r  dec i s io r ,  code 
i s  observed based on t h e  t r a i n i n g  d a t a .  To s e l e c t  t h e  i n i f i a i  
d e c i s i o n  p a i r  one s e l e c t s  t h a t  d e c i s i o n  p a i r  t l a t  minimizes t h e  
frequency of m u l t i p l e  d e c i s i o n s .  I f  a  p a i r  and a  d e c i s i o n  code 
g ives  a  m u l t i p l e  d e c i s i o n ,  then f i x i n g  t h e  code, one sel.ects t h a t  
d e c i s i o n  p a i r  t h a t  minimizes t h e  frequency of m u l t i p l e  d e c i s i o n  
given t h e  observed d e c i s i o n  code. 
Unfo r tuna t e ly ,  Epp le r '  s Algori thm i s  d i f f i c u l t  t o  a n a l y t i c a l l y  
formula te  s o  t h a t  e r r o r  a n a l y s i s  can be  made. The non-pararretr ie 
f e a t u r e s  as  w e l l  as t h e  r e p o r t e d  f a s t  computing t imes rrlake i t  
a t t r a c t i v e .  However, t h e  two s t a g e  technique  may n o t  make up for 
t h e  f a c t  t h a t  marg ina l  d e n s i t i e s  a r e  used i n s t e a d  of t l e  mul t i -  
v a r i a t e  p r o b a b i l i t y  d e n s i t y  f u n c t i o n  used i n  t h e  s lower  LARS 
program. I t  should  be  no ted  tha t  t h e  LARS program i s  a l s o  
an approximation t o  the op t ima l  and depends on perhaps  u n r e a l i s t i c  
normal i ty  assumptions.  A Monte-Carlo s imu la t ion  would be  useful 
i n  comparing as w e l l  a s  t e s t i n g  on a c t u a l  d a t a .  
8.3.  Various Modi f ica t ions  t o  Reduce Dimension. 
The s i n g l e  major d i sadvantage  of t h e  Epple r  a lgo r i t hm i s  that 
i t  bases  d e c i s i o n s  on marg ina l  p r o b a b i l i t y  d e n s i t y  i n s t e a d  of 
upon t h e  f u l l  v e c t o r  of d a t a .  L e t  P be  a  ( 2  x 6 )  mat r ix  and X 
t h e  ( 6  x 1) obse rva t ion  v e c t o r .  Define 
a  two dimensional  v e c t o r  which i s  a l i n e a r  coxtoination of tl-e 
va lues  of X .  Epple r  s e l e c t s  P t o  be of t h e  f o l l o - , ? i n g  f o r ~  
where 
I t  i s  c l e a r  t h a t  t h e  ma t r i ce s  P 1 2 r  P l 3 r -  - I 
- '56 belong ts a much 
l a r g e r  c l a s s  of  ma t r i ce s  which might be s e l e c t e d  i n  such a manner 
a s  t o  be b e n e f i c i a l  t o  c o r r e c t  c l a s s i f i c a t i o n .  
For  example, i t  i s  p o s s i b l e  t o  s e l e c t  P s o  t h a t  
where t h e  2 x 1 mean v e c t o r s  v1,v2,. . . ,vk a r e  p reass ign-?  v a l u e s .  
I S p e c i f i c a l l y ,  i f  E [ X  = i, t hen  s e l e c t  P such that 
I . . . i 
I . . P[vl l  2 ... . p k l  = [v1:v2: ...: u k l  
The re fo re ,  
o r  
i Of cou r se ,  one must check and s e e  i f  t h e  covar iance ma t r i ce s  
a r e  s m a l l ,  s o  t h a t  c l a s s i f y i n g  u s i n g  t h e  new t ransformed observa- 
t i o n  Y = P X  i s  p r a c t i c a l .  This  would in t roduce  twelve 
m u l t i p l i c a t i o n s  and twelve a d d i t i o n s  b u t  would e l i m i n a t e  a l l  
! I  second o r d e r  o p e r a t i o n s .  I t  would indeed be f o r t u n a t e  i f  one 
I cou ld  e s t a b l i s h  the family of t r ans fo rma t ions  P such t h a t  i f  
dx dx 
then  pi(x)-- < p . ( x ) -  . dy I dy 
A b a s i c  impor t an t  q u e s t i o n  a r i s e s  n a t u r a l l y .  If we 
c l a s s i f y  u s ing  t h e  Y obse rva t ion ,  do we c l a s s i f y  a s  we would 
i f  w e  had used t h e  X obse rva t ion?  To g i v e  a  p a r t i a l  answer, 
c o n s i d e r  t h e  fo l lowing  argument. 
Transformed Observat ion Space Y = PX 
L e t  t h e  se t  A i j  be de f ined  a s  fo l lows .  
and 
where p .  ( - )  i s  t h e  p r o b a b i l i t y  d e n s i t y  of ( - )  given t h a t  ( ) i s  
1 
from the ith popu la t ion .  
L e t  pi (x) be normal, such t h a t  E ( X )  = p ( i )  and Cov(X) = 1 E i )  
i = 2 , .  Then Y = CX i s  d i s t r i b u t e d  normally wi th  mean Cp  (i' 
and covar iance  m a t r i x  CI cT. Now suppose t h a t  pi (x )  /P . (x) = 1. 
3 
But w e  know t h a t  
f o r  every  v e c t o r  a .  
~ e t  = = I. Then 
, P. which imp l i e s  t h a t  i n  g e n e r a l  one cannot  be sure t h a t  :.r 
then 
( 2 )  C l e a r l y  if cT(ccT)- 'c= I w h e n  ~ ( l )  = 1 = I ,  then theso  con- 
T T - ?  d i t i o n s  would hold .  But rank c o n s i d e r a t i o n s  f o r c e  C ( C C  ) "C 
T T -1 t o  be  of rank r al though C (CC ) C i s  a p  x  p  ma t r ix .  
I n  h i s  t e x t  [ 5 1  Wilks d i s c u s s e s  a concept  of m u l t i - d i ~ . e n s i o n a l  
s c a t t e r  and imp l i e s  t h a t  t h e  concept  can l e a d  t o  ways f o r  reduc ing  
the dimension of  some s t a t i s t i c a l  d i s c r i m i n a t e  problems,  Sebestyan 
[ 6 ]  , i n  developing a technique  f o r  recogniz ing  p a t t e r n s ,  has  
developed a  theory  s i m i l a r  t o  t h e  theory  of s c a t t e r  developed by 





t-l Id 0 
i s  c a l l e d  t h e  between s c a t t e r .  I t  i s  impor tan t  t o  no te  t h a t  t h e  
rank of the m a t r i x  SB i s  t h e  maximal va lue  of p and m (almost 
s u r e l y ) .  We s e l e c t  t h e  rows of C i n  such a manner s o  t h a t  S B ( Z )  
i s  minimal and Sw(Z) remains c o n s t a n t  i n  such a  way t h a t  
where S ( 2 )  denotes  S ( - 1  ( 0 )  wi th  t h e  X% rre2iaced by the3 Z k ;s 
de f ined  by ( 8 ) .  That  i s ,  one s e l e c t s  C i n  such a maEn-lr t ? a f  
i s  maximum where K = 1 s ( Z )  I i s  a  c o n s t a n t .  L e t  r = 1, k l e n  C 
W 
i s  a 1 x p  ma t r ix .  Then ( 9 )  reduces  t o  
s i n c e  
Taking t h e  d e r i v a t i v e  o f  Q w i th  r e s p e c t  t o  t h e  e lements  of G T 
and e q u a t i n g  w i t h  the p x 1 ze ro  v e c t o r  !2 y i e l d s  necessary  
c o n d i t i o n s  f o r  a maximum, namely, 
and 
I t  i s  well-known that (13) has  a nonzeio  s o l u t i o n  only i f  
IsB - Asw/ = 0 . 
L e t  P be  a non-s ingula r  m a t r i x  (P e x i s t s )  such that 
t h e  p x p i d e n t i t y  ma t r ix ,  and 
where 
are the c h a r a c t e r i s t i c  roo t s  i n  (15) . Note t h a t  SB i s  alrnos t s u r e l y  
p o s i t i v e  s e m i - d e f i n i t e  and S i s  a lmost  s u r e l y  p o s i t i v e  definite, 
W 
One shou ld  n o t e  t h a t  
From (13) and ( 1 4 )  it fo l lows  t h a t  
Also if Ci C , t hen  from (13) 
and 
From t h i s  w e  s u b t r a c t  and n o t e  t h a t  C .  S cT = C .S C T 5Je f i n d  
~ w j  j w i '  
t h a t  
which imp l i e s  t h a t  
cisw$ = g 
s i n c e  A 9 A i r  which i n  t u r n  imp l i e s  j 
Also 
= [ a :  :I 
O O K  
= Diag {K) 
i s  an r x r d i agona l  m a t r i x  w i th  t h e  c o n s t a n t  K as t h e  common 
d i agona l  element.  The s t a t emen t s  (20) , ( 2 1 )  , (22)  and ( 2 3 )  lead 
t o  t h e  r e s u l t  t h a t  
s ( Z )  = SW(Z) + SB(Z) 
P 
= Diag {K) + Diag {A 7 .K} 
Hence 
F i n a l l y  we n o t e  t h a t  (16)  imp l i e s  t h a t  
and 
Consequently,  
which r e s u l t s  i n  
I n  summary, w e  s e l e c t e d  C s o  t h a t  t h e  between s c a t t e r  f o r  
Z t s  a r e  maximum y e t  ( 2 4 )  ho lds .  Note t h a t  w e  can f o r c e  t h e  
dimension from p t o  1 by s e l e c t i n g  X t h e  l a r g e s t  c h a r a c t e r i s t i c  1 
r o o t .  
8 . 4 .  Concluding Remarks. 
I t  i s  t r u e  t h a t  s o - c a l l e d  op t imal  t echniques  e x i s t  when 
s p e c i f i c  assumptions a r e  v a l i d .  Unfor tuna te ly  i n  most app l i ca -  
t i o n s  t h e s e  assumptions a r e  n o t  v a l i d  no r  i f  v a l i d  hardly ever 
v e r i f i e d .  Hence, "opt imal"  t ec5n iqu . e~  must be " v e r i f  iecl' e s  
u s e f u l  u s ing  Monte Ca r lo  s i m u l a t i o n  o r  by us ing  real d a t a ,  The 
only v a l i d  e v a l u a t i o n  should be  based on est irr .ates of g r c S z 3 i 1 : t ; ~ -  
of m i s c l a s s i f i c a t i o n  performed on d a t a  from cases  i n  ~t:kiic.: true 
a p p l i c a t i o n  i s  exper ienced;  a l l  o t h e r  e v a l u a t i o n s  a r e  sus?ect, 
I t  i s  p o s s i b l e  t o  develop a  systems approach i n  which 
ana log  equipment and d i g i t a l  equipment a r e  i n t e r p h a s e d  wi th  t h e  
remote s ens ing  equipment s o  t h a t  computat ional  t imes a r e  rea1isr.L c 
and such t h a t  t h e  amount of in format ion  l o s t  due t o  dimension 
r educ t ion  schemes i s  minimal. E s s e n t i a l l y ,  this means that 
s t u d i e s  w i l l  need t o  be  performed us ing  hybr id  ana log  and d i g i t a l  
equipment. Also i n v e s t i g a t i o n  of t h e  c h a r a c t e r i s t i c s  measured 
must be  performed compatible w i th  how they a r e  measured by the 
remote s e n s i n g  equipment. 
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CHAPTER IX 
Statistical Methods for controlling 
Variability Due to Experimental 
Error in Space Stations 
"You have only to take in what you please and leave out 
what you please; to select your own conditions of time and 
place; to multiply and divide at,discretion; and you can pay 
the National Debt in half an hour. Calculation is nothing b u t  
cookery." Lord Brougham, 1849 
9.1. Introduction. 
In section 8 of Chapter I1 v7e discussed the p r o 5 l e : ~  of 
controlling variability by statistical modeling. It was noted 
that this was equivalent to what the statistician calls 
Covariance Analysis. In this chapter we present in detail the 
mathematical techniques necessary to accomplish this technique 
of controlling variability due to random errors in the e n v i r o ~ l r r ~ . e n t ~  
Consider the analysis of covariance model 
where 1 aijOj is determined by a given experimental design and 
j =1 
i is a general regression function, not necessarily a linear 
function of the unknown parameters B l r B 2 , .  . . , B  . P 
, a 




I f o r  a l l  i, however, t h i s  i s  n o t  a necessary  assumption i n  o u r  
I a n a l y s i s .  To f a c i l i t a t e  d i s c u s s i o n ,  assume t h a t  (1) i s  expressed  
I 
I i n  m a t r i x  n o t a t i o n  as 
where Y = (y1,y2,. . . ,yn) i s  an N X 1 v e c t o r  of observable  
random v a r i a b l e s ;  A = ( a .  .) i s  an N x PI exper imenta l  des ign  matri.:~; 
1 7  - 
G = (gl ,  g2 ,  . . . ,gn) i s  an N x 1 v e c t o r  of f u n c t i o n s  g  and 9 i s  an i 
N x 1 v e c t o r  of non observable  u n c o r r e l a t e d  random e r r o r s  each  
2 
wi th  ze ro  mean and v a r i a n c e  cr . The (non-random) paras;?src-_ vectors 
T T 0 = ( 0 1 , 8 2 r . . . f 8 M )  and B = ( B l r  ..., O p )  a r e  t o  be  esti::n:*e? cr 
t e s t e d  us ing  t h e  observed d a t a  v e c t o r  Y .  The g e n e r a l  pr?.etice I s  
t o  t e s t  hypotheses  concerning 0 once an e s t i m a t e  of 3 i s  otj :~ineC, 
Also,  G i s  g e n e r a l l y  assumed t o  be  l i n e a r .  
9.2. The Main R e s u l t .  
--
The a n a l y s i s  of  covar iance  wi th  A an exper imenta l  des ign  
m a t r i x  as  i n  ( 2 )  i s  e q u i v a l e n t  t o  e s t i m a t i n g  t h e  parane tex  8 in 121 
a long  wi th  t h e  r e g r e s s i o n  v e c t o r  13 i n  G(X;B) s u b j e c t  t o  the eon- 
s t r a i n t  
T8 = C 
where T i s  a  known q x m m a t r i x  of  f u l l  row rank and C i s  a known 
q x 1 v e c t o r  of c o n s t a n t s .  I n  p r a c t i c e  C i s  u s u a l l y  a  vector o f  
zeros  .and T i s  s e l e c t e d  s o  t h a t  ( 3 )  induces  c o n s t r a i n t s  about 
v a r i o u s  sums of t r e a t m e n t  and/or b lock  e f f e c t s  be ing  ze ro ,  
All the solutions for O in (3) can be written as 
where ( = ) +  denotes the Moore-Penrose pseudoinverse of the matrix 
( 0 )  and W is an arbitrary m x 1 vector. 
Substituting (4) into (2) and rewriting one obtains 
.. - . , . 
It is important to note that if is known, then (5) 2s z 
linear model with unknown parameter vector W. However, clhe r;~e?;rlr:  
4- A ( I  - T  T )  is in general less than full rank, hence using a resuLt 
by Lewis and Odell [I], the best estimator '% for W is given  by Ec 
which reduces to 
T + T  for each 8, I ( z  z )  z = zC is an identity [ 2 ] } .  
It follows from ( 4 )  that the admissable set from which 3 LS 
must be selected is defined by 
+ + o ( @ )  = I $  : ; = T C + ( I - T  T ) ~ ~ I ,  
where on substituting (6) into (7) we have 
9.3. Computing Techniques. 
I 
In general, obtaining a least squares estimate for 6, and 
i 
I 
thus for 0 from (8) is a difficult computational task. Several 
approaches can . - be fou.nd in the literature [8] and we will list 
I 
here three that arise naturally. 
Direct search techniques [ 8 ]  have been used with succ2ss. 
One simply searches judiciously for the value of 8 = * P - t - AIC?? 7 ~ LS 
minimizes. 
, by approximating BLS with an a priori value, say 3 k ,  and ih.ori 
, iteratively computing B kil so that Q approaches a minimum, 
I 
Hartley 131 suggests a method in which he solves for sLS 
n by solving the p non-linear equations in p unkno;\ms ';Q,/; 3 - {J 
I I 
which are necessary conditions for Q to be minimal. By ss lec tS?-  A Y
B k  a priori and letting G* (X :  6 )  = AO (6 ) + G(X; B )  be ap2rorl~a:ii; k 
one can solve for B k + l ,  and on iterating the sequence con- 
verges in many cases to BLS. 
Walling 153 and Nelson 161 have developed techniques which 
take advantage of the linearity in the non-linear function G*(X;B), 
1nstead.of approximating G*(X;B) in a truncated Taylor" sex- 
pansion, they approximate G(X;B) by 
Then an a priori estimate Bk leads to Bk+l which when i t e r a t e d  
gives a sequence I @  ) which converges in many cases more r ? . p i d l y  k 
to BLS* 
Comparison of Hartley ' s techniqus, Wzilling ' s t e c h n i c p ~ ~ s  
and Nelson's technique can be found in [ 6 ]  and [ 7 ]  . 
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CHAPTER X 
Concerning P r e f l i g h t  Review 
and Eva lua t ion  of  Candidate  Experiments 
"The word s t a t i s t i c s  has  two somewhat d i f f e r e n t  meanings, 
I n  f a m i l i a r  usage,  t o  be  s u r e ,  s t a t i s t i c s  does  mean simply nurneri- 
c a l  i n fo rma t ion ,  u s u a l l y  a r ranged  i n  t a b l e s  o r  g raphs .  It is in 
t h i s  s ense  t h a t  we say  The World Almanac c o n t a i n s  a  g r e s t  dea l  of 
-
u s e f u l  s t a t i s t i c s .  But more broa-dly, and more t e c h n i c a l l y ,  sta- 
t i s t i c s  i s  t h e  name f o r  t h a t  s c i e n c e  and a r t  which d e a l s  wick cn- 
c e r t a i n  i n f  erence--which u s e s  nurnhrs  t o  f i n d  o u t  s c m e  chi zLL: -L: 
n a t u r e  and exper ience ."  Warren Weaver, S c i e n t i f i c  - k ~ . e r i e a n , .  
- ---- 
January 1 9 5 2 .  
1 0 . 1  I n t r o d u c t o r y  Remarks. 
The appa ren t  complexi ty  of t h e  s u b j e c t s  d i s cus sed  i n  this 
monograph and t h e  re levancy  of t h e  s u b j e c t s  t o  t h e  space  station 
o b j e c t i v e s  i n d i c a t e  t h a t  it may be d e s i r a b l e  t o  make p r e f l i g h t  
review and e v a l u a t i o n  o f  each c a n d i d a t e  experiment f o r  purposs 
of o p t i m i z a t i o n  w i t h  r e s p e c t  t o  d e s i g n  and d a t a  a n a l y s i s  t ech-  
n iques .  I t  i s  impor tan t  t h a t  one does  n o t  confuse  t h e  t w o  d i s -  
t i n c t  f u n c t i o n s  (a )  s e l e c t i n g  an experiment a s  a  s i g n i f i c a n t  r e -  
s e a r c h  a c t i v i t y ,  and ( b )  de te rmin ing  an op t imal  des ign  and data 
I 
a n a l y s i s  t echn iques  t o  a s s u r e  c o m p a t i b i l i t y  and e f f i c i e n c y  when 
t h e  t o t a l  s e t  of exper imenta l  des igns  a r e  a l s o  cons idered .  The 
f i r s t  f u n c t i o n  i s  performed p r i o r  t o  t h e  second,  and by persons 
whose knowledge i s  s t a t e - o f - t h e - a r t  i n  t h e  f i e l d  from which t h e  
q u e s t i o n s  y i e l d i n g  t h e  experiment o r i g i n a t e .  The second func- 
t i o n  can and,  i n  most i n s t a n c e s ,  should be  developed,  o r  a t  l e a s t  
monitored,  by a  group of s p e c i a l i s t s  r e p o r t i n g  d i r e c t l y  t o  a  key 
decision-making manager i n  t h e  NASA o r g a n i z a t i o n .  Th i s  dec i s ion -  
maker should have t h e  r e s p o n s i b i l i t y  f o r  judging whether o r  no t  
t h e  experiment i s  " f l y a b l e "  w i t h  r e s p e c t  t o  op t imal  des ign  and 
d a t a  a n a l y s i s  c r i t e r i a .  I n  no way should he make any d e c i s i o n  
concerning t h e  s i g n i f i c a n c e  of  t h e  r e s e a r c h .  C l e a r l y  such a de- 
c i s i o n  maker would r e q u i r e  s t a f f  f o r  p rov id ing  t e c h n i c a l  sssis- 
t a n c e  f o r  n o t  on ly  determining whether o r  no t  an  experin:ene is 
f l y a b l e ,  b u t  f o r  p rov id ing  a c o n s u l t i n g  s e r v i c e  t o  p r i c c i p l c  iz-- 
v e s t i g a t o r s  t o  a s s u r e  t h a t  t h e i r  proposed exper iments  will bc 
judged f l y a b l e .  
I t  i s  t h e  aim of t h i s  chap te r  t o  p r e s e n t  recomro.end~.tlons 
concerning how one might b r i n g  about  t h e  adopt ion  op t imal  d e s i g n  
techniques  compat ible  w i th  t h e  aims of t h e  space  s t a t i o n  by t h s  
p r i n c i p l e  i n v e s t i g a t o r s .  
1 0 . 2 .  Bas i s  f o r  Our Recommendations. 
There e x i s t  s e v e r a l  f a c t o r s  t h a t  may a f f e c t ,  through i n t r o -  
ducing b i a s  o r  i n c r e a s i n g  v a r i a n c e s ,  t h e  r e s u l t s  of an expe r i -  
ment. Some of t h e s e  a r e  e f f e c t s  in t roduced  by d i f f e r e n t  t ech-  
n iques  of launching and t r a n s p o r t i n g  t h e  exper iments .  These 
s t r e s s e s  and any secondary f a c t o r  r e l a t e d  t o  t h e s e  s t r e s s e s  whit?. 
might a f f e c t  t h e  assumptions made by t h e  p r i n c i p a l  i n v e s t i g a t o r  
p r i o r  t o  t h e  f l i g h t  must be  r eco rded .  Once t h e  magnitud.e of a11 
such f a c t o r s  a r e  recorded  and known, t h e  f i n a l  d a t a  can i n  many 
c a s e s  be  a d j u s t e d  f o r  them. 
The space  s t a t i o n  environment i n  which t h e  l a b o r a t o r y  i s  
conta ined  must be  known t o  a deg ree  t h a t ,  i f  deemed neces sa ry ,  
concomitant  v a r i a b l e s  can be de f ined  and measured.  his can 
a s s u r e  t h e  v a l i d i t y  of t h e  exper imenta l  d a t a .  C l e a r l y ,  t h e  l abo r -  
a t o r y  environment w i t h i n  t h e  space  s t a t i o n  must a l s o  b e  known t o  
a  degree  t h a t  a d d i t i o n a l  concomitant  v a r i a b l e s  can be d e f i n e d ,  
I 
, Impulse response  f u n c t i o n s  of  measuring equipment must be  
, . 
made known and be  i n v a r i a n t  w i t h  t ime ,  t o  a s s u r e  v a l i d  data, 
Knosiledge of how on-board personne l  might a f f e c t  t h e  obseriril t i ons 
I must be known i n  o r d e r  t h a t  v a l i d  experi inental  des igns  czn 4 i ~  
s e l e c t e d .  
The s e l e c t i o n  of  des igns  a f f e c t  t h e  amount and manner on< 
computes t h e  d e s i r e d  e s t i m a t e s ;  hence c o o r d i n a t i o n  w i t h  t h e  
a v a i l a b l e  computing f a c i l i t i e s  i s  r e q u i r e d .  The e x p e r i ~ ~ e a t z l  
I 
des ign  s e l e c t e d  can a f f e c t  schedul ing  of o t h e r  exper imental  a c t i v -  
i t i e s ,  hence c o o r d i n a t i o n  w i t h  schedul ing  personne l  i s  neces sa ry ,  
1 0 . 3 .  S t a f f i n g  f o r  P r e - f l i g h t  Eva lua t ion .  
I n  t h e  preceding s e c t i o n  w e  have l i s t e d  some of t h e  factors 
which could a f f e c t  t h e  u s e f u l n e s s  of t h e  d a t a  t aken  on a  space 
s t a t i o n .  The t y p e s  of e v a l u a t i o n  personne l  a r e  c l e a r l y  i n d i c a t e d .  
The l i s t  should i n c l u d e  launch ,  space  t r a n s p o r t a t i o n ,  space sta- 
t i o n  and l a b o r a t o r y  environmental  eng inee r s  t o  g i v e  e x p e r t i s e  and 
a n a l y s i s  on a s p e c t s  of  t h e  environment i n  which t h e  experiment 
i s  t o  be  t r a n s p o r t e d  and performed. Seve ra l  i n s t rumen ta t ion  
eng inee r s  as w e l l  a s  computer s c i e n t i s t s  would prov ide  e s s e n t i a l  
expc.y-ti,se whi.clr cou ld  aif c c t  t h e  eva lua t io i l  of t h e  d a t a .  S tatis- 
t i .  e>:pertj.se needs t o  be made a v a i l a b l e  t o  a s s u r e  t h e  sel:c- 
fib:: i.)-? t h e  op t imal  de:>igj.1, and i.n some c a s e s  one may l a t e r  wish 
-I- LO ii.ij.i, ~ 1 s t  flat.;: for. um.2:. p;,et:ted hiczs a r i s i n g  from t h e  ent~lirol:i7.em"c:$!~rox;1n.sl1.k 
- .  d u r j  1-19 t h e  performance GI che  expc~cimcnt.  
-During e i7 ; i lua t ion  of each c a n d i d a t e  exper iment ,  t h e  pr : -ncipal  
i n v e s t i g a t o r  o r  h i s  r e p x e s e n t a t i v e  a s  w e l l  a s  a  knowledgeable r e - -  
p r e s e n t a t i v e  o?  NASA should  moni tor  and j o i n t l y  approve t h e  f i n a l  
desri-gn t o  be  f l o ~ 7 n .  
k seconcl r e s p o n s i l 2 i i i t y  (perhaps  t h e  most impor tan t  one)  f o r  
such a  group viouEd be  a s e r v i c e  co i?su l tan t  r e s p o i z s i b i l i t y  for 
ex i s :- , ing : o r  po ten t i a l -  p r i n c i p a l  i n v e s t i g a t o r s  s o  t h a t  t h e i r  c;r- 
n per iments  can  be made f l y a b l e  w i t h  minimal e f f o r t .  lhe p u r p s c  
reii;aina "-- L V  F 7  A 2.1 ' 7  2-1' 1 - 7  i; - r r \ i - ; m >  wy . IA~.Ud- 7 r . ~ z r r  ,I- 3 c  m p n ~ ~  F,: nn< f < c a ~ t  ~ p ~ e a ~ c j - . ,  J r -- --I--1 --2------ 
a c t i v i t i e s  a s  p o s s i b l e  w i t h o u t  degrad ing  t h e  f i n a l  d a t a .  
1 0 . 4 .  Concluding Remarks. 
Due t o  our  l i m i t e d  knowledgs of t h e  management strcccure of  
NASA Space S t a t i o n  p r o j e c t  it i s  d i f f i c u l t  f o r  u s  t o  r e c ~ l ~ i ~ e j ~ d  
w i t h  con f idence  s p e c i f i c  l i n e s  of command f o r  t h e  e v a l u ? ~ l a n  
group d i s c u s s e d  i n  t h e  e a r l y  p o r t i o n s  of t h i s  c h a p t e r .  
