Abstract-The paper develops an efficient people surveillance system capable of tracking mult iple people on different terrains. Recorded video on rough terrains is affected by jitters resulting into significant error between the desired and captured video flow. Video stabilization is achieved by calculating the motion and compensational parameters using the LSE analytical solution to minimize the error between present and desired output video captured from an autonomous robot's camera mov ing on a rough terrain used for surveillance of un identified people. This is the first paper to the best of our knowledge which makes use of this method to design mobile wireless robot for human surveillance applications. As the method used is fast then conventional methods, making the proposed system a highly efficient surveillance system as compared to previous systems. The superiority of the method used is demonstrated using different evaluation parameters like RMCD, variability and reliab ility. The system can be used for surveillance of people under different environmental conditions.
I. Introduction
Intelligent image p rocessing systems are becoming increasingly important and have been applied in various fields like bio mechanics [1] , [2] , education [3] , [4] , [5] , [6] , medical [7] , [8] , [9] , photography [10] , b io metrics [11] , [12] , [13] , [14] , [15] , [16] , [17] mot ion tracking [18] , [19] , [20] , [21] , [22] , [23] , [24] , defense [25] , surveillance [26] , character recognition [27] , [28] , [29] , bioinformat ics [30] , [31] , etc. The development of intelligent systems based on mobile sensors has been aroused by the increasing need for automated surveillance of indoor environ ments such as airports [32] , warehouses [33] , production plants [34] etc. Those based on mobile robots are still in their in itial stage of progress unlike the case with accustomed non-mobile surveillance devices. The latent of surveillance systems is remarkab ly amp lified by the use of robot wh ich can not only detect events and trigger alarms, but can also be used to communicate with the environment, hu mans or with other robots for more co mplex cooperative [35] to active surveillance.
A number o f mob ile security platforms have been introduced in the past for mult iple applications in different areas. Mobile Detection Assessment and Response System (MDA RS) [34] is a mult i-robot system used to inspect warehouses and storage sites, identifying anomalous situations, such as flooding and fire, detect intruders, and finally determine the status of inventoried objects using specified RF transponders. The Airport Night Surveillance Expert Robot (ANSER) [32] of an Un manned Ground Vehicle (UGV) makes use of non-differential GPS unit for night patrols in civilian airports and similar wide areas, communicating with a fixed supervision station under control of a human operator. At the Learn ing Systems Laboratory of AASS, the rivet of a research project has been a Robot Security Guard [34] for remote surveillance of indoor environments aimed at developing a mobile robot platform. The system is able to patrol a given environment, acquire and update maps, keep watch over valuable objects, recognize people, discriminate intruders fro m known persons, and provide remote human operators with a detailed sensory analysis. The autonomous robots also have been used for delivering crucial informat ion on the different aspects like location of fissure [35] , [36] , target locations after dynamite explosions [37] and accessing specific areas where survival is hard.
Video stabilization is an important technique emp loyed to reduce the translational and rotational distortions in moving platform applications. The algorith m searches for the object in specified dimensions of the frames and reduces the displacement by fixing the view on the object.
The video stabilization process aims to co mpensate the disturbing motions in video frames.
A number of methods have been used for video stabilization in the past. Some o f the previous methods for stabilizat ion include Motion imprinting wh ich is based on Mosaicking with consistency constraint [37] .Video stabilization based on 3D perspective model which co mputes the motion parameters and stabilizes using filters and wraps the resultant video to get the output [40] and Non-Metric Image-Based Rendering for Video Stabilization [41] .
In this paper, we developed an efficient people surveillance system capable of tracking mult iple people on different terrains. Video stabilization is achieved by calculating the motion and co mpensational parameters using the LSE analytical solution to min imize the error between present and desired output video captured from an autonomous robot's camera moving on a rough terrain used for surveillance of unidentified people. Real time scheme is used to stabilize the undesired fluctuation in position of the surveillance video.
The paper is further div ided into following sections. Section II focuses on the design of the robot used in the paper while section III exp lains the video stabilization algorith m. Section IV exp lains the evaluation metrics used for the algorithms. Section V elaborates the results and finally section VI presents a brief summary of the paper.
II. Robot Design
The mobile surveillance robot developed, has a 16 cm by 16 cm chasis with a camera mounted on it. The robot is controlled using a PC controlled transmitter and receiver pair. The transmitter is connected to the personal co mputer wh ile the receiver is placed on the robot. Once the target person is recognized, video is transmitted to the control roo m. The controller controls the robot using the transmitter. The signal is transmitted using a transmitter ( Fig. 1 (a) ) HT12E wh ich encodes the signal to be transmitted to the receiver ( Fig. 1 (b) ). The transmitter is connected to the PC using M CT2E integrated circuit chips. The information to be sent is encoded on a 12 bit signal sent over a serial channel. The 12 bit signal is a combination of 8 address bits and 4 data bits. The in formation sent by the transmitter is received by the HT 12D receiver. The information is analyzed as 8 address bits and 4 data bits. If the address bits of the receiver and the address bits sent by the transmitter are same then the data bits are further processed which leads to the movement of the robot. The detailed circuit d iagram of the transmitter as well as receiver is shown in fig. 1 (c) and fig. 1 
(d).

III. Video Stabilization Algorithm
The stabilizat ion algorith m [42] consists of image segmentation blocks which can compute the local and global motion vectors. The parameter estimat ion block gets its input from the image segmentation block. Once the required parameters for the mathematical model have been computed, a smoothing procedure is used to correct images resulting into desired stabilized video flow. The vital co mponents of the algorithm depend on model parameters, s moothing and correction blocks. In the following section, we describe the motion model to represent the camera trajectory fo r estimat ion of motion parameters.
Motion Model
The motion model selection aims to find the best description to note the differences between two successive frames. The motion model co mputes the changes in the scene by using the differences in o rder to align two adjacent frames.
The method adopted uses affine model for depict ing the rotations, translations and panning in successive video frames due to its simplicity in co mputation and satisfactory operational conditions. The differences in the pixel location in the successive frames are given by a transformation as:
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Where (u, v) are the coordinates of pixel in the present frame, (x, y) are the coordinates of the respective pixel in the reference frame,  and ( ,
are the g lobal rotational and translational parameters between two corresponding images while ∂ represents the depth of focus. The trajectory of the camera can be modeled by computing the 4 unknown parameters mentioned above.
For calculating these mot ion parameters, the corresponding pixels must be determined through the global mot ion vectors which are described at length in below. The global motion co mpensation parameters do not sufficiently represent the moving objects within a frame. They can only state the motion of the camera trajectory but do not account for the objects moving within the frames.
The local motion estimation is used to calculate the change in the position of the objects within the frame as they cannot be calculated from the global motion parameters. Local motion parameter estimation computes the moving objects in the frames and estimates the compensational parameters for stabilization. Together both these parameters compensate the motion o f the camera along with that of the objects.
The camera motion can be represented by three different types of motion -rotations, translations and panning. Global mot ion vector represents all the three motion vectors of camera, if the camera is treated as a single object. The g lobal mot ion vector cannot be measured by using any ext ra instruments as the add-ons increase the extra weight on the robot which is unexceptional as it increases the complexity o f system. The best way to compute the global mot ion vectors is by using successive frames of the video flow. Further, the global motion vectors can be equaled to the local motion vectors when there are no moving parts in frames of video flo w. This is because if there are no moving parts in the v ideo frame then change in position of object within a frame is only due to the change in position of the camera wh ich is computed by the global motion parameters. The local motion vectors can be calculated by dividing the whole image into small regions, the global motions vectors are thus deduced fro m the local mot ion vectors. For examp le let the fig represent an image then the whole image can be d ivided into n equal parts and each part motion vector is represented by the search block S. It is to be noted that the number N should be larger than number of parameters in affine model. To calculate the local motion vector we prioritize and g ive criterion to the abbreviation SAD wh ich means sum of absolute differences. The vector (x,y,t) is evaluated as : In the above equation t represents the pixel value at ( , ) ij and the size of each element is given by w
Calculating the Global Motion Vectors using LSE
Fro m the equation 2 we get the local motion vector which is given by the coordinates of pixel at that point where SAD is min imu m. The method used for estimation of motion vectors will generate errors when there are moving objects in video flow. The LSE analytical solution has been adopted to obtain better precise results. 
Parameter Estimation and Error Optimization
The LSE analytical solution returns the best-fit curve; the best fit curve is the curve for which the sum of the deviations squared (least square error) is minimal for a given set of data. This process of minimization of the 
The equation 1 can be represented as
This equation represents only the motion between previous frame and current frame while to represent the motion of the video flow fro m the first frame to the present frame N, the equation is modified as 
Using equation 7 and 8, we co mpensate the error in u and v directions and can use entire co mpensational method for rotational movement.
IV. Evaluati on Measures
To quantify the reg istration accuracy of the method, root-mean-squared color difference (RMSCD) between registered images is used [43] :
Here, R k, G k , B k are the red, green and blue components of frame k, V k . However, the root-meansquared intensity difference between the images is used to quantify the registration accuracy, if the images to be registered are in gray-scale. In general, s maller RMSCD or the registration is more accurate when the area covered by the moving targets is much smaller than the background area. Further, we denote V k as the reference image and V k+1 as the test image. It should be noted that V k and V k+1 need not to be consecutive frames, rather frame V k+1 may appear even after V k in the sequence.
The standard deviation of the RMSCD over several registrations is calculated to ascertain the variability of the registration method. The registration will be mo re stable if the variability is s maller. So the behavior of a stable registration is predictable and is enviable. Now, the registered images are visually examined in order to determine the registration reliab ility. The one incorrectly registered is identified. The metric to quantify reliab ility is the number of correctly reg istered images over the number of registrations tried in a video. A reliability of 1 is required for successful tracking.
V. Results
The results obtained from the simu lation enable us to evaluate the capability of the surveillance system. A four wheeled camera mounted robot is used for surveillance of people on random terrains. The system is used at 30 3 illustrates the efficiency of the algorith m in smoothing the parameters calcu lated fro m motion model represented in red to that of the co mpensated parameters represented in blue. The co mpensation result is for the robot moving on a s mooth terrain where video captured is affected due to jitters. As the terrain gets rougher the curve gets more deformed and the magnitude changes, however the compensation parameters are s moothed enabling the user to get a better view of the video. The average of average RMSCD, average of variability and average of reliability was respectively calculated to 8.7, 1.516 and .97 as shown in table. 1.
T able: 1 Registration result
Once the video is stabilized, it is transmitted to the controller in the control room. The controller tracks the people by sending wireless signals to the robot from control room. The robot is controlled manually using transmitter connected to the computer. The signal 111100111111 was transmitted to the wireless robot giving it the command to move forward. The co mmand consisted of first 8 bits as address bits while the last 4 bits as data bits. Once the address bits were matched by the receiver HT12D, then only the co mmand corresponding to the data bits was executed.
VI. Conclusion
The mobile surveillance system has proved to track people efficiently in different terrains with the help of controller. The algorith m used for v ideo stabilization has proved to be effective in reducing the jitters in video recorded at random terrains. Jitters are decreased to a great extent by adopting the LSE analytical solution. The smoothness of the video flow is ensured by the weighting least error fitt ing algorith m provid ing better stabilization results. The system has mu ltip le applications in social and criminal areas.
