Abstract: We propose and study a compression scheme for lossless causal compression of periodic signals. Our compressors produce scalar-valued signals from periodic vector-valued input signals by taking the inner product with another periodic signal. In the simplest case, this amounts to switching through the different components of the input signal with a periodic switch. We refer to such compressors as periodic compressors. In both continuous and discrete time, we investigate conditions under which the original signal can be reconstructed from the compressed signal, i.e., we characterize lossless periodic compressors. Our conditions amount to certain non-resonances between the periods of our two signals. Finally, we insert our periodic compressor into a feedback loop and investigate how this affects the stability properties of a control system.
INTRODUCTION
With increasing complexity and information content in digital media, both in audio and video signals, the demand for reducing the amount of data required for transmitting such signals is increasing as well. In signal processing, this demand has led to the development of data compression techniques, whose primary purpose is to reduce the amount of bits which is required to represent a transmitted signal.
Data compression techniques are roughly classified into techniques which are lossless, i.e. which are reversible by an appropriate decoding scheme, and, on the other hand, techniques which cannot be reversed. Lossless compression is preferable whenever the transmitted signal will be further manipulated after transmission, or if it is expected that particular details in the signal will be of great importance later. The most popular lossless compression techniques are classified as entropy coding schemes, e.g. Shannon-Fano coding, Huffman coding, arithmetic coding, and dictionary coding, cf. (Gersho and Gray, 1992, section 9) .
In the present paper, we focus on compression techniques for vector-valued periodic signals. The particularity of the setup we consider is that the compressor (or encoder) is itself periodic as well. Further, we devote our attention to causal compression schemes, i.e. schemes which can be applied during signal transmission, in contrast to schemes requiring a priori knowledge of the entire signal. We derive conditions for such a compression scheme to be lossless, i.e. conditions under which the uncompressed signal can be reconstructed from the compressed signal, thereby encountering non-resonance conditions on the signal and compression periods. This will provide constructive approaches for choosing appropriate causal, lossless, periodic compressors for certain classes of signals.
PERIODIC COMPRESSORS
We consider n real-valued signals x i , i = 1, . . . , n. Our goal is to compress those n signals into one real-valued signal y in such a fashion that it will thereafter be possible to reconstruct the original signals without losing information. In principle, this will be realized by choosing y as
. . .
which can be thought of as switching through the signals x i with a n-periodic switch, as it is illustrated in Fig. 1 .
x n . . . By arranging our n signals x i into a vector-valued signal x, with x i being its ith entry, another way to formulate our compression scheme is
where ·, · denotes the standard inner product of R n and e i denotes the ith standard basis vector. More generally, this can be thought of as letting y(k) be the inner product of x(k) and some c(k) with c being n-periodic, i.e.
where the above scheme is recovered by setting
This more general setting can be illustrated as in Fig. 2 , wherein c i denotes the ith entry of c.
Having taken these different point of views on our periodic compression scheme, we notice that it resembles existing compression techniques:
• In certain vector quantization schemes, a vectorvalued signal is either passed through n distinct binary-valued classifiers, which are then summed up to produce a compressed output, cf. (Gersho and Gray, 1992, Figure 10.5) , or encoded by n distinct codebooks which are switched through, cf. (Gersho and Gray, 1992, Figure 14. 3).
• In sparse signal recovery techniques, families of vectors are sought such that the inner products of the signal and these vectors allow to reconstruct the original signal with arbitrary precision, as it was proposed by Candes and Tao (2006) . • In modulated wideband converters, a scalar signal is multiplied with n distinct periodic signals (so-called mixing signals) in order to produce n distinct outputs which are then sampled, cf. (Mishali and Eldar, 2010, particularly Fig. 3 ).
• In digital photography with active pixel sensors which make use of complementary metal-oxide semiconductors, pixel-by-pixel (or line-by-line) readout of pixels, termed rolling shutter, will cause compression of a time series of pictures into one picture in which every pixel belongs to a different picture. This amounts to measurements of the type above and we proposed techniques for reconstructing the original time series of pictures in .
• In a talk of Brockett (2012) on minimum attention control, it is asked for causal compressors of the above type, applied to periodic signals x, in feedback loops in which a controller should not have to process too much information, thus necessitating compression to some scalar-valued y. In that talk, Brockett also requires a dual expansion procedure that would recover x from y, i.e. the compression should be lossless.
In this spirit, we herein study causal periodic compressors of the type (1). Thereby, we assume both signals x and c to be periodic. This will allow us to derive non-resonance conditions for reconstructing x from y, i.e. for the proposed compression to be lossless.
SIGNAL RECOVERY FROM PERIODIC COMPRESSION
We first discuss the main ideas of periodic compressors for discrete-time signals. Let x(0), x(1), . . . be a sequence of vectors in R n , which is periodic with (minimal) period length p ∈ N, i.e. for all k = 0, 1, . . . we have x(k + p) = x(k). Now suppose we are measuring this periodic signal in terms of values of the compressed signal (1) where the sequence of vectors c(k) is taken to be periodic as well. As also introduced above, we first consider the choice c(k) = e (k mod n)+1 to fix ideas. We then ask for conditions under which the signal k → x(k) can be reconstructed from observing only the compressed signal k → c(k), x(k) , i.e. for conditions under which the proposed compression is lossless.
With the above assumptions, we rewrite the scalar value y(k), measured at the kth time step, as
. Thus, a first result for the considered problem is that in order to reconstruct the periodic signal k → x(k) from the measured compressed signal k → y(k) = c(k), x(k) , it needs to hold that ∀i ∈ {0, . . . , n − 1} ∀j ∈ {0, . . . , p − 1} ∃k ∈ N 0 k mod n = i and k mod p = j. One may in fact view this quite naturally as a basic number theoretic question where we consider the solvability of the simultaneous congruences
It is a basic and well-known result in number theory that if the numbers n and p are coprime, then for any two integers i and j the above simultaneous congruences can be always solved for k; this is a special case of the Chinese remainder theorem, which can be stated as follows. Theorem 1. (Chinese remainder theorem). Let n 1 , . . . , n k be natural numbers that are pairwise coprime and a 1 , . . . , a n some integers. Then there exists an integer x that solves the simultaneous congruences x ≡ a 1 (mod n 1 ) . . .
Summarized, we directly arrive at the following first result. Proposition 2. Let n and p be coprime natural numbers. Then a p-periodic sequence k → x(k) of vectors in R n can be reconstructed from observing only
Example 3. In the following, we illustrate this result for n = 3 and p = 5, i.e. we consider a discrete-time signal 
(k mod p) and the components of the periodic signal at different times.
. . . . . . . . .
Fig. 3. This figure illustrates how the compressed signal y is related to an uncompressed 5-periodic discretetime signal with three components x i . Since n = 3 and p = 5 are coprime, the three-dimensional signal can be reconstructed.
This directly leads to an interpretation of the coprimeness of n and p as a non-resonance condition for a system whose state space is a discrete torus Z × Z/Z n × Z p . The nonresonance condition in terms of coprimeness of n and p may be viewed as a discrete analogue of the well-known non-resonance condition for tori in continuous-time, where a ratio of slopes must be irrational.
To further illustrate the implication of Proposition 2, observe that for instance 14 ≡ 2 (mod 3), 14 ≡ 4 (mod 5), which is also in accordance with the fact that one has y(14) = x 2+1 (4) = x 3 (4), cf. Fig. 3 .
We note that it might appear strange that the nonresonance condition involves the period length p of the signal x → x(k) and the dimension of the state space n only. This is, however, since in the problem considered in the beginning, both the dimension of the state space and the period length of the signal k → c(k) are n.
For the sake of clarity, we relax the previously considered setup as follows. Theorem 4. Let v 1 , . . . , v m be a family of vectors in R n , where m ≥ n, with the property that any choice of n vectors picked from the family are linearly independent. Let x(0), x(1), . . . be a sequence of vectors in R n that is periodic with period length p ∈ N and let another, m-periodic, sequence be defined by
Proof. First, the p-periodic signal k → x(k) is completely determined by the first p time instances, i.e. by x(j) where j ∈ {0, . . . , p − 1}. For a fixed j ∈ {0, . . . , p − 1}, all information that we can obtain about the value x(j) is given in terms of the measurements that are related to x(j) through the vectors c(j), c(j + p), c(j + 2p), . . . . By the definition of the sequence k → c(k), all such vectors constitute new information so long as there is no repetition c(j + ip) = c(j + p) for i = . By this consideration and the definition of the sequence k → c(k), it is left to study the sequence of numbers ((j + ip) mod m) + 1, where i ∈ N varies, or, equivalently, the sequence ip mod m, where i ∈ N varies. The evolution of the latter sequence, however, is evident from elementary number theoretic considerations: the sequence is cyclic and the cycle length is exactly given by the number m/ gcd(m, p). This combined with the definition of the sequence k → c(k) shows that it is necessary and sufficient to have n ≤ m/ gcd(m, p).
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Note that we can immediately recover Proposition 2 from the above result. In the problem setup covered in Proposition 2, we have m = n, where furthermore n and p are coprime, i.e. gcd(n, p) = 1. Thus, we can also readily conclude by Theorem 4 that the sequence k → x(k) is uniquely reconstructable from from the compressed se-
PERIODIC COMPRESSORS IN CONTINUOUS TIME
In this section, we discuss some extensions of the results from the discrete-time framework to a continuous-time framework. Consider two linear systems given bẏ x(t) = Ax(t), x(0) = x 0 c(t) = S c(t), c(0) = c 0 , where c 0 is yet to be determined, while x 0 is undisclosed to us. A specific case that is of particular interest is given when A and S are skew-symmetric matrices, i.e. A, S ∈ so(n), in which case one has periodic solutions t → x(t) and t → c(t). As in the discrete-time framework, we consider the measurement y(t) = c(t), x(t) (2) from which the signal t → x(t) is to be reconstructed. This is illustrated in Fig. 4 . The reason to consider a time-varying vector c(t) and not simply a constant one is the existence of cases in which the signal t → x(t) cannot be reconstructed from some linear combination t → c, x(t) , such as when
This will be discussed in detail in the remainder of this section.
As a first step to study the periodic compression problem in the continuous-time setting, we note that we may rewrite y(t) = e St c 0 , e At x 0 = e A t e St c 0 , x 0 = e −At e St c 0 , x 0 .
Thus we see that for x 0 to be reconstructable, the family (e −At e St c 0 ) t≥0 must be such that it contains n linearly independent vectors. In the following, we consider an example to illustrate some aspects of this approach. Example 5. Consider the situation that
The matrices A and S commute, so we have y(t) = e −At e St c 0 , x 0 = e (S−A)t c 0 , x 0 .
Furthermore, with the specific choice of matrices A and S, we have
Thus, the signal t → e (S−A)t c 0 , with non-zero c 0 , separates vectors in R n if and only if the frequencies satisfy θ = ω, which is again a non-resonance condition.
For a theoretical discussion of the problem, we first consider the case in which the matrix A is such that the generated n-dimensional signal can never be compressed to a scalar signal in such a way that the original signal can be recovered from the scalar signal. This could be for example the case when A is of the form
where the matrix J is the generator of so (2), i.e.
as the two Hautus tests for the complex conjugated eigenvalues iω and −iω both lead to a rank loss of two, respectively, which cannot be compensated by a a single row c. This is where we might hope for the periodic compressor to add some additional degrees of freedom to the design of lossless compressions, or, more specifically, break the symmetry which is the obstruction to observability in this example. Lemma 6. Let A be a skew-symmetric matrix of the form
or of the above form with an additional zero appended to the lower right. There exists a (real-valued) row vector ξ for which the pair (A, ξ) is observable if and only if all ω i are non-zero and pairwise distinct.
Proof. For a Hautus test, there is a rank loss of exactly one if and only if ω i = 0 and ω i − ω j = 0 for i = j. This is the only situation where a row vector can completely compensate for the rank loss, and thus render the overall system observable. More concretely, one can bring A into the form
using a blockdiagonal transformation matrix. In this form, it is evident that one can study the two columns of the same block separately, in which case it is straightforward to find a 2 × 1 block that compensates for the rank loss in the Hautus test and is transformed back to a real-valued 2 × 1 row vector. Thus, the row vector ξ is given by the concatenation of these 2×1 row vectors (with an additional 1 appended in odd dimensions). 2
The described canonical form (3) defines a maximally commuting subspace of so(n) with dimension m := n/2 (since a zero is appended to the lower right in odd dimensions), which is in fact a Cartan subalgebra, denoted by h, of so(n). So in particular, any two elements of h commute. Furthermore, it is noted that any skewsymmetric matrix can be brought to h via conjugation with a matrix from the special orthogonal group SO(n), i.e., ∀A ∈ so (n) ∃T ∈ SO(n) :
T AT ∈ h and we will henceforth refer to this conjugation with the map φ : so (n) → h taking A to T AT .
Our main result for reconstruction of x from the considered periodic compressor in continuous time is algebraically formulated as follows. Theorem 7. For any A ∈ so(n) there exist S ∈ so(n) and a real-valued n-dimensional row vector ξ such that the matrices A and S commute and (S − A, ξ) is observable. In this case, x can be reconstructed from y if c 0 = ξ .
Proof. First, bring A ∈ so(n) to the Cartan subalgebra h via the conjugation φ and denote φ (A) =:Ã = T AT . Now we can choose a matrixS from h as
again with m = n/2 and a zero appended to the lower right in odd dimensions. Since h is abelian, the matrices A andS commute, i.e. [Ã,S] = 0, where [·, ·] denotes the commutator. If we define S := TST , then a direct computation reveals that
which is zero since [Ã,S] = 0. Therefore, we have
where ξ := c 0 . Hence, x can be reconstructed from y if and only if the pair (A−S, ξ) is observable. But observability of (A − S, ξ) is equivalent to observability of the transformed pair (T (A − S)T, ξT ) = (Ã −S, ξT ). Now by choosing the frequencies θ 1 , . . . , θ m ofS appropriately, one can always achieve that all differences ω i − θ i are pairwise distinct and nonzero, i.e. ω i − θ i = ω j − θ j and ω i = θ i for all i = 1, . . . , m. Thus, the matrixÃ −S lies in h and satisfies the non-resonance condition from Lemma 6. Thus we can find a real-valued row vectorξ so that (Ã −S,ξ) is observable. Choosing ξ =ξT concludes the proof. 2 Example 8. Suppose that A ∈ so(7) is of the form
which is brought to h via cyclic permutation of the row / column indices 2 and 3. Employing the notation from (3), we then have ω 1 = ω 2 = 1 and ω 3 = 0, so, in particular, there is no ξ such that the pair (A, ξ) becomes observable. We thus next construct someS ∈ h with the property that (Ã −S,ξ) is observable for someξ. Following the proof of our previous theorem and employing the notation from (4), we could choose θ 1 = 2, θ 2 = 3, θ 3 = 4 to have all the differences ω i − θ i pairwise distinct and nonzero, whence it is possible to find someξ such that (Ã −S,ξ) is observable. Permuting the row / column indices 2 and 3 inS andξ, we obtain S and ξ = c 0 , thus having constructed a lossless periodic compressor.
So far, we have restricted our attention to the case in which it is possible to choose S such that S and A commute. As this might not be possible due to structural limitations on S, we next, in brevity, discuss the case in which S and A not commute. In this situation, the number of nonzero blocks in φ(A), i.e., employing the notation from (3), the number of nonzero ω i , plays a crucial role. The number of these nonzero blocks is precisely the number of two-dimensional invariant subspaces of e At , t = 0. These subspaces are called the planes of rotation of A and it is known that there are at most m = n/2 many of them, cf. (Lounesto, 2001, section 17.3) . We denote the planes of rotation of A by A i and the planes of rotation of S by S i . Proposition 9. Let c 0 = 0 lie in some S j and let some family A i , i ∈ I, intersect with this S j one-dimensionally. If the period of x is no multiple of half the period of c, then x can be reconstructed from y if x 0 is contained in the linear combination of S j and A i , i ∈ I.
Proof. We construct vectors v(t) := e −At e St c 0 which span the linear combination of S j and A i , i ∈ I. Since the period of x, denoted by t * , is no multiple of half the period of c, we obtain two linearly independent v(0) = c 0 and v (t * ) = e St c 0 in S j . Now as A i , i ∈ I, intersect with S j nontrivially, for all i ∈ I there is some t * i with the property that
. But all planes of rotation A i are pairwise orthogonal, such that the vectors v(t * i ), i ∈ I are linearly independent as well. We have hence obtained vectors v(0), v(t * ), v(t * i ), i ∈ I, which span the linear combination of S j and A i , i ∈ I. As y(t) = v(t), x 0 , every x 0 from that subspace can therefore be reconstructed.
2 Example 10. Suppose that S ∈ so (4) is of the form
whose plane of rotation is spanned by e 1 and e 2 . If A has a plane of rotation that intersects one-dimensionally with the span of e 1 and e 2 , say
then we are able to reconstruct any x 0 from the span of e 1 , e 2 , and e 3 , provided that c 0 lies in the span of e 1 and e 2 , but no x 0 from the span of e 4 . To be able to reconstruct arbitrary x 0 , we require some A which has two planes of rotation that both intersect the plane of rotation of S onedimensionally, say
whose planes of rotation are spanned by e 1 , e 3 and e 2 , e 4 for the former choice of A and by e 1 , e 4 and e 2 , e 3 for the latter choice of A.
PERIODIC COMPRESSORS IN FEEDBACK LOOPS
In the introduction, we emphasized our interest in causal compressors, and the current lack thereof, for their significance in control loops, as it was argued by Brockett (2012) . Thus, in this section, we discuss some aspects of inserting a periodic compressor into a feedback loop. In general, a degradation of performance is to be expected. However, specific goals of interest in control theory can be achieved, as sketched in a simple case below:
Let y be as in (2) and consider the closed loop systeṁ
where A = ωJ and
Here y → by has a role of what may be called an expander or decompressor. It can be viewed as a dual role to that of the compressor x → y. We next argue why the origin is an uniformly asymptotically stable equilibrium of (5). To this end, first observe that since A ∈ so(2), we have 1 2
= − x(t), c(t)c(t) x(t) . Now, by a theorem of Anderson (1977) , the origin is uniformly asymptotically stable if and only if t → c(t) is persistently exciting, i.e. if there exist constants α, δ > 0 such that for all s ≥ 0 it holds that s+δ s c(t)c(t) dt ≥ αI.
In the considered example, this is indeed the case, for we can choose δ = 2π/θ and α = π, since for all s ≥ 0
In higher dimensions, taking S from h (as in (4)) and c 0 = (0 1 . . . 0 1) ,
appending an additional 1 in odd dimensions, we arrive at c (t) = (sin(θ 1 t) cos(θ 1 t) . . . sin(θ m t) cos(θ m t)) , again appending an additional 1 in odd dimensions, in which case persistence of excitation is preserved if the frequencies θ i of S are now in resonance. Proposition 11. Let c 0 be chosen as in (7), let b(t) = c(t), A ∈ so (n), and S ∈ h as in (4). If there exists a nonzero θ ∈ R such that for all i there is a z i ∈ N such that θ i = z i θ, with all z i being distinct, then the origin of (5) is uniformly asymptotically stable.
Proof. We evaluate (6) for δθ = 2π and notice that the inequality remains satisfied with α = π since the functions sin (z i t) are pairwise orthogonal. Thus, the signal t → c(t) is persistently exciting. With A ∈ so(n), recalling a theorem of Anderson (1977) , the claim is proven. 2
In the more general case in which A is not skew-symmetric and not Hurwitz, c 0 must be scaled at least by the square root of the largest eigenvalue of the symmetric part of A, as noted in .
The dual expansion procedure that we encountered above is quite similar to another type of expansion found within the practical reconstruction of the initial state x 0 from y via inversion of the observability Gramian. For simplicity, we assume that both A and S are from h, as in in (3) and (4), respectively, and that c 0 is as introduced in (7). Further, let all ω i − θ i be distinct and integer multiples of the same real nonzero scalar λ. Then, by inversion of the observability Gramians, we have, for all T > 0,
where v(t) = e (A−S)t c 0 . As seen in the stabilizability problem in the foregoing part of this section, under the above assumptions, this simplifies to the reconstruction formula
which involves an expansion y → vy that is now, in contrast to the expander y → by discussed in the stabilizability problem, integrated over an interval.
CONCLUSION
We proposed the concept of periodic compressors for lossless and causal compression of periodic signals. Thereby, we studied conditions for reconstructing the uncompressed signal from the compressed signals in both a discretetime and continuous-time setting. This study led to characterizations involving non-resonance conditions. In the last section, we inserted our periodic compressor into a feedback loop and analyzed how this affects the stability properties of a control system.
