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Purpose: This study aims to predict rain in Australia with a 
machine learning classification approach. Precise and 
accurate rain prediction is very important for planning and 
management of water resources, flood warning, 
construction activities and aviation operations, and others. 
Design/methodology/approach: The methods or stages 
applied in classifying rain predictions in Australia are 
through several stages including Data Collection, Data Pre-
processing (including Missing Value handling in it), 
Classification Modeling by applying and comparing 
Decision Tree and C5.0 algorithms, Result validation using 
Dataset Partition and 10-Cross Fold Validation and Model 
Evaluation using Confusion Matrix. 
Findings/result: The methods or stages applied in 
classifying rain predictions in Australia are through several 
stages including Data Collection, Data Pre-processing 
(including Missing Value handling in it), Classification 
Modeling by applying and comparing Decision Tree and 
C5.0 algorithms, Result of validation using Dataset 
Partition and 10-Cross Fold Validation and Model 
Evaluation using Confusion Matrix. 
Originality/value/state of the art: In addition to the 
classification model used, dataset validation, either by 
partitioning the dataset or by 10-cross fold validation, can 














Kata kunci:Klasifikasi; Decision Tree; 
C5.0; RStudio; Hujan Australia 
Tujuan: Penelitian ini bertujuan untuk memprediksi hujan 
di Australia dengan pendekatan klasifikasi machine 
learning. Prediksi hujan yang tepat dan akurat sangat 
penting untuk perencanaan dan pengelolaan sumber daya 
air, peringatan banjir, kegiatan konstruksi dan operasi 
penerbangan serta yang lainnya. 
Perancangan/metode/pendekatan: Metode atau tahapan 
yang diterapkan dalam melakukan klasifikasi prediksi hujan 
di Australia yaitu melalui beberapa tahapan diantaranya 
Pengumpulan Data, Data Pre-processing (termasuk 
dilakukan penanganan Missing Value didalamnya),  
Pemodelan Klasifikasi dengan menerapkan dan 
membandingkan algoritme Decision Tree dan C5.0, 
Validasi Hasil menggunakan Partisi Dataset dan k-Cross 
Fold Validation serta Evaluasi Model menggunakan 
Confussion Matrix. 
Hasil: Berdasarkan hasil yang diperoleh, evaluasi 
menggunakan 10-Cross Fold Validation lebih unggul yang 
memiliki akurasi paling tinggi sebesar 87.35% untuk 
algoritme Decision Tree dan akurasi sebesar 86.85% untuk 
algoritme C5.0 Rule-Based Model, dibandingkan dengan 
metode Split 80:20 pada kasus prediksi hujan di Australia. 
Keaslian/state of the art: Selain model klasifikasi yang 
digunakan, validasi dataset baik itu dengan partisi dataset 
atau k-Cross Fold Validation juga dapat mempengaruhi 
akurasi hasil prediksi.  
1. Pendahuluan 
Australia adalah sebuah benua dan negara yang terdiri dari beberapa negara bagian. Iklim di 
delapan negara bagian Australia sangat bervariasi. Sebagian besar wilayah Australia memiliki 
empat musim yaitu musim panas, musim dingin, musim gugur, dan musim semi [1]. Curah 
hujan di Australia sangat beragam, karena benua ini memiliki iklim yang beragam, dan Australia 
bagian utara memiliki iklim tropis. Kemudian, bagian barat daya dan pesisir selatan beriklim 
subtropis. Australia barat penuh dengan gurun, iklimnya kering, sangat panas di siang hari, 
tetapi sangat dingin di malam hari. Terakhir, pantai timur Australia memiliki iklim laut, 
sehingga daerah tersebut memiliki curah hujan yang cukup tinggi sepanjang tahun [2].  
Prediksi hujan yang akurat merupakan salah satu tugas yang paling menantang dan penting di 
dunia saat ini [3], tidak terkecuali Australia karena memiliki iklim yang beragam [4]. Hal yang 
membuat menantang dikarenakan hujan bersifat dinamis dari fenomena iklim dan fluktuasi acak 
yang terlibat dalam proses fisik [5]. Biasanya prediksi hujan dibuat untuk beberapa periode 
waktu yang meliputi mingguan, bulanan dan prediksi musiman. Prediksi hujan yang tepat dan 
akurat sangat penting untuk perencanaan dan pengelolaan sumber daya air, peringatan banjir, 









menjadi optimal, berbagai kompleksitas perlu ditangani [7], seperti data statistik cuaca yang 
memiliki banyak fitur diantaranya kelembaban, tekanan, kecepatan angin, polutan, konsentrasi, 
dan lainnya.  
Pendekatan machine learning telah banyak dilakukan dalam memprediksi hujan. Penerapannya 
yaitu dengan menggunakan metode komputasi dan memprediksi hujan dengan mengambil dan 
mengintegrasikan pengetahuan tersembunyi dari pola linear dan non-linear dari data cuaca 
masa lalu [8]. Teknik klasifikasi akan menghasilkan seperangkat aturan yang disebut aturan 
yang akan digunakan sebagai indikator untuk dapat memprediksi kelas data yang ingin 
diprediksi [9]. Beberapa penelitian telah banyak dilakukan untuk memprediksi hujan dengan 
pendekatan machine learning dengan menerapkan beragam algoritme klasifikasi diantaranya 
Random Forest [8][10], Logistic Regression [8][11] dan Support Vector Regression [11]. 
Bahkan pada penelitian [12], prediksi hujan dilakukan dengan membandingkan beragam 
classifier seperti Naïve Bayes, Support Vector Machine, Decision Tree, Neural Network dan 
Random Forest. Pada penelitian lainnya [13][14][15][16][17][18], Decision Tree telah banyak 
digunakan dalam prediksi hujan. Algoritme Decision Tree merupakan alat pengambilan 
keputusan terbaik yang bersifat sederhana dalam struktur, namun memiliki performa yang baik 
dalam analisis beberapa variabel [14]. Algoritme C5.0 juga telah diterapkan untuk memprediksi 
hujan [19]. Algoritme C5.0 adalah algoritme klasifikasi yang dapat diterapkan pada kumpulan 
data yang besar [19]. Algoritme C5.0 memiliki efisiensi dan memori yang lebih baik daripada 
algoritme C4.5 [20]. 
Data hujan di Australia dirilis oleh seorang ilmuan data bernama Joe Young,  dan telah diunggah 
ke situs kaggle dengan judul dataset Rain in Australia [21]. Kaggle adalah komunitas online 
ilmuwan data dan praktisi machine learning yang diakuisisi oleh Google. Selain menjadi 
komunitas, situs ini juga berisi kumpulan data (dataset) berbagai kasus yang ditemukan dari 
seluruh dunia [22]. Penelitian ini akan berfokus untuk memprediksi hujan di Australia dengan 
membandingkan akurasi kedua algoritme Decision Tree dan algoritme C5.0. Verifikasi hasil 
dibagi menjadi dua bagian, pertama, kumpulan data dibagi sebanyak 80% sebagai data latih dan 
20% sebagai data uji. Kedua, K-Fold Cross-Validation digunakan sebanyak 10 kali untuk 
validasi. 
2. Metode/Perancangan  
Metode atau tahapan yang diterapkan dalam melakukan klasifikasi prediksi hujan di Australia 
yaitu melalui beberapa tahapan diantaranya Pengumpulan Data, Data Pre-processing (termasuk 
dilakukan penanganan Missing Value didalamnya),  Pemodelan Klasifikasi dengan menerapkan 
dan membandingkan algoritme Decision Tree dan C5.0, Validasi Hasil menggunakan Partisi 
Dataset dan 10-Cross Fold Validation serta Evaluasi Model menggunakan Confussion Matrix. 
2.1. Pengumpulan Data 
Dataset yang digunakan dalam penelitian ini adalah Rain in Australia dari kaggle.com 
Repository. Dataset diambil dari situs https://www.kaggle.com/jsphyg/weather-dataset-rattle-
package yang merupakan data yang berisikan pengamatan cuaca harian dari berbagai stasiun 
cuaca Australia. Dataset Rain in Australia terdiri dari satu file rar yang berisi satu file dataset 
dengan nama weatherAUS.csv. Bentuk format file dalam dataset adalah csv atau comma 
separated values yang berarti data didalamnya dipisahkan oleh koma. Dataset tersebut terdiri 









Tabel 1. Penjelasan Atribut dalam Dataset Rain in Australia 
No. Feature Tipe Data Deskripsi 
1. Date date 
Tanggal observasi prediksi pengamatan cuaca 
harian 
2. Location chr Nama umum lokasi stasiun cuaca 
3. MinTemp numeric Suhu minimum dalam derajat celsius 
4. MaxTemp numeric Suhu maksimum dalam derajat celsius 
5. Rainfall numeric 
Jumlah curah hujan yang tercatat untuk hari 
itu dalam mm 
6. Evaporation numeric 
Disebut juga penguapan kelas A (mm) dalam 
24 jam hingga 9 pagi 
7. Sunshine numeric 
Jumlah jam sinar matahari cerah dalam satu 
hari 
8. WindGustDir chr 
Arah hembusan angin terkuat dalam 24 jam 
hingga tengah malam 
9. WindGustSpeed numeric 
Kecepatan (km/jam) hembusan angin terkuat 
dalam 24 jam hingga tengah malam 
10. WindDir9am chr Arah angin pada jam 9 pagi 
11. WindDir3pm chr Arah angin pada jam 3 sore 
12. WindSpeed9am numeric 
Kecepatan angin (km / jam) rata-rata lebih dari 
10 menit sebelum jam 9 pagi 
13. WindSpeed3pm numeric 
Kecepatan angin (km / jam) rata-rata lebih dari 
10 menit sebelum jam 3 sore 
14. Humidity9am numeric Kelembapan (persen) pada jam 9 pagi 
15. Humidity3pm numeric Kelembapan (persen) pada jam 3 sore 
16. Pressure9am numeric 
Tekanan atmosfer (hpa) berkurang hingga 
rata-rata permukaan laut pada pukul 9 pagi 
17. Pressure3pm numeric 
Tekanan atmosfer (hpa) berkurang hingga 
rata-rata permukaan laut pada pukul 3 sore 
18. Cloud9am numeric 
Bagian langit yang tertutup awan pada jam 9 
pagi. Ini diukur dalam "oktas", yang 
merupakan satuan delapan. Ini mencatat 
berapa banyak awan 
19. Cloud3pm numeric 
Bagian langit yang tertutup awan pada jam 3 
sore. Ini diukur dalam "oktas", yang 
merupakan satuan delapan. Ini mencatat 
berapa banyak awan 
20. Temp9am numeric Suhu (derajat C) pada jam 9 pagi 
21. Temp3pm numeric Suhu (derajat C) pada jam 3 sore 
22. RainToday chr Prediksi hujan hari ini 
23. RISK MM numeric 
Jumlah hujan hari berikutnya dalam mm. 
Digunakan untuk membuat variabel respons 
RainTomorrow. Semacam ukuran "risiko". 
24. RainTomorrow chr Variabel Target. Prediksi hujan besok 
 
Selain itu, dataset tersebut memiliki missing value berkisar dari 1% hingga 48% yang terbesar 
pada beberapa atribut. Cara yang dapat dilakukan untuk menangani missing value adalah 
menghapus tupel missing value atau mengisinya dengan nilai konstanta berdasarkan rata-rata 
dari nilai dalam data tersebut [23]. Missing value dalam dataset Rain in Australia dapat  dilihat 









Tabel 2. Total Missing Value pada Tiap Atribut 
No. Feature Jumlah Missing Value 
Persentase Terhadap 
Keseluruhan Data 
1. Date 0 Record 0% 
2. Location 0 Record 0% 
3. MinTemp 637 Records >0% 
4. MaxTemp 322 Records >0% 
5. Rainfall 1406 Records 1% 
6. Evaporation 60843 Records 43% 
7. Sunshine 67816 Records 48% 
8. WindGustDir 9330 Records 7% 
9. WindGustSpeed 9270 Records 7% 
10. WindDir9am 10013 Records 7% 
11. WindDir3pm 3778 Records 3% 
12. WindSpeed9am 1348 Records 1% 
13. WindSpeed3pm 2630 Records 2% 
14. Humidity9am 1774 Records 1% 
15. Humidity3pm 3610 Records 3% 
16. Pressure9am 14014 Records 10% 
17. Pressure3pm 13981 Records 10% 
18. Cloud9am 53657 Records 38% 
19. Cloud3pm 57094 Records 40% 
20. Temp9am 904 Records 1% 
21. Temp3pm 2726 Records 2% 
22. RainToday 1406 Records 1% 
23. RISK MM 0 Record 0% 
24. RainTomorrow 0 Record 0% 
 
Saat menggunakan WEKA, terlihat atribut yang memiliki missing value di dalam recordnya 










Gambar 1. Missing Value pada Atribut Sunshine Menggunakan WEKA 
2.2. Data Pre Processing 
Dataset berekstensi csv yang terdapat pada arsip akan dilakukan tahap pre processing data  agar 
lebih mudah dianalisis dan divisualisasikan. Dataset yang akan diproses pada tahapan ini adalah 
Dataset Rain in Australia yang terdiri dari 24 atribut [24]. 
Proses pembersihan data dari noise dapat dilakukan sesuai kebutuhan karena noise data banyak 
ragamnya. Contohnya, pada dataset Rain in Australia terdapat record yang memiliki missing 
value di beberapa atribut sehingga tidak akan optimal saat diproses untuk diekstraksi pada  
tahapan selanjutnya. Penanganan missing value akan dilakukan menggunakan aplikasi RStudio. 
2.2.1.  Penanganan Missing Value Menggunakan Rstudio 
Penanganan missing value menggunakan RStudio melalui kode manual, dituliskan di GUI yang 
sudah disediakan. Tabel 2 menunjukkan tipe data pada setiap atribut dalam dataset. Terlihat 
atribut yang memiliki missing value didalamnya adalah atribut-atribut yang bertipe data 
numerik dan nominal, sehingga butuh perbedaan metode untuk menangani missing value pada 
atribut tersebut. Untuk menangani missing value pada tipe data numerik adalah dengan cara 
mengganti nilai yang hilang dengan nilai rataan dari seluruh data yang ada di dalam atributnya. 
Sedangkan pada tipe data nominal, missing value akan dihapuskan karena record dalam atribut 
tersebut terlalu beragam. Hasil penanganan missing value menggunakan RStudio dapat dilihat 










Gambar 2. Penanganan Missing Value pada Atribut Menggunakan Rstudio 
Setelah dilakukan proses penanganan missing value pada seluruh atribut tersebut, dataset 
berkurang sebanyak 13% dari dataset awal. Sebelum dataset diolah, tipe data chr pada beberapa 
atribut akan diganti dengan atribut factor agar dapat bekerja dengan baik pada aplikasi Rstudio. 
3. Hasil dan Pembahasan 
3.1. Processing and Modelling Dataset 
Dataset yang sudah melalui praprocessing kemudian diproses menggunakan aplikasi RStudio. 
Algoritme Decision Tree akan diterapkan pada percobaan yang pertama. Validasi pertama 
adalah dengan mempartisi dataset ke dalam dua bagian, yaitu 80% untuk  data latih dan 20% 
untuk data uji. Validasi kedua adalah dengan menggunakan 10-Cross Fold Validation. 
3.1.1.  Algoritme Decision Tree dengan Partisi Dataset 80:20 
Library Party yang terdapat pada RStudio dapat digunakan untuk menyelesaikan pemodelan 
algoritme Decision Tree. Sebanyak 80% partisi data latih dimodelkan dan diujikan terhadap  20% 
data yang sudah disiapkan dari dataset. Decision Tree yang dihasilkan dari pemodelan  dapat 











Gambar 3. Pemodelan Decision Tree dengan Partisi Dataset 80:20 
3.1.2.  Algoritme Decision Tree dengan 10-Cross Fold Validation 
Pemodelan berikutnya menggunakan algoritme Decision Tree dengan teknik 10-Cross Fold 
Validation. Dengan dataset yang sama, Decision Tree yang dihasilkan dari pemodelan dapat 
dilihat pada Gambar 4. 
 
Gambar 4. Pemodelan Decision Tree dengan Teknik 10-Cross Fold Validation 
3.1.3.  Algoritme C5.0 dengan Partisi Dataset 80:20 
Library C50 yang terdapat pada RStudio dapat digunakan untuk menyelesaikan pemodelan 
algoritme C5.0. Sebanyak 80% partisi data latih dimodelkan dan diujikan terhadap 20% data 









Selain menghasilkan pohon keputusan, algoritme C5.0 juga menghasilkan aturan sebagai  hasil 
dari pemodelan yang sudah dilakukan. Aturan tersebut berjumlah 373 aturan. Tampilan Console 
pada RStudio tidak memungkinkan untuk menampilkan hasil aturan tersebut, sehingga dapat 
dilihat sebagian contoh aturan tersebut pada Gambar 5. 
 
Gambar 5. Aturan yang Dihasilkan Algoritme C5.0 dengan Partisi Dataset 80:20 
3.1.4. Algoritme C5.0 dengan 10-Cross Fold Validation 
Pemodelan berikutnya menggunakan algoritme C5.0 dengan teknik 10-Cross Fold Validation. 
Dengan dataset yang sama, Decision Tree yang dihasilkan dari pemodelan algoritme C5.0 dapat 










Gambar 6. Algoritme Decision Tree dan Algoritme C5.0 dengan Teknik 10-Cross Fold Validation 
Selain menghasilkan Decision Tree, algoritme C5.0 juga menghasilkan aturan sebagai  hasil dari 
pemodelan yang sudah dilakukan. Aturan tersebut berjumlah 417 aturan. Tampilan Console 
pada RStudio tidak memungkinkan untuk menampilkan hasil aturan tersebut, sehingga dapat 










Gambar 7. Aturan yang Dihasilkan Algoritme C5.0 dengan Teknik 10-Cross Fold Validation 
3.2. Evaluation 
Setelah pemodelan menggunakan metode algoritme Decision Tree dan Algoritme C5.0  selesai, 
selanjutnya akan dijelaskan mengenai Confusion Matrix dari masing-masing algoritme. Dalam 
sistem klasifikasi, Confusion matrix berisi informasi mengenai klasifikasi aktual dan prediksi. 
Performa dari sistem tersebut pada umumnya dilakukan evaluasi menggunakan data dalam 
matriks. Terdapat dua kelas pada Confusion matrix yang mengklasifikasikan kelas positif dan 
kelas negatif [25] ditunjukan oleh Tabel 3. 




Negatif a b 
Positif c d 
 
Keterangan: 
a adalah jumlah prediksi yang benar bahwa sebuah instance negatif, 
 
 b adalah jumlah prediksi yang salah bahwa sebuah instance positif,  
c adalah jumlah salah prediksi yang sebuah contoh negatif, dan 
d adalah jumlah prediksi yang benar bahwa sebuah instance bernilai positif. 
 
3.2.1.  Akurasi Algoritme Decision Tree dan Algoritme C5.0 
Confusion Marix dari setiap pemodelan yang sudah dilakukan, yaitu dari algoritme  Decision 
Tree dan algoritme C5.0 dapat dilihat pada Tabel 4-9. 
Tabel 4. Confusion Matrix Algoritme Decision Tree Split 80:20 Terhadap Data Uji 
Accuracy: 84,55% 
 No Yes 
No 73206 10535 










Tabel 5. Confusion Matrix Algoritme Decision Tree 10-Cross Fold Validation 
Accuracy: 87,35% 
 No Yes 
No 9690 1111 







9690 + 1111 + 454 + 1116
= 0.873494463 
 










 No Yes 
No 17864 2654 







2806 + 17864 + 1286 + 2654
= 0.839902479 
 
Tabel 7. Confusion Matrix Algoritme C5.0 Split 80:20 Terhadap Data Uji (Rule-Based Model) 
Accuracy: 84,58% 
 No Yes 
No 18018 2664 







18018 + 2664 + 1132  +2796
= 0.845753759 
 
Tabel 8. Confusion Matrix Algoritme C5.0 10-Cross Fold Validation (Tree-Based Model) 
Accuracy: 85,95% 
 No Yes 
No 9475 1069 







9475 + 1069 + 669  + 1158
= 0.859510145 
 
Tabel 9. Confusion Matrix Algoritme C5.0 10-Cross Fold Validation (Rule-Based Model) 
Accuracy: 86,85% 
 No Yes 
No 9608 1091 



















Semua hasil tersebut dapat digabungkan dalam satu tabel, yaitu Tabel 10. 
Tabel 10. Confusion Matrix Algoritme Decision Tree dan Algoritme C5.0 
No. Algoritme Akurasi 
1. Decision Tree (Split 80:20) 84.55% 
2. 












C5.0 Tree-Based Model 
(10-Cross Fold Validation) 
85.95% 
6 
C5.0 Rule-Based Model 
(10-Cross Fold Validation) 
86.85% 
 
3.2.2. Evaluasi Model Split 80:20 dengan 10-Cross Fold Validation 
Pada Tabel 10 dapat disimpulkan bahwa dalam kasus klasifikasi prediksi hujan di Australia, 
skema model menggunakan 10-Cross Fold Validation lebih unggul dalam semua kasus 
dibandingkan dengan model split 80:20. Keunggulan 10-Cross Fold Validation dialami oleh 
kedua algoritme yaitu algoritme Decision Tree dan algoritme C5.0. 
3.2.3.  Hasil Aturan dari Model yang Memiliki Akurasi Paling Tinggi yaitu C5.0 10- Cross 
Fold Validation 
Hasil aturan dari model algoritme C5.0 dengan Teknik 10-Cross Fold Validation (Tree- Based 
Model) dapat dilihat pada Gambar 8. 
 










Sedangkan hasil aturan dari model algoritme C5.0 dengan Teknik 10-Cross Fold Validation 
(Rule-Based Model) dapat dilihat pada Gambar 9. 
 
Gambar 9. Contoh Aturan yang Dihasilkan Algoritme C5.0 dengan Teknik 10-Cross Fold Validation 
(Rule-Based Model) 
3.2.4.  Aturan-Aturan Berpengaruh dari Model yang Memiliki Akurasi Paling  Tinggi 
yaitu C5.0 10-Cross Fold Validation 
Aturan-aturan yang berpengaruh dalam menentukan label kelas berdasarkan model  berbasis 
aturan dan model berbasis tree dapat dilihat pada Gambar 10. 
 
Gambar 10. Aturan-Aturan Berpengaruh dari Model yang Memiliki Akurasi Paling Tinggi yaitu C5.0 
10-Cross Fold Validation 
4. Kesimpulan dan Saran 
Berdasarkan hasil yang diperoleh pada penelitian, evaluasi menggunakan 10-Cross Fold 









Decision Tree dan akurasi sebesar 86.85% untuk algoritme C5.0 Rule-Based Model,  
dibandingkan dengan metode Split 80:20 pada kasus prediksi hujan di Australia. Meskipun hasil 
akurasi yang diperoleh untuk kedua metode tersebut rata-rata di atas 80.00%. 
Untuk penelitian selanjutnya, disarankan menggunakan algoritme klasifikasi lainnya untuk ikut 
dibandingkan dalam prediksi hujan di Australia. Sehingga dapat diperoleh hasil akurasi prediksi 
yang lebih baik dari penelitian sebelumnya. 
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