Introduction
• The alignment of tonal targets relative to phonetic segments and structural elements like syllables and morae is of considerable theoretical interest to intonational phonologists (e.g. Arvaniti, Ladd, and Mennen, 1998; Ladd, Mennen, and Schepman, 2000 , among many).
• It has often been claimed that among the most difficult targets to measure in a consistent way are "elbows", i.e. transitions from a low (L) to a high (H) tone (or vice versa).
• These points are of interest because they could indicate the end (or beginning) of a L target.
• Because of the risk of great variability in human measurements of elbows, some researchers have located elbows by algorithmic methods (e.g. Xu, 1999; D'Imperio, 2000) , while others have relied on visual judgments of and comparisons between human raters (e.g., Warren, 2005; Arvaniti, Ladd, and Mennen, 2006; Arvaniti and Garding, in press ).
Questions
• In searching for a consistent and unbiased method for measuring pitch elbows, how variable and inconsistent are human raters when provided with a specific protocol?
how much can we rely on algorithmic approaches to replace-or at least assist-a human rater?
Hypotheses
• Human variability in elbow selection is high (based on assumptions about human bias in such tasks and the fact that it has been relatively difficult to find rigid criteria for elbow location).
• Algorithms that use smaller analysis windows are likely to be more prone to error than those that use larger windows, such as the least-squares fitting algorithm (D'Imperio, 2000) .
The Algorithms
LSF: Least-squares fitting algorithm 
Point-by-point algorithms
look at successive overlapping 3-point windows and return the first point that fulfills one of three criteria: PER: Finds the first window where the F 0 difference exceeds a predetermined percentage (6%) of the total pitch range. 
Methods
• Four raters (so far) were asked to find the elbow in 300 tokens from three American English corpora: Polar questions and instances of "uptalk" from story reading and retelling (Del Giudice, 2006); "uptalk" from a map task (Barry and Arvaniti, 2006); one-word utterances with L+H*, L*+H or H* accents (Arvaniti and Garding, in press).
• Human ratings were compared to each other using correlation analysis.
• Computer ratings were compared to human ratings using correlation and error analyses.
• The input to all analyses were the normalized times in each file at which the human raters and algorithms selected an elbow.
Rater protocol
• Focus on a pre-specified region of the intonational curve where it is believed that a L-H transition occurs.
• Reduce the visible pitch range only insofar as the entire contour remains visible.
• Look for the point at which the highest rate of F 0 change appears to occur.
• In case of a micro-prosodic perturbation, pick the steepest rise after the perturbation (unless it's clear that the rise occurs before it).
• If a rising line of pitch points contains a sudden increase in slope between two pitch points, ignore it if it co-occurs with a segmental boundary. 
Results

How do humans correlate with one another?
• Correlation analysis and qualitative analysis show that human-to-human correlation was high (see Table I and Figure 3 ). • However there are some points (i.e. tokens) in which there was high variability between sets of raters, such that, e.g., Raters 1 and 2 selected one point, but Raters 3 and 4 selected a widely different point as the elbow.
Error analysis estimates the magnitude of error, in this case between the average of the human ratings and individual algorithmic responses.
• Calculates 'mean elbow' for the four human raters.
• For each token, finds the difference between mean elbow and each of the computationally chosen elbows and weights it with respect to the standard deviation of human raters.
• Averages this error across all tokens. Humans are not as variable as suggested and algorithms are not error free. The best solution would likely involve:
• Modification of Algorithms
• Deal with microprosodic perturbations and pitchhalving in a systematic way, e.g., using 2nd degree polynomial-fitting. • Combine algorithms: e.g., use LSF to determine the region in which to run MAX.
• Computer-assisted human ratings
• Use LSF to identify a region in which the human rater then selects an elbow. • Have human raters select an interval of confidence in which to run MAX.
Discussion
Algorithm evaluation
• Although the correlation of MAX and LSF with humans is comparable, on average, LSF returns elbows with the least error regardless of weighting.
• Qualitative analysis suggests that this might be due to the fact that MAX returns elbows with larger but fewer and more consistent errors (typically selecting an elbow consistently later than the human-selected elbow), while LSF returns elbows with much smaller but more frequent (weighted) errors.
•Nevertheless, these computational algorithms do not yet seem to approach human intuitions in a consistent way, but this is not completely surprising because they were not specifically designed to mimic the rater protocol; they were often affected by microprosodic perturbations.
• Modifying these algorithms should also reduce human-computer variability. How do the algorithms perform with respect to the human raters?
• The algorithms showed lower correlation with each of the raters than the raters did with each other.
• Among the algorithms LSF and MAX showed the highest correlation with human raters.
• LSF had the lowest average error per token when compared to the 'mean elbow' of human raters; i.e. LSF deviates the least from the average elbow, as shown in Figure 4 .
Conclusions
Human rater correlation and variability
• Human variability was lower than expected, but can still be improved if the following observations are taken into account.
•The majority of inter-human correlation error is caused either by tokens where sets of raters disagreed over two possible elbow locations or by tokens where extensive microprosodic perturbation obscured the elbow.
• Modifying the rater protocol to address these issues should further reduce human rater variability.
