Abstract-Face detection and facial feature location are two key parts of face recognition system. Usually, these two links are treated as two separate tasks, ignoring the correlation between tasks. In addition, most of the face detection algorithms based on deep convolution neural networks focus only on high-level semantic information of the image, and do not take full advantage of the underlying details of the image. In order to further improve the performance of face detection, we propose a face detection algorithm based on multi task learning and multilayer feature fusion. The proposed method integrates three tasks, namely, face classification, facial feature location, and bounding box regression, into a framework that takes full advantage of the correlation between multiple tasks and performs simultaneous learning over multiple tasks. At the same time, in order to make full use of the low-level details and highlevel semantic information of the image, multi layer feature fusion technology is adopted. Finally, we test it on the face detection evaluation database FDDB. Experimental results show that the proposed algorithm has good performance in face detection.
INTRODUCTION
Face detection is the process of determining the position, size, and pose of all human faces in an input image. Given an input image, to complete the task of face detection, we usually divide it into three steps: elect an area on the image as an observation window; some features are extracted from the selected window to describe the image regions contained; based on the feature description, it is determined whether the window is just a human face. The process of detecting faces is to execute the above three steps continuously, until they traverse all the windows that need to be observed. If all the windows are judged to have no face, then the face is not represented on the given image. Otherwise, the location and size of the face are given according to the window containing the face. Face detection, as a key technique in face information processing, has become a very important and active topic in the field of pattern recognition and computer vision in recent years. The problem of face detection comes from face recognition at first. The research of face recognition can be traced back to twentieth Century 60 to 70s. After decades of winding development, it has become more and more mature. Face detection is a key part of the automatic face recognition system. However, early face recognition research mainly focused on images with strong constraints. It is often assumed that the face position is known or easy to obtain, so people don't pay enough attention to face detection. In recent years, with the development of electronic commerce, face recognition has become the most potential biometric identity verification method. The automatic face recognition system requires a good adaptability to the general image. In complex scenes, face detection has encountered many difficulties, which makes face detection gradually develop into an independent research branch. Today, the application background of face detection is far beyond the scope of face recognition system, and has important application value in content-based retrieval, digital video processing, visual surveillance and so on.
At present, face detection algorithms can be broadly divided into two categories, the traditional face detection algorithm and deep learning based face detection algorithm. VJ face detection algorithm [1] is one of the most representative traditional face detection algorithms. VJ face detection algorithm is able to achieve success, greatly improve the speed of face detection, which has three key elements: a fast method for computing features -integral graphs, efficient classifier learning methods -AdaBoost, and efficient classification strategy -cascade structure design. In 2006, Geoffrey Hinton and his student, Ruslan Salakhutdinov, published an article [2] on Science that opened up a wave of deep learning in academia and industry. Compared with the traditional machine learning algorithms, the deep neural network has stronger nonlinear feature representation ability. With the improvement of hardware computing ability, the accumulation of large data and the optimization of the deep neural network structure, the face detection algorithm based on deep learning has become the mainstream method. Cascade CNN [3] is a deep convolution network implementation of the classical Violajones method, and it is a fast face detection method. There are 6 CNN in the cascade structure, and 3 CNN are used for face non face two classification, and the other 3 CNN are used for the border correction of face area. FacenessNet [4] uses five CNN to pick up five facial features: hair, eyes, nose, mouth and beard. For a candidate window, FacenessNet first analyzes whether the five parts exist, and then further judges whether it is a face or not.
In this paper, we carry out two aspects of work on the basis of deep convolution network for image feature extraction. On the one hand, in the past, most people divided the key point detection and the face detection into two parts. However, we believe that there are strong correlations between the two tasks of face detection and facial feature location. Face detection determines the face area of the input image, and can roughly constrain the coordinate range of facial feature points. Accordingly, when the facial feature points are located, the approximate boundaries of the face region in the image can also be estimated. These two processes have close ties, and both can play a role in promoting each other. Based on this, we design a multi task learning framework. In the part of the loss function of the network, the loss of face classification, the location loss of facial feature points and the boundary box regression loss are used as the supervised signals for network training. Bounding box regression is used to further improve the localization accuracy of face detection region. On the other hand, most deep learning based face detection framework only uses the last layer of the network as the discriminant feature of face classification. Such features tend to be high-level semantics of images, and the details of the image are insufficient. Therefore, we adopt multilayer feature fusion technology to make full use of the underlying features and high-level features of images. The designs of face detection algorithm are outlined in Section II. In Section III, we conduct a comparative experiment of several algorithms on an authoritative face detection algorithm evaluation database. Finally, we conclude the paper in Section IV. 
II. DETECTION ALGORITHM
A. Network Structure Previously, the two processes of face detection and facial feature point localization were usually implemented in the framework of two separate algorithms. In order to make full use of the correlation between tasks, to achieve the task of face detection and facial feature location at the same time, to promote the accuracy of face detection using facial feature point localization results, we propose a multi task learning framework based on deep convolutional neural network.
As shown in Figure 1 , the multi task convolutional neural network extracts feature from the basic framework of the common convolution feature extraction, and then realizes the integration of multiple tasks at the end of the framework using the coexistence of multiple loss functions. The multi task convolutional neural network integrates the two tasks of face detection and facial feature location into a framework. This method not only improves the detection accuracy through the mutual promotion between two tasks, but also shortens the running time of the algorithm. This multi task framework consists of three tasks: face classification, bounding box regression and facial landmark localization. The face classification task determines whether the window contains the face area. The boundary box regression task is to correct the borders of the face area and return the four vertices of the face area. The facial landmark localization task is used to locate the key points in the face area.
For the face classification task, the learning target is formulated as a two-class classification problem. That is to say, the face is a kind and not the face is another. For each sample i x , we use the cross-entropy loss:
p i is the probability produced by the network that indicates a sample being a face. The notation 
N is the number of training samples. j denotes on the task importance. We use ( det =1, box =0.5, landmark =1) in the network.
0,1 j i
is the sample type indicator. In this case, it is natural to employ stochastic gradient descent to train the CNNs.
Generally, most of the face detection algorithms based on deep convolution neural networks use only the last layer of the network as the discriminant feature of face classification. The underlying features of deep convolution neural networks tend to focus on the detail features of the image, such as corners and edges, while high-level features tend to focus on highlevel semantic concepts of the image. The bottom detail information of the image can be used to locate the facial feature points and to detect the border position of the face detection. The high-level semantics of the image help to better distinguish whether the candidate box area is the abstract concept of human face. Therefore, it is necessary to fuse the bottom feature and the high level feature of the deep convolution neural network for human face detection. In this paper, the fusion factors from bottom to top are 0.1, 0.2, 0.3, 0.4, respectively. The dimension of the full connection layer is 256 dimensions, and the feature vector is superimposed on the column according to the fusion factor.
B. Model Training
In this paper, we used the Wider_face [5] and CelebA [6] databases as model training sets. Wider_face is mainly used in the training of face detection tasks, and CelebA is mainly used for training facial feature points. The training set is divided into four kinds: negative samples, positive samples, partial samples, and key points samples. The ratio of samples is 3:1:1: 2. The training consisted of three main tasks. Task of face classification: training by using positive samples and negative samples. Face border regression task: training by using positive samples and partial samples. Key point detection tasks: training using key points samples. Wider_face contains face frame tagging data, and the number of faces is around 200 thousand. CelebA contains the border callout data and the key information for the 5 points.
First of all, we carried out the extraction of positive and negative samples and partial samples. Select the border from Wider_face randomly, and then calculate the IOU with the labeled data. If the IOU is greater than 0.65, it is a positive sample. If the IOU is greater than 0.4 and less than 0.65, it is a partial sample. If the IOU is less than 0.4, it is a negative sample. Then, calculate the frame offset. For the border, (x1, y1) is the upper left coordinate, and (x2, y2) is the lower right coordinate. The new trimmed border coordinates are (xn1, yn1), (xn2, yn2), width, height. Therefore, offset_x1 = (x1 -xn1) /width. Ditto, calculate the coordinate offset of the other three points. For the positive sample, partial samples have the border information, and the negative sample does not need the border information. Finally, the sample of key points is extracted from the CelebA. You can randomly cut out the picture according to the border of the tag, and then adjust the coordinates of the key points, when the positive sample is satisfied.
III. EXPERIMENTAL RESULTS AND ANALYSIS
Our implementation is based on the Caffe [7] linked against the NVIDIA CuDNN libraries to accelerate training. All our experiments were carried on NVIDIA Tesla K80 GPUs with 24GB of onboard memory, using two GPUs together. This is important due to the very significant memory footprint of the deep convolution neural networks.
In order to validate our face detection algorithm, we conducted experiments on an authoritative face detection algorithm evaluation database FDDB [8] . FDDB is one of the most authoritative face detection and evaluation platforms in the world. It contains 2845 pictures, and 5171 faces are used as the test set. The scope of the test set includes different poses, resolutions, rotations and occlusions, as well as grayscale and color images. The standard area of the face is elliptical. In order to evaluate the performance of our face detection algorithm better, we compared it with the classical face detection algorithm, VJ face detection algorithm and Jain's face detection algorithm [9] . At the same time, we also compared with the latest deep learning based face detection algorithm, Joint Cascade [10] face detection algorithm, FacenessNet face detection algorithm and HR [11] face detection algorithm. The Discrete ROC curves on FDDB. Fig. 3 . The Continuous ROC curves on FDDB.
The discrete ROC curve on the FDDB is shown in Figure 2 . The term "discrete" refers to whether each face is detected by 1 and 0, respectively. Correspondingly, as shown in Figure 3 , there is a continuous score ROC curve. The term "continuous" refers to that whether the face is detected or not is expressed by the intersection of the check box and the tag box. In a sense, continuous scoring attempts to judge the accuracy of the frame, i.e., the proximity of the location and size of the frame to the actual position and size of the human face. For two different detectors, the relative relation between the two classes of curves is not exactly the same. The discrete ROC curves are very close to the two detectors, and their corresponding continuous score ROC curves may have obvious differences.
Most directly, this shows that although some detectors detect a human face, the accuracy of the frame is low.
The experimental results show that the performance of our algorithm is better than that of the traditional face detection algorithm. At the same time, our algorithm performance is very close to the best performance based deep learning face detection algorithm in discrete ROC curves. On the continuous ROC curve, our algorithm performs better than the HR face detection algorithm. This shows that our face detection algorithm has good correct face detection rate and high detection frame accuracy. In addition, as shown in Figure 4 , we have also demonstrated the actual effect of the algorithm on FDDB database images and network images. Qualitative results on sample pictures.
IV. CONCLUSIONS
In this paper, we propose a face detection algorithm based on multi task convolutional neural network and multilayer feature fusion. The multi task convolutional neural network implements both face detection and facial feature location, and improves the accuracy of face detection by mining the correlation between tasks. In order to make full use of the lowlevel detail features and high-level semantic features of the image, multi layer feature fusion technology is adopted to further improve the accuracy of face detection. Experimental results show that our algorithm achieves a detection rate of 90% in 100 false checks on the FDDB evaluation database. In the future, we will exploit the inherent correlation between face detection and other face analysis tasks, to further improve the performance. 
