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Abstract
For the problem of estimating under squared error loss the location parameter of a p-variate
spherically symmetric distribution where the location parameter lies in a ball of radius m; a
general sufﬁcient condition for an estimator to dominate the maximum likelihood estimator is
obtained. Dominance results are then made explicit for the case of a multivariate student
distribution with d degrees of freedom and, in particular, we show that the Bayes estimator
with respect to a uniform prior on the boundary of the parameter space dominates the
maximum likelihood estimator whenever mp ﬃﬃﬃpp and dXp: The sufﬁcient condition mp ﬃﬃﬃpp
matches the one obtained by Marchand and Perron (Ann. Statist. 29 (2001) 1078) in the
normal case with identity covariance matrix. Furthermore, we derive an explicit class of
estimators which, for mo ﬃﬃﬃpp ; dominate the maximum likelihood estimator simultaneously for
the normal distribution with identity covariance matrix and for all multivariate student
distributions with d degrees of freedom, dXp: Finally, we obtain estimators which dominate
the maximum likelihood estimator simultaneously for all distributions in the subclass of scale
mixtures of normals for which the scaling random variable is bounded below by some positive
constant with probability one.
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1. Introduction
Consider the problem of estimating under squared error loss the location
parameter y of a spherically symmetric distribution, based on the observation X and
with the constrained parameter space YðmÞ ¼ fyARp: jjyjjpmg for some m ﬁxed,
m40: In the normal case with identity covariance matrix, Marchand and Perron [4]
showed that, among classes of dominating estimators, the Bayes estimator dBU with
respect to the boundary uniform prior on @YðmÞ dominates the maximum likelihood
estimator dmle whenever mp ﬃﬃﬃpp : An interesting question is to investigate whether
similar dominance results hold for other spherically symmetric distributions. This is
indeed the objective of our research, and our results are focussed on: (i) the
multivariate student distribution which represents perhaps one of the most
important alternatives to the normal model, and (ii) on scale mixtures of normals
for which the scaling random variable is bounded below by some positive constant
with probability one.
The starting point of our inquiry is a sufﬁcient condition (Theorem 1) for an
estimator to dominate dmle; which was implicitly given by Marchand and Perron [4,
Theorem 3], and which is applicable in general to spherically symmetric
distributions. In Section 3.2, we provide explicit dominance conditions applicable
to multivariate student distributions. We also study how these conditions apply to
dBU; and establish (Example 1) that the condition mp ﬃﬃﬃpp is, whenever dXp; once
again sufﬁcient for dBU to dominate dmle: The common sufﬁcient condition is
interesting and somewhat surprising, in view of its simplicity, and the fact that both
the functional form of the estimator dBU and the distribution under which the risks
are evaluated vary with d:
We also can view the sufﬁcient condition for dominance of Theorem 1
as a sufﬁcient condition for simultaneous dominance (Theorem 2), meaning a
condition under which a single estimator d0 dominates dmle simultaneously
for a subclass of spherical distributions. Of course, it is the hope that such a
simultaneous condition of dominance can be made explicit for important
subclasses of spherical distributions, possibly including the normal case.
Simultaneous dominance is an appealing property in view of the intrinsic
motivation of assessing or searching for procedures that retain good or
optimal properties over a range of probability models. Although there seems
to be a relative paucity of results in this direction, this is not a new
theme; for instance, a fair amount of work on estimating a multivariate
mean (without constraints) has dealt with procedures that are robust, in the
sense that they perform well not only for the normal model, but also for a
range of spherical or elliptical models. As a ﬁrst example, Cellier and Fourdrinier [1],
gave a class of estimators that dominate the unbiased estimator, for pX3;
simultaneously for all spherically symmetric distributions subject to (weak) risk
ﬁniteness conditions. A second example is given by the work of Srivastava and
Bilodeau [7] who demonstrate robust dominance properties of the Stein estimator (in
dominating the unbiased estimator) for elliptical distributions which are scale
mixtures of normals.
ARTICLE IN PRESS
E´. Marchand, F. Perron / Journal of Multivariate Analysis 92 (2005) 227–238228
In Section 3.3, we focus again on multivariate student distributions with d degrees
of freedom and obtain two examples of simultaneous dominance. In particular, we
obtain an explicit estimator d0 which, for mo ﬃﬃﬃpp ; dominates dmle simultaneously for
all multivariate student distributions with dXp as well as the normal distribution
with identity covariance matrix. This is a particular interesting result since no
theoretical elements that we know of guaranteed the existence of such a
simultaneously dominating d0: The simultaneous dominating estimators obtained,
although simple, may well fail to be attractive for a given single distribution, but the
result permits us to envisage locally (or globally) more attractive estimators to enjoy
the same simultaneous dominating property.
Finally, in Section 3.4, we provide conditions of simultaneous dominance for the
subclass of scale mixtures of normals for which the scaling random variable is
bounded below by some positive constant with probability one. Namely, Corollary 1
gives a robustness dominance property of a normal model boundary uniform Bayes
estimator.
Before proceeding in Section 3 with these dominance results, we pursue with by
collecting some further notations, deﬁnitions and properties for later use.
2. Deﬁnitions and preliminaries
Throughout, we shall denote jjxjj and jjyjj by r and l; respectively. We consider
distributions with probability density functions
fyðxÞ ¼ hðjjx 	 yjjÞ; ð1Þ
where h is such that hðtÞohð0Þ for all t40: For such distributions, the maximum
likelihood estimator of y is uniquely given by dmleðxÞ ¼ ð mjjxjj41Þx: The function
gh;lðrÞ ¼ Ey½ y0XjjX jj j jjX jj ¼ r plays a pivotal role in our dominance results as it
intervenes in both (i) the decomposition of risks (see Theorem 1), and (ii) the
functional form of the Bayes estimator dgh;l with respect to a uniform prior on the
sphere fy: jjyjj ¼ lg; given by (e.g., [3, proof of Theorem 2.3])
dgh;lðxÞ ¼
1
r
gh;lðrÞx:
Of particular interest is the boundary uniform prior, and the associated Bayes
estimator dBU ¼ dgh;m which was shown by Marchand and Perron [4] to dominate
dmle in the normal case with identity covariance matrix whenever mp ﬃﬃﬃpp :
We further deﬁne %gh;mðrÞ ¼ sup0plpm fgh;lðrÞg; and Ah;m ¼ fr40: %gh;mðrÞorg:
Remark 1. From its deﬁnition and the Cauchy–Schwarz inequality, it is easy to see
that gh;lðrÞolpm: Hence Ah;m always contains the set ½m;NÞ:
Our conditions for dominance in Section 3 below are given ﬁrst implicitly in terms
of %gh;m and Ah;m (Theorems 1 and 2), and we proceed by developing more explicit
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conditions in the multivariate student case (Theorems 3 and 4). In order to achieve
this, we require two technical lemmas. We begin with an expression for gh;l for scale
mixture of normals where X admits the representation
LðX jV ¼ vÞ ¼ Npðy; v	1IpÞ ð2Þ
for some positive random variable V :
Lemma 1 (Marchand [3]). For scale mixture of normals as defined above, we have
gh;lðrÞ ¼ l
E½Ip
2
ðtVÞe	sV V 
E½Ip
2
	1ðtVÞe	sV V 
;
where t ¼ lr; s ¼ ðl2 þ r2Þ=2; and InðyÞ; nX	 12; yX0; is the modified Bessel
function of order n given by InðyÞ ¼
P
iX0
ðy
2
Þnþ2i
i!Gðiþnþ1Þ:
Remark 2. When referring to a speciﬁc distribution of the mixing parameter in (2)
for which E½V oN; we can assume without loss of generality (and we will hereafter)
that E½V  ¼ 1: This is so since, whenever E½V a1; we can always transform the
problem to work with: (i) the observation X  ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃE½V p X ; (ii) the representation for
X  as in (2) (with location parameter y ¼ y ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃE½V p ) corresponding to the mixing
parameter V ¼d V
E½V ; for which E½V  ¼ 1; and (iii) the constraint jjyjjpm with
m ¼ m ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃE½V p :
We now continue with some useful properties of gh;lðrÞ for the cases in (2)
where LðVÞ ¼ Gammaða; bÞ: As mentioned in Remark 2, there is no loss of
generality in limiting ourselves to the cases where E½V  ¼ 1; i.e., a ¼ b; which
corresponds to the multivariate student cases with degrees of freedom d; d40; with
a ¼ b ¼ d
2
:
Lemma 2. If the distribution of X follows a multivariate student distribution with d
degrees of freedom and mp
ﬃﬃﬃ
d
p
then
%gh;mðrÞ ¼ gh;mðrÞ ð3Þ
p m
2r
m2 þ r2 þ d 1þ 13
d
p
  
ð4Þ
for all r40:
Proof. See the appendix.
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3. Dominance results
We begin this section with a sufﬁcient condition for an estimator dgðxÞ ¼ 1r gðrÞx to
dominate dmle: The proof is essentially the same as the one given by Marchand and
Perron [4] in the normal case, but given here for sake of completeness.
3.1. General dominance results
Theorem 1. For distributions as in (1) and dgðxÞ ¼ 1r gðrÞx; the estimator dg dominates
dmle as long as
2 %gh;mðrÞ 	 ðr4mÞogðrÞoðr4mÞ
for all rAAh;m and gðrÞ ¼ r otherwise.
Proof. We have
Rðy; dgÞ ¼Ey jjgðjjX jjÞ XjjX jj 	 yjj
2
 
¼Ey jjyjj2 þ g2ðjjX jjÞ 	 2gðjjX jjÞ y
0X
jjX jj
 
¼ jjyjj2 þ Ey½fgðjjX jjÞ 	 gh;lðjjX jjÞg2 	 g2h;lðjjX jjÞ:
Hence, Rðy; dmleÞ 	 Rðy; dgÞ ¼ Ey½fgmleðjjX jjÞ 	 gðjjX jjÞgfgmleðjjX jjÞ þ gðjjX jjÞ 	
2gh;lðjjX jjÞg; which is indeed positive for all yAYðmÞ under the stated condi-
tions. &
Remark 3. Note that d %gh;m satisﬁes the conditions of Theorem 1 whenever Ah;m ¼
ð0;NÞ; while its truncated version (i.e., with gðrÞ ¼ %gh;mðrÞ4gmleðrÞ) always
dominates dmle: In the normal case with identity covariance matrix (i.e., [4]), it
was established that (i) d %gh;m ¼ dBU; and that (ii) Ah;m ¼ ð0;NÞ if and only if mp
ﬃﬃﬃ
p
p
:
Now, by requiring an estimator dg to fulﬁll the conditions of Theorem 1 for all h in a
family H of distributions, we obtain the following simultaneous dominance result.
Applications of Theorem 2 to (i) multivariate student distributions and to (ii) scale
mixtures of normals for which the scaling random variable is bounded from below
are presented in Sections 3.3 and 3.4.
Theorem 2. Let dgðxÞ ¼ 1r gðrÞx: The estimator dg dominates dmle simultaneously for
all hAH as long as
2 sup
hAH
%gh;mðrÞ 	 ðr4mÞogðrÞoðr4mÞ
on the set AH;m; and gðrÞ ¼ r otherwise, with AH;m ¼ fr: suphAH %gh;mðrÞoðr4mÞg:
ARTICLE IN PRESS
E´. Marchand, F. Perron / Journal of Multivariate Analysis 92 (2005) 227–238 231
3.2. Dominance results for the multivariate student distribution
In this section, Theorem 2 is an application of the dominance results of Theorem 1
to the case of a multivariate student distribution. Moreover, its part (d) applies in
particular to dBU (see Example 1) and follows from the dominance conditions:
Ah;m ¼ ð0;NÞ and %gh;m ¼ gh;m; mentioned in Remark 3.
Theorem 3. Assume that the distribution of X follows a multivariate student
distribution with d degrees of freedom and dgðxÞ ¼ 1r gðrÞx:
(a) If mp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p4d
p
; dof1þ 2½ð p=m2 	 1Þ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð p=m2 	 1Þ2 þ p=m2
q
gp; and g is such
that
2
m2r
m2 þ r2 þ d 1þ 13
d
p
  
	 ðr4mÞogðrÞoðr4mÞ
for all r40; then dg dominates dmle:
(b) If mp ﬃﬃﬃpp ; dXf1þ 2½ð p=m2 	 1Þ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð p=m2 	 1Þ2 þ p=m2
q
gp; and g is such that
gðrÞ ¼ m if f2r 	 mð1þ d=pÞg2Xm2ð1þ d=pÞ2 	 4ðm2 þ dÞ and
2
m2r
m2 þ r2 þ d 1þ
d
p
 
	 ðr4mÞogðrÞoðr4mÞ
otherwise, then dg dominates dmle:
(c) If mp
ﬃﬃﬃ
d
p
and g is such that
2gh;mðrÞ 	 ðr4mÞogðrÞoðr4mÞ
for all rAAh;m and gðrÞ ¼ r otherwise, then dg dominates dmle:
(d) If mp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p4d
p
and g is such that
2gh;mðrÞ 	 ðr4mÞogðrÞoðr4mÞ
for all r40; then dg dominates dmle:
Proof. (a) Here is an application of Theorem 1 and Lemma 2. We need only to
verify that m
2r
m2þr2þd½1þ ð13dpÞoðr4mÞ for all r40: This is done by verifying
that: (i) m
2r
m2þr2þd½1þ ð13dpÞor for all r40 if and only if mp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p4d
p
; and
(ii) m
2r
m2þr2þd½1þ ð13dpÞom for all r40 if and only if dof1þ 2½ð p=m2 	 1Þ þ
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð p=m2 	 1Þ2 þ p=m2
q
gp:
(b) This proof is similar to the one of part (a) except that here m
2r
m2þr2þdð1þ dpÞpm
whenever f2r 	 mð1þ d=pÞg2Xm2ð1þ d=pÞ2 	 4ðm2 þ dÞ:
(c) This is a direct application of Theorem 1 and Lemma 2.
(d) Given the result in part (c), we need only to verify that Ah;m ¼ ð0;NÞ: From
Lemma 2, we know that gh;mðrÞp m2rm2þr2þd ½1þ ð13dpÞ; while the proof of part (a) tells
us that m
2r
m2þr2þd½1þ ð13dpÞor for all r40 if mp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p4d
p
; which yields the result. &
ARTICLE IN PRESS
E´. Marchand, F. Perron / Journal of Multivariate Analysis 92 (2005) 227–238232
Example 1. The estimator dBU dominates dmle whenever mp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p4d
p
: In fact, this is a
special case of Theorem 3, part (d).
Remark 4. For dXp; dBU dominates dmle whenever mp ﬃﬃﬃpp ; duplicating Marchand
and Perron’s [4] sufﬁcient condition in the normal case. Finally, it also can be
shown that for dXp; the condition mp ﬃﬃﬃpp is also necessary for Ah;m to equal ð0;NÞ:
This is established by considering the necessary condition limr-0
%gh;mðrÞ
r
p1;
and using expression (8) in the proof of Lemma 2 (see the appendix) to infer that
limr-0
%gh;mðrÞ
r
¼ m2
m2þd
dþp
p
:
3.3. Simultaneous dominance results for multivariate student distributions
We now turn to applications of Theorem 2, that is the speciﬁcation of estimators
that dominate dmle for several distributions simultaneously, and results are given
herein for multivariate student distributions. Note that the choice gðrÞ ¼
suphAH %gh;mðrÞ for rAAH;m satisﬁes the conditions of Theorem 2, while the above
results imply that AH;m ¼ ð0;NÞ for mp ﬃﬃﬃpp withH being the multivariate student
family with degrees of freedom dXp: However, this estimator is not given explicitly.
The results below pertaining to the family of multivariate student distributions with
d degrees of freedom, dXp; are of particular interest since (i) dominance is shown to
hold as well for the normal distribution with identity covariance matrix, and (ii) the
family includes all univariate student distributions with d degrees of freedoms, dX1;
whenever p ¼ 1:
Theorem 4. Assume that the distribution of X follows a multivariate student
distribution with d degrees of freedom and dgðxÞ ¼ 1r gðrÞx:
(a) If mp ﬃﬃﬃﬃﬃd0p ; d0pp; and g it is such that
4
m2r
m2 þ r2 þ d0 	 ðr4mÞogðrÞoðr4mÞ
for all r40 then dg dominates dmle for all d; d0pdpp:
(b) If mo ﬃﬃﬃpp ; d0Xp; and g is such that
2
m2r
p
13 p þ d0
m2 þ r2 þ d0
 
	 ðr4mÞogðrÞoðr4mÞ
for all 0orop=m; and gðrÞ ¼ m otherwise, then dg dominates dmle for all
d; dXd0; and for the normal distribution case as well.
Proof. The proof is an application of Theorems 2 and 3.
(a) Since mr2=ðm2 þ r2 þ dÞ is a decreasing expression in d; our result satisﬁes the
conditions of Theorem 3, part (a), for all d; d0pdpp:
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(b) We use the results of Theorem 3, part (b). Since m
2r
p
ð13 pþd0
m2þr2þd0Þoðr4mÞ for all
0orop=m; and
m2rð1þd
p
Þ
m2þr2þdpm
2r
p
ð13 pþd0
m2þr2þd0Þ for all r40; dXd0 we obtain our
result. Finally, dg and dmle are both bounded and the densities converge
to the one of a normal distribution as d-N which implies that the
risk functions converge and our result is still valid for the normal
distribution. &
Example 2. Translating directly the conditions of Theorem 4b to the univariate case
with d0 ¼ 1; we obtain for mo1 that the estimator
d0ðxÞ ¼ m m 13 2
m2 þ x2 þ 1
 
4 1jxj
	 

x
dominates dmle simultaneously for all student distributions with degrees of freedom
dX1; and the normal distribution as well.
3.4. Simultaneous dominance results for scale mixtures of normals for which the
mixing random variable V is bounded above
As in Section 3.3, we give below applications of Theorem 2 to the subclass of scale
mixtures of normals, as in (2), for which the mixing random variable V is bounded
above by Vmax (say); VmaxoN; with probability 1. We will denote this subclass
HVmax : Also, observe that the subclass HVmax includes normal Npðy; s2IpÞ
distributions for which s2XðVmaxÞ	1: Analogously to the development above for
multivariate student distributions, we make use of an upper bound for
suphAHVmax %gh;mðrÞ:
Lemma 3. We have
sup
hAHVmax
%gh;mðrÞpmrp=2	1ðmrVmaxÞ;
where, for nX	 1
2
; t40; rnðtÞ ¼ Inþ1ðtÞInðtÞ :
Proof. From Lemma 1, we may write for a scale mixture of normals gh;lðrÞ ¼
lE½rp=2	1ðlrW Þ with W a random variable with density proportional to
Ip=2	1ðtwÞe	sww dGðwÞ; G being the cdf of V : Now, since rp=2	1ðtwÞ is an increasing
and concave function of w; w40; (e.g., [6,8]) we have by Jensen’s inequality for
hAHVmax
gh;lðrÞplrp=2	1ðlrEðWÞÞplrp=2	1ðlrVmaxÞ;
given that W is bounded above by Vmax with probability 1. Finally, by using again
the increasing property of r and the fact that rX0; we obtain
%gh;mðrÞpmrp=2	1ðmrVmaxÞ for all hAHVmax ; which yields the result. &
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We now are ready to pursue with the following simultaneous dominance results.
Theorem 5. For the subclass of scale mixtures HVmax ; an estimator dgðxÞ ¼ 1r gðrÞx
dominates dmle simultaneously whenever
2rp=2	1ðmrVmaxÞ 	 ðr4mÞogðrÞoðr4mÞ;
on the set fr: mrp=2	1ðmrVmaxÞorg; and gðrÞ ¼ r otherwise.
Proof. This is a direct consequence of Theorem 2 and Lemma 3.
Observe that the truncated version of a normal model boundary uniform Bayes
estimator dBU (i.e., the estimator dg with gðrÞ ¼ ðmrp=2	1ðmrVmaxÞ4rÞ always
satisﬁes the conditions of the Theorem (note that ro1), while as now stated, if
truncation is not necessary the simultaneous dominance property applies to dBU:
Corollary 1. The estimator dBU associated with the model Npðy; ðVmaxÞ	1IpÞ dominates
dmle on YðmÞ simultaneously for all hAHVmax whenever mpðVmaxÞ	1
ﬃﬃﬃ
p
p
:
Proof. The result follows from Theorem 5, and the fact that mrp=2	1ðmrVmaxÞor;
r40; whenever mVmaxp ﬃﬃﬃpp (see [4]; or Remark 3). &
This last example is particularly interesting since the dominating dBU possesses
nice properties for the model from which it is derived (i.e., Bayes, admissible,
minimax for small enough values of m which include values of mpðVmaxÞ	1 ﬃﬃﬃpp as
shown by Marchand and Perron, [5]), and at the same time is robust in its dominance
of dmle to departures of the underlying distribution to members of HVmax : Ongoing
work of ours is aimed at extending this robustness result to other scale mixtures of
normals, and to other spherical distributions.
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Appendix A
In the appendix we shall prove that expressions (3) and (4) of Lemma 2 are valid
whenever X follows a multivariate student distribution with d degrees of freedom
and mp
ﬃﬃﬃ
d
p
:
Proof of Expression (3) in Lemma 2. Let T ¼ y0X=lR so gh;lðrÞ ¼ lEl½T jR2 ¼ r2: If
we can show that El½T jR2 ¼ r2 is nondecreasing in l for all r; r40 then we shall
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have %gh;m ¼ gh;m; given that gh;lX0 as seen by Lemma 1. Moreover, the
expression El½T jR2 ¼ r2 will be nondecreasing in l for all r; r40 if the conditional
distribution of T given that R2 ¼ r2 has monotone increasing likelihood ratio in T
for all r40; where l is the parameter and r is ﬁxed. Let fyðxÞ ¼ hðjjx 	 yjjÞ as in
expression (1).
If p ¼ 1; then T is a discrete random variable taking the values 	1 and 1,
R2 is a continuous random variable on ð0;NÞ; and their likelihood is given
by jl;1 with
jl;1ðt; r2Þ ¼
1
2r
hð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r2 þ l2 	 2lrt
p
Þ:
Similarly, if p41 then T ; R2 have a joint density jl;p on ð	1; 1Þ  ð0;NÞ; which has
been obtained by Kariya and Eaton [2], and it is given by
jl;pðt; r2Þ ¼ 2
ð ﬃﬃﬃpp Þp	1
Gðð p 	 1Þ=2Þ r
p	2ð1	 t2Þð p	3Þ=2hð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r2 þ l2 	 2lrt
p
Þ:
In any case, the monotone likelihood property will hold if we can show that the
derivative, with respect to t; of the expression logðhð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r2 þ l2 	 2lrt
p
ÞÞ is
nondecreasing in l for all tA½	1; 1; l40: We now return to the multivariate
student distribution set up, that is h is given by hðzÞ ¼ ð2pÞ	p=2E½V p=2 expð	z2V=2Þ
with LðVÞ ¼ Gammaðd=2; d=2Þ: We obtain
@
@t
logðhð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r2 þ l2 	 2lrt
p
ÞÞ ¼
@
@t E½Vp=2 expð	fr2 þ l2 	 2lrtgV=2Þ
E½V p=2 expð	fr2 þ l2 	 2lrtgV=2Þ
¼
@
@t fr2 þ l2 	 2lrt þ dg	ðdþpÞ=2
fr2 þ l2 	 2lrt þ dg	ðdþpÞ=2
¼ ð p þ dÞlrðr2 þ l2 	 2lrt þ dÞ
and the last expression is increasing in l on ½0; ﬃﬃﬃdp  for all r40; tA½	1; 1: &
Proof of expression (4) in Lemma 2. From Lemma 1, it follows that
gh;lðrÞ ¼ l
RN
0 Ip
2
ðtvÞvd2e	ðd2þsÞv dv
RN
0 Ip
2
	1ðtvÞv
d
2e	ð
d
2
þsÞv dv
¼ l
RN
0 Ip
2
ðxÞxd2e	xu dx
RN
0 Ip
2
	1ðxÞx
d
2e	
x
u dx
; ðA:1Þ
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with the change of variables x ¼ tv and u ¼ 2lr=ðl2 þ r2 þ dÞ: Now, by expanding
InðxÞ and interchanging sum and integral, we obtain
Z N
0
InðxÞx
d
2e	
x
u dx ¼
X
iX0
ð1
2
Þ2iþn
i!Gði þ nþ 1Þ
Z N
0
xnþ
d
2
þ2ie	
x
u dx
¼ 1
2
 nX
iX0
ð1
2
Þ2i
i!Gðnþ 1Þ
Gðnþ d
2
þ 1þ 2iÞunþd2þ2iþ1
ðnþ 1Þi
¼ð
1
2
Þnunþd2þ1
Gðnþ 1Þ
X
iX0
u2i
i!
Gðnþ d
2
þ 1Þðnþ
d
2þ1
2
Þið
nþd2þ2
2
Þi
ðnþ 1Þi
¼Gðnþ
d
2
þ 1Þ
Gðnþ 1Þ
1
2
 n
unþ
d
2
þ1
 2F1
nþ d
2
þ 1
2
;
nþ d
2
þ 2
2
; nþ 1; u2
 
ðA:2Þ
with 2F1ða1; a2; a3; zÞ ¼
P
iX0
ða1Þiða2Þi
ða3Þi
zi
i!; and ðdÞi ¼ GðdþiÞGðdÞ : By using standard opera-
tions on hypergeometric functions, for any a1; a2; a3 with a340; we obtain that
2F1ða1; a2 þ 1; a3 þ 1; zÞ ¼
X
iX0
ða1Þiða2 þ 1Þi
ða3 þ 1Þi
zi
i!
¼
X
iX0
ða1Þiða2Þi ða2þiÞa2
ða3Þiða3þiÞa3
zi
i!
¼ a3
a2
X
iX0
ða1Þiða2Þi
ða3Þi
ða3 þ iÞ þ ða2 	 a3Þ
a3 þ i
zi
i!
¼ a3
a2

2F1ða1; a2; a3; zÞ
þ a2 	 a3
a3
2F1ða1; a2; a3 þ 1; zÞ

: ðA:3Þ
Combining expressions (A.1)–(A.3), with n ¼ p=2	 1 and n ¼ p=2; a1 ¼ ð p þ d þ
2Þ=4; a2 ¼ ð p þ dÞ=4 and a3 ¼ p=2; we may write
gh;lðrÞ ¼ l
2r
l2 þ r2 þ d 2þ
ðd 	 pÞ
p
Eu
p=2
p=2þ Y
 	 

; ðA:4Þ
where Y is a discrete random variable having probability mass function pu with
pzðyÞp
ða1Þyða2Þy
ða3Þy
z2y
y!
; y ¼ 0; 1;y
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for 0ozo1: Since 2þ ðd	pÞ
p
Eu½ p=2p=2þYp1þ ð13dpÞ; we obtain that
gh;lðrÞp l
2r
l2 þ r2 þ d 1þ 13
d
p
 	 

for all l; 0plpm: Setting l ¼ m leads to the conclusion. &
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