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A B S T R AC T
Time-dependent vector fields are of high relevance to describe a wide range
of physical phenomena based on particle motion, including stall effects in
technical engineering, blood flow anomalies, and atmospheric mass trans-
port. The efficient analysis and fundamental understanding of intrinsic field
properties can lead to significant improvements when interacting with such
phenomena based on the available field data. So called Lagrangian methods
are a particularly established technique for this purpose. They are based on
the evaluation of time-dependent particle trajectories.
This work will present an overview of the state of the art in time-dependent
vector field analysis and visualization, with special focus on topology-oriented
and Lagrangian methods. The first core aspect of this work is the introduction
of a novel concept for a more objective and qualitative benchmark of existing
Lagrangian approaches. Based on this benchmark, this work contributes
and evaluates a set of novel concepts, that offer new perspectives towards
established approaches with respect to computational handling, quality and
efficiency. The second core aspect is the empirical application and validation
of Lagrangian methods with respect to practically relevant analysis scenarios.
Each application case includes an introduction into the underlying problem
statement and an efficient solution using Lagrangian methods. The validation
focuses on the comparison with existing flow analysis concepts and aspects
of the quantitative evaluation in each case. Together, both topics of this work
contribute towards a more consistent formalization, but also to the improved
applicability of Lagrangian methods.
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Z U S A M M E N FA S S U N G
Zeitabhängige Vektorfelder spielen eine zentrale Rolle bei der Beschreibung
einer Vielzahl physikalischer Strömungsphänomene, wie Strömungsablösung
in technischen Anlagen, Anomalien in Blutströmungen und atmosphärischen
Massebewegungen. Die effiziente Analyse und ein umfassendes Verständnis
der Eigenschaften solcher Felder ermöglicht entscheidende Verbesserungen
im Umgang mit diesen Phänomenen und vereinfacht die Beantwortung von
Fragestellungen mit Hilfe vorhandener Strömungsdaten. Ein etablierter Ansatz
in Bezug auf dynamische Vektorfelder sind dabei die sogenannten Lagrange-
Verfahren, die auf der Auswertung der Bewegung von Partikeln und den
entstehenden Trajektorien basieren.
Die vorliegende Arbeit bietet zunächst eine Einführung in den aktuellen
Forschungsstand der zeitabhängigen Strömungsanalyse und -visualisierung,
mit besonderem Fokus auf partikelbasierten Methoden. Als erster Schwer-
punkt werden daraufhin neue Konzepte für die objektive und qualitative Bewer-
tung existierender Methoden eingeführt. Auf Grundlage dieser Bewertung und
den daraus gewonnenen Einsichten, werden Verbesserungen für etablierte An-
sätze vorgeschlagen und untersucht. Ziel ist dabei eine qualitativ höherwertige
und effizientere Analyse von Strömungsvorgängen. Der zweite Schwerpunkt
liegt auf der empirischen Anwendung und Bewertung von partikelbasierten
Methoden im Hinblick auf praxisnahe Fragestellungen. Die Anwendung
beinhaltet die Untersuchung der zugrunde liegenden Problemstellungen und
stellt effektive Lösungsansätze durch Lagrange-Methoden vor. Die Bewertung
umfasst den Vergleich dieser Lösungen mit existierenden Standardverfahren
der Strömungsanalyse und die quantitative Analyse hinsichtlich des jeweili-
gen Anwendungsfalls. Beide Aspekte dieser Arbeit tragen damit sowohl
zur kontinuierlichen Verbesserung, als auch zur gezielten Anwendbarkeit der
Lagrange-Methodologie bei.
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1.1 BAC K G RO U N D
Time-dependent vector fields are a powerful mathematical tool to describe
a wide range of physical phenomena. With a great variety of applications
in areas such as technical engineering, medicine, and environmental science
their analysis has become a vital and active field of research. Due to the
rapidly increasing computational power and technical capabilities, nowadays
simulations and measurements of physical phenomena can be conducted in
far higher resolutions and better quality, than just decades ago. Consequently,
digital representations of vector fields have gained significantly in size and
structural complexity at the same time. This increase in the amount of data
and information therein, requires effective and scalable tools to still be able
to interpret, evaluate and learn from this type of data. On this note, digital
flow visualization allows for a tangible, versatile, and more intuitive access to
vector fields, in order to better understand the represented phenomena.
1.2 M OT I VAT I O N
Physical phenomena created due to motion dynamics, such as vortices or trans-
port effects, are often easily observable using basic visualization techniques.
On the same note, the quantification and formalization of the ’perceived pat-
terns’ is more elaborate, due to their turbulent nature. The numerical analysis
and visualization of vector fields allows for better insight into such phenom-
ena, but requires scalable and effective methods to cope with the increasing
amount of information. The sole use of basic local or direct visual analysis
may be a convenient approach, but can only capture parts of the relation be-
tween the observable patterns. By treating the flow process itself as a ’chaotic
black box’, important relations may remain undiscovered and large portions
of the available information is unused. To gain a more global view into their
characteristics, requires the development of adequate methodology to under-
stand effects that lead to a specific phenomenon, rather than just observing
them. One prominent example for such a global and scalable methodology for
the time-independent (static) case is the theory of classic vector field topol-
ogy (VFT) [HH89, HH91]. The notion of topology allows for a compact and
formally concise notion of the vector fields and structural properties therein.
VFT bridges the gap between directly visually observable artifacts (e.g., points
of rotational behavior or saddles) and their global structural relation in terms
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of the topological skeleton (including i.e., separation lines) Unfortunately
the classic definition has its limitations to describe more realistic unsteady
flows, as VFT is based on the analysis of critical points and an asymptotic
analysis of stream lines. In unsteady flow fields critical points may not exist,
crucial quantitative information is missing, or stream lines do have no phys-
ical correspondence, as they are based on ’snapshots’ of the actual motion
process. To overcome these limitations, there has been developed a broad set
of topology-oriented unsteady methods that strive for a similarly compact and
precise formalism as VFT.
One promising candidate with this respect, are so called Lagrangian meth-
ods that observe the flow behavior of unsteady i.e., physical particles over time.
Lagrangian methods allow to consistently quantify observable patterns and to
obtain a more global and structural understanding of the underlying process.
One of the most prominent concept of this class is the finite-time Lyapunov
exponent (FTLE) that is used to define Lagrangian coherent structure (LCS) as
ridges in the resulting scalar field.
Together with their benefits, the introduction of those concepts comes with
a considerably higher demand toward the respective analysis methodology,
computing system, and finally, the user. In first instance, the use of advanced
time-dependent methods requires additional effort for their assessment, visual
representation and evaluation. More specifically, novel Lagrangian approaches
and the improvement of existing concepts, necessitate an objective basis for
their comparison and validation, in order to ensure qualitative and relevant
results, especially in complex cases. Above this quantitative evaluation, the
second important point is the empirical evaluation of flow analysis methods in
practical scenarios. Specific application areas often require individual adaption
of relevant concepts of the existing methodology to find suitable answers to
the respective questions. This adaption includes a goal-oriented reduction of
the available information, e.g., with the help of domain-specific expertise, to
focus on a concise and meaningful description of the phenomena. In return,
both aspects allow for a consistent development and improvement of the
Lagrangian methodology towards a consistent formalization, while ensuring
their applicability and usefulness in a practical context.
1.3 G OA L S A N D C O R E Q U E S T I O N S
These general challenges rise a set of core questions, that are the guidelines to
the contents of this thesis. The first goal is to review the current state of the
art with respect to unsteady flow analysis and visualization. This includes and
overview about major research topics and how they relate to the established
methodologies. Furthermore, the goal of this thesis is to derive answers to the
following core questions:
1. Objective Comparability: Due to their complex, dynamic nature, and
the lack of closed form descriptions, an objective comparison of La-
grangian methods is clearly non-trivial: is it still possible to assess
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existing Lagrangian measures with respect to their quality and correct-
ness in a more objective and quantitative manner?
2. Improvements: Based on this, are there ways to improve the quality of
common methods, with respect to those assessment results?
3. Parametrization: How to determine crucial parameter settings, such
as observation times, in a Lagrangian setting?
4. Efficiency: Are there options to improve the use of information that is
encoded within the flow field data?
5. Application: As stated in the beginning, formal definitions of La-
grangian concepts require adaption towards specific applications: What
are suitable modifications and extensions of Lagrangian methods in
order to focus on structural insights within applied scenarios?
6. Performance Evaluation: Following this, are there quantitative results
to verify benefits that can be achieved using such Lagrangian concepts?
1.4 C O N T R I B U T I O N S A N D S T RU C T U R E
In order to find suitable answers to the stated questions, this thesis will con-
tribute on the following aspects of time-dependent flow visualization:
• an introduction into state-of-the-art, time-dependent flow analysis meth-
ods, and specifically Lagrangian concepts for flow analysis [PPF+11a],
presented in Chapter 2,
• a comparison scheme for Lagrangian measures, specifically FTLE, in-
cluding benchmark data sets, testing methodology, and an advanced
evaluation scheme [KRWT12] in Section 3,
• the derivation of a novel concept to improve the quality of Lagrangian
measures based on the presented benchmark and a new method for a
more effective evaluation of Lagrangian features in trajectory data. This
includes a gradient-free FTLE method [KWRT12] in Section 3.1.6 and
the concept of material cell tracking [KER+12] in Section 3.2.4,
• a method to derive novel form of parametrization and meaningful repre-
sentations for Lagrangian measures in Section 3.3.6, specifically where
suitable parametrization cannot be determined without prior knowl-
edge [KLG+11],
• a set of realistic applications of Lagrangian measures to prove their
effective use and gain of insight towards the requirements of the target
application (e.g., [OKET12]) in Section 4,
• finally a detailed discussion of the presented approaches, limitations,
and future challenges of the respective methodology is presented in
Section 5.
15
1.5 N OTAT I O N
Throughout this thesis the following formatting will be applied:
• scalars s are written in small, italic letters
• vectors v are denoted as small, bold letters
• matrices M and tensors are written in capital, bold letters
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The first part of the thesis is dedicated to a formal introduction into the
notion of vector fields. Following this, the focus will be on an overview of
unsteady, as well as topology-oriented analysis methods and visualization
approaches. The second part will elaborate the details on particle-based or so
called Lagrangian methods. The following Chapter contains and extends joint
work with Armin Pobitzer, Helwig Hauser (University of Bergen), Ronald
Peikert, Raphael Fuchs, Benjamin Schindler (ETH Zürich), Holger Theisel
(University of Magdeburg), and Kresimir Matkovic (VrVis, Vienna) which
has been published as state-of-the-art report [PPF+09, PPF+11a].
2.1 V E C T O R FI E L D S I N G E N E R A L
Vector fields can be used to describe a wide range of physical phenomena.
However, for every description the vector field itself can have a different
meaning: common examples are the motion of continuous medium (e.g., water
or gas) filling up a domain or a force field (e.g., gravity) present at every point
in space.
2.1.1 Formal Definition
A vector fields defines a mapping of a m dimensional subset of the Euclidean
space to an n dimensional space f(x) :Rm 7→Rn. We can associate a vector
value of dimension n with every point in the considered domain. In the case









Note that the latter notation will be used to abbreviate the spatial components
of a point in Rm. If the field is time-dependent, this further extends to
v(x, t) =






The main focus in this work is on the description of fluid flows. In this case
a vector field describes a dense, compressible or incompressible media filling
up and continuously moving within the considered domain. Hence, if not
stated explicitly otherwise, we assume v(x, t) and its components u,v,w, t to
be smooth, differentiable functions. In practice a laminar fluid motion can be
described as steady 3D field, since the temporal component has no influence.
However, in most real scenarios the fluid motion is turbulent, which can only
by modeled using a vector field that is time-dependent.
Trajectories
in flow fields
A common, practical approach to analyze fluid motion is to release mass-
less particles into the flow and to observe their trajectories. To achieve this,
the motion of the fluid at a certain domain point can be described in terms
of the velocity of a (massless) particle moving through this point at this
moment. Since the velocity denotes the change of the spatial position of that




= c˙(t) = v(c(t), t) with c(t0) = c0 (1)
where c(t) is a smooth, differentiable curve that describes the path of a particle
passing through c0. If we want to describe this trajectory of a particle using
v(t) we can express this by means of an initial value problem (IVP). Then the





where c0 is the starting point or seed point in Rm and τ the integration time
of this curve. The first derivative of that curve equals the vector value at that
position and is therefore frequently referred to as tangent curve of v(t). In the
following the process of numerically solving this integral will be denoted as
integration of a specific field v (see e.g., Press et al.[PTVF07]). In theory the
solution of this integral for the interval τ ∈ [tmin, tmax] with tmin, tmax ∈R is a
continuous, parameterized curve, that inherits its properties from the underly-
ing field. Note that τ can be negative, describing a backward integration, and
tmin, tmax are limited by the domain boundaries. If tmin, tmax are both set to these
boundary limits, we obtain the complete trajectory; otherwise a trajectory
segment in that interval.
Integral geometry
in flow fields
The definition of the integral in equation 2, allows to deduce a set of integral
geometry to capture characteristics of the vector field v:
1. Stream lines can be constructed in a steady field v(x) or by considering







This solution is autonomous, in most cases easy to construct and can give
a good overview about properties of instantaneous, time-independent
vector fields. In unsteady flow fields, stream lines do not have a direct
physical correspondence as they connect paths of different particles at a
particular time.
2. Path lines represent the actual paths of a physical, massless particle





In contrast to stream lines, the existence of path lines is guaranteed to
be limited by tmin, tmax. In other words they are limited to a finite-time
interval with the temporal range of the underlying vector field domain.
This implies that, if the field is not cyclic or is defined over a infinite time
interval, we can only make assumptions about the asymptotic behavior
of such curves.
3. Streak lines are special types of integral curves that have their origins in
real flow visualization. They can be interpreted as a continuous medium
injected into the flow at a fixed domain point (e.g., dye at the tip of a
fixed tube). To obtain a point on a streak line, consider a fixed domain
point c0, construct a path line pi(st) at c0, while st parameterizes the
resulting curve. The streak line is formed by connecting all endpoints





Note that in an unsteady field, the complete streak line moves with
ongoing observation time and connects particles paths across (neighbor-
ing) time steps. In case of moving seed points this concept extends to
generalized streak lines [WTS+07].
4. Time lines are constructed by considering a set of particles connected
by a curve, and the observation of its continuous evolution over time.
Formally, this can be described by the advection of parametric curve
l(s)
tv(s, t0,τ) = l0(s)+
∫ t0+τ
t0
v(l(s, t), t)dt (6)
where l0(s) is the initial state of the curve. Similar to a streak line, the
complete curve moves with ongoing observation time and undergoes a
significant amount of deformation, depending on the dynamics of the
flow field.
All of the mentioned line types can be extended to surfaces by connecting
instances of those curves generated at a specific seeding geometry over time.
This leads to the definition of stream surfaces, path surfaces, streak surfaces,
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and time surfaces. In a steady flow, stream lines, path lines and streak lines
are equivalent. In higher dimensional unsteady flows the properties of those
integral curves can differ significantly. Furthermore, stream lines and path lines
only capture the translational (or transport) behavior of the flow during their
advection, while streak lines and time lines also encode flow field deformation
properties. Note that the deformation is encoded in the translation differences
of neighboring particles trajectories along those curves.
Derivatives
of flow fields
To describe the local deformation properties of a vector field we can consider
its spatial and temporal derivatives. For example the first order derivative of
an unsteady 3D flow field can be expressed by means of a matrix:
J(x, t) =
 ux(t) uy(t) uz(t) ut(t)vx(t) vy(t) vz(t) vt(t)
wx(t) wy(t) wz(t) wt(t)
 (7)
This matrix is denoted as the Jacobian matrix of the flow field, whereas e.g.,
ux(t) denotes the spatial derivative of u(x, t) into the direction of x. For the
steady case J(x) reduces to a quadratic matrix, when removing the temporal
derivative components.
Domain lifting
The definition of time-dependent flow fields allows for the conversion to
a vector field of higher dimensionality, combining the spatial and temporal
components. This can be achieved by reformulating the defining ODE system
























This way, space and time are dealt with on an equal footing, facilitating the
analysis of spatio-temporal features. In the following we will denote this
derived field as space-time domain. Path lines of the original vector field v in














This is valid for arbitrary space dimensions. In extension to this, the work
by Weinkauf et al. [WT10, WHT12] has shown how to derive autonomous
higher-order vector fields, in which streak and time lines can be obtained by
means of stream lines.
2.1.2 Acquisition, Storage and Processing
In general, vector fields can be acquired by measurement, numerical simu-
lation, and analytical (re)construction. Each acquisition comes with specific
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properties of the represented vector field such as continuity, dimensionality
and resolution of its representation.
Acquisition of
vector fields
Typical measurement procedures are tracer-based optical procedures using
laser cuts (particle image velocimetry (PIV)), or stereoscopic reconstruction
of the field (e.g., particle tracking velocimetry (PTV)). Numerical flow simu-
lations have grown powerful tools to resemble natural flow phenomena in an
virtual environment by computing numerical approximations to the Navier-
Stokes equations. In order to store and process data of this type they are
discretized with a certain spatial and temporal resolution that determines the
overall resolution of the data set. In this work we will deal with 2D unsteady,
3D steady and 3D unsteady velocity fields, including additional independent
parameters (e.g., pressure or kinetic energy).
Vector fields, given in an analytically closed form, are usually available
in a compact description that does not require explicit storage, thus allows
for faster processing. Note that even if the field is available in an analytical
form, this does not necessarily apply to the solution of the IVP and its tangent
curves. Famous examples for analytical fields used in this work are the double
gyre flow [SLM05], the beads example [WCW+09], the Stuart vortex (or
swinging pendulum) [Stu67], or the Arnold-Beltrami-Childress (ABC or Euler
flow) [DFG+86].
a) regular grid b) irregular triangle grid c) irregular mixed grid
d) deformed regular grid e) adaptive grid f) combined grid




If a vector field is given in a discrete form, it is commonly represented and
stored in a grid structure. A grid typically comprises a cell complex, consisting
of nodes, edges, and cells, which determines the geometry of the nodes and
the topological relation between them. In general, two major classes of grid
types can be found: structured (or regular), unstructured (or irregular) grids
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(e.g., [Sad10]). Furthermore, there can be found combinations of both grid
types and hierarchical (or adaptive) arrangements. Their classification is based
on the regularity of the cell topology of the grid cells, typical examples are
shown in Figure 1.
In terms of computational complexity regular grids usually offer the advan-
tage of faster processing. However, in most cases the amount of information in
terms of flow complexity is not regularly distributed, but concentrates at certain
locations (e.g., boundary surfaces or the wake of a cylinder). Hence, fluid flow
simulations are also conducted on irregular, adaptive and/or combined grids,
to save computational resources or resolve turbulence patterns at different
scales (see Section 4). Especially hierarchical and combined grid layouts (e.g.,
Chimera grids [ZRZ04]) became increasingly popular to resolve high-quality
physical simulations. An example illustration for a Chimera grid used in a
structure-coupled simulation of a helicopter in forward flight [YTvdW+02] is
shown in Figure 2. It shows the boundary surfaces of a static background grid,
modeling the simulation domain (block structures, Fig. 2 right) together with
overlapping, moving, and adapted grids modeled around dynamic features,
such as λ2 vortex regions and the rotor blades (Fig. 2 left) In general, regular
uniform grid types allow for a direct conversion of Euclidean coordinates into a
local grid parameter space and for a straight forward derivative approximation
via finite-differences on the grid cells. More complex grids, such as irregular
or non-linearly deformed regular grids, require an additional point localization
strategy (e.g., by space partitioning) to obtain the local grid parameters at a
given point. In addition to this, stored values have to be interpolated using
schemes of predefined order. Typically, linear or quadratic methods are used,
which generally depends on the application and the underlying flow phenom-
ena. However, depending of the underlying motion process, the resolution of
the grid does not necessarily reflect the degree of information available in the
underlying field. This has to be resolved by the respective analysis methods




Although one can analytically define all types of integral properties in a
vector field, in most cases a closed solution to those integrals using discrete
representations generally does not exist. This is due to the fact that the
underlying field can represent a physical process of arbitrary complexity,
which only allows limited assumption, e.g., about the degree of the geometric
curves representing particle trajectories. For this reason we have to apply a
numerical approximation for vector field integration. Typically this is done by
higher-order integration methods such as the Runge-Kutta scheme [PTVF07].
To increase the performance of such methods, adaptive scaling of intrinsic
step size parameters can be applied to obtain different levels of quality in a
reasonable amount of time. As a result most of the computations are performed
on piecewise linear approximations of the originally smooth integral curves
and surfaces. Throughout this work, the used methods will be explicitly stated
within the respective implementation Sections.
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Figure 2.: Combined simulation grid used for a structured coupled helicopter
simulation [YTvdW+02]. Regular grids (block structures, right)
have been modeled around the simulation domain and deformed
grids around regions of interest (rotor blades, vortex regions) for
increased local resolution and accuracy.
2.1.3 Analysis of Vector Fields
To differentiate between the field properties, available in vector field analysis,
we consider their scope as either local or global. Local approaches use a
limited set of information within a infinitesimal close region around the point
of interest (e.g., derivatives). For a global approach potentially the whole
available domain has to be considered. Thus, the result at one specific point
can be influenced by any other data point given. In the following, methods
based on integral properties of the vector field will be considered as global
approaches. Depending on their parameterization, larger areas of the field up
to the complete available domain may be considered for their computation.
Furthermore, the definition of a feature depends on the application and the
available data. In general, a feature abstracts and summarizes the behavior of
the vector field in a specified area and/or characterizes its properties.
2.2 V I S UA L I Z AT I O N O F V E C T O R FI E L D S
To understand the dynamics of a vector field, computational visualization
allows to produce perceivable representation of the data and its properties.
This opens up new ways to visually access and interact with information
derived from such a field, and may help to gain new insights into the evolution
and relation of physical phenomena. Figure 3 shows a structural overview of
the topics and their relation described in this thesis.
Experimental flow
visualization
A subset of the presented concepts in the computational flow visualization
has its origins in the domain of experimental flow visualization. Here flow
structures are visualized by inserting tracers or measuring density variations







































































2.3 2.4 2.5 2.1.12.1.1
2.3.1 2.2.3 2.5.2
Figure 3.: Thematic overview of major topics in vector field analysis and
visualization.
vector fields described in digital form allow for a much larger variety of
analysis approaches. This is reflected in the amount of research that has
been conducted in the area of computational flow visualization over the past
decades. A common classification in literature splits existing approaches into
direct methods, integration-based techniques (using textures or geometry),
feature-oriented approaches, and partition-based techniques [PVH+03, Wei08,
SJWS08]. Note, that some of the presented techniques share characteristics of
more than one category.
2.2.1 Direct Visualization
The direct visualization of vector field data refers to an iconic or direct ren-
dering of the (unprocessed) local field properties (see Post et al. [PVH+03]
for an overview). This includes for example the representation of the vectors
as arrow glyphs or a volume rendering of direct properties (e.g., magnitude).
Although such methods are fast and easy to compute, they are less suited to
handle complex large scale data, as they rapidly suffer from visual cluttering or
do not convey important correlations. Besides, local properties rarely capture
global behavior of features (such as long-term coherent particle transport or
transport barriers). Still, they can be used to augment more elaborate methods
and provide additional information in or around locally relevant areas.
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2.2.2 Integration-based Visualization
In order to capture non-local properties, integration-based methods describe
the long-term transport behavior of the flow by means of an advection along
the given field directions. Furthermore, approaches can be classified depending
on the type of information that is advected within the field.
Texture-based
Methods
Texture-based methods use a dense, fixed initial grid, while the contained
information (e.g., color) is advected with the vector field and optionally con-
volved along tangent curves. Common examples are dye advection [JEH02,
Wei04], line integral convolution (LIC) methods [CL93, SH97, SK97, dLvL98],
and volume advection methods [IG97, VKP99, HLST08] to name a few. A




Integral geometry, as defined in Section 2.2, is well suited to capture intrin-
sic global flow properties, based on translation and deformation. A suitable
type, dimension and amount of geometry depends on the target application.
An example for integral geometry in a 3D time-dependent helicopter simula-
tion [YTvdW+02] is shown in Figure 4. The example shows streak surfaces
generated at the back side of individual rotor blades (Fig. 4 a)), path lines
seeded in front of the helicopter (Fig. 4 b)), and a combination of both. Further-
more, this example already indicates the rapid increase of visual complexity
using a higher amount of integral geometry.
To avoid visual cluttering effects, the use of integral geometry imposes
major challenges for their effective visualization: First, an appropriate seeding
or placement strategy. Second, a suitable adaptive mesh refinement (AMR)
strategy during advection. And finally the optional selection of suitable
geometric representatives. One solution to reduce the visual density of
stream lines, is by filtering or selective rendering, based on the view point
(e.g., [LMSC11, MCHM10]) or their screen contribution [GBWT11]. The
use of high-quality time- and streak surfaces for the effective visualization of
unsteady flow fields has been demonstrated by Krishnan et al. [KGJ09]. The
specific requirements and algorithmic approaches to compute integral curves
in adaptively refined grids has been presented by Deines et al. [DWG+11].
As shown by Schulze et al. [SGRT12] additional orthogonality conditions
during integration improve the quality of integral manifolds in the vicinity
of critical points. Further it allows to derive a new class of surfaces denoted
as-perpendicular-as possible surfaces [SRGT12]. Due to limitation of the
main memory and hardware constraints (especially when using graphics pro-
cessing unit (GPU) approaches) splitting and multi-core distribution of the
integration process can become desirable (e.g., for stream lines [PCG+09]
or streak surfaces [FBTW10]) A detailed overview about existing geometry-
based visualization techniques is outlined by McLoughlin et al. [MLP+10].
In addition to this, Brambilla et al. [BCP+12] presented an overview of illus-




Figure 4.: Examples for integral geometry in a unsteady helicopter simulation:
a) shows streak surfaces seeded and colored by individual rotor
blades, b) shows path lines (left) and a combination of path lines
and streak surfaces (right).
2.2.3 Feature-based Visualization
In many cases the size and complexity of the underlying vector data requires an
additional reduction or abstraction of the available information. In this context
a feature compactly describes a region in the flow or group of characteristic
flow structures in a general sense. Existing feature-oriented approaches can
be classified based on the range of data required for their evaluation (local,
global) and the dependence on additional parameters, e.g., time (separating
steady and unsteady approaches).
Vortex criteria
One of the most important features in physical flow fields are vortices,
that describe regions of rotational flow behavior. In divergence-free, volume
preserving flow fields, vortices and shear motion are the dominant types of
deformation and hence the main source of transport complexity. Despite
their structural importance there are a variety of formal vortex definitions
and there exists a large number of contributions on this topic. The majority
of definitions is based on a decomposition of the local derivative tensors to
obtain information about the amount of local rotation. One class of meth-
28
ods with this respect are so called region-based vortex extractors. Common
approaches of this class are the Q-criterion (also known as Okubo-Weiss
criterion) [Hun87], the λ2 criterion by Jeong et al. [JH95], Vorticity magni-
tude [Sad10], or the more recent Mz criterion proposed by Haller [Hal05].
Another class of methods assumes a center of rotating motion, by extract-
ing vortex core lines [LDS90, SH95, BS94, MK97, RP98]. Some core line
extractors involve additional physical quantities, in particular the pressure
gradient [BS94, MK97]. An more detailed overview on the topic of vortex
extraction is given by Sadlo [Sad10]. In contrast to integration-based methods
those local methods are less affected by the unsteadiness of the velocity field.
Parallel Vectors
Operator
The majority of the core line structures can be expressed with a unifying
formalism, called the parallel vectors operator (PVO) [PR99]. The PVO concept
can be extended to surface-like features [TSW+05]. For the case of height
ridges, simplified extraction methods were proposed for arbitrary dimensions,
together with a new class of filters for the processing of raw features [PS08].
Further features, that can be described by local methods are seeds of boundary
separation and reattachment lines [HH91] such as presented by Kenwright et
al. [KHL99]. A more detailed overview of classic feature-oriented techniques
is presented by Post et al. [PVH+02, PVH+03].
2.2.4 Partition-based Techniques
As already outlined, integral geometry offers the possibility to capture large
scale structures within vector fields. Despite, in some cases we are less
interested in individual advected structures, but rather in the regions of similar
flow behavior themselves. Note that the boundaries of such regions may not
be described in terms of integral geometry of the original field. The goal of
partition-based techniques is to group flow measures or integral geometry to
describes regions of coherent flow behavior.
Clustering and
Segmentation
Finding and grouping relevant clusters in flow data imposes two main
challenges: First, reasonable measures have to be found to establish a basis
for clusterization and the characterization of similar flow portions. Second,
the resulting structures have to be brought into correlation with the underlying
flow data. If Lagrangian measures are used for clustering, and trajectory
segments are considered, a crucial parameter for reasonable segmentations is
the integration time τ . Griebel et al. [GPR+04] present a multi-scale approach
combining segmentations on different integration time scales. Furthermore,
Preusser et al. [PRHT09] show, how to use the analysis of partial differential
equations for clustering of vector fields. A local segmentation approach for
linear vector fields is presented by Chen et al. [CBL03]. Petz et al. [PWS+06]
propose an alternative criterion to characterize 2D vortex regions based on
flow segmentation. Their method detects and clusters loops that intersect the
underlying flow at a constant angle, is parameter-free and is not restricted to a




One geometric approach via tangent curve clustering is presented by Rössl
et al. [RZNS04]. Their clustering approach forms an additional parameter
space using Hausdorff distances, while clustering is done in parameter space.
The result is projected back onto stream lines, that are subsequently colored
by cluster id. Similarly, the concept of stream line predicates proposed by
Salzbrunn et al. [SS06] allows to define sets of similar stream lines by using
combined Boolean predicates based on predefined scalar quantities. Both
approaches deliver scalar values that are defined along the complete trajectory,
and solve the correlation problem by back-projection of the clustering results.
A continuous clustering, based on an advected anisotropic energy functional
is presented by Garcke et al. [GPR+00]. They use a flow guided clustering
to define seeding patterns for 2D and 3D flows. For the analysis of optical
flow fields clustering methods have been used to group object trajectories, as
presented by Brox et al. [BM10]. A more detailed overview about approaches
using domain partitioning is presented by Salzbrunn et al. [SJWS08].
2.3 V E C T O R FI E L D T O P O L O G Y
An alternative way to identify regions of similar flow behavior is to focus on
local extremal structures. The notion of vector field topology was introduced
into the visualization community by Helman and Hesselink [HH89, HH91].
It is based on the detection and classification of critical points, separatrices,
and periodic orbits forming the topological skeleton of a vector field. Chong
and Perry [CPC90] gave a comprehensive overview of such features for the
2D and 3D case. Topologically-based flow visualization has been further
popularized both by Asimov’s tutorial [Asi93] and by Globus et al.’s TOPO
module [GLL91] for NASA’s FAST visualization software. A related state-of-
the-art report was published by Laramee et al. [LHD+04], and a comparison
to feature-oriented applications by Hauser et al. [HLD07]. Note that those
concepts can be directly applied to the gradient of scalar fields, and lead to the
concept of scalar field topology. One exemplary topology-oriented filtering
approach for scalar fields is presented by Weinkauf et al. [WGS10]. Using
the concept of scalar field topology and persistence further allows to abstract
the structure of the underlying field and handle noise in a feature preserving
manner [GSW12].
2.3.1 Topological Features in Vector Fields
In order to define features of the classic vector field topology (VFT) we consider
a steady vector field v(x). Vector field topology is now based on two kinds of
special stream lines in v(x), namely isolated stationary points and periodic
orbits. A critical point (or isolated stationary point) is characterized by a
zero velocity, while the velocity gradient tensor is regular at this position.
Similarly, a periodic orbit is isolated if the gradient tensor of the Poincaré map
is regular [GH86]. For these first-order singularities, a type classification is
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Figure 5.: Types of first-order critical points in 2D [HH89]
provided by the eigenvalues of the gradient tensor. For 2D vector fields, there
are the five possible types namely saddle, node source, node sink, focus source
and focus sink, plus transitional types which are structurally unstable. A set
of basic examples is illustrated in Figure 5. Further type classifications exist
for first-order critical points in 3D fields and for first-order periodic orbits
in 3D fields [Asi93]. The topological skeleton is obtained by computing all
singularities and their lower-dimensional invariant manifolds. In 2D fields
only the saddle type critical points have 1D invariant manifolds. These are
the so-called separatrices, i.e., stream lines converging in either positive or
negative time to a saddle point (or boundary switch point). As the topological
skeleton contains most of the topological information of a static vector field, it
is a concise characterization of the vector field. Separatrices divide regions of
different flow behavior and they often have physical relevance by indicating
phenomena like flow separation or vortex axes. A considerable amount of
research has been done to extract, analyze, modify and visualize the topology




An important subclass of separatrices are boundary separation and attach-
ment structures. They play an central role considering the flow around and on
bodies in 3D flow fields. Kenwright et al. [KHL99, KL96] present methods
to extract attachment and separation lines. Wiebel et al. [WCW+09] present
a robust method to extract separation surfaces from these lines using topol-
ogy extraction in cross sections of the flow. While the topological skeleton
usually provides complete information about the qualitative behavior of a
flow, no direct quantitative information can be reconstructed from it. Löffel-
mann [Löf98, LDG98] propose the use of selected direct visualization cues in




The application of the VFT methodology to the gradient of a scalar field
allows to derive the concept of scalar field topology. This type of topology
formalizes characteristic features, in terms of local extrema in a consistent
manner. Scalar field topology has been used by Weinkauf et al. [WGS10]
to abstract structural properties of the underlying field. To handle noise in a
consistent fashion and reduce the problem of over-segmentation, they applied
persistence-based simplification scheme that preserves salient structures. Fur-
ther, the authors showed the effective use of topology-oriented methods to
extract salient features on discrete 3D surfaces [WG09] and in application to
3D volumetric data [GSW12].
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2.3.2 Extraction of Topological features
One of the major benefits of VFT is its precise notion of features in the under-
lying vector field. To extract them, several approaches have been proposed
that depend on the class of the vector field and type of topological feature.
In piecewise linear fields singularities can be computed explicitly. In a more
general setting, one might use adaptive refinement methods based on octrees
such as Mann et al. [MR02]. Mahrous et al. [MBS+02] present an algorithm
to extract separation surfaces by sampling stream lines. Subsequently, they
derive segmented regions from the original field and use it for the construction
of the separation surfaces. In his subsequent work, Mahrous et al. present an
improved algorithm [MBHJ03]. The significance of the local curvature of
stream lines in the proximity of critical points has been studied by Theisel and
Weinkauf [The95, WT02] for 2D and 3D vector fields. The propagation of
the flow behavior on the boundary of 2D vector fields, as well as the resulting
separatrices have been considered by de Leeuw and van Liere [dLvL99] and
Scheuermann et al. [SHJK00]. Löffelmann et al. [LKG98] propose visualiza-
tion techniques for the Poincaré map in order to give a better understanding of
the flow near periodic orbits. A more detailed discussion on periodic orbits in
3D vector fields is presented by Peikert and Sadlo [PS07]. An algorithm for
the computation of 2D invariant manifolds close to singularities is presented
by Krauskopf et al. [KOD+05]. Theisel et al. [TWHS04b] proposed to display
only pairwise intersections of separation surfaces, known as saddle connectors.
Peikert et al. [PS07] present a stream surface algorithm that robustly handles
propagation close to singularities.
2.3.3 Applications of Vector Field Topology (VFT)
Topological features have not only proved to be a valuable tool to understand
and cluster flow phenomena, they can also be used for a wide range of tasks to
process vector fields [TWHS07].
Vector Field
Compression
To simplify and compress large and complex flow data sets, methods
based on topological concepts allow for more efficient computational han-
dling and transmission. In this context compression means to reduce the
amount of data while maintaining important topological features. Lodha et
al. [LRR00, LFR03] introduce a compression technique for 2D vector fields,
which prohibits strong changes of location and Jacobian matrix of the critical
points. Theisel et al. [TRS03a] present an approach, which guarantees that the
topology of original and compressed field coincides for critical points and for
the connectivity of the separatrices. It is shown that even under these strong




Nevertheless, the topological skeleton of a vector field may become very
complex (e.g., due to turbulence or the presence of noise). The reduction of less
significant topological features can be achieved by simplifying the resulting
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topological structure. Respective techniques start with the original topological
skeleton and repeatedly apply local modifications of the skeleton and/or the
underlying vector field in order to remove unimportant critical points (e.g.,
by replacing or collapsing critical points). The level of significance for each
critical point requires an additional metric. De Leeuw and van Liere [dLvL99]
measure the importance of a critical point by computing the area from which
the flow ends in forward or backward integration. Based on this metric, less
important critical points are repeatedly collapsed to more important critical
points in the neighborhood. Tricoche et al. [TSH01] use a similar approach
but provide a way of consistently updating the underlying vector field. Further
the simplification of the topology of a 2D vector field is accomplished by
replacing clusters of first order critical points with a higher order critical point.
Weinkauf et al. [WTS+05] extend this concept to 3D vector fields.
Topological
Comparison
One goal of many vector field analysis approaches is to provide useful
metrics for a feature-oriented comparison of multiple fields. A first approach
to define a topology-based distance function was given by Lavin et al. [LBH98].
To compute the distance between two critical points, a number of approaches
exist [LBH98, TW02]. In the work by Theisel et al. [TS03] the coupling
problem of critical points is solved by exploiting a feature flow field approach.
In subsequent work [TWHS07], the applicability of this approach on real data
sets has been demonstrated.
Vector Field
Reconstruction
Besides using a simulation or measurement process for data acquisition,
vector fields can also be obtained by construction. Theisel [The02] presented
an approach oriented at methods from the computer aided geometric design
(CAGD) context. He specifies a number of control polygons to determine
location and characterization of first or higher order critical points and the
saddle connectors. The resulting skeleton is used to construct a piecewise
linear vector field. This has been extended to 3D by Weinkauf et al. [WTHS04].
In application to 3D surfaces, topology-based construction and editing of
vector fields can be used to enrich surfaces with additional information. Thus
vector fields have been used for generating non-photorealistic visualizations,
like painterly renderings or pen-and-ink visualizations, and remeshing of
the underlying surface [PZ07]. Zhang et al. [ZHT07] present a system to
interactively create and edit 2D static vector field which can be applied to the
limited domain of a 3D surfaces.
2.3.4 Limitations
Despite their advantages, VFT based on steady vector fields is less suited to
capture the dynamics of realistic flow scenarios. More specifically, the domain-
lifted version of a time-dependent vector field (e.g., p(x, t) from equation 9)
does not contain any critical points at all. If the temporal component is ignored,
detected features may be significantly displaced [WCW+09, SLM05]. In
addition to this, especially in the engineering context, feature models with
parameters are often used, while their quantification is a crucial task. Ebling
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et al. [EWGS05] point out that topology-based methods, as defined above, are
incapable of doing this. They show, e.g., that for an arbitrary vector field the
topological skeleton of the normalized field is the same as the skeleton of the
original field. Another drawback of topological methods in this context is
that superposing features may not be detected correctly. Hence, they cannot
directly capture hierarchical structures of features in a vector field.
2.4 D O M A I N L I F T I N G A P P ROAC H E S
In many application scenarios one is especially interested in the spatio-temporal
evolution of features within the data. One way is the definition of higher-
dimensional auxiliary vector fields, that allow to describe the feature evolution
in terms of solving an specially designed IVP in this field. This methodology




In the feature flow field (FFF) approach [TS03], a specially designed vector
field in the 4D space-time domain captures the temporal evolution of topolog-
ical features. Considering an arbitrary point x known to be part of a feature
in a (scalar, vector, or tensor) field. A feature flow field f is a well-defined
vector field at x pointing into the direction where the feature moves to. Thus,
starting an stream line integration in f at x results in a curve on which all
points are part of the same feature as x. FFF are commonly used with local
features, which can be described by a local analysis of the underlying field
including its derivatives. One major application of FFF is feature tracking
in time-dependent fields [TS03, TWHS04a, TSW+05]. Besides, FFF have
been used for topological simplification [TRS03b, TW02], extraction of vor-
tex core lines [SWH05, TSW+05], extraction of topological lines in tensor





In a related approach Kasten et al. [KHNH12] present a discrete approach
to extract vortex merge graphs by a set of vortex criteria using a combinatorial
scalar field topology approach. The resulting feature lines and associated split
/ merge events allow to track the evolution of such features consistently over
the available time interval. A consistent framework to describe the topological
evolution of vortex patterns in turbulent flows has been analyzed by Tricoche
et al. [TG09]. Their work shows the extraction and tracking of complex
instantaneous vortex formations using moving cutting planes in space-time.
2.5 L AG R A N G I A N M E T H O D S
The majority of natural flow phenomena is based on time-dependent motion
and interaction of particles moving with the flow. Hence, the idea of La-
grangian methods is to describe flow phenomena using the perspective of such
particles. The goal is to define measures that are tailored toward a quantita-
tive description of a single trajectory or a group of trajectories. Lagrangian
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measures are one promising candidate to overcome the limited applicability of
classic VFT for realistic flow scenarios.
Flow map
The core aspect of Lagrangian measures is the concept of the flow map:
x′ = φv(x, t0,τ) with x,x′ ∈Rm (11)
It defines a mapping of an initial point x at t0 to its advected position x′ after
a finite integration time of τ . Note that the flow map is spanned by the set
of all trajectories in the vector field v. This concept captures the translation
along a trajectory, as well as the amount of deformation it undergoes while
moving with the flow. The amount and type of deformation can be analyzed
by considering the spatial and temporal derivatives ∇φv(x, t0,τ).
2.5.1 Lagrangian Measures
The resulting Lagrangian measures are used to compactly describe properties
of the flow map and to characterize features therein. The overall goal is to
capture the behavior of the unsteady vector field at a certain location in one or
more representative scalar function, denoted as Lagrangian field. Throughout
this thesis the focus will be on the following set of Lagrangian measures for
flow fields:
• Advection: Following the definition of Shi et al. [STW+08a] finite-time







k(t) · f (φv(x, t0, t))dt
where f (x) denotes a scalar function, evaluated at domain point x at
time t0. k(t) denotes a scalar convolution or weighting function, that can
be adapted to rescale f (x) depending on its parameter position along the
trajectory. Note that except for LIC, diffusion or Lagrangian smoothing,
this parameter is set to k(t) = 1. Advection can be used to extend any
type of scalar measure f (x) towards a Lagrangian notion. The resulting
fields tend to converge against dominant flow features [STW+08a], but
also allow for a more precise characterization of the long-term flow
behavior (see e.g., [MLNC08]). In the simplest case, advection can
be reduced to a lookup operation to determine the value of a field at a
location along the trajectory (e.g., a texture lookup, see Section 4 or to
determine, whether a given region has been passed).
• Bending energy: This measure is described by using the local curvature
κ(x) as scalar function f (x). Curvature has been shown to be a relevant
descriptor of the local flow behavior [WT02, The95], while the overall
bending energy indicates rapid changes in motion along a trajectory.
• Arc length: This special type of advection uses the magnitude of the
spatial vector components of a vector v(x) as f (x). This corresponds
to the traveling speed of a particle over the time interval [t0, t0+ τ ] and
emphasizes changes in the overall translation behavior.
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• Separation: particle separation can be described using the notion of
finite-time Lyapunov exponent (FTLE) and will be subject to a detailed
discussion in Section 2.5.2. FTLE is one of the most common and best





In general a large number of further Lagrangian measures can be defined,
since they are based on a reduction of geometric properties and/or context
information of trajectories. However, Pobitzer et al. [PLMH12] presented a
statistic comparison of a set of basic Lagrangian measures, capturing differ-
ent geometric aspects, such as advection of helicity, magnitude, and vortex
measures. It is stated that a small subset of attributes is sufficient to capture
the most important aspects of the motion dynamics using clustering. On the
same note, Shi et al. [STW+08a] has shown that the Lagrangian field char-
acteristics for longer integration times are often dominated by the transport
characteristics, and less by the measure itself. Two closely related concepts are
trajectory predicates and trajectory attributes. Stream line predicates and path
line predicates, presented by Salzbrunn et al. [SS06, SGSM08], use a set of
Boolean classifiers to partition and interact directly with specified subsets of
trajectories, depending on the goals of the application. Similarly, the concept
of path line attributes [STH+07] proposes an interactive linking and brushing
technique of precomputed Lagrangian measures, based on scatter plots and
parallel coordinates, to gain insight into the flow characteristics. Both ap-
proaches rely on direct visualization of the path lines (or seeding cells) of user





In addition to this, a variety of further Lagrangian measures has been
elaborated to characterize flow properties. Kasten et al. [KHNH10] propose
minima of the advected acceleration magnitude, after a temporal smoothing in
the Lagrangian frame, as a substitute for critical points in unsteady vector fields.
This approach combines scalar field topology [WGS10] on the Lagrangian
field, and a space-time based visualization of features and their evolution. This
has been extended to a non-local Lagrangian measure for vortex detection that
has a strong physical motivation in their follow-up work [KRHH11]. Cucitore
et al.’s non-local vortex detector [CQB99] uses a reference frame that moves
with the observed particle. In this frame, the path of a neighbor particle is
calculated as Euclidean distance from the origin to end point divided by the arc
length of this path. Finally, it is stated that low values of this ratio may indicate
a vortex center. Sadarjoen and Post [SP99] suggest two methods to extract
vortices in steady 2D flow fields, by detecting both: clusters of the osculating
circle centers and stream lines with winding number 2pi , that have close start
and end points. The latter method has been extended to 3D by Reinders et
al. [RSVP02]. The consistent extension of the advection diffusion concept to
unsteady flows has been presented by Karch et al. [KSW+12]. The concept
of Lagrangian smoothing has been shown to improve detection performance
compared to a purely steady analysis by Shi et al. [STW+08b] and by Fuchs et
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al. [FPS+08]. A comparison of Eulerian and Lagrangian methods to analyze
flow behavior is presented by Jänicke et al. [JS10].
2.5.2 Finite-Time Lyapunov Exponents (FTLE)
The finite-time Lyapunov exponent (FTLE), sometimes also denoted as direct
Lyapunov exponent (DLE) [Hal01a], measures the rate of separation in an
infinitesimal neighborhood along a finite segment of a flow trajectory. In a
seminal paper [Hal01a], Haller applied FTLE to velocity fields of fluid flow
and revealed their relationship to the Lagrangian coherent structure (LCS).
Such structures can provide the information on flow separation in unsteady
flows, similar to the steady separatrices of vector field topology. In his sub-
sequent paper [Hal02], he identified the ridges of the FTLE as Lagrangian
coherent structure (LCS). More recently, Haller more closely defined this
relationship [Hal10]. Shadden et al. [SLM05] applied FTLE to the double gyre
example and various other example flow fields in 2D. They showed by visual
comparison that particles, seeded near the FTLE ridges, do not cross them.
Another counter-example for vector field topology was suggested by Wiebel et
al. [WCW+09] where the FTLE peak was shown to deviate much less from the
moving attractor than the topological sink. Shadden et al. [SDM06] showed
that FTLE is able to reveal the fine lobes of a chaotic vortex ring while pro-
ducing temporally more consistent results than an approach based on vector
field topology. In studies by Green et al. [GRH07] and Shi et al. [STW+08b],
FTLE is validated against other indicators of LCS in a number of analytical and
numerical flow fields. In a study by Sadlo et al. [SP07b], FTLE has been shown
to extract flow separation structures, but not the axes or centers of rotating
flow. However, there are still strong correlations to larger areas of rotational
behavior and recirculation zones, while FTLE is less suited to perform vortex
detection in realistic flow scenarios. This is due to the fact, that local sepa-
ration minima can be created by a variety of effects and do not necessarily
coincide with vortex cores or rotating flow motion.
Formal
definition
To define those characteristics in a more formal fashion, let v(x, t) denote the
velocity field, and p(τ) a path line started from x0 at time t0. By computing the
flow map, its gradient ∇φv(x, t0,τ) and left-multiplying it with its transpose,









From this, the (maximum) FTLE is defined as:
FTLEτt0(x0) =
1





where λmax(M) denotes the maximum eigenvalue of M [Hal01a]. In the limit
τ → t0 the FTLE is the maximum principal rate-of-strain, i.e., the maximum
eigenvalue of the local rate-of-strain tensor
S = [∇v(x0, t0)]T [∇v(x0, t0)] = J(x0, t0)T J(x0, t0). (14)
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a) C-FTLE [Hal01b] b) R-FTLE c) L-FTLE [KPH+09]
Figure 6.: Conceptual representation of different FTLE computation schemes.
To evaluate FTLE several numerical schemes have been proposed that of-
fer basic trade-offs between computational speed, sampling efficiency and
numerical accuracy.
Classic FTLE
The classic FTLE (C-FTLE) method [Hal01b] uses dense, uniformly spaced
particle trajectories in order to approximate the flow map. A path line integra-
tion is started from every grid point, while the flow map gradient is computed
using central differences on the mapped points w.r.t. the original grid. Figure 6
a) shows a conceptual sketch of this method. The grid resolution, denoted
as h, is a crucial parameter for this scheme, since the flow map gradient is
approximated using adjacent grid points. Furthermore, the particles of adja-
cent grid nodes might diverge strongly during integration, which may also
lead to less accurate approximations of the local separation rate. As stated by
Haller [Hal01b], this method is designed to allow for qualitative statements
about the separation behavior in the grid cell rather than obtaining specifically
accurate values at the grid nodes. For this scheme crucial parameters are the
mentioned grid resolution h and the length of the integration τ . Obviously,
the used integration scheme also influences the results in terms of required
computation time and accuracy. An example for the C-FTLE definition, applied
to the helicopter simulation data set [YTvdW+02], is shown in Figure 7 and




Since the problem of approximating the flow map gradient by finite differ-
ences is well known, in practice, renormalization strategies are applied during
the FTLE computation. This leads leads to the concept of FTLE with reseed-
ing (R-FTLE). In general, refinement aims at a better local approximation of the
flow map gradient while maintaining the sampling resolution. For the 2D case,
a starting a tracer path line for each grid point and four auxiliary particles (six
in the 3D case) are seeded in close vicinity to the sample point, as illustrated
in Figure 6 b). The seeding distance of those auxiliary particles parameterizes
this method and will be denoted as h. If the distance h between the tracer
and its auxiliary particles exceeds a certain threshold hmax, the particles are
reseeded close to the tracer trajectory (described e.g., by Nese [Nes89]). For
every reseeding step, the intermediate flow map gradient has to be evaluated
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a) τ = 50 b) τ = 100
c) τ = 150 d) τ = 200
Figure 7.: Examples of C-FTLE slices computed for a helicopter simulation in
front view: a) to d) illustrates the effect of increasing the integration
interval τ toward the complexity of the resulting features.
and is accumulated with the previous gradients. Note that in the 2D unsteady
case R-FTLE requires five times as many path line integrations as C-FTLE.
In addition to the aforementioned parameters the result of this procedure is
influenced by the choice of the renormalization strategy. Commonly, renormal-
ization depends on the rate of separation between the auxiliary trajectories and
is controlled by a fixed thresholding value. Although the mathematical back-
ground of such renormalization strategies are well defined (see, e.g., [Nes89]),




In theory, highest accuracy in terms of approximation of the flow map
gradient can be achieved by reseeding after every integration step. This
concept leads to an approach named localized FTLE (L-FTLE) proposed by
Kasten et al. [KPH+09]. This method uses a single path line for each grid
point and evaluates the Jacobian J(x, t) after every integration step or with
a fixed sampling distance d along the path line. The Jacobian matrices are
accumulated along the particle trajectory resulting in a close approximation
of the flow map gradient around the grid vertex. This procedure uses just as
many path line integrations as C-FTLE, but additionally requires the evaluation
of J(x, t). This may be a potential drawback due to extra computational effort
or numerical errors in the evaluation of derivatives, especially in applications
using non-uniform grids (e.g., as described by Lekien et al. [LR10]). Kasten
et al. [KPH+09] further propose an acceleration technique, that exploits the





If multiple FTLE calculations for different time-steps and integration in-
tervals are performed, the sample trajectories exhibit a high spatio-temporal
coherence. General methods to speed up the computation of Lagrangian
measures by minimizing redundant computations are presented by Garth et
al. [GGTH07] and Brunton et al. [BR10]. One method to interactively com-
pute FTLE, based on a hierarchical representation and in a view-dependent
manner, is presented by Barakat et al. [BGT12]. Leung [Leu11] proposed an
Eulerian approach to compute FTLE. Here, the expensive integration within
the field is substituted by solving a system of non-linear equations for every
grid point. One common class of approaches are so called adaptive mesh
refinement (AMR) methods, that subdivide the sampling grid near interesting
features, most commonly FTLE ridges. A set of suitable criteria has been
presented by Sadlo and Peikert [SP07a] and Lekien et al. [LR10]. Sadlo
et al. addressed the problems of efficient computation of height ridges of
FTLE [SP07a] and of tracking FTLE ridges over time by using a grid advection
technique [SUEW11]. A ridge tracking algorithm using passive tracers has
been presented by Lipinski et al. [LM10]. Garth et al. [GGTH07] presented
an algorithm for FTLE computation in 2D transient flow. They proposed
to approximate 3D FTLE by 2D FTLE, computed in the orthogonal space of
the velocity vector. Hierarchical methods take a different approach: they
consider shorter integral path segments rather than the complete τ-domain to
obtain approximations of FTLE. One such method is presented by Hlawatsch et
al. [HS11] replacing the costly particle integration by a less accurate but faster
segment interpolation. This allows shifting the computationally expensive
integration into a preprocessing phase, but comes at the cost of an inherent
error in the final Lagrangian field due to the interpolation scheme.
Increasing
Accuracy
In order to improve the accuracy of Lagrangian measures based on the
flow map gradient, one possibility is to improve the approximation order
of the derivatives during the FTLE computation. The effect of using higher
order approximation kernels has been analyzed by Üffinger et al. [USK+12].
They showed that this procedure can significantly increase the reconstruction
quality for small scale flow details or fine LCS structures. Another approach to
improve the approximation of FTLE fields using only sparse particle samplings
has been presented by Agranovsky et al. [AGJ11]. To obtain higher gradient
approximation quality, they perform a local optimization between neighboring
trajectories to approximate Lagrangian transformation behavior.
Evaluation
of FTLE
Considering the variety of methodologies it is a non-trivial task to compare
and assess results of numerical methods for the computation of FTLE. In
addition to this, the design of suitable, analytic, and representative benchmark
vector fields is an equally sophisticated problem. Hence, in comparison to
other areas of research, only a small number of common benchmark data
sets is frequently used in literature. Some examples are the Double Gyre
(Quad Gyre) flows proposed by Shadden et al. [SLM05], the forced pendulum
(or Stuart vortex e.g., as used by Kent [Ken08]), or the Arnold-Beltrami-
Childress (ABC) flows (see, e.g., [ZSUC91]). Although these flows are given
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analytically, neither their flow map nor the flow map gradient are available in
a closed form, which limits their use as ground truth. In the work of Olcay et
al. [OPK10] a ridge-based comparison is presented including an error scheme
that is created by PIV measurements. However, only the most prominent
ridge structures have been considered by geometric approximation and were
used for comparison. Hlawatsch et al. [HS11] present a profound error order
analysis between their hierarchical approach and C-FTLE by conducting a
direct comparison of the resulting ridge structures. The approximation of
FTLE deformation tensors can also be extended to general unstructured grids
as shown by Lekien et al. [LR10].
Properties
of FTLE
The crucial impact of the integration time parameter τ has been discussed
by Sadlo et al. [SUEW11]. Especially for small FTLE values, ridges in the
respective field do not necessarily fulfill the material property. This means,
particles partially cross identified features which is not apparent from the
extracted result. Using this observation, the authors investigate the upper
bound that is necessary for the choice of this parameter in order to guarantee
the relevance of the identified coherent structures. Germer et al. [GOPT11]
propose an alternative Lagrangian definition that guarantees material separa-
tion over the chosen time interval. The result of this approach is a binary field
(i.e. level-set) encoding extent and location of material manifolds, that are not
limited to 1D structures anymore. Fuchs et al. [FSP11] present an approach
to interpret τ as a scale space parameter. This method allows for selecting
suitable intervals considering the strength of the resulting ridge structures.
With increasing integration time, the number and complexity of the resulting
FTLE structures increases as well. Further, it is often unclear what type of
motion caused certain separation effects (e.g., rotation, shear or a combination
of both). One option to reduce the number of features is by filtering, as shown
by Pobitzer et al. [PPF+11b]. In addition to this, FTLE alone is not necessarily
the best method to describe all types of time-dependent flow features [Hal10].
Boundary
handling
Besides, all Lagrangian measures have to handle boundary effects as parti-
cles may potentially leave the domain. Boundaries introduce spurious features
within the resulting Lagrangian field. One basic way to handle this problem,
is by dividing the final value by the overall integration time τ (see Equation
(13)). However, this does only scale, but not avoid artifacts introduced by
boundary discontinuities. Specifically for FTLE, a more sophisticated approach
is described by Tang et al. [TCH10]. They construct an auxiliary vector field
around the actual domain, which is guaranteed to not create any additional LCS
structures, but avoids additional boundary effects. Alternatively, the grid-less
methods defined by Obermaier et al. [OHBKH09] can be used to extrapolate




In many cases we are interested in a further characterization of the Lagrangian
field and its properties. The most prominent Lagrangian features are the
so called Lagrangian coherent structures (LCSs) [PD10]. They are defined
as distinguished material lines or surfaces limiting regions of similar flow
behavior. Hence, LCSs delineate areas in the flow field whose long term
behavior substantially differs (e.g., due to separation or mixing). In other
words, LCSs define transport barriers of varying strength and their evolution
within the time-dependent system. Note that this is not necessarily a precise
notion and, up to now, there has been no clear consensus [Hal10, FH12].
Ridges in
FTLE fields
The traditional method to describe LCS is in terms of ridges in the FTLE
field [Hal01b, Hal01a]. In general, they can be explicitly extracted from
the Lagrangian field [PSC12] or rendered using a direct visualization (e.g.,
volume rendering). The explicit computation of ridges can be avoided by using
a direct visualization approach, such as proposed by Garth et al. [GGTH07].
With a variation of this technique, Garth et al. [GWT+08] computed 2D FTLE
on offset surfaces of solid boundaries resulting in a visualization of flow
separation and flow reattachment features. However, direct volume rendering
does not necessarily correctly represent dominant, sharp LCS features and
requires concise parameterization of the transfer function. The explicit LCS
extraction, in terms of a ridge structure, requires a formal definition of a ridge
(e.g., as height ridges, watersheds, or maximal curvature ridges [Ebe96]) might
significantly influence the result. This is especially true for areas, where the
ridges are less prominent or influenced by limited spatial resolution [SPFT11].
The broad range of available concepts for the extraction of line or surface
type ridge structures from the FTLE field has been discussed and evaluated by
Schindler et al. [SPFT11, SFB+12] and Peikert et al. [PSC12].
LCS as integral
curves
In more recent work, Farazmand et al. [FH12] propose a novel method to
directly extract LCS as integral curves, so called strain lines, in a derived vector
field without actually computing FTLE. Strain lines are defined as curves
locally maximizing the repulsion rate of the Cauchy-Green tensor within
the flow and are seeded on an additional auxiliary grid. Their approach has
the advantage of directly computing parameterized LCS curves without post-
processing of a sampled Lagrangian field. The method requires a predefined
auxiliary seeding grid and the resulting curves do not encode any quantitative
information about the local strength of the material property.
Space-time
LCS analysis
The topological structure and evolution of LCS can be analyzed in space-
time to enhance the structural understanding of such features. This has been
presented by Bachthaler et al. [BSDW12] and Sadlo et al. [SW10]. Both works
illustrate intersection points of attracting and repelling coherent structures in
space time.
Applications
In literature FTLE and LCS have already been proven to be a versatile de-
scriptor of phenomena in time-dependent flow scenarios. A compact overview
of example applications is provided by Peacock et al. [PD10]. The efficient
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use of LCS to analyze the leaks in temperature diffusion in a revolving door
has been demonstrated by Schindler et al. [SFB+12]. It is shown that transport
barriers effectively answer engineering questions and can give valuable hints
on potential design decisions. To emphasize the structural importance of LCS
features in this context, their presentation has been augmented by additional
particle and local scalar field visualizations. Despite capturing large scale mo-
tion events from video data, it has also been used to evaluate motion patterns
in microscopic simulations of cilia organelles by Lukens et al. [LYF10]. LCS
have been used to visually characterize Jellyfish swimming procedure by Lip-
inski et al. [LM10] In addition to this, Ross et al. [RTS10] used LCS to detect
dynamic boundaries in bio-mechanical data. Ali et al. [AS07] used ridge infor-
mation obtained from the FTLE field to provide a segmentation of optical fields
derived from video data. Furthermore, FTLE has been successfully deployed
for the description of general crowd video footage by Umair et al. [UR09].
Both approaches use ridges of the forward FTLE field and (artificially) close
the resulting LCS, using enclosed regions as segments.
2.5.4 Lagrangian Topology Approaches
One overall goal of the time-dependent flow analysis still remains: that is, to
find a methodology for unsteady fields that are equally compact and precise
as the VFT for steady fields. Hence, a series of approaches has been devel-
oped that outline potential candidates to define a time-dependent topology.
In his recent work Üffinger et al. [USE12] derived a time-dependent notion
of topology from streak surfaces. Hereby, a novel definition of topological
features is derived by finding isolated features based on streak surfaces and
hyperbolic path surfaces. The role of boundary switch curves and saddle
connectors [WST+07] is replaced by intersections of streak manifolds that
capture the behavior of LCS in unsteady flow scenarios. The potential exten-
sion of classic principles of VFT using tensor fields is presented by Tricoche et
al. [THBG11]. They extent classical definitions of tensor fields and demon-
strate the applicability of Eigenvalue analysis of tensors in higher dimensions.
2.5.5 Multi-Field and Stochastic Methods
In an application-oriented view, the problem remains that in most cases one
single feature (e.g., velocity) is not able to capture all relevant aspects of the
flow behavior. Instead, multiple features, combinations with additional mea-
sures, and/or multiple definitions of the same feature at once, have to be used
during the analysis. The class of approaches denoted as interactive visual anal-
ysis (IVA) tries to balance human cognition and automated data analysis to cope
with the increasing amount of data. Coordinated multiple views using linking
and brushing [Rob07] have been proven to be a valuable tools [MGJH08] and
were successfully applied in a variety of domains (e.g., [KMSZ06]). In flow
applications, IVA has been successfully deployed to examine the flow through
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a catalytic converter [Dol07], analysis of meteorological data [DMS08], or
cooling jacket flows [LGD+05].
As already outlined, IVA has also been a fundamental part in the work of
Shi et al. [STH+07] and Bürger et al. [BMDH07]. Both computed several
features of the same flow and used IVA to compare them and detect correla-
tions. In extension to this, smooth brushing of local characteristics can be
applied, as shown by Doleisch et al. [DH01] and Hauser et al. [HM03]. On
the one hand, such methods allow to increase the flexibility and expressiveness
of existing methods. On the other hand, it can not be guaranteed that all
relevant features are detected, especially if the feature description itself is
ambiguous (e.g., vortices or ridges). In order to address this problem, Jänicke
et al. [JBTS08] recently presented an improvement of the algorithm of Jänicke
et al. [JWSK07], for an automatic extraction and visualization of regions of
interest in 3D unsteady multi-flow. Salzbrunn et al. [SS06, SGSM08] suggest
the use of trajectory predicates in order to combine automated segmentation
with interactive feature extraction. This strategy allows to combine a structural
overview (in terms of seeding clusters) with the Lagrangian characteristics of








In the previous Chapter Lagrangian methods are shown to be an competitive
concept to describe characteristic unsteady vector field features in a consistent
manner. They offer the potential to provide a systematic theory to describe
time-dependent flows on feature-based level, supplementing the existing VFT
definition (e.g., [THBG11, SW10]). However, due to the large amount of
novel concepts, quality assessment and evaluation of novel approaches in
this field becomes an increasingly important topic. Especially if Lagrangian
concepts come to use in critical application, such as risk assessment in medical
applications or impact of weather phenomena, accurate and reliable techniques
are inevitable.
This Section will present novel concepts to evaluate and compare the quality
of Lagrangian concepts, with special focus on the numeric FTLE computation
and subsequent LCS extraction. Based on this, a set of novel approaches will be
introduced using the insight gained from the detailed assessment of different
FTLE concepts. This includes the following contributions:
1. Section 3: A benchmarking framework, applied to common FTLE mea-
sures, including a novel way to derive more complex vector fields with
closed-form flow maps [KRWT12].
2. Section 3.1.6: A derived method to compute FTLE without the approxi-
mation of the flow map gradient, resulting in a more qualitative FTLE
approximation [KWRT12].
3. Section 3.2.4: A novel method to compute LCS in sub-grid accuracy
using a gradient-free, global approach, based on an adaptive time line
approximation [KER+12].
4. Section 3.3.6: A partition-based approach to cluster Lagrangian mea-
sures based on reasonable scales of integration [KLG+11].
Each Section will be concluded by a set of example applications, together
with a detailed discussion of benefits and limitations of the presented approach.
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3.1 B E N C H M A R K I N G F T L E C O M P U TAT I O N S
Between the introduction of FTLE to the flow visualization community
by Haller [Hal01b] and current state-of-the-art methods described in Sec-
tion 2.5, an impressive spectrum of approaches has been developed. Due
to the variety of approaches and fundamental differences in methodology, it
becomes a non-trivial task to objectively compare the individual results in
terms of quality and accuracy. The majority of those concepts are based on
visual comparison of the resulting scalar fields or major ridge structures (e.g.,
[KPH+09, SRP09, FSP11, Leu11]). Although this provides basic overview
about deviations, critical questions remain unanswered: What is the structural
impact of different methodologies? How does the method behave on different
integration ranges τ? If speed-ups are used, is it possible to (automatically)




Substantiated answers to those questions are hardly possible, and so are
objective qualitative statements. Although a relative comparison [HS11,
KPH+09] or comparison against approximations of dominant flow struc-
tures [OPK10] allows for a more profound analysis, the missing ground truth
remains a critical problem. For this reason, this Section will present a bench-
marking system that consists of the following components:
1. A method to construct non-trivial vector fields, where the flow map and
FTLE are given analytically (Section 3.1.2).
2. A set of error measures, that are used for evaluating different FTLE
concepts, based on their results (Section 3.1.3).
3. Three benchmarking flow fields constructed with the mentioned methods
(Section 3.1.4).
4. An extensive parameter study incorporating three common FTLE con-
cepts, namely: C-FTLE,R-FTLE,L-FTLE (Section 3.1.5).
The results presented in this Section are published [KRWT12] and have been
realized in close collaboration with Tino Weinkauf (MPI Saarbrücken), Chris-
tian Rössl, and Holger Theisel (University of Magdeburg).
3.1.1 Domain Deformation
The first question that arises when using a benchmark, is for suitable data sets
with a known ground truth. Unfortunately, closed form FTLE fields are only
available for a very small set of simple vector fields that cannot capture all
complex flow phenomenons, which occur in real flows. Still, the construction
of reasonable complex fields that resemble different types of geometric flow
behavior becomes possible using the concept of domain deformation: given
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is a time-dependent vector field v(x, t) in the spatial domain D and the time













Further, it is assumed that v is of such a simple structure that φv is known in a
closed form (e.g., v is linear). From this, we want to construct a more complex
vector field w for which a closed-form flow map exists as well. To obtain this,
a differentiable map is defined as:
α : D×T → D
which is a diffemorphism in its reduction to any t ∈ T . This means that α is
bijective and there is a unique inverse map β : D×T → D with
β (α(x, t), t) = α(β (x, t), t) = x (15)
for any x ∈ D and t ∈ T . From this, the bijective maps (as illustrated in Figure
8) can be obtained in space-time:























where ∇α ,∇β are the spatial gradients and ∂α∂ t ,
∂β
∂ t are the derivatives in
temporal direction (or material derivatives respectively). Then (15) gives
∇α¯(β¯ (x, t)) = ∇β¯−1(x, t)
and
∇α(β (x, t)) = ∇β−1(x, t),
∂β
∂ t
(x, t) = −∇β (x, t) · ∂α
∂ t
(x, t).
Now w can be constructed out of v,α ,β by applying the domain deformation







From this it can be stated that
q¯(x, t) = ∇α¯(β¯ (x, t)) · p¯(β¯ (x, t))
= ∇β¯−1(x, t) · p¯(β¯ (x, t)). (17)
Which gives for w:
w(x, t) = (∇β )−1(x, t) ·
(






Figure 8.: Creating a new vector field w by mapping the domain of v by α .
Lemma 1 Let φw and φ¯q¯ be the flow maps of w and q¯ respectively. They can
be computed as
φ¯q¯(x, t,τ) = α¯(φ¯p¯(β¯ (x, t),τ)), (19)
φw(x, t,τ) = α(φv(β (x, t), t,τ), t + τ) (20)
The proof of Lemma 1 follows directly from applying elementary differentia-
tion rules to (19),(20) to τ which gives (17) and (18) respectively. Lemma 1
has the following meaning: if the flow map of a (simple) vector field is known
in a closed form, and if the maps α , β are known in a closed form as well, the
flow map of the (more complex) flow field w is also known in a closed form.
3.1.2 Mirroring Concept
As already pointed out, in most cases it is not possible to define a ground truth
in a closed form. Thus, the second main idea of this approach is to construct a
non-trivial vector field from an arbitrary input field, which has a trivial flow
map for a particular integration time: the identity. Starting with a complex
vector field v(x, t) in the domain D× [t0, t1], a closed form is not available.
From this, a new vector field w over the same domain is constructed as:
w(x, t) =
t1− t
t1− t0 v(x, t) −
t− t0
t1− t0 v(x, t0+ t1− t) (21)
which is designed in such a way that its flow for an integration over the
time interval t1 − t0 is the identity (see Figure 9 for an illustration). By
construction the path lines of the resulting vector field are symmetrical around
t0+t1
2 . To increase complexity and create additional structural variance within
the resulting vector field, an additional domain deformation can be applied.
This deformation has to guarantee to end up at the initial position (e.g., a
360◦ rotation over the integration domain [t0, t1]). The resulting flow field is
asymmetric, but still guaranteed to yield the identity flow map.
3.1.3 Error Measures
Considering both methods to derive a ground truth vector field, quantitative
statements about deviations from this field are necessary to define suitable
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a) input vector field b) mirrored field c) deformed field
Figure 9.: Steps to create a deformed ground truth field, where all path lines
end up at their originating position. In the ideal case the FTLE value
of every point equates to zero.
quality measures. Those deviations can be expressed using two basic error
measures: First, we define a field error measure which reflects the quality of
the actual FTLE values. This is achieved by directly comparing given FTLE
values against ground truth. We define the distance between scalar fields as








(f(k)− f(k)gt )2 ,
where f denotes the computed scalar field and fgt denotes the given ground
truth (which equals zero when using the mirroring technique described in
Section 3.1.2).
Second, we introduce a ridge-based error. To measure the accuracy of a
FTLE computation scheme for a subsequent ridge extraction, the ridges ex-
tracted from the FTLE ground truth are compared with those of the numerically
obtained FTLE field. For comparison ridges from a high-resolution sampling of
the ground truth field are used (including ground truth partials). Note that only
the domain is discretized, while ground truth values, FTLE, and its derivatives
are independent of the sampling resolution. In this study the common height
ridge definition by Eberly [Ebe96] is used. Thus, we indirectly consider the
quality of first and second derivatives of the computed FTLE fields. The com-
parison of two sets of ridge lines is accomplished by considering the respective
point sets s1 and sgt and evaluating a suitable geometric distance: given two
point sets by sample locations on a ridge, their Hausdorff distance [ABG+02]
(RE_HAUSD_D12) is computed as
dH(s1,sgt) = max{dh(s1,sgt),dh(sgt ,s1)}
with the one-directional distance (RE_HAUSD_D1)
dh(s1,sgt) = sup{dh(x,s1)|x ∈ sgt} . (22)
For the results presented in Section 3.1.5 the 1-sided distance dh(s1,sgt) from
the ground truth to the extracted ridge is used. In addition to those error
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Figure 10.: double gyre: Path lines of the original field in the x,τ plane (top)
and for the deformed field (bottom). The latter field lines are
non-symmetric and end up at their original x,y position.
measures, the required computation time for every method is denoted as
T IMING. Besides method-specific parameters and timings we considered
the differences between a direct evaluation of the analytic equations and prior
resampling of the vector fields (analytic and discrete setting, FLAG parameter).
Note that the integration parameter τ is labeled as TAU during evaluation.
3.1.4 Data Sets
Considering the above mentioned effects and methods described in Section
3.1.2 and 3.1.1, three 2D time-dependent data sets are proposed for the bench-
mark. Every data set is associated with a field-specific shape parameter p0
(labeled as P0) which is used to create families of vector fields for every
proposed example field. The benchmark itself consists of three data sets:
Deformed
Double Gyre
The construction starts with the well-known double gyre presented in
[Sha05], which has a simple analytic form but no closed-form flow map.
Setting t0 = 0 and p0 as specifc parameter, applying (21) at first gives a new
field w with the identity flow map for τ = p0−0. On top of this, a domain
deformation is applied as follows:
α(x, t) =
(
(x−1) · cos(γ)− (y−0.5) · sin(γ)+ 1
(x−1) · sin(γ)+ (y−0.5) · cos(γ)+ 0.5
)
β (x, t) =
(
(x−1) · cos(−γ)− (y−0.5) · sin(−γ)+ 1
(x−1) · sin(−γ)+ (y−0.5) · cos(−γ)+ 0.5
)
with γ = 2pi t−t0p0−t0 creating a new field wgyre which still has the identity flow
map for any integration from t0 to p0. During the evaluation p0 is always set
to the same value as τ . The superimposed deformation additionally rotates
the vector field around the origin, while the angle is 0 at t0 and 2pi at t1 (see
Figure 10). The additional deformation is intended to decrease error reduction
due to symmetry effects along the τ axis as described in Section 3.1.2.
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Figure 11.: Sine ridge: Path line plot and resulting FTLE fields. The last
two images show the effect of increasing the integration time and
convergence towards the sine ridge structure (from left to right:
τ = 0.1,0.5,1.0).
Sine Ridge
This 2D unsteady field describes a sine-shaped ridge of arbitrary sharpness














as closed-form flow map obtained by analytically solving the integral equa-













(18) gives the desired vector field w with the closed-form flow map (20). In
this case, the parameter p0 controls the rate of separation over τ in terms of




This data set is designed to evaluate the effect of approaching ridges.






and φvspiral(x, t,τ) =
(
x
y+ x · τ
)
.
the used domain deformation can be described as:
α(x, t) =
(
x · cos(γ)− y · sin(γ)
x · sin(γ)+ y · cos(γ)
)
β (x, t) =
(
x · cos(−γ)− y · sin(−γ)




Figure 12.: Spiral focus: Influence of the parameter p0 (Upper row: path line
plot, Bottom row: resulting FTLE field for p0 = 4,8,12).
with γ = p01+|x2+y2| . The angle of the deformation depends on p0 and controls
the winding number of the resulting ridge shaping a Fermat’s spiral. The
resulting ridges are created by a shear motion along the deformed main axis
as illustrated in Figure 12.
3.1.5 Benchmark Results
In this benchmark the focus is on the examination of the following aspects
of the FTLE computation: Behavior with increasing resolutions (H), integra-
tion times (TAU), field complexity (P0), differences between analytical and
discrete computations (FLAG) and a relative comparison between the con-
sidered methods (C-FTLE,L-FTLE,R-FTLE). After computing the FTLE field, a
set of measures for each field is optained. Those measures include computa-
tion time (T IMING), FTLE field error as L2 norm (GT _L2_N0) from Eq.(22),
ridge-based error (RE_HAUSD_D1) by Eq.(22), as described in Section 3.1.3.
Deformed
double gyre
To analyze the properties of the vector field, constructed by the methods
described in Section 3.1.2, the integration time TAU and the resolution H are
plotted it against the L2 norm error in a sampling subspace (shown in Figure
13). The resulting error surfaces are comparably smooth, indicating that the er-
ror is not dominated by numerical artifacts, but rather reflects method-inherent
properties. Note that all surfaces have been scaled locally for better compa-
rability. Looking at the sampled subspace, R-FTLE and L-FTLE show a similar
behavior, as with increasing sampling resolution and small τ the resulting error
is reduced. In this setting, C-FTLE performs better than the other methods, but
the field error increases with higher TAU and high resolutions. If a smaller sub-
space of the sampling space is considered, C-FTLE and R-FTLE show the same
error behavior, which is consistent with the computation methodology, as after
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an EPS2 renormalization is triggered (for TAU ∈ [8,11]). A detailed plot of
the method-specific parameters of L-FTLE and R-FTLE against the GT _L2_N0
error in Figure 14 shows a clear correlation between these parameters and the
resulting error to the ground truth. Both graphs indicate suitable settings for
both parameters for this field type and emphasize that choosing correct pa-
rameter ranges is crucial to obtain reliable flow map gradient approximations.
Figure 13.: Double gyre deformed: Plots for the field error in local color
scale to emphasize their qualitative behavior. The top picture
shows the resulting field error in dependence of resolution H and
integration time TAU .
Figure 14.: Double gyre deformed: Influence of the reseeding sampling dis-
tance HSAMP and reseeding trigger distance EPS2 on the result-
ing field errors.
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Figure 15.: Sine ridge: H plotted against TAU , while color encodes the result-
ing ridge error for analytic and discrete field evaluation. C-FTLE
performs better on lower resolutions, while the main characteristic
is similar for all methods.
Sine Ridge
For the sine ridge example the ridge error is plotted against integration time
and resolution, while color coding represents the 1-sided Hausdorff distance
from Equation 22. Due to the point-based discrete comparison the resulting
error field is not necessarily smooth anymore as shown in Figure 15. All
methods give better results with increasing sampling resolution, while C-FTLE
performs better on lower resolutions. R-FTLE and L-FTLE give better results
on high resolutions and long integration times, while the average field error
is less dependent of H. Figure 15 also shows a direct comparison between
the results obtained for vector fields discretized before evaluation and using a
purely analytical description for the field and its derivatives. Except additional
computation time due to derivative approximations, for the considered settings
the error behavior remains similar in both cases.
Spiral Focus
The last example represents the most elaborate FTLE field in our study (see
Figure 12) in terms the computation time, approximation of derivatives and
ridge complexity. Again, the relative resolution is plotted against integration
time and evaluated the resulting ridge error shown in Figure 17. Although
similar error characteristics as in the previous example becomes apparent,
especially the localized method performs worse. The reason for this are the
more complex derivatives of the FTLE field, while L-FTLE relies on frequent
evaluation and accumulation of those. This becomes problematic for longer
integration times (compare Figure 18 (b) for τ = 10 and τ = 20).
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Figure 16.: Ridge extraction samples for C-FTLE on the sine ridge (top) and
spiral focus (bottom) test field. Yellow ridges have been extracted
from the ground truth (GT) fields at the highest resolution.
Figure 17.: Spiral focus: Resolution H plotted against TAU , color coding the
resulting ridge error. Especially L-FTLE performs worse than in the
sine ridge example in Figure 15.
3.1.6 Benchmark Conclusion
In summary, the described benchmark framework provides a common set of
basic tools for future FTLE methods, their parameters and extensions, to be
compared, tested, and evaluated against each other. This allows for a detailed
analysis even for fundamentally different approaches, such as hierarchical
FTLE [HS11] or Eulerian approaches [Leu11], in terms of error behavior,
optimal parameter settings, and practical applicability. In addition to this, the
proposed benchmark workflow can be used to optimize and/or debug existing
FTLE modules, determine and quantify the impact of novel extensions. speed-
ups, or filtering modules. The detailed analysis methods further reveal the
intrinsic approximation of the flow map derivative as a critical part during
FTLE computation.
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a) Sine ridge: C-FTLE shows increasing field quality with higher resolution,
ridge quality decreases with higher TAU . R-FTLE is less affected by TAU .
b) Spiral focus: On varying resolution H. L-FTLE performs worse for high TAU ,
due to complex derivatives of the spiral focus.
Figure 18.: Averaged curves for both error measures among all samples. Thick
lines indicates the mean values obtained by all samples, the trans-
parent area shows the range of values. Note, that smaller relative
resolution H values denote higher sampling densities.
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3.2 F T L E W I T H O U T T H E FL OW M A P G R A D I E N T
As outlined in the extensive benchmarking study in the previous Section,
there can be found numerous ways to approximate the finite-time Lyapunov
exponent (FTLE) in literature (see Section 2.5.2). One common aspect to all
of them is that they explicitly approximate the gradient of the flow map. In
this Section an alternative method for the numerical computation of FTLE
for time-dependent vector fields is presented, which is based on integration
of a higher-dimensional vector field: FTLE values are obtained directly from
the value of the flow map of this field. In the following, this approach will
be denoted as no-gradient FTLE (NG-FTLE). The concepts presented in this
Section have been developed in close cooperation Christian Rössl, Holger
Theisel (University of Magdeburg) and Tino Weinkauf (MPI Saarbrücken).
In addition Christian Rössl provided the formal concept of constructing the
derived higher-dimensional field.
3.2.1 Definition of NG-FTLE
To illustrate the derivation of NG-FTLE, the starting point is a 2D unsteady vec-
tor field v = (u,v)T . The goal is to compute FTLE(x, t,τ) at a point (x, t) for
integration time τ (see ((13)) from Section 2.5.2). Existing numerical schmes
to evaluate FTLE extract the eigenvalues λ1,λ2 directly from the approximated
gradient of the flow map. In contrast, the core idea for this approach is to
observe how the derived variables r and s develop over time when integrating
a particle. The observed variables are defined as
r = µ1−µ2,




The evolution of r and s over the integration time τ is described by the
following 7D vector field:




(1− p2)(ux− vy) − p q (uy+ vx)+ q (uy− vx)
−p q (ux− vy) + (1−q2)(uy+ vx)− p (uy− vx)






This vector field is key to our approach: in order to compute NG-FTLE(x,y, t,τ),
an integration of w is performed starting at (x,y, t,0,0,0,0) over an integration
time τ . The last two components of the resulting 7D point denote r and s
as defined in (23). The components p and q are auxiliary variables that are
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integrated together with r,s. Let φw be the 7D flow map of w, and let φw.i be
the i−th component of φw. Then r and s are initially be defined as:
r(x,y, t,τ) = φ τw(x,y, t,0,0,0,0),
s(x,y, t,τ) = φ τw(x,y, t,0,0,0,0) .
The corresponding FTLE value is obtained as by solving the ODE described by










A more detailed outline of the derivation of w for the 2D case is provided in
the Appendix of this Section.
Special case
p = q = 0.
Using this formulation the special case p = q = 0 has to be considered.
For this configuration ddτ r in (24) degenerates to
0
0 in the limit. Note that this
particular case generally occurs in the beginning of the integration, i.e., at the
first integration step. This case can be resolved by applying l’Hospital’s rule
















(ux− vy)2+(uy+ vx)2 .
Boundedness of
auxiliary variables.
Furthermore, we can show formally that the flow w and all of its compo-
nents are bounded linearly. This is in contrast to existing methods, which
explicitly approximate the tensor ∇T∇ and its eigenvalues which are bounded
exponentially. hence λi > 0. In fact, no matter how long and where w is
integrated, the following condition always holds:
p2+ q2 < 1. (25)










= (1− p2−q2)(p (ux− vy)+ q (uy+ vx)).
This means that for p2+ q2 = 1, the integration always proceeds on the unit
circle in (p,q) and cannot leave it as illustrated in Figure 19.
Linear behavior
of p and q
Using the above argument of boundedness of p and q, we prove that the
values of w increase only linearly with the integration time τ . It is assumed
that v is continuous and bounded, i.e., none of its components or partials
diverge to infinity. This means that there is a constant g> 1 that exceeds all
components and their partials everywhere, i.e.,
|u|, |v|, |ux|, |vx|, |uy|, |vy| < g (26)
at any location of the domain of v. This gives that all components of w are
bounded:∣∣∣∣dxdτ
∣∣∣∣= |u|< g , ∣∣∣∣dydτ
∣∣∣∣= |v|< g , ∣∣∣∣ dtdτ
∣∣∣∣≤ g .
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Figure 19.: Co-domain spanned by p and q: an integration in w stays always
within the unit circle p2+ q2 ≤ 1.
Furthermore, (24), (25) and (26) give that∣∣∣∣d pdτ
∣∣∣∣ ≤ |1 · (ux− vy)−1 · (uy+ vx)+ 1 · (uy− vx)|< 6g∣∣∣∣dqdτ
∣∣∣∣ ≤ |1 · (ux− vy)+ 1 · (uy+ vx)−1 · (uy− vx)|< 6g∣∣∣∣ drdτ
∣∣∣∣ ≤ |1 · (ux− vy)+ 1 · (uy+ vx))|< 4g∣∣∣∣ dsdτ
∣∣∣∣ < 2g .
Finally, this yields
|φw(x,y, t,τ).1| < |x|+ τ g
|φw(x,y, t,τ).2| < |y|+ τ g
|φw(x,y, t,τ).3| = |t + τ|
|φw(x,y, t,τ).4| < 6τ g
|φw(x,y, t,τ).5| < 6τ g
|φw(x,y, t,τ).6| < 4τ g
|φw(x,y, t,τ).7| < 2τ g
which proves the statement. The proposed approach computes r,s and the
singular values µ1,µ2 of the gradient directly from the solution of an initial
value problem. The fact that the growth of the solution is bounded linearly in
the integration time τ leads to the assumption that the solution will not diverge
for high integration times. Furthermore, it potentially performs better in terms




The implementation of NG-FTLE can be outlined as follows: implement a
function that evaluates w (24) and provide it together with the initial value
(x,y, t,0,0,0,0) to the ODE solver, e.g., a Runge-Kutta scheme [PTVF07].
Note that the 7D vector field w does not have to be stored on a grid: except
for v and its partials: it has a closed form which can be computed on-the-fly.
This means that we require the same amount of memory (except few auxiliary
vectors for integration which are 7D) as traditional methods. In particular the
extra coordinates do not require additional grid interpolation or corresponding
memory access. Still, two fundamental assumptions remain: First, the ODE
solver has to be general enough to handle 7D spaces. Second, a consistent
evaluation of J is available (as for L-FTLE). The evaluation of w is then solely
based on evaluation of v and J. In those experiments a fourth-order Runge-
Kutta solver with an adaptive step size was used. In this case, a relatively large
maximum step sizes of τ/10 was used, while error control relies on a relative
(10−3) and absolute (10−6) error tolerance parameter, see, e.g., [PTVF07]. In
the following experiments, the same settings are used for all FTLE methods,
hence the parameters of the solver remain fixed.
3.2.3 Experiments
This Section presents the results of our numerical experiments and a com-
parison of C-FTLE, L-FTLE, and NG-FTLE based on the benchmark in Section
3. The focus is on scenarios where localized FTLE methods such as L-FTLE
and NG-FTLE are preferred: long integration times. To analyze its practical
applicability the NG-FTLE computation is applied to two discrete data sets
stemming from simulations. In addition one simulated data sets is transformed
by mirroring (see Section 3.1.2) to obtain a ground truth for comparison. Error
values denote L2 errors to ground truth (root mean square (RMS) of difference)
or one-side and two-sided Hausdorff distances to ridges extracted from ground
truth as describe in Section 3.1.3. All timings were taken on the same machine
with the same code for the Runke-Kutta solver and evaluation of vector fields.
However, as timings heavily depend on the resource conditions of the used
machine, they should be considered on a relative scale.
Deformed
double gyre
Figure 24 shows the FTLE mirror results for C-FTLE,L-FTLE, and NG-FTLE.
Although all methods deliver visually nearly identical results on the original
double gyre (Figure 20 (a)), those fields reveal basic intrinsic differences
regarding the error behavior. C-FTLE produces most of its error in the vicin-
ity of the ridge, whereas the L-FTLE error spreads over the complete domain.
NG-FTLE produces similar characteristics, but the correlation between error and
rate of separation is less significant. For this case, the local methods introduce
most of the error within the first integration steps, while for the classic method
increases in areas of strong separation (especially in the vicinity of ridges).
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a) double gyre b) sine ridge c) spiral focus
Figure 20.: FTLE fields for three datasets (double gyre, sine ridge, spiral focus
(see Section 3.1.4)) computed with NG-FTLE. Fig. a) and b) show
short integration intervals (τ = 0.01,1) in the top, and higher
intervals (τ = 5,2) in the bottom.
Sine ridge
Figure 25 (left) emphasizes the conclusions from the previous examples.
The average L2 error over all computations grows for C-FTLE with increasing
integration time TAU , while localized methods produce more accurate results
for longer integration times. Similar statements can be made for the ridge-
based error shown in Figure 25 (right). In addition to this, Figure 26 shows
sample ridge extractions for three methods, which where used to compute the
Hausdorff distances.
Spiral focus
Figure 27 shows the field error characteristics for C-FTLE, L-FTLE, and
NG-FTLE versus integration time TAU . Again C-FTLE in average performs
worse on longer integration times. In contrast L-FTLE and NG-FTLE stabilizes or
even improves slightly, but computational time grows linearly with integration
time.
Cylinder flow
The cylinder vector field has been simulated using the Free Software Gerris
Flow Solver [Pop04]. It exhibits periodic vortex shedding that leads to the well-
known von Kármán vortex street. The alternating vortices cause strong flow




The Boussinesq data set describes the natural convection generated by a
heated cylinder. Boussinesq approximation has been used to simulate this flow
using the Gerris Flow Solver [Pop04]. It starts with a stagnant fluid, but due
to the heating a highly turbulent plume develops quickly above the cylinder,
which is apparent in Figure 22. A mirroring transformation (see Section 3.1.2)
is applied to obtain a zero ground truth similar as for the double gyre shown
in Figure 23. The mirroring again indicates the strong correlation of C-FTLE
with the local separation rates (compare the original FTLE field in Figure 22,
detail area). In this discrete L-FTLE produces also higher error values close to
the ridge structures, while NG-FTLE deviations are comparably lower, do not
have distinct peaks, and diffuse over the region of interest.
63
a) b)
Figure 21.: Cylinder: Results of the FTLE, NG-FTLE and L-FTLE algorithms
(from top to bottom) and pairwise difference images.
Figure 22.: Heated cylinder: The FTLE field was computed by NG-FTLE for
several time steps with time increasing from left to right. Figure 23
compares different algorithms for the marked region.
Discussion
The experiments have shown that there is one issue in the practical imple-
mentation, however, that requires special care. It has been shown formally that
components (p,q) cannot leave the unit circle in their 2D co-domain, see (25)
and figure 19. Computing a practical, discrete solution satisfies this property
only within some error bounds. Hence, if at some point (p,q) leave the unit
circle, then their values can diverge towards infinity during integration. This
behavior has been observed rarely (typically less than 10−3 times the number
of integration steps) and only for some data sets, however in some applications
this might become relevant. One possible solution is to perform a rescaling
to the unit circle during the evaluation of the 7D flow w. To keep corrections
small in magnitude an “out of domain” event is communicated to the ODE
solver if
√
p2+ q2 > 1+ ε to force an adaptation of the step size. Setting ε to
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Figure 23.: Boussinesq data set: Error to ground truth for C-FTLE, L-FTLE,
and NG-FTLE (from left to right) for the region marked in Figure
22. For C-FTLE and L-FTLE the error strongly correlates with ridge
structures and thus areas of high separation. For NG-FTLE the error
is significantly lower (low values have been emphasized gray to
remain visible).
Figure 24.: Deformed double gyre (p0 = 10). FTLE fields obtained for τ =
10,hsamp = 0.005 from C-FTLE, L-FTLE and NG-FTLE (from left to
right). Note that the comparison to Figure 20(a) indicates at which
steps the largest errors occur during integration.
Figure 25.: Sine ridge. Error plots for integration time TAU against the field
error as L2 norm to the ground truth FTLE and the ridge error as
one sided Hausdorff distance to ground truth ridges. The plots
accumulate results for different parameters and show minimum,
mean, and maximum errors.
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Figure 26.: Sine ridge. Examples for ridge [Ebe96] error plots for integration
time TAU = 2 and field parameter p0 = 1.3. Yellow ridges are
obtained from high resolution ground truth, blue points stem from
the respective algorithms.
Figure 27.: Spiral focus. Error plots for integration time TAU against the L2
error to the ground truth FTLE and the timings for C-FTLE, L-FTLE,
and NG-FTLE.
the solver’s absolute error tolerance effectively avoids any rescaling but leads
to unnecessarily small steps. In practice, ε = 10−2 is sufficient, and even with
always rescaling (for ε = ∞) the integration performed well.
3.2.4 Conclusion
In summary, this Section presented the novel concept of NG-FTLE to compute
FTLE for time-dependent vector fields without explicitly evaluating the gra-
dient of the flow map. Instead, the method yields FTLE values directly as
components of the solution of an ODE in a 7-dimensional space. The method
is localized in the sense that it evaluates the Jacobian matrix to measure local
separation following a the tracing trajectory in phase space in the first 3 com-
ponents. Hence, NG-FTLE depends only on the parameters of the numerical
integration scheme, there are no additional domain specific parameters. During
computation, any adaptation to the vector field data that is required to obtain




This Section has shown fundamental theoretical properties and provided
results from numerical experiments, which demonstrate that NG-FTLE pro-
vides accurate FTLE values efficiently, offering a qualitative alternative to
existing methods. The comparison of NG-FTLE to state-of-the-art methods,
C-FTLE [Hal01a] and L-FTLE [KPH+09], reveals good performance in terms
of approximation and speed without the burden of choosing proper parameters.
However, there is probably no single method that could outperform any other
method in every scenario. In fact, as discussed in Section 3.1.5, C-FTLE may
be best many situations, e.g., where a fixed resolution uniform grid is sufficient
and integration times are rather short. The use of localized methods such as
L-FTLE and NG-FTLE, in contrast, especially pays off for longer integration
times and if very high accuracy in terms of a ground truth comparison is
required.
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APPENDIX: CONSTRUCTION OF NG-FTLE
This Section outlines the sketch of the formal construction of the NG-FTLE








be a real symmetric matrix depending on two scalar quantities p and q. In the
following, we omit the parameter τ whenever the dependence is clear from
the context. Then ∇∇T can be expressed as a scaled version of A such that
∇∇T (τ) = A(τ)ρ(τ) . (27)
As a result the eigenvalues are equal up to the scale ρ , i.e., λi = ρ λAi , where
λAi are the eigenvalues of A. The scale captures the “magnitude” of the tensor






= ddτ Aρ + A
d
dτ ρ . (28)
On the other hand, we have
d
dτ (∇∇
T ) = J∇∇T + ∇∇T JT . (29)





T . The substitution of ddτ∇ = J∇ results in a differential
equation that determines the flow map gradient. Here, J = J(φ (x, t,τ)) is the
vector field Jacobian, i.e., in 2D






Setting the right-hand-sides of (28) and (29) equal provides a linear system
that can be solved for the entries of the matrix ddτ A. This yields
d
dτ p = (1− p2)(ux− vy) − p q (uy+ vx)+ q (uy− vx) (30)
d
dτ q = −p q (ux− vy) + (1−q2)(uy+ vx)− p (uy− vx) (31)
Lemma 1. For the flow map ∇ of the vector field v with eigenvalues λi of






lnλi = divv .







λi = ln |∇|
and
d
dτ ln |∇|= tr(∇−1 ddτ∇) = tr(∇−1 J∇) = trJ.
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Here, tr denotes the trace of a matrix. The last identity can be shown by using
first ddx ln |A|= tr(A−1 ddx A) for a real, regular matrix A, then ddτ∇= J∇, and
finally similarity-invariance of the trace.
Formulation
of the 2D case















p2+ q2 is a closed form expression for the eigenvalues of
A in (27). We consider p,q and the quantities r= µ1−µ2 and s= µ1+µ2
for µi = 12 lnλi. We already know that
d
dτ s = divv, and we obtain
d




FTLE(x, t,τ) = 12τ max{r+ s,r− s} ,
and r,s are computed by computed by integrating the 7-dimensional vector
field (cf. equation 24)








3.3 M AT E R I A L C E L L T R AC K I N G
Features in Lagrangian measures have been shown to take an important role
when analyzing complex flow fields resulting from measurements or simula-
tion. More specifically, Lagrangian coherent structure (LCS) efficiently encode
features, such as flow transport barriers and regions of similar flow behavior.
FTLE, as defined by Haller [Hal01a, Hal01b], has been discussed in the previ-
ous Sections and represents one of the most prominent ways to extract LCS.
Due to its popularity, there has been developed broad variety of approaches
to increase efficiency of its computation [SP07a, SRP09, GGTH07] speed-up
its evaluation [KPH+09, HS11] or improve post-processing of the resulting




Since the quality of the flow map gradient approximation has been shown
to vary, especially in areas of high separation, algorithms for its extraction
rely heavily on a high density of sampled particle trajectories. A sufficient
density is usually ensured either by a dense sampling grid, or by adaptive grid
refinement strategies (e.g. [SP07a, SRP09]) that locally increase the number
of samples. However, in some scenarios a sufficiently high particle density
is not always possible or guaranteed, especially when the data is acquired
by Lagrangian methods (e.g., see Thiffeault [Thi10]). Two examples are
smoothed particle hydrodynamics (SPH) data for simulation (e.g. [SFBP09,
JFSP10] ), or optical flow measurements from particle tracking velocimetry
(PTV) data (e.g. [RGPS05]), which may produce a finite number of particle
trajectories only. Although interpolation of trajectories is possible, it is non-
trivial to decide which interpolation methodology avoids displacement or
distortion of the features in the underlying data. In fact, [SFBP09] has shown
that interpolation between trajectories of an SPH data set does may not give
satisfactory results for the detection of LCS.
Content
overview
In this Section, a novel method is proposed that has the following properties:
First, the computation of LCS approximations is done exclusively on these tra-
jectories. No field reconstruction, flow field derivatives, or additional adaptive
particle integration is required. Second, the resulting structures have subgrid
accuracy, i.e., higher resolution than the original grid cells, and delineate areas
of strong flow separation. To achieve this, the geometry-based approach main-
tains topological information of the initial grid during advection. It is shown
that this approach works directly on different grid types, is parameter-free, and
does not require an evaluation of additional flow map derivatives. This makes
it well suited for very low spatial resolution, irregular grids or for applications
where only trajectories and no flow data are present as input. The concepts
presented in this Section have been developed in close collaboration with
Wito Engelke (KAUST, Saudi Arabia), Christian Rössl and Holger Theisel
(University of Magdeburg).
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Figure 28.: Uniform random sample redistribution of the double
gyre [SLM05] advected to τ = 100.
3.3.1 Material Advection in Flow Fields
In general, flow fields represent a redistribution of discrete particles in space.
This redistribution describes a complex deformation that is captured by the flow
map φ (x, t,τ). The presented approach is based on two main observations:
1. Assume a uniform distribution of an initial particle set in a divergence-
free vector field. If the domain is closed, and particles are advected
for an arbitrary time τ , the average density of this distribution remains
equal due to the volume preservation property of divergence-free fields.
2. The structural complexity of the motion process over time is not only
created by local deformation along single trajectories. It is also charac-
terized by the spatial rearrangement of particles at a particular position
w.r.t. their initial locations and neighboring particles.
Although local density variations can be observed close to LCS, from a global
perspective, the spatial domain remains covered with particles at all time
steps. This is illustrated in Figure 28. Note that divergent flows or open
domain boundaries can create regions with no sampling particles, which
makes additional samples inevitable to capture the detailed flow behavior in
those areas. If the first observation holds, then capturing the motion behavior
is not only a problem of sufficient spatial sampling, but also of efficiently
using the spatial relations between existing trajectories. In order to use this
additional information, the initial relations between particles as neighborhoods
are defined in a sampling grid: assume that the domain is partitioned into a
cell complex G = {E,V ,C}, which consists vertices V , edges E, and cells C.
Cell complex
components
Vertices refer to positions of particles in space-time domain that are ad-
vected within the flow, capturing the geometric behavior of the flow field.
The trajectory of one single particle forms a path line. Edges connect ver-
tices within the initial grid and in between two time steps, and express the
spatial relation between nodes. For example, during the classic computation
of FTLE [Hal01a], the initial connectivity relations are used to approximate
the flow map gradient in terms of finite differences. In a continuous view,
71
every edge and its advected instances at a certain time form time lines (see
Section 2.2.2). The surface spanned by all time line instances of one edge de-
scribe a path surface. Edges connecting the temporal instances of one particle
and bounding those surfaces are defined by the path line geometry. Note that
in this continuous setting each time line is also a material line, which means
that particles do not cross them. Cells are bounded by a set of adjacent edges.
The complexity of their shape increases significantly with ongoing integration,
especially when crossing LCS. In incompressible continuous flows, cells do
not change their volume, but undergo a potentially significant stretching and
shearing since they are bounded by time lines. This implies that in turbulent
flows, cells may become arbitrarily thin and long, covering the whole domain
after a sufficiently long integration interval τ [FH12].




Common Lagrangian methods derive information about the flow using the
flow map and its gradient, which describes the spatio-temporal changes in
the local motion behavior around a single trajectory. For this approach, an
additional constraint during advection is considered: since time lines – in our
case edges – are known to be material structures, we explicitly track events
where this condition is violated. In the following, this is referred to as material
condition. In order to track violations efficiently, we assume that edges are
always represented as linear segments connecting particles. Likewise, path
lines are decomposed into linear pieces and the resulting path surfaces can
be represented as piecewise linear surfaces. During advection the material
condition for an edge may get violated due to vertices crossing or intersecting
the edge. This is illustrated in Figure 29 and Figure 34. Maintaining this
simple material condition, based on the available samples, allows to derive
additional topological information w.r.t. the inital grid:
• Edge crossing vertices generate two types of events:
First, a split event creates two new edges. This increases the geometric
complexity of the initial time line segment: an edge becomes a polyline
Second, a merge event collapses two existing edges that share the same
vertices into one edge.
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This is illustrated in Figure 30 and will be explained in Section 3.3.1 in
more detail.
• The order and relation of split and merge events allows to approximate
the temporal evolution of the underlying grid edges, and thus approx-
imate time lines by means of adapted polylines. Although an error is
induced by the assumption of linear segments, the reconstructed cells
capture the real, continuous behavior well enough. This is subject to a
detailed discussion in Section 3.3.1.
• Edge intersections generate additional connectivity information within
the initial cells: vertex-edge intersections are generated by path lines
segments crossing an existing edge. This can be reformulated in space-
time domain as an intersection of a ray (moving vertex) with an bilinear
surface (moving edge, see Figure 34). Intersections generate a new
topological segment between the intersected edge and the corresponding
vertex. More details are given in Section 3.3.1.
Figure 30.: Example of a single node moving through the grid. Crossing an
edge triggers a split event, which creates two new linear segments,
and potentially a merge event.
In order to track events and reconstruct topological information, the compu-
tation is split up into an advection stage and a reconstruction stage.
Discrete Grid Advection
In the advection stage, all vertex positions are integrated in the given 2D
time-dependent vector field to generate trajectories, i.e., path lines. Let (x, t) ∈
IR2× IR be a domain point in space-time, and let v(x, t) denote the time-




p(x, t,τ) = v(p(x, t,τ), t + τ) with p(x, t,0) = (x, t) .
A discrete path line can be represented as piecewise linear curve with point
samples p(x, t,k∆τ) for non-negative integers k and a sampling interval ∆τ .
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a) unprocessed grid b) initial grid c) with material condition
Figure 31.: Double Gyre for τ = 10. Comparison of the advected grid without
processing a) and with tracked material condition c) ; b) shows the
initial (unrefined) grid with edges color coded by their length after
advection (red=long, blue=short).
Let xi denote the position of vertex i ∈ N in the initial grid at integration time
τ = 0. We write pi(τ) := p(xi, t,τ). Then piecewise linear discrete path lines
consists of linear segments








, ξ ∈ [0,1] .
In practice, the continuous path line p(x, t) is computed as a piecewise
polynomial or spline, whose order and smoothness depends on the numerical
integration scheme. The discrete path line with linear segments pi j is obtained
by a uniform resampling of this curve. In the following, we assume to have
no information in-between path lines (w.r.t. to the spatial domain), except
the material condition, and the connectivity information from the base grid.
Figure 31 shows an example for an advected rectangular grid in the double
gyre [SLM05] for τ = 10, with and without maintained material condition.
Tracking
grid changes
This basic definition allows to describe and track complex spatial restruc-
turing between particles over time, e.g., by estimating discrete derivatives of
the flow map. However, if only local trajectory geometry and derivatives are
used, spatial reordering of neighboring particles can only be recovered by a
sufficiently high number of samples. If trajectory samples are inserted, e.g.,
by adaptive refinement of a regular grid, then the number of required samples
increases significantly depending on the complexity of the flow processes and
integration time τ [SP07a]. For example, consider a single quad cell with
four nodes and four edges: a regular quadtree-like spatial refinement scheme
would require at least five new path line samples to produce four new cells
(see Figure 33, b).
Figure 32.: Cylinder: Grids with material condition (blue) and unprocessed
edges (grey) for the cylinder data set at τ = 120.
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Edge Reconstruction
In order to detect violations of the material condition, edges of the advected
grid are tracked and checked for intersections. This turns out to become simple:
Let Ek be the set of edges at integration time τk = k∆τ with E0 = E. We
iterate over discrete time steps ∆τ . At every time, we can process each edge
(i, j) ∈ Ek individually, which is spanned by the linear segment
ei jk(η) = (1−η)pi(τk) + η p j(τk) , η ∈ [0,1] .
Here, indices i, j ∈ V denote vertices, k refers to a time step. Then moving
the edge (i, j) within the interval [τk,τk+1], along its spanning nodes’ discrete
path lines results in the bilinear surface patch
s(η ,ξ ) = (1−ξ )ei jk(η) + ξ ei j(k+1)(η)
= (1−η)pik(ξ ) + η p j(k+1)(ξ ) .
Here, η ∈ [0,1] is the barycentric coordinate on the edge (i, j) and refers
to the spacial domain, and ξ ∈ [0,1] provides a reparameterization of the
time interval [τk,τk+1]. Checking for a vertex ` ∈ V crossing the edge (i, j)
refers to testing for an intersection of s with the discrete path line segment
p`k(ν),ν ∈ [0,1]. Fortunately, this operation has been studied intensively
for ray tracing, and there are efficient numerical algorithms for computing
the intersection [RPH04]. In the case of multiple intersections we take the
“earliest” with minimal “time” ν . At one time step, we apply intersection tests
for every edge and every vertex before advancing to the next time step.
Cell complex
refinement
Edge intersections create split events (and possibly merge events if duplicate
edges occur), and lead to a local refinement of the set of edges Ek+1 and hence
of the cell complex (see Figure 34). The refined edges can be used to identify
two types of integral curves: first, for a particular integration time τk the refined
instances of edges in Ek are discrete time lines. Second, the composition of
bilinear patches along common edges provides discrete path surfaces. With
split events processed and stored, the reconstruction of discrete time lines and
path surfaces from a given edge (i, j) ∈ E in the initial cell complex finally
reduces to a simple graph traversal. In addition to time lines, there are some
scalar information that can be derived:
• Event-based parametrization: Split events can always be mapped to
edges in the initial grid G. Thus, in contrast to AMR criteria based on
separation (e.g., [SP07a]), this procedure automatically splits edges
based on its interaction with the available particle in the current time
step. It requires no further parameters, and it solely depends on the
sampled trajectories and the geometry of the input grid.
• Spatio-temporal correspondence: During reconstruction, every split
event has an associated trajectory segment, which links back to is origi-
nating position p(xi, t,0) = xi in the base grid and all interacting parti-
cles. As a result for every LCS approximation we can uniquely identify
75
when and where it has been created, and what particles (resp. edges) are
involved in its development.
• Discrete edge separation: As shown in Figure 31 c) and b), the edge
lengths and their rate of change are closely related to the amount of
separation in the flow field. Thus, the observed change of edge lengths
allows for an approximative view on FTLE related features – even for
very low resolutions.
The latter quantity is in fact an approximation to FTLE, as the change of edge
length can be interpreted as a discretization of a directional derivative, which
captures partial information of the flow map gradient ∇φ . We can assume that
an edge that shows high distortion is stretched roughly into the direction of
maximum stretch of the (continuous) flow map φ . This means that the edge is
roughly aligned with the eigenvector of the matrix ∇T∇ corresponding to its
largest eigenvalue λmax. And therefore the change of edge length correlates
with λmax and hence with FTLE.
Cell
Reconstruction
The initial grid cells C are bounded by edges in E. Every detected inter-
section of a path line segment with a bilinear path surface patch, i.e., every
split event, indicates that a particle is entering or leaving a cell at a certain
time. Connecting both events, entering and leaving, forms a new edge across
the cell and splits the cell. In the following we refer to these new edges as
virtual edges, and they are identified for all particles. The union of all virtual
edges for one particular node form a virtual path. Note that by definition
virtual edges and virtual paths cannot intersect each other. The topological
restructuring of the initial cell complex G by insertion of virtual edges is a
consequence of particle advection while at the same time maintaining our
material condition. In this discrete setting, strong deformations induce a large
number of intersections. We can observe that especially particles close to LCS
tend to produce multiple intersections, and long virtual path structures. In
addition, the geometry of virtual paths is closely related to the shape of the
LCS in the initial grid. This yields approximations of time-dependent material
separation features.
Figure 33.: Representation of material flow structures a) in different grids: b)
an AMR uses additional samples [SP07a], c) our method creates
intersecting edges.
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Note that the reconstruction only requires that there are edges defined, or
more precisely that there is a valid initial cell complex G. The particular topol-
ogy of G at τ = 0 can be chosen arbitrarily, e.g., a regular grid, mixed topology
grid or a Delaunay triangulation. In the following, we use convex quads and
triangles similar as for existing methods such as Lekien et al. [LR10].
3.3.2 Implementation
The algorithm implementing the presented concept can be summarized as
follows:
Preprocessing
The main algorithm takes a set of trajectories pi and an initial cell complex
G as input. In case of a given flow field and seed points, particle advection is
performed in a preprocess. In this implementation an fourth-order adaptive
Runge-Kutta integration is used. Similarly, if only the start points of the
trajectories are given and there is no cell complex G defined, we generate
G as the Delaunay triangulation of the given nodes. It may sometimes be
advantageous to artificially bound the domain (or fill parts of it) by inserting
extra vertices with linear trajectories assuming zero flow in these parts. Extra
vertices help to avoid badly shaped, e.g., very thin, triangles in the Delaunay
triangulation and to match the initial condition of a similar average sample
distribtuion among the domain.
Algorithm
The main algorithm has two stages: First, it tracks and applies edge splits
and merges (Sec. 3.3.1).
E0 := E
for all time steps k ≥ 0 and k∆τ < τ
Ek+1 := Ek
for all edges (i, j) ∈ Ek
for all nodes ` ∈ N \{i, j}
on patch/path line segment intersection
record event
split/merge edge and update Ek+1
Second, it iterates the recorded events to compute virtual edges and virtual
paths (Sec. 3.3.1). This is done by sorting the events by ascending time stamps
and then finding corresponding pairs of events that indicate when a cell was
entered and left. The nodes associated with such pairs are connected and form
a virtual edge which splits a cell. Figure 34 illustrates the intersection and
splitting step, and Figure 32 shows a result of the algorithm.
Implementation
details
The algorithm in [RPH04] is used to perform intersections between a line
segment and a bilinear surface patch. In case of multiple intersections, we sort
all events after τ , process the first event, and check for intersections with the
two new surface patches (see Figure 34). In order to speed up computations,
a simple bounding box tests is applied first, and only line segments passing
these tests are considered for intersection testing. Merging edges that share
the same pair of vertices avoids redundant computations.
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Figure 34.: Reconstruction: intersection and splitting.
Visualization
Rendering the refined cell complex provides a visualization to represent
Lagrangian features at subgrid accuracy by creating a refined mesh structure:
First, we include the edge information from virtual edges. The resulting
refined mesh is denoted as virtual map and its construction is illustrated in
Figure 35. Second, we can color code the time-dependent stretching of edges,
i.e., the ratio between its initial length and the length of the advected edge.
This ratio provides an approximation to FTLE (see Section 3.3.1). Figures 39
and 40 a) show such visualizations. In addition, the length of virtual paths can
be used as filter criterion such that only the longest virtual paths are shown.
Examples are shown in Figures 38 e) and 40 b).
Figure 35.: Construction of subgrid resolution polygons (adaptive map) from
a given cell and its intersecting virtual edges.
3.3.3 Verification and Discussion
In this section, we describe experiments for the verification of our method,
evaluate accuracy and convergence, as well as grid dependence. Our method
has the following parameters: the integration time τ and sampling rate ∆τ ,
and the initial grid of nodes.
Sampling
interval ∆τ
The latter two are the essential parameters that are provided externally by
the user, they are often inherent to the data or application. In contrast, the
sampling interval ∆τ for uniform resampling of trajectories is a parameter to
the algorithm. Increasing the ∆τ decreases the number of iterations in the outer
loop and improves performance, however, at the risk of loosing events due
to undersampling. Still, an extremely small rate, i.e., becoming “more time-
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continuous”, increases the computational overhead, but does not necessarily
improve the results due to the coarse spatial resolution. The experiments
suggest that ∆τ can always be set conservatively to balance performance and
accuracy: we use 110× the ratio of average edge length and maximum speed,
and observe no significant change in the results by a further reduction.
Integration
time τ
The method shares the integration time τ as a parameter with any Lagrangian
approach. Commonly, any errors may amplify during integration, which leads
to significant deviations after longer integration intervals [BJB+11]. Discrete
time lines are computed during integration and deviations from the “real”
continuous time lines affect the resulting LCS approximation. One general
approach to improving accuracy is to increase the data resolution, i.e., the
number of samples. Note that this may not at all be an option in practice as
additional measurements may be required.
3.3.4 Experiments
To show dependence on spatial resolution the following experiment is con-
ducted: given is a flow field, and we consider a single edge from a given
initial grid. Every edge is a discrete time line and we assume to get a better
approximation of this time line by using additional trajectory samples.
Adaptive
edge deviation
The original edge uses 2 samples, and we increase this number exponentially
using 4,8,16, . . . samples of the initial straight line segment at τ = 0. Then we
observe the resulting time lines at integration times k∆τ . Finally, we compare
these time line approximations of different accuracy to a highly refined version
(2000 samples at τ = 0) by computing the RMS deviation on the minimal
distances between both polylines. Figure 36 shows averaged results for the
double gyre data set for 30 random edges on a resolution of 20× 40. At a
fixed sampling rate, the error grows exponentially after a certain integration
time (Figure 36, left). In contrast, edges that are adaptively refined using the
material condition remain stable for a longer time τ . In this experiments it can
also observe that edges close to LCS tend to produce highest deviations with
respect to the defined measure (Fig. 36, right).
Grid
dependence
In contrast to existing methods, where measures are obtained on regular
quad grids (e.g. [Hal01a, KPH+09]), our method is not restricted to a particular
type of grid. The dependence of results on the grid is analyzed by applying
some rigid transformations on a regular, rectangular grid with cell size h. First,
the grid is translated in both directions by a offset in [0,h], it is then rotated by
an angle in [0, pi4 ]. After transformation all LCS approximations, i.e., virtual
paths, have been extracted and the 10% longest features have been highlighted.
Figure 37 shows the result for a series of 30 random transformations and
the resulting approximation for a 20× 40 grid on the double gyre example.
Variations can be observed especially in regions where the LCS intersects the
grid edges at very small angles. Still, the extracted virtual paths give a suitable
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Adaptive edges with material condition
Figure 36.: Double Gyre. Left: average deviation of 30 random edges with
2,4,8,16 samples per edge from the same time lines sampled
densely with 2000 trajectories. Right: same with refinement by
our material condition. The colored region denotes the min-max
range of the error among all samples for initial 80×40 grid.
Figure 37.: Double Gyre: Stacked LCS approximations for 30 grids that have
been displaced by random rotations and translations. (20×40 grids




Note that the quality of the initial grid, i.e., the shape of cells, has significant
impact on our method. The patch-ray intersection [RPH04] is generally very
stable. However, degenerated cells or intersections at very small angles may in-
troduce inaccuracies that are visually perceived as discontinuities along virtual
paths. Another important aspect is, that in general, we do not assume our LCS
structure to re-simplify during the flow integration process. On the same note,
this approach does not cope with moving or vanishing LCS with increasing
τ . This would require to trace back split events and to determine, whether a
certain particle really enters and leaves a cell or just passes by. In general, this
decision requires additional trajectory samples. The same is true for vector
fields containing divergence, that may produce spatial undersampling over
time. Still, the geometry and change of the surface area of advected cells in
the graph structure is a suitable indicator to detect such areas.
3.3.5 Results
We demonstrate the effectiveness of our method for a number of flow fields that
are either synthetic benchmarks or stem from numerical simulations. All FTLE
fields that are shown for comparison were computed with Haller’s [Hal01a]
classic algorithm. The first three examples use an underlying smooth velocity
field from which a low number of path lines are sampled. Clearly, for such
data sets better LCS structures can be obtained simply by sampling more path
lines (e.g., by using AMR [SP07a]). This is used as a ground truth to compare
the LCS approximations. However, the last two examples (optical flow and
SPH) do not come with an underlying field so our method is the only one
available that achieves subgrid accuracy.
Double Gyre
Data.
The first example is the double gyre example introduced by Shadden et
al. [SLM05]. This synthetic data set is frequently used to illustrate the per-
formance and suitability of FTLE approaches such as strain lines [FH12] or
material FTLE [GOPT11]. We consider integration times τ = 10 and τ = 20.
Figure 38 shows FTLE computed on a low resolution 60× 30 (Fig.38 a,b)
compared to our method on a 30×30 grid. The path id is color coded so that
different paths can be distinguished. Fig.38 shows a high resolution 512×256
grid compared to the resulting strain lines by Farazmand et al. [FH12] and our
approximation (with 5% longest virtual paths). For this example, our approach
captures the most prominent ridge structures, until τ = 20 even for a very
coarse sampling. In contrast, FTLE on a comparable number of trajectories
fails to capture major LCS structures as can be seen in Figure 38 b). In vi-
sual comparison to strain lines virtual paths also approximate prominent LCS
(Figure 38), while differences can be observed in areas of lower FTLE values.
The double gyre data is also shown in Figure 31 to illustrate the effect of the
material condition, and in Figure 37 (and 36) for experiments on accuracy and
robustness (see previous Section 3.3.3).
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a) FTLE (60x30, =10, =0)τ t
b) FTLE (60x30, =20 )τ , =0t
c) Virtual Edges & initial grid (30x30, =10, )τ =0t
d) Virtual edges & initial grid (30x30, =20 )τ , =0t e) Strain lines [FH12] & Virtual paths (τ=20)
Figure 38.: Double Gyre: a) FTLE at low resolutions ; b) our results with ma-
terial condition displaying all virtual edges in the base grid colored
by path id ; c) comparison of strain lines (from [FH12],εdg = 0.1,
512×256 grid) with the 5% longest virtual edge paths.
Cylinder Flow.
The cylinder flow field represents a simulated fluid flow that has been created
using the Free Software Gerris Flow Solver [Pop04]. Its temporal evolution
is dominated by a periodic vortex shedding which leads to the famous von
Kármán vortex street. The alternating recirculation structures cause strong
flow stretching especially behind the cylinder. Figure 39 shows the FTLE fields
and results of our method: The upper half of the topmost image shows FTLE
computed on a high resolution 300×700 grid. The lower half compares to a
40×180 grid, which is less than 4% of the high resolution samples. On low
resolutions, features are blurred and are likely to be distorted or missed in a
ridge extraction. In contrast, our method produces sharp and detailed features
even for low resolutions as shown in the center. The close-up at the bottom
reveals that shape, number, and location of the LCS are clearly recognizable.
Colors of virtual edges encode their stretching during advection, which yields
an approximation to FTLE (see Sections 3.3.1 and 3.3.2). Note that we use a
regular triangulation of the underlying grid. The advected and corrected grid
is shown in Figure 32.
Heated Cylinder.
The second simulated data set captures the natural convection above a
heated cylinder using the Boussinesq-approximation to generate the turbulent
vortex behavior (simulated using Gerris Flow Solver [Pop04]). In the space-
time domain it starts with a stagnant fluid, while due to heating a highly
turbulent plume develops quickly above the cylinder, which becomes apparent
in Figure 40. It shows an FTLE field compared to a virtual edge map computed
by this method. This is done for fixed τ = 20 and different t = 20,30,40,
and we use significantly less samples as input to our method. Although the
virtual edge map shows discontinuities due to triangulation, virtual paths reveal
distinct and well resolved LCS features. The FTLE field uses ≈ 2.7× higher
number of samples, still features get lost and can only be reconstructed using
higher sampling rates (e.g. AMR [SP07a]). Features extracted with our method
are represented by distinct polylines as illustrated in Figure 41, where the 20%





Figure 39.: Cylinder Flow (τ = 120, t = 0). Top: FTLE for original flow
field resolution (300×700) and low resolution (40×180). Center:
our result ; Bottom left: Adaptive map (40× 180) with linear
interpolation of edge length values. Bottom right: close-up of our
resulting adapted mesh colored by edge length.
a) FTLE sequence (60x120, =20, t=20,30,40)τ b) Adaptive map sequence (36x72, =20, t=20,30,40)τ
Figure 40.: Heated Cylinder: Time sequence comparison for FTLE and adap-
tive maps with a fixed τ = 20 and t = 20,30,40. FTLE uses nearly





Until now, LCS have been extracted from given (physical) flow fields. One
particular feature of our method is that LCS are extracted right away from
given trajectories without need to evaluate the flow field itself. This opens
applications to scenarios, where only trajectories are measured. One example
is optical flow data, and we apply our method to the marathon sequence
benchmark data. To segment crowd video data, FTLE has been successfully
used for dense optical flow data by Ali et al. [AS07]. However, computing
dense optical flow fields is computationally expensive and does not necessarily
exploit the adaptive nature of the underlying motion.
Sparse
optical flow
To speed up computation and to avoid oversampling sparse methods have
been proposed, e.g., by Senst et al. [SES10, SEES11]. Sparse methods com-
pute a set of irregularly distributed trajectory samples to represent motion in
the underlying image sequence. In this example, our method is applied to a set
of sparse trajectory data of a marathon sequence. The original video data has
83
Figure 41.: Heated Cylinder: Strongest LCS approximations in space-time
computed on a 36×72 grid.
a resolution of 720×404 pixels, while the optical flow field trajectories have
been computed for 297 frames. For our evaluation we used a 2040 trajectory
samples, with an initial random distribution. The resulting feature approxi-
mations obtained with our method are shown in Figure 42: a) shows the first
frame of the video sequence, while b) and c) show the 80% and 10% longest
virtual paths structures, respectively. The features clearly separate areas of
strong motion separation and characteristic patterns within the motion field.
Filtering the strongest features allows to them to the most dominant structures,
which can help to detect irregular patterns [AS07]. In this case, for example, a
group of persons is standing close to the cordon of the running area, which
creates an irregularity in the virtual paths due to people running around the
blocked area (highlighted in Figure 42).
Figure 42.: Marathon Sequence: Our method applied to a sparse irregular
trajectory sampling computed from a marathon video sequence.
Image a) shows the first video frame, b) the 80% longest features,
and c) the 10% longest features extracted. A group of persons
blocking running area creates a separation irregularity along the
cordon which has been highlighted in a) and c)
SPH simulation
trajectories
The final example presents a 2D simulation that has been done using a
state-of-the-art SPH tool and contains about 5000 particles filling up a limited
rectangular domain (Figure 43 a). After the simulation the geometry of every
particle trajectory was exported (see Figure 43 b)). All available trajectories
are sliced at t = 38, created an initial grid using Delaunay triangulation, and
reconstructed the cell complex for τ = 58. The results of our approximation
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are shown in Figure 43 c) (virtual paths and initial grid in gray, 10% longest
paths are high lighted). The virtual paths are less smooth than in the first
three examples since trajectories of SPH simulations are not necessarily as
smooth as integral curves of a dense vector field. However, our method still
reveals the basic Lagrangian behavior and indicates two dominant symmetric
LCS structures around the inlet, and the two major vortex structures. The
approximations provide a basic feature-oriented analysis of trajectory data,
that would have been inaccessible to previous methods.
Figure 43.: SPH Simulation: Slice of the SPH simulation at t = 38. a) shows
the simulation setup and the domain, b) a rendering of the trajecto-
ries in space time, and c) the base grid with virtual path structures
(light grey, 10% longest highlighted in orange, τ = 58)
Performance
For all our experiments we used single core of an Intel i5 CPU with 2.7GHZ
and 8GB of RAM.
Task Time Percentage
Line Advection 0.640 s 0.79
Cell Reconstruction 1.555 s 1.92
Intersection Tests 78.854 s 97.29
Table 1.: Timings: The most time consuming part are the intersection tests.




In this Section we present a novel approach to reconstruct approximations of
LCS using an additional material condition during advection. The presented
concept provides the following benefits:
• Direct feature extraction: LCS approximations are a direct result of
our algorithm and are obtained as piecewise linear curves (virtual paths).
In contrast to existing FTLE methods, this requires no post-processing
such as ridge extraction [Ebe96].
• Parameter free: input to this method are particle trajectories (or a flow
field and particle seeds, respectively) and an initial grid structure. The
grid or more general cell complex can be chosen arbitrarily as a regular
as or irregular structure as long as it provides a partition of the domain.
• Derivative free: No derivatives of the flow field are required. The
flow map or its gradient are not approximated explicitly. In fact, the
result is solely generated from geometry adaptation steered by the given
trajectories and our material condition.
• Reduced sampling density: The method requires a significantly lower
number of samples than comparable approaches. Even for very low
resolutions and for long integration times it still achieves LCS features
of adequate accuracy, which is not limited by the grid resolution.
• Time line and path surface reconstruction: The method allows for
efficient reconstruction of discrete time lines and path surface by simply
traversing a graph that encodes the topology of the initial grid and the
events that adapt the grid. This adaptation is based on the violations of
the material condition and fundamentally differs from common AMR
methods based on separation.
In conclusion, the proposed method becomes especially interesting in appli-
cations, with a limited amount of measured or simulated particle trajectories,
an irregular base grid, or no dense continuous description of the underlying
vector field available (e.g., [SFBP09, JFSP10, Thi10]). It has been shown that
our method delivers good approximations to discrete time lines and LCS on dif-
ferent input grid types and over long integration intervals. Due to the adaptive
material refinement, this procedure reduces the risk to miss important features
in sparse samplings, compared to established Lagrangian methods such as
classic FTLE [Hal01a] or localized methods [KPH+09] (see Section 2.5.2).
For future work the question arises, whether the same concepts can be applied
to obtain LCS Surfaces in 3D time-dependent flow fields. Furthermore, the
proposed material tracking may open up new possibilities to enhance existing
refinement criteria for sampling grids and integral surfaces in flow fields.
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3.4 C L U S T E R I N G O F L AG R A N G I A N FL OW M E A S U R E S
Besides the prominent FTLE measure, there exists a body of further methods
to quantify structural properties of flow fields (see Section 2.5). To intuitively
communicate important and meaningful areas in vector fields clustering meth-
ods provide a reasonable alternative to a structural segmentation e.g., by ridges
in Lagrangian measures. This Section will discuss an approach to extract and
identify regions of meaningful flow properties, as well as to communicate flow
characteristics by directly visualizing groups of similar flow behavior instead
of displaying the bounding separation structures. Furthermore, the focus is on
the automated identification of suitable integration intervals for τ , to obtain
flow features on a reasonable scale. The work presented in this Section has
been published [KLG+11] and was realized in close collaboration with Dirk
J. Lehmann, Rocco Gasteiger, Matthias Neugebauer, Bernhard Preim, and
Holger Theisel from University of Magdeburg.
3.4.1 Approach
The goal of the work presented in this Section is to identify and visualize
clusters according to the similar trajectory geometry of the vector field. For
this, we introduce a curvature-based characteristic scalar field of the vector
field that captures both local and global properties. Hence, a single cluster
represents a certain region within the vector field where the flow behavior
is similar in terms of the a scalar measure (e.g., arc-length, bending energy
or separation, see Section 2.5.1) over a specified integration range. Given a




 ; x =
xy
z
 ; u,v,w,x,y,z ∈R
with a stream line s(t) ∈R3 defined through
s˙(t) = v(s(t)) ; t ∈ [−∞,∞] ∈R.
A segment of stream line pxs,τ(t) is a certain part of a stream line defined by:
pxs,τ(t) := s(t) ; t ∈ [0,τ ] ; s(0) = xs
where xs is the start point of the segment. The parameter τ ∈R controls the
range of the considered part of the stream line. Note that in the following we
assume to start integrating at t0 = 0 (since the steady case is time-independent)
and define τ as the considered integration interval within one time step.
1. Characteristic Scalar Field:
We calculate a scalar field s = s(x) :R3→R that is characteristic with
respect to the curvature behavior of the vector field (Section 3.4.2). This
step needs to be done just once per vector field as a pre-process.
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2. Clustering:
A clustering of the scalar field s is applied while the average cluster size
can be steered via a parameter α ∈R (Section 3.4.3). Each resulting
cluster groups a region of similar curvature behavior.
3. Rendering:
For render purposes each cluster is associated with a 3D mesh. Further-
more, a semantical classification is applied such that the color of the
mesh conveys information of the flow behavior (Section 3.4.4).
3.4.2 Characteristic Scalar Field
One core aspect is the calculation of a scalar field that encodes aspects of the
flow behavior of the vector field. The term “characteristic” indicates that a
region within the scalar field corresponds to a region of the vector field with
a specified semantical behavior. For instance, a core of swirling motion or a
laminar flow region might be bounded by such a region. Similar approaches
often use multi-scale strategies in order to detect those regions, whereas the
scale itself parameterizes the approach. Thus, the problem of finding an
optimal scale size is outsourced to the user. Instead, we propose an automatic
construction of a characteristic scalar field by considering the optimal scale
for semantical relevant structures by intrinsic properties.
Clustering of
bending energy
The challenge remains to find a suitable Lagrangian measure that de-
scribes the field on different scales by a single value. Among others, one
specific geometrical and topologically relevant measure is curvature. Curva-
ture has already been successfully applied for the structural analysis of vector
fields [The98, WT02, PLMH12]. Applied to tangent curves, the advected
curvature describes the bending energy of this curve. Note that the presented
concept can be extended to other Lagrangian measures (see Section 2.5.1) as
well to define topological structures on different integration scales. For exam-
ple critical points can be detected considering local field curvature [WT02],
while global structures, such as separatrices, can only be defined using longer
integration intervals.
Using curvature and the definition of bending energy, we can model a
smooth transition between local and global semantical structures. Let bxs(τ) :
R3 → R be the bending energy in arc-length parameterized segment of a







with the curvature defined as
κ(pxs,τ(t)) =
||pxs,τ ˙(t)× pxs,τ ¨(t)||
||pxs,τ ˙(t)||3
,
the outer product (.× .), and the first and second derivatives pxs,τ ˙(t)/pxs,τ ¨(t).
The bending energy bx(τ) is defined for each space point x of vector field
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Figure 44.: Flow behavior of stream lines. (a-b) The red point marks the
position where the flow behavior changes along a certain stream
line. (c) A set of stream lines can be used to distinguish regions
of similar flow behavior. (d) A stream line and their relations. (e)
Bending energy bx(τ) as function of τ and space point x. (e) First
derivation of the bending energy bx ˙(τ) where τe marks an extrema
of this function, which corresponds to a turning point mentioned
in (a-b). Note: the 2D images (a-c) are projections from 3D space.
Thus, the perception of such turning points is not intuitive.
v(x) as a function over a segment of a stream line. The length of this segment
can be controlled by τ . Hence, this function describes the flow behavior of a
stream line starting at x over different scales of τ in a geometrical sense.
Determining
suitable τ scales
Having this in mind, the question arises which scale is the best one? Consid-
ering a space point x, we consider τ as the best scale which distinguishes the
stream line in parts of different flow behavior. This is illustrated in Figure 44
(a,b,c). In order to detect such relevant values of τ we analyze the correspond-
ing bending energy functional over τ . Figure 44 (d) illustrates the bending
energy bx(τ) for a certain range of τ ∈ [τa,τb] and according to an space point







This statement corresponds with the turning point of the bending energy
function. As there might be more than one extrema we define a set τE . To
describe the flow behavior in the environment of space point x, the first change
of the flow behavior is of interest is given by τe :=min(τE). The characteristic
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bx(τe) if τe ∈R,
∞ else,
where the boundaries of the considered τ interval are given by τa = −∞ and
τb = ∞. Note, that s(x) is infinite where no τe is defined for a certain x. This
is equal to the case of not having a change within the flow behavior. For
subsequent processing those regions that fulfill this condition are grouped into
a separate cluster. Using real data the quality of the structure in the scalar
field s(x) is strongly influenced by the level of noise. Thus, additional noise
handling is required. In order to distinguish multiplicative noise from the
actual data and to restrict the range of the values in s(x) our approach applies
a log-transformation given by: s(x)log = ln(s(x)+ 1). Further, we apply a
basic noise filtering by means of a median filter [KP94] Φ = Φ3×3×3 and
a kernel size of 3× 3× 3: s(x)log = Φ(s(x)log). The resulting scalar field
s(x)log encodes the relevant structures of flow behavior. The next step is to
group/cluster regions within the resulting scalar field.
3.4.3 Clustering
Concerning the clustering, literature provides a variety of explicit clustering ap-
proaches, e.g., an adaptive region growing as described by Fan et al. [FZBH05]
or k-means clustering by Kanungo et al.[KMN+02]. Unfortunately, most tech-
niques need to be seeded for instance by predefining the number of centroids.
The choice of the seeding parameters significantly influences size, number,
and shape of the generated clusters. Besides, the choice which clusters are
really semantically relevant would remain ambiguous after the clustering.
Further clustering methods as the stable Mean Shift approach presented by
Comaniciu et al. [CM02] depend on estimating the density gradient in the
feature space. This approach can be applied in any dimension and relies on
adequate selection of sampling resolution and -kernels. However, this requires
the expensive detection of critical points within the feature-gradient vector
field. To avoid those seeding constraints and integration operations within
the feature domain, our approach uses an implicit clustering that is caused by
semantic dependencies. This can be done with the aid of the density function
P = P(s(x)log) ∈ [0,1] :R→R.
This function describes the probability of occurrence (i.e., histogram) of a
certain bending energy value of the characteristic scalar field s(x)log. Referring
to image processing, we assume that the variance of the bending energy within
one semantical cluster is smaller than between them (Fig. 45 (a-b)). Hence,
the minima smini ; i = 1, . . . , l of the density function P(s(x)log), with
smini := P(s ˙(x)log) = 0∧P(s ¨(x)log) > 0,
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Figure 45.: Clustering pipeline: (a) Example of a complex vector field to be
clustered. For illustration purpose just two dimensions are visual-
ized. (b) Density function P(s(x)log) of the characteristic scalar
field s(x)log and (c) the minima in P (green). (d,e,f) Overview
about the relations between number of clusters C(α) and the cho-
sen threshold α (down), the resulting clustering within the density
function (middle) and the final space clusters (up): the threshold
α grows from (d) to (f). Note, that the final clustering completely
fills the vector field and the average volume of the space cluster
increases with a growing threshold α .
distinguish l− 1 adjacent clusters C j; j = 1, . . . , l− 1 from each other. Fig-
ure 45 (c) illustrates this. To handle boundary effects, the largest and smallest
scalar values of s(x)log are minima per definition. A single cluster C j of the
density function is bounded by the minima smini and smini+1 : C j := s(x)log ∈
[smini ,smini+1 ]. As illustrated in Figure 45 (d-f), the number of clusters C(α)
depends on the number of adjacent minima that form a cluster. This number
can be controlled by a threshold α ∈R: the approach merges adjacent clusters
whose boundary minima satisfy the condition
|di|< α ∈ [snr,max(s(x)log)] ; di = smini− smini+1 ,










i=0(|di|− 1l−1 ∑l−1i=0 |di|)2
.
The number of clusters C(α) decreases with α in a non-linear fashion. There-
fore, threshold α should be larger than the signal-to-noise-ratio in order to
avoid an unmanageable large number of clusters and noise artifacts.
Cluster
projection
The back projection of the resulting clusters onto the vector field’s space
(Fig. 45 (e)) reveal the actual semantical grouping (Fig. 45 (f)). Note, that
this back projection requires a connected component analysis on the resulting
clusters. We use the term space cluster in order to distinguish between the
cluster in the vector field and the clusters of the density function. Although
all space clusters are potentially meaningful for a visualization purpose we
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Figure 46.: Comparison of different scalar fields of the bending energy with
our characteristic scalar field:(a) underlying vector field as line
integral convolution visualization, (b,c,d) the scalar fields of the
bending energy for different τs, (e,f) our characteristic scalar field
with different parameterization for α . The color coding corre-
sponds to the resulting clusterization.
suppress those clusters with a small volume. Therefore, the approach uses
only those space clusters with the largest volume which form together at least
90% of the volume of the vector field.
3.4.4 Rendering
For the final visual presentation our approach calculates a representing mesh
per cluster. To obtain this mesh the voxel raster (which numerically repre-
sents a cluster) is re-sampled onto a higher resolution to reduce numerical
artifacts. Afterwards, the re-sampled voxel raster is morphologically smoothed
[HSZ87] and a mesh structure is constructed by using a classical marching
cube approach, which represents the hull of the cluster. Subsequently, the
resulting mesh is smoothed using Laplacian filtering. In addition to this, we
propose to encode characteristic properties of the vector field onto the visual
representation of the mesh, to describe the trend of the field within a cluster.
For the application three cases are distinguished: a “laminar” flow, a “vortex”
flow, and “turbulent” flow. Note, that such a “trend” just summarizes the major
flow behavior. For instance, a “laminar” cluster is dominated by laminar flow
behavior. However, different flow behaviors can be part of this cluster, too.
Characterizing
clusters
In general, we assume the complex eigenvalues λ1,2,3 of the Jacobian
J(v(x)) to provide a reasonable description of the local flow behavior. Thus,
the imaginary parts give information about the rotational behavior and the
real part about the translational behavior. To decide which trend outweighs,
this technique calculates for each space cluster Ci the mean/standard devia-






















(max(|ℜ{λ1,2,3(v(x j))}|)−µ iℜ)2. (33)
The mean µ iℑ and standard deviation σ
i
ℑ for the imaginary part of the eigenval-
ues is given by exchanging ℜ with ℑ within Equation 32 and 33. In order to
accelerate this calculation, a Monte-Carlo-Sampling is used with a representa-
tive subset of a number Ψ of cluster elements x j ∈Ci which avoids considering
all elements. Using this, we assume the standard deviation σi (of a certain
cluster Ci) directly correlates with the probability is Pc(σi) that a certain clas-
sification c has been chosen correctly. By using this statement – and under the
assumption of a the “law of rare events” – a maximum-likelihood estimation
reveals that class c is chosen correctly, concerning the significance level of
0.1, if the condition σi > 2.9957·µ0 is fulfilled, with µ0 = median(σi). Our
classification of the major trend of the flow behavior is given by the relations
between these three features. A cluster with large standard deviations is or-
derless and is assumed to be “turbulent”. If the standard derivation of the
imaginary parts is large the flow is classified as general “vortex” behavior.
In all other cases the cluster is classified as “laminar”. This classification is
mapped onto the color of the mesh: turbulent→ orange, laminar→ green,
and vortex→ blue.
3.4.5 Application Scenarios
In this Section the results for our method on different data sets are presented
in comparison to visualizations based on stream lines. All computations have
been done on a system with 3.5 GHz CPU, 8 GB RAM with WIN XP OS.
Analytic case
Figure 46 shows a comparison between scalar fields with different integra-
tion times (b-c) and our characteristic scalar field (d,e) (see Section 3.4.1).
The data are visualized by Figure 46 (a). Concerning this example, the vortex
core regions are of special interest. Illustration 46 (b) shows that this regions
are well emphasized (orange) for smaller integration times τ = 100. Unfortu-
nately, with increasing τ = 500 or τ = 1000 this regions loose importance due
to the increasing scale. This indicates that the choice of an appropriate integra-
tion time is ambiguous (cf. Section 3.4.2). In comparison, our characteristic
scalar fields (shown by Figure 46 (d,e)) contains both mentioned regions (blue,
violet/red). Note, that our approach produces clusters around critical points
(see Figure 47). The clustering of our characteristic scalar field in Figure 46
(e) is based on the threshold α = 0 which is lower than the corresponding
signal-noise-ratio. This results in a higher number of small clusters and an
increasing influence of “salt and paper” noise. Therefore, the signal-to-noise-
ratio should be the lower boundary for the value of α (cf. Section 3.4.1). In
contrast, the clusterization of our characteristic scalar field in Figure 46 (f) is
based on the threshold α = 5 which is larger than the signal-to-noise-ratio.
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Figure 47.: Illustration of the 3D analytic example (from left to right): stream
line plus glyph-based topology visualization, obtained cluster sur-




Our technique has been applied to two medical examples, simulating the
blood flow in cerebral aneurysms. Biomedical researchers and neuroradiolo-
gists are interested in a deeper understanding of the correlation between the
blood flow behavior and the aneurysm initiation, progression and the risk of
rupture [CL93]. The first aneurysm data set represents an artificial aneurysm
model consisting of a straight inflow and outflow tube as well as sphere-like
aneurysm sac (bottom row figure 49). The second data set is a patient-specific
aneurysm derived from a computed tomography scan (top row figure 49).
The results of our method indicate a higher cluster complexity close to the
aneurysm sac, while our classification indicates higher amount of rotational
behavior. This additional semantical information can be used to further refine
regions of special interest.
Figure 48.: Results of the clustering for two medical data sets.
Technical
data sets
The last two technical data sets contain one wing data set and a simulation
of a hydro cyclone. The wing data set represents a simple model of the 3D
flow around an airfoil and contains a laminar inflow region producing a vortex
region behind the lower part of the wing as illustrated in Figure 48 in the
bottom row. The final data set was produced from a high-resolution simulation
of a hydro cyclone. Hydro cyclones are devices for separating substances in
liquid suspension. The device is shown in Figure 48 top row and consists of
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Figure 49.: Results of the clustering for two technical data sets.
an inflow area where the fluid is injected under high pressure. Due to high
rotatory motion, the inflow area in the upper part is dominated by a laminar
flow behavior. The separation itself takes place in the device’s center area.
Our classification scheme (Section 3.4.3) classifies the majority of clusters as
rotatory behavior.
3.4.6 Summary
We present a novel approach to visualize vector fields using a clustering based
approach. Our approach emphasizes regions in the flow (and relate to the
topology) of the vector field and includes the definition of a characteristic
scalar field based on the bending energy of the underlying vector field. This
describes the integral behavior over relevant scales, i.e., local and global scales
within one compact representation. This can be used to produce expressive vi-
sualizations of semantically relevant regions. In addition to this, we introduced
a parameter to control the amount of resulting clusters and applied our method
to a set of examples, showing its practical application for specific visualization
goals. Besides curvature, the presented approach can be extended to additional
scalar measures, that are known to encode semantical information, e.g., ad-
vected accelerations [KRHH11] or arc-length. This allows to produce more
improve the resulting cluster visualizations towards more specific visualization
goals in the corresponding application domain. Especially interesting remains
the relation to separation features (e.g., FTLE ridges) in the flow, as they are







Lagrangian measures have been shown to be a versatile and effective tool
to describe structural features in vector fields. However, although they are
already established in the flow visualization and dynamical systems theory,
up to now, there are only few examples, where they are integral part of a real-
world workflow (e.g., for fluid flow process optimization, or improvement of
geometries interacting with particle flows). The goal of this part of the thesis
is to exemplify the applicability and benefits of those methods, especially in
examples close to practical scenarios. It will be shown, where Lagrangian
methods and their extensions become particularly useful, and offer novel
insights into complex flow data that may not be available using local analysis
techniques only. This part of the thesis will demonstrate examples from three
major application areas:
• Technical application: The optimization and improvement of advanced
machinery requires the effective evaluation and exploration of complex
simulation or measurement data. Due to the sheer size and complexity
of such data, often no global, feature-oriented analysis is available. Fur-
ther, such features have to be brought in context with the underlying
physical flow phenomena, in order to yield suitable improvements or
make further design decisions. Both require a structural, feature-based
understanding of the flow and transport phenomena. In Section 4 it
will be shown, that this can be achieved using unsteady particle-based
methods.
• Medical application: The simulation of blood flows is a comparably
new and challenging topic that combines insight from complex biologi-
cal systems with a physically motivated flow analysis. In Section 4.1.2
Lagrangian measures and flow clustering methods will be shown to
deliver additional insights into the structural flow dynamics of blood
flows.
• Optical Flow application: Besides physical phenomena, Lagrangian
methods are capable of describing features from time-dependent motion
flow fields obtained from video data. In Section 4.1.2 it will be shown
that the introduced methods are well-suited to capture characteristics in
optical flow fields and associated image data. The resulting descriptors
are used to improve automated machine learning approaches, as well as
for the direct visual analysis of motion properties in a video sequence.
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4.1 T E C H N I C A L A P P L I C AT I O N S
4.1.1 Case Study: Hydrocyclone
The first technical application case represents the simulation of a so called
hydrocylcone. Hydrocylcones are widely used to separate particles in liquid
suspensions based on density variations. In practice such devices are used
to separate oils from liquids, clean up soiled fluids, or filter suspended dust
particles in gases, to name a few examples. In general such devices use
separation effects due to centrifugal forces, gravity and inherent drag, while
separated particles leave the device on different regions.
Data set
Geometry
The geometry of the analyzed data set, shown in Figure 50, resembles a
typical setup for such devices, that is separated in two functional regions: The
top region consists of a cone-shaped base geometry, with an inlet feeding the
incoming flow tangential direction, creating a high-speed rotatory movement
in the upper part. The cylindrical outlet is placed in the center of the upper
part, transporting lighter particles out of the device. The lower region consists
of an inverse cone, containing the heavier and slower separated particles. Both
regions are divided by a transition zone where the actual separation takes
place. Special interest during its construction is on the optimization of the
boundary geometry that directly impacts the separation behavior, and hence
the effectiveness of this device.
Figure 50.: Geometry views of the hydrocyclone data set.
Simulation
setup
The simulation itself was produced using the commercial Ensight simulation
package and is provided Ensight binary format by Markus Rütten (DLR,
Göttingen). The geometry of the data set consists of approximately 2 Million
nodes ( 2GB of data, see Figure 50) plus three additional scalar fields (pressure,
kinetic energy, turbulence parameters) shown in Figure 51. The irregular
adaptive grid consists of mixed cell types. The internal volume of the device
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a) Kinetic energy b) Pressure c) Pressure detail
Figure 51.: Volume rendering of two scalar fields: Kinetic energy (top left)
and pressure (top right). The bottom Figure shows a zoom view of
the local pressure minima at the center of the device.
is represented by tetrahedral cells, while hexahedral cells are used to model




In this case, the analysis has been carried out using a single time step,
representing a steady 3D flow field. Furthermore, the data set has been
re-sampled to a regular grid containing 100× 100× 100 cells. Although
dealing with a static field, capturing the characteristic and functionally relevant
features in the flow field remains challenging. The volume renderings of the
given local scalar fields in Figure 51 reveal basic structural information about
local kinetic energy maxima (e.g. right below the separation zone) and local
pressure minima (e.g. at the center of the upper outlet region). The zoom
view in Figure 51 shows two low pressure areas indicating cores of rotational
behavior [MK97]. However, this has only little value to derive information
about the overall separation behavior. Hence, the analysis of the can clearly
benefit from the use of global, integration-based methods.
Stream line
placement
The use of integral curves, such as stream lines (see Section 2.2.2), typically
gives a first insight into properties of the underlying vector field. In this case,
stream lines capture basic flow characteristics as shown in Figure 52. However,
visual clutter prohibits a detailed exploration of areas of higher turbulence
and high separation. Besides, they require concise seeding in order to allow
for expressive representation of flow features. The application of vector field
topology (VFT) is also less-suited, as in the high-velocity upper part of the
machine only one critical point (an attracting focus point below the outlet
tube). In the slower, turbulent regions a large number of critical points and
separatrices can be identified, that hamper an effective or quantitative analysis.
In addition to this, all global VFT structures can only be described via the
asymptotically behavior of complete trajectories, while a comparison between
different integration time scales is not possible. As a result, a meaningful
characterization or segmentation of the flow in those areas on a global scale is
not guaranteed in this case.
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a) b) c)
Figure 52.: Seeding of stream lines at different parts of the data set, represented
as ribbons to highlight twisting and turbulent areas and depict basic
differences in the flow behavior.
a) FTLE τ = 1 b) FTLE τ = 5 c) FTLE τ = 30
Figure 53.: Slices for the FTLE measures for integration time τ = 1,5,30 re-
vealing basic particle movement directions by means of shear
layers between different velocities around the center outlet region.
In contrast, Lagrangian measures by means of FTLE offer better insight into
global flow features on different integration scales τ . The integration scale
increases the complexity of the resulting scalar field which represents material
separation structures.
Figure 53 shows evolving circular paths created by particles of different
velocities moving on different radii below the upper outlet region. In this
case FTLE ridges are caused by shear effects due to those speed differences.
The center outlet area is characterized by further local minima denoting lower
separation rates, and correlation to the vortex core regions in the center. In the
bottom region shown in Figure 54 illustrates turbulent flow patterns evolving
with increasing integration time. Note that bump shading technique has been
applied to increase the local contrast of the visualized FTLE fields. Within the
transition zone, the flow is dominated by a single structure denoting strong
separation in this part. Especially, shape and extents of this feature can be of
special interest when optimizing the geometry of such devices. Figure 55 and
56 illustrate such ridge structures in the transition area of the device.
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a) FTLE τ = 5 b) FTLE τ = 30
Figure 54.: Slices for the FTLE measures for integration time τ = 5,30 show
dominant structures in the turbulent flow region.
a) FTLE τ = 1 b) FTLE τ = 5 c) FTLE τ = 10 d) FTLE τ = 15
Figure 55.: Slices for FTLE measure at the center region show evolving separa-
tion structures on different integration scales.
a) FTLE τ = 1 b) FTLE τ = 5 FTLE τ = 5 (rotated) c) FTLE τ = 15




Although the resulting fields, allow for a first insight into separating behavior
on different integration scales, the actual physical importance of the observable
(steady) features cannot be verified in this case. On the same note, it cannot
be quantified, whether re-sampling is eligible in this case, with respect to the
practical design task.
Summary
In summary, the presented application case illustrates the potential use of
Lagrangian methods to further characterize global flow properties, also in
application to steady flow fields. Further, integration-based global methods
can be combined with traditional analysis techniques (e.g., stream lines or
local scalar fields) to improve the feature-oriented analysis of the data and
assist decisions based on such data.
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4.1.2 Case Study: Centrifugal Pump
The second technical application represents a high-resolution simulation of
a centrifugal pump used to transport liquids within pipe systems. Among
fluid transport such devices have a broad range of potential use scenarios. A
more detailed explanation of the physical context of this simulation is de-
scribed by Lucius et al. [LB10]. The presented evaluation case has been
published [OKET12] and was realized in close collaboration with Mathias
Otto, Wito Engelke and Holger Theisel from University of Magdeburg. The
data is courtesy of the Institute of Applied Mechanics, Clausthal University (
Germany), was provided by Dipl. Wirtsch.-Ing. Andreas Lucius, and has been
part of the IEEE Vis Contest 2011 (http://sciviscontest.visweek.org/2011/).
The core components of the software prototype have been implemented to-
gether with Mathias Otto and Wito Engelke from University of Magdeburg,
while this work contributes the conceptual design and evaluation of the La-
grangian methods.
Rotating stall
The simulation itself was conducted under part load conditions, meaning
that the pump operates below optimal speed settings. In this scenario, one
central aspect is the analysis of the so called rotating stall phenomenon [LB11].
Rotating stall is caused by smaller airfoil stalls that are initiated a the tip of the
rotor blades. Once initiated, such smaller, local stalls can develop into large
stall cells that denote delineated areas of stagnant or counter-rotating fluid
moving against the inflow direction. This phenomenon can lead to significant




The main components of this device can be split into an inlet area, an
moving impeller producing a rotatory motion within the flow, and an area
where the accelerated liquid is transported into the outlet areas. This functional
principal is illustrated in Figure 57. The data is available in Ensight ASCII
and ANSYS format, including two velocity fields, four scalar fields, and up
to three additional method specific fields describing turbulence parameters
of the respective simulation models. The simulation has been run using
three different simulation models (namely scale-adaptive simulation (SAS),
detached-eddy simulation (DES), and shear stress transport (SST)) to study their
applicability towards modeling the rotating stall effect.
Turbulence
models
The major difference between those models is the internal handling and
representation of turbulence. Current state-of-the-art models use hybrid ap-
proaches, combining Reynolds averaged Stokes equations (RANS) and large
Eddy simulation (LES) [LB11] models. On the one hand, RANS approaches are
based on the eddy viscosity concept and require an additional eddy viscosity
parameter. This is only an approximation of the small-scale flow behavior and
might fail in areas of strong separation (e.g., shear layers). On the other hand,
LES methods directly resolve the turbulence on smaller scales and strongly rely
on a high grid density in such areas. In general, it is not feasible to use such
high-resolution solution approaches in more complex simulation scenarios,
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due to the large amount of nodes necessary. Hence, hybrid approaches use
both models combined, while the presented SAS and DES model are two hybrid
approaches, and SST is a state-of-the-art method for the RANS model.
Geometry
The flow fields were given as a vertex-based description on an adaptive
hexahedral grid containing 6.7 Million nodes and 6.4 Million cells, illustrated
in Figure 57. The data set describes one complete circulation of the rotor
sampled in 80 time steps taken from a longer simulation run of about 2000
time steps. Note that due to the strong differences between the first and last
time step, a non-periodic flow behavior is assumed for the given time interval.
Functional Behavior
Based on its practical task the given centrifugal pump can be split into specific
regions of different functionality during the running state (Figure 57): The
first inlet area injects the fluid into the rotor area in orthogonal direction. The
rotating impeller accelerates the incoming fluid and enforces a rotatory motion
adding kinetic energy while increasing the pressure (compare Figure 59) due to
centrifugal forces. In this case, the impeller consists of five blades that divide
its volume into five different channels. Note that we will use a fixed clockwise
enumeration scheme for the individual channels (shown in Figure 64) and a x,y
perspective for all images of the transport area. During movement, the impeller
distributes the incoming fluid among those channels and accelerates the flow
outwards into the transport area. Within this area, the fluid moves at high




Figure 57.: Functional overview of the pump and sectioning based on transport
behavior in a) to c) and the underlying grid in d) and e).
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a) b)
Figure 58.: SAS model: a) shows path lines in top view indicating circula-
tion. b) contains dense seeded path lines in the absolute frame of
reference.
Simulation goals
The overall goal of the simulations is to understand and optimize the flow
throughput of the incoming fluid, and maximize the pump efficiency under
varying operating speeds and load conditions. In general this implicates that
recirculation and backflow effects (such as rotating stall as a special case)
within the pump are sought to be avoided. In this case, both effects are tightly
coupled to the presence of large-scale vortices in the representing flow field.
Thus the analysis is focused on the identification of vortical structures and
backflow events in functionally important regions.
Inlet Behavior
By construction, the pumping device is characterized by a substantial pressure
increase while observing the motion towards the outflow region (see Figure 59
a)). Local minima in the pressure values are known to correlate to centers of
rotatory flow motion [BS94, MK97]. Due to the strong global gradient in the
pressure, those minima are more difficult to identify in this case. Although
they provide potential information about vortex initiation (e.g., in channel 2
in Figure 59 a)), they do not provide information about the overall impact of
those features regarding functional aspects. If the overall flow behavior in
the inlet area is considered, the distribution into the channels appears nearly
equal. However, a closer look at the inlet boundary reveals a backward moving
flow close to the boundary. This can be confirmed looking at the path lines
seeded between inlet and transport region as shown in Figure 58. The reason
for this is the pressure compensation within the small back flow channel above





c) Total stationary pressure
d) Turbulence kinetic energy
Figure 59.: Scalar Values for the SAS Model: pressure, total pressure, total
pressure in stationary frame, turbulence kinetic energy. The planar
slice is located at z = 0.015.
Transport Behavior
The transport area connects the inlet to the diffuser area of the device. In
this part two major processes dominate the functionality of the machine: First,
a distribution of the incoming flow among all impeller sections. Second, the
transport of the flow out of the channels into the diffuser area. In the ideal case
both distribution processes are rotationally-symmetric and have equal volume




c) Sujudi & Haimes core lines [SH95]
d) Cores of swirling particle motion [WSTH07]
Figure 60.: SAS model: Comparison of the scalar results of vortex criteria for
the rotor region. The slice is located at z = 0.015, every column
shows the results for time steps τ = 2568,2668,2772,2880 from
left to right.
Vortex extraction
In contrast, the given pump operates below optimal speed settings which
induces the creation of smaller vortices and subsequently dominant recircu-
lation areas. Especially in the impeller channels, those areas are critical as
they lead to an asymmetric load balance among all blades and directly affect
the overall fluid transport. Looking at Figure 59 it becomes obvious that from
the local scalar fields no direct conclusions about the long-term flow behavior
can be drawn. Thus, we utilized a set of approaches to extract local vortex
core regions. We applied those methods to the SAS simulation model, as it is
assumed to be the model with the most complex turbulence behavior [LB10].
To analyze the local vortex behavior within the flow field, there exist a broad
set of standard methods (see Section 2.2.3). Two of the most popular region-
based vortex methods are the λ2-criterion [JH95] and the Q-criterion [Hun87].
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Q criterion λ2 criterion
Figure 61.: SAS model: Displaying 3D isosurfaces close to zero Q and λ2
criteria. The surfaces reveal additional information about their 3D
distribution within the data set. Both criteria detect many smaller
vortex regions especially close to boundaries, but do not capture
large scale recirculation effects.
The results are shown in Figure 60 in the first two rows and in Figure 61 as
3D isosurface plots. In addition to this we applied the more recent vortex
core line criterion proposed by Sujudi & Haimes [SH95] and can be described
by identifying points of collinear directions of particle velocity and acceler-
ation. Another vortex core line approach has been proposed by Weinkauf et
al. [WSTH07] and detects cores of swirling particle motion incorporating the
temporal derivatives of the flow field. A comparison of the core line criteria
is shown in the last two rows of Figure 60. Note that core line criteria are
extracted using a parallel vectors operator (PVO) definition [PR99]. In general
core lines are extracted as line structures in a additional post-processing step,
for comparison we simply marked the cells that can contain a vortex core line.
The application of those local definitions reveals significant differences in
the amount, area and location of potential vortex regions. While the Q and
λ2 criteria extract a large amount of vortices in every time step, more specific
locations can be identified using the core line detectors. Still, neither a direct
statement about blocked channels can be made nor a more global quantification
of vortex areas is provided. This can be confirmed by the associated literature
by Lucius et al. [LB10, LB11] that provides a more detailed overview about
further measures (including global frequency analysis). The major problem
that emerges out of this comparison, is the unclear relation between global
transport (e.g., blocking of a channel) and local features (e.g., a vortex region).
Lagrangian
transport analysis
To capture this correspondence, the long-term behavior of the flow is of
special importance that can be modeled using Lagrangian concepts presented
in Section 2.5. This work will analyze different aspects of the Lagrangian
behavior encoded by the flow map, to answer the underlying problem statement
and identify suitable techniques to characterize them. Note that all scalar
fields for the Lagrangian methods are computed in the relative velocity frame
(i.e., the observer moves with the impeller). Again the central features of
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interest can be described using the concepts of LCS [PD10] and FTLE [Hal01b].
Usually we are interested most in height ridges in the FTLE field that denote
transport boundaries. LCS crossing channels of the pump in flow direction are
indicating blocked regions, due to recirculation. However, the recirculation
areas themselves are hard to be identified from the scalar fields as shown in
Figure 62, due to the high degree of turbulence (especially for the SAS model).
In this case also local minima are of special interest as they may indicate
vortex core regions, since particles tend to stay close to each other in this area.
Note that FTLE is not designed as a vortex criterion and the vortex relation is
not necessarily true in all cases [SP07b]. Although the resulting separation
fields provide a basic overview, they do not necessarily convey a complete
picture of the transport behavior especially because the amount of blocking
due to LCS becomes not clear.
a) SAS b) DES c) SST
Figure 62.: FTLE fields for all turbulence models for parameters t0 = 0,τ =
80,z = 0.02 describing the rate of separation over a fixed time
interval. Note, that major ridges in this field can also be observed
in the fields of other Lagrangian methods.
Besides studying particle separation only, Lagrangian methods can be used
to observe the integral behavior of the a set of different scalar quantities along
particle trajectories (see Section 2.5). This extension allows to effectively
identify areas of similar flow characteristics and their temporal dynamics in
terms of speed and particle origins over a certain time interval. All of the
mentioned measures are especially useful when analyzing local recirculation
zones in a more global manner.
Arc length
measure
To analyze speed differences between neighboring trajectories the arc length
of path lines is a simple, but yet powerful indicator. In contrast to FTLE,
which highlights separation structures (and hence boundaries of coherent
flow movement), arc length emphasizes similarity between groups of moving
particles. If recirculation zones are assumed to be characterized by a coherently
moving set (which means e.g., similar integral speed and low separation), arc
length measure effectively highlights such regions by means of local minima.
The results are illustrated in Figure 63.
Texture advection
In this case, the geometry of the data set is further subdivided into a distinct





Figure 63.: Arc length comparison: slower particles indicate material struc-
tures by means of valley structures and hint on vortex regions
as small isolated minima. The first column shows the results for
τ = 5 indicating small vortical structures at the tip of the impeller
blades. Column 2 and 3 show the evolution of the arc length at
τ = 40 and τ = 80.
the outlet area. This additional knowledge can be used to improve the results
of the Lagrangian analysis by emphasizing material interfaces between those
regions. Using the given flow field we advect information about the particle
origins, encoded in a predefined volume texture (Figure 64, top). Note that
a more formal definition into the details of texture advection is provided in
Section 2.5.1 and in works by e.g., Hsieh et al. [HLST08] and Laramee et
al. [LHD+04]. This allows to obtain a quantitative statement about the flow
distribution among the channels, potential blocking and recirculation effects.
The computed advection maps are shown in Figure 64 efficiently encode where
particles end up after a prescribed integration interval. Again recirculation






Figure 64.: We applied an forward advection of a 2D texture projected into
the flow volume. The images reveal large recirculation structures





The main difference between the three turbulence models is the represen-
tation of turbulence. In order to illustrate differences we applied the afore-
mentioned integration-based methods to all three simulation models. Longer
integration times directly reflect the degree and effect of turbulence in the
resulting scalar fields. All Lagrangian methods reveal a significantly more
complex turbulence behavior for the SAS model. Additionally, the blocking
of individual channels and the components of specific vortex areas cannot be
observed in the DES and SST model or would lead to different statements about
the affected areas.
Summary
It has been shown that a further adaption of the Lagrangian methodology
towards the required task is necessary to improve interpretation and emphasize
relevant flow characteristics. In this case, e.g., as direct FTLE application is
only of limited use, while the emphasis of more specific material interfaces
between separate channels, in terms of texture advection, directly encodes
critical aspects in an informative representation. It has been clearly underlined,
that local measures alone, such as vortex detectors, do not suffice to describe
dependencies between flow features and resulting complex transport processes.
For future work the purely visual analysis also requires a quantitative repre-
sentation of the revealed processes. Furthermore, such quantitative statements
can be used to effectively compare i.e., different runs in ensemble simulations.
One first step in this direction, would be the evaluation of volume fractions
distributed with increasing integration times. The use of prescribed trans-
port areas (as introduced with the volume texture) would allow for a direct
assessment of the flow distributions over time.
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4.2 M E D I C A L A P P L I C AT I O N
Besides technical scenarios, the simulation of blood movement (or hemo-
dynamics) has become an increasingly relevant topic [YKK+10, CMWP11,
GLvP+12]. One specific application with respect to those simulations, is
the detection and evaluation of abnormal flow patterns. Such irregularities
may hint on changes on the surrounding vessel boundary caused by tissue
dysfunctions. A specific pathologic form of such dysfunctions, changing the
blood flow pattern, are so called aneurysms. An aneurysm is a bulge or bal-
looning of the artery wall and can be classified as aortic or cerebral aneurysms,
depending on its place of occurrence [WvdSA07]. On the one hand, a burst
of this structure (especially in the cerebral region) can cause life-threatening
bleeding and with high probability of permanent damages or death. On the
other hand, operative treatment also carries a high risk for the patient, due to
potential damage of surrounding tissue. Hence, the detection and assessment
of such irregularities in early stages is an important and critical topic to balance
this decision processes [SPC09]. Following this motivation, the topic of this
application case is the identification of specific blood flow patterns (in terms
of Lagrangian features), that improve common aneurysm risk indicators. The
presented data set has been provided by Dr. med. Oliver Beuing (ZRAD,
Magdeburg) and Gabor Janiga (ISUT, Magdeburg). The simulation itself has
been prepared and conducted by Dipl.-Ing. Philipp Berg (ISUT, Magdeburg).
The implemented software prototype is a modified version of the one used for




The starting point for this case study is real world measurement of a cerebral
aneurysm. The geometry of this aneurysm has been remodeled and used to
conduct a blood flow simulation using the measurements to set up parameters
and boundary conditions for the simulation. In this unique case, it is also
known that shortly after observation the real aneurysm ruptured, while the
specific location at the artery wall could be determined precisely. The geometry
of the simulated aneurysm is shown in Figure 65 a), the area where the
aneurysm is known to rupture is highlighted in c) (white area). This means
that in this case, explicit knowledge about the (real) physical impact of the
flow behavior exists, and hints on the future development of the aneurysm.
Simulation
setup
The simulation itself has been performed in parallel using five CPU cores
(2.1 GHz AMD Opteron 64-bit quad processors) using the commercial CFD
solver ANSYS Fluent 12.1 and is based on a finite-volume discretization.
The irregular base grid contains 2 million tetrahedral cells, has one inlet
region in the lower part, and two outlet areas in the upper part (Figure 65).
Together with the geometry, the velocity vector field, pressure and wall shear
stress is given. The two additional scalar fields are illustrated in Figure 67.
The overall flow field is time-dependent and a number of 82 time steps where
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a) b) c)
Figure 65.: Views of the aneurysm geometry. The last two images show
the outflow regions of the aneurysm geometry (red, blue) and
the location known to be affected by the rupture (white area in
rightmost image).
given. The simulation represents four cardiac cycles, that are characterized by
a periodic increase and drop of the pressure as well as the velocity magnitudes.
One cycle lasts approximately 25 time steps. Note that for evaluation the
original flow representation was used, since especially features close to the
boundary are affected by resampling.
Flow behavior
The resulting flow field is illustrated in Figure 66 and shows the characteris-
tic behavior of the simulated blood flow:
1. The blood enters the simulation domain at the lower part 1, and splits
up at the branching vessel.
2. The first part of this flow directly leaves the domain at the outlet 1.
3. The second part flows at high velocity into the aneurysm, hits the
boundary wall, and splits up again at the rupture area 3.
4. One part of the split flow forms a rotating flow within the aneurysm, the
second part leaves at area 4 towards the outlet 2.
In literature the observed first ’hit point’ of the inflow at boundary referred to
as impingement region [SPC09]. Note that there is not necessarily an precise
definition of this location, it is mainly determined by visually observable
patterns within the flow [GLvP+12].
Analysis task
The goal for the analysis of this data set is the identification of suitable
indicators to assess the rupture risk in aneurysm blood flows. In literature,
there has been proposed a broad set of indicators for rupture risk assessment.
Among others, this includes measures such as maximum wall shear stress
(WSS), characterizations of the inflow jet [CMWP11], oscillatory shear index
(OSI) [LSF+10], and combinations thereof. In addition to this case, we have
detailed knowledge about the affected critical area and can directly compare
the evaluation results with the known location.
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a) b)
Figure 66.: Figure a) shows the concept of the flow process within the
aneurysm, b) selected colored path lines highlighting the behavior
of path lines in those areas.
a) pressure b) wall shear stress
Figure 67.: Illustration of local measures: The first two image show areas of
high pressure colorized on the boundary, the last two images the
scalar distribution of the wall shear stress. Both measures indicate




The color coding of the local scalar fields (pressure and wall shear stress)
shown in Figure 67 illustrates the general problem of suitable indicators
using flow measures: Although the basic measures hint on the potentially
interesting region within the aneurysm bulge (e.g., high on-surface pressure
area in Figure 67) they are not necessarily a unique criterion. In many cases
they also mark further areas as being relevant (such as the first branch that
separates the incoming flow in region 2, Figure 66). Hence, mostly single
or local descriptors alone are only of limited use to identify critical areas of
interest.
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Using the additional expert knowledge about the nature of the aneurysm
flows and impingement zones, allows to narrow down the relevant flow prop-
erties to a set of core aspects:
• It is known that pressure and kinetic energy are physically relevant,
but not a unique criterion for aneurysm rupture. Especially oscillating,
unstable areas of dynamic strain over time are assumed to be criti-
cal [CMWP11].
• In the impingement area the flow redirected and forced into tangential
direction along the boundary surface causes a strong separation and
detachment of major flow components. Dominant separation effects
close to the boundary of an aneurysm are also known to be a critical
factor [LSF+10].
Note that, despite the importance of the physical flow behavior, it is also
known that a more realistic assessment requires the consideration of biome-
chanical and mechanobiological factors [SPC09]. Following those statements
the presented analysis is focused on two major effects: separation and particles
moving with high pressure and velocities. Separation is analyzed using the
common notion of FTLE (see Section 2.5.2). Some approaches (examples
see [GLvP+12]) focus their analysis on the vector field projected onto the
boundary of the aneurysm wall. However, this is problematic due to local shear
flow close to the boundary, that may contain less significant wall interaction
effects (that are not necessarily relevant or unique, see Figure 67 b)).
Separation analysis
To overcome this problem, in this study FTLE is computed in 3D for the
complete time series. In this data set, the strongest FTLE can be confirmed
to occur in close vicinity of the aneurysm boundary surface, hence an offset
surface color-coded by the FTLE values is shown in Figure 68. For integration
time parameter we used τ = 25 to focus on the separation effects within one
cardiac cycle. Although the evaluation gives insight into the longer term flow
behavior and illustrates major flow separation and detachment features at the
critical area (last Figure 68), the separation field alone does not represent
a suitable indicator for rupture risk. Similar to the local measures, integral
flow separation does not specifically highlight the critical region at all and is
also strongly present in other regions. Especially at the first branching, and
boundary areas of flow detachment within the outlet zones separation in the
classical sense is much more dominant, than in the critical zone itself.
Arc length analysis
In addition to separation, we considered the arc length field of the flow,
that captures the integral velocity for time-dependent trajectories within this
interval. Figure 69 a) shows the isosurfaces at of the arc length field in forward
(gray) and backward direction for τ = 25. Note that following the concepts
from Section 3.3.6, those surfaces correspond to clusters of similar integral
velocity for a constant integration interval. The gray forward clusters confirm
the basic flow characteristics outlined in Figure 66. The orange backward
cluster reveals a large area of similar arc length within the critical area and
further characterizes the flow behavior at the impingement zone. This cluster
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Figure 68.: Separation analysis: a) FTLE (τ = 25) displayed on a boundary
offset surface
can be interpreted as a larger group of particles (originating from the interior
vortex and from the inflow jet) which is pushed consistently toward this area of
the boundary surface, and subsequently separated. This effect is accompanied
by locally high pressure values in this area.
Combined analysis
As a result and in order to uniquely describe the critical area, we need
to consider combined aspects of the Lagrangian flow behavior, including
separation (i.e., FTLE), flow speed (arc length), and pressure. To capture the
long-term pressure behavior, advected pressure over the time interval of τ = 25
is considered. Figure 69 b) shows a combination of the cluster surfaces of the
forward arc length (grey) and the 5% highest advected pressure (red) and the
5% lowest values (green). The minimal pressure area (green) shows a distinct
structure in the center of the data set, that characterizes the center of the vortical
motion, spanning across the whole interior of the aneurysm. The visualization
further shows clearly the strong correlation of the advected pressure and arc
length and FTLE. Note that this is in correspondence with the work of Shi
et al. [STW+08a], that showed the coincidence of advection measures with
respect to dominant LCS structures. The resulting flow segmentation can
be characterized as groups of particles moving with high pressure and high
velocity close to the aneurysm surface, accompanied by a separation due to
the split up of the flow compartments. This complex ensemble of Lagrangian
measures finally allows for a distinct classification of critical aspects of the
target region for this data set.
Discussion
The first results for this case suggest Lagrangian measures as promising indi-
cators, however they also have to be considered with special care: The process
of an aneurysm rupture is accompanied by an additional set of biomechanical
and mechanobiological factors within and around the aneurysm [SPC09] that
are clearly not part of the current simulation. Those effects range from physi-
cal feedback of the blood flow with the (moving) artery wall, over the highly
dynamic influence of e.g., external forces and cardiac cycle fluctuations, up to
bio-chemical interactions of the cells with the blood flow. All these effects are
not considered during simulation, although they may contribute substantially
to the rupture event. However, the identification of suitable risk factors from
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a) clusters of forward (grey) and backward (orange) arc length
b) clusters of advected pressure
Figure 69.: Advection analysis: a) cluster surfaces (arc length, τ = 25, forward
50% of maximum value, backward isosurfaces [orange] 5% and
10% of maximum value) moving with similar velocity in forward
and backward direction. b) cluster surfaces for advected pressure
(forward, green 5%, red 95% of maximum value), identifying a
vortex area at the center (green) and regions of high advected
pressure (red) close to the boundary.
flow properties only has been shown to be significant [CMWP11], but has to
be considered together with the above mentioned effects for broader applica-
tion. Further, a substantiated validation of the stated observations requires a
larger scale analysis and quantitative comparison against a larger number of
simulations. First experiments with further (non-ruptured) aneurysm blood
flows indicate, that individual aneurysm have a very specific Lagrangian pro-
file with respect to the proposed measures. As an example, two results of FTLE
computations are shown in Figure 70 in terms of isosurfaces of the 5% highest
FTLE values. Both cases indicate different characteristics from the first case:
a) has no larger separation effects close to the aneurysm boundary, while b)
shows two distinct areas for both bulges.
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a) data set 1 b) data set 2
Figure 70.: Two results for the FTLE measure on two different simulated
aneurysm data sets. The results indicate that there are unique
Lagrangian characteristics among aneurysm blood flows, that may
be suitable suitable candidates for rupture risk assessment.
Summary
In summary, the combined evaluation of Lagrangian measures (in this case
separation, arc length, and advected pressure) appear as suitable indicators to
assess characteristic and critical ensemble patterns in aneurysm blood flows. It
has been illustrated that combined descriptors have a high potential as a versa-
tile tool to answer even very specific problems when analyzing time-dependent
flow patterns. It is indicated, that there are correlations between dominant
Lagrangian features and the physical impact (e.g., wall rupture) of the flow
over time. For future research, those findings have to be backed up by a larger
study considering a higher number of (critical and non-critical) aneurysm flow
fields. Similarly, the exact parameterization (τ values, clustering isolevels) and
quantification of the results (correlation between rupture risk and combined
Lagrangian characteristics) requires a higher number of simulations.
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4.3 O P T I C A L FL OW A P P L I C AT I O N
In the previous application cases the focus was exclusively on the analysis
of physical flow fields created by numerical simulations. However, the La-
grangian methodology is not restricted to a specific type of vector field, despite




One example of time-dependent vector fields that created from another
context are optical flow fields or image velocity fields. Optical flow fields
describe the apparent motion direction of features in an image sequence in
terms of a 2D time-dependent vector field [BB95]. Hence time-dependent
trajectories in such a field approximate the long-term motion of image features
through multiple frames of the sequence. Similar to physical flow simulations a
wide variety of methods exists to compute the optical flow field. This includes
dense, but computationally expensive global methods (e.g., Werlberger et
al. [WTP+09]) and faster, but less accurate local approaches (such as robust
local optical flow (RLOF) by Senst et al.[SEES11]). The choice of the optical
flow field metaphor further dictates the properties of the resulting vector field
in terms of grid representation, smoothness, and accuracy.
FTLE for
optical flow
In the pioneering work by Ali & Shah [AS07] it has been shown that par-
ticularly finite-time Lyapunov exponent (FTLE) based on such trajectories is
useful to identify and segment motion patterns in complex crowd sequences.
Together with the insight on Lagrangian dynamics presented earlier, this Sec-
tion will extend this early work towards a more general concept of Lagrangian
dynamics for video analysis. This also includes a more detailed discussion on
the inherent differences between physical and optical flow fields that require
concise adaption of the existing concepts. For this we will derive a framework
for video analysis tasks that comprises the following aspects:
1. Definition of Lagrangian concepts in video analytics:
Section 4.3.1 discusses the generalization, benefits and limitations of
the Lagrangian methodology towards the analysis of optical flow fields
extracted from video data.
2. Lagrangian measures for video analysis tasks:
In Section 4.3.1 a compact set of Lagrangian measures (arc length,
direction, advection and separation) is introduced to capture essential
motion characteristics within time-dependent optical flow fields .
3. Post-processing of Lagrangian measures:
To evaluate the results of the Lagrangian methodology Section 4.3.1
discusses three basic evaluation strategies. This includes visual analysis
of space-time domain data, a feature-based segmentation based on
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contour graphs, and a machine learning approach using Lagrangian
descriptors as training data.
4. Applications of the framework:
Section 4.3.2 shows the application of the presented concepts in a
selected set of practical examples and video analytics tasks, including:
• crowd sequence analysis and automated event detection [KSK+12]
• human action recognition [ASK+12]
• detection of person carrying objects (PCO) [SKTS12]
The presented work has been developed in close collaboration with Tobias
Senst, Esra Acar, and Ivo Keller at Technical University of Berlin and has
been published [SKTS12, ASK+12, KSK+12].
4.3.1 Lagrangian Framework
Optical flow methods allow to represent the observable motion of image
features in terms of 2D time-dependent vector fields. Besides the motion
representation of captured objects, optical flow fields provide correspondence
information between features of neighboring frames of the video sequence
(see [BB95] for an overview). To analyze temporal dynamics of this type
of data, there are numerous approaches, while a complete listing is beyond
the scope of this work. Among the most relevant ones for this case, are ap-
proaches operating in space-time domain (see e.g., Poppe [Pop10]) and based
on clustering of particle trajectories (e.g., Brostow et al. [BC06]). However,
there are only few approaches exploiting the inherent Lagrangian dynamics of
























Figure 71.: Concept of Lagrangian descriptors obtained from an given image
sequence using a series of optical flow fields.
As stated in the beginning, a first promising approach on fusing both direc-
tions has been taken by Ali & Shah [AS07]. In their work they segmented
video sequences of dense crowds, by using the notion of FTLE and a subsequent
ridge extraction to obtain Lagrangian coherent structure (LCS) delineating areas
of different motion behavior. However, their approach requires to artificially
close ridges of the forward FTLE field and only uses a small amount of the
(geometric) information available with the optical flow trajectories. Besides,
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the result of this analysis are boundaries between areas of similar motion




In order to understand limitations and advantages of this methodology, we
will revisit essential Lagrangian properties of optical flow fields to extend
and generalize them towards a more versatile analysis tool. At a basic level,
physical flows and optical flow fields are characterized by a set of fundamental
differences, that have to be considered:
• discontinuity and occlusion: Since motion in video data represents
a 2D projection of a 3D movement, occlusion is a major source of
discontinuity in the resulting vector field. It also implies that those
fields are not necessarily divergence-free anymore. Hence, mechanisms
creating features such as LCS are different, but still they keep their
important property of delineating areas of coherent motion.
• projective distortion: The motion projection contains an inherent bias
of the velocity vectors due to the projective mapping. This has to
be considered when comparing geometric properties of the resulting
trajectories.
• moving frame of reference: The observing camera can move and/or
perform visual adaption during recording (e.g., zooming). This influ-
ences the local frame of reference for optical flow trajectories in a
non-uniform fashion, and may require local adaption of the resulting
measures.
• noise: Optical flow fields can be assumed to contain more noise than
physical flow fields stemming from (continuous) simulations. This
impacts shape and structure of Lagrangian features and requires robust
and adaptive post-processing techniques.
• extraction metaphor: In correspondence to physical flow simulations,
there exists a variety of different optical flow extraction metaphors that
can impact quality and properties of the resulting vector field.
Keeping those aspects in mind allows to define an extraction process as
illustrated in Figure 71.
Flow map of
optical flows
During extraction, aspects of the traditional flow analysis can be reinter-
preted with respect to optical flow fields: The optical flow field and its flow
map can contain discontinuities due to occlusion. Discontinuities are of spe-
cial importance in many visual analytics tasks (e.g., motion boundaries or
object silhouettes). Occlusions and the projected movement of solid objects
are the main sources for characteristic features in optical flow fields. This is
in contrast to physical flow fields, where most of the structural complexity





Trajectories of particles in terms of path lines in optical flow fields represent
the evolution of image features through the video sequence (similar to the
notion of FFF [TS03]). As for all time-dependent vector fields, such path
lines can be defined as tangent curves in space-time domain. In the case of
optical flow fields, this domain is spanned by the spatial image components
and time, and corresponds to a stack of video frames as shown in Figure 71
on the left. However, it is not guaranteed that path lines stay on a certain
object or describe the same feature over the complete time interval. The path
lines can be computed using standard integration schemes solving the IVP in
the optical flow field for a given position. Note that we can conservatively
prefer speed before accuracy, since the optical flow field itself is only an
approximation. More specifically, when features get occluded the representing




Hence, in realistic scenarios Lagrangian features are created by a blending
of motion information from different objects in the video sequence. In cor-
respondence to physical flow fields Lagrangian measures keep their intrinsic
parameter τ . For optical flow fields, τ controls the number of frames used to
compute a measure, and therefore the temporal scale on which the measure
is defined (see e.g., the τ series of Figure 73). The choice of this parameter
depends on the application, available computational resources, and amount
of available frames per sequence. All measures can be computed in forward
and backward direction describing complementary information about the se-
quence in both temporal directions (see Figure 81 for an example). This can
be used i.e., to extract closed motion boundaries around solid objects as sepa-
rating or attracting LCS as ridges in the corresponding forward FTLE (FTLE+)
or backward FTLE (FTLE-) field (see Figure 71, right). Besides, describing
separating or attracting features that represent boundaries of similar regions,
Lagrangian measures (e.g., arc length) can also be designed to describe such
regions directly. Note that grouping trajectory-based values in Lagrangian
fields corresponds to a clustering of path line segments in space-time domain
over τ with respect to their geometric properties (see Section 3.3.6).
Lagrangian Measures for Computer Vision Tasks
To capture the Lagrangian dynamics of optical flow fields we propose a set
of basic measures. Those measures are especially desgined to capture global
aspects of the flow behavior (e.g., integral direction or speed) as well as being
robust and versatile to describe a large variety of motion patterns:
• arc length: Advecting all velocity magnitudes along one path line
defines regions of similar speed over the interval τ .
ΛarcL(x, t0,τ) =
∫
||v(φ (x, t0,τ))||2∂τ (34)
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• direction: The motion direction can be obtained by accumulating aver-
age differences to a given reference direction.
ΛarcX/Y (x, t0,τ) = ζ ·
∫
vx/y(φ (x, t0,τ))∂τ (35)
with ζ being a normalization term
ζ =
min(1, ||v(φ (x, t0,τ))||2)
||v(φ (x, t0,τ))||2+ ε (36)
and ε a small constant to avoid ζ getting singular. The notion vx/y
describes the velocity components into x or y direction. Note that this
measure can be generalized to compute derivations from any given
direction, in case particular target directions are available.
• separation: The separation between neighboring particle trajectories
is encoded in the FTLE measure [Hal01b]. The FTLE value is obtained
by considering the time normalized logarithm of the spatial flow map
derivatives.
ΛFT LE(x, t0,τ) =
1
2 · τ ln(max{µ1,µ2}) (37)
with µ1 and µ2 being the eigenvalues of the Cauchy-Green tensor (see
Section 2.5.2).
• advection: The optical flow map can be use to determine trajectories
starting or ending at certain image areas (e.g., entrance areas or prohib-
ited regions). This operation can be simply defined as a look-up of a
scalar map using the path line geometry. Again, any scalar descriptor
available in the spatio-temporal context of trajectories (e.g., regional- or
edge information) can be defined in an integral fashion, as described in
Section 2.5.1.
Post-processing of Lagrangian measures
Once a Lagrangian scalar field is available, there are multiple options to evalu-
ate encoded features in order to answer specific questions in video analysis
tasks. Together with this framework, we propose three basic methods to
evaluate the resulting scalar fields. The focus of those methods is on stable,




The result of every Lagrangian measure described above is a 3D scalar field
defined in space-time domain. Using traditional visualization techniques, such
as isocontours, isosurfaces and volume rendering allows for visual exploration
features in their spatio-temporal context. The resulting renderings encode
motion characteristics in video sequences and can be used to exploit the human
visual perception to detect irregularities or patterns within the data. Hence,
the resulting visualizations are compressed representations of motion in whole
video sequences in a single 2D image. The results of the visual analysis are
discussed in Section 4.3.2 in more detail.
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Machine learningBesides direct visualization, we can use those scalar fields for an auto-
mated processing using machine learning approaches. In previous methods
(e.g., [AS07]), ridges in the (forward) FTLE field are explicitly extracted which
requires an additional extraction procedure and artificial closing to obtain
segmented regions. For fluid flows it has been shown that combining FTLE+
and FTLE- (e.g.,[GLT+09, BSDW12]) can be used to directly obtain coherent
motion sets as enclosed regions, but still implies explicit ridge extraction and
detection of intersection points. In our framework we avoid the explicit extrac-
tion of ridge structures by computing histogram of gradients (HOG) [DT05]
of the FTLE field and use them as direct input to train a linear support vector
machine (SVM). The HOG descriptor partitions the target video frame into a
dense grid of cells. For each cell, a Lagrangian field and its histogram, using a
fixed number of orientation bins, is computed. For the example of FTLE, we
modify the HOG such that the FTLE field of the forward FTLE (FTLE+) and
FTLE- is calculated at each pixel and converted to an angle. The angles votes
into the corresponding orientation bin, which is weighted by the overall FTLE
magnitude. Since FTLE describes motion boundaries, features of the object
silhouette will be trained to recognize silhouettes with similar characteristics
(see examples in Section 4.3.2). This approach can be extended to any other
Lagrangian measure and fused feature descriptors (e.g., by combining multi-
ple flow features in a single field). In both cases the angle conversion can be
adapted and weighted for every Lagrangian field individually, depending on




As already outlined, FTLE is only of limited use to characterize properties
of motion sets itself, as it directly describes motion boundaries, instead of
segmented image regions. Further, the marathon example in Figure 75 b) illus-
trates that the resulting field may become very complex. This will increase the
risk to miss important features and is prone to over-segmentation, depending
on the respective task complexity (e.g., detecting opposing movements in
video sequences of varying crowd density).
To obtain suitable segmentations, we exploit the properties of Lagrangian
measures such as arc length and direction. Features in those scalar fields are
defined as local extrema, i.e., minimal regions or maximal regions. In addition
to the common ridge extraction methodology [Ebe96], we propose the use a
hierarchical approach based on the extraction of isolevel contours on those
fields. For this, we determine isolevels Λ̂lT within the interval [0,max(ΛT )]
of similar motion behavior and perform a connected component analysis on
those levels. Every isolevel corresponds to a pixel subset (or blob mask) in the
image sequence, a set of path line segments with respect to the measure, and
an isolevel value. As a result we obtain a contour tree (see e.g., the work of
Carr et al. [CSA00]) as hierarchical representation of the Lagrangian scalar
field. The contour tree of the scalar field is a graph G(E,V ) is described by
a set of nodes V and edges E. In this case, each node v ∈V is associated to
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1, if ΛT (x, t0,τ) ≤ Λ̂lT
0, else
(38)
and the isolevel value Λ̂lT ,v. Note that this can be modified to any given input
dimension and also holds for a 3D segmentation directly in space-time domain.
Furthermore, the resulting hierarchy can be filtered by considering the isolevel
distances between subsequent nodes within the hierarchy (corresponding to
the concept of persistence, e.g., [WGS10, GSW12]). Nodes with a very low
isolevel distance can be assumed to have a very similar motion behavior with
respect to the considered Lagrangian field and can be grouped together (e.g., to
treat noise or less significant background artifacts, see Figure 77 b)). Having
obtained the Lagrangian scalar fields and hierarchical descriptors offers a








Figure 72.: Concept of contour-based hierarchical representation of a scalar
field [CSA00]. The left image shows multiple isolines (e.g., of a
Lagrangian field), the right image a derived graph representation
(height encodes the scale of the iso-level)
4.3.2 Applications
One key benefit of video analytics applications is the broad availability of
benchmark and testing data sets. In addition, an omnipresent benchmarking
reference can be simply defined as the visual perception capabilities of the hu-
man brain. As a result, the proposed framework can be tested and evaluated in
a broader number of practical scenarios, compared to the previous applications.
Note that we use a 2nd order Runge-Kutta scheme for all our experiments.
With this, we favor speed over accuracy of the flow map approximation, since
most applications are time-critical. If not stated differently, the optical flow
fields are computed using a dense approach by Werlberger et al. [WTP+09].
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Crowd Behavior Analysis
The first applications is tailored towards crowd analysis tasks by visualization
of space-time domain and an automated event detection based on hierarchical
contour graphs. As outlined before, τ allows to describe motion events in the
video on different temporal scales. Figure 73 illustrates the effect of increasing
τ using the direction measure on a traffic sequence. While small τ values
allow to capture individual cars, higher values capture the notion of lanes.
Temporal
smoothing
The integration of multiple frames allows for a temporal ’smoothing’ of
salient motion information over time. This reduces the noise ratio of the re-
sulting scalar field, compared to a single (static) optical flow field significantly
(see Figure 73 b)). In our experiments we found that using smaller values for τ
compactly describes motion features over multiple frames, while still keeping
smaller, persisting features (Figure 73 c) and d), e.g., pedestrians crossing the
street during the sequence). In addition to this, large temporal scales allow to
group objects of similar motion characteristics as they blend together in the
respective Lagrangian field (see Figure 73 e) and f)).
a) initial frame b) x-direction τ = 1 c) τ = 5
d) τ = 15 e) τ = 25 f) τ = 50
Figure 73.: Car crossing sequence: the direction measure computed for in-
creasing τ depicts motion on different temporal scales. Small τ
values capture individual car silhouettes, while larger values can




Furthermore, the direction measure results in clearly separated isolevel
groups in terms of objects moving in opposite directions. Figure 74 shows the
result for visualizing the resulting Lagrangian scalar fields on τ = 10 for the
direction measure on a pedestrian crossing sequence. The visualization of this
scalar field in space-time domain gives a clear notion on the temporal relation
of single motion events and group motion over the respective video sequence.
In addition to this, the presentation in space-time allows to visually compress
the motion information of the video sequence into one image.
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Figure 74.: People crossing sequence: direction measure for τ = 10 in space-
time view reveals characteristics time-dependent crowd dynamics
(e.g., time of largest group overlapping, group speed) and allows
for group segmentation by means of iso-contours.
a) path lines (top view) b) FTLE+ field, τ = 50
Figure 75.: Marathon sequence: Figure a) shows the motion trajectories for
the complete sequence in top view. Figure b) the forward FTLE
field for τ = 50 started at the first frame.
Visual
evaluation
An example for combining different Lagrangian measures to perform task-
based segmentations is presented in Figure 76. Using the arc length measure
allows to identify the fastest person in the marathon sequence based on their
image location in 76 a) and temporal occurrence in the sequence in 76 d). Fig-
ure 76 b) shows the image blended together with color coded directions, which
emphasizes portions of the image moving against the major flow direction.
Again, the illustration in space-time in 76 e) allows to clarify at which time
the associated events have occurred.
Automated
evaluation
Besides a purely visual analysis, this concept can be used for an automated
detection of salient motion patterns in image sequences. The contour tree
encodes the hierarchy of the time-normalized arc length field ΛarcL(x, t0) that
contains structured information about the undirected motion components of a










where V encodes the image area covered by a certain contour region in the
Lagrangian scalar field. This setting is tested on the UMN dataset [RM09]
to detect abnormal events. The dataset contains 11 different scenarios of an
escape event in 3 different indoor and outdoor scenes.
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a) arc length, τ = 20 b) adjusted color scale
b) x-direction, τ = 20 c) space-time domain
Figure 76.: Marathon sequence: scalar fields for arc length (a,b) and di-
rection (c,d). Figures a) and b) highlight the fastest group and
person in the sequence (brown=slow, green,red=fast). Figure c)
and d) emphasize objects moving against the major flow direction
(red=negative x-direction, blue=positive x-direction).
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Figure 77.: UMN dataset: Results for abnormal event detection for the three
scenarios of the dataset [RM09]. The ground truth bar and detec-
tion bar shows the labels of each frame, green represents normal
frames and red abnormal frames and is presented in conjunction
with the response µarcL(G) of the arc length contour tree. The
contours of the tree nodes are shown for normal and abnormal
behavior.
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a) top: initial frame b) 90% isosurface c) arc length field
bottom: 10% isosurface volume rendering
Figure 78.: Crowd activity sequence: Visual analysis of the arc length com-
puted for τ = 10. Figure a) top shows the initial frame, b) the
isosurface at 10%, b) isosurface at 90% of the maximal scalar
value. Image c) shows a volume rendering, which illustrates the
drastic change motion characteristics.
Figure 77 shows the results of the experiments, where µarcL(G) is used
in combination with an adaptive threshold, to detected frames that contain
abnormal motion behavior. A Gaussian model is used to learn the initial part
of normal behavior and is updated online. Abnormal frames correspond to
outliers that are detected by the Mahalanobis distance [Mah36]. The spatio-
temporal structure of the corresponding Lagrangian measures is shown in
Figure 78.
Discussion
The results are produced using integration interval τ = 10, 15 levels and a
persistence measure of 2. The overall results show that the proposed frame-
work is capable to detect each abnormal event annotated in the database with
a reduced number of false positives (compared to [RM09]). Generally the
detections of the proposed systems are longer and begin at an earlier time
than the annotated ground truth. Note that the temporal offset is due to the
integration of trajectories over multiple frames. Another reason is found in the
annotation itself as shown in Figure 77c). In many cases the abnormal activity




In many cases, video analysis requires to detect and classify the behavior of
moving individuals captured in a sequence. The following evaluation has been
conducted in close collaboration with Tobias Senst and Esra Acara from TU
Berlin. In this case we will show that the Lagrangian methodology is not
only applicable for crowd behavior [DTS06, AS07], but also for the motion
description of individuals. To detect such characteristic, individual movement
patterns we propose a machine learning approach based on Lagrangian de-
tectors. To capture different motion aspects, multiple Lagrangian measures
are combined and design a descriptor exploiting complementing trajectory
information. We have chosen FTLE and arc length, to describe motion bound-
aries, as well as coherent regions of motion with similar speed. Both measures
are assumed to be well-suited characterize human motions as illustrated in
Figure 79. We modified the HOG descriptor such that the FTLE+, FTLE- and arc
length are calculated at each pixel and converted to an angle (i.e., orientation).
As described in Section 4.3.1), each pixel contributes to the corresponding
orientation bin with a vote weighted by the overall FTLE and arc length magni-
tude. The subsequent cell grouping into blocks and the robust normalization
are those of the conventional HOG.
a) b) c) d) e) f) g)
Figure 79.: Weizmann data set: (a) Reference image of frame 1, sequence
wave2 (top) and walk (bottom) with the corresponding FTLE+(b),
FTLE-(c) and ΛarcL (d) field. (e-g) Average of the FTLE+,FTLE-
and ΛarcL field for all corresponding sequences.
Lagrangian
Classifier
The (dense) optical flow field is obtained, using a GPU-accelerated approach
by Werlberger et al. [WTP+09]. For each video frame, we apply a multi-
scale HOG person detector as described in the seminal work of Dalal and
Triggs [DT05]. Concerning the classification, we train linear multi-class SVMs.
Note that non-linear kernels can improve accuracy, but significantly increase
the computational cost [DT05]. The FTLE-HOG and ΛarcL -HOG descriptors
are fused in an early fusion manner before training the SVMs. We perform this
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fusion with an equal weighting of FTLE-HOG and ΛarcL -HOG descriptors, and
thus assume all descriptors to contribute equally valuable motion information.
Dataset description
To validate the proposed descriptor, we tested our method on two standard
datasets: First, the Weizmann dataset [BGS+05] contains 9 actors perform-
ing 9 different types of actions (bending, galloping sideways, jumping jack,
jumping forward on two legs, jumping in place on two legs, skipping, walk-
ing, waving one hand and waving two hands). Each video clip lasts about
2 seconds at 25 frames per second (fps), and contains one actor performing
one action. Second, the KTH dataset [SLC04] contains 25 actors performing
6 different types of actions (boxing, hand clapping, hand waving, jogging,
running and walking). The video clips are recorded at 25 fps with varying
durations. Like in the Weizmann dataset, each video clip contains one actor
performing one action in 4 different scenarios including outdoors, outdoors
with scale variation, outdoors with different clothes and indoors.
Experimental
Setup
After training the SVM using the fused descriptor, the performance of our
method on the Weizmann dataset is evaluated using leave-one-actor-out cross-
validation (LOAOCV). For this we used the video clips of 8 actors as training
set and the video clips of the remaining ones as test data. This procedure was
repeated by permuting the actors selected for training and testing and the final
results are averaged. For the KTH dataset, the video clips of 25 actors are
split into training, validation and test parts using the provided standard split
[KTH05]. FTLE-HOG and ΛarcL -HOG features of video frames are extracted,
as explained in Section 4.3.1, using cell grids of sizes 8 and 16 (see [DTS06]
for further details on HOG parameters). Note that the second dataset is more




Table 2 illustrates the classification accuracies of our method compared
to state-of-the-art methods on the Weizmann dataset. We achieved 96.03%
recognition accuracy with the fused FTLE-HOG and ΛarcL -HOG features of cell
size 8, and 97.55% recognition accuracy with a cell size of 16. Figure 80 a)
Table 2.: Classification Accuracies on the Weizmann dataset
Method Accuracy (%)
Our method (cell size 8) 96.03
Our method (cell size 16) 97.55
Schindler et al. [SvG08] 100.0
Bregonzio et al. [BXG12] 96.66
Fathi et al. [FM08] 100.0
Niebles et al. [NWFF08] 90.0
Ali et al. [AS10] 94.75
shows the confusion matrix of recognition results for the Weizmann dataset.
The confusion matrix represents the performance of our method with the fused
FTLE-HOG and ΛarcL -HOG features of cell size 16. Skip and jump actions
are the most difficult actions to discriminate, since FTLE-HOG and ΛarcL -HOG
features of both actions are similar in those cases.
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(cell size: 16, mean accuracy: 97.55)
 
 
















(cell size: 8, mean accuracy: 87.84)
Figure 80.: Confusion matrices on Weizmann and KTH dataset with FTLE-
HOG + ΛarcL -HOG.
In order to examine the impact of fusing different Lagrangian features, we
analyzed the performance of all descriptors separately with the same evaluation
methodology. As shown in Table 3, fusing FTLE-HOG and ΛarcL -HOG features
of video frames improves the recognition accuracy of our method.
Table 3.: Feature Fusion Analysis on the Weizmann Dataset
Cell Size FTLE ΛarcL FTLE + ΛarcL
8 94.27 93.75 96.03
16 95.1 95.51 97.55
The results of the evaluation of the KTH dataset are presented in Table 4 in
comparison to state-of-the-art methods. In contrast to the Weizmann dataset
there is no unique testing methodology in this case [FM08, BXG12, NWFF08,
SvG08]. We followed the test strategy proposed in [AS10] that uses 8 actors
for training, 8 actors for validation and the remaining 9 actors for testing. Using
this evaluation, we achieved 87.84% recognition accuracy with the fused FTLE-
HOG and ΛarcL -HOG features of cell size 8, and 86.11% recognition accuracy
with a cell size of 16. The performance of our method is worse than in the first
case, but still compatible to those of state-of-the-art. However the presented
numbers have to be interpreted carefully, since evaluation methodology varies
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significantly among the compared methods (e.g., different training sets where
used)
Table 4.: Classification Accuracies on the KTH dataset
Method Test Methodology Accuracy (%)
Our method (cell size 8) Splits (into 3) 87.84
Our method (cell size 16) Splits (into 3) 86.11
Ali et al. [AS10] Splits (into 3) 87.7
Fathi et al. [FM08] Splits (into 2) 90.50
Schindler et al. [SvG08] 5-fold CV 92.70
Bregonzio et al. [BXG12] LOAOCV 94.33
Niebles et al. [NWFF08] LOAOCV 83.33
Figure 80 shows the confusion matrix for the KTH dataset for our method
with the fused FTLE-HOG and ΛarcL -HOG features of cell size 8. As illustrated,
jogging - running, jogging - walking, hand clapping - hand waving, and boxing
- hand clapping are the most confused action pairs. This is expected, since
motion patterns with high confusion values have similar motion characteris-
tics and mainly differ with respect to their average speed (e.g., running and
jogging).
The comparison of the plain and the fused HOG descriptors in Table 5 affirms
the improved the recognition accuracy using combined features.
Table 5.: Feature Fusion Analysis on the KTH Dataset
Cell Size FTLE ΛarcL FTLE + ΛarcL
8 82.52 82.65 87.84
16 79.62 81.92 86.11
Detection of People Carrying Objects
To prove its suitability in another practical scenario we applied our method
towards the detection of person carrying objects (PCO). The following eval-
uation studies have been conducted in close collaboration with Tobias Senst
from TU Berlin. Similar to the previous example we applied a combina-
tion of the well-known HOG descriptor and a linear SVM as proposed by
Dalal&Triggs [DTS06]. The original HOG method divides the input image
into a set of cells of fixed pixel size (cell size) and computes a histogram of the
underlying image gradient directions for each cell. A predefined number of
cells (block size) is then grouped into overlapping blocks (block stride, number
of overlapping boundary pixels), that are distributed over the image features
(in this case pedestrians). Our approach replaces the role of the image gradient
by FTLE of the considered video sequence. Throughout our studies we used
the following default parameters: a window size of 64×128, a block size of
16×16, a block stride and cell size of 8×8 and 9 histogram bins. Our method
is benchmarked using the Pets2006 dataset [DH08]. We trained the classifier
with pedestrian samples annotated from the Pets2006 sequence 2 recorded
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by camera 3. In order to reduce the search space and hence the computa-
tional complexity of the classification step, we integrate two post-processing
steps: First, a foreground blob detection is applied to identify persons moving
within the image sequence. The detection is based on the method proposed by
Heras&Sikora [ESS11] in combination with a connected component analysis.
Second, we use the HOG detector in a calibrated environment to compensate
projective distortion. The scale of the HOG descriptor is computed directly
from the calibration, while assuming a pedestrian is about 1.8m tall. Note that
different HOG scales are implemented by resizing the respective image content.
For each estimated bounding box we apply the Lagrangian pattern analysis




As assumed in the previous work of Damen&Hogg [DH08] and Senst et
al. [SES11] a person that is carrying an object can be efficiently detected by
determining its motion boundaries. Such boundary features can be located
at different regions e.g., the person’s silhouette or inner motion boundaries
(e.g., due to the occlusion of a case or moving limbs). As described in
Section 4.3.1 specifically the FTLE field is an excellent tool to model those
motion boundaries. Again, the integration interval τ is a significant parameter
and has to be aligned to the duration of the observed event. In this case an
event is described by the limb motion of the observed pedestrian. Figure 81
illustrates different inner motion boundaries of a FTLE field that is computed
by different integration intervals for a PCO and non-PCO. It is also interesting
to observe that even for lower-resolution approximations of the optical flow
field (2nd and 3rd row), FTLE features still capture the dominant characteristics
of the boundary silhouette.
Data set &
ground truth
Damen&Hogg [DH08] provide the ground truth data for the Pets2006 se-
quences of camera 3 for their PCO method. The data set contains bounding
boxes to describe the location and size of the objects carried by pedestrians,
while only pedestrian that do not occlude each other are included. For our ex-
periments we extended the ground truth data by the remaining pedestrians and
labeled each pedestrian within a bounding box. We also label all new ground
truth PCO with a 1 and the original, previously annotated by Damen&Hogg
with a 4. The subsequent PCO classification is done in a supervised manner
by a linear SVM. We further assume that the person detection is not perfect.
Hence, for each sequence the HOG person detection is applied and each result
is associated with the nearest ground truth bounding box of a given gating
range. The gating range is set to 1/8 of the HOG window width and to 1/16
of the HOG window height. The HOG window is adapted to the perspective
distortion by using an additional calibration step. If a detection is successfully
associated with a ground truth annotation, it inherits the label of the respective
ground truth, else it is labeled as negative sample.
Experimental
setup
In our experiments we focused on two major aspects: First, we want to
evaluate the influence of the path line integration interval τ on the classification
result. On the one hand, increasing τ allows to incorporate motion information
from a higher number of frames. On the other hand, it also creates an temporal
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τ = 5 τ = 20 τ = 50
a) b) c) d)
τ = 5 τ = 20 τ = 50
e) f) g) h)
Figure 81.: Examples for FTLE fields of a person with (a-d) and without carry-
ing a bag (e-h) and different integration intervals τ for from top to
bottom the Huber-L1, RLOF1 and RLOF2 dense optical flow.
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Figure 82.: Partition of execution time in msec.
offset for the detection, and increases the computational cost for its evaluation.
Second, we want to analyze the robustness of the proposed method with respect
to the motion estimation quality that are represented by different optical flow
methods.
In general, computing the optical flow field is a comparably expensive
process an there are a number of options trading accuracy for speed. Hence
optical flow estimation quality is often directly related to its run time. For this
experiment, we use two different methods to compute the dense optical flow:
One global optical flow method with a high quality as proposed by Werlberger
et al. [WTP+09] (Huber-L1) and a local optical flow method that has an
overall lower quality but is scalable in computational complexity [SES11]
(RLOF). To obtain a dense motion field by the RLOF we subsample the image
into a subset of cells with a given grid size by linear interpolation of the given
motion vectors. We used two different grid sizes, where RLOF1 denotes a cell
size of 5 and RLOF2 a cell size of 15. As shown in Figure 81(a,e) the Huber-L1
flow is able to preserve the silhouette of the person, while RLOF1/2 generates
discontinuities at the cell boundaries.
Results
The proposed system was tested on an AMD Phenom II X4 960 running at
2.99 GHz with a NVIDIA GTX 480 graphics device. The RLOF and Huber-L1
method, as well es the FTLE computation are implemented on the GPU, while
all remaining steps were performed on the CPU. Figure 82 shows an overview
about the run time of the proposed system. The current implementation is
not able to provide results in real time, but with its fastest configuration
with 497ms it has a good performance and is able e.g., to support forensic
analysis of video data. Figure 83 shows the precision-recall (PR) curves and
Table 6 the measures of the FTLE-HOG classifier. These experiments show the
discriminative behavior of PCO and none-PCO samples within the FTLE-HOG
descriptor. Therefore the sample set was randomly divided into 10% trainings
and 90% test data. The results of the RLOF1/2 flows become less precise than
the results of the Huber-L1 flow. However in comparison of the source motion
fields in Figure 81(a,e) they are remarkably good for τ > 5.
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Figure 83.: PR curves of the comparison of the FTLE-HOG classifier with dif-
ferent integration intervals τ , trained on 10% and tested on 90%
of the Pets2006 labeled HOG people detections. The evaluation is
performed at the person detection level i.e. for each detection a
classification and comparison is done.


























































Figure 84.: PR curves of the comparison of the FTLE-HOG classifier with differ-
ent integration intervals τ , trained as in Figure 83. The evaluation
is performed at the object level i.e., for each object a classification




µ σ µ σ µ σ
Huber-L1 78.6% 0.01 55.3% 0.01 55.1% 0.02
RLOF1 75.8% 0.01 48.2% 0.02 48.8% 0.01
RLOF2 74.6% 0.01 46.3% 0.01 47.2% 0.02
τ = 20
Accuracy Precision Recall
µ σ µ σ µ σ
Huber-L1 81.6% 0.01 61.5% 0.01 61.5% 0.02
RLOF1 78.9% 0.01 55.6% 0.01 54.2% 0.02
RLOF2 79.2% 0.01 56.3% 0.01 54.9% 0.01
τ = 50
Accuracy Precision Recall
µ σ µ σ µ σ
Huber-L1 82.6% 0.01 63.5% 0.02 63.3% 0.02
RLOF1 79.9% 0.01 57.9% 0.01 55.9% 0.02
RLOF2 81.5% 0.01 61.3% 0.01 60.2% 0.02
Table 6.: Classification results with different integration intervals τ trained on
10% and tested on 90% randomly selected samples. The evaluation




Huber-L1 70.5% 67.4% 46.0%
RLOF1 73.0% 72.1% 49.2%
RLOF2 66.2% 64.7% 35.5%
τ = 20
Accuracy Precision Recall
Huber-L1 70.5% 66.0% 49.2%
RLOF1 72.5% 74.3% 42.6%
RLOF2 69.3% 64.9% 45.3%
τ = 50
Accuracy Precision Recall
Huber-L1 72.7% 76.7% 53.5%
RLOF1 77.4% 90.0% 51.4%
RLOF2 76.4% 73.7% 59.6%
Table 7.: Classification results with different integration intervals τ . The eval-
uation is performed at the object level.
Precision Recall
τ = 20 τ = 50 τ = 20 τ = 50
Huber-L1 60.4% 64.5% 57.1% 54.1%
RLOF1 48.0% 54.5% 46.2% 54.5%
RLOF2 64.8% 73.7% 45.3% 59.6%
Damen&Hogg 50.5% 55.4%
Table 8.: A comparison of different FTLE-HOG classifier with the state-of-
the-art method of Damen&Hogg (MRF with Prior) for the annotated
data provided in [DH08].
Discussion
Note that the results in Figure 83 and Table 6 are only partly representative
for the overall PCO accuracy. False negatives of the HOG pedestrian detection
step could induce that pedestrians get excluded from the evaluation process
shown in Figure 83. Therefore Figure 84 and Table 7 show the results of a
pedestrian related evaluation. Each annotated object is associated with a set of
related classified PCO or none-PCO detection. If a ground truth object is not
associated to any detection it counts as false negative. An object is classified
as carrying a baggage, if the major number of related detections is classified as
PCO. As stated before, to compare the FTLE-HOG classification method and the
state-of-the-art method proposed in [DH08] we have introduced the label 4.
If only ground truth annotations with this label are considered, we obtain the
results shown in Table 8, which demonstrates that our method outperforms the
state-of-the-art in this scenario. The results also indicate that the classification
performance improves with larger τ values. However, it should be kept
in mind a FTLE field of τ , requires 2 · τ frames for its computation. In this
scenario τ = 20 represents a good compromise between classification accuracy,
observation time, and computational effort respectively. In addition to this, an
accurate motion estimation method increases the individual or detection-based
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performance. We found that in this scenario, the overall performance is barely
affected by the motion estimation method. The appearance model benefits
from an accurate but run-time intensive global optical flow method, still our
method achieves good results using local methods only. The latter one are
more efficient in run time, but do not preserve the silhouette (resp. boundary
features) accurately and might fail in more complex scenes.
Limitations
One limitation to obtain reliable results of the Lagrangian analysis is the
quality of the underlying optical flow fields sequence. Although Lagrangian
features can be extracted using faster, less accurate optical flow methods,
artifacts will be present in the resulting features. Especially in more complex
scenarios the impact of those artifacts e.g., during learning stage of the clas-
sifier is hard to predict and requires concise analysis. Our experiments have
also shown that occlusion is advected within the optical flow fields by means
of trajectories stopping and visual obstacles. Occlusion affects the geometry
of path lines and can create spurious features that influence the evaluation
(similar to boundary domain effects in physical flows). In addition to this,
most of the presented benchmarking datasets did not explicitly include moving
frames of reference (e.g., by camera motion) or blocked camera views. If this
is the case the presented methods have to be adapted, since optical flows only
represent motion in a local, relative manner [BB95].
Summary
We presented a Lagrangian methodology framework as a general tool for a
variety of computer vision tasks. We proposed the conceptual requirements
in order to apply Lagrangian methods to optical flow fields and proposed
basic measures for their characterization. Using trajectory-based arc length,
direction and separation allows to analyze complex time-dependent motion
behavior of crowded image sequences, as well as for the description of indi-
vidual motion behavior. The proposed methods avoid the necessity of explicit
object tracking over multiple time-steps, since Lagrangian scalar fields di-
rectly encode complex motion information over a finite-time interval. They
have been shown to increase the quality of the results due to intrinsic noise
reduction and to retain salient motion features (e.g., motion boundaries). We
introduced the notion of combined Lagrangian descriptors toward this appli-
cation case and examined the stability of this approach under different flow
field approximation qualities. For post-processing and evaluation of motion
features we propose a set of analysis methods, including an visual exploration
of the Lagrangian fields, an hierarchical contour-based representation, and a
HOG-based machine learning approach. All proposed methodologies allow
for a stable, versatile, and feature-related evaluation of video sequences. For
the contour-based and the machine learning approach, our experiments show









This final Section contains a summarizing overview about the contents of
this thesis, followed by a discussion of the results in the context of the core
questions stated in the beginning. Based on this, a number of open challenges
will be derived with the goal to inspire future investigations on this field.
5.1 S U M M A RY
In summary, Section 2 provides an detailed overview of the state of the art
in the field of time-dependent and topology-oriented vector field analysis
and visualization. On the same note, the general concept of Lagrangian
measures (Section 2.5), Lagrangian features, and their interpretation for flow
field analysis (Section 2.5.3) is introduced, together with an overview about
approaches to compute and extract them. Section 3 derives a general concepts
to construct unsteady flow fields with known ground truth and a system
to benchmark FTLE methods. The formulation of analytical ground truth
fields allows to derive similar testing strategies for Lagrangian measures
in general. The benchmark contains a testing framework to evaluate FTLE
fields, quantitative measures based on features and field quality, a set of basic
benchmark data sets, and an extensive parameter study of three common FTLE
concepts.
Based on this, a set of novel methods is elaborated with the goal to improve
on the following aspects of Lagrangian schemes: First, Section 3.1.6 presents
a novel numerical approach to obtain FTLE without the gradient of the flow
map, but in terms of integrating a specially designed higher-dimensional
vector field. Second, a novel method to derive LCS approximations, using a
geometric advection scheme with a discrete material condition, described in
Section 3.2.4. Third, a Lagrangian clustering method, based on bending energy,
is introduced in Section 3.3.6. The latter method automatically determines
suitable integration intervals and provides a direct visualization of potentially
meaningful regions within the flow field.
In the following application Section 4, the evaluation of Lagrangian mea-
sures is demonstrated in a practical context. The focus of this part is on
the identification of common challenges when applying specific Lagrangian
concepts to realistic scenarios. It discusses a set of possible adjustments to
obtain more expressive and goal-oriented visualizations. With respect to this,
Section 4 elaborated applications of the Lagrangian methodology in the tech-
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nical domain. This is complemented by a set of specially designed advection
techniques (Section 4.1.2) to visualize and describe features, that are inacces-
sible to traditional methods (i.e., see rotation stall phenomenon). Section 4.1.2
provides an extension to Lagrangian advection techniques, fused with the
clustering concept of Section 3.3.6. It is illustrated that this can be used to
design expressive indicators for the description of irregular and potentially
physically relevant patterns in flow fields in their spatial context. The final
application case, presented in Section 4.1.2, applies concepts from Lagrangian
dynamics developed in a physical flow context, towards the analysis of optical
flow fields. Due to the broad availability of video benchmark data sets and
in combination with advanced post-processing, the derived framework (Sec-
tion 4.3.1) is able to improve, or even outperform, state-of-the-art methods in
that field (see human action recognition in Section 4.3.2 and PCO detection,
Section 4.3.2).
5.2 D I S C U S S I O N A N D O U T L O O K
In the beginning of this thesis (Section 1.3) a set of core questions has been
derived that have driven the development of the presented contents. In specific
cases, parts of those questions have been answered with the contributions and
the discussions of the individual Sections. The goal of this part is to summarize
answers derived in this thesis, but also to refine the stated questions, using the
gained insights, and discuss challenges for future research.
A detailed overview of topology-oriented methods for unsteady flow fields
has been presented in Section 2. It is indicated that, up to now, there is no
commonly agreed standard (in the sense of VFT in the steady case) how to treat
and describe features in time-dependent vector fields. Lagrangian features,
more specifically the notion of LCS, are among the candidates to formalize
structural properties and clarify the notion of features in a more general sense.
This includes time-dependent phenomena such as boundaries of (non-local)
vortices or shear effects, and their interaction and evolution in turbulent flows
(e.g., rotating stall presented in Section 4.1.2).
1. Comparability: The lack of comparability has been shown to be a
common problem among existing concepts to evaluate unsteady flow
behavior. This is clearly caused by the complexity of the data and the
underlying phenomena. A more subtle reason could be seen in the small
number of freely available benchmark data sets and lack of evaluation
standards.
2. Objective Quality: Considering the video analysis, given in Section 4.1.2,
defined evaluation methodologies and benchmark databases (e.g., [KTH05,
BGS+05, RM09]) allow for more a objective assessment and compari-
son of novel methods. To contribute, the FTLE benchmark (Section 3)
presented a step in this direction. It is indicated that there are ways to
describe specific structural effects (i.e., ridge sharpness and complexity)
with analytical ground truth. Still, the ’realism’ of the presented fields
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in a general sense is limited and implies the question, to which extend
unsteady flow phenomena and combinations thereof can be described
in an analytic fashion. Besides, there is a clear lack of (available) data
sets that can close the loop between the real world measurement, a
validated simulation, subsequent analysis of the simulation, and back to
the relevance of the identified features in the real, physical domain.
3. Improvement: The benchmark also reveals detailed differences be-
tween existing methodologies and shows in which cases the results
benefit from the one or the other method. This implies, that once more
objective measures are defined, novel approaches can be shown to im-
prove or match the performance of existing methods. With respect to
this, the concept of NG-FTLE has been shown to provide improvements
regarding the proposed measures. However, keeping in mind that FTLE
only uses a very small amount of the actual information contained in
the flow map, future examination requires to assess Lagrangian features,
such as LCS, in a more general sense.
4. Parametrization:
Besides for new methods and extensions, those statements are equally
true for the parametrization of existing ones. Especially with increas-
ing method and data complexity, intrinsic parameters require concise
evaluation. In this work two approaches have been tested: First, the
benchmark can be deployed, however this may be limited by the avail-
able resources (keeping in mind the computational effort and the limited
availability of characteristic data sets). Second, a automatic analysis
method has been proposed in Section 3.3.6, specifically to find suitable
integration intervals. Both options underline that, although generalized
solutions are desirable, results clearly require a tuning towards the re-
spective applications in order to be of actual value for the final user. In
direct comparison of the automated and adapted analysis, for example
of the hydro-cyclone (Section 3.4.5 and Section 4.1.1) or aneurysm
(Section 3.4.5 and Section 4.1.2), the evaluation clearly benefits from a
more focused task. Although the relevant information may be contained
in both representations, it might be indistinguishable due to the high
amount of irrelevant features. The remaining challenge is to identify
suitable parametrization of general methods, or a formal way to derive
specialized adapted methods, in order to cover the focused description
of relevant features in broad variety of application scenarios.
5. Efficiency:
As already stated, current standard methods (e.g., FTLE) often only use
a subset of the structural information encoded in the flow map. The
results of the material cell tracking concept in Section 3.2.4 indicate,
that Lagrangian methods as well as applications thereof can benefit from
a more efficient use of the existing information. Furthermore, it has
been shown that e.g., LCS features appear as a more general concept,
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than just ridges in the FTLE field. The question remains for more precise
statements nature of LCS, their role in the evolution of the flow map, and
their relation among existing concepts (e.g., strain lines [FH12], material
separation fields [GOPT11], hyperbolic streak surfaces [USE12], and
generalized advection structures [STW+08b]).
6. Application:
One major focus was on the presentation of specific and realistic applica-
tions scenarios. Arguably, in practical applications many of the common
concepts still have not arrived (e.g., FTLE is no supported feature among
commercial visualization packages), although there usefulness has been
demonstrated in numerous cases. Besides the more rigorous validation
of such methods, a derived challenge is not only a formal generalization,
but also a specialization towards specific application scenarios using
the expert insights from the respective target applications.
Following this, many Lagrangian methods clearly require either more
specific tuning (e.g., filtering, structural emphasis) or the use of more
context information to be more accessible to the target application.
For future research, making abstract Lagrangian analysis results more
tangible to the final user, remains an important challenge.
7. Performance: Significant improvements compared to other state-of-
the-art methods remains an attracting factor towards the Lagrangian
methodology, but again require adoption and a consistent evaluation
strategy. Lagrangian measures have been demonstrated being capable
of doing so, by application towards optical flow fields derived from
video sequences and a evaluation using common standard benchmark
databases. It has also been highlighted, that the proposed methodology
results in provable performance increases in combination with estab-
lished techniques in other domains (e.g., machine learning). The results
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