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Abstract
We consider a discrete-time, d-dimensional Markov processes Xn, for which the distribution of the
future increments depends only on the relative ranking (descending order) of its components. We endow
the process with a rich-get-richer assumption and show that it is enough to guarantee almost sure
convergence of Xn/n. Under mild assumptions, we characterize the possible limits via an easy to check
criterion. The presented framework generalizes ranking-based Po´lya urns and simplifies the identification
of the support of the limit.
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1 Introduction
A wide variety of natural, social, and technological systems, including science itself, exhibit rich-get-richer
dynamics (Price, 1976; Yule, 1925; Merton, 1968; Baraba´si & Albert, 1999). In these dynamic systems, the
initial conditions (Page et al., 2006) and randomness (Denrell, Fang, & Liu, 2014) in the early stages of
the process, for example the status of an academic journal or institution, can drastically affect the course of
events later on, by way of reinforcing existing inequalities. Processes with rich-get-richer dynamics have been
commonly modelled using Po´lya urn schemes (Eggenberger & Po´lya, 1923; Pemantle et al., 2007; Mahmoud,
2008). In the simplest case, balls of different colors are added sequentially to an urn, and the probability
of adding a ball of a certain color is proportional to the count of balls of that color. In this case, as well as
in many of the common generalizations of Po´lya urns, the evolution of the process takes into account full
information about the absolute (or suitably normalized) level of each component of the process. However,
this common formalization leaves an important case uncovered - systems where the rich-get-richer dynamics
are driven by the relative ranking of the components.
1.1 Ranking-based rich-get-richer dynamics
There are abundant examples of dynamic systems where the pertinent absolute value is unknown or irrelevant,
and only the relative rank of the various objects (people, options, institutions etc.) matters. Rank refers
to a position an object takes if the objects are placed in descending order of the quantity of interest.
Consider academic journals or institutions that are often ranked by their status. Journals may receive article
submissions and institutions funding or job applications according to their relative status in comparison to
other institutions (Podolny & Phillips, 1996; Easley, Kleinberg, et al., 2010; Arthur, 1989), thus reinforcing
their position in relation to others. A similar situation arises with rankings in online interfaces. It is
well-known that people are more likely to choose entries positioned higher on the screen, and that choice
probabilities typically decrease monotonically for entries in lower ranks (Joachims, Granka, Pan, Hembrooke,
& Gay, 2005; Chuklin, Markov, & Rijke, 2015). Popularity based rankings, which are widely implemented
on the internet, rank options according to the absolute number of clicks (Salganik, Dodds, & Watts, 2006),
potentially reinforcing existing rankings. In all of these cases, the ranking of the different options, rather
than any other absolute value, might be the factor conferring an advantage to the more successful entities
and leading to rich-get-richer dynamics.
There are generalizations of the classical Po´lya urn scheme that allow for ranking-based rich-get-richer
dynamics. The first such generalization appeared in Hill, Lane, Sudderth, et al. (1980) where the authors
study the case of d = 2 colors and allow the probability of adding a red ball to be a function of the proportion
of red balls. In other words, there is some function f : [0, 1] → [0, 1], such that the probability of the next
ball being red is f (Xn/n), where Xn denotes the number of red balls at time n. If f is taken to be constant
in
[
0, 12
)
and in
(
1
2 , 1
]
, then we get a ranking-based urn. Hill et al. show that Xn/n converges a.s., and then
give some results regarding the support of the limit. Importantly, their results allow a nowhere dense set of
discontinuities for f , so they apply to the ranking-based case.
Arthur, Ermoliev, and Kaniovski (1986) extend some of the results to any d ∈ N. In particular, they show
that the process Xn/n (where Xn is now a vector) has positive probability of converging to any point
θ ∈ ∆d−1 :=
{
x ∈ [0, 1]d,
∑
i
xi = 0
}
that is a stable fixed point of f : ∆d−1 → ∆d−1, in the sense that
2
f(θ) = θ and there is a neighborhood U of θ and a positive-definite matrix C such that
〈C(x− f(x), x − θ)〉 > 0, for all x ∈ ∆d−1 ∩ U, x 6= θ.
Note that in the ranking-based case, where f is piecewise constant, a fixed point θ whose components are
all distinct is always stable, since then f(x) = θ identically in a neighborhood of θ, so the above condition is
satisfied if we take C to be the identity matrix. Arthur et al. also give a Lyapunov condition that guarantees
convergence of Xn/n almost surely. However, finding a Lyapunov function is non-trivial, and it is generally
not suitable for ranking-based processes where the function f is piecewise constant.
The above results make use of the geometry of the graph of f , whose i-th component gives the probability
that the single ball added is of color i, so they are not easily generalizable to different distributions of
(Xn+1 −Xn), for example if we allow more than one components to change simultaneously.
1.2 Our contribution
We focus on ranking-based processes only, but allow for more general distributions of the increments (Xn+1−
Xn). The approach we take is to consider a Markov process for which the law of future increments depends
only on the ranking of the different components of the process.
In contrast to Po´lya urn schemes, the Markov setting allows us to consider generally arbitrary joint condi-
tional distributions of the increments (X in+1−X
i
n), including ones that allow negative values. The fact that
there are only finitely many possible rankings and that the distributions do not change as long as the ranking
doesn’t change, allows us to consider separately the transitions between rankings and the dynamics when the
ranking remains constant, the latter being nothing more than the dynamics of a sum of i.i.d. random vari-
ables. Therefore, the study of the long-term behavior of such processes is a study of the long-term behavior
of the ranking. This simplifies the study a lot and allows us to derive results under very few assumptions on
the process Xn.
One essential assumption we make is assumption 2.1, which is a form of rich-get-richer dynamics condition.
It is a weaker and non-symmetric version of the following statement: conditioned on X in > X
j
n, (X
i
n+1−X
i
n)
has a larger mean than (Xjn+1 −X
j
n) (see assumption 2.1 for details).
Our results can be summarized as follows: Under the rich-get-richer assumption and a finite second moments
assumption, we show that in the limit n→∞, the ranking of the components of the process stops changing
almost surely (theorem 2.5). Then a simple application of the Strong Law of Large Numbers gives us the
limit of X in/n (proposition 2.4). Under a mild further assumption (assumption 2.2), we characterize the
possible rankings in the limit (theorem 2.7 and proposition 2.10), and consequently the possible limits of
X in/n.
2 Results
We begin by defining what we mean by ranking (section 2.1) and formulating the ranking-based rich-get-
richer processes (section 2.2). Sections 2.3 and 2.4 contain our two main results: convergence of ranking and
characterization of terminal rankings. The Appendix contains supporting proofs.
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2.1 Ranking of a vector
Let X = (X1, . . . , Xd) be a d-dimensional vector. By ranking of the vector X we mean a d-tuple r =
(r1, . . . , rN ), such that rm ⊂ {1, . . . , N} and i ∈ rm if and only if there are exactly m− 1 indices j such that
Xj > Xi. In words, rm is the set of indices of the coordinates Xi that are the m-th largest. Note that if
i, j ∈ rm, then Xi = Xj . For example, if d = 4 and X = (7, 5, 7, 12), then r = ({4}, {1, 3}, ∅, {2}).
If all coordinates Xi differ from each other, then rm contains a single, distinct element for each m, and r can
be considered as a permutation of {1, . . . , N}, by identifying each rm with the unique element it contains.
In this case we will call r a strict ranking. For example, suppose that N = 4 and X = (14, 22, 46, 16).
Then the ranking of X is r = (3, 2, 4, 1), because X3 > X2 > X4 > X1.
We denote by R = R(d) the set of all possible rankings of a d-dimensional vector. We will say that r ∈ R
is consistent with Xi > Xj (Xi ≥ Xj) if i ∈ rm and j ∈ rn for some m < n (m ≤ n). The ranking of the
vector X will be denoted by rk(X).
2.2 Formulation and main assumptions
We consider a d-dimensional Markov process Xn = (X
1
n, . . . , X
d
n), such that the distribution of (X
1
n+1 −
X1n, . . . , X
d
n+1−X
d
n), depends only on the ranking of Xn. More precisely, for each possible ranking r ∈ R of
a d-dimensional vector, there is a probability distribution µr on Rd, such that
P ((Xn+1 −Xn) ∈ A|Xn) = P ((Xn+1 −Xn) ∈ A|rk(Xn)) = µ
rk(Xn)(A) a.s. (1)
Let Fn = σ(X0, . . . , Xn) denote the σ-algebra generated by the process {Xn}n up to time n. Clearly, {Fn}n
is a filtration. Note that by the Markov property, eq. (1) implies that for any measurable set A ⊂ Rd,
P ((Xn+1 −Xn) ∈ A|Fn) = µ
rk(Xn)(A) a.s. (2)
In particular, we have that the increments Xn+1 −Xn are conditionally independent of Fn, conditioned on
rk(Xn). That is,
(Xn+1 −Xn) ⊥
rk(Xn)
Fn. (3)
We assume that both X0 and µ
r, for each r ∈ R, have finite second moments and we denote by qri the mean
of the i-th component under µr.
It will be useful to introduce, for each r ∈ R, the random variable Zr = (Z1r , . . . , Z
d
r ) with distribution µ
r.
Note that conditioned on rk(Xn) = r, (Xn+1 −Xn) has the same distribution as Zr.
We will make two further assumptions regarding the dynamics of Xn. The first is a form of rich-get-richer
dynamics, which says that for any pair of indices i, j, whenever a specific one of the components X i or Xj
is larger than the other, it tends to increase faster on average as well. More precisely,
Assumption 2.1. For any pair i, j ∈ {1, . . . , N}, i 6= j, one (or both) of the following two conditions holds:
• For all rankings r consistent with X i > Xj, we have qri > q
r
j , or
• For all rankings r consistent with Xj > X i, we have qrj > q
r
i .
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The last assumption we will need says that at any step, any component is likely to increase faster than the
rest:
Assumption 2.2. For any i and any r ∈ R,
P

⋂
j 6=i
{Zir > Z
j
r}

 > 0. (4)
Note that by continuity, the above implies that there exists some ǫ > 0 such that for any i and r ∈ R,
P

⋂
j 6=i
{Zir > Z
j
r + ǫ}

 > 0. (5)
2.3 Settling on a ranking
As n grows, the ranking of Xn may keep changing or it might settle on some particular ranking r ∈ R. The
next definition makes this notion precise.
Definition 2.3. Let X be as above and let rn = rk(Xn) be the ranking of X at time n. We say that rn
settles on r ∈ R, if there exists some n0, such that rn = r for all n ≥ n0. We say that a ranking r ∈ R is
terminal (for the process Xn), if
P (rn settles on r) > 0.
Otherwise, we say that r is transient.
Knowing that the ranking settles is useful, because then we can predict the long-term behavior of the process.
In particular we have the following:
Proposition 2.4 (Market share). Suppose that rn settles on the ranking r ∈ R. Then, for each i,
lim
n→∞
X in
n
= qri a.s.
Proof. By assumption, there exists some n0 ∈ N such that for all n > n0, rn = r. We write
X in = X
i
n0
+
n∑
m=n0+1
(X im −X
i
m−1). (6)
The first term on the right hand side is a.s. bounded and, under
∞⋂
n=n0
{rn = r}, the variables (X im −X
i
m−1)
are i.i.d. with mean qri and finite variance. Therefore, the result follows from the Strong Law of Large
Numbers.
A natural question is whether the ranking rn has to eventually settle on some terminal value or it may keep
changing for arbitrarily large n. We have the following Theorem:
Theorem 2.5 (Settling of rankings). Under assumption 2.1, rn = rk(Xn) settles with probability 1.
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Note that as a corollary we get that (under assumption 2.1) there always exist terminal rankings.
For the proof of theorem 2.5 we are going to need the following Lemma (proved in the Appendix):
Lemma 2.6. Let j, k ∈ {1, . . . , N} and suppose that qrj > q
r
k for any r ∈ R consistent with X
j
n > X
k
n. Then,
there exists some ǫ > 0, such that for any Fn-optional time s,
P
(
{s <∞} ∩
∞⋂
n=s
{
Xjn > X
k
n
})
≥ ǫ · P
(
{s <∞} ∩
{
Xjs > X
k
s
})
.
Proof of the settling of rankings theorem - Theorem 2.5.
Let i 6= j and assume that qri > q
r
j for any ranking consistent with X
i > Xj (see assumption 2.1). Define
s0 = 0, sm = inf{n > tm : X in ≤ X
j
n} and tm = inf{n > sm−1 : X
i
n > X
j
n}. We apply lemma 2.6 with
s = tm to get
P ({tm <∞} ∩ {sm =∞}) = P
(
{tm <∞} ∩
∞⋂
n=tm
{X in > X
j
n}
)
≥ ǫ · P
(
{tm <∞} ∩ {X
i
tm
> Xjtm}
)
= ǫ · P (tm <∞) .
Hence
P(sm <∞) = P ({tm <∞} ∩ {sm <∞}) ≤ (1− ǫ) · P (tm <∞) .
Combining the above with P (tm <∞) ≤ P (sm−1 <∞) and using induction we get
P(sm <∞) ≤ (1− ǫ)
m.
Therefore,
P
(
∞⋂
m=1
{sm <∞}
)
= 0.
In other words, with probability 1, the relative magnitude of the components i and j will stop changing after
a finite number of steps and settle on a certain ranking. Since i and j were arbitrary, this completes the
proof.
2.4 Terminal rankings
Theorem 2.5 says that the popularity ranking will eventually settle on some terminal ranking. But it is not
saying what are the terminal rankings. The following Theorem and Proposition answer this question.
Theorem 2.7 (Terminal rankings). Under assumption 2.2, a strict ranking r is terminal if and only if
qrr1 > q
r
r2
> . . . > qrrN .
For the proof of this theorem we also need a couple of lemmas. The first one simply says that, in finite time,
attaining any ranking, with any amount of difference between the components of X , is possible (proof in the
Appendix).
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Lemma 2.8. Under assumption 2.2, for any M ∈ R, n0 ∈ N, any strict ranking r ∈ R, and any F ⊂ Fn0
with P(F ) > 0, there exists some n1 > n0, such that
P
(
N−1⋂
i=1
{
Xrin1 −X
ri+1
n1
> M
} ∣∣∣∣∣ F
)
> 0.
The next lemma states a property of finite sets of (not necessarily independent) random walks.
Lemma 2.9. Let K ∈ N and {W in}i,n, a set of random variables such that for each i, {W
i
n}n are i.i.d. with
positive mean and finite second moment. Let V in =
n∑
m=1
W im. Then, there exists some M ∈ N, such that
P
(
min
i,n
V in > −M
)
> 0.
Proof. From the Strong Law of Large Numbers we have that for each i, P
(
lim
n→∞
V in =∞
)
= 1, hence also
P
(
lim
n→∞
min
i
V in =∞
)
= 1. Therefore, the sequence {min
i
V in}n is bounded below a.s., that is
P
( ⋃
M∈N
{
min
i,n
V in > −M
})
= 1.
The result follows by continuity of probability.
Proof of the terminal rankings theorem - theorem 2.7.
• Proof of the necessity:
Suppose that the strict ranking r is terminal. That is, there exists some n0 ∈ N, such that
P
(
∞⋂
n=n0
{rn = r}
)
> 0. (7)
Suppose now, for the sake of contradiction, that qri ≤ qri+1 , for some i. eq. (7) implies that P(A) > 0,
where
A =
∞⋂
n=n0
{Xrin > X
ri+1
n } .
Since A has non-zero probability, we must have P(A | A) = 1. If A occurs, then (Xn+1−Xn) follows µr,
so that E[Xrin+1 −X
ri
n ] = q
r
ri
≤ qrri+1 = E[X
ri+1
n+1 −X
ri+1
n ]. Therefore, the difference dn = X
ri
n −X
ri+1
n
performs a random walk (Kallenberg, 2006), with mean qrri − q
r
ri+1
< 0, starting at time n0 from
dn0 = X
ri
n0
− X
ri+1
n0 . Now, the occurrence of A is equivalent to dn > 0 for all n ≥ n0. But since
qrri ≤ q
r
ri+1
, the probability of this event is 0 (Kallenberg, 2006). We have therefore shown that
P(A | A) = 0, which contradicts our assumptions. We conclude that qrri ≤ q
r
ri+1
cannot be the case.
• Proof of the sufficiency:
Define An = {X
r1
n > . . . > X
rN
n }, i.e. An is the event that at time n the ranking is equal to
r. Let {U in}i,n be a set of independent random variables, independent of F∞ =
∞⋃
n=0
Fn, and with
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U in ∼ Z
ri
r − Z
ri+1
r . For each i = 1, . . . , N − 1, define W in as follows:
W in =
{
(Xrin −X
ri+1
n )− (X
ri
n−1 −X
ri+1
n−1 ), if An−1 holds,
U in, otherwise.
We claim that for each i, {W in}n is a sequence of i.i.d. random variables. To see this, let G
i
n =
σ(X0, . . . Xn, U
i
0, . . . U
i
n) and note that W
i
n ∈ G
i
n and for any measurable set A ⊂ R,
P
(
W in ∈ A
∣∣Gin−1) = P (W in ∈ A∣∣Xn−1) = P((Zrir − Zri+1r ) ∈ A) a.s. (8)
Since the quantity on the right is a constant, this proves our claim. Therefore, lemma 2.9 gives us
some M > 0, such that
P
(
N−1⋂
i=1
⋂
n∈N
{
V in > −M
})
> 0, (9)
where V in =
n∑
m=1
W im. Furthermore, lemma 2.8 gives some n0 ∈ N such that Pr (D) > 0, where
D =
N−1⋂
i=1
{
Xrin0 > X
ri+1
n0
+M
}
.
We also define
B =
N−1⋂
i=1
⋂
n∈N
{
V in0+n − V
i
n0
> −M
}
.
We claim that B ∩ D ∩
n0+n⋂
m=n0
Am ⊂ An0+n+1. To see this, note that
n0+n⋂
m=n0
Am implies that (X
ri
m+1 −
X
ri+1
m+1)− (X
ri
m −X
ri+1
m ) =W im+1 for m = n0, . . . , n0 + n, hence also
(Xrin0+n+1 −X
ri+1
n0+n+1
)− (Xrin0 −X
ri+1
n0
) = V in0+n+1 − V
i
n0
.
If B∩D also occurs, the above gives Xrin0+n+1 ≥ X
ri+1
n0+n+1
for all i, or equivalently that An0+n+1 holds,
which proves our claim. Since we further have D ⊂ An0 , it follows inductively that B ∩D ⊂
n0+k⋂
n=n0
An
for all k, hence also B ∩D ⊂
∞⋂
n=n0
An.
Therefore,
P
(
∞⋂
n=n0
An
)
≥ P (B ∩D) = P(B) · P(D),
since D ⊂ Fn0 and B ⊥ Fn0 . Notice that {V
i
n+n0 − V
i
n0
}n has the same distribution as {V in}n, hence
Eq. 9 gives P (B) > 0. Since P(D) > 0 as well, the result follows.
Proposition 2.10. Suppose that for any i, j, and any r ∈ R, P(Zir 6= Z
j
r ) > 0. Then, every non-strict
ranking is transient. In particular, the assertion holds under assumption 2.2.
Proof. Suppose that the non-strict ranking r is such that i, i′ ∈ rm for some i, i′,m ∈ {1, . . . , N}. For any
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n0, k ∈ N, we have
P
(
n0+k⋂
n=n0+1
{rn = r}
)
= P (rn0+1 = r) · P (rn0+2 = r|rn0+1 = r) · . . .
. . . · P (rn0+k = r|rn0+k−1 = . . . = rn0+1 = r)
(10)
For any j ∈ N we have
P (rn0+j 6= r|rn0+j−1 = . . . = rn0+1 = r) ≥ P
(
X in+1 −X
i 6= X i
′
n+1 −X
i′ |rn0+j−1 = . . . = rn0+1 = r
)
= P
(
X in+1 −X
i 6= X i
′
n+1 −X
i′
∣∣∣ rn0+1 = r)
= P
(
Zir 6= Z
i′
r
)
≥ ǫ > 0,
(11)
where ǫ = min
r,i,i′
P
(
Zir 6= Z
i′
r
)
. Therefore Eq. 10 gives
P
(
n0+k⋂
n=n0+1
{rn = r}
)
≤ P (rn0+1 = r) · (1− ǫ)
k−1
and letting k →∞ we get
P
(
∞⋂
n=n0+1
{rn = r}
)
= 0.
Since this is true for any n0 ∈ N, r is not terminal.
3 Appendix
Here we give the proofs of lemmas 2.6 and 2.8. For the proof of lemma 2.6, we will need the following
additional Lemma, which generalizes a property of biased random walks to the case when the transition
probabilities are not constant, but vary in a finite set.
Lemma 3.1. Let (Ω,G,P) be a probability space and {Gn}n a filtration on it. Let R be a finite set and
for each r ∈ R, Ur a random variable with positive mean and finite variance. Let {Rn} be a predictable
sequence of random variables (i.e. Rn ∈ Gn−1) taking values in R and {Wn}n∈N a sequence of random
variables adapted to Gn with finite second moments. Suppose that Wn is conditionally independent of Gn−1
conditioned on Rn, and for each r ∈ R,
L(Wn|Rn = r) ∼ Ur.
Then,
P
(
min
n∈N
n∑
k=1
Wk ≥ 0
∣∣∣∣∣ G0
)
≥ λ > 0 a.s., (12)
where λ depends only on the distributions of the Ur’s.
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Proof. (draft) For each r, let U rn ∼ Ur be i.i.d., independent of everything else. We construct sequences W
′
n
and R′n recursively, so that {(W
′
n, R
′
n)}n has the same distribution as {(Wn, Rn)}n. Let R
′
0 = R0. Given
(W ′1, . . . ,W
′
n−1, R
′
1, . . . , R
′
n), let W
′
n = U
R′
n
kn
, where
kn = card{m ≤ n : R
′
m = R
′
n}.
(In words, kn is a count of how many times the value of R
′
n has appeared before in the sequence.)
We have
Pr(W ′n ∈ A|Gn−1, R
′
n = r) = Pr(U
r
kn
∈ A) = Pr(Ur ∈ A) (13)
= Pr(Wn ∈ A|Rn = r) (14)
= Pr(Wn ∈ A|Gn−1, Rn = r). (15)
Now given (W ′1, . . . ,W
′
n, R
′
1, . . . , R
′
n), Theorem 6.10 in (Kallenberg, 2006) gives us some R
′
n+1 such that
(W ′1, . . . ,W
′
n, R
′
1, . . . , R
′
n, R
′
n+1) has the same distribution as (W1, . . . ,Wn, R1, . . . , Rn, Rn+1). As a result,
Pr
(
min
n∈N
n∑
k=1
Wk ≥ 0
∣∣∣∣∣ G0
)
= Pr
(
min
n∈N
n∑
k=1
W ′k ≥ 0
∣∣∣∣∣ G0
)
≥ Pr
(
min
n∈N,r∈R
n∑
k=1
U rk ≥ 0
∣∣∣∣∣ G0
)
> 0.
The next lemma says that, if an alternative is ranked higher than another alternative and it has a higher
probability of being chosen (whenever it is ranked higher), then there is a positive probability that it will
remain more highly ranked forever. Moreover, this probability is independent of the past.
Lemma 3.2 (Repetition of lemma 2.6). Let j, k ∈ {1, . . . , N} and suppose that qrj > q
r
k for any r ∈ R
consistent with Xjn > X
k
n. Then, there exists some ǫ > 0, such that for any Fn-optional time s,
P
(
{s <∞} ∩
∞⋂
n=s
{
Xjn > X
k
n
})
≥ ǫ · P
(
{s <∞} ∩
{
Xjs > X
k
s
})
.
Proof. Define Wn and Vn as follows:
Wn =
{
(Xjs+n+1 −X
j
s+n)− (X
k
s+n+1 −X
k
s+n), if X
j
s+n > X
k
s+n
1, otherwise
, Vn =
n∑
m=1
Wm.
We claim that
s+n⋂
m=s
{Xjm ≥ X
k
m}∩{Vn ≥ 0} ⊂ {X
j
s+n+1 ≥ X
k
s+n+1}. To see this, notice that
s+n⋂
m=s
{Xjm ≥ X
k
m}
implies that Wm = (X
j
s+m+1 − X
j
s+m) − (X
k
s+m+1 − X
k
s+m) for all m = 1, . . . , n, hence also (X
j
s+n+1 −
Xks+n+1)−(X
j
s−X
k
s ) = Vn. Therefore, combined withX
j
s−X
k
s ≥ 0 and Vn ≥ 0, we getX
j
s+n+1−X
k
s+n+1 ≥ 0,
which proves the claim. By induction on n we get
{Xjs ≥ X
k
s } ∩
∞⋂
m=1
{Vm ≥ 0} ⊂
s+n⋂
m=s
{Xjm ≥ X
k
m} ⊂
∞⋂
m=s
{Xjm ≥ X
k
m}. (16)
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Notice that {Wn} satisfies the conditions of lemma 3.1 with Rn = rs+n−1, Gn = Fs+n, hence
P
(
∞⋂
m=1
{Vm ≥ 0}
∣∣∣∣∣ Fs
)
≥ λ · P
(
Xjs ≥ X
k
s
∣∣ Fs) a.s., (17)
where λ depends only on the µr’s. Combining this with eq. (16) we get
P
(
{s <∞} ∩
∞⋂
m=s
{
Xjm > X
k
m
})
≥ P
(
{s <∞} ∩
∞⋂
m=s
{
Xjm > X
k
m
}
∩
∞⋂
m=1
{Vm ≥ 0}
)
≥ P
(
{s <∞} ∩
{
Xjs > X
k
s
}
∩
∞⋂
m=1
{Vm ≥ 0}
)
= P
(
{s <∞}∩ {Xjs ≥ X
k
s }
)
· P
(
∞⋂
m=1
{Vm ≥ 0}
∣∣∣∣∣ {s <∞} ∩ {Xjs ≥ Xks }
)
≥ λ · r
(
{s <∞} ∩ {Xjs ≥ X
k
s }
)
.
(18)
Lemma 3.3 (Repetition of lemma 2.8). Under assumption 2.2, for any M ∈ R, n0 ∈ N, any strict ranking
r ∈ R, and any F ⊂ Fn0 with P(F ) > 0, there exists some n1 > n0, such that
P
(
N−1⋂
i=1
{
Xrin1 −X
ri+1
n1
> M
} ∣∣∣∣∣ F
)
> 0.
Proof. Let ǫ be such that P
(⋂
j
{Zi − Zj > ǫ}
)
> 0 for all i, r (see assumption 2.2), and define Ai =
⋂
j
{Zi >
Zj + ǫ}. Define also ǫ1 = min
i,r
P(Ai).
For any i ∈ {1, . . . , N}, any n and any F ⊂ Fn with Pr(F ) > 0, we have
P

⋂
j 6=i
{(X in+1 −X
i
n)− (X
j
n+1 −X
j
n) > ǫ}
∣∣∣∣∣∣F

 =∑
r∈R
P (rn = r | F ) · P

⋂
j 6=i
{(X in+1 −X
i
n)− (X
j
n+1 −X
j
n) > ǫ}
∣∣∣∣∣∣F, rn = r


=
∑
r∈R
P (rn = r | F ) · P

⋂
j 6=i
{(X in+1 −X
i
n)− (X
j
n+1 −X
j
n) > ǫ}
∣∣∣∣∣∣rn = r


=
∑
r∈R
P (rn = r | F ) · P (Ai)
≥
∑
r∈R
P (rn = r | F ) · ǫ1 = ǫ1 > 0,
(19)
where the second line follows from the fact that (Xn+1 − Xn) ⊥
rn
Fn. It then easily follows that for any
M ′ ∈ R, any i, any n and any F ⊂ Fn with P(F ) > 0, there exists some K ∈ N such that
P

⋂
j 6=i
{(X in+K −X
i
n)− (X
j
n+K −X
j
n) > M
′}
∣∣∣∣∣∣F

 > 0 (20)
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and more generally that for any M ′ ∈ R, any n and any F ⊂ Fn, there exists some K ∈ N such that
P
(
d−1⋂
i=1
{(Xrin+K −X
ri
n )− (X
ri+1
n+K −X
ri+1
n ) > M
′}
∣∣∣∣∣F
)
> 0 (21)
If we let
M ′ = max
{
⌈M⌉+ min
i=1,...,N−1
(Xrin0 −X
ri+1
n0
) + 1, 0
}
,
where ⌈·⌉ denotes the ceiling function, then we have that Xrin0 +M
′ −X
ri+1
n0 > M for i = 1, . . . , N − 1, so
that eq. (21) implies that for any F ∈ Fn0 there is some K ∈ N such that
P
(⋂
i
{Xrin0+K −X
ri+1
n0+K
> M}
∣∣∣∣∣F
)
> 0. (22)
12
References
Arthur, W. B. (1989). Competing technologies, increasing returns, and lock-in by historical events. The
economic journal , 99 (394), 116–131.
Arthur, W. B., Ermoliev, Y. M., & Kaniovski, Y. M. (1986). Strong laws for a class of path-dependent
stochastic processes with applications. In Stochastic optimization (pp. 287–300). Springer.
Baraba´si, A.-L., & Albert, R. (1999). Emergence of scaling in random networks. science, 286 (5439),
509–512.
Chuklin, A., Markov, I., & Rijke, M. d. (2015). Click models for web search. Synthesis Lectures on
Information Concepts, Retrieval, and Services , 7 (3), 1–115.
Denrell, J., Fang, C., & Liu, C. (2014). Chance explanations in the management sciences. Organization
Science, 26 (3), 923–940.
Easley, D., Kleinberg, J., et al. (2010). Networks, crowds, and markets (Vol. 8). Cambridge university press
Cambridge.
Eggenberger, F., & Po´lya, G. (1923). U¨ber die statistik verketteter vorga¨nge. ZAMM-Journal of Applied
Mathematics and Mechanics/Zeitschrift fu¨r Angewandte Mathematik und Mechanik , 3 (4), 279–289.
Hill, B. M., Lane, D., Sudderth, W., et al. (1980). A strong law for some generalized urn processes. The
Annals of Probability, 8 (2), 214–226.
Joachims, T., Granka, L. A., Pan, B., Hembrooke, H., & Gay, G. (2005). Accurately interpreting clickthrough
data as implicit feedback. In Sigir (Vol. 5, pp. 154–161).
Kallenberg, O. (2006). Foundations of modern probability. Springer Science & Business Media.
Mahmoud, H. (2008). Po´lya urn models. Chapman and Hall/CRC.
Merton, R. K. (1968). The matthew effect in science: The reward and communication systems of science
are considered. Science, 159 (3810), 56–63.
Page, S. E., et al. (2006). Path dependence. Quarterly Journal of Political Science, 1 (1), 87–115.
Pemantle, R., et al. (2007). A survey of random processes with reinforcement. Probability surveys , 4 , 1–79.
Podolny, J. M., & Phillips, D. J. (1996). The dynamics of organizational status. Industrial and Corporate
Change, 5 (2), 453–471.
Price, D. d. S. (1976). A general theory of bibliometric and other cumulative advantage processes. Journal
of the American society for Information science, 27 (5), 292–306.
Salganik, M. J., Dodds, P. S., & Watts, D. J. (2006). Experimental study of inequality and unpredictability
in an artificial cultural market. science, 311 (5762), 854–856.
Yule, G. U. (1925). Ii.a mathematical theory of evolution, based on the conclusions of dr. jc willis, fr s.
Philosophical transactions of the Royal Society of London. Series B, containing papers of a biological
character , 213 (402-410), 21–87.
13
