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SOLUTIONS OF THE MOTIVIC ADHM RECURSION FORMULA
SERGEY MOZGOVOY
Abstract. We give an explicit solution of the ADHM recursion formula con-
jectured by Chuang, Diaconescu, and Pan. This solution is closely related
to the formula for the Hodge polynomials of Higgs moduli spaces conjectured
by Hausel and Rodriguez-Villegas. We solve also the twisted motivic ADHM
recursion formula. As a byproduct we obtain a conjectural formula for the
motives of twisted Higgs moduli spaces, which generalizes the conjecture of
Hausel and Rodriguez-Villegas.
1. Introduction
The main goal of this paper is to solve the ADHM recursion formula conjectured
by Chuang, Diaconescu, and Pan [3]. We will show that in the untwisted case
solutions are given by expressions closely related to the Hausel-Rodriguez-Villegas
polynomials [11, Conj. 5.6], which are conjecturally the Hodge polynomials of the
Higgs moduli spaces. This observation was made originally in [3] for small rank
and genus. To provide a solution in the twisted case we generalize the conjecture of
Hausel and Rodriguez-Villegas to the moduli spaces of twisted Higgs bundles (see
Conjecture 3) and show that these new invariants give a solution of the ADHM
recursion formula (see Theorem 4.6).
The second goal of this paper is to understand the ADHM recursion formula in
the framework of motivic Donaldson-Thomas invariants developed by Kontsevich
and Soibelman [16]. Both the ADHM recursion formula and the conjecture of
Hausel and Rodriguez-Villegas are formulated using the Hodge polynomials for
ordinary cohomologies. These invariants are not of motivic nature, but we can
use the Poincare´ duality to formulate both conjectures in terms of E-polynomials,
which are motivic invariants. The new conjectures can be formulated actually in
terms of motives. The reason is that the main ingredient in the Hausel-Rodriguez-
Villegas formula (as well as in the ADHM recursion formula) can be identified with
the E-polynomial specialization of the zeta-function of a curve, see Remark 3.1.
By taking the motivic zeta-function instead of this specialization, we obtain the
motivic ADHM recursion formula (Conjecture 6) as well as the motivic version of
the Hausel-Rodriguez-Villegas conjecture (Conjecture 2).
Motivic ADHM recursion formula that we formulate in Conjecture 6 can be
considered as a wall-crossing formula for framed objects [21, Corollary 4.25]. But it
is still conjectural because we don’t have yet an integration map for ADHM sheaves,
which is needed to apply the results from [21]. The original ADHM recursion
formula [3] was motivated by the wall-crossing formula for the classical Donaldson-
Thomas invariants of the moduli spaces of ADHM sheaves [2, 6].
Motivic ADHM recursion formula allows us to express the Higgs sheaf invariants
(Section 4.3) in terms of the asymptotic ADHM invariants (Section 4.2). The later
invariants were determined in [3] by string theoretic techniques. This formula is still
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conjectural from the mathematical point of view. We give its motivic generalization
in Conjecture 4.
Finally, let us discuss those situations where Conjecture 3 on the motives of the
moduli spaces of twisted Higgs bundles is known to be true. In the case of untwisted
Higgs bundles it is a motivic version of the conjecture of Hausel and Rodriguez-
Villegas which was verified in [11, 12] for rank 2 using the results of Hitchin [14]
and for rank 3 and small genus using the results of Gothen [9]. Recently it was
checked in [7] also for rank 4 and small genus. In the twisted case our conjecture
was checked by Rayan [22] for genus 0, rank ≤ 5, and twisting parameter ≤ 4.
I would like to thank Tamas Hausel for drawing my attention to the paper [3]
and for many useful discussions. I would like to thank Duiliu-Emanuel Diaconescu,
Jochen Heinloth, and Steven Rayan for many helpful remarks. The author’s re-
search was supported by the EPSRC grant EP/G027110/1.
2. Preliminaries
2.1. Partitions. For any partition λ = (λ1, λ2, . . . ) (see e.g. [19]) we define its
diagram to be the set
d(λ) = {(i, j) | i ≥ 1, 1 ≤ j ≤ λi}.
The elements of the diagram λ are called boxes. For any box x = (i, j) ∈ d(λ), we
define the arm, leg, and hook lengths of x by
a(x) = λi − j, l(x) = λ
′
j − i, h(x) = a(x) + l(x) + 1,
where λ′ denotes the conjugate partition. Define [19, 1.5]
n(λ) =
∑
i≥1
(i − 1)λi =
∑
j≥1
(
λ′j
2
)
=
∑
x∈d(λ)
l(x).
One can easily show ∑
x∈d(λ)
(i(x) − l(x)− 1) = 0.
2.2. λ-Rings. For the definition and basic properties of λ-rings see e.g. [8, 20].
Given a complete filtered λ-ring which is an algebra over Q, we define plethystic
operators [20]
Ψ :=
∑
k≥1
1
k
ψk, Ψ
−1 :=
∑
k≥1
µ(k)
k
ψk.
We define plethystic exponential and plethystic logarithm
Exp := exp ◦Ψ, Log := Ψ−1 ◦ log .
Given a λ-ringR which is an algebra overQ, we will endow the algebraR[[x1, . . . , xn]]
with a λ-ring structure by extending the Adams operators
ψk(ax
α) = ψk(a)x
kα, a ∈ R,α ∈ Nn.
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2.3. Ring of motives. Let M = K0(CMC) be the Grothendieck ring of effective
Chow motives over C with rational coefficients. It is known that M is a (special)
λ-ring [8, 13]. Let L = [A1] ∈ M. Let M̂ be the dimensional completion ofM[L−1]
(cf. [1, 21]). Finally, let V = M̂[L
1
2 ]. To shorten the notation, we will often denote
L
1
2 by y. The ring V still has a structure of a λ-ring, where we extend the Adams
operations by
ψn(L
1
2 ) = L
n
2 .
Note that the elements 1− Ln, [GLn] are invertible in M̂ and V .
For any algebraic variety X , we define its motivic zeta-function
ZX(t) =
∑
n≥0
[SnX ]tn = Exp([X ]t) ∈ V [[t]].
It is known [13, 15, 18] that for a curve X of genus g
(1) ZX(t) =
PX(t)
(1− tL)(1 − t)
,
where PX(t) is a polynomial of degree 2g. Moreover,
(2) ZX(1/tL) = (t
2L)1−gZX(t).
2.4. E-polynomials. For any complex algebraic varietyX , there is a mixed Hodge
structure on the ordinary cohomology groups H∗(X,Q) and on the compactly sup-
ported cohomology groups H∗c (X,Q), see [5]. We define
hp,q,k(X) = dimGrFpGr
W
p+qH
k(X,C), hp,q,kc (X) = dimGr
F
pGr
W
p+qH
k
c (X,C).
Define the mixed Hodge polynomial of X by the formula
H(X,u, v, t) =
∑
p,q,k
hp,q,k(X)upvqtk.
Define the E-polynomial of X [4] by the formula
E(X,u, v) =
∑
p,q,k
(−1)khp,q,kc (X)u
pvq.
For example, for a curve X of genus g, we have
E(X,u, v) = 1− g(u+ v) + uv.
The map X 7→ E(X) extends to a λ-ring homomorphism
E : V → Q[u, v][[(uv)−1]][(uv)
1
2 ],
where the λ-ring structure on the right is given by
ψn(f(u, v)) = f(u
n, vn).
Applying the E-polynomial map to the motivic zeta-function ZX(t) we obtain
ZHX (t, u, v) =
∑
n≥0
E(SnX,u, v)tn = Exp(E(X,u, v)t).
If X is a curve of genus g then
(3) ZHX (t, u, v) = Exp(E(X,u, v)t) =
(1 − tu)g(1− tv)g
(1− tuv)(1 − t)
.
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Remark 2.1. Note that the χy-genus specialization
ZHX (t, y, 1) =
(1− ty)g(1− t)g
(1− ty)(1− t)
is a polynomial in t, y if g ≥ 1.
3. Invariants of Higgs moduli spaces
3.1. Hausel-Rodriguez-Villegas conjecture. Let X be a curve of genus g. Fol-
lowing [11, Remark 5.5.9] we define, for any partition λ,
H′λ(t, u, v) = (tuv)
(2−2g)n(λ)
∏
x∈d(λ)
(1 − thvlul+1)g(1− thulvl+1)g
(1− th(uv)l+1)(1 − th(uv)l)
.
Remark 3.1. We have
(4) H′λ(t, u, v) = (tuv)
(2−2g)n(λ)
∏
x∈d(λ)
ZHX (t
h(uv)l, u, v),
where ZHX (t, u, v) is given by equation (3).
Remark 3.2. One defines in [12, 2.4.10] a slightly different function
H′′λ(z, w) =
∏
x∈d(λ)
(z2a+1 − w2l+1)2g
(z2a+2 − w2l)(z2a − w2l+2)
.
It is related to H′λ(t, u, v) by
H′′λ(t
1/2, 1/yt1/2) = (ty2)|λ|(1−g)H′λ(t, y, y).
Define the rational functions H ′n ∈ Q(t, u, v) by the formula
(5)
∑
H′λ(t, u, v)T
|λ| = Exp
∑
n≥1
(tuv)(1−g)(n
2−n)
(1− tuv)(1− t)
H ′n(t, u, v)T
n
 .
It is conjectured in [12, 4.2.3] that H ′n(t, u, v) are polynomials and H
′
n(t,−u,−v)
have nonnegative coefficients. Moreover, the Hodge polynomial for the ordinary
cohomologies of the moduli space M(n, d) of stable Higgs bundles with coprime
rank n and degree d on a curve X is given conjecturally [11, Conj. 5.6] by
(6) H(M(n, d), u, v,−1) = H ′n(1, u, v).
Remark 3.3. The moduli space M(n, d) of stable Higgs bundles is smooth and has
dimension 2((g − 1)n2 + 1). The Hodge structure on H∗(M(n, d),Q) is pure [11,
Theorem 2.1].
Remark 3.4. It follows from Remark 2.1 that the y-genus specialization H ′(t, y, 1)
is a polynomial in t±1, y if g ≥ 1.
Remark 3.5. It is conjectured in [12, Conj. 4.2.1], [11, Conj. 5.1] that the mixed
Hodge polynomial of the character variety MB(GLn(C)) is given by
H(MB(GLn(C)), u, v, t) = H
′
n(uv,−t,−t).
This is proved in [12] for t = 1.
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3.2. E-polynomials of Higgs moduli spaces. The conjectural polynomial
H ′n(1, u, v) describes the Hodge polynomial for ordinary cohomologies of the moduli
space M(n, d) of Higgs bundles. In order to get the motivic invariants of M(n, d),
we have to pass to the E-polynomial (i.e. to the Hodge polynomial for cohomolo-
gies with compact support). This is done by applying the Poincare´ duality to the
smooth variety M(n, d). The E-polynomial of M =M(n, d) should be equal to
(uv)dimMH ′n(1, u
−1, v−1).
Let
Hn(t, u, v) = H
′
n(tuv, u
−1, v−1).
Using equations (4) and (5) we can show that Hn(t, u, v) satisfy the following equa-
tion
∑
λ
t(1−g)2n(λ)
 ∏
x∈d(λ)
ZHX (t
h(uv)a, u, v)
T |λ|
= Exp
∑
n≥1
t(1−g)(n
2−n)
(1− t)(1− tuv)
Hn(t, u, v)T
n
 .
As we will see later (see Lemma 5.7), this equation implies that
t− dimM/2Hn(t, u, v)
is invariant under the change of variables t 7→ 1/tuv. In particular
Hn(1, u, v) = (uv)
dimM/2Hn(1/uv, u, v)
and therefore the E-polynomial of M should be equal to
(uv)dimMH ′n(1, u
−1, v−1) = (uv)dimMHn(1/uv, u, v) = (uv)
dimM/2Hn(1, u, v).
We can reformulate now the conjecture of Hausel and Rodriguez-Villegas in
terms of E-polynomials
Conjecture 1. For any partition λ define
Hλ(t, u, v) = t
(1−g)(2n(λ)+|λ|)
∏
x∈d(λ)
ZHX (t
h(uv)a, u, v)
=
∏
x∈d(λ)
t(1−g)(2l+1)ZHX (t
h(uv)a, u, v).
Define the functions Hn(t, u, v) ∈ Z[u, v]((t)) by
∑
λ
Hλ(t, u, v)T
|λ| = Exp
∑
n≥1
t(1−g)n
2
Hn(t, u, v)
(1− t)(1 − tuv)
T n
 .
Then Hn(t, u, v) are polynomials and we have
E(M, u, v) = (uv)dimM/2Hn(1, u, v),
where M = M(n, d) is the moduli space of Higgs bundles having coprime rank n
and degree d, and dimM = 2((g − 1)n2 + 1).
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3.3. Motives of Higgs moduli spaces. In the previous section we have used the
function ZHX (t, u, v) to formulate the conjecture. This function is an E-polynomial
of the motivic zeta-function ZX(t) of the curve X . We can use this motivic zeta-
function to formulate
Conjecture 2. For any partition λ define
Hλ(t) = t
(1−g)(2n(λ)+|λ|)
∏
x∈d(λ)
ZX(t
hLa) =
∏
x∈d(λ)
t(1−g)(2l+1)ZX(t
hLa) ∈ V((t)).
Define the functions Hn(t) ∈ V((t)) by
∑
λ
Hλ(t)T
|λ| = Exp
∑
n≥1
t(1−g)n
2
Hn(t)
(1− t)(1− tL)
T n
 .
Then Hn(t) are polynomials in t and we have
[M] = LdimM/2Hn(1),
where M = M(n, d) is the moduli space of Higgs bundles having coprime rank n
and degree d, and dimM = 2((g − 1)n2 + 1).
3.4. Twisted Higgs bundles. Let L be a line bundle on X of degree 2g − 2 + p,
where p ≥ 0. An L-twisted Higgs bundle is a vector bundle E with a morphism
ϕ : E → E ⊗ L. Let M(L, n, d) denote the moduli space of semistable L-twisted
Higgs bundles of rank n and degree d. We are going to describe a conjectural
formula for its motive in the case of coprime rank and degree. This formula can be
specialized to the E-polynomial, Poincare´ polynomial, y-genus, and Euler number
of M(L, n, d) in the obvious way.
Conjecture 3. For any partition λ define
(7) H
(p)
λ (t) = (−1)
p|λ|t(1−g)(2n(λ)+|λ|)+p(n(λ
′)−n(λ))Lpn(λ
′)
∏
x∈d(λ)
ZX(t
hLa)
=
∏
x∈d(λ)
(−ta−lLa)pt(1−g)(2l+1)ZX(t
hLa) ∈ V((t)).
Define the functions H
(p)
n (t) ∈ V((t)) by
(8)
∑
λ
H
(p)
λ (t)T
|λ| = Exp
∑
n≥1
(−1)pnt(1−g)n
2−p(n
2
)H
(p)
n (t)
(1 − t)(1− tL)
T n
 .
Then H
(p)
n (t) are polynomials in t and we have
[M] = LdimM/2H(p)n (1),
where M =M(L, n, d) is the moduli space of twisted Higgs bundles having coprime
rank n and degree d, and dimM = 2((g − 1)n2 + p
(
n
2
)
+ 1).
Remark 3.6. Computer tests show that the degree of H
(p)
n (t) equals dimM. Let
us define
H˜(p)n (t) = (−1)
pnt− dimM/2H(p)n (t).
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Then ∑
λ
H
(p)
λ (t)T
|λ| = Exp
∑
n≥1
t
(1− t)(1 − tL)
H˜(p)n (t)T
n
 .
We will see in Lemma 5.7 that
H˜(p)n (1/tL) = H˜
(p)
n (t).
Remark 3.7. Let H
(p)
n (t, u, v) ∈ Q(u, v)((t)) be the E-polynomial specialization
of H
(p)
n ∈ V((t)). Our tests show that H
(p)
n (t, u, v) is a polynomial with integer
coefficients and H
(p)
n (t,−u,−v) has non-negative coefficients.
Remark 3.8. Computer tests show that the series
1
PX(t)
H(p)n (t)
should be a polynomial in t, where the polynomial PX(t) was defined in (1).
Remark 3.9. We can reformulate the last conjecture to get the Hodge polynomials
for the twisted Higgs moduli spaces. The Hodge polynomial of M = M(L, n, d),
for coprime n, d, should be equal to H
′(p)
n (1,−u,−v), where H
′(p)
n (t, u, v) are given
by (the formula is obtained by the substitution H
(p)
n (t, u, v) = H
′(p)
n (tuv, u−1, v−1)
used earlier in Section 3.2)
∑
λ
 ∏
x∈d(λ)
(−ta−l(uv)−l)p(tuv)(1−g)(2l+1)ZHX (t
h(uv)l)
T |λ|
= Exp
∑
n≥1
(−1)pn(tuv)(1−g)n
2−p(n
2
)H
′(p)
n (t, u, v)
(1− t)(1 − tuv)
T n
 .
4. Recursion formula
There are three ingredients in the ADHM recursion formula: recursion formula
itself, asymptotic ADHM invariants, and Higgs sheaf invariants. We start with the
second and third ingredients.
4.1. ADHM sheaves. We define an ADHM quiver Q to be the quiver with two
vertices 1, ∗ and four arrows
Φ1,Φ2 : 1→ 1, ϕ : 1→ ∗, ψ : ∗ → 1.
Let M = (M1,M2,Mϕ,Mψ) be a tuple of line bundles on a curve X associated to
the arrows of Q. An M -twisted Q-sheaf on X (cf. [10]) is a pair of sheaves (E,E∗)
associated to the vertices of Q together with morphisms
Φ1 : E ⊗M1 → E, Φ2 : E ⊗M2 → E, φ : E ⊗Mφ → E∗, ψ : E∗ ⊗Mψ → E.
Assume that
Mφ =M1 ⊗M2, Mψ = OX .
We say that an M -twisted Q-sheaf E = (E,E∗,Φ1,Φ2, φ, ψ) satisfies the ADHM
relation if
Φ1(Φ2 ⊗ 1M1)− Φ2(Φ1 ⊗M2) + ψφ = 0.
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An ADHM sheaf is an M -twisted Q-sheaf E = (E,E∗,Φ1,Φ2, φ, ψ) satisfying the
ADHM relation such that E∗ ≃ V ⊗OX for some vector space V . We will write an
ADHM sheaf as a tuple E = (E, V,Φ1,Φ2, φ, ψ). We define
r(E) = rkE + dimV, χ(E) = χ(E), v(E) = dimV.
For any real number c ∈ R, we define the slope function
µc(E) =
χ(E) + cv(E)
r(E)
and then define the stability condition with respect to this slope function. Let
Mc(M, r, d, v) be the moduli space of semistable ADHM sheaves E such that
r(E) = r + v, χ(E) = d+ (1 − g)r, v(E) = v.
This moduli space does not change for c ≫ 0 and we will denote it by
M+∞(M, r, d, v). If v = 0 then Mc(M, r, d, v) is independent of c and will be
denoted by M(M, r, d, 0)
Given a line bundle L of degree 2g − 2 + p, where p ≥ 0, we define
M1 = K
−1
X ⊗ L, M2 = L
−1, Mφ =M1 ⊗M2 ≃ K
−1
X , Mψ = OX .
The corresponding moduli space will be denoted byMc(L, r, d, v). We will be only
interested in the ADHM sheaves E with v(E) = 0, 1. It is proved in [3] that
M(KX , r, d, 0) ≃ C×M(r, d), M(L, r, d, 0) ≃M(L, r, d)
if degL > 2g − 2 and r, d are coprime.
4.2. Asymptotic ADHM invariants. Let L be a line bundle of degree 2g−2+p,
where p ≥ 0. The asymptotic motivic ADHM invariants
A+∞,γ ∈ V , γ = (r, d) ∈ Z≥0 × Z,
are the (conjectural) motivic Donaldson-Thomas invariants of the moduli spaces
M+∞(L, r, d, 1) of ADHM sheaves. The conjectural formula for these invariants
in the context of Hodge polynomials for ordinary cohomologies was given in [3,
Eq. 1.12]. These polynomials are not motivic invariants, so we should pass to the
E-polynomials. We will formulate actually a motivic version of this conjecture. In
what follows we will use a new variable s = tL
1
2 . Note that the change of variables
t 7→ 1/tL corresponds to s 7→ s−1.
Conjecture 4. We have
A+∞ :=
∑
γ
A+∞,γs
χT r =
∑
λ
H
(p)
λ (t)T
|λ| ∈ V((s))[[T ]],
where the function H
(p)
λ was defined by equation (7) and, for γ = (r, d), we define
χ = χ(γ) := d+ (1− g)r.
Remark 4.1. Let us discuss the relation of this conjecture to the conjecture given
in [3, Eq. 1.12]. For simplicity we will consider only the case p = 0. The invariants
A′+∞,γ(u, v) defined in [3, Eq. 1.12] are based on the Hodge polynomials for ordinary
cohomologies. They should satisfy∑
γ=(r,d)
A′+∞,γ(u, v)s
dT r =
∑
λ
Ω
(0)
λ (s, u, v)T
|λ|,
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where the left sum runs over r ≥ 0, d ∈ Z, the right sum runs over all partitions
λ, and Ω
(0)
λ ∈ Q(s, u
1
2 , v
1
2 ) are given by [3, Eq. 1.13] (we use y = (uv)
1
2 , s = ty as
usual)
Ω
(0)
λ (s, u, v)
=
∏
s∈λ
(uv)(g−1)(−2a+l−i+1)/2s(g−1)(−2a−l+i−1)(uv)(1−g)/2
×
(1− shu(a−l+1)/2v(a−l−1)/2)g(1− shv(a−l+1)/2u(a−l−1)/2)g
(1− sh(uv)(a−l+1)/2)(1 − sh(uv)(a−l−1)/2)
= y(1−g)|λ|
∏
(sy)(1−g)2a
(1− (s/y)hua+1va)g(1− (s/y)hva+1ua)g
(1 − (s/y)h(uv)a+1)(1− (s/y)h(uv)a)
= y(1−g)|λ|
∏
(tuv)(1−g)2aZHX (t
h(uv)a, u, v) = y(1−g)|λ|H′λ′(t, u, v).
This implies∑
γ=(r,d)
A′+∞,γ(u, v)s
χT r =
∑
λ
Ω
(0)
λ (s, u, v)(s
1−gT )|λ|
=
∑
λ
H′λ(t, u, v)((sy)
1−gT )|λ| =
∑
λ
H′λ(t, u, v)((tuv)
1−gT )|λ|.
After passing from the Hodge polynomials for ordinary cohomologies to the E-
polynomials, we get our formula.
4.3. Higgs sheaf invariants. The motivic Higgs sheaf invariants
Ωγ ∈ V , γ = (r, d) ∈ Z≥0 × Z,
are the (conjectural) motivic Donaldson-Thomas invariants of the moduli spaces
M(L, r, d, 0) of Higgs sheaves. For γ = (r, d) we define χ = χ(γ) = d+(1− g)r and
define the slope µ(γ) = χ/r. For any µ ∈ R let
Bµ =
∑
µ(γ)=µ
Bγs
χT r
be the motivic Donaldson-Thomas series [16] of the moduli spaces of Higgs sheaves
having slope µ. Then the motivic Donaldson-Thomas invariants
Ωµ =
∑
µ(γ)=µ
Ωγs
χT r
are defined by the formula (cf. [17, 21])
Bµ = Exp
(
Ωµ
L− 1
)
.
The conjectural formula for these invariants in the context of Hodge polynomials
for ordinary cohomologies was given in [3, Conj. 1.5]. We formulate a motivic
version of this conjecture.
Conjecture 5. Invariants Ωγ, γ = (r, d), are independent of degree and are given
by the formula
(9) Ωγ = Ωr = (−1)
prL− dimM/2[M] = (−1)prH(p)r (1),
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where M = M(L, r, d′) (for some d′ coprime to r) is the moduli space of Higgs
bundles and the function H
(p)
r was defined by equation (8).
4.4. Recursion formula. The recursion formula [3, Eq. 1.6] is a wall-crossing for-
mula that relates the asymptotic ADHM invariants and the Higgs sheaf invariants.
Definition 4.2. Let
f =
∑
γ
fγs
χT r ∈ V [[s±1, T ]].
For any µ ∈ R, we define
fµ =
∑
µ(γ)=µ
fγs
χT r.
In the same way we define f>µ, f≥µ, f<µ, and f≤µ.
The following conjecture is a version of the ADHM recursion formula [3, Eq. 1.6]
Conjecture 6. For any µ ∈ R, we have
(10)
(
A+∞C
−1
>µ
)
µ
=
(
A+∞C
−1
≥−µ
)
−µ
(s−1),
where
C>µ =
∏
η>µ
Cη, C≥µ =
∏
η≥µ
Cη,
(11) Cµ = SχBµ · S−χB
−1
µ = Exp
(
(Sχ − S−χ)
Ωµ
L− 1
)
,
and for any group homomorphism λ : Z2 → Z we define the operator
Sλ : V [[s
±1, T ]]→ V [[s±1, T ]], skT r 7→ L
1
2
λ(r,k)skT r.
Remark 4.3. The wall-crossing formula described in the above conjecture is very
similar to [21, Corollary 4.25]. The difference is that our A+∞ equals to A+∞(−L
1
2 )
from [21] and the operator Sλ in [21] is given by s
kT r 7→ (−L
1
2 )λ(r,k)skT r. Our
operator Sλ has a useful property that it commutes with Exp.
Remark 4.4. Later we will see that C−1−µ(s
−1) = Cµ (see Remark 5.2). Therefore
the formula (10) can be written in the form
(12) Cµ =
(
A+∞C
−1
>µ
)
µ
−
(
A+∞C
−1
≥−µ
)
−µ
(s−1),
where A+∞ = A+∞ − 1. This formula can be used to determine the invariants Ωγ
inductively by rank because the summands of A+∞ have only positive powers of T .
For this reason equation (10) is called a recursion formula.
Remark 4.5. The original recursion formula [3, Eq. 1.6] is actually somewhat
different from the formulated conjecture. Let me explain how they are related. One
defines (we use y = L
1
2 as usual)
H(r,d) = Hr := y
−1Ωr
for arbitrary d and defines invariants Hγ by the multicover formula [3, Conj. 1.2]
Hγ =
∑
k|γ
1
k[k]y
ψk(Hγ/k), [k]y =
yk − y−k
y − y−1
.
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The recursion formula [3, Eq. 1.6] can be written in the form
(13) exp(Cµ) = (A+∞ exp(−C>µ))µ − (A+∞ exp(−C≥−µ))−µ(s
−1),
where
C =
∑
γ
[χ]yHγs
χT r ∈ V [[s±1, T ]].
Note that∑
µ(γ)≥µ
Hγ
y − y−1
sχT r =
∑
k≥1
∑
µ(γ)≥µ
1
k[k]y(y − y−1)
ψk(Hγ)s
kχT kr
=
∑
k≥1
1
k
ψk
(∑
µ(γ)≥µHγs
χT r
y − y−1
)
= Ψ
(∑
µ(γ)≥µ yHγs
χT r
L− 1
)
= Ψ
(
Ω≥µ
L− 1
)
and therefore
C≥µ = (Sχ − S−χ)
∑
µ(γ)≥µ
Hγ
y − y−1
sχT r = (Sχ − S−χ)Ψ
(
Ω≥µ
L− 1
)
.
This implies
exp(C≥µ) = exp
(
(Sχ − S−χ)Ψ
(
Ω≥µ
L− 1
))
= Exp
(
(Sχ − S−χ)
Ω≥µ
L− 1
)
= C≥µ
and one can see that formulas (12) and (13) are equivalent.
4.5. Solutions. The main result of this paper is the following
Theorem 4.6. Assume that the functions H
(p)
n (t) defined in (8) are polynomials
in t. If Conjecture 4 (description of asymptotic ADHM invariants) and Conjecture
6 (ADHM recursion formula) are true, then the Higgs sheaf invariants are described
by Conjecture 5.
This result was checked for rank r ≤ 3 and small g in [3] by explicit calculations.
It follows from Remark 4.4 that the values Ωγ are uniquely determined by the
recursion formula and the series A+∞. Therefore to prove Theorem 4.6 we have to
show that invariants given by Conjectures 4, 5 satisfy the recursion formula. We
will prove a more general result
Theorem 4.7. For any µ ∈ R we have
(14) A+∞C
−1
>µ = (A+∞C
−1
≥−µ)(s
−1)
in V [[s±1, T ]], where on the right side we first embed A+∞C
−1
≥−µ into V((s))[[T ]] and
then invert s.
5. Properties of the ADHM invariants
In this section we will prove Theorem 4.7. We will see that C>µ and C≥−µ are
contained in V(s)[[T ]] (we say that they are T -rational in this case) and satisfy
C>µ(s) = C≥−µ(s
−1)
in V(s)[[T ]]. Also A+∞ is T -rational and we have A+∞(s) = A+∞(s
−1) in V(s)[[T ]].
These facts imply that an analog of equation (14) holds in V(s)[[T ]]. To prove
Theorem 4.7 we will show that A+∞C
−1
>µ is contained in V [s
±1][[T ]].
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We use the same notation as in the previous sections. We will denote H
(p)
λ (resp.
H
(p)
n ) just by Hλ (resp. Hn).
5.1. Properties of Higgs sheaf invariants. Recall from equation (11) that
Cµ = Exp
(
(Sχ − S−χ)
Ωµ
L− 1
)
.
Define
(15) Ω′µ = (Sχ − S−χ)Ωµ
and more generally
(16) Ω′ = (Sχ − S−χ)
∑
γ
Ωγs
χT r =
∑
n≥1
ΩnT
n
∑
k∈Z
((sy)k − (s/y)k)
= Ω(T )
∑
k∈Z
((sy)k − (s/y)k) ∈ V [[s±1, T ]],
where Ω(T ) :=
∑
n≥1ΩnT
n.
Lemma 5.1. We have Ω′>µ(s) = −Ω
′
<−µ(s
−1) in V [[s±1, T ]].
Proof. If skT r appears in Ω′>µ then k/r > µ. Therefore −k/r < −µ and s
−kT r
appears in Ω′<−µ. The coefficient of s
kT r in Ω′>µ equals
(yk − y−k)Ωr,
whereas the coefficient of s−kT r in Ω′<−µ equals to its opposite
(y−k − yk)Ωr.

Remark 5.2. We also have Ω′≥µ(s) = −Ω
′
≤−µ(s
−1) and Ω′µ(s) = −Ω
′
−µ(s
−1).
Definition 5.3. We say that the series f =
∑
k≥0 fkT
k ∈ V [[s±1, T ]] is T -Laurent if
fk ∈ V((s)), k ≥ 0. We say that f is T -rational if every fk ∈ V((s)), k ≥ 0, is rational
(this means that there exists g ∈ V [s] invertible in V [[s]] such that fkg ∈ V [s], we
write fk ∈ V(s) in this case).
Lemma 5.4. The series Ω′≥0 = Ω
′
>0 is T -rational and satisfies Ω
′
>0(s) = Ω
′
≥0(s
−1)
in V(s)[[T ]].
Proof. We have (we use s = ty, as usual)
Ω′>0 = Ω(T )
∑
k≥0
((sy)k − (s/y)k)
= Ω(T )
(
1
1− tL
−
1
1− t
)
= Ω(T )
t(L− 1)
(1− t)(1 − tL)
.
But it is clear that
t
(1− t)(1 − tL)
is invariant under the change of variables t 7→ 1/tL that corresponds to the change
of variables s 7→ s−1. 
We can generalize the last lemma to an arbitrary slope.
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Proposition 5.5. For any µ ∈ R, the series Ω′≥µ and Ω
′
>µ are T -rational and
satisfy Ω′>µ(s) = Ω
′
≥−µ(s
−1) in V(s)[[T ]].
Proof. We have seen that Ω′≥0 is T -rational. The coefficients by T
r in Ω′≥0 and
Ω′≥µ differ by an element from V [s
±1]. This implies that Ω′≥µ is also T -rational.
The same applies to Ω′>µ. We have in V [[s
±, T ]]
(17) Ω′≥−µ(s
−1)− Ω′≥0(s
−1) = Ω′<0(s
−1)− Ω′<−µ(s
−1) = Ω′>µ(s)− Ω
′
>0(s),
where the last equality follows from Lemma 5.1. The difference Ω′≥−µ(s)−Ω
′
≥0(s)
is contained in V [s±][[T ]], so we can invert s in both expressions either in V(s)[[T ]]
or in V [[s±, T ]] obtaining the same difference. Therefore equation (17) implies
Ω′≥−µ(s
−1)− Ω′≥0(s
−1) = Ω′>µ(s)− Ω
′
>0(s).
in V(s)[[T ]]. By Lemma 5.4 we have Ω′≥0(s
−1) = Ω′>0(s) in V(s)[[T ]]. This implies
Ω′≥−µ(s
−1) = Ω′>µ(s). 
5.2. Properties of asymptotic ADHM invariants.
Lemma 5.6. We have A+∞(s, T ) = A+∞(s
−1, T ) in V(s)[[T ]].
Proof. Recall that
A+∞(s, T ) =
∑
λ
Hλ(t)T
|λ|.
The change of variable s 7→ s−1 corresponds to the change of variables t 7→ 1/tL.
Therefore it is enough to show that
Hλ(1/tL) = Hλ′(t).
According to equation (7) we have
Hλ(t) =
∏
x∈d(λ)
(−ta−lLa)p
∏
x∈d(λ)
t(1−g)(2l+1)ZX(t
hLa).
Denote the first product by fλ(t). Then one can easily see that fλ(1/tL) = fλ′(t).
Therefore, we can assume that p = 0. Applying equation (2)
ZX(1/tL) = (t
2L)1−gZX(t)
we obtain
Hλ(1/tL) =
∏
x∈d(λ)(tL)
(g−1)(2l+1)ZX(t
−hL−l−1)
=
∏
x∈d(λ)
(tL)(g−1)(2l+1)(t2hL2l+1)1−gZX(t
hLl) =
∏
x∈d(λ)
t(1−g)(2a+1)ZX(t
hLl) = Hλ′(t).

Recall from Remark 3.6 that we have defined
H˜n(t) = (−1)
pnt− dimM/2Hn(t),
where M = M(L, n, d) is the moduli space of twisted Higgs bundles. It follows
from equation (9) that
Ωn = (−1)
pnHn(1) = H˜n(1).
Lemma 5.7. We have H˜n(t) = H˜n(1/tL).
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Proof. We have seen in Remark 3.6 that
∑
λ
Hλ(t)T
|λ| = Exp
∑
n≥1
t
(1− t)(1− tL)
H˜n(t)T
n
 .
By Lemma 5.6 the left hand side of the above equation is invariant under the change
of variables t 7→ 1/tL. On the other hand the expression
t
(1− t)(1 − tL)
is also invariant under this change of variables. 
Proof of Theorem 4.7. It follows from equations (11) and (15) that
C>µ = Exp
(
Ω′>µ
L− 1
)
.
Therefore we have to prove that
A+∞/Exp
(
Ω′>µ
L− 1
)
=
(
A+∞/Exp
(
Ω′≥−µ
L− 1
))
(s−1)
in V [[s±1, T ]]. It follows from the above discussion that the left hand side and the
right hand side are equal as T -rational functions. The theorem will be proved if we
will show that these rational functions are actually contained in the ring V [s±1][[T ]].
We have seen that
A+∞ =
∑
λ
Hλ(t)T
|λ| = Exp
∑
n≥1
t
(1 − t)(1− tL)
H˜n(t)T
n
 .
Therefore we just have to show that
t
(1− t)(1 − tL)
∑
n≥1
H˜n(t)T
n −
Ω′>µ
L− 1
is in V [s±1][[T ]]. It is enough to show this just for µ = 0 because the difference
between Ω′>µ and Ω
′
>0 is obviously in V [s
±1][[T ]]. We have seen in Lemma 5.4 that
Ω′>0 =
∑
n≥1
ΩnT
n t(L− 1)
(1 − t)(1− tL)
.
Therefore we have to show that
H˜n(t)− Ωn
(1− t)(1 − tL)
is a polynomial in s±1 (or equivalently in t±1) for every n ≥ 1. By our assumptions
H˜n(t) is a polynomial in t
±1 and Ωn = H˜n(1). Therefore
H˜n(t)− Ωn = H˜n(t)− H˜n(1)
is divisible by 1 − t. It follows from the invariance of H˜n(t) under the change of
variables t 7→ 1/tL that the above expression is also divisible by 1− tL. 
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6. Examples
Conjecture 3 describes the motive of the moduli space M(L, n, d) of twisted
Higgs bundles, where degL = 2g− 2 + p, p ≥ 0 and n, d are coprime. In particular
it says that the E-polynomial of M(L, n, d) should be equal to
E(p)g,n(u, v) := (uv)
dimM(L,n,d)/2H(p)n (1, u, v),
where dimM(L, n, d) = 2((g − 1)n2 + p
(
n
2
)
+ 1).
Most of the existing literature deals with Hodge (or Poincare´) polynomials of
M(L, n, d). The reformulation of our conjecture for Hodge polynomials is contained
in Remark 3.9. There we have defined certain functions H
′(p)
n (t, u, v) and claimed
that the Hodge polynomial of M(L, n, d) should be equal to H
′(p)
n (1,−u,−v). For
simplicity we will work only with Poincare´ polynomials. By our conjecture the
Poincare´ polynomial (for ordinary cohomologies) of M(L, n, d) should be equal to
P
(p)
g,n(y) := H
′(p)
n (1,−y,−y). By the Poincare´ duality we should have
E(p)g,n(−y,−y) = y
2 dimM(L,n,d)P (p)g,n(y
−1).
6.1. g = 0. Our tests show that E
(p)
g,n = 0 and P
(p)
g,n = 0 for n ≥ 2, p ≤ 2. For p = 3
we have
E
(3)
0,2(u, v) = 1
E
(3)
0,3(u, v) = uv(uv + 1)
E
(3)
0,4(u, v) = (uv)
3(u3v3 + u2v2 + 3uv + 2)
E
(3)
0,5(u, v) = (uv)
6(u6v6 + u5v5 + 3u4v4 + 5u3v3 + 7u2v2 + 9uv + 5)
P
(3)
0,2 (y) = y
2 + 1
P
(3)
0,3 (y) = 3y
8 + 4y6 + 3y4 + y2 + 1
P
(3)
0,4 (y) = 10y
18 + 20y16 + 22y14 + 18y12 + 13y10 + 9y8 + 5y6 + 3y4 + y2 + 1
P
(3)
0,5 (y) = 40y
32 + 103y30 + 154y28 + 165y26 + 156y24 + 131y22 + 105y20
+ 77y18 + 56y16 + 38y14 + 26y12 + 15y10 + 10y8 + 5y6 + 3y4 + y2 + 1
For p = 4 we have
E
(4)
0,2(u, v) = (uv)(uv + 1)
E
(4)
0,3(u, v) = (uv)
4(u4v4 + u3v3 + 3u2v2 + 4uv + 3)
E
(4)
0,4(u, v) = (uv)
9(u9v9 + u8v8 + 3u7v7 + 5u6v6 + 9u5v5 + 13u4v4 + 18u3v3
+ 22u2v2 + 20uv + 10)
E
(4)
0,5(u, v) = (uv)
16(u16v16 + u15v15 + 3u14v14 + 5u13v13 + 10u12v12 + 15u11v11
+ 26u10v10 + 38u9v9 + 56u8v8 + 77u7v7 + 105u6v6 + 131u5v5
+ 156u4v4 + 165u3v3 + 154u2v2 + 103uv + 40)
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P
(4)
0,2 (y) = y
2 + 1
P
(4)
0,3 (y) = 3y
8 + 4y6 + 3y4 + y2 + 1
P
(4)
0,4 (y) = 10y
18 + 20y16 + 22y14 + 18y12 + 13y10 + 9y8 + 5y6 + 3y4 + y2 + 1
P
(4)
0,5 (y) = 40y
32 + 103y30 + 154y28 + 165y26 + 156y24 + 131y22 + 105y20
+ 77y18 + 56y16 + 38y14 + 26y12 + 15y10 + 10y8 + 5y6 + 3y4 + y2 + 1
Remark 6.1. The Poincare´ polynomials for g = 0, p = 4, and r ≤ 5 were computed
by Steven Rayan [22]. The corresponding twisted Higgs bundles are the so-called co-
Higgs bundles studied in [23]. It is checked in [22] that the Poincare´ polynomials
coincide with the above expressions.
6.2. g = 1. We have P
(0)
1,n(y) = (1 + y)
2 for n ≥ 1. For p = 1 we have
E
(1)
1,2(u, v) = (uv)
2(1− u)(1− v)(uv + 1)
E
(1)
1,3(u, v) = (uv)
4(1− u)(1− v)(u3v3 + u2v2 − uv2 − u2v + 2uv − v − u+ 1)
E
(1)
1,4(u, v) = (uv)
7(1− u)(1− v)(u6v6 + u5v5 − u4v5 − 2u3v4 + 3u4v4 − u5v4
− 2u4v3 − 4u2v3 + uv3 + 5u3v3 + v2 − 5uv2 − 4u3v2 + 8u2v2 − 5u2v
+ u3v + 7uv − 3v + 2− 3u+ u2)
P
(1)
1,2 (y) = (1 + y)
2(y2 + 1)
P
(1)
1,3 (y) = (1 + y)
2(y6 + 2y5 + 2y4 + 2y3 + y2 + 1)
P
(1)
1,4 (y) = (1 + y)
2(2y12 + 6y11 + 9y10 + 10y9 + 10y8 + 8y7 + 5y6 + 4y5 + 3y4
+ 2y3 + y2 + 1)
For p = 2 we have
P
(2)
1,2 (y) = (1 + y)
2(y4 + 2y3 + y2 + 1)
P
(2)
1,3 (y) = (1 + y)
2(3y12 + 8y11 + 10y10 + 10y9 + 10y8 + 8y7 + 5y6 + 4y5 + 3y4
+ 2y3 + y2 + 1)
P
(2)
1,4 (y) = (1 + y)
2(10y24 + 40y23 + 78y22 + 108y21 + 131y20 + 144y19 + 137y18
+ 120y17 + 108y16 + 94y15 + 73y14 + 56y13 + 46y12 + 36y11 + 25y10
+ 18y9 + 14y8 + 10y7 + 6y6 + 4y5 + 3y4 + 2y3 + y2 + 1)
6.3. g = 2. For p = 0 we have
P
(0)
2,2 (y) = (1 + y)
4(2y6 + 4y5 + 2y4 + 4y3 + y2 + 1)
P
(0)
2,3 (y) = (1 + y)
4(6y16 + 24y15 + 48y14 + 68y13 + 67y12 + 64y11 + 48y10 + 32y9
+ 29y8 + 16y7 + 10y6 + 8y5 + 3y4 + 4y3 + y2 + 1)
P
(0)
2,4 (y) = (1 + y)
4(22y30 + 144y29 + 456y28 + 976y27 + 1554y26 + 1984y25
+ 2184y24 + 2180y23 + 1991y22 + 1696y21 + 1421y20 + 1140y19 + 883y18
+ 672y17 + 501y16 + 384y15 + 269y14 + 192y13 + 139y12 + 96y11 + 69y10
+ 40y9 + 31y8 + 20y7 + 11y6 + 8y5 + 3y4 + 4y3 + y2 + 1)
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Remark 6.2. The Poincare´ polynomials P
(p)
g,n(y) (as well as Hodge polynomials)
for p = 0 and g ≥ 1 were conjectured by Hausel and Rodriguez-Villegas, see Section
3.1. These formulas were checked for n = 2 using the results of Hitchin [14] and
for n = 3 and small g using the results of Gothen [9]. Recently this conjecture was
also checked for n = 4 and small g in [7].
For p = 1 we have
P
(1)
2,2 (y) = (1 + y)
4(2y8 + 4y7 + 8y6 + 4y5 + 2y4 + 4y3 + y2 + 1)
P
(1)
2,3 (y) = (1 + y)
4(6y22 + 36y21 + 96y20 + 168y19 + 207y18 + 216y17 + 210y16
+ 184y15 + 149y14 + 120y13 + 92y12 + 72y11 + 49y10 + 32y9 + 29y8
+ 16y7 + 10y6 + 8y5 + 3y4 + 4y3 + y2 + 1)
For p = 2 we have
P
(2)
2,2 (y) = (1 + y)
4(2y10 + 8y9 + 8y8 + 8y7 + 8y6 + 4y5 + 2y4 + 4y3 + y2 + 1)
P
(2)
2,3 (y) = (1 + y)
4(10y28 + 64y27 + 184y26 + 344y25 + 477y24 + 560y23 + 583y22
+ 560y21 + 522y20 + 464y19 + 386y18 + 320y17 + 267y16 + 208y15
+ 158y14 + 124y13 + 93y12 + 72y11 + 49y10 + 32y9 + 29y8 + 16y7
+ 10y6 + 8y5 + 3y4 + 4y3 + y2 + 1)
Remark 6.3. The above formulas coincide (up to some multipliers and change of
signs) with the formulas in [3, Section 4] obtained by solving recursively the ADHM
recursion formula.
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