In this paper, we introduce a novel binary method for fast computation of an objective function to measure inter and intra class similarities, which is used for combining multiple clusterings. Our method has the advantages of using less memory and CPU time. Moreover, compared with the conventional technique, we reduce the time complexity of the problem considerably. Experimental test results demonstrate the effectiveness of our new method.
INTRODUCTION
Clustering is the process of organizing objects into groups which have similar members. A distance metric is used for evaluating the similarity. Clustering, which is an important problem, is also known as unsupervised classification in the literature. In a cluster, hopefully, objects are similar to each other and they are dissimilar to other objects in other clusters.
Some of the clustering algorithms partition objects into groups, therefore known as partitional clustering algorithms. k-means [5] is the best known partitional clustering algorithm. k-means divides a set of objects into k clusters, where k is a user-specified parameter. Another type of clustering is hierarchical clustering algorithms; agglomerative methods are well known techniques for this type. Yet another type of clustering is density based clustering; DBScan is a popular algorithm that can correctly cluster arbitrary shaped objects, when provided right parameters.
An expert, by using some of the attributes and his/her experience, can provide a clustering. Therefore, for the same data set there may be multiple clusterings.
An important problem, which is known as Combining Multiple Clusterings, is combining existing clusterings into a final clustering. In the literature, there are some good methods and techniques for solving this problem. Also, some methods are provided for evaluating the quality of the final clustering; such as entropy, F-measure, intra-cluster similarity and inter-cluster similarity. Main contribution of this paper is a new technique for efficiently computing intra-cluster and inter-cluster similarities for combining multiple clusterings.
The paper is structured as follows. In Section 2, the problem of combining multiple clusterings is introduced. Section 3 includes intra-cluster and inter-cluster similarities. Section 4 presents our new binary method for computing intra-cluster and inter-cluster similarities. Experimental results section provides comparison of our new method with the conventional technique for varying size data sets. In the final section, we present conclusions and future work.
COMBINING MULTIPLE CLUSTERINGS
Combining multiple clusterings, which is also known as the cluster ensemble problem, refers to combining multiple clusterings (partitions) into a new final clustering. This problem has been studied by many researchers in data mining. Some of the interesting resources on this topic can be listed as [7] , [8] , [4] , [3] , [2] , [6] , and [1] . When combining multiple clusterings, it is expected that the final clustering has better overall quality. Combining multiple clusterings provide reusing pre-existing knowledge, employing distributed data mining methods, and producing a final clustering having better overall quality. Some solutions for combining multiple clusterings are based on genetic algorithms such as [2, 6] . Some other techniques are based on simulated annealing [3] . A greedy optimization, info-theoretical method is presented in [7] . And, [1] presents a method based on ant colony optimization. All these methods operate on a consensus function. 
is used for determining quality of the final clustering π * .
Exhaustively searching all the possible clusterings for finding the best clustering is not an option, since there are too many possible clusterings (see [7] ).
Many consensus functions have been proposed in the literature. In [4] , proposed consensus function is based on a co-association measure (simultaneous occurrence) defined by
where m is the number of clusterings, votes ij is the number cooccurrences of objects o i and o j in a cluster, such that o i , o j ∈D. In this approach, the co-occurrences are held in a |D|×|D| coassociation matrix. In general, it is costly to construct, store, and populate this matrix for large data sets, because of its O(|D| 2 )
complexity. Besides, searching cluster similarity continuously at the object level is a computationally expensive task.
In [3] and [2] , consensus functions based on median partition approach have been proposed. This approach searches differences between the clusterings, by working on a coarser level. At another direction, in [7] , consensus functions based on hypergraphs have been proposed. In this technique, a hyperedge represents a cluster, and a hypergraph represents a clustering. We focus on a specific consensus function and optimize its computation time and memory footprint. This consensus function is presented in the next section.
INTER AND INTRA CLUSTER SIMILARITIES
Intra-cluster similarity measures how near the data objects are in a cluster. For a clustering,
cluster similarity is measured as follows:
For the same clustering, inter-cluster similarity is defined as follows:
Finally, the consensus function is
Final clustering is expected to have compact and close clusters, therefore for a good clustering Formula 3 should provide large values. Similarly, separated (isolated) clusters are expected in a good clustering, therefore Formula 4 shall supply small values. k 1 , and k 2 parameters in Formula 5 are user defined values, which satisfy k 1 > 0 and k 2 < 0.
Inspection of Formula 5 reveals that its time complexity is quadratic with respect to the number of objects in the data set,
. This complexity is due to pairwise similarity calculations performed in Formulas 3 and 4. Our aim is to reduce this complexity, and compute Formula 5 faster using binary methods.
It is very important to note that in combining multiple clustering problem, similarity(d, d′) is not computed from the data set D. similarity (d, d′) in Formulas 3 and 4 refer to number of cooccurrences of object d and d′ in the same cluster (related to Formula 2). Therefore, it is crucial to utilize the information provided by the pre-existing multiple clusterings.
FAST COMPUTATION OF INTER AND INTRA CLASS SIMILARITIES
We represent each cluster with a bit vector. Existence of an object in a cluster is shown by 1, similarly absence of an object is captured by 0. Each cluster representation is as long as the size of the database, |D|. Three clusterings, each having four clusters are shown in Figure 1 . In order to compute Formulas 3 and 4, each cluster has to be examined for pairwise objects and corresponding entries in the coassociation matrix have to be updated. For example, cluster C 11 increments following object pairs in the co-association matrix:
Because of the pairwise increment nature, this computation has quadratic time complexity. We present our novel method below for reducing the time complexity of this operation.
Let Π be multiple clusterings, and π * be a new final clustering for a data set D. In following, we define intra-cluster, and intercluster similarities of π * (D). Intra-cluster similarity of π 
Finally, consensus function is described as: ORed in order to find all pairs of objects, this result is ANDed with every cluster in Π in order to find pairwise co-occurrences of objects. So far we obtained the pairwise co-occurrences of objects in the same clusters and in two different clusters. By subtracting (last 2 components in Formula 7) pairwise co-occurrences of the objects in the same clusters, we obtain pairwise co-occurrences of objects in different clusters as shown in the formula. When computed on the same clustering, Π, Formula 6 is equivalent to Formula 3 and Formula 7 is equivalent to Formula 4. Although equivalent formulas yield the same results, it is very important to note that Formulas 6 and 7 are computed in cluster level, not in object level for each pairwise object. Therefore, Formulas 6 and 7 are very efficient when compared to the Formulas 3 and 4. 
EXPERIMENTAL RESULTS
We have conducted experiments on varying size data sets using a computer having 2.0GHz processor with 2GB main memory. Our choice of implementation language is Java, which provides builtin support for bit vectors, and operations on bit vectors.
In Figure 3 , execution time results of a data set having 5,000 objects is shown. Clearly, our BinaryMethod is superior to the conventional method. We provided the time axis in logarithmic scale, because our execution time results are very small when compared to the conventional case. Figures 4 and 5 Table 2 shows memory consumption of our method and the conventional technique. Our binary method uses remarkably low memory, which enables working with very large data sets.
CONCLUSIONS AND FUTURE WORK
In this paper, we presented a novel binary method for computing intra-cluster and inter-cluster similarities. By representing each cluster using a bit vector, we utilize fast operations and low memory requirements of binary operations. Our method is especially useful as a consensus function when combining multiple clusterings. Test results on multiple data sets and clusterings demonstrate the effectiveness of our method. Our method is superior to the conventional technique; it is much faster and it uses considerably less memory.
By using the consensus function here, we will investigate designing a novel method for combining multiple clusterings as a future work. Evolutionary based techniques can use our consensus function presented here as a fitness function. Generalizing our technique for broader use will also be a future work.
