The partial coloring method is one of the most powerful and widely used method in combinatorial discrepancy problems. However, in many cases it leads to sub-optimal bounds as the partial coloring step must be iterated a logarithmic number of times, and the errors can add up in an adversarial way.
INTRODUCTION
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That is, it is the minimum imbalance for all sets in S, over all possible two-colorings χ. More generally for any m × n matrix A, its discrepancy is de ned as disc(A) = min x∈{−1,1} n Ax ∞. Discrepancy is a widely studied topic and has applications to many areas in mathematics and computer science. In particular in computer science, it arises naturally in computational geometry, data structure lower bounds, rounding in approximation algorithms, combinatorial optimization, communication complexity and pseudorandomness. For much more on these connections we refer the reader to the books [Cha00, Mat09, CST + 14].
Partial Coloring Method: One of the most important and widely used technique in discrepancy is the partial coloring method developed in the early 80's by Beck, and its re nement by Spencer to the entropy method [Bec81b, Spe85] . An essentially similar approach, but based on ideas from convex geometry, was developed independently by Gluskin [Glu89] . Besides being powerful, an important reason for its success is that it can be applied easily to many problems in a black-box manner and for most problems in discrepancy the best known bounds are achieved using this method. While these original arguments were based on the pigeonhole principle and were non-algorithmic, in recent years several new algorithmic versions of the partial coloring method have been developed [Ban10, LM12, Rot14a, HSS14, ES14] . In particular, all known applications of partial-coloring [Spe85, Mat09] can now be made algorithmic. These ideas have also led to several other new results in approximation algorithms [Rot13, BCKL14, BN16, NTZ13] .
In many applications however, the partial coloring method gives sub-optimal bounds. The problem is that this method nds a low discrepancy coloring while coloring only a constant fraction of the elements, and it must be iterated logarithmically many times to get a full coloring. The iterations are unrelated to each other and the error can add up adversarially over the iterations. A well known example that illustrates this issue is the problem of understanding the discrepancy of sparse set systems where each element lies in at most t sets. Here each partial coloring step incurs O(t 1/2 ) discrepancy and the overall discrepancy becomes O(t 1/2 log n). On the other hand, the celebrated Beck-Fiala conjecture is that the (overall) discrepancy must be O(t 1/2 ). Similar gaps exist for several other classic problems. For example, for Tusnady's problem about discrepancy of points and axis aligned rectangles (details in Section 2.2), partial coloring gives an upper bound of O(log 2.5 n) while the best known lower bound is Ω(log n). Similarly, for the well known Steinitz problem and its several variants (details in Section 2.2), partial coloring gives an O(d 1/2 log n) bound while the conjectured answer is O(d 1/2 ).
Banaszczyk's approach: In a breakthrough result, Banaszczyk [Ban98] used deep techniques from convex geometry to bypass the partial coloring barrier and gave an O(t 1/2 log 1/2 n) discrepancy bound for the Beck-Fiala problem (and the more general Komlós problem). In particular, he gave a general result that given any collection of vectors of 2 norm at most 1 and any convex body K with Gaussian volume 1/2, there exists a ±1 signed combination of the vectors that lies in cK for some constant c. In recent years, several remarkable applications of this result have been found. Banaszczyk [Ban12] used it to obtain improved bounds for the Steinitz problem, [MNT14] used it to relate the γ2-norm and hereditary discrepancy and to get an approximation algorithm for hereditary discrepancy, and [Lar14] used it to give space-query tradeo s for dynamic data structures. While we do not know how to make a formal connection to the partial coloring method, roughly speaking, Banaszczyk's approach allows the errors during each partial coloring to accumulate in an 2 manner, instead of in an 1 manner.
However, Banaszczyk's original proof [Ban98] is rather deep and mysterious and does not give any e cient algorithm for nding a good coloring. Finding an algorithmic version of it is a major current challenge [Rot14b, Nik14, DGLN16] . Recently, the authors together with Daniel Dadush [BDG16] gave an e cient algorithm for the Komlós problem matching Banaszczyk's bound. The key idea here was to use an SDP with several additional constraints, compared to the earlier SDP approach of [Ban10] , so that the associated random walk satis es some extra properties. Then, a more sophisticated martingale analysis based on Freedman's inequality was used to bound the deviation of the discrepancy from the expected value in the random walk.
Despite the progress, there are several limitations of this result. First, the SDP was speci cally tailored to the Komlós problem and rather adhoc. Second, the analysis was quite technical and speci c to the Komlós problem. More importantly, it does not give any general black-box approach like those given by the partial coloring method and its algorithmic variant due to Lovett and Meka [LM12] , or Banaszczyk's original result, which can be applied directly to a problem without any understanding of the underlying algorithm or its proof.
OUR RESULTS
We give a new general framework that overcomes the limitations of the partial coloring method and gives improved algorithmic bounds for several problems in discrepancy. Moreover, it can be applied in a black-box manner to any discrepancy problem without the need to know any inner workings of the algorithm or its proof of correctness. Below we give an informal description of the framework and the main result, and defer the formal version to Section 3 until some necessary notation is developed.
Framework
The framework is best viewed as a game between a player and the algorithm. Let B be an m × n matrix with entries {aji}. At each time step t, the player can specify some subset of uncolored elements A(t) to be colored. Moreover, the player can specify up to δ|A(t)| linear constraints (where δ < 1) of the type
where ∆xt(i) denotes the color update of element i at time t. Let us call these constraints Z(t). The algorithm then updates the colors subject to the constraints Z(t). This game continues repeatedly until all elements are colored ±1. Fix some row j of B and any subset S of elements. Based on what Z(t)'s are picked during the process and how they relate to S and j, determines whether an element i ∈ S is "corrupted" or not (with respect to j and S). We defer the description of how an element gets corrupted to Section 3. At the end of the process, the nal coloring satis es the following guarantee.
T
(informal version)
There is a constant c > 0 such that given an m × n matrix B with entries {aji} satisfying |aji| ≤ 1, then for any row j, any subset S ⊆ [n] of elements and λ ≥ 0, the coloring χ ∈ {−1, 1} n returned by the algorithm satis es,
where Cj,S denotes the set of corrupted elements with respect to j and S.
For instance, if one were to apply the above Theorem to the Beck-Fiala problem, then it is relatively straightforward to ensure that the set of corrupted elements with respect to each j and [n] satisfy i∈C j,[n] a 2 ji = O(t). Setting λ = O( √ log n), we immediately get the discrepancy bound of O( √ t log n). More details are given in Section 3 after we formally de ne our framework.
Observe that the discrepancy behaves as a sub-gaussian with standard deviation at most the 2 norm of the corrupted elements (provided λ ≤ ( i∈C j,S a 2 ji ) 1/2 . Later we will show that this restriction is necessary). Moreover, the bound holds for the full coloring returned by the algorithm, as opposed to a partial coloring.
Also note that this discrepancy bound holds for any subset S, unlike other previous approaches that usually only give low discrepancy for speci c sets S corresponding to rows of B. In particular, due to arbitrary correlations between the colors of various elements, all the previous approaches for discrepancy that we know of are incapable of giving such a guarantee. In contrast, our algorithm returns a probability distribution over colorings in {−1, 1} n which gives an almost sub-gaussian tail bound on the discrepancy for every row j and subset S ⊆ [n] simultaneously.
Applications
We apply this framework to obtain several new algorithmic results for various problems in combinatorial discrepancy. In fact, all these results follow quite easily by choosing A(t) and Z(t) in a natural way, as determined by the structure of the problem at hand.
Tusnady's Problem: Given a set P of n points in R d , let disc(P, R d ) denote the discrepancy of the set system with P as the elements and sets consisting of all axis-parallel boxes in R d . Understanding the discrepancy of point sets with respect to axis-parallel boxes has been studied in various di erent settings since the origins of discrepancy theory in the 1930's and has a fascinating history, see e.g. [Cha00, Mat99, CST + 14]. Determining the correct order of magnitude for
has received a lot of attention [Bec81a, Bec89, Boh90, Sri97, Lar14, Mat99, MNT14] and the best known bounds prior to this work were Ω d (log d−1 n) [MNT14] and O d (log d+1/2 n) [Lar14, Mat99] . Here we use O d (.) notation to hide factors depending only on d. In particular, even for d = 2, there was a relatively large gap of Ω(log n) and O(log 2.5 n) between the lower and upper bound.
Using the framework above, we can show the following improved upper bound. T 2. Given any set P of n points in R d , there is an e cient randomized algorithm to nd a {−1, 1} n coloring of P such that the discrepancy of all axis-parallel boxes is O d (log d n).
Interestingly, nothing better than O d (log d+1/2 n) was known even non-constructively, even for d = 2, prior to our work. After our result was announced Nikolov [Nik17] further improved this discrepancy bound to O d (log d−1/2 n) using a clever application of Banaszczyk's results [Ban98, Ban12] , coming tantalizingly close to the Ω(log d−1 ) lower bound [MNT14] . However, this result is not algorithmic.
Discrepancy of Polytopes:
We also extend the above theorem to discrepancy of polytopes generated by a xed set of k hyperplanes. Let H be a set of k hyperplanes in R d and let P OL(H) denote the set of all polytopes of the form ∩ i=1 hi where each hi is a halfspace which is a translation of some halfspace in H. We wish to color a given set of n points such that the discrepancy of every polytope in P OL(H) is small. This problem was considered in [Mat99, Mat09] where a bound of O d,k (log d+1/2 √ log log n) was given, which prior to our work was the best known even for d = 2. We improve this bound in the following theorem. T 3. Given a set P of n points in R d , there exists an e cient randomized algorithm to nd a {−1, 1} n coloring of P such that the discrepancy of all polytopes in P OL(H) is O d,k (log d n).
Steinitz Problem: Given a norm . and any set V = {v1, . . . , vn} of n vectors in R d with vi ≤ 1 for each i ∈ [n] and satisfying n i=1 vi = 0, the Steinitz problem asks for the smallest number B, depending only on d and . and independent of V , for which there exists an ordering v π(1) , v π(2) , . . . , v π(n) of these vectors such that all partial sums along this ordering have norm . bounded by B i.e. Here given a sequence of vectors v1, . . . , vn, each with norm at most 1, to goal is to nd signs {−1, 1} n such that the norm of signed sum for each pre x of the sequence is bounded by some number E, independent of the vectors. Chobanyan [Cho94] gave a general reduction from the Steinitz problem to the signed series problem and showed that B ≤ E. The results of [Ban12, HS14] in fact hold for this harder problem and [HS14] showed that this reduction can be made algorithmic.
Using our framework, we give the following bound for the ∞ case of signed series problem.
, there is an e cient randomized algorithm to nd a coloring χ ∈ {−1, 1} n such that
This matches Banaszczyk's [Ban12] bound for the signed series problem, and by the reduction of [Cho94, HS14] also implies an O( √ d log n) algorithmic bound for the Steinitz problem. For the 2 case, we give an algorithmic O( √ d log n) bound for the signed series problem (and hence also for Steinitz problem). While this does not match Banaszczyk's bound [Ban12] of O(
T 5. Given vectors v1, . . . , vn ∈ R d with vi 2 ≤ 1 for all i ∈ [n], there is an e cient randomized algorithm to nd a coloring χ ∈ {−1, 1} n such that
To show this we use our framework, but modify the analysis in the proof of Theorem 1 slightly to adapt to 2 discrepancy.
Komlós Problem: Given a collection of vectors v1, . . . , vn ∈ R d of 2 norm at most 1, for some arbitrary d, the goal here is to nd a ±1 coloring χ of these vectors that minimizes n i=1 χ(i)vi ∞. The celebrated Komlós conjecture says that an O(1) discrepancy coloring always exists. The best known bound due to Banaszczyk is O( √ log n) [Ban98] and this was recently matched algorithmically in [BDG16, LRR16] . Our framework here directly gives an O( √ log n) bound, with a much cleaner proof than in [BDG16, LRR16].
Universal Vector Colorings
One of the key technical ingredients behind Theorem 1 is the existence of certain vector (partial) colorings satisfying very strong properties. Vector colorings are a relaxation of ±1 colorings where the color of each point is allowed to be a vector of length at most 1 and can be found by writing a semi-de nite program (SDP). For reasons explained below, we call the vector colorings we use as Universal Vector Colorings. These vector colorings can also be viewed as the 2 analogues of Basic Feasible Solutions, that play a crucial role and are widely studied in LP rounding algorithms [LRS11] . We elaborate on this connection further below and believe that these colorings should have new applications in rounding fractional solutions in approximation algorithms. T 6. (Universal Vector Colorings) Let [n] be a set of elements. Let 0 ≤ δ < 1 and x β ∈ (0, 1 − δ). Given an arbitrary collection of linear constraints speci ed by vectors w1, w2, . . . , w ∈ R n where = δn, there exists a collection of vectors {ui} n i=1 such that:
i) The vector discrepancy along each direction w k is zero i.e.,
Moreover, the {ui}'s can be computed in polynomial time by solving an SDP.
In particular, the rst property requires that the vectors ui be nicely correlated so that their weighted sum is 0 in each of the directions given by w k 's. On the other hand, the second property requires that these vectors be almost orthogonal in a very strong sense. In particular, the property is satis ed for β = 1 i ui are mutually orthogonal. One trivial way to satisfy these conditions is to pick ui = 0 for all i. But the third property states that most of these vectors have length Θ(1).
Relation to Basic Feasible Solutions for LPs. Consider a linear program on n variables x1, . . . , xn with constraints xi ∈ [−1, 1] for all i ∈ [n] and w k · x = 0 for k = 1, . . . , . Then any basic feasible solution to the LP satis es that at least n − variables are set to −1 or 1 (and hence i∈[n] |xi| ≥ n − ). Moreover, for any vector b ∈ R n , it trivially holds that b · x ≤ b 1. These simple properties are the key to the iterated rounding technique [LRS11] . The second and third properties in Theorem 6 can be viewed as analogous to these. While the property b · x ≤ b 1 follows trivially, it is instructive to consider the following example which shows why the 2 analogue is nontrivial (this is also the reason why the error adds up in an 1 manner during the iterations of the partial coloring). Suppose we have = n/2 constraints u1 = u +1 , u2 = u +1 , . . . , u = u +1 . This would enforce that u1 = . . . = u +1 . For β = 1/4, we require that for every b, i b(i)ui 2 ≤ 4 i b(i) 2 ui 2 . However, choosing b to be the vector with 1 in the rst n/2 coordinates, and 0 elsewhere, we would have that i b(i)ui 2 = n/2 i=1 ui 2 = (n/2) 2 u1 2 , which is substantially larger than 4 i b(i) 2 ui 2 = 2n u1 2 unless u1 = . . . = u n/2 = 0. In particular, the rst and second requirements in Theorem 6 can interact in complicated ways and it is not trivial to still guarantee the third property. Using Theorem 6 we can get the property that b · x = O( b 2) for all b ∈ R n and thus the additive error incurred while rounding a fractional solution can be much smaller than the error of b 1 incurred in iterated rounding.
Comparison to Beck's partial coloring lemma. Interestingly, the previous approaches for discrepancy such as partial coloring lemma, or the SDP based algorithms such as [Ban10, BDG16] can be viewed as enforcing the second property only for very speci c choices of vectors b, tailored to the speci c problem at hand. For concreteness, let us consider Beck's partial coloring lemma. 
Then there exists a partial coloring χ :
That is, it gives a partial coloring with zero discrepancy on some δ n sets for δ 1, and guarantees an essentially √ s discrepancy (ignoring the √ log factor) for the remaining sets in the system. This is the second property in Theorem 6, for b corresponding to the indicator vectors of these sets.
The fact that the vector colorings in Theorem 6 satisfy the second property for every b, is the reason why we call them as Universal Vector Colorings, and this property will play a crucial role in the design of our framework.
Organisation of the Paper
We present the formal statement of our framework and Theorem 1 in Section 3. The main ingredient used in the proof of the framework is Theorem 6 concerning Universal Vector Colorings which is proved in Section 4. The rest of the proof of Theorem 1 is deferred to Appendix A to keep the focus more on how to apply our framework in a black-box manner to problems in discrepancy.
Theorem 2 concerning Tusnady's problem is proved in Section 5. Theorem 3 follows by combining the idea in Theorem 2 and using the decomposition of polytopes in P OL(H) into simpler shapes as given in [Mat99] . Due to this we defer its proof to the full version of the paper. Theorem 4 and Theorem 5 concerning Steinitz problem are proved in Section 6. elements. This for example will allow us to directly argue about pre xes of rows of B in the Steinitz problem. For a coloring x, let disc(x, j, S) = i∈S ajix(i) denote this discrepancy for the row-subset pair (j, S).
The overall algorithm will proceed in various time steps (rounds). As in previous algorithms for discrepancy, we work with fractional colorings where the color of an element i at step t is xt(i) ∈ [−1, 1]. Initially all elements are colored x0(i) = 0. Eventually all the variables will reach either −1 or 1. We call variable i alive at time t if |xt(i)| < 1 − 1/n, and once |xt(i)| ≥ 1 − 1/n, we call this variable frozen and its value is not updated any more. Let
n } denote the set of alive variables at the beginning of time t.
Game View: It is useful to view the framework as a game between a player and a black-box algorithm (not necessarily adversarial). The goal of the player is to get a low discrepancy coloring at the end. At each step t, the player can choose a subset A(t) ⊆ N (t) of elements whose colors are allowed to be updated and also speci es a collection of linear constraints Z(t) on the variables in A(t). Let w1, . . . , w ∈ R |A(t)| denote the vectors specifying these constraints, where ≤ δ|A(t)| for any xed constant δ < 1.
The black-box algorithm produces some updates ∆xt(i) that satisfy the constraints
and the current coloring is updated as xt(i) = xt−1(i) + ∆xt(i). This process repeats until every element is colored. We remark that the black-box simply produces a Universal Vector Coloring on the variables in A(t) with constraints Z(t) and applies the standard random projection rounding to get the updates ∆xt(i). For a given problem, suppose one cares about minimizing the discrepancy of certain row-subset pairs (j, S). The aim of the player will be to choose the sets A(t) and Z(t) adaptively at each step, so that it can "protect" as much of the pair (j, S) as possible until the end of the algorithm. The nal discrepancy of (j, S) will depend on how much of (j, S) could not be protected as stated in Theorem 1 below.
Protection and Corruption:
We now de ne what it means to protect an element i with respect to some pair (j, S). Fix some pair (j, S) and x a time step t. An element i ∈ S is already protected at time t if i / ∈ A(t). So it su ces to consider elements in S ∩ A(t). We say a constraint w k ∈ Z(t) is eligible for S if supp(w k ) ⊆ S, where supp(w) = {i : w(i) = 0} is the support of w.
The player can pick any subset H ⊆ [ ] such that each w k for k ∈ H is eligible for S. We say that element i ∈ S ∩ A(t) is protected at time t with respect to (j, S), if k∈H w k (i) = aji.
An element i is called corrupted for (j, S) if there was any time t when i was not protected with respect to (j, S).
Example: It is instructive to consider an example. Suppose all the entries aji are 0 or 1 and S is some set whose discrepancy we care about. Suppose that the constraints w k also have 0-1 coe cients. Then we can pick any subset H ⊆ [ ], such that supp(w k ) ⊆ S and supp(w k ) ∩ supp(w k ) = ∅ for any two distinct k, k ∈ H.
As we shall see in the applications, for a given problem at hand there is usually a natural and simple way to choose the vectors w k and H, and apply the framework. We are now ready to state our main result. T
1. There is a constant c > 0 such that given an m × n matrix B with entries {aji} satisfying |aji| ≤ 1, then for any row j, subset S ⊆ [n] of elements and λ ≥ 0, the coloring χ ∈ {−1, 1} n returned by the above algorithm satis es,
where Cj,S denotes the set of corrupted elements for (j, S).
The above bound holds for the full coloring returned by the algorithm, whereas previous works could only ensure such a bound for a partial coloring.
Application to the Beck-Fiala problem: As an example, let us see how one can easily recover the main result of [BDG16] to get an O( √ t log n) discrepancy bound in the Beck-Fiala setting. Here we have a set system (V, S) such that each point lies in at most t sets. We apply Theorem 1 and choose A(k) = N (k) at all time steps k. We choose Z(k) to contain the indicator vector of those sets in S which contain more than 4t alive points at time k. As each point lies in at most t sets, |Z(k)| ≤ |A(k)|/4 and δ ≤ 1/4. We will denote by wS the indicator vector of set S. At any time k, for a set Sj ∈ S, either wS j ∈ Z(k) (and all points in Sj are protected) or Sj has at most 4t alive points. Thus there can be at most 4t corrupted points for Sj. Applying Theorem 1 now with λ = O( √ log n) gives a discrepancy of O( √ t log n) to Sj with high probability (assuming t > log n).
Interestingly, we can also show that the above algorithm gets a good bound on the 2 discrepancy for any subset S ⊆ [n].
T 7. There is a constant c > 0 such that given an m × n matrix B having each column of length at most one ( j a 2 ji ≤ 1 for all i), then for any subset S ⊆ [n] of elements and λ ≥ 0, the coloring returned by the above algorithm satis es the following bound on the 2 discrepancy of S,
where C = ( j i∈C j,S a 2 ji ) 1/2 and Cj,S denotes the set of corrupted elements for (j, S).
It should be pointed out that the above bound for 2 discrepancy does not follow from the bound on ∞ discrepancy in Theorem 1. For instance if λ = √ log n but each row were to have a much smaller 2 norm, Theorem 1 will give a discrepancy of cλ 2 = O(log n) to each row rather than O(( i∈C j,S a 2 ji log n) 1/2 ). This will then give a weaker bound of O( √ m log n) on the 2 discrepancy rather than a bound of O(( j i∈C j,S a 2 ji log n) 1/2 ). Though the same algorithm works for both Theorems, the analysis in the proof of Theorem 7 needs to be modi ed to adapt to 2 discrepancy.
UNIVERSAL VECTOR COLORINGS
In this section, we prove Theorem 6. To nd a vector coloring satisfying conditions (i)-(iii) in Theorem 6, we write constraints on a PSD matrix X; the vectors ui will then be given by the columns of the matrix U obtained by a Cholesky decomposition of X = U T U i.e. Xij = ui, uj .
Condition (i) in Theorem 6 can be encoded as the following SDP constraints:
Similarly the rst part of condition (iii) can be encoded as
where ei is the standard unit vector in the i-th coordinate.
The following lemma allows us to write condition (ii) succinctly.
is equivalent to
where diag(X) is the matrix restricted to the diagonal entries of X. P . As ui 2 = Xii and the left hand side of (1) is ij b(i)b(j)Xij, (1) can be rewritten as
Rearranging the terms, this equals
which is equivalent to the matrix 1 β diag(X) − X being PSD.
Notice that (2) is a Linear Matrix Inequality (LMI) and hence a valid SDP constraint. Finally, we write the SDP as
X 0
The objective function of this SDP is to maximize the trace of X which is the same as maximizing i ui 2 2 . The SDP is feasible as X = 0 satis es all the constraints. Hence to prove Theorem 6, we only need to show that the above SDP has value at least (1−δ−β)n. To do this, we look at its dual program which is:
Here we have the dual variables η k and qi corresponding to the constraints (3),(5) respectively of the primal SDP, and we have a PSD matrix G as the "dual variable" for constraint (4). We show below that strong duality holds for this SDP, for which we use the following result.
T 8 T 4.7.1, GM12 . If the primal program (P ) is feasible, has a nite optimum value η and has an interior pointx, then the dual program (D) is also feasible and has the same nite optimum value η.
L 4.2. The SDP described above is feasible and has value equal to its dual program.
P
. We apply Theorem 8, with P equal to the dual of the SDP. This would su ce as the dual D of P is our SDP.
We claim that the following solution is a feasible interior point: qi = 1+ β for all i ∈ [n] and > 0, η k = 0 for all 1 ≤ k ≤ and G = I.
It is clearly feasible as it satis es the constraints (6)-(9). Moreover each of the constraints (6)-(9) is satis ed with strict inequality and hence this solution is an interior point. As this point has objective value at most 1+ β n and as the qi's are non-negative, P has a nite optimum value.
As strong duality holds, to prove Theorem 6 it su ces to prove that for any feasible solution to the dual program, the objective value of the dual program is at least (1 − δ − β)n. The following lemmas will be useful. L 4.3. Given an m × n matrix M with columns m1, m2, . . . , mn. If mi 2 ≤ 1 for all i ∈ [n], then for any β ∈ (0, 1], there exists a subspace W of R n satisfying:
. Let the singular value decomposition of M be given by 
mi 2 2 ≤ n So at least (1 − β)n of the squared singular values σ 2 i s have value at most (1/β), and thus σ1 ≤ · · · ≤ σ (1−β)n ≤ (1/β). Let W = span{q1, . . . , q (1−β)n }. For y ∈ W ,
where (10) follows because pi are orthonormal and (11) because qi are orthonormal. L 4.4. Given an n × n PSD matrix G and β ∈ (0, 1], there exists a subspace W ⊆ R n satisfying
(
Let N ⊆ [n] be the set of coordinates i with Gii > 0. We claim that it su ces to focus on the coordinates in N . Let us rst observe that if i / ∈ N , i.e. Gii = 0, the i th column of U must be identically zero, and we have
As the directions ei for i ∈ N are orthogonal to the directions in [n] \ N , it su ces to show that there is a
So, let us assume that N = [n] (or equivalently restrict G and U to columns in N ), which gives us that Gii > 0 for all i ∈ N and hence that diag(G) is invertible. LetŨ = U diag(G) −1/2 . The 2-norm of each column inŨ is 1, and by Lemma 4.3, there is a subspaceW of dimension at least (1 − β)|N | such that Ũỹ 2 2 ≤ 1 β ỹ 2 2 for eachỹ ∈W . Setting y = diag(G) −1/2ỹ gives
and thus W = {diag(G) −1/2ỹ :ỹ ∈W } gives the desired subspace as dim(W ) = dim(W ).
We now show the main result of this section which will imply Theorem 6. T 9. The optimum value of the dual program is at least (1 − δ − β)n.
. Consider some feasible solution speci ed by η, G, q. Let C = k η k w k w T k and let Q be a diagonal matrix with i th diagonal entry equal to qi i.e. Q = i qieie T i . As C is the sum of = δn rank one matrices, rank(C) ≤ δn. Let C ⊥ denote the subspace orthogonal to C and let W = W ∩ C ⊥ where W is the subspace obtained by Lemma 4.4 applied to G. Then,
Let p1, . . . , p d with d = dim(W ) form an orthonormal basis of W and let M = d i=1 pip T i denote the projection matrix onto the span of W . Taking the inner product of (6) with M , we get
where the inequality uses C • M = 0 (as W ⊆ C ⊥ ) and (G − 1 β diag(G)) • M ≤ 0 (as W ⊆ W and using Lemma 4.4). We thus get,
Notice now that
where the inequality follows since M is a projection matrix. This completes the proof.
TUSNADY'S PROBLEM
Given a set P of n points in R d , let us rst observe that only n 2d distinct axis-parallel boxes matter. This is because any axis-parallel box can be shrunk to have a point of P on all of its (n − 1)dimensional facets while not changing the set of points contained in that box. Because there are 2d such facets and there is a unique axis-parallel box having a xed set of 2d points on its facets, there can be at most n 2d distinct axis-parallel boxes. The proof of Theorem 2 follows directly by applying the framework in Theorem 1 to the earlier proof [Mat09] . In particular, the earlier proof uses a construction of canonical boxes as stated below and applies the partial coloring method while requiring that the canonical boxes incur zero discrepancy. The errors then add up over the O(log n) phases. For our better bound, we also choose the linear constraints Z(t) as the incidence vector of these canonical boxes, but roughly speaking, our errors only add up in an 2 manner, instead of in an 1 manner. The constraints in Z(t) are chosen as follows. At time t, a particular subset P is chosen and the canonical boxes in B(P ) are constructed according to Lemma 5.1. Let Box(t) denote the set of canonical boxes we are going to construct at time t. Initially we set Box(0) = B(P ). For a time t, let kt be an integer such that n 2 k t +1 < |N (t)| ≤ n 2 k t and let t ≤ t be the smallest time when the number of alive elements |N (t )| is at most n 2 k t . Then, Box(t) = B(N (t )). It easily follows that
We now put the indicator vectors of canonical boxes in Box(t) as the constraints in Z(t). It follows that |Z(t)| = |Box(t)| ≤ |N (t)|/4 = |A(t)|/4,
At any time t, the number of points not protected in an axisparallel box R, given by the set R , is at most O d (log 2d−2 n). Because Z(t) only changes log n times during the algorithm, there are O d (log 2d−1 n) corrupted points in R. Using Theorem 1 now with λ = O( √ d log n) gives that the discrepancy of R is O d (log d n) with probability at least 1 − 1/n 3d . The result follows now by taking a union bound over all the distinct n 2d axis-parallel boxes.
STEINITZ PROBLEM
In this section we prove Theorem 4 and Theorem 5. This immediately gives the same bounds for Steinitz problem in ∞ and 2 norms by the (constructive) reduction from Steinitz to the signed series problem given in [HS14] .
We start with a simple observation.
O 10. We can assume d > log n. Otherwise the (algorithmic) bound of d [GS80] already gives us a bound of O( √ d log n). We can also assume d < n 2 , otherwise a bound of √ d is trivial.
P . (of Theorem 4) We will apply Theorem 1. At time t, take A(t) to be the rst 2d alive elements i.e. we include in A(t) the smallest 2d indices in the set N (t) of alive elements. If there are fewer than 2d elements alive, then we take A(t) to contain all the alive elements.
In Z(t) we will include all the d rows restricted to A(t) if A(t) has at least 2d elements in it i.e. we include in Z(t) the vector wj ∈ R |A(t)| for 1 ≤ j ≤ d with wj(i) equal to the j th coordinate of the i th element in A(t). If A(t) has less than 2d elements, we take Z(t) to be the null collection. Thus, |Z(t)| ≤ A(t)/2 for all t and δ = |Z(t)|/|A(t)| ≤ 1/2. Fix a row j and a pre x k ∈ [n]. Let v k be rst included in A(t) at time t k . Then for t < t k , A(t) ⊆ {1, 2, . . . , k − 1} and because of our choice of wj, every element in the set S k = {1, 2, . . . , k} is protected at time t for (j, S k ). For t ≥ t k , only the elements in A(t k ) can ever become corrupt for (j, S k ) because trivially all other elements are either not included in S k or have been frozen by now and thus will not be included in the set A(t) at any time t ≥ t k . Thus, the set of corrupted elements for (j, S k ) is a subset of A(t k ), giving |Cj,S k | ≤ |A(t k )| ≤ 2d.
As each entry aji is at most 1 in absolute value, we get i∈C j,S k a 2 ji ≤ 2d. Using Theorem 1 now with λ = O( √ log n), we get that discrepancy of row j and pre x k is O( √ d log n) with probability at least 1 − 1/n 4 . Taking a union bound over the n pre xes and at most n 2 rows (by Observation 10) nishes the proof.
P
. (of Theorem 5) This follows similar to the previous proof. We choose A(t) and Z(t) exactly as before. Thus, for every row j and pre x k, Cj,S k is a subset of A(t k ). Then we have,
The second last inequality follows as for all i, j a 2 ji = vi 2 2 ≤ 1. Using Theorem 7 now with λ = O( √ log n) gives that the 2 discrepancy of pre x k is O( √ d log n) with high probability. Taking a union bound over all pre xes nishes the proof.
APPENDIX A: PROOF OF THE FRAMEWORK
Let > 0 be a constant such that δ ≤ 1 − always. Let γ = 1 n 10 m 4 log(mn) and T = 6 γ 2 n log n. The algorithm is as follows.
Algorithm:
(1) Initialize x0(i) = 0 for all i ∈ [n].
(2) For each time step t = 1, 2, . . . , T while N (t) = φ repeat the following: (a) Take as input A(t) and Z(t) (b) Use Theorem 6 with the set of elements A(t), w k 's as the δ|A(t)| linear constraints in Z(t), and β = (1 − δ)/2 to get a universal vector coloring u t i for i ∈ A(t).
(c) Let rt ∈ R n be a random ±1 vector, obtained by setting each coordinate rt(i) independently to −1 or 1 with probability 1/2. For each i ∈ A(t), update xt(i) = xt−1(i)+γ rt, u t i . For each i ∈ A(t), set xt(i) = xt−1(i).
(3) Generate the nal coloring as follows. For the frozen elements i / ∈ N (T + 1), set xT (i) = 1 if xT (i) ≥ 1 − 1/n and xT (i) = −1 otherwise. For the alive elements i ∈ N (T + 1) set them arbitrarily to ±1.
A.1 Analysis
For convenience, we will set u t i = 0 for all t and i ∈ A(t). Notice that |γ rt, u t i | = o(1/n) and thus no xt(i) will ever exceed 1 in absolute value. Theorem 6 directly gives the following lemma. L 6.1. At each time t, i u t i 2 2 ≥ (1 − δ)|A(t)|/2. We need to show now that by time T , discrepancy is small and that all elements are colored by time T with high probability. The following simple lemma will be needed several times. 
We use that for i = j, E[rirj] = 0.
We rst show that by time T , each element is frozen with high probability. L 6.3. After time T = 6 γ 2 n log n, there are no alive variables left with probability at least 1 − O(n −2 ).
P
. Given the coloring xt at time t, de ne Gt = i∈[n] (1− xt(i) 2 ). Clearly Gt ≤ n for all t. As xt(i) = xt−1(i) + γ rt, u t i , using Lemma 6.2, we have that
where the rst inequality follows using Lemma 6.1 and the second inequality by noting that |A(t)| ≥ 1 at every time. Thus by induction,
Thus by Markov's inequality, Pr[GT +1 ≥ 1/n] ≤ 1/n 2 . However, GT +1 ≤ 1/n implies that all variables are frozen as each alive variable contributes at least 1 − (1 − 1/n) 2 > 1/n to GT +1.
To bound discrepancy, we will use a concentration inequality which is a variant of Freedman's inequality for martingales [Fre75] .
The following lemma will be useful. L 6.4. Let X be a random variable such that |X| ≤ 1. Then for any θ > 0,
where we set f (0) = θ 2 /2. Then f (x) is increasing for all x. This implies e θx ≤ f (1)x 2 + 1 + θx for any x ≤ 1. Taking expectation, this becomes
We will use the following concentration inequality to bound the discrepancy. This is a slight modi cation of Freedman's inequality due to Yin-Tat Lee and we show its proof below.
T 11. Let Y1, . . . , Yn be a sequence of random variables with Y0 = 0 such that for all t,
for some α ∈ (0, 0.5). Then for all λ ≥ 0 , we have Pr[Yn ≥ λ] ≤ exp (−αλ) .
. Let Xt = Yt − Yt−1 be the di erence sequence and θ > 0 be a real number to be determined later. Then using Markov's inequality,
To bound E[e θYn ] we observe the following:
where the rst inequality follows using Lemma 6.4 and second inequality by using Et−1[Xt] ≤ −αEt−1[X 2 t−1 ]. Set θ to be the solution of α = e θ − θ − 1 θ and notice that for α ∈ (0, 0.5), it must hold that α ≤ θ. Then we get Et−1[e θY t ] ≤ e θY t−1 . And thus by induction,
We can in fact strengthen the above Theorem to get the same probability bound that the sequence {Yt} never exceeds the value λ.
C 12. Let Y1, . . . , Yn be a sequence of random variables with Y0 = 0 such that for all t,
for some α ∈ (0, 0.5). Then for all λ ≥ 0 , we have Pr[∃t : Yt ≥ λ] ≤ exp (−αλ) .
P . De ne a new sequenceỸ de ned bỹ
i.e.Ỹt equals Yt as long as Yt is less than λ. If and when Yt equals (or exceeds) λ for the rst time, we stickỸ to λ and take the further increments of the sequence to be zero. Now we just apply Theorem 11 onỸt to get P r[Ỹn ≥ λ] ≤ exp (−αλ) .
But P r[Ỹn ≥ λ] is equivalent to P r[∃t ≤ n : Yt ≥ λ], nishing the proof.
A.2 Proof of Theorem 1: Bounding the ∞ Discrepancy
It should be pointed out why we only get a sub-gaussian bound for λ ≤ ( i a 2 ji ) 1/2 and need to add the +λ term. For instance if the number of corrupted elements for any (j, S) pair is much smaller than λ, we might not get a concentration as strong as a sub-gaussian. An example of such a situation can be if for a set S = {1, 2, . . . , p}, at every time t, Z(t) contains exactly one of w1 = {1, 2, . . . , p − 1} and w2 = {2, 3, . . . , p}. Now suppose it happens that w1 ∈ Z(t) until the fractional color of p reaches almost +1 and meanwhile fractional color of point 1 has reached almost −1. Then we include w2 in Z(t) (and do not include w1). Now the algorithm sets the fractional color of point 1 close to +1 while making the fractional color of point p close to −1. Repeating this many times, we see that this set S has only two corrupted points, but its discrepancy can become quite larger than √ 2. We now come to the proof of Theorem 1.
P
. (of Theorem 1) The nal rounding in step 3 of the algorithm can only a ect the discrepancy of every set by at most i |aji|/n ≤ 1 as every entry aij is at most 1 in absolute value. Thus we can safely ignore the e ect on discrepancy due to this.
Fix a row j and a set S. Let Cj,S(t) denote the set of elements that were not protected for (j, S) at any time before and including t. Notice that Cj,S(T ) = Cj,S.
Also, let Ct denote the set of elements that were not protected for (j, S) at time t. It holds that Cj,S(t) = Cj,S(t − 1) ∪ Ct. For an element i, let ti be the last time i was not included in Cj,S(t) i.e. ti + 1 is the rst time when element i is not protected for (j, S) and becomes corrupt.
Let disc(t) = i∈S ajixt(i) be the signed discrepancy for set S and row j at time t. Also de ne the energy of this set at time t as E(t) = i∈C j,S (t) a 2 ji [xt(i) 2 − xt i (i) 2 ]. Then these two quantities change with time as follows:
The last equality follows since the algorithm is required to give zero discrepancy to all sets in Z(t) and by the de nition of Ct. The change in energy with time equals
The second equality uses the fact that all i ∈ Cj,S(t) \ Cj,S(t − 1) got corrupted for the rst time at time t and hence for them ti = t − 1. De ne the sequence {Yt} as Yt = disc(t) − ηE(t) where the exact value of η will be determined later. Then,
Using Lemma 6.2, this gives
Similarly we can upper bound
where the rst inequality uses property (ii) of Universal Vector Colorings and the last inequality uses β ≥ /2 and |aji| ≤ holds for η ≤ 1/5. We are going to use Theorem 11 with the rst term above and can safely ignore the O(γ 3 n 4 ) term. This is because the O(γ 3 n 4 ) term can only contribute O(T γ 3 n 4 ) = o(1) to the total variance and hence to YT − Y0.
Using Theorem 11 now with α = η/4, and noting that
for c ≥ 8/ . If λ ≥ ( i∈C j,S (t) a 2 ji ) 1/2 /5c, we choose η = 1/5 to get
for c ≥ 10/ . Noting now that disc(T ) has a symmetric probability distribution around zero nishes the proof for Theorem 1.
A.3 Proof of Theorem 7: Bounding the 2 Discrepancy
For slightly simpler computations, we prove the following Theorem and notice that it su ces to prove Theorem 7 by replacing λ in the following Theorem by ( 32/ )λ. This only a ects the constant c.
T 13. There is a constant c > 0 such that given a matrix B with each column of 2 norm at most 1 (i.e. B 2 ≤ 1), then for any set S ⊆ [n] and λ ≥ 0, the coloring χ ∈ {−1, 1} n returned by the algorithm satis es where C = ( j i∈C j,S a 2 ji ) 1/2 .
The increase in squared 2 discrepancy due to the rounding in step 3 of the algorithm is at most j ( i a ji n ) 2 which is at most 1 as j a 2 ji ≤ 1 for all i. We ignore the e ect due to this rounding in the rest of the analysis. O 14. We can assume that λ 2 ≥ 64/ , as otherwise the right hand side in the equation above is at least one and Theorem 13 is trivially true.
Fix a set S ⊆ [n]. Let disct(j, S) = i∈S ajixt(i) denote the signed discrepancy of set S and row j at time t. De ne
to be the squared 2 discrepancy of S at time t. Let H = c 2 λ 2 M , where we use M as a shorthand for ( j i∈C j,S a 2 ji ) 1/2 + λ 2 . A variable will be called huge if its value is at least H and small otherwise. De ne
to be the change in squared 2 discrepancy at time t. Let C t j be the corrupted (not protected) elements for the pair (j, S) at time t. Then ∆D(t) 2 equals,
The last equality follows by de nition of corrupt elements C t j and property (i) of Universal Vector Colorings.
Let the rst quadratic term in (13) be ∆tQ and the second linear term be ∆tL. Let Qt = t ≤t ∆ t Q and Lt = t ≤t ∆ t L.
Let F denote the event {∀t : Qt ≤ (8/ )M } and let Gt denote the event {∀t < t : D(t ) 2 < H} i.e. the squared 2 discrepancy is always small till time t−1. We claim the following concentrations for the terms Lt and Qt. We defer their proof for the moment and rst show how they imply the theorem. 
The rst inequality uses that D(t) 2 = Lt +Qt, and hence D(t) 2 ≥ H and Qt ≤ (8/ )M imply Lt ≥ H − (8/ )M which is at least (c 2 − 1)λ 2 M using Observation 14. We split the rst term above as follows
≤ Pr[∃t : Lt ≥ (c 2 − 1)λ 2 M ∩ Gt] + Pr[∃t : Gt ∩ F ] Let us rst look at the second term in the right hand side above.
Since the event Gt means that the squared 2 discrepancy must have become huge at some time prior to t, we get It only remains to prove Claims 15 and 16. We prove them now. P . (of Claim 15) It is easy to see that Lt is a martingale. We bound it similar to the ∞ discrepancy. For an element i and row j, let tij denote the last time i was not included in Cj,S(t) i.e. tij + 1 is the rst time when element i becomes corrupt for (j, S).
De ne the random variable
where η is a parameter whose exact value will be determined later. Then,
Yt − Yt−1 = 2γ rt, Notice here that the variance depends on the 2 discrepancy at the previous time step, and thus to ensure that the variance remains small, we needed to ensure that the 2 discrepancy never becomes huge. For this reason, we work with a bound conditioned on Gt. 
Above we used Corollary 12 for a sequence of random variables conditioned on some event (Gt), and it needs to be justi ed why we can do that. The conditioning on Gt is used to imply that the variance of the sequence Yt is small. We can then de ne another sequenceỸt such that if the variance ever becomes large, increments inỸt are zero from then on. We can then apply Corollary 12 on the sequenceỸt to get the same result.
Getting back to the proof, (18) is minimized at η = c 2 −1 2c 2 M H and we get 
