In this research paper, the estimation of the unknown parameters for the exponentiated Weibull Poisson distribution using the concept of generalized order statistics is investigated from Bayesian approach. The squared error, LINEX and general entropy loss functions are considered for Bayesian computation. Bayes estimates based on Progressively type II censored and the joint density function of ordinary order statistics are considered as special cases of generalized order statistics. Finally simulation study is conducted for illustrative purposes.
Introduction
Order statistics and record values play an important role in statistics and its applications in reliability theory and life testing. Their distributional and stochastic properties have been studied extensively in the literature. However, they can be considered as special cases of generalized order statistics (GOS) that have been introduced and extensively studied by Kamps [17] . Its enable a unified approach to several models of ordered random variables such as ordinary order statistics, record values, sequential order statistics, and progressively type II censored statistics. The random variables are called GOS if their joint probability density function is given by for (1) where, , and .
For suitable choices of the parameters, GOS reduced to the well-known ordered random variable. If and , then (1) reduced to the joint density function of ordinary order statistics. If and , then (1) reduced to the progressive type II censored data. The statistical properties and the estimation problems based on generalized order statistics for some life time distributions are studied by several researchers. Ahsanallah [5] studied the distribution properties of GOS for a uniform distribution. Ahsanallah [6] studied some distributional properties of GOS for the two parameter exponential distribution. Habibullah and Ahsanullah [15] obtained the estimates of the parameters of Pareto type II distribution based on GOS. Also, estimators based on order statistics and record values are obtained as special cases. Jaheen [16] estimated the parameters of the Burr type XII distribution based on GOS and upper record statistics using maximum likelihood (ML), Bayesian and approximate Bayes due to Lindley [20] methods. Mailinowska et al. [22] derived the minimum variance linear unbiased estimators for Burr XII model based on -selected GOS.
Aboeleneen [3] discussed Bayesian and non-Bayesian estimation methods based on GOS for Weibull distribution. Estimates of the unknown parameters and confidence intervals from progressively type II censoring and record values are obtained. Burkschat [11] derived the best linear unbiased and best equivariant estimators in location and scale families of GOS from generalized Pareto distribution. Abo-Elfotouh and Nassar [4] obtained the estimators of the unknown parameters of the Weibull extension model based on GOS using maximum likelihood and Bayesian methods. Abd-Ellah [2] obtained the estimators of the unknown parameters of the inverse Weibull distribution based on GOS using maximum likelihood and Bayesian methods. Bayes estimates under various loss functions such as the balance squared error and balance LINEX are examined.
Recently, Moghadam, et al. [23] used the maximum likelihood and Bayesian methods to estimate the unknown parameters of the Lomax distribution based on GOS. Safi and Ahmed [24] obtained the estimators of the unknown parameters of the Kumaraswamy distribution based on GOS using maximum likelihood method. Ateya [7] discussed Bayesian and non-Bayesian estimation methods based on right censored GOS for modified Weibull distribution. AbdElfattah, et al. [1] obtained maximum likelihood estimators and confidence intervals of the unknown parameters from exponentiated Weibull Poisson (EWP) distribution based on GOS. In addition, maximum likelihood estimators based on progressively type-II censored data were derived. Kim and Han [18] obtained Bayesian estimators and highest posterior density credible intervals for the scale parameter of Rayleigh distribution based GOS. Also, they derived the Bayesian predictive estimator and the highest posterior density predictive interval for independent future observations. (2) where, and are the scale parameters and and are the shape parameters of the distribution. The corresponding distribution function is given by (3) A wide variety of loss functions have been developed in literature to describe various types of loss structures. The symmetric squared error (SE) loss is one of the useful symmetric loss functions and it is popular due to its relationship to classical least squares theory. The similarity between the two makes SE loss function seem familiar to statisticians. A loss function should represent the consequences of different errors. There are situations where over and under estimation can lead to different consequences. For example, when estimating the average reliable working life of the components of a spaceship or an aircraft, over-estimation is usually more serious than under-estimation. Being symmetric, the SE loss equally penalize over and under estimation of the same magnitude. Let be a general function of the vector of parameters Under the squared error loss function, , the Bayes estimates of is given by . The integrals are taken over the -dimensional space (see Koch [19] [27] ). Despite the flexibility of the LINEX loss function for the estimation of a location parameter, it appears not to be suitable for the estimation of scale parameter and other quantities. For these reasons, Basu and Ibrahimi [9] proposed the modified LINEX loss function. Calabria and Pulcini [12] presented another alternative to the modified LINEX loss function named general entropy (GE) loss function when it appears to be realistic to express the loss in terms of the ratio between unknown parameters and it's estimators and defined it as , whose minimum occurs at . This loss function is a generalization of the Entropy loss, where according to Dey et al. [13] and Dey and Liu [14] . When , a positive error causes serious consequences than a negative error. The Bayes estimates of under GE loss is , provided that exists and is finite, where denotes the expected value with respect to the posterior function of . This article is concerned with the Bayesian estimation for the four parameters of the exponentiated Weibull Poisson based on GOS. This was done under assumption of symmetric (square error) and asymmetric (LINEX and general entropy) loss functions. Numerical study is used to compute the Bayes estimates. The results are specialized to progressive type II censored and the joint density function of ordinary order statistics values. This article can be organized as follows. Section 2 presents the Bayesian estimators of the unknown parameters for EWP distribution using the symmetric and asymmetric loss functions based on generalized order statistics. The Bayes estimates based on progressive type II censored sample and joint density function of ordinary order statistics are derived in Section 3. In Section 4, numerical computation is developed to illustrate theoretical results. Numerical results are displayed in Section 5. Finally, conclusions are presented in Section 6. Tables are displayed in the appendix.
Bayesian estimators based on GOS
Suppose that are random sample of GOS drawn from EWP distribution with pdf (2) and define ; where . Then based on this set of GOS the likelihood function is (4) where, , ,
Following Singh, et al. [25] the non-informative type of prior (NIP) for the parameters and is considered as , ,
, .
Consequently, the joint NIP will be as follows:
.
Combining the joint prior density of in (5) and the likelihood function (4) to obtain the joint posterior density of given the data as follows . (6) where, .
Therefore, based on GOS the Bayes estimates of the unknown parameters under squared error loss function, denoted by , can be obtained as posterior mean as follows . (7) Alternatively, under the LINEX loss function the Bayes estimates of ; denoted by ; is given by .
Moreover, the Bayes estimates of under general entropy; denoted by ; can be obtained as follows .
The integral Equations (7) to (9) are very hard to obtain, therefore a numerical procedure is applied to obtain the Bayes estimates of the unknown parameters.
Special cases
In this section, two special cases of GOS, progressively type II censored and the joint density function of ordinary order statistics will be considered.
Bayesian estimators based on progressively type II censored data
A progressively type II censored sample is observed as follows: units are placed on a life testing experiment and only are completely observed until failure. The censoring occurs progressively in stages. The stages are failure times of completely observed units. At the time of the first failure (the first stage), on surviving units are randomly withdrawn from the experiment, on surviving units are withdrawn at the time of the second failure (the second stage) and so on. Finally, at the time of the failure (the stage), all the remaining surviving units are withdrawn. In this scheme is prefixed. The resulting order failure times, which denote by are referred to as progressive type-II right censored order statistics [see Balakrishnan and Aggarwala [8] ]. According to Burkschat et al. [10] the progressively type II censored sample , with censoring scheme , and is special case of the generalized order statistics with the parameter and . Therefore, the likelihood function (4), is reduced to likelihood function of progressive type II censored data as follows ,
where,
To obtain the joint posterior density of combining the joint prior density (5) and the likelihood function (10) as
, (11) where, . Therefore, the posterior mean of the unknown parameters denoted by based on progressive type II censored data is obtained as follows .
Based on, the LINEX loss function the Bayesian estimators of denoted by ; can be obtained as .
Furthermore, the Bayesian estimators of under general entropy; denoted by is given by .
As mentioned earlier, the integrals involved in (12), (13) and (14) are not solvable analytically and, therefore, a numerical technique and computer facilities are needed to evaluate the Bayes estimate of the unknown parameters.
Bayesian estimators based on the joint density function of ordinary order statistics
The joint density function of ordinary order statistics is special case of generalized order statistics, by setting and in Equation (4), then the likelihood function of the joint density function of ordinary order statistics; denoted by takes the following form ,
where, and .
Combining the joint prior density (5) and the likelihood function (15) to obtain the joint posterior density of as follows; ,
where, .
Therefore, the Bayes estimates of the unknown parameters based on the joint density function of ordinary order statistics under square error loss function, LINEX and general entropy; denoted by , and respectively; can be calculated through the following equations as follows ,
,
The integrals involved in (17) , (18) and (19) can't be solved analytically, so it's necessary to apply a numerical technique and computer facilities to evaluate the Bayes estimate of unknown parameters.
Numerical illustration
In any estimation problems, it is required to study the properties of the derived estimators. The derived expressions for the estimators are too complicated to study analytically. Consequently, a simulation study will be set up for illustrating the theoretical results via MathCAD 14. The performance of the resulting estimators of the unknown parameters has been considered in terms of their mean square error (MSE), and estimated risk (ER). The simulation procedures will be described below:
Step 1: Following Abo-Elfotouh and Nassar [4] 100 random samples of sizes 20, 30, 40, 100, 150 and 200 are generated from EWP distribution under GOS and the joint density function of ordinary order statistics. Also, 100 random samples of sizes 30, 50, 100, 150 and 200 are generated from EWP distribution under progressive type II censoring data.
Step 2: Selected two set of parameters values as case I , case II for .
Step 3: Numerical technique is applied for solving Equations (7), (8) and (9) for the unknown parameters to obtain the Bayesian estimators under squared error, LINEX and general entropy loss functions based on GOS.
Step 4: The integral Equations (12) to (14) are calculated numerically to obtain the Bayes estimates; , and , under symmetric and asymmetric loss functions based on progressive type II censored.
Step 5: Based on the joint density function of ordinary order statistics the Bayes estimates, , and are calculated by numerically solving Equations (17), (18) and (19).
Step 6: MSE and ER of all estimators are tabulated based on GOS, progressive type II censored and joint density function of ordinary order statistics.
Simulation results
Simulation results are summarized in Tables 1 to 6. Tables 1 and 2 give the MSE and ER of the Bayesian estimators based on GOS. Tables 3 and 4 give the MSE, and ER of the Bayesian estimators under joint density function of ordinary order statistics. Also, Tables 5 to 6 give the MSE and ER of the Bayesian estimators under progressive type II censored data. Based on the three techniques of estimation, MSEs and ERs are calculated for the selected set of parameters and different sample sizes.
From these tables, the following observations can be made on the performance of estimated parameters of EWP lifetime distribution based on GOS, the joint density function of ordinary order statistics and progressive type II censored samples: 1)
MSE of the Bayes estimates for the first set of parameters is smaller than MSE of the Bayes estimates for the second set of parameters for all sample sizes under GOS. While ER of the second set of parameters is smaller than ER of the first set of parameters for all sample size under GOS (see Tables 1 and 2).  2) MSE of the Bayes estimates for the first set of parameters for 0 is smaller than MSE of the of the Bayes estimates for the second set of parameters based on joint density function of ordinary order statistics. Also, ER of the second set of parameters is smaller than ER of the first set of parameters based on joint density function of ordinary order statistics (see Tables 3 and 4 ).
3)
MSE of the Bayes estimates for the first set of parameters for 0 is smaller than MSE of the of the Bayes estimates for the second set of parameters based progressive type II censored data. While, ER of the second set of parameters is smaller than ER of the first set of parameters based on progressive type II censored data (see Tables 5 and 6 ).
4)
MSEs of asymmetric (LINEX, general entropy) Bayes estimates are over-estimates for , and when the MSEs of Bayes estimates are under-estimates. As anticipated, the MSEs of asymmetric Bayes estimates are the same as the MSEs of Bayes estimates relative to SE loss function (for close to 0, and ). This is one of the useful properties of working with the asymmetric loss functions.
5)
Bayes estimates under the GE loss function have the smallest estimated MSEs as compared with the Bayes estimates under the LINEX and SE loss functions based on generalized order statistics, the joint density function of ordinary order statistics and progressive type II censoring.
6)
The MSEs of both estimated parameters and is smaller than the MSEs of both estimated parameters and in almost all the cases.
7)
Based on progressively type II censoring, the ER for the estimates of the unknown parameters under GE loss function has smaller values than the corresponding ER under GE loss function based on GOS and the joint density function of ordinary order statistics.
8)
When the effective sample proportion Increases, the MSE of different Bayesian estimators is reduced, also the censoring scheme of the progressively type II censored data is most efficient for all choices. It usually provides the smallest MSE for all estimators.
9)
The MSE and ER of the Bayesian estimators are computed over different combination of the censored scheme as shown in Tables 5 to 6 . 10) For all methods, clearly MSEs and ERs decrease as sample sizes increase for all estimates. 11) For fixed values of and as the values of parameters and Increase, the MSEs for estimators increase based on GOS, joint density function of ordinary order statistics and progressive type II censoring. 
Appendix

Conclusions
This study deals with the Bayesian estimation problem based on GOS from EWP distribution. For Bayesian estimates, the performance depends on the form of the prior distribution, and the loss function assumed. Most authors used squared error as symmetric loss function. However, in practice, the real loss function is often not symmetric. Therefore, the Bayesian estimators of unknown parameters of EWP distribution are obtained under symmetric (squared error) and asymmetric (LINEX and general entropy) loss functions. Additionally, the Bayes estimates based on progressive type II censored samples and joint density function of ordinary order statistics are derived as special cases. Performances of the estimator are evaluated through their MSE and ER.
Simulation study revealed that the MSE of the Bayes estimates for the first set of parameters is smaller than the MSE of the Bayes estimates of the second set of parameters for all sample sizes under GOS, joint density function of ordinary order statistics and progressive type II censored . While, ER of the second set of parameters is smaller than ER of the first set of parameters for all sample sizes under GOS, joint density function of ordinary order statistics and progressive type II censored data. The ER and MSE of all different estimators decrease as sample sizes increase. Under GE loss function, MSE of Bayes estimates has the smallest values as compared with the corresponding Bayes estimates under LINEX and SE loss functions. MSE of the Bayes estimates under GE loss function with parameter based on progressively type II censored is smaller than MSE of Bayes estimates under GOS and the joint density function of ordinary order statistics. In most cases, Bayesian estimator under general entropy based on progressive type II censored has the smallest mean squared error based on GOS and the joint density function of ordinary order statistics.
