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Abstract
Let AIR be a ring extension and P a subset of Hom(AR, AR). In his paper [5], K.Kishimoto
introduced the notion of a P-Galois extension and gave several basic properties of these extensions.
The author showed that these extensions are closely related to Hopf Galois extensions and the
strucutre of quadratic or cubic P-Galois extensions over a field were given in [9] and [10]. Recently,
the author classify commutative quartic P-Galois extensions over a field of characteristic not 2 in
[11]. Continuing [11], we treat commutative quartic P-Galois extensions over a field of characteristic
2.
Keywords: Cyclic extension, P-Galois extension, Hopf Galois extension.
o. Introduction
Let AIR be a ring extension with common identity 1 and Hom(AR, AR) the set of all right R-
module homomorphisms of A. For a subset P of Hom(AR, A R), the notion of a P- Galois extension was
introduced by Kishimoto and gave several basic properties of these extensions in [5]. It closely relates a
Hopf Galois extension, and a relation ofthese two Galois extensions was given in [9]. Although there are
various types of the structure of P in general, but if the cardinality I P I is very small, we can classify the
types of P and determine the structure of P-Galois extensions. In fact, the author completely classified
the P-Galois extensions over a field with IPI =2, 3 in [9] and [10], and in case of I P I=4, the structure
of these commutative P-Galois extensions over a field of characteristic not 2 determined in [11].
In this paper, continuing [11], we classify commutative quartic P-Galois extensions over a field k
of characteristic 2. A quartic extension means IPI = 4. If P is a group of order 4, then a P- Galois
extension is a Galois extension with Galois group P, and if P is cyclic (cf. [4]) then these P-Galois
extensions were discussed in [4] and [8]. Therefore, we treat the other cases of P-Galois extensions, that
is, P is neither a group nor a cyclic type.
1. Preliminaries
The notion of a P-Galois extension is not familiar to the reader, so we begin by definition of a
P-Galois extension.
Let AIR be a ring extension with common identity 1 and let P be a subset of Hom(AR, AR), which
is a partially ordered set with respect to an order :S. In the following, we denote the elements of P by
Capital Greek Letters according to [5]. The set of all mininal (resp. maximal) elements of P under this
order is denoted by P(min) (resp. P(max)). A chain of A (E P) means a descending chain
A = Ao >> Al >> .. , >> Am,
where Am is a minimal element and At >> A. means that there does not exists Au such that At > Au >
A•. In this case, we say that A has length m + 1. For a finite partially ordered subset P ~ Hom(A R, A R)
is called a relative sequence of homomorphisms if the following conditions (A.l) - (AA) and (B.l) -
(BA) are satisfied:
'Department of Environmental and Mathematical Sciences, Faculty of Environmental Science and Technology, Okayama
University, Tsushima, Okayama 700-8530, Japan.
27
28 J. Fac. Environ. Sci. and Tech., Okayama Univ. 9 (1) 2004
(A.l) A # 0 for all A E P and P(min) coincides with all A E P such that A is a ring automorphism.
(A.2) Any two chains of A have the same length.
(A.3) If Af # 0, then Af E P and if Af = 0, then fA = O.
(A.4) Assume that Af, AD E P (resp. fA, DA E P). Then
(i) Af 2: AD (resp. fA 2: DA) if and only if f 2: D.
(ii) If Af 2: D, then D = Alf l for some A 2: Ai and f 2: fl'
Let x, yEA.
(B.l) A(I) = 0 for any A E P - P(min).
(B.2) For any A 2: f, there exists g(A, f) E Hom(AR , AR ) such that
A(xy) = L g(A, D)(x)D(y).
A~n
If A l f, then we set g(A, r) = O.
(B.3) (i) For the above g(A, f), there holds
g(A, f)(xy) = L g(A, D)(x)g(D, f)(y).
A~n~r
(ii) If Af 2: D, then
g(Af, D)(x) = g(A,A')g(f, f')(x).
(B.4) (i) g(A, A) is a ring automorphism.
(ii) g(A, D) = A for any D E P(min) for D::; A.
(iii) If A> f, then g(A, f)(l) = O.
Since P(min) is a group by (A.l)-(A.4) (ef.[5, section 1, Remark]), P always contains the identity
map from A to A and so we denote it by 1. We do not mistake the identity element 1 of A for the
identity map 1. If P = {I < A}, then by (B.2) and (B.4) we see
A(xy) = A(x)y + A(x)A(y),
which shows that A is a (1, A)-derivation, where A= g(A, A). For further details, see [4] and [5].
In [5], Kishimoto added the following two conditions for characterizing the P-Galois extensions:
(A.5) IP(min)1 = IP(max)l.
(A.6) For any f E P(max), if D ::; f, then there exist Dl and D2 E P such that f = DD l = D2 D.
Now for a relative sequence of homomorphisms P, we set
Ai = {a E A I A(a) =a for all A E P(min)}
and
Ao={a E A I A(a) =0 for all A E P - P(min)}.
Since P(min) is a group, Ai is a subring of A. On the other hand, if a, bE Ao then by (B.2) we have
A(ab) = L g(A, f)(a)f(b) = L A(a)f(b) = 0
A>r A~r,rEP(min)
for any A E P - P(min) and thus Ao is also a subring of A. We call that
AP = Ai n Ao
the invariant subring of P. Next we compose an algebra from A and P.
Let D(A, P) = LA€? EBAuA be a free left A-module with A-basis {UA I A E Pl. Define a multipli-
cation on D(A, P) by
(auA)(bur) = L ag(A, D)(b)unr,
A>n
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where Unr = 0 if Of = O. Then it is easy to see that D(A, P) is an R-algebra, which is called the trivial
crossed product ([5, Theorem 2.2]). Under these circumstances we define the following
Definition 1.1. AIR is called a P-Galois extension if it satisfies the following three conditions:
(P.1) AP = R.
(P.2) A is a finitely generated projective right R-module.
(P.3) The map j : D(A, P) --+ Hom(AR , A R ) defined by j(auA)(x) = aA(x) is an isomorphism.
If P = P(min), then D(A, P) is the usual crossed product and thus a P-Galois extension is a Galois
extension with Galois group P. If
P ={I < A < A2 < ... < An IAn =0, g(A, A) =A},
then the P-Galois extension is called cyclic. In case of char(R) =p and AP =0 with g(A, A) =1, then
the P-Galois extension is a purely inseparable extension.
Two P-Galois extensions A and B are isomorphic if there exists a ring isomorphism <p : A --+ B such
that <p(Oa) = O<p(a) for any a E A and 0 E P.
Now we classify the types of P in case of I P 1= 4. The cardinality of P is only four, but there are
various types of P.
The following classification of P is given by [11, Lemmas 1.3 and 1.4].
Lemma 1.2. Let AIR be a ring extension with common identity and let P be a relative sequence of
homomorphisms ofHom(AR,AR ) such that I P I = 4 and satisfies (A.6). Assume that P is neither a
group nor cyclic. Then P is one of the following types.
(1) P = {I < f; A < Af I Af = fA, A2 = 1 and f2 = O}, where g(f,f) = -y and f is a
(1, -y) -derivation.
(2) P ={I < A; 1 < f; 1 < 0 1 A2 = f2 =0 2 = Af = AO = fO =O}, where g(O, 0) =wand A
(resp. f, 0) is a (1, A) (resp. (1, -y), (l,w))-derivation.
(3) P = {I < f; 1 < A < A2 I A3 = r 2 = Ar = O}, where A (resp. r) is a (l,A) (resp.
(1, -y ))-derivation.
(4) P = {I < A, f < fA I Af = rA, A2 = f2 = A}, where A (resp. f) is a (l,A) (resp.
(1, -y))-derivation.
(5) P ={I < A < r < fA IAf = rA, A2 = r 2 = O}, where A is a (1, A)-derivation.
Proof. We give an outline of the proof. The proof is divided by the cardinality of 1 P(min) I.
First, let I P( min) I = 4. Then P is a group and so we exclude this case. Next, let I P(min) I =3.
Then we can set
P = {I, A, A2 , r I A3 = 1, f is not minimal}.
If f is the only maximal element in P, then by 1 < f we have a contradiction A < Af = r. For the
other cases {I, f} = P(max) etc., we also have contradictions. Therefore the case I P(min) I= 3 does
not happen under our conditions.
Assume P(min) = 2. Then P contains a group of order 2, and so we can set P = {I, A, f, 0 I
A2 = I}. By the cardinality of P(max), P is divided as the following cases:
(1) P(max) = 1.
(i) {I < f < 0 ; A < f < O}.
(2) P(max) = 2.
(ii) {I; A < f < O}, (iii) {I < f < 0; A}, (iv) {I < f, 0; A < f, O},
(v) {I < f; A < f, O}, (vi) {I < f, 0; A < O}, (vii) {1 < f; A < O}.
(3) P(max) = 3.
(viii) {I < f, 0; A}, (ix) {A < f, 0 ; I}.
Then we note that
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because A is an automorphism.
If P is type (1), then multiplying A we have A < Ar < An. Comparing this chain with A < r < n,
we have a contradiction. Similarly, the types (ii) or (iii) in (2), and (viii) or (ix) in (3) do not happen
under our conditions.
For the types (iv), (v) and (vi) in (2), since r has two minimal elements 1 and A, then by (B.2) we
have
r(xy) =g(r, r)(x)r(y) + g(r, l)(x)y + g(r,A)(x)A(y)
= I(x)r(y) + r(x)y + r(x)A(y),
where g(r, r) = I, and so r(x) = l(x)r(l) + r(x) + r(x). Since r is not minimal, we see r(1) = 0 by
(B.1), which shows r(x) = 0 for all x E A. This contradicts to (A.1). Since A < Ar = n, the type (vii)
in (2) is the case (1) in our lemma.
Finally, let I P(min) I= 1. Then we can set
P = {I, A, r, nil is the unique minimal}.
According to the cardinarity of P(max), we can divide P as the following cases.
(i) {I < A; 1 < r; 1 < n}, (ii) {I < r; 1 < A < n}, (iii) {I < A < r, n},
(iv) {I < A, r < n}, (v) {I < A < r < n}.
If P is type (i), then A < A2 , A < Ar and A < An. Using (*) and the maximality of A, we see
A2 = Ar = An = O. Similarly, r 2 = rn = n 2 = O. The properties of A, rand n are obtained from
(B.2) and (BA). This is the case (2) in our lemma. We also see that the cases (ii) and (iv) correspond
to the case (3) and (4), respectively. Moreover if P is type (v), then we have the case (5) in our Lemma
and a cyclic type. And the case (iii) does not happen under our conditions. D
We determine the structure of commutative quartic P-Galois extensions Alk according to the clas-
sification of P in Lemma 1.2. In our classification, there are some types of Galois extensions, so for the
convenience to the reader, we review definitions of these Galois extensions.
Let R be a commutative algebra over the prime field GF(p), m a positive integer and A a commu-
tative R-algebra with common identity. A ring extension AIR is called a cyclic pm -extension if AIR
is a Galois extension with cyclic Galois group (er) of order pm. The basic properties of commutative
Galois extensions can be seen in [1] or in [3], and some elementray properties of commutative cyclic
pm-extensions were given in [6].
The above cyclic pm-extensions and purely inseparable extensions were unified in [8] as follows. For
any 1.1 E R, let H (1.1, pm) be the free Hopf algebra over R with basis {I, J, J2, ... , Jpm -1} whose Hopf
algebra structure is defined by
pm_1
Jpm = 0, Ll(J) = J ® 1 + (1 + uJ) ® J, c(J) = 0 and S(J) = L (_1)i ui-1Ji,
i=1
where S : H -+ H is an antipode. Then we see that the action of H on A is given by
J(xy) = J'(x)y + (1 + uJ)(x)J(y)
for any x, yEA. In [8], the author characterized commutative H(u,pm)-Hopf Galois extensions and
computed the isomorphism class group of these extesions.
In [9], we defined the notion of an (H, J)-Galois extension as follows. Let H be a Hopf algebra and
let J be an augmented algebra with augmentation cJ : J -+ R and a left H -comodule structure map
p: J -+ H ® J. A is called an (H, J)- module algebm if the following conditions are satisfied.
(MA.1) A is a left H-module algebra.
(MA.2) A is a left J-module such that for any A E J
A(xy) =L A(_1)(x)A(o)(Y) and A(l) =cJ(A)l,
(A)
where p(A) = L(A) A(-1) ® A(o) E H ®R J.
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For an (H, J)-module algebra A, we can construct the smash product algebra AtiH as usual. AjR
is called an (H, J)- Galois extension if the following conditions are satisfied.
(G.1) A is an (H, J)-module algebra.
(G.2) R == A J == {a E A IA(a) == cJ(A)a for any A E J}.
(G.3) A is a finitely generated projective R-module.
(G.4) The map 'P: AtiJ -+ HomR(A,A) defined by 'P(atiA)(x) == aA(x) is an isomorphism.
If H == J is a Hopf algebra, then an (H, H)-Galois extension is an H-Hopf Galois extension in the
sense of [2]. The above (H, J)-Galois extension was called a weak (H, J)-Galois extension in [9]. The
relations with P-Galois extensions and weak (H, J)-Galois extensions were also given in [9]. For further
detail of Hopf Galois extensions, see [2] and [12].
Throughout the following, k is a field of characteristic 2 and A is a k-algebra. We denote it by Ajk.
2. The cases (1) in Lemma 1.2
In this section, let
P == {1 < f ; A < Af == fA IA2 == 1, f2 == O},
where f is a (1, ,)-derivation. For a P-Galois extension Ajk, since k is a direct summand of A, then
by [5, Theorem 3.4] there exists a E A such that (1 + A)f(a) == 1. We set
(1 + AHa) == x and f(a) == y.
First, we note that dimkA == 4 by definition 1.1 (P.3). Then we have the following
Lemma 2.1. Under the above notations, {1, x, y, xy} is a k-basis of A such that
A(x) == x, f(x) == 1, A(y) == y + 1 and f(y) == O.
Moreover,
Ao == {b E A I f(b) == O} == k[y]
and {1, x} are linearly independent over Ao.
Proof. Since A2 == 1 and chark == 2, we see (1 + A)(x) == 2(1 + AHa) == 0 and so A(x) == x. By
Af == fA, we also see f(x) == 1 and A(y) == y + 1. And by f2 == 0, f(y) == 0 is easily seen. Assume that
TO + T1X + T2Y + T3XY == 0 for Tj E k. Then by using f(k) == 0 and f is a (1,,)-derivation, we get 0 ==
f(To + T1X + T2Y + T3XY) == Tl + T3Y. Applying 1 + A, we have 2Tl + 2T2Y + T3 == 0 and so T3 == Tl == O.
Therefore TO + T2Y == O. Applying 1 + A again, we have T2 == TO == O. Hence {1, x, y, xy} is a k-basis
of A.
Now by defnition of A o, we have Ao == {b E A I f(b) == O} and by f(y) == 0, y is contained in A o.
Since A(y) f 0, we have A o 2 k[y] and dimkAo 2: dimkk[y] 2: 2. Furthermore, if b+ cx == 0 (b, c E Ao),
then by
0== f(b + ex) == f(b) + f(e)x + ,(e)f(x) := ,(e)
and, is an automorphism, we have e == 0 and so b == O. Therefore {1, x} are a linearly independent
over A o and thus dimkAo == 2. Hense A o == k[y]. 0
Theorem 2.2. Let Ajk be a P-Galois extension with k-basis {1, x, y, xy} given by Lemma 2.1.
Then the following hold.
(1) A == k[y][x] and y2 == Y + t for some t E k. When this is the case k[y]jk is a cyclic 2-extension
with group (A).
(2) k[x]jk is an H(u, 2)-Hopf Galois extension for some u E k.
Proof (1) By f(xy) == f(yx), we have ,(y) := y. We set y2 == TO + rlx + T2Y + T3XY (Tj E k). Since
f is a (1,,)-derivation and by f(y) == 0 and f(x) == 1, we have 0 == f(y2) == Tl + T3Y, which shows
Tl == T3 == O. Moreover by A(y) == y + 1 and chark == 2, we see
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Thus r2 = 1 and so y2 = y+ roo Since A induces an automorphism of k[y], k[y]jk is a cyclic 2-extension
with group (A).
(2) We set x2 = So + SIX + S2Y + S3XY (Si E k). Applying A on both sides, we have A(x2) =
x2 = So + SIX + S2(y + 1) + S3X(Y + 1) and thus S2 = S3 = O. Therefore x2 = So + SIX. Moreover by
r(x2) =X+ ,(x) = r(so + SIX) = SI, we obtain ,(x) = SI + X.
Now let H be a k-algebra with basis {I, r}. Define
algebra structure: f2 = 0,
coalgebra structure: Ll(r) = f ® 1 + (1 + SIr) ® f, €(r) =0,
antipode: S(r) = f.
Then it is easy to see that H is a Hopf algebra which is denoted by H(SI, 2). Since the action of f on
k[x] is given by
r(x2) = f(x)x + ,(x)f(x) = f(x)x + (1 + Slf)(X)r(X).
This shows that the P-action on k[x] coincides to the H = {I, r}-Hopf algebra action on k[x]. Consider
the map
<p: k[x]UH(SI' 2) -+ Homk(k[x], k[x]) defined by <p(bUO)(u) = bO(u) (b,u E k[x], 0 E J)
and assume <p = O. Then by <p(bUf)(x) = b = 0, <p is a monomorphism. Counting dimensions, we see
that <p is an isomorphism. Therefore k[x]jk is an H(sl,2)-HopfGalois extension. D
Now, we classsify these P-Galois extensions. Let Ajk and A' j k be P-Galois extensions with bases
{I, x, y, xy} such that y2 = y+ r, x2 = ax + b, (r,a,b E k)
{I, x', y', x'y'} such that (y')2 = y' + r', (x')2 = a'x' + b', (r',a',b' E k)
respectively. Let 1/J : A -+ A' be an isomorphism of P-Galois extensions. We set
.1,( ) ", , d ./. ( ) ", ,
'f' X = ro + rl x + r2Y + r3X Y an 'f' Y = So + SIX + S2Y + S3 X Y
for some ri,Si E k. Then by 01/J(z) = 1/J(O(z)) for any z E {x,y} and 0 E {A,r}, we see
1/J(x) = x' + v and 1/J(y) = y' + u for some v, u E k.
Since A(x) = x, f(x) = 1, A(y) = y + 1 and f(y) = 0, the invariant subrings of f and {I, A} =
P(min) are Ao = k[y] and Al = k[x], respectively. When this is the case, 1/J induces an isomorphism
1/Jl = 1/Jlk[y] : k[y] -+ k[y'] as P(min)-Galois extensions if and only if there exists u E k such that
u2+ u =r + r'. And 1/J2 = 1/Jlk[x] : k[x] -+ k[x'] is an isomorphism if and only if a =a' and there exists
v E k such that v2+ av = b+ b'.
Conversely, let 1/Jl : k[y] -+ k[y'] is an isomorphism of P(min) = (A)-Galois extesions and 1/J2 : k[x] -+
k[x'] is an isomorphism of PI = {I, r}-Galois extensions with relations
y2 =Y + S, x2 =ax + band (y')2 = y' + s', (x')2 =a'x' + b'.
For P-Galois extensions Ajk and A'jk, we denote the set of isomorphisms from Ajk to A'jk by
Iso(A,A'). Then it is easy to see that the map 1/J : A -+ A' defined by 1/J(y) = 1/Jl(Y) and 1/J(x) = 1/J2(X)
is an isomorphism of P-Galois extensions. Moreover the correspondence
Iso(A,A') 31/J I-t (1/Jl,'l!J2) E Iso(k[y],k[y']) x Iso(k[x],k[x'])
is one to one and onto. Thus it is enough to consider the isomorphisms 1/Jl : k[y] -+ k[y'] as (A)-Galois
extensions and 1/J2 : k[x] -+ k[x'] as PI = {I, r}-Galois extensions. Since k[y] and k[y'] are cyclic 2-
extensions over k, k[y] and k[y'] are isomorphic if and only if there exists u E K such that u2+u = S+ s'
and 1/Jl is given by 1/Jl(Y) = y' + U. On the other hand, since f(1/J2(X)) =1/J2(r(X)), we see that k[x] and
k[x'] are isomorphic if and only if a = a' and there exists v E k such that v2 + av = b+ b'. And 1/J2 is
given by 1/J2(X) = x' + V. Therefore we have the following
Theorem 2.3. Let P be the type (2) in Lemma 1.3. Let A = k[y][x] and A' = k[y'][x'] be P-Galois
extensions with relations
y2=y+S, x2 =ax+b and (y,)2=y'+s', (X')2 = a'x'+b'. (s,s',a,a',b,b'Ek)
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Then A and A' are isomorphic if and only if a =a' and there exist u, v E k such that u2 + u = s + s'
and v2 + av = b+ b'. When this is the case, the isomorphism <p : A ---* A' is given by <p(y) = y' + u and
<p(x) = x' + v.
Although the isomorphism classes of commutative Hopf Galois extensions has a group structure,
we do not know that the isomorphism classes of commutative P-Galois extensions has also a group
structure or not. But in this case, we can compute the cardinality of the isomorphism classes of these
types of P-Galois extensions. For example, by the above theorem, [7, Corollary 2.8] and [8, section 3.1]'
we have the following
Corollary 2.4. The cardinality of the isomorphism classes of commutative P-Galois extensions
over k is equal to the cardinality of the additive group
where k+ is the additive group of k.
3. The cases (2) and (3) in Lemma 1.2
Let P be one of the types of (2) and (3) in Lemma 1.2. Then as similar as the case of characteristic
not 2, we have the following
Theorem 3.1. There does not exist P-Galois extensions of the types (2) and (3) of Lemma 1.2.
The proof of this theorem is similar to the proof of [11, Theorem 3.1]. So we give here an outline of
the proof.
First, let P be type (2) in Lemma 1.2, that is,
P = {I < A ; 1 < r ; 1 < 0 IA2 = r 2 = 0 2 = Ar = AO = ro = O},
where A, r and 0 are (I,A), (1,1) and (l,w)-derivations, respectively. Then for a P-Galois extension
A/k, it is easy to see that Al = {a E A 11(a) = a} = A and AD = {a E A I A(a) = r(a) = O(a) = O}.
Therefore Al n AD = AD = k.
Let {I, x, y, z} be a k-basis of A. Since A is a (1, A)-derivation, we see
A(x2) = A(x)x + A(x)A(x) and A(xy) = A(x)y + A(x)A(y).
By these relations we have
A(x2)A(y) - A(xy)A(x) = A(x)A(y)x - A(x)2 y.
Since AD = k, then by the structure of P we see A(a) E k for any a EA. Moreover {I, x, y} are linearly
independent over k, we obtain A(x) = O. Similarly, we also get f(x) = O(x) = 0, because the conditions
of A, rand 0 are quite similar. Therefore we have a contradiction x E k. This shows that there does
not exist P-Galois extensions in case of type (2) in Lemma 1.2.
Next, let P be type (3) in Lemma 1.2, that is,
P = {I < r ; 1 < A < A2 IA3 = r 2 = Ar = O},
where A and rare (1, A) and (1, 1)- derivations, respectively. Then we see that
AD = {a E A IA(a) = r (a) = O} = k.
We set Ar = {a E A I f(a) =O}. Since r is a (1, I)-derivation, then by the similar calculation for A in
the discussion above, we have
r(x 2 )r(y) - r(xy)f(x) = r(x)f(y)x - r(x)2 y = O.
In this case, r(a) E k for any a E A by r 2 = Ar = O. Therefore we get r(x) = 0, because {x, y} are
linearly independent over k. Hence x is contained in Ar . Similarly, y and z are also contained in Ar,
which means AI' = A. Consider the map
j : D(A, P) = L EBAun ---* Homk(A, A)
nEP
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defined in Definition 1.1(P.3). Then for any a E Ar = A, we see j(ur)(a) = f(a) = 0 by definition of
A r . Therefore j is not an isomorphism and thus there does not exist P-Galois extension in this case.
4. The case (4) in Lemma 1.2
In this section, we set
P = {I < A, f < Af I fA = Af, A2 = f2 = O},
where A is a (1, A)-derivation and f is a (1, ,)-derivation. Then for a P-Galois extension A/k, we have
Lemma 4.1. There exists a k-basis {I, x, y, xy} of A which satisfies the following conditions.
(1) A(x) = f(y) = 1 and A(y) = f(x) = O.
(2) y2 = sy + t and x 2 =ax + b for some s, t, a, bE k.
Proof Since Af is the unique maximal element of P with minimal element 1, we have by [5, Theorem
3.4] Af(a) = 1 for some a E A. Then the existence of a k-basis of A which satisfies the condition (1)
is similarly proved as in Lemma 2.1. By A(xy) = A(yx) and f(xy) = f(yx), we have A(Y) = y and
,(x) = x. Let x2 =ro + r1x + r2Y + raXY (rj E k). Applying f on both sides, we have
Thus r2 = ra = 0 and x 2 = r1x + ro. And by A(x2) = r1, we get A(x) = x + r1. Since the conditions of
A, x and f, yare symmetric, we also have y2 = sy + t and ,(y) = y + s (s, t E k).
Theorem 4.2. Let A/k be a P-Galois extension with k-basis {I, x, y, xy} given in Lemma 4.1.
Then A is isomorphic to k[y] 0k k[x] as k-algebms and k[y] 0k k[x] is an H(s, 2) 0 H(a, 2)-Hopf Galois
extesnion.
Proof Define a map f : A --+ k[y] 0 k[x] by
f(ro + r1x + r2Y + raxy) = ro(10 1) + r1(10 x) + r2(y (1) + ra(Y 0 x).
Then it is easily seen that f is an isomorphism of k-algebras. Since H(s,2) is an Hopf algebra with
basis {I, f} such that
f2 = 0, ~(f) = f 0 1 + , 0 f and s(f) = 0,
then by ,(x) = x, ,(y) = y + s, f(x) = 0 and f(y) = 1, we see, = 1 + sf. Therefore, the action
of H(s,2) on k[y] is the same as the action of P on k[y], and we can easily check that the map
'I' : A~H(s, 2) --+ Homk(k[y], k[y]) defined by 'P(b~h)(z) = bh(z) is an isomorphism (a, z E A, h E H).
Thus k[y]/k is an H(s, 2)-Hopf Galois extension. Since the conditions of f and A are symmetirc, we
also have k[x]/k is an H(a, 2)-Hopf Galois extension, where H(a, 2) is a Hopf algebra defined as similar
as H(s, 2) with basis {I, A}. Thus the result is clear. 0
Theorem 4.3. Let A/k and A'/k be commutative P-Galois extensions with basis {I, x, y, xy}
and {I, x', y', x'y'}, respectively. We set
y2 = sy + t, x2 = ax + band (y')2 = s'y' + t', (x')2 = a'x' + b',
where s, s', t, t' E k, a, a', b, b' E k[y]. Then A and A' are isomorphic if and only if s = s', a = a'
and there exist u, v E k such that u2 + SU = t + t' and v2 + av = b + b'. When this is the case, the
isomorphism 'I' : A --+ A' is given by 'P(Y) = y' + u and 'P(x) = x' + V.
Proof Let 'I' : A --+ A' be an isomorphism of P- Galois extension. Then as in the proof of Theorem
2.2, 'I' induces isomorphisms
'1'1 : k[y] :7 Y H y' + u E k[y'] and '1'2: k[x] :7 x H x' + v E k[x'].
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Moreover, for y2 = sy + t and (y/)2 = slyl + t l, CPl : k[y] :3 Y I--t yl + U E k[yl] is an isomorphism
if and only if s = Sl and u2 + SU = t + t l . Since the conditions of y and x are same, we also have
CP2 : k[x] :3 x I--t Xl + v E k[y'] is an isomorphism if and only if a = al and v2 + av = b + bl. Hence our
theorem is proved. 0
Corollary 4.4. The cardinality of the isomorphism classes of commutative P-Galois extensions over
k is equal to the cardinality of the additive group
k+ /{u2 + SU Iu E k} X k+ /{v 2 + av I v E k}.
5. The case (5) in Lemma 1.2
In the final section, we assume
P ={I < A < f < Af IAf =fA, A2 =f2 =O},
where A is a (1, A)-derivation. First, we have the following
Lemma 5.1. Let A/k be a P-Galois extension. Then there exists a k-basis {I, x, y, xy} of A such
that the following conditions satisfy.
(1) A(x) =f(y) = 1 and A(y) = r(x) = O.
(2) y2 = sy+t for some s, t E k, A(Y) = y and ,(y) = y+ s.
Proof (1) is easily obtained by Lemma 4.1. Assume that rO+rlx+r2y+raXY = 0 (r; E k). Applying
A, we have 0 = rl + raY, because A is a (1, A)-derivation. Thus 0 = f(rl + raY) = ra and so rl = O.
Therefore, we have 0 = ro + r2Y. Similarly, we get ro = r2 = O. Hence {I, x, y, xy} is a k-basis of A.
Now we set y2 = So + SIX + S2Y + SaXY (s; E k). Then by A(y2) = 0 = SI + SaY, we have SI = Sa =0
and thus y2 =So + S2Y. Since A is commutative, we see y = A(Y) by A(xy) =A(yx). Finally, by
r( y2) = r(y)y + g(f, A)(y)A(y) + ,(y)r(y) = y + ,(y) = S2,
we get ,(y) = y + S2. 0
Finally, we have the following
Theorem 5.2. Let A and AI be commutative P-Galois extensions of k with basis {I, X, y, xy} and
{I, Xl, yl, Xl y/} as in Lemma 2.1, respectively. We set
y2=sy+t, x 2 =ax+b and (y/)2=Slyl+t l , (x /)2=alxl +bl,
where s, Sl, t, t l E k, a, ai, b, bl E k[y]. If cP : A -+ AI is an isomorphism of P-Galois extensions, then
cP induces an isomorphism CPl : k[y] -t k[yl]. When this is the case, s = Sl, cp(a) = al and there exist a,
13 E k such that the following conditions satisfy:
a 2+sa+t+tl =0 and f32+cp(a)f3+cp(b)+bl =0.
Conversely, let 1/Jl : k[y] -t k[yl] be an isomorphism of P-Galois extensions. If al = 1/Jr(a) and there
exists 13 E k such that 132+ 1/Jr(a) 13 + 1/Jl (b) + bl = 0, then 1/Jl is extended to the isomorphism 1/J : A to AI
of P-Galois extensions.
Proof Let cp : A -t AI be an isomorphism of P-Galois extensions. Then by Acp(x) = cp(A(x)) and
fcp(x) = cp(r(x)), we have cp(x) = Xl + 13 for some 13 E k. Similarly we have cp(y) = yl + a for some
a E k. Since cp is a k-algebra isomorphism, we obtain s = Sl and a 2 + sa + t + t l =o. Moreover by
cp(x2) = (cp(xl + 13))2 = cp(ax + b) = cp(a)(xl + 13) + cp(b),
we get cp(a) =al and 132 + cp(a)f3 + cp(b) + bl =0, because cp(k[y]) is contained in k[y].
Conversely, if we define 1/J : A -+ AI by 1/J(y) = 1/Jl(Y) and 1/J(x) = Xl + 13, then 1/J is an isomorphism
of P-Galois extensions which is an extensions of 1/J1. 0
Unfortunately, we do not know that the cardinality of the isomorphism classes of these P-Galois
extensions. All P-Galois extensions which is known till now (cf. [4], [5], [9], [10] and [11]) are Hopf
Galois extensions and so we ask that does there exists a P-Galois extension over a field which is not a
Hopf Galois extension?
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