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Abstract. Let V be an n-dimensional linear space over an algebraically closed base field. We provide a classification, up
to equivalence, of all of the bilinear maps f : V × V → V such that dim(rad(f)) = n − 2. This is equivalent to give a
complete classification (up to isomorphism) of all n-dimensional algebras with annihilator of dimension n−2 or, in other words,
a classification of the annihilator extensions of all 2-dimensional algebras.
1. INTRODUCTION
Definition 1. Let f : V × V → V and g : W × W → W be two bilinear maps on the linear spaces V and W (over the
same base field) respectively. We say that f and g are equivalent if there exists a linear isomorphism φ : V → W such that
φf(v1, v2) = g(φ(v1), φ(v2)) for any v1, v2 ∈ V. That is, if the following diagram is commutative
V× V
φ×φ

f
// V
φ

W×W
g
// W.
Definition 2. Let V andW be linear spaces (over a same base field) and f : V×V → W a bilinear map. The radical of f is the
set
rad(f) = {v ∈ V : f(v,V) + f(V, v) = 0}.
In the second section of this work, and by inspiring in cohomology techniques in the study of Lie, Jordan and Malcev algebras
(see [5, 6, 9]), we develop a procedure to classify, up to equivalence, all of the bilinear maps f : V× V → V with dim(V) = n
and dim(rad(f)) = p 6= 0 in case the classification of all of the bilinear maps f : W ×W → W when dim(W) = n − p was
previously known.
In Section 3, taking into account that the classification of the bilinear maps f : W ×W → W when dim(W) = 2 is well-
known, we apply the procedure obtained in Section 2 to get a classification of all of the bilinear maps f : V × V → V when
dim(V) = n and dim(rad(f)) = n− 2.
Now we recall that an algebra A is just a linear space, over a base field k, endowed with a bilinear map, denoted by
· : A×A→ A, (x, y) 7→ x · y,
called the product of the algebra. By depending of the identities satisfied by the product we can speak about different categories
of algebras (commutative, associative, Lie, Jordan, Malcev, alternative, and so on). The dimension of an algebra is its dimension
as a linear space and the annihilator of A is defined as the set
ann(A) = {x ∈ A : x ·A+A · x = 0}.
Taking into account this observation we have that the present paper gives us a complete classification of all of the n-dimensional
algebras, over an algebraically closed field, with annihilator of dimension n− 2. This is the classification of all of the annihilator
extensions of an arbitrary 2-dimensional algebra. Here we recall that annihilator extensions of algebras, called central extension
in the (anti)commutative case, play an important role in quantum mechanics: one of the earlier encounters is by means of
Wigner’s theorem which states that a symmetry of a quantum mechanical system determines an (anti-)unitary transformation of
a Hilbert space. Central extensions are needed in physics, because the symmetry group of a quantized system usually is a central
extension of the classical symmetry group, and in the same way the corresponding symmetry Lie algebra of the quantum system
is, in general, a central extension of the classical symmetry algebra. The Virasoro algebra is the universal central extension of
the Witt algebra, the Heisenberg algebra is the central extension of a commutative Lie algebra [2, Chapter 18]. The algebraic
study of central extensions of Lie and non-Lie algebras has a very big story [1, 5, 6, 8–10]. So, Skjelbred and Sund used central
1The work is supported by the PCI of the UCA ‘Teorı´a de Lie y Teorı´a de Espacios de Banach’, by the PAI with project numbers FQM298, FQM7156 and
by the project of the Spanish Ministerio de Educacio´n y Ciencia MTM2016-76327C31P, RFBR 17-51-04004 and FAPESP 17/15437-6.
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2extensions of Lie algebras for a classification of nilpotent Lie algebras [9]. After that, using the method described by Skjelbred
and Sund were classified different kind of algebras [3–6].
Throughout all of the paper we will consider bilinear maps f : V×V → V where V is an n-dimensional linear space over an
algebraically closed base field k. For a more comfortable development of our study we introduce the next concept:
Definition 3. A bilinear pair of dimension n is a pair (V, f) in which V is an n-dimensional linear space and f : V× V → V a
bilinear map. The radical of (V, f) is the radical of f .
We recall that in the theory of Lie algebras, an annihilator component U of a Lie algebra L is an one-dimensional ideal of L
such that there exists another idealW of L satisfying L = W ⊕ U . Observe that the product in L is then [(w1, u1), (w2, u2)] =
([w1, w2], 0) for any w1, w2 ∈ W and u1, u2 ∈ U . This concept can be extended in our framework as follows:
Definition 4. A radical component of a bilinear pair (V, f) is an one-dimensional linear subspace U of V such that f(U,V) +
f(V,U) = 0 and satisfying that there exists a linear subspace W of V with V = W ⊕ U and f(W,W) ⊂ W. We will write
(V, f) = (W⊕ k, f |W×W).
Remark 5. Observe that if U is a radical component of a bilinear pair (V, f), then by choosing some 0 6= u ∈ U, by identifying
U = ku := k and by writing V := W ⊕ k we get f(w1 + λ,w2 + β) = f(w1, w2) ∈ W. This reduces the study of (V, f) to
those of (W, f |W×W) and allows us to write (V, f) = (W⊕ k, f |W×W).
The main aim of the present paper is to prove the following theorem:
Theorem 6 (Main Theorem). Let (V, f) be an n-dimensional bilineal pair with an (n− 2)-dimensional radical.
• If n = 3, then (V, f) is equivalent to one of the following non-equivalent bilinear pairs. Either (V, f) is equivalent
to (A′ ⊕ k, f), where (A′, f |A′×A′) is a 2-dimensional bilinear pair (see Table 4 and Remark 26) with zero radical;
or to (Ai = (V, fi)) for some i = 1, . . . , 68, where any fi is defined (for a fixed basis B = {e1, e2, e3} of V) as
fi(ej , ek) := ejek in Table 1.
• If n = 4, then (V, f) is equivalent to one of the following non-equivalent bilinear pairs. Either (V, f) is equivalent to
(A′ ⊕ k⊕ k, f), where (A′, f |A′×A′) is a 2-dimensional bilinear pair (see Table 4 and Remark 26) with zero radical;
or to (Ai ⊕ k, fi) for some i = 1, . . . , 68; or to (Ai = (V, fi)) for some i = 69, . . . , 121, where any fi is defined (for a
fixed basis B = {e1, e2, e3, e4} of V) as fi(ej , ek) := ejek in Table 2.
• If n = 5, then (V, f) is equivalent to one of the following non-equivalent bilinear pairs. Either (V, f) is equivalent
to (A′ ⊕ k⊕ k⊕ k, f), where (A′, f |A′×A′) is a 2-dimensional bilinear pair (see Table 4 and Remark 26) with zero
radical; or to (Ai⊕k⊕k, fi) for some i = 1, . . . , 68; or to (Ai⊕k, fi) for some i = 69, . . . , 121; or to (Ai = (V, fi))
for some i = 122, . . . , 133 where any fi is defined (for a fixed basis B = {e1, e2, e3, e4, e5} of V) as fi(ej , ek) := ejek
in Table 3.
• If n = 6, then (V, f) is equivalent to one of the following non-equivalent bilinear pairs. Either (V, f) is equivalent
to (A′ ⊕ k⊕ k⊕ k⊕ k, f), where (A′, f |A′×A′) is a 2-dimensional bilinear pair (see Table 4 and Remark 26) with
zero radical; or to (Ai ⊕ k ⊕ k ⊕ k, fi) for some i = 1, . . . , 68; or to (Ai ⊕ k ⊕ k, fi) for some i = 69, . . . , 121;
or to (Ai ⊕ k, fi) for some i = 122, . . . , 133; or to (A134 = (V, f134)) where f134 is defined (for a fixed basis
B = {e1, e2, e3, e4, e5, e6} of V) as:
A134 : (N2)6,14 : e1e1 = e3 e1e2 = e4 e2e1 = e5 e2e2 = e6
• If n ≥ 7 then (V, f) has at least (n− 6) radical components.
2. DEVELOPMENT OF THE TECHNIQUES
Throughout the paper, given two linear spaces U and W over a same base field, we will denote by Hom(U,W) the set of all
of the linear maps from U toW and by Bil(U× U,W) the set of all of the bilinear maps from U× U ontoW.
Notation 7. Let (U, g) be a bilinear pair, W a linear space over the same base field and θ ∈ Bil(U × U,W). We denote
(U⊕W, gθ) the bilinear pair given by
gθ : (U⊕W)× (U⊕W)→ U⊕W
((u1, w1), (u2, w2)) 7→ (g(u1, u2), θ(u1, u2)).
Observe that rad(gθ) = (rad(g) ∩ rad(θ)) ⊕W.
Definition 8. Given a bilinear pair (U, g) and a linear spaceW. For any h ∈ Hom(U,W) we define δh ∈ Bil(U× U,W) as
δh : U× U →W
(u1, u2) 7→ h(g(u1, u2)).
3We also introduce the linear subspace
Bg(U× U,W) = {δh ∈ Bil(U× U,W) : h ∈ Hom(U,W)}.
Notation 9. Given a bilinear map f : V × V → V we will denote by f˜ : (V/rad(f)) × (V/rad(f)) → V/rad(f) the
(well-defined) bilinear map given by f˜([x], [y]) := [f(x, y)] for any [x], [y] ∈ V/rad(f).
Lemma 10. Let (V, f) be a bilinear pair of dimension n such that dim(rad(f)) = m 6= 0. Then there exist a unique (up to
equivalence) bilinear pair (U, g) of dimension n −m, and a bilinear map θ : U × U → rad(f) with rad(g) ∩ rad(θ) = 0, in
such a way that (V, f) is equivalent to (U⊕ rad(f), gθ) and that (V/rad(f), f˜) is equivalent to (U, g).
Proof. Consider a linear complementU of rad(f) in V, being so V = U⊕ rad(f), and define
g = πU ◦ f : U× U → U
where πU is the projection onto U, and
θ = πrad(f) ◦ f : U× U → rad(f)
where πrad(f) is the projection onto rad(f). Observe that rad(g) ∩ rad(θ) = 0.
Since for any x, y ∈ V we have
(πUf(x, y), πrad(f)f(x, y)) =
(1) (πUf(πU(x) + πrad(f)(x), πU(y) + πrad(f)(y)), πrad(f)f(πU(x) + πrad(f)(x), πU(y) + πrad(f)(y)) =
(πUf(πU(x), πU(y)), πrad(f)f(πU(x), πU(y))),
then the next diagram is commutative
V × V
(piU,pirad(f))×(piU,pirad(f))

f
// V
(piU,pirad(f))

(U⊕ rad(f))× (U⊕ rad(f))
gθ
// U⊕ rad(f)
and so the bilinear pairs(V, f) and (U⊕ rad(f), gθ) are equivalent.
Denote by π˜U : V/rad(f) → U the linear map given by π˜U([x]) := πU(x) for any [x] ∈ V/rad(f). Then Equation (1) gives
us that the next diagram is commutative:
(V/rad(f))× (V/rad(f))
piU×piU

f˜
// V/rad(f)
piU

U× U
g
// U
From here, the bilinear pairs (V/rad(f), f˜) and (U, g) are equivalent and we also have the uniqueness of (U, g).

Remark 11. At this point, observe from Notation 7 and Lemma 10, that (V, f) is a bilinear pair of dimension n with
dim(rad(f)) = m 6= 0 if and only if there exist a bilinear pair (U, g) of dimension n−m and a bilinear map θ : U× U → W,
whereW is a linear space of dimensionm, with rad(g) ∩ rad(θ) = 0, in such a way that (V, f) is equivalent to (U⊕W, gθ).
From here, in case we knew a classification of the bilinear pairs (U, g) of dimension n −m. The problem of classifying the
bilinear pairs of dimension n with dim(rad(f)) = m would be reduced to study the set {θ ∈ Bil(U×U,W) : rad(g)∩rad(θ) =
0} whereW is a linear space of dim(W) = m. However, Lemma 12 will allow us to simplify our study.
Lemma 12. Let (U, g) be a bilinear pair, W a vector space and θ, µ : U × U → W two bilinear maps such that θ − µ ∈
Bg(U× U,W). Then the bilinear pairs (U⊕W, gθ) and (U⊕W, gµ) are equivalent and rad(gθ) = rad(gµ).
Proof. We know there exists a linear map h : U →W such that θ − µ = δh. Let us define the linear isomorphism
σ : U⊕W→ U⊕W
(u,w) 7→ (u, h(u) + w).
Then we have σ(gµ(u1 + w1, u2 + w2)) = σ(g(u1, u2), µ(u1, u2)) = (g(u1, u2), h(g(u1, u2)) + µ(u1, u2)) and also
gθ((u1, h(u1) + w1), (u2, h(u2) + w2)) = (g(u1, u2), θ(u1, u2)) for any u1, u2 ∈ U and w1, w2 ∈ W. From here,
σgµ = gθ(σ × σ) and so the bilinear pairs (U⊕W, gθ) and (U⊕W, gµ) are equivalent.
Finally, observe that θ(u1, u2) = µ(u1, u2) + h(g(u1, u2)) for any u1, u2 ∈ U. Thus, µ(u1, u2) = g(u1, u2) = 0 if and only
if θ(u1, u2) = g(u1, u2) = 0 and so rad(gµ) = rad(gθ).

4This result leads us to introduce the next concept:
Definition 13. For any bilinear pair (U, g) and any linear space W, we call second cohomology space of (U, g) respect to W,
to the linear space
H2g (U,W) :=
Bil(U× U,W)
Bg(U× U,W)
.
Remark 14. Now we observe that Remark 14 and Lemma 12 give us that in case we knew a classification of the bilinear pairs
(U, g) of dimension n − m. The problem of classifying the bilinear pairs of dimension n with dim(rad(f)) = m would be
reduced to study the sets {[θ] ∈ H2g (U,W) : rad(g) ∩ rad(θ) = 0} where W is a linear space of dim(W) = m. However, we
have not enough information to distinguish when two different elements [θ] and [µ] in the above set give rise to non-equivalent
bilinear pairs. Lemma 16 will clarify this point.
Notation 15. Let U and W be a couple of linear spaces, µ ∈ Bil(U × U,W) and φ ∈ Hom(U,U), then we will denote by
φµ ∈ Bil(U× U,W) the bilinear map given by φµ(u1, u2) := µ(φ(u1), φ(u2)) for any u1, u2 ∈ U.
Lemma 16. Let (U, g) be a bilinear pair,W a vector space and θ, µ : U×U →W two bilinear maps such that rad(g)∩rad(θ) =
rad(g) ∩ rad(µ) = 0. Then we have that the bilinear pairs (U ⊕ W, gθ) and (U ⊕ W, gµ) are equivalent if and only if
there exist a linear isomorphism φ : U → U satisfying φg = g(φ × φ), and a linear isomorphism ψ : W → W such that
φµ− ψθ ∈ Bg(U× U,W).
Proof. Suppose the bilinear pairs (U⊕W, gθ) and (U ⊕W, gµ) are equivalent. Then there exists a linear isomorphism Φ such
that Φgθ = gµ(Φ × Φ). Since Φ(W) = Φ(rad(gθ)) = rad(gµ) = W then ψ := φ|W is a linear isomorphism. Let {ei}i=1,...,n
be a basis of U and write Φ(ei) = e
′
i + wi, where e
′
i ∈ U and wi ∈W. Now define the linear isomorphisms:
φ : U → U ϕ : U →W
ei 7→ e
′
i. ei 7→ wi
For u1, u2 ∈ U we have
Φ(gθ(u1, u2)) = Φ(g(u1, u2) + θ(u1, u2)) = φ(g(u1, u2)) + ϕ(g(u1, u2)) + ψ(θ(u1, u2))
and
gµ(Φ(u1),Φ(u2)) = gµ(φ(u1) + ϕ(u1), φ(u2) + ϕ(u2)) = g(φ(u1), φ(u2)) + µ(φ(u1), φ(u2)).
Since Φgθ = gµ(Φ×Φ) we can match both equations. The part in U shows that φ satisfies φg = g(φ× φ), and the part inW
shows that
µ(φ(u1), φ(u2)) = ϕ(g(u1, u2)) + ψ(θ(u1, u2)).
Thus, φµ− ψθ = δϕ ∈ Bg(U× U,W).
Conversely, in case there exist a linear isomorphism φ : U → U satisfying φg = g(φ × φ), and a linear isomorphism
ψ : W → W such that φµ − ψθ ∈ Bg(U × U,W). By writing φµ − ψθ = δϕ for ϕ ∈ Hom(U,W) we can define the linear
isomorphism Φ : U⊕W→ U⊕W as
Φ :=
(
φ 0
ϕ ψ
)
which satisfies Φgθ = gµ(Φ× Φ) and so the bilinear pairs (U⊕W, gθ) and (U⊕W, gµ) are equivalent.

Remark 17. Taking into account Remark 14 and Lemma 16, we have a first procedure to classify (up to equivalence) the bilinear
pairs of dimension n with dim(rad(f)) = m 6= 0, in case we knew the classification of the bilinear pairs (U, g) of dimension
n−m. This will follow three steps for any pair (U, g):
(i) Compute the set A := {φ ∈ Hom(U,U) : φ is bijective and φg = g(φ× φ)}.
(ii) ComputeH2g (U,W) where dim(W) = m.
(iii) For any φ ∈ A and any linear isomorphism ψ ofW, study when [ψµ] = [φθ] inH2g (U,W) where θ, µ ∈ Bil(U×U,W)
are such that rad(g) ∩ rad(θ) = rad(g) ∩ rad(µ) = 0.
However, we can improve so much this procedure by introducing “coordinates” inH2g (U,W) as follows.
Consider a bilinear pair (U, g), a linear space W and fix a basis {e1, . . . , em} of W. For any f ∈ Bil(U × U,W) and
u1, u2 ∈ U we can write
f (u1, u2) =
m∑
i=1
fi (u1, u2) ei
where fi ∈ Bil(U× U,k) for i ∈ {1, ...,m}. Observe that
rad(f) = rad(f1) ∩ · · · ∩ rad(fm)
and that f ∈ Bg(U× U,W) if and only if fi ∈ Bg(U× U,k) for any i ∈ {1, ...,m}.
5Lemma 18. Let (U, g) be a bilinear pair and {u1, . . . , um} a basis of g(U,U) (linear subspace generated by {g(x, y) : x, y ∈
U}). Then {δu∗1, . . . , δu
∗
m} is a basis of Bg(U× U,k).
Proof. By extending {u1, . . . , um} to a basis {ui}i≤n of U we get the basis {u
∗
i }i≤n of Hom(U,k). Then for any δh ∈
Bg(U× U,k) we can write h =
∑n
i=1 αiu
∗
i for some αi ∈ k and so
δh(ul, uk) =
n∑
i=1
αiu
∗
i g(ul, uk) =
n∑
i=1
αiu
∗
i (
m∑
j=1
βjuj) =
m∑
i=1
αiu
∗
i g(ul, uk) =
m∑
i=1
αiδu
∗
i (ul, uk).
Thus, span({δu∗1, . . . , δu
∗
m}) = Bg(U× U,k). Let α1, . . . , αm ∈ k be such that
∑m
i=1 αiδu
∗
i = 0, then
m∑
i=1
αiδu
∗
i (U,U) =
m∑
i=1
αiu
∗
i (g(U,U)) = 0.
Since {u∗i }i≤m is a basis of Hom(f(U,U),k) then α1 = · · · = αm = 0. Thus, we conclude {δu
∗
1, . . . , δu
∗
m} is a basis of
Bg(U× U,k).

Corollary 19. Let (U, g) be a bilinear pair, then dim(H2(U,k)) = dim(U)2 − dim(f(U,U)).
Lemma 20. Let (U, g) be a bilinear pair, W a linear space with a fixed basis {e1, . . . , em}, and θ ∈ Bil(U× U,W) such that
θ(u1, u2) =
∑m
i=1 θi(u1, u2)ei. Suppose rad(θ) ∩ rad(g) = 0, then the bilinear pair (U ⊕W, gθ) has a radical component if
and only if the set {[θi]}
m
i=1 is linearly dependent in H
2(U,k).
Proof. Suppose (U⊕W, gθ) has a radical component. Then there exists a nonzero element v1 ∈ W such that gθ(v1,U⊕W) +
gθ(U⊕W, v1) = 0 and U⊕W = I ⊕ 〈v1〉 with gθ(I, I) ⊂ I .
Enlarge the set {v1} to the set {v1, . . . , vm} to form a basis of W. Then there exists an invertible matrix (aij)ij such that
ei =
∑m
j=1 aijvj for any i = 1, ...,m.
Thus, θ(u1, u2) =
∑m
i=1 θi(u1, u2)(
∑m
j=1 aijvj) =
∑m
j=1(
∑m
i=1 θi(u1, u2)aij)vj . Since gθ(U ⊕W,U ⊕W) ⊂ I we have∑m
i=1 ai,1θi(u1, u2) = 0 for all u1, u2 ∈ U. Then
∑m
i=1 ai1θi = 0 and therefore
∑m
i=1 ai1 [θi] = 0. Now, if the set {[θi]}i≤m
was linearly independent, then a11 = · · · = an1 = 0 and (aij)ij would not be invertible. So the set {[θi]}i≤m is linearly
dependent.
Conversely, suppose that the set {[θi]}i≤m is linearly dependent inH
2(U,k). Without loss of generality we may assume that
[φm] =
∑m
i=1 αi [θi] for αi ∈ k. Define v(u1, u2) =
∑m
i=1 vi(u1, u2)ei by setting vi = θi for i ≤ m−1 and vm =
∑m−1
i=1 αiθi.
Then [v] = [θ] and so the bilinear pairs (U⊕W, gθ) and (U⊕W, gv) are equivalent. Also:
v(u1, u2) =
m−1∑
i=1
θi(u1, u2)(ei + αiem).
For i = 1, . . . ,m− 1 choose wi = ei + αiem, then v(u1, u2) =
∑m−1
i=1 θi(u1, u2)wi.
Thus, gv(U⊕W,U⊕W) ⊂ U⊕ 〈w1, . . . , wm−1〉. Then (U⊕W, gθ) has a radical component.

Lemma 21. Let (U, g) be a bilinear pair, W a linear space with a fixed basis {e1, . . . , em}, and θ, µ ∈ Bil(U × U,W) such
that θ(u1, u2) =
∑m
i=1 θi(u1, u2)ei and µ(u1, u2) =
∑m
i=1 µi(u1, u2)ei. Suppose that rad(θ)∩ rad(g) = rad(µ)∩ rad(g) = 0
and that (U ⊕W, gθ) has not radical components. Then the bilinear pairs (U ⊕W, gθ) and (U ⊕W, gµ) are equivalent if and
only if there exists an isomorphism φ : U → U such that the set {[φθi]}i≤m spans the same subspace of H
2(U,k) than the set
{[µi]}i≤m.
Proof. Suppose that the bilinear pairs (U⊕W, gθ) and (U ⊕W, gµ) are equivalent. By Lemma 16, there exist a linear isomor-
phism φ : U → U satisfying φg = g(φ× φ), and a linear isomorphism ψ : W→W such that φµ− ψθ ∈ Bg(U× U,W).
Let ψ(ei) =
∑m
j=1 aijej . Then
(φµ− ψθ)(u1, u2) =
m∑
j=1
(φµj −
m∑
i=1
aijθi)(u1, u2)ej
and so φµj −
∑m
i=1 aijθi ∈ Bg(U× U,k) for j = 1, . . . ,m.
Therefore [φµj ] =
∑m
i=1 aij [θi] for every j = 1, ...,m and we get that the sets {[φθi]}i≤m and {[µi]}i≤m span the same
subspace ofH2(U,k).
6Conversely, suppose {[φθi]}i≤m spans the same subspace of H
2(U,k) than {[µi]}i≤m. Then there exist an invertible matrix
(aij)ij such that [φµj ] =
∑m
i=1 aij [θi]. Define the linear isomorphism:
ψ : W→W
ψ(ei) 7→
m∑
j=1
aijej.
Then ψθ(u1, u2) =
∑m
i=1
∑m
j=1 aijθi(u1, u2)ej and also
(φµ− ψθ)(u1, u2) =
m∑
j=1
(φµj −
m∑
i=1
aijθi)(u1, u2)ej .
From here [φµ] = [ψθ] and, by Lemma 16, we conclude that the bilinear pairs (U⊕W, gθ) and (U⊕W, gµ) are equivalent.

Let us introduce some of notation.
Notation 22. Let (U, g) be a bilinear pair. We denote by
A(U, g) := {φ : U → U ∈ GL(U) such that g(φ(u1), φ(u2)) = φ(g(u1, u2)) for any u1, u2 ∈ U}.
Observe that A(U, g) is a subgroup of GL(U) that will be called the equivalence group of (U, g) .
We recall that for a finite-dimensional linear space V, the Grassmannian Grasss(V) is the set of all s-dimensional linear
subspaces of V.
Notation 23. Let (U, g) be a bilinear pair. For any 1 ≤ s ≤ dim(U)2 − dim(g(U,U)) we denote by
Ts(U) = {〈[θ1], . . . , [θs]〉 ∈ Grasss(H
2(U,k)) : (∩si=1rad(θi)) ∩ rad(g) = 0}
where Grasss(H
2(U,k)) is the Grassmannian of subspaces of dimension s in H2(U,k).
The next result is of easy verification.
Lemma 24. The set Ts(U) is stable under the action of A(U, g).
Definition 25. Let (U, g) be a bilinear pair. A radical extension of (U, g) is a bilinear pair (U ⊕W, gθ), where W is a vector
space and θ ∈ Bil(U× U,W).
By Lemma 10, any bilinear pair (V, f) of dimension n with dim(rad(f)) = m 6= 0 is equivalent to one the form (U⊕W, gθ)
where (U, g) is a bilinear pair of dimensionm − n, W is a linear space with dim(W) = dim(rad(f)), and θ : U × U → W is
such that rad(g) ∩ rad(θ) = 0. That is (V, f) is equivalent to a radical extension of (U, g). Also observe that, by Lemma 21,
there is a correspondence between the set of equivalent classes of radical extensions (without radical component) of (U, g) and
the set of orbits of Ts(U) under the action of A(U, g).
Summarizing, we have obtained a procedure to classify (up to equivalence) all of the bilinear pairs of dimension n with
dim(rad(f)) = m 6= 0, in case we know the classification of the bilinear pairs (U, g) of dimension n −m. This follows three
steps for any pair (U, g):
PROCEDURE 1
(i) Compute A(U, g),H2g (U,k) and rad(g).
(ii) Determine the set of A(U, g)-orbits on Ts(U), where 1 ≤ s ≤ (n−m)
2 − dim(g(U,U)).
(iii) For each orbit, construct the bilinear pair corresponding to a representative of it.
We will apply the above procedure to classify the n-dimensional bilinear pairs with a radical of dimension n− 2. So we begin
by showing the classification of the two-dimensional bilinear pairs.
2.1. Classification of 2-dimensional bilinear pairs. Thanks to [7] we have the classification (up to isomorphism) of two-
dimensional algebras, which is also the classification (up to equivalence) of two-dimensional bilinear pair.
To give this classification we need to introduce some notation. Let us consider the action of the cyclic group C2 = 〈ρ | ρ
2〉
on k defined by the equality ρα = −α for α ∈ k. Let us fix some set of representatives of orbits under this action and denote it
by k≥0. For example, if k = C, then one can take C≥0 = {α ∈ C | Re(α) > 0} ∪ {α ∈ C | Re(α) = 0, Im(α) ≥ 0}.
Let us also consider the action of C2 on k
2 defined by the equality ρ(α, β) = (1− α+ β, β) for (α, β) ∈ k2. Let us fix some
set of representatives of orbits under this action and denote it by U. Let us also define T = {(α, β) ∈ k2 | α+ β = 1}.
Given (α, β, γ, δ) ∈ k4, we define D(α, β, γ, δ) = (α + γ)(β + δ)− 1. We define C1(α, β, γ, δ) = (β, δ), C2(α, β, γ, δ) =
(γ, α), and C3(α, β, γ, δ) =
(
βγ−(α−1)(δ−1)
D(α,β,γ,δ) ,
αδ−(β−1)(γ−1)
D(α,β,γ,δ)
)
for (α, β, γ, δ) such that D(α, β, γ, δ) 6= 0. Let us consider the
set
{(
C1(Γ),C2(Γ),C3(Γ)
)
| Γ ∈ k4,D(Γ) 6= 0,C1(Γ),C2(Γ) 6∈ T
}
⊂ (k2)3. One can show that the symmetric group S3 acts
7on this set by the equality σ
(
C1(Γ),C2(Γ),C3(Γ)
)
=
(
Cσ−1(1)(Γ),Cσ−1(2)(Γ),Cσ−1(3)(Γ)
)
for σ ∈ S3. Note that there exists a
set of representatives of orbits under this action V˜ such that if (C1,C2,C3) ∈ V˜ and C1 6= C2, then C3 6= C1,C2. Let us fix such
V˜ and define
V = {Γ ∈ k4 | D(Γ) 6= 0;C1(Γ),C2(Γ) 6∈ T,
(
C1(Γ),C2(Γ),C3(Γ)
)
∈ V˜}.
For Γ ∈ V, we also define C(Γ) = {C1(Γ),C2(Γ),C3(Γ)} ⊂ k
2.
Let us consider the action of the cyclic group C2 on k
∗ \ {1} defined by the equality ρα = α−1 for α ∈ k∗ \ {1}. Let
us fix some set of representatives of orbits under this action and denote it by k∗>1. For example, if k = C, then one can take
C∗>1 = {α ∈ C
∗ | |α| > 1} ∪ {α ∈ C∗ | |α| = 1, 0 < arg(α) ≤ π}. For (α, β, γ) ∈ k2 × k∗>1 we define
C(α, β, γ) =
{(
αγ, (1− α)γ
)
,
(
β
γ
,
1− β
γ
)}
⊂ k2.
In Table 4, we summarize the classification up to equivalence of two-dimensional bilinear pairs (U, g) given in [7]. Fix a basis
{e1, e2} of U, then the first column will denote the given name to bilinear pairs, the second column the description of bilinear
maps g(ei, ej) := eiej , i, j ∈ {1, 2} and the third column is devoted to show the corresponding equivalence groups, which can
be also found in [7].
Remark 26. Let (U, g) be a 2-dimensional bilinear pair with a nonzero radical, then (U, g) is equivalent to A3, D2(0, 0) or
N2.
3. PROOF OF THE MAIN THEOREM
In this section we will apply Procedure 1 to prove our classification theorem of n-dimensional bilinear pairs with a radical of
dimension n − 2 (Theorem 6). Hence, we will consider each two-dimensional bilinear pair (U, g) in Table 4. For each one we
will follow the three steps described in Procedure 1.
First, we recall that the set {∆ij}1≤i,j≤2, where each∆ij : U×U → k is defined by∆ij(ei, ej) = 1 and∆ij = 0 otherwise,
is a basis of Bil(U× U,k). Also, for any bilinear pair (U, g), we will denote by (Uop, gop) the opposite bilinear pair given by
Uop = U and gop(x, y) := g(y, x) for any x, y ∈ Uop. In this context, we have the following remark which becomes useful when
applying the procedure for some cases.
Remark 27. Let (U, g) be a k-dimensional bilinear pair and denote by {(Un,i, gn,i)}i∈I the set of equivalence classes
of n-dimensional radical extensions of (U, g). Then there is a one-to-one correspondence between {(Un,i, gn,i)}i∈I and
{((Uop)n,j , (g
op)n,j)}j∈J .
3.1. Bilinear pairs A1(α), α ∈ k. We begin by noting that the bilinear pair (A1(0), g) is equivalent to the bilinear pair
(A1(1)
op, gop). Hence (see Remark 27), we will now consider bilinear pairs (A1(α), g) with α 6= 0.
We start by calculatingH2(A1(α),k) and Ts(A1(α)).
It is easy to see that δe∗1 = ∆11 and that δe
∗
2 = ∆11 + α∆12 + (1− α)∆21. From here Lemma 18 gives us
Bg(A1(α)×A1(α),k) = 〈δe
∗
1, δe
∗
2〉 = 〈∆11,∆12 +
1− α
α
∆21〉.
Then we have that dim(H2(A1(α),k)) = 4− 2 = 2 and that
H2(A1(α),k) = 〈∆ij : i, j ∈ {1, 2}〉/〈∆11,∆12 +
1− α
α
∆21〉 = 〈[∆21], [∆22]〉.
Since rad(g) = 0 then
Ts(A1(α)) = Grasss(H
2(A1(α),k)) for s ∈ {1, 2}.
Now, we calculate the orbits of each space in Ts(A1(α)) under the action of the group A(A1(α), g).
The action of an element
(
1 0
x 1
)
∈ A(A1(α), g) on a subspace 〈a[∆21] + b[∆22]〉 ∈ T1(A1(α)) is the following:
〈(bx2 + ax)[∆11] + bx[∆12] + (bx+ a)[∆21] + b[∆22]〉 = 〈
(
a+
(
1−
1− α
α
)
bx
)
[∆21] + b[∆22]〉.
Since we can write T1(A1(α 6= 0)) = {〈[∆21]〉}
⋃
{〈λ[∆21] + [∆22]〉 : λ ∈ k} we are going to distinguish two cases.
• b = 0, the spaces in the orbit of 〈a[∆21]〉 are 〈a[∆21]〉 = 〈[∆21]〉, for x ∈ k.
• b 6= 0, we denote λ = a/b. The orbit of 〈λ[∆21] + [∆22]〉 is{
〈
(
λ+
(
1−
1− α
α
)
x
)
[∆21] + [∆22]〉, for x ∈ k
}
.
⋄ if α 6= 12 , we can choose a good representation: for x = −λ
(
1−
1− α
α
)−1
we have 〈[∆22]〉.
8⋄ if α = 12 , we have one stable orbit for each element λ ∈ k we have a representation 〈λ[∆21] + [∆22]〉.
Since T2(A1(α)) = H
2(A1(α),k) we just have one orbit in the action which is the wholeH
2(A1(α),k).
At last, we compute each class of equivalence of radical extensions of (A1(α), g) using its correspondence with the set of
orbits in Ts(A1(α)), s ∈ {1, 2}, under the action of the groupA(A1(α), g). We will also take into account the above mentioned
equivalence between the bilinear pairs (A1(0), g) and (A1(1)
op, gop).
(A1(α 6= 0))3,1 : e1e1 = e1 + e2 e1e2 = αe2 e2e1 = (1− α)e2 + e3 e2e2 = 0
(A1(0))3,1 : e1e1 = e1 + e2 e1e2 = e3 e2e1 = e2 e2e2 = 0
(A1(α 6=
1
2 ))3,2 : e1e1 = e1 + e2 e1e2 = αe2 e2e1 = (1− α)e2 e2e2 = e3
(A1(
1
2 ))3,2(λ ∈ k) : e1e1 = e1 + e2 e1e2 =
1
2e2 e2e1 =
1
2e2 + λe3 e2e2 = e3
(A1(α 6= 0))4,3 : e1e1 = e1 + e2 e1e2 = αe2 e2e1 = (1− α)e2 + e3 e2e2 = e4
(A1(0))4,3 : e1e1 = e1 + e2 e1e2 = e3 e2e1 = e2 e2e2 = e4
3.2. Bilinear pairA2. Again, we calculateH
2(A2,k) and Ts(A2). It is easy to see that δe
∗
1 = 0 and that
δe∗2 = ∆11 +∆12 −∆21.
Then by Lemma 18 we have that dim(H2(A2,k)) = 3 and that
H2(A2,k) = 〈∆ij : i, j ∈ {1, 2}〉/〈∆11 +∆12 −∆21〉 = 〈[∆11], [∆21], [∆22]〉.
Since rad(g) = 0 then
Ts(A2) = Grasss(H
2(A2,k)) for s ∈ {1, 2, 3}.
Additionally, we calculate the orbits of each subspace of Ts(A2) under the action of the groupA(A2, g).
⋆ T1(A2) = {〈[∆11]〉} ∪ {λ〈[∆11] + [∆21]〉 : λ ∈ k} ∪ {〈λ[∆11] + µ[∆21] + [∆22]〉 : λ, µ ∈ k} .
The action of an element
(
1 0
x 1
)
∈ A(A2, g) on a subspace 〈a[∆11] + b[∆21] + c[∆22]〉 ∈ T1(A2) is the
following:
〈(a+ bx+ cx2)[∆11] + cx[∆12] + (b + cx)[∆21] + c[∆22]〉 = 〈(a+ (b− c)x+ cx
2)[∆11] + (b+ 2cx)[∆21] + c[∆22]〉.
From here, we can consider 3 situations:
• b = 0 and c = 0. The orbit of the space 〈a[∆11]〉 is trivial.
• b 6= 0 and c = 0, we denote λ = a/b. The orbit space of 〈λ[∆11] + [∆21]〉 is the following 〈(λ+ x)[∆11] + [∆21]〉.
For x = −λ we have the following representative 〈[∆21]〉.
• c 6= 0, we denote λ = a/c and µ = b/c. The orbit space of 〈λ[∆11] + µ[∆21] + [∆22]〉 is
{〈(λ+ (µ− 1)x+ x2)[∆11] + (µ+ 2x)[∆21] + [∆22]〉 : x ∈ k}.
For x = −µ2 , we have the following representative 〈λ
′[∆11] + [∆22]〉, where λ
′ = λ− (µ−1)µ2 +
µ2
4 . Therefore, we
have one stable orbit for each λ′ ∈ k.
⋆ T2(A2) = {〈[∆21], [∆22]〉} ∪ {〈[∆11] + λ[∆22], [∆21]〉 : λ ∈ k} ∪ {〈[∆11] + λ[∆21], [∆22]〉 : λ ∈ k} ∪
{〈λ[∆21] + [∆22], [∆11]〉 : λ ∈ k
∗} ∪ {〈[∆11] + λ[∆21], µ[∆21] + [∆22]〉 : λ, µ ∈ k
∗.}
The action of A(A2, g) on a subspaceV spanned by α1[∆11] + α2[∆21] + α3[∆22] and β1[∆11] + β2[∆21] + β3[∆22]
is the following:
〈(α1+(α2−α3)x+α3x
2)[∆11]+(α2+2α3x)[∆21]+α3[∆22], (β1+(β2−β3)x+β3x
2)[∆11]+(β2+2β3x)[∆21]+β3[∆22]〉.
From here, there are 5 cases to distinguish:
• The orbit of 〈[∆21], [∆22]〉 is
{
〈[∆11] +
1
x
[∆21], (1 + x)[∆21] + [∆22]〉 : x ∈ k
}
∪ {〈[∆21], [∆22]〉}.
• The orbit of 〈[∆11] + λ[∆22], [∆21]〉 for λ 6= 0 is
{
〈[∆11] +
1
x
[∆21], (x+ 1−
1
λx
)[∆21] + [∆22]〉 : x ∈ k
}
∪
{〈[∆11] + λ[∆22], [∆21]〉}. It is easy to prove that we have one stable orbit for each λ ∈ k
∗.
For λ = 0, we have the trivial orbit: 〈[∆11], [∆21]〉 .
• The subspaces 〈[∆11] + λ
′[∆21], [∆22]〉 for λ
′ 6= 0 belong to the previous case if λ = λ
′
1+ 1
λ′
, chosing x = 1/λ′.
If λ′ = 0 then the orbit is {〈[∆11], 2x[∆21] + [∆22]〉 : x ∈ k} and we can choose a good representation: for x = 0
we have 〈[∆11], [∆22]〉.
• The subespaces 〈λ[∆21] + [∆22], [∆11]〉 for λ 6= 0 belong to the orbit of 〈[∆11], [∆22]〉.
• Also, the subespaces 〈[∆11] + λ[∆21], µ[∆21] + [∆22]〉 belong to the cases one and two.
⋆ T3(A2) = H
2(A2,k).
9Finally, we can present each radical extension, up to equivalence, of (A2, g) using its correspondencewith an orbit in Ts(A2),
s ∈ {1, 2, 3}:
(A2)3,1 : e1e1 = e2 + e3 e1e2 = e2 e2e1 = −e2 e2e2 = 0
(A2)3,2 : e1e1 = e2 e1e2 = e2 e2e1 = −e2 + e3 e2e2 = 0
(A2)3,3(λ ∈ k) : e1e1 = e2 + λe3 e1e2 = e2 e2e1 = −e2 e2e2 = e3
(A2)4,4 : e1e1 = e2 e1e2 = e2 e2e1 = −e2 + e3 e2e2 = e4
(A2)4,5(λ ∈ k) : e1e1 = e2 + e3 e1e2 = e2 e2e1 = −e2 + e4 e2e2 = λe3
(A2)4,6 : e1e1 = e2 + e3 e1e2 = e2 e2e1 = −e2 e2e2 = e4
(A2)5,7 : e1e1 = e2 + e3 e1e2 = e2 e2e1 = −e2 + e4 e2e2 = e5
3.3. Bilinear pairA3. At first, we getH
2(A3,k) and Ts(A3). It is easy to see that
δe∗1 = 0 and that δe
∗
2 = ∆11 .
Then by Lemma 18,
Basis(H2(A3,k)) = {[∆12], [∆21], [∆22]} .
Since rad(g) = 〈e2〉 and e2 /∈ rad(θ) for [θ] ∈ H
2(A3,k) and [θ] 6= 0 then Ts(A3) = Grasss(H
2(A3,k)).
Now, the action of A(A3, g) on a subspace 〈a[∆12] + b[∆21] + c[∆22]〉 is the following:
〈(ax3 + cx2y)[∆12] + (bx
3 + cx2y)[∆21] + cx
4[∆22]〉.
We denote the orbit of a subspace V by O(V). From here we omit the calculus and we just present each Ts as a joint of their
orbits.
⋆ T1(A3) = O(〈[∆22]〉) ∪O(〈[∆21] + [∆22]〉) ∪O(〈[∆21]〉) ∪O({〈[∆12] + λ[∆21]〉 : λ ∈ k}).
⋆ T2(A3) = O(〈[∆22], [∆21]〉) ∪O(〈[∆21], [∆12]〉) ∪O({〈[∆22], [∆12] + λ[∆21]〉 : λ ∈ k})).
⋆ T3(A3) = H
2(A3,k).
At last, we compute each radical extension of (A3, g) using its correspondence with an orbit in Ts(A3).
(A3)3,1 : e1e1 = e2 e1e2 = 0 e2e1 = 0 e2e2 = e3
(A3)3,2 : e1e1 = e2 e1e2 = 0 e2e1 = e3 e2e2 = e3
(A3)3,3 : e1e1 = e2 e1e2 = 0 e2e1 = e3 e2e2 = 0
(A3)3,4(λ ∈ k) : e1e1 = e2 e1e2 = e3 e2e1 = λe3 e2e2 = 0
(A3)4,5 : e1e1 = e2 e1e2 = 0 e2e1 = e4 e2e2 = e3
(A3)4,6 : e1e1 = e2 e1e2 = e4 e2e1 = e3 e2e2 = 0
(A3)4,7(λ ∈ k) : e1e1 = e2 e1e2 = e4 e2e1 = λe4 e2e2 = e3
(A3)5,8 : e1e1 = e2 e1e2 = e3 e2e1 = e4 e2e2 = e5
3.4. Bilinear pairsA4(α), α ∈ k≥0. To start with, we calculateH
2(A4(α),k) and Ts(A4(α)). It is easy to see that
δe∗1 = α∆11 +∆12 −∆21, δe
∗
2 = ∆11 + α∆12,
and by Lemma 18,
Basis(H2(A4(α),k)) = {[∆12], [∆22]}.
Since rad(g) = 0, then Ts(A4(α)) = Grasss(H
2(A4(α),k)).
Moreover, we calculate the orbits of each space in Ts(A4(α)) under the action of A(A4(α), g). Note that the action of
A(A4(α), g) on a subspace 〈a[∆12] + b[∆22]〉 is 〈γ[∆12] + b[∆22]〉 (γ = a for α 6= 0 and γ = ±a for α = 0).
It is easy to see that
⋆ T1(A4(α 6= 0)) = O(〈[∆22]〉) ∪O({〈[∆12] + λ[∆22]〉 : λ ∈ k}).
⋆ T1(A4(0)) = O(〈[∆22]〉) ∪O({〈[∆12] + λ[∆22]〉 : λ ∈ k≥0}).
⋆ T2(A4(α)) = H
2(A4(α),k).
To sum up, we present the radical extensions ofA4(α), up to equivalence.
(A4(α))3,1 : e1e1 = αe1 + e2 e1e2 = e1 + αe2 e2e1 = −e1 e2e2 = e3
(A4(α 6= 0))3,2(λ ∈ k) : e1e1 = αe1 + e2 e1e2 = e1 + αe2 + e3 e2e1 = −e1 e2e2 = λe3
(A4(0))3,2(λ ∈ k≥0}) : e1e1 = e2 e1e2 = e1 + e3 e2e1 = −e1 e2e2 = λe3
(A4(α))4,3 : e1e1 = αe1 + e2 e1e2 = e1 + αe2 + e3 e2e1 = −e1 e2e2 = e4
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3.5. Bilinear pairsB1(α), α ∈ k. Firstly, we calculateH
2(B1(α),k) and Ts(B1(α)). It is easy to see that
δe∗1 = (1− α)∆12 + α∆21, δe
∗
2 = ∆12 −∆21,
and by Lemma 18,
Basis(H2(B1(α),k)) = {[∆11], [∆22]} .
Since rad(g) = 0 then Ts(B1(α)) = Grasss(H
2(B1(α),k)).
Secondly, we calculate the orbits of each space in Ts(B1(α)) under the action of A(B1(α), g). This action is the identity.
It is easy to see that
⋆ T1(B1(α)) = {〈[∆22]〉} ∪ {〈[∆11] + λ[∆22]〉 : λ ∈ k}.
⋆ T2(B1(α)) = H
2(B1(α),k).
Finally, we compute each radical extension of (B1(α), g) using its correspondence with an orbit in Ts(B1(α)).
(B1(α))3,1 : e1e1 = 0 e1e2 = (1− α)e1 + e2 e2e1 = αe1 − e2 e2e2 = e3
(B1(α))3,2(λ ∈ k) : e1e1 = e3 e1e2 = (1− α)e1 + e2 e2e1 = αe1 − e2 e2e2 = λe3
(B1(α))4,3 : e1e1 = e3 e1e2 = (1− α)e1 + e2 e2e1 = αe1 − e2 e2e2 = e4
3.6. Bilinear pairsB2(α), α ∈ k. Note that the bilinear pairsB2(0) andB2(1)
op are equivalent. Hence, now we will consider
only α 6= 0.
To begin with, we calculateH2(B2(α),k) and Ts(B2(α)). It is easy to see that
δe∗1 = (1− α)∆12 + α∆21, δe
∗
2 = 0
and by Lemma 18,
Basis(H2(B2(α),k)) = {[∆11], [∆12], [∆22]} .
Since rad(g) = 0 then Ts(B2(α)) = Grasss(H
2(B2(α),k)).
Additionally, we calculate the orbits of each space in Ts(B2(α)) under the action of A(B2(α), g).
The orbit of a subspace 〈a[∆11] + b[∆12] + c[∆22]〉by the action of A(B2(α), g) is the following set:
{〈ax2[∆11] + bx[∆12] + c[∆22]〉 : x ∈ k
∗}.
By the same method applied in the previous cases we get:
⋆ T1(B2(α 6= 0)) = O(〈[∆22]〉) ∪O(〈[∆12] + [∆22]〉) ∪O(〈[∆12]〉) ∪O(〈[∆11]〉) ∪O(〈[∆11] + [∆22]〉)∪
∪O({〈[∆11] + [∆12] + λ[∆22]〉 : λ ∈ k}).
⋆ T2(B2(α 6= 0)) = O(〈[∆12], [∆22]〉) ∪O(〈[∆11] + [∆22], [∆12]〉) ∪O(〈[∆11], [∆12]〉) ∪O(〈[∆11] + [∆12], [∆22]〉)∪
∪O(〈[∆11], [∆22]〉) ∪O({〈[∆11] + λ[∆12], [∆12] + [∆22]〉 : λ ∈ k}).
⋆ T3(B2(α 6= 0)) = H
2(B2(α),k).
Finally, we compute each radical extension of (B2(α), g) using its correspondence with an orbit in Ts(B2(α)), s ∈ {1, 2, 3}.
(B2(α))3,1 : e1e1 = 0 e1e2 = (1− α)e1 e2e1 = αe1 e2e2 = e3
(B2(α 6= 0))3,2 : e1e1 = 0 e1e2 = (1− α)e1 + e3 e2e1 = αe1 e2e2 = e3
(B2(0))3,2 : e1e1 = 0 e1e2 = e1 e2e1 = e3 e2e2 = e3
(B2(α 6= 0))3,3 : e1e1 = 0 e1e2 = (1− α)e1 + e3 e2e1 = αe1 e2e2 = 0
(B2(0))3,3 : e1e1 = 0 e1e2 = e1 e2e1 = e3 e2e2 = 0
(B2(α))3,4 : e1e1 = e3 e1e2 = (1− α)e1 e2e1 = αe1 e2e2 = 0
(B2(α))3,5 : e1e1 = e3 e1e2 = (1− α)e1 e2e1 = αe1 e2e2 = e3
(B2(α 6= 0))3,6(λ ∈ k) : e1e1 = e3 e1e2 = (1− α)e1 + e3 e2e1 = αe1 e2e2 = λe3
(B2(0))3,6(λ ∈ k) : e1e1 = e3 e1e2 = e1 e2e1 = e3 e2e2 = λe3
(B2(α 6= 0))4,7 : e1e1 = 0 e1e2 = (1− α)e1 + e3 e2e1 = αe1 e2e2 = e4
(B2(0))4,7 : e1e1 = 0 e1e2 = e1 e2e1 = e3 e2e2 = e4
(B2(α 6= 0))4,8 : e1e1 = e3 e1e2 = (1− α)e1 + e4 e2e1 = αe1 e2e2 = e3
(B2(0))4,8 : e1e1 = e3 e1e2 = e1 e2e1 = e4 e2e2 = e3
(B2(α 6= 0))4,9 : e1e1 = e3 e1e2 = (1− α)e1 + e4 e2e1 = αe1 e2e2 = 0
(B2(0))4,9 : e1e1 = e3 e1e2 = e1 e2e1 = e4 e2e2 = 0
(B2(α 6= 0))4,10 : e1e1 = e3 e1e2 = (1− α)e1 + e3 e2e1 = αe1 e2e2 = e4
(B2(0))4,10 : e1e1 = e3 e1e2 = e1 e2e1 = e3 e2e2 = e4
(B2(α))4,11 : e1e1 = e3 e1e2 = (1− α)e1 e2e1 = αe1 e2e2 = e4
(B2(α 6= 0))4,12(λ ∈ k) : e1e1 = e3 e1e2 = (1− α)e1 + λe3 + e4 e2e1 = αe1 e2e2 = e4
(B2(0))4,12(λ ∈ k) : e1e1 = e3 e1e2 = e1 e2e1 = λe3 + e4 e2e2 = e4
(B2(α 6= 0))5,13 : e1e1 = e3 e1e2 = (1− α)e1 + e4 e2e1 = αe1 e2e2 = e5
(B2(0))5,13 : e1e1 = e3 e1e2 = e1 e2e1 = e4 e2e2 = e5
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3.7. Bilinear pairB3. At first, we calculateH
2(B3,k) and Ts(B3). It is easy to see that
δe∗1 = 0, δe
∗
2 = ∆12 −∆21,
and by Lemma 18,
Basis(H2(B3,k)) = {[∆11], [∆21], [∆22]} .
Since rad(g) = 0 then Ts(B3) = Grasss(H
2(B3,k)).
Now, we calculate the orbits of each space in Ts(B3) under the action of A(B3, g).
The action of A(B3, g) on a subspace 〈a[∆11] + b[∆21] + c[∆22]〉 is the following:
〈(a+ bx+ cx2)[∆11] + cxy[∆12] + (by + cxy)[∆21] + cy
2[∆22]〉 = 〈(a+ bx+ cx
2)[∆11] + (by + 2cxy)[∆21] + cy
2[∆22]〉.
Using the same techniques previously used, we get the following orbits:
⋆ T1(B3) = {〈[∆11]〉} ∪O(〈[∆21]〉) ∪O(〈[∆11] + [∆22]〉) ∪O(〈[∆22]〉).
⋆ T2(B3) = O(〈[∆21], [∆22]〉) ∪O(〈[∆11] + [∆22], [∆21]〉) ∪O(〈[∆11], [∆21]〉) ∪O(〈[∆11], [∆22]〉).
⋆ T3(B3) = H
2(B3,k).
At last, we compute each radical extension of (B3, g) using its correspondence with an orbit of Ts(B3).
(B3)3,1 : e1e1 = e3 e1e2 = e2 e2e1 = −e2 e2e2 = 0
(B3)3,2 : e1e1 = 0 e1e2 = e2 e2e1 = −e2 + e3 e2e2 = 0
(B3)3,3 : e1e1 = e3 e1e2 = e2 e2e1 = −e2 e2e2 = e3
(B3)3,4 : e1e1 = 0 e1e2 = e2 e2e1 = −e2 e2e2 = e3
(B3)4,5 : e1e1 = 0 e1e2 = e2 e2e1 = −e2 + e3 e2e2 = e4
(B3)4,6 : e1e1 = e3 e1e2 = e2 e2e1 = −e2 + e4 e2e2 = e3
(B3)4,7 : e1e1 = e3 e1e2 = e2 e2e1 = −e2 + e4 e2e2 = 0
(B3)4,8 : e1e1 = e3 e1e2 = e2 e2e1 = −e2 e2e2 = e4
(B3)5,9 : e1e1 = e3 e1e2 = e2 e2e1 = −e2 + e4 e2e2 = e5
3.8. Bilinear pairsC(α, β), (α, β) ∈ k×k≥0. Since the bilinear pairsC(0, β) andC(1,−β)
op are equivalent, we will suppose
now α 6= 0.
To begin with, we calculateH2(C(α, β),k) and Ts(C(α, β)). It is easy to see that
δe∗1 = (1 − α)∆12 + α∆21, δe
∗
2 = ∆11 + β∆12 − β∆21 +∆22,
and by Lemma 18,
Basis(H2(C(α, β),k)) = {[∆12], [∆22]} .
Since rad(g) = 0 then Ts(C(α, β)) = Grasss(H
2(C(α, β),k)).
Moreover, we calculate the orbits of each space in Ts(C(α, β)) under the action of A(C(α, β), g).
The action of A(C(α, β), g) on a vector space 〈a[∆12] + b[∆22]〉 is the following:
〈γ[∆12] + b[∆22]〉, where γ = ±a if β = 0 and γ = a if β 6= 0.
As we did in the previous cases, we present the orbits:
⋆ T1(C(α 6= 0, 0)) = O(〈[∆22]〉) ∪O({〈[∆12] + λ[∆22]〉 : λ ∈ k≥0}).
⋆ T1(C(α 6= 0, β)) = O(〈[∆22]〉) ∪O({〈[∆12] + λ[∆22]〉 : λ ∈ k}) for β 6= 0.
⋆ T2(C(α 6= 0, β)) = H
2(C(α, β),k).
To sum up, we compute each radical extension of (C(α, β), g) using its correspondence with an orbit in Ts(C(α, β)).
(C(α, β))3,1 : e1e1 = e2 e1e2 = (1 − α)e1 + βe2 e2e1 = αe1 − βe2 e2e2 = e2 + e3
(C(α 6= 0, 0))3,2(λ ∈ k≥0) : e1e1 = e2 e1e2 = (1 − α)e1 + e3 e2e1 = αe1 e2e2 = e2 + λe3
(C(0, 0))3,2(λ ∈ k≥0) : e1e1 = e2 e1e2 = e1 e2e1 = e3 e2e2 = e2 + λe3
(C(α 6= 0, β 6= 0))3,2(λ ∈ k) : e1e1 = e2 e1e2 = (1 − α)e1 + βe2 + e3 e2e1 = αe1 − βe2 e2e2 = e2 + λe3
(C(0, β 6= 0))3,2(λ ∈ k) : e1e1 = e2 e1e2 = e1 + βe2 e2e1 = −βe2 + e3 e2e2 = e2 + λe3
(C(α 6= 0, β))4,3(λ ∈ k) : e1e1 = e2 e1e2 = (1 − α)e1 + βe2 + e3 e2e1 = αe1 − βe2 e2e2 = e2 + e4
(C(0, β))4,3(λ ∈ k) : e1e1 = e2 e1e2 = e1 + βe2 e2e1 = −βe2 + e3 e2e2 = e2 + e4
3.9. Bilinear pairsD1(α, 0), (α, 0) ∈ U. Firstly, we calculateH
2(D1(α, 0),k) and Ts(D1(α, 0)). It is easy to see that
δe∗1 = ∆11 + (1− α)∆12 + α∆21, δe
∗
2 = 0
and by Lemma 18,
Basis(H2(D1(α, 0),k)) = {[∆12], [∆21], [∆22]} .
Since rad(g) = 0 then Ts(D1(α, 0)) = Grasss(H
2(D1(α, 0),k)).
The orbit of a space 〈a[∆12] + b[∆21] + c[∆22]〉 under the action of an automorphism in A(D1(α, 0), g) is the following set:
{〈a[∆12] + b[∆21] + c[∆22]〉, 〈a[∆12] + b[∆21] + γ[∆22]〉}, where γ = (a+ b− c) if α =
1
2
or γ = c otherwise.
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The orbits are the following:
⋆ T1(D1(α 6=
1
2 , 0)) = {〈[∆22]〉} ∪ {〈[∆12] + λ[∆22]〉 : λ ∈ k} ∪ {〈[∆21] + λ[∆12] + µ[∆22]〉 : λ, µ ∈ k}.
⋆ T1(D1(
1
2 , 0)) = {〈[∆22]〉} ∪O({〈[∆12] + λ[∆22]〉 : (λ, 0) ∈ U}) ∪O({〈[∆21] + λ[∆12] + µ[∆22]〉 : (µ, λ) ∈ U}).
⋆ T2(D1(α 6=
1
2 , 0)) = {〈[∆21], [∆22]〉} ∪ {〈[∆22], [∆12] + λ[∆21]〉 : λ ∈ k} ∪ {〈[∆21] + λ[∆22], [∆12] + µ[∆22]〉 :
λ, µ ∈ k}.
⋆ T2(D1(
1
2 , 0)) = O(〈[∆21], [∆22]〉) ∪O({〈[∆22], [∆12] + λ[∆21]〉 : λ ∈ k}) ∪O({〈[∆21] + λ[∆22], [∆12] + µ[∆22]〉 :
(λ, 0), (µ, 0) ∈ U}).
⋆ T3(D1(α, 0)) = H
2(D1(α, 0),k).
Finally, we compute each radical extension of (D1(α, 0), g) using its correspondence with an orbit in Ts(D1(α, 0)).
(D1(α, 0))3,1 : e1e1 = e1 e1e2 = (1− α)e1 e2e1 = αe1 e2e2 = e3
(D1(α 6=
1
2 , 0))3,2(λ ∈ k) : e1e1 = e1 e1e2 = (1− α)e1 + e3 e2e1 = αe1 e2e2 = λe3
(D1(
1
2 , 0)3,2((λ, 0) ∈ U) : e1e1 = e1 e1e2 =
1
2e1 + e3 e2e1 =
1
2e1 e2e2 = λe3
(D1(α 6=
1
2 , 0))3,3(λ, µ ∈ k) : e1e1 = e1 e1e2 = (1− α)e1 + λe3 e2e1 = αe1 + e3 e2e2 = µe3
(D1(
1
2 , 0))3,3((µ, λ) ∈ U) : e1e1 = e1 e1e2 =
1
2e1 + λe3 e2e1 =
1
2e1 + e3 e2e2 = µe3
(D1(α, 0))4,5 : e1e1 = e1 e1e2 = (1− α)e1 e2e1 = αe1 + e3 e2e2 = e4
(D1(α, 0))4,6(λ ∈ k) : e1e1 = e1 e1e2 = (1− α)e1 + e4 e2e1 = αe1 + λe4 e2e2 = e3
(D1(α 6=
1
2 , 0))4,7(λ, µ ∈ k) : e1e1 = e1 e1e2 = (1− α)e1 + e4 e2e1 = αe1 + e3 e2e2 = λe3 + µe4
(D1(
1
2 , 0))4,7((λ, 0), (µ, 0) ∈ U) : e1e1 = e1 e1e2 =
1
2e1 + e4 e2e1 =
1
2e1 + e3 e2e2 = λe3 + µe4
(D1(α, 0))5,9 : e1e1 = e1 e1e2 = (1− α)e1 + e3 e2e1 = αe1 + e4 e2e2 = e5
3.10. Bilinear pairsD1(α, β 6= 0), (α, β 6= 0) ∈ U. To start with, we calculateH
2(D1(α, β),k) and Ts(D1(α, β)). It is easy
to see that
δe∗1 = ∆11 + (1− α)∆12 + α∆21, δe
∗
2 = β∆12 − β∆21,
and by Lemma 18,
Basis(H2(D1(α, 0),k)) = {[∆21], [∆22]} .
Since rad(g) = 0 then Ts(D1(α, β)) = Grasss(H
2(D1(α, β),k)).
Moreover, we calculate the orbits of each space in Ts(D1(α, β)) under the action of A(D1(α, β), g).
Since A(D1(α, β), g) depends on the parameters, we consider two cases here. The orbit of a subspace 〈a[∆21] + b[∆22]〉 by
the action of A(D1(α, β), g) is {〈a[∆21] + b[∆22]〉, 〈a[∆21] + (a − b)[∆22]〉} if β = 2α − 1 or trivial otherwise. Thus, we
obtain:
⋆ T1(D1(α, 2α− 1 6= 0)) = {〈[∆22]〉} ∪O({〈[∆21] + λ[∆22]〉 : (λ, 0) ∈ U}).
⋆ T1(D1(α, β 6= 0)) = {〈[∆22]〉} ∪ {〈[∆21] + λ[∆22]〉 : λ ∈ k} for β 6= 2α− 1 and β 6= 0.
⋆ T2(D1(α, β 6= 0)) = H
2(D1(α, β),k).
To sum up, we compute each radical extension of (D1(α, β), g) using its correspondence with an orbit in Ts(D1(α, β)).
(D1(α, β 6= 0))3,1 : e1e1 = e1 e1e2 = (1− α)e1 + βe2 e2e1 = αe1 − βe2 e2e2 = e3
(D1(α, 2α− 1 6= 0))3,4((λ, 0) ∈ U) : e1e1 = e1 e1e2 = (1− α)e1 + (2α− 1)e2 e2e1 = αe1 − (2α− 1)e2 + e3 e2e2 = λe3
(D1(α, β 6= 2α− 1, 0))3,4(λ ∈ k) : e1e1 = e1 e1e2 = (1− α)e1 + βe2 e2e1 = αe1 − βe2 + e3 e2e2 = λe3
(D1(α, β 6= 0))4,5 : e1e1 = e1 e1e2 = (1− α)e1 + βe2 e2e1 = αe1 − βe2 + e3 e2e2 = e4
3.11. Bilinear pairD2(0, 0). At first, we calculate H
2(D2(0, 0),k) and Ts(D2(0, 0)). It is easy to see that δe
∗
1 = ∆11, δe
∗
2 =
0. By Lemma 18,
Basis(H2(D2(0, 0),k)) = {[∆12], [∆21], [∆22]} .
Also, it can be proved that Ts(D2(0, 0)) = Grasss(H
2(D2(0, 0),k)).
Now, we calculate the orbits of each space in Ts(D2(0, 0)) under the action of A(D2(0, 0), g).
The action of A(D2(0, 0), g) on a a subspace 〈a[∆12] + b[∆21] + c[∆22]〉 is
〈ax[∆12] + bx[∆21] + cx
2[∆22]〉.
The orbits of the Ts sets are presented below:
⋆ T1(D2(0, 0)) = {〈[∆22]〉} ∪O(〈[∆21] + [∆22]〉) ∪ {〈[∆21]〉} ∪O({〈[∆12] + λ[∆21] + [∆22]〉 : λ ∈ k})∪
∪O({〈[∆12] + λ[∆21]〉 : λ ∈ k}).
⋆ T2(D2(0, 0)) = O(〈[∆21], [∆22]〉) ∪O(〈[∆12], [∆21] + [∆22]〉) ∪O(〈[∆12], [∆21]〉)∪
O({〈[∆22], [∆12] + λ[∆21]〉 : λ ∈ k}) ∪O({〈[∆21] + λ[∆22], [∆12] + [∆22]〉 : λ ∈ k}).
⋆ T3(D2(0, 0)) = H
2(D2(0, 0),k).
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At last, we compute each radical extension of (D2(0, 0), g) using its correspondence with an orbit in Ts(D2(0, 0)).
(D2(0, 0))3,1 : e1e1 = e1 e1e2 = 0 e2e1 = 0 e2e2 = e3
(D2(0, 0))3,2 : e1e1 = e1 e1e2 = 0 e2e1 = e3 e2e2 = e3
(D2(0, 0))3,3 : e1e1 = e1 e1e2 = 0 e2e1 = e3 e2e2 = 0
(D2(0, 0))3,4(λ ∈ k) : e1e1 = e1 e1e2 = e3 e2e1 = λe3 e2e2 = e3
(D2(0, 0))3,5(λ ∈ k) : e1e1 = e1 e1e2 = e3 e2e1 = λe3 e2e2 = 0
(D2(0, 0))4,8 : e1e1 = e1 e1e2 = 0 e2e1 = e3 e2e2 = e4
(D2(0, 0))4,9 : e1e1 = e1 e1e2 = e3 e2e1 = e4 e2e2 = e4
(D2(0, 0))4,10 : e1e1 = e1 e1e2 = e3 e2e1 = e4 e2e2 = 0
(D2(0, 0))4,11(λ ∈ k) : e1e1 = e1 e1e2 = e4 e2e1 = λe4 e2e2 = e3
(D2(0, 0))4,12(λ ∈ k) : e1e1 = e1 e1e2 = e4 e2e1 = e3 e2e2 = λe3 + e4
(D2(0, 0))5,14 : e1e1 = e1 e1e2 = e3 e2e1 = e4 e2e2 = e5
3.12. Bilinear pairs D2(α, β), (0, 0) 6= (α, β) ∈ k
2 \ T. Since the bilinear pairs D2(α, 0) and D2(0, α)
op are equivalent, we
will suppose now β 6= 0.
It is easy to see that
δe∗1 = ∆11, δe
∗
2 = α∆12 + β∆21,
and by Lemma 18,
Basis(H2(D2(α, β),k)) = {[∆12], [∆22]} .
Since rad(g) = 0 then Ts(D2(α, β)) = Grasss(H
2(D2(α, β),k)).
Additionally, we calculate the orbits of each space in Ts(D2(α, β)) under the action of A(D2(α, β), g).
The action of A(D2(α, β), g on a subspace 〈a[∆12] + c[∆22]〉 is 〈ax[∆12] + cx
2[∆22]〉.
It is easy to see that
⋆ T1(D2(α, β 6= 0)) = {〈[∆22]〉} ∪O(〈[∆12] + [∆22]〉) ∪ {〈[∆12]〉}.
⋆ T2(D2(α, β 6= 0)) = H
2(D2(α, β),k).
Lastly, we compute each radical extension of (D2(α, β), g) using its correspondence with an orbit in Ts(D2(α, β)).
(D2(α, β))3,1 : e1e1 = e1 e1e2 = αe2 e2e1 = βe2 e2e2 = e3
(D2(α, β 6= 0))3,6 : e1e1 = e1 e1e2 = αe2 + e3 e2e1 = βe2 e2e2 = e3
(D2(α, 0))3,2 : e1e1 = e1 e1e2 = αe2 e2e1 = e3 e2e2 = e3
(D2(α, β 6= 0))3,7 : e1e1 = e1 e1e2 = αe2 + e3 e2e1 = βe2 e2e2 = 0
(D2(α, 0))3,3 : e1e1 = e1 e1e2 = αe2 e2e1 = e3 e2e2 = 0
(D2(α, β 6= 0))4,13 : e1e1 = e1 e1e2 = αe2 + e3 e2e1 = βe2 e2e2 = e4
(D2(α, 0))4,8 : e1e1 = e1 e1e2 = αe2 e2e1 = e3 e2e2 = e4
3.13. Bilinear pairD3(0, 0). Firstly, we calculateH
2(D3(0, 0),k) and Ts(D3(0, 0)). It is easy to see that
δe∗1 = ∆11 +∆12 −∆21, δe
∗
2 = 0
and by Lemma 18,
Basis(H2(D3(α, β),k)) = {[∆12], [∆21], [∆22]} .
Since rad(g) = 0 then Ts(D3(0, 0)) = Grasss(H
2(D3(0, 0),k)).
Secondly, we note that the action of A(D3(α, β), g) is the identity.
⋆ T1(D3(0, 0)) = {〈[∆22]〉} ∪ {〈[∆12] + λ[∆22]〉 : λ ∈ k} ∪ {〈[∆21] + λ[∆12] + µ[∆22]〉 : λ, µ ∈ k}.
⋆ T2(D3(0, 0)) = {〈[∆21], [∆22]〉}∪{〈[∆22], [∆12]+λ[∆21]〉 : λ ∈ k}∪{〈[∆21]+λ[∆22], [∆12]+µ[∆22]〉 : λ, µ ∈ k}.
⋆ T3(D3(0, 0)) = H
2(D3(0, 0),k).
Finally, we compute each radical extension of (D3(0, 0), g) using its correspondence with an orbit in Ts(D3(0, 0)).
(D3(0, 0))3,1 : e1e1 = e1 e1e2 = e1 e2e1 = −e1 e2e2 = e3
(D3(0, 0))3,2(λ ∈ k) : e1e1 = e1 e1e2 = e1 + e3 e2e1 = −e1 e2e2 = λe3
(D3(0, 0))3,3(λ, µ ∈ k) : e1e1 = e1 e1e2 = e1 + λe3 e2e1 = −e1 + e3 e2e2 = µe3
(D3(0, 0))4,5 : e1e1 = e1 e1e2 = e1 e2e1 = −e1 + e3 e2e2 = e4
(D3(0, 0))4,6(λ ∈ k) : e1e1 = e1 e1e2 = e1 + e4 e2e1 = −e1 + λe4 e2e2 = e3
(D3(0, 0))4,7(λ, µ ∈ k) : e1e1 = e1 e1e2 = e1 + e4 e2e1 = −e1 + e3 e2e2 = λe3 + µe4
(D3(0, 0))5,9 : e1e1 = e1 e1e2 = e1 + e3 e2e1 = −e1 + e4 e2e2 = e5
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3.14. Bilinear pairsD3(0, β), (0, β) ∈ k
2 \ (T∪{(0, 0)}). To begin with, we calculateH2(D3(0, β),k) and Ts(D3(0, β)) for
β 6= 0. It is easy to see that
δe∗1 = ∆11 +∆12 −∆21, δe
∗
2 = β∆21,
and by Lemma 18,
Basis(H2(D3(0, β),k)) = {[∆12], [∆22]} .
Since rad(g) = 0 then Ts(D3(0, β)) = Grasss(H
2(D3(0, β),k)).
Since the action of A(D3(0, β), g) is the identity, we get the following orbits
⋆ T1(D3(0, β 6= 0)) = {〈[∆22]〉} ∪ {〈[∆12] + λ[∆22]〉 : λ ∈ k}.
⋆ T2(D3(0, β 6= 0)) = H
2(D3(0, β),k).
To sum up, we compute each radical extension of (D3(0, β), g) using its correspondence with an orbit in Ts(D3(0, β)).
(D3(0, β 6= 0))3,1 : e1e1 = e1 e1e2 = e1 e2e1 = −e1 + βe2 e2e2 = e3
(D3(0, β 6= 0))3,2(λ ∈ k) : e1e1 = e1 e1e2 = e1 + e3 e2e1 = −e1 + βe2 e2e2 = λe3
(D3(0, β 6= 0))4,8 : e1e1 = e1 e1e2 = e1 + e3 e2e1 = −e1 + βe2 e2e2 = e4
3.15. Bilinear pairs D3(α 6= 0, β), (α, β) ∈ k
2 \ T. To begin with, we calculate H2(D3(α, β),k) and Ts(D3(α, β)). It is
easy to see that
δe∗1 = ∆11 +∆12 −∆21, δe
∗
2 = α∆12 + β∆21,
and by Lemma 18,
Basis(H2(D3(α, β),k)) = {[∆21], [∆22]} .
Since rad(g) = 0 then Ts(D3(α, β)) = Grasss(H
2(D3(α, β),k)).
Also, the action of A(D3(α, β), g) is the identity action.
⋆ T1(D3(α 6= 0, β)) = {〈[∆22]〉} ∪ {〈[∆21] + λ[∆22]〉 : λ ∈ k}.
⋆ T2(D3(α 6= 0, β)) = H
2(D3(α, β),k).
To sum up, we compute each radical extension of (D3(α, β), g) using its correspondence with an orbit in Ts(D3(α, β)).
(D3(α 6= 0, β))3,1 : e1e1 = e1 e1e2 = e1 + αe2 e2e1 = −e1 + βe2 e2e2 = e3
(D3(α 6= 0, β))3,4(λ ∈ k) : e1e1 = e1 e1e2 = e1 + αe2 e2e1 = −e1 + βe2 + e3 e2e2 = λe3
(D3(α 6= 0, β))4,5 : e1e1 = e1 e1e2 = e1 + αe2 e2e1 = −e1 + βe2 + e3 e2e2 = e4
3.16. Bilinear pairs E1(α, β, γ, δ), (α, β, γ, δ) ∈ V. At first, we calculateH
2(E1(α, β, γ, δ),k) and Ts(E1(α, β, γ, δ)).
It is easy to see that
δe∗1 = ∆11 + α∆12 + γ∆21, δe
∗
2 = β∆12 + δ∆21 +∆22,
and by Lemma 18,
Basis(H2(E1(α, β, γ, δ),k)) = {[∆12], [∆21]}.
Since rad(g) = 0 then Ts(E1(α, β, γ, δ)) = Grasss(H
2(E1(α, β, γ, δ),k)).
The orbit of a subspace 〈a[∆12] + b[∆21]〉 by the action of A(E1(α, β, γ, δ), g) is the following set:
{〈a[∆12] + b[∆21]〉, 〈b[∆12] + a[∆21]〉},
if α = δ and β = γ, otherwise it is the identity action.
It is easy to see that
⋆ T1(E1(α, β, γ, δ)) = {〈[∆21]〉} ∪ {〈λ[∆21] + [∆12]〉 : λ ∈ k} for γ 6= β or δ 6= α.
⋆ T1(E1(α, β, β, α)) = O(〈[∆21]〉) ∪O({〈λ[∆21] + [∆12]〉 : λ ∈ k
∗
>1 ∪ {1}}).
⋆ T2(E1(α, β, γ, δ)) = H
2(E1(α, β, γ, δ),k).
At last, we compute each radical extension of (E1(α, β, γ), g) using its correspondence with an orbit in Ts(E1(α, β, γ)) :
(E1(α, β, γ, δ))3,1 : e1e1 = e1 e1e2 = αe1 + βe2 e2e1 = γe1 + δe2 + e3 e2e2 = e2
(E1(α, β, γ, δ))3,2(λ ∈ k)
(γ 6= β or δ 6= α) : e1e1 = e1 e1e2 = αe1 + βe2 + e3 e2e1 = γe1 + δe2 + λe3 e2e2 = e2
(E1(α, β, β, α))3,2(λ ∈ k
∗
>1 ∪ {1}) : e1e1 = e1 e1e2 = αe1 + βe2 + e3 e2e1 = βe1 + αe2 + λe3 e2e2 = e2
(E1(α, β, γ, δ))4,3 : e1e1 = e1 e1e2 = αe1 + βe2 + e3 e2e1 = γe1 + δe2 + e4 e2e2 = e2
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3.17. Bilinear pairsE2(α, β, γ), (α, β, γ) ∈ k
3 \k×T. To begin with, we calculateH2(E2(α, β, γ),k) and Ts(E2(α, β, γ)).
It is easy to see that
δe∗1 = ∆11 + (1 − α)∆12 + α∆21, δe
∗
2 = β∆12 + γ∆21 +∆22,
and by Lemma 18,
Basis(H2(E2(α, β, γ),k)) = {[∆12], [∆21]} .
Since rad(g) = 0 then Ts(E2(α, β, γ)) = Grasss(H
2(E2(α, β, γ),k)).
Additionally, we note that the action of A(E2(α, β, γ), g) is the identity and therefore:
⋆ T1(E2(α, β, γ)) = {〈[∆21]〉} ∪ {〈λ[∆21] + [∆12]〉 : λ ∈ k}.
⋆ T2(E2(α, β, γ)) = H
2(E2(α, β, γ),k).
Finally, we compute each radical extension of (E2(α, β, γ), g) using its correspondence with an orbit in Ts(E2(α, β, γ)) :
(E2(α, β, γ))3,1 : e1e1 = e1 e1e2 = (1 − α)e1 + βe2 e2e1 = αe1 + γe2 + e3 e2e2 = e2
(E2(α, β, γ))3,2(λ ∈ k) : e1e1 = e1 e1e2 = (1 − α)e1 + βe2 + e3 e2e1 = αe1 + γe2 + λe3 e2e2 = e2
(E2(α, β, γ))4,3 : e1e1 = e1 e1e2 = (1 − α)e1 + βe2 + e3 e2e1 = αe1 + γe2 + e4 e2e2 = e2
3.18. Bilinear pairsE3(α, β, γ), (α, β, γ) ∈ k
2×k∗>1. We calculateH
2(E3(α, β, γ),k) and Ts(E3(α, β, γ)). It is easy to see
that
δe∗1 = ∆11 + (1 − α)γ∆12 + αγ∆21, δe
∗
2 =
β
γ
∆12 +
1− β
γ
∆21 +∆22.
and by Lemma 18,
Basis(H2(E3(α, β, γ),k)) = {[∆12], [∆21]} .
Since rad(g) = 0 then Ts(E3(α, β, γ)) = Grasss(H
2(E3(α, β, γ),k)).
The orbit of a subspace 〈a[∆12] + b[∆21]〉 by the action of A(E3(α, β, γ), g) is the following set:
{〈a[∆12] + b[∆21]〉, 〈b[∆12] + a[∆21]〉},
if γ = −1 and α = β, otherwise it is the identity action. Thus, we have distinguished two cases for T1(E3(α, β, γ))
⋆ T1(E3(α, β, γ) = {〈[∆21]〉} ∪ {〈λ[∆21] + [∆12]〉 : λ ∈ k} for β 6= α or γ 6= −1.
⋆ T1(E3(α, α,−1)) = O(〈[∆21]〉) ∪O({〈λ[∆21] + [∆12]〉 : λ ∈ k
∗
>1 ∪ {1}}).
⋆ T2(E3(α, β, γ)) = H
2(E3(α, β, γ),k).
Now, we compute each radical extension of (E3(α, β, γ), g) using its correspondence with an orbit in Ts(E3(α, β, γ)) :
(E3(α, β, γ))3,1 : e1e1 = e1 e1e2 = (1− α)γe1 +
β
γ
e2 e2e1 = αγe1 +
1−β
γ
e2 + e3 e2e2 = e2
(E3(α, β, γ))3,2(λ ∈ k)
(β 6= α or γ 6= −1) : e1e1 = e1 e1e2 = (1− α)γe1 +
β
γ
e2 + e3 e2e1 = αγe1 +
1−β
γ
e2 + λe3 e2e2 = e2
(E3(α, α,−1))3,2
(λ ∈ k∗>1 ∪ {1}) : e1e1 = e1 e1e2 = −(1− α)e1 − αe2 + e3 e2e1 = −αe1 − (1− α)e2 + λe3 e2e2 = e2
(E3(α, β, γ))4,3 : e1e1 = e1 e1e2 = (1− α)γe1 +
β
γ
e2 + e3 e2e1 = αγe1 +
1−β
γ
e2 + e4 e2e2 = e2
3.19. Bilinear pair E4. At first, we calculateH
2(E4,k) and Ts(E4). It is easy to see that
δe∗1 = ∆11 +∆12, δe
∗
2 = ∆12 +∆22.
and by Lemma 18,
Basis(H2(E4,k)) = {[∆12], [∆21]} .
Since rad(g) = 0 then Ts(E4) = Grasss(H
2(E4,k)).
Moreover, we note that the action of A(E4, g) is the identity. Therefore we have the following orbits:
⋆ T1(E4) = {〈[∆21]〉} ∪ {〈λ[∆21] + [∆12]〉 : λ ∈ k}.
⋆ T2(E4) = H
2(E4,k).
At last, we compute each radical extension of (E4, g) using its correspondence with an orbit in Ts(E4) :
(E4)3,1 : e1e1 = e1 e1e2 = e1 + e2 e2e1 = e3 e2e2 = e2
(E4)3,2(λ ∈ k) : e1e1 = e1 e1e2 = e1 + e2 + e3 e2e1 = λe3 e2e2 = e2
(E4)4,3 : e1e1 = e1 e1e2 = e1 + e2 + e3 e2e1 = e4 e2e2 = e2
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3.20. Bilinear pairs E5(α), α ∈ k. Firstly, we calculateH
2(E5(α),k) and Ts(E5(α)). It is easy to see that
δe∗1 = ∆11 + (1− α)∆12 + α∆21, δe
∗
2 = α∆12 + (1− α)∆21 +∆22,
and by Lemma 18,
Basis(H2(E5(α),k)) = {[∆12], [∆21]} .
Since rad(g) = 0 then Ts(E5(α)) = Grasss(H
2(E5(α),k)).
Secondly, we calculate the orbits of each space in Ts(E5(α)) under the action of A(E5(α), g).
The action of A(E5(α), g) on a vector space 〈a[∆12] + b[∆21]〉 is the following:
〈(a(1− y)x+ b(1− x)y − (1− α)(a + b)(1− x)x− α(a+ b)(1 − y)y)[∆12]+
+(a(1− x)y + b(1− y)x− (1 − α)(a+ b)(1− y)y − α(a+ b)(1 − x)x)[∆21]〉.
It can be proved that:
⋆ T1(E5(α 6= 1/2)) = O(〈[∆21]〉) ∪O(〈[∆12]− [∆21]〉).
⋆ T1(E5(1/2)) = O(〈[∆21]〉) ∪O(〈[∆12]− [∆21]〉) ∪O(〈[∆12] + [∆21]〉).
⋆ T2(E5(α)) = H
2(E5(α),k).
Finally, we compute each radical extension of (E5(α), g) using its correspondence with an orbit in Ts(E5(α)) :
(E5(α))3,1 : e1e1 = e1 e1e2 = (1− α)e1 + αe2 e2e1 = αe1 + (1− α)e2 + e3 e2e2 = e2
(E5(α))3,2 : e1e1 = e1 e1e2 = (1− α)e1 + αe2 + e3 e2e1 = αe1 + (1− α)e2 − e3 e2e2 = e2
(E5(1/2))3,3 : e1e1 = e1 e1e2 =
1
2e1 +
1
2e2 + e3 e2e1 =
1
2e1 +
1
2e2 + e3 e2e2 = e2
(E5(α))4,4 : e1e1 = e1 e1e2 = (1− α)e1 + αe2 + e3 e2e1 = αe1 + (1− α)e2 + e4 e2e2 = e2
3.21. Bilinear pair N2. As before, we start calculatingH
2(N2,k) and Ts(N2). Since Bg(N2 ×N2,k) = {0}, we have that a
basis ofH2(N2,k) is {[∆11], [∆12], [∆21], [∆22]}. Also, for a, b, c, d ∈ k we have
• T1(N2) = {a[∆11] + [∆21] + d[∆22]} ∪ {a[∆11] + [∆12] + c[∆21] + d[∆22] : c 6= 1} ∪ {[∆11] + d[∆22] : d 6= 0}∪
∪{a[∆11] + [∆12] + [∆21] + d[∆22] : ad 6= 1}.
• Ts(N2) = Grasss(H
2(N2,k)) for s = 2, 3, 4.
Additionally, the action of A(N2, g) = GL(2,k) on 〈a[∆11] + b[∆12] + c[∆21] + d[∆22]〉 ∈ T1(N2) is the following:
(α11(aα11 + cα21) + α21(bα11 + dα21))[∆11] + (α12(aα11 + cα21) + α22(bα11 + dα21))[∆12]+
+(α11(aα12 + cα22) + α21(bα12 + dα22))[∆21] + (α12(aα12 + cα22) + α22(bα12 + dα22))[∆22]
Again, we write each set Ts(N2) as a joint of their orbits, the following equalities can be verified by straightforward calcula-
tions:
⋆ T1(N2) = O(〈[∆11] + [∆22]〉) ∪O(〈[∆12]− [∆21]〉) ∪O({〈λ[∆11] + [∆21] + [∆22]〉 : λ ∈ k}).
⋆ T2(N2) = O(〈[∆12], [∆21]〉) ∪O(〈[∆11], [∆21]〉) ∪O(〈[∆11], [∆22]〉) ∪O(〈[∆11] + [∆12] + [∆22], [∆21]〉)∪
∪O({〈[∆11] + [∆22], [∆21] + λ[∆22]〉 : λ ∈ k≥0}) ∪O({〈[∆11], [∆12] + λ[∆21]〉 : λ ∈ k}).
⋆ T3(N2) = O(〈[∆12], [∆21], [∆22]〉) ∪O(〈[∆12], [∆21], [∆11] + [∆22]〉) ∪O(〈[∆11], [∆12] + [∆21], [∆22]〉)∪
∪O({〈[∆11] + [∆12], [∆21], λ[∆11] + [∆22]〉 : λ ∈ k}).
⋆ T4(N2) = H
2(N2,k).
Finally, we compute each radical extension of (N2, g) using its correspondence with an orbit in Ts(N2) :
(N2)3,1 : e1e1 = e3 e1e2 = 0 e2e1 = 0 e2e2 = e3
(N2)3,2 : e1e1 = 0 e1e2 = e3 e2e1 = −e3 e2e2 = 0
(N2)3,3(λ ∈ k) : e1e1 = λe3 e1e2 = 0 e2e1 = e3 e2e2 = e3
(N2)4,4 : e1e1 = 0 e1e2 = e3 e2e1 = e4 e2e2 = 0
(N2)4,5 : e1e1 = e3 e1e2 = 0 e2e1 = e4 e2e2 = 0
(N2)4,6 : e1e1 = e3 e1e2 = 0 e2e1 = 0 e2e2 = e4
(N2)4,7 : e1e1 = e3 e1e2 = e3 e2e1 = e4 e2e2 = e3
(N2)4,8(λ ∈ k≥0) : e1e1 = e3 e1e2 = 0 e2e1 = e4 e2e2 = e3 + λe4
(N2)4,9(λ ∈ k) : e1e1 = e3 e1e2 = e4 e2e1 = λe4 e2e2 = 0
(N2)5,10 : e1e1 = 0 e1e2 = e3 e2e1 = e4 e2e2 = e5
(N2)5,11 : e1e1 = e5 e1e2 = e3 e2e1 = e4 e2e2 = e5
(N2)5,12 : e1e1 = e3 e1e2 = e4 e2e1 = e4 e2e2 = e5
(N2)5,13(λ ∈ k) : e1e1 = e3 + λe5 e1e2 = e3 e2e1 = e4 e2e2 = e5
(N2)6,14 : e1e1 = e3 e1e2 = e4 e2e1 = e5 e2e2 = e6
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4. APPENDIX: TABLES
Table 1.
A01(α) : (A1(α 6= 0))3,1 : e1e1 = e1 + e2 e1e2 = αe2 e2e1 = (1 − α)e2 + e3 e2e2 = 0
A02 : (A1(0))3,1 : e1e1 = e1 + e2 e1e2 = e3 e2e1 = e2 e2e2 = 0
A03(α) : (A1(α 6=
1
2
))3,2 : e1e1 = e1 + e2 e1e2 = αe2 e2e1 = (1 − α)e2 e2e2 = e3
A04(λ) : (A1(
1
2
))3,2(λ ∈ k) : e1e1 = e1 + e2 e1e2 =
1
2
e2 e2e1 =
1
2
e2 + λe3 e2e2 = e3
A05 : (A2)3,1 : e1e1 = e2 + e3 e1e2 = e2 e2e1 = −e2 e2e2 = 0
A06 : (A2)3,2 : e1e1 = e2 e1e2 = e2 e2e1 = −e2 + e3 e2e2 = 0
A07(λ) : (A2)3,3(λ ∈ k) : e1e1 = e2 + λe3 e1e2 = e2 e2e1 = −e2 e2e2 = e3
A08 : (A3)3,1 : e1e1 = e2 e1e2 = 0 e2e1 = 0 e2e2 = e3
A09 : (A3)3,2 : e1e1 = e2 e1e2 = 0 e2e1 = e3 e2e2 = e3
A10 : (A3)3,3 : e1e1 = e2 e1e2 = 0 e2e1 = e3 e2e2 = 0
A11(λ) : (A3)3,4(λ ∈ k) : e1e1 = e2 e1e2 = e3 e2e1 = λe3 e2e2 = 0
A12(α) : (A4(α))3,1 : e1e1 = αe1 + e2 e1e2 = e1 + αe2 e2e1 = −e1 e2e2 = e3
A13(α, λ) : (A4(α 6= 0))3,2(λ ∈ k) : e1e1 = αe1 + e2 e1e2 = e1 + αe2 + e3 e2e1 = −e1 e2e2 = λe3
A14(λ) : (A4(0))3,2(λ ∈ k≥0}) : e1e1 = e2 e1e2 = e1 + e3 e2e1 = −e1 e2e2 = λe3
A15(α) : (B1(α))3,1 : e1e1 = 0 e1e2 = (1− α)e1 + e2 e2e1 = αe1 − e2 e2e2 = e3
A16(α, λ) : (B1(α))3,2(λ ∈ k) : e1e1 = e3 e1e2 = (1− α)e1 + e2 e2e1 = αe1 − e2 e2e2 = λe3
A17(α) : (B2(α))3,1 : e1e1 = 0 e1e2 = (1− α)e1 e2e1 = αe1 e2e2 = e3
A18(α) : (B2(α 6= 0))3,2 : e1e1 = 0 e1e2 = (1− α)e1 + e3 e2e1 = αe1 e2e2 = e3
A19 : (B2(0))3,2 : e1e1 = 0 e1e2 = e1 e2e1 = e3 e2e2 = e3
A20(α) : (B2(α 6= 0))3,3 : e1e1 = 0 e1e2 = (1− α)e1 + e3 e2e1 = αe1 e2e2 = 0
A21 : (B2(0))3,3 : e1e1 = 0 e1e2 = e1 e2e1 = e3 e2e2 = 0
A22(α) : (B2(α))3,4 : e1e1 = e3 e1e2 = (1− α)e1 e2e1 = αe1 e2e2 = 0
A23(α) : (B2(α))3,5 : e1e1 = e3 e1e2 = (1− α)e1 e2e1 = αe1 e2e2 = e3
A24(α, λ) : (B2(α 6= 0))3,6(λ ∈ k) : e1e1 = e3 e1e2 = (1− α)e1 + e3 e2e1 = αe1 e2e2 = λe3
A25(λ) : (B2(0))3,6(λ ∈ k) : e1e1 = e3 e1e2 = e1 e2e1 = e3 e2e2 = λe3
A26 : (B3)3,1 : e1e1 = e3 e1e2 = e2 e2e1 = −e2 e2e2 = 0
A27 : (B3)3,2 : e1e1 = 0 e1e2 = e2 e2e1 = −e2 + e3 e2e2 = 0
A28 : (B3)3,3 : e1e1 = e3 e1e2 = e2 e2e1 = −e2 e2e2 = e3
A29 : (B3)3,4 : e1e1 = 0 e1e2 = e2 e2e1 = −e2 e2e2 = e3
A30(α, β) : (C(α, β))3,1 : e1e1 = e2 e1e2 = (1− α)e1 + βe2 e2e1 = αe1 − βe2 e2e2 = e2 + e3
A31(α, λ) : (C(α 6= 0, 0))3,2
(λ ∈ k≥0) : e1e1 = e2 e1e2 = (1− α)e1 + e3 e2e1 = αe1 e2e2 = e2 + λe3
A32(λ) : (C(0, 0))3,2(λ ∈ k≥0) : e1e1 = e2 e1e2 = e1 e2e1 = e3 e2e2 = e2 + λe3
A33(α, β, λ) : (C(α 6= 0, β 6= 0))3,2
(λ ∈ k) : e1e1 = e2 e1e2 = (1− α)e1 + βe2 + e3 e2e1 = αe1 − βe2 e2e2 = e2 + λe3
A34(β, λ) : (C(0, β 6= 0))3,2(λ ∈ k) : e1e1 = e2 e1e2 = e1 + βe2 e2e1 = −βe2 + e3 e2e2 = e2 + λe3
A35(α, β) : (D1(α, β))3,1 : e1e1 = e1 e1e2 = (1− α)e1 + βe2 e2e1 = αe1 − βe2 e2e2 = e3
A36(α, λ) : (D1(α 6=
1
2
, 0))3,2(λ ∈ k) : e1e1 = e1 e1e2 = (1− α)e1 + e3 e2e1 = αe1 e2e2 = λe3
A37(λ) : (D1(
1
2
, 0)3,2((λ, 0) ∈ U) : e1e1 = e1 e1e2 =
1
2
e1 + e3 e2e1 =
1
2
e1 e2e2 = λe3
A38(α, λ, µ) : (D1(α 6=
1
2
, 0))3,3
(λ, µ ∈ k) : e1e1 = e1 e1e2 = (1− α)e1 + λe3 e2e1 = αe1 + e3 e2e2 = µe3
A39(µ, λ) : (D1(
1
2
, 0))3,3
((µ, λ) ∈ U) : e1e1 = e1 e1e2 =
1
2
e1 + λe3 e2e1 =
1
2
e1 + e3 e2e2 = µe3
A40(α, λ) : (D1(α, 2α− 1 6= 0))3,4
((λ, 0) ∈ U) : e1e1 = e1 e1e2 = (1− α)e1 + (2α − 1)e2 e2e1 = αe1 − (2α − 1)e2 + e3 e2e2 = λe3
A41(α, β, λ) : (D1(α, β))3,4(λ ∈ k)
(β 6= 2α− 1, 0) : e1e1 = e1 e1e2 = (1− α)e1 + βe2 e2e1 = αe1 − βe2 + e3 e2e2 = λe3
A42(α, β) : (D2(α, β))3,1 : e1e1 = e1 e1e2 = αe2 e2e1 = βe2 e2e2 = e3
A43(α) : (D2(α, 0)3,2 : e1e1 = e1 e1e2 = αe2 e2e1 = e3 e2e2 = e3
A44(α) : (D2(α, 0)3,3 : e1e1 = e1 e1e2 = αe2 e2e1 = e3 e2e2 = 0
A45(λ) : (D2(0, 0))3,4(λ ∈ k) : e1e1 = e1 e1e2 = e3 e2e1 = λe3 e2e2 = e3
A46(λ) : (D2(0, 0))3,5(λ ∈ k) : e1e1 = e1 e1e2 = e3 e2e1 = λe3 e2e2 = 0
A47(α, β) : (D2(α, β 6= 0)3,6 : e1e1 = e1 e1e2 = αe2 + e3 e2e1 = βe2 e2e2 = e3
A48(α, β) : (D2(α, β 6= 0)3,7 : e1e1 = e1 e1e2 = αe2 + e3 e2e1 = βe2 e2e2 = 0
A49(α, β) : (D3(α, β))3,1 : e1e1 = e1 e1e2 = e1 + αe2 e2e1 = −e1 + βe2 e2e2 = e3
A50(β, λ) : (D3(0, β))3,2(λ ∈ k) : e1e1 = e1 e1e2 = e1 + e3 e2e1 = −e1 + βe2 e2e2 = λe3
A51(λ, µ) : (D3(0, 0))3,3(λ, µ ∈ k) : e1e1 = e1 e1e2 = e1 + λe3 e2e1 = −e1 + e3 e2e2 = µe3
A52(α, β, λ) : (D3(α 6= 0, β))3,4
(λ ∈ k) : e1e1 = e1 e1e2 = e1 + αe2 e2e1 = −e1 + βe2 + e3 e2e2 = λe3
A53(α, β, γ, δ) : (E1(α, β, γ, δ))3,1 : e1e1 = e1 e1e2 = αe1 + βe2 e2e1 = γe1 + δe2 + e3 e2e2 = e2
A54(α, β, γ, δ, λ) : (E1(α, β, γ, δ))3,2
(λ ∈ k)
(γ 6= β or δ 6= α) : e1e1 = e1 e1e2 = αe1 + βe2 + e3 e2e1 = γe1 + δe2 + λe3 e2e2 = e2
A55(α, β, λ) : (E1(α, β, β, α))3,2
(λ ∈ k∗>1 ∪ {1}) : e1e1 = e1 e1e2 = αe1 + βe2 + e3 e2e1 = βe1 + αe2 + λe3 e2e2 = e2
A56(α, β, γ) : (E2(α, β, γ))3,1 : e1e1 = e1 e1e2 = (1− α)e1 + βe2 e2e1 = αe1 + γe2 + e3 e2e2 = e2
A57(α, β, γ, λ) : (E2(α, β, γ))3,2(λ ∈ k) : e1e1 = e1 e1e2 = (1− α)e1 + βe2 + e3 e2e1 = αe1 + γe2 + λe3 e2e2 = e2
A58(α, β, γ) : (E3(α, β, γ))3,1 : e1e1 = e1 e1e2 = (1− α)γe1 +
β
γ
e2 e2e1 = αγe1 +
1−β
γ
e2 + e3 e2e2 = e2
A59(α, β, γ, λ) : (E3(α, β, γ))3,2(λ ∈ k)
(β 6= α or γ 6= −1) : e1e1 = e1 e1e2 = (1− α)γe1 +
β
γ
e2 + e3 e2e1 = αγe1 +
1−β
γ
e2 + λe3 e2e2 = e2
A60(α, λ) : (E3(α,α,−1))3,2
(λ ∈ k∗>1 ∪ {1}) : e1e1 = e1 e1e2 = −(1− α)e1 − αe2 + e3 e2e1 = −αe1 − (1 − α)e2 + λe3 e2e2 = e2
A61 : (E4)3,1 : e1e1 = e1 e1e2 = e1 + e2 e2e1 = e3 e2e2 = e2
A62(λ) : (E4)3,2(λ ∈ k) : e1e1 = e1 e1e2 = e1 + e2 + e3 e2e1 = λe3 e2e2 = e2
A63(α) : (E5(α))3,1 : e1e1 = e1 e1e2 = (1− α)e1 + αe2 e2e1 = αe1 + (1 − α)e2 + e3 e2e2 = e2
A64(α) : (E5(α))3,2 : e1e1 = e1 e1e2 = (1− α)e1 + αe2 + e3 e2e1 = αe1 + (1 − α)e2 − e3 e2e2 = e2
A65 : (E5(1/2))3,3 : e1e1 = e1 e1e2 =
1
2
e1 +
1
2
e2 + e3 e2e1 =
1
2
e1 +
1
2
e2 + e3 e2e2 = e2
A66 : (N2)3,1 : e1e1 = e3 e1e2 = 0 e2e1 = 0 e2e2 = e3
A67 : (N2)3,2 : e1e1 = 0 e1e2 = e3 e2e1 = −e3 e2e2 = 0
A68(λ) : (N2)3,3(λ ∈ k) : e1e1 = λe3 e1e2 = 0 e2e1 = e3 e2e2 = e3
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A69(α) : (A1(α 6= 0))4,3 : e1e1 = e1 + e2 e1e2 = αe2 e2e1 = (1− α)e2 + e3 e2e2 = e4
A70 : (A1(0))4,3 : e1e1 = e1 + e2 e1e2 = e3 e2e1 = e2 e2e2 = e4
A71 : (A2)4,4 : e1e1 = e2 e1e2 = e2 e2e1 = −e2 + e3 e2e2 = e4
A72(λ) : (A2)4,5(λ ∈ k) : e1e1 = e2 + e3 e1e2 = e2 e2e1 = −e2 + e4 e2e2 = λe3
A73 : (A2)4,6 : e1e1 = e2 + e3 e1e2 = e2 e2e1 = −e2 e2e2 = e4
A74 : (A3)4,5 : e1e1 = e2 e1e2 = 0 e2e1 = e4 e2e2 = e3
A75 : (A3)4,6 : e1e1 = e2 e1e2 = e4 e2e1 = e3 e2e2 = 0
A76(λ) : (A3)4,7(λ ∈ k) : e1e1 = e2 e1e2 = e4 e2e1 = λe4 e2e2 = e3
A77(α) : (A4(α))4,3 : e1e1 = αe1 + e2 e1e2 = e1 + αe2 + e3 e2e1 = −e1 e2e2 = e4
A78(α) : (B1(α))4,3 : e1e1 = e3 e1e2 = (1− α)e1 + e2 e2e1 = αe1 − e2 e2e2 = e4
A79(α) : (B2(α 6= 0))4,7 : e1e1 = 0 e1e2 = (1− α)e1 + e3 e2e1 = αe1 e2e2 = e4
A80 : (B2(0))4,7 : e1e1 = 0 e1e2 = e1 e2e1 = e3 e2e2 = e4
A81(α) : (B2(α 6= 0))4,8 : e1e1 = e3 e1e2 = (1− α)e1 + e4 e2e1 = αe1 e2e2 = e3
A82 : (B2(0))4,8 : e1e1 = e3 e1e2 = e1 e2e1 = e4 e2e2 = e3
A83(α) : (B2(α 6= 0))4,9 : e1e1 = e3 e1e2 = (1− α)e1 + e4 e2e1 = αe1 e2e2 = 0
A84 : (B2(0))4,9 : e1e1 = e3 e1e2 = e1 e2e1 = e4 e2e2 = 0
A85(α) : (B2(α 6= 0))4,10 : e1e1 = e3 e1e2 = (1− α)e1 + e3 e2e1 = αe1 e2e2 = e4
A86 : (B2(0))4,10 : e1e1 = e3 e1e2 = e1 e2e1 = e3 e2e2 = e4
A87(α) : (B2(α))4,11 : e1e1 = e3 e1e2 = (1− α)e1 e2e1 = αe1 e2e2 = e4
A88(α, λ) : (B2(α 6= 0))4,12(λ ∈ k) : e1e1 = e3 e1e2 = (1− α)e1 + λe3 + e4 e2e1 = αe1 e2e2 = e4
A89(λ) : (B2(0))4,12(λ ∈ k) : e1e1 = e3 e1e2 = e1 e2e1 = λe3 + e4 e2e2 = e4
A90 : (B3)4,5 : e1e1 = 0 e1e2 = e2 e2e1 = −e2 + e3 e2e2 = e4
A91 : (B3)4,6 : e1e1 = e3 e1e2 = e2 e2e1 = −e2 + e4 e2e2 = e3
A92 : (B3)4,7 : e1e1 = e3 e1e2 = e2 e2e1 = −e2 + e4 e2e2 = 0
A93 : (B3)4,8 : e1e1 = e3 e1e2 = e2 e2e1 = −e2 e2e2 = e4
A94(α, β, λ) : (C(α 6= 0, β))4,3(λ ∈ k) : e1e1 = e2 e1e2 = (1− α)e1 + βe2 + e3 e2e1 = αe1 − βe2 e2e2 = e2 + e4
A95(β, λ) : (C(0, β))4,3(λ ∈ k) : e1e1 = e2 e1e2 = e1 + βe2 e2e1 = −βe2 + e3 e2e2 = e2 + e4
A96(α, β) : (D1(α, β))4,5 : e1e1 = e1 e1e2 = (1− α)e1 + βe2 e2e1 = αe1 − βe2 + e3 e2e2 = e4
A97(α, λ) : (D1(α, 0))4,6(λ ∈ k) : e1e1 = e1 e1e2 = (1− α)e1 + e4 e2e1 = αe1 + λe4 e2e2 = e3
A98(α, λ, µ) : (D1(α 6=
1
2
, 0))4,7
(λ, µ ∈ k) : e1e1 = e1 e1e2 = (1− α)e1 + e4 e2e1 = αe1 + e3 e2e2 = λe3 + µe4
A99(λ, µ) : (D1(
1
2
, 0))4,7
((λ, 0), (µ, 0) ∈ U) : e1e1 = e1 e1e2 =
1
2
e1 + e4 e2e1 =
1
2
e1 + e3 e2e2 = λe3 + µe4
A100(α) : (D2(α, 0)4,8 : e1e1 = e1 e1e2 = αe2 e2e1 = e3 e2e2 = e4
A101 : (D2(0, 0))4,9 : e1e1 = e1 e1e2 = e3 e2e1 = e4 e2e2 = e4
A102 : (D2(0, 0))4,10 : e1e1 = e1 e1e2 = e3 e2e1 = e4 e2e2 = 0
A103(λ) : (D2(0, 0))4,11(λ ∈ k) : e1e1 = e1 e1e2 = e4 e2e1 = λe4 e2e2 = e3
A104(λ) : (D2(0, 0))4,12(λ ∈ k) : e1e1 = e1 e1e2 = e4 e2e1 = e3 e2e2 = λe3 + e4
A105(α, β) : (D2(α, β 6= 0)4,13 : e1e1 = e1 e1e2 = αe2 + e3 e2e1 = βe2 e2e2 = e4
A106 : (D3(0, 0))4,5 : e1e1 = e1 e1e2 = e1 e2e1 = −e1 + e3 e2e2 = e4
A107(α, β) : (D3(α 6= 0, β))4,5 : e1e1 = e1 e1e2 = e1 + αe2 e2e1 = −e1 + βe2 + e3 e2e2 = e4
A108(λ) : (D3(0, 0))4,6(λ ∈ k) : e1e1 = e1 e1e2 = e1 + e4 e2e1 = −e1 + λe4 e2e2 = e3
A109(λ, µ) : (D3(0, 0))4,7(λ, µ ∈ k) : e1e1 = e1 e1e2 = e1 + e4 e2e1 = −e1 + e3 e2e2 = λe3 + µe4
A110(β) : (D3(0, β 6= 0))4,8 : e1e1 = e1 e1e2 = e1 + e3 e2e1 = −e1 + βe2 e2e2 = e4
A111(α, β, γ, δ) : (E1(α, β, γ, δ))4,3 : e1e1 = e1 e1e2 = αe1 + βe2 + e3 e2e1 = γe1 + δe2 + e4 e2e2 = e2
A112(α, β, γ) : (E2(α, β, γ))4,3 : e1e1 = e1 e1e2 = (1− α)e1 + βe2 + e3 e2e1 = αe1 + γe2 + e4 e2e2 = e2
A113(α, β, γ) : (E3(α, β, γ))4,3 : e1e1 = e1 e1e2 = (1− α)γe1 +
β
γ
e2 + e3 e2e1 = αγe1 +
1−β
γ
e2 + e4 e2e2 = e2
A114 : (E4)4,3 : e1e1 = e1 e1e2 = e1 + e2 + e3 e2e1 = e4 e2e2 = e2
A115(α) : (E5(α))4,4 : e1e1 = e1 e1e2 = (1− α)e1 + αe2 + e3 e2e1 = αe1 + (1 − α)e2 + e4 e2e2 = e2
A116 : (N2)4,4 : e1e1 = 0 e1e2 = e3 e2e1 = e4 e2e2 = 0
A117 : (N2)4,5 : e1e1 = e3 e1e2 = 0 e2e1 = e4 e2e2 = 0
A118 : (N2)4,6 : e1e1 = e3 e1e2 = 0 e2e1 = 0 e2e2 = e4
A119 : (N2)4,7 : e1e1 = e3 e1e2 = e3 e2e1 = e4 e2e2 = e3
A120(λ) : (N2)4,8(λ ∈ k≥0) : e1e1 = e3 e1e2 = 0 e2e1 = e4 e2e2 = e3 + λe4
A121(λ) : (N2)4,9(λ ∈ k) : e1e1 = e3 e1e2 = e4 e2e1 = λe4 e2e2 = 0
Table 3.
A122 : (A2)5,7 : e1e1 = e2 + e3 e1e2 = e2 e2e1 = −e2 + e4 e2e2 = e5
A123 : (A3)5,8 : e1e1 = e2 e1e2 = e3 e2e1 = e4 e2e2 = e5
A124(α) : (B2(α 6= 0))5,13 : e1e1 = e3 e1e2 = (1− α)e1 + e4 e2e1 = αe1 e2e2 = e5
A125 : (B2(0))5,13 : e1e1 = e3 e1e2 = e1 e2e1 = e4 e2e2 = e5
A126 : (B3)5,9 : e1e1 = e3 e1e2 = e2 e2e1 = −e2 + e4 e2e2 = e5
A127(α) : (D1(α, 0))5,9 : e1e1 = e1 e1e2 = (1− α)e1 + e3 e2e1 = αe1 + e4 e2e2 = e5
A128 : (D2(0, 0))5,14 : e1e1 = e1 e1e2 = e3 e2e1 = e4 e2e2 = e5
A129 : (D3(0, 0))5,9 : e1e1 = e1 e1e2 = e1 + e3 e2e1 = −e1 + e4 e2e2 = e5
A130 : (N2)5,10 : e1e1 = 0 e1e2 = e3 e2e1 = e4 e2e2 = e5
A131 : (N2)5,11 : e1e1 = e5 e1e2 = e3 e2e1 = e4 e2e2 = e5
A132 : (N2)5,12 : e1e1 = e3 e1e2 = e4 e2e1 = e4 e2e2 = e5
A133(λ) : (N2)5,13(λ ∈ k) : e1e1 = e3 + λe5 e1e2 = e3 e2e1 = e4 e2e2 = e5
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Bilinear pair Bilinear map / algebra multiplication (g) Equivalence group/ Automorphism group
A1(α), α ∈ k
e1e1 = e1 + e2, e1e2 = αe2,
e2e2 = 0, e2e1 = (1 − α)e2
{(
1 0
x 1
)
: x ∈ k
}
A2
e1e1 = e2, e1e2 = e2,
e2e2 = 0, e2e1 = −e2
{(
1 0
x 1
)
: x ∈ k
}
A3
e1e1 = e2, e1e2 = 0,
e2e2 = 0, e2e1 = 0
{(
x 0
y x2
)
: x ∈ k∗ and y ∈ k
}
A4(α), α ∈ k≥0
e1e1 = αe1 + e2, e1e2 = e1 + αe2,
e2e2 = 0, e2e1 = −e1
{
Id,
(
−1 0
0 1
)}
if α = 0,
{Id} otherwise
B1(α), α ∈ k
e1e1 = 0, e1e2 = (1− α)e1 + e2,
e2e2 = 0, e2e1 = αe1 − e2
{Id}
B2(α), α ∈ k
e1e1 = 0, e1e2 = (1− α)e1,
e2e2 = 0, e2e1 = αe1
{(
x 0
0 1
)
: x ∈ k∗
}
B3
e1e1 = 0, e1e2 = e2,
e2e2 = 0, e2e1 = −e2
{(
1 0
x y
)
: x ∈ k, y ∈ k∗
}
C(α, β),
(α, β) ∈ k× k≥0
e1e1 = e2, e1e2 = (1− α)e1 + βe2,
e2e2 = e2, e2e1 = αe1 − βe2
{
Id,
(
−1 0
0 1
)}
if β = 0,
{Id} if β 6= 0
D1(α, β),
(α, β) ∈ U
e1e1 = e1, e1e2 = (1− α)e1 + βe2,
e2e2 = 0, e2e1 = αe1 − βe2
{
Id,
(
1 1
0 −1
)}
if β = 2α− 1,
{Id} if β 6= 2α− 1
D2(α, β),
(α, β) ∈ k2\T
e1e1 = e1, e1e2 = αe2,
e2e2 = 0, e2e1 = βe2
{(
1 0
0 x
)
, x ∈ k∗
}
D3(α, β),
(α, β) ∈ k2\T
e1e1 = e1, e1e2 = e1 + αe2,
e2e2 = 0, e2e1 = −e1 + βe2
{Id}
E1(α, β, γ, δ),
(α, β, γ, δ) ∈ V
e1e1 = e1, e1e2 = αe1 + βe2,
e2e2 = e2, e2e1 = γe1 + δe2
{
Id,
(
0 1
1 0
)}
if (α, γ) = (δ, β) 6= (−1,−1),
S3 if (α, γ) = (δ, β) = (−1,−1),
{Id} otherwise
E2(α, β, γ),
(α, β, γ) ∈ k3\k× T
e1e1 = e1, e1e2 = (1− α)e1 + βe2,
e2e2 = e2, e2e1 = αe1 + γe2
{Id}
E3(α, β, γ),
(α, β, γ) ∈ k2 × k∗>1
e1e1 = e1, e1e2 = (1− α)γe1 +
β
γ
e2,
e2e2 = e2, e2e1 = αγe1 +
1−β
γ
e2
{
Id,
(
0 1
1 0
)}
if γ = −1 and α = β,
{Id} otherwise
E4
e1e1 = e1, e1e2 = e1 + e2,
e2e2 = e2, e2e1 = 0
{Id}
E5(α), α ∈ k
e1e1 = e1, e1e2 = (1− α)e1 + αe2,
e2e2 = e2, e2e1 = αe1 + (1− α)e2
{(
x y
1− x 1− y
)
, x, y ∈ k, x 6= y
}
N2
e1e1 = 0, e1e2 = 0,
e2e2 = 0, e2e1 = 0
GL(2,k)
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