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Аннотация. Мы рассматриваем (вообще говоря, некоэрцитивные) сме-
шанные задачи в ограниченной области D в Rn для эллиптического диф-
ференциального оператора A(x, ∂) второго порядка в частных производ-
ных. Предполагается, что оператор записан в дивергентной форме в D,
граничный оператор B(x, ∂) есть оператор робеновского типа на ∂D, а
граница D есть липшицева поверхность. Мы выделяем замкнутое множе-
ство Y ⊂ ∂D и контролируем рост решений вблизи Y . Мы доказываем,
что пара (A,B) индуцирует фредгольмов оператор L в подходящих весо-
вых пространствах соболевского типа, где вес является степенью расстоя-
ния до особого множества Y . Наконец, мы доказываем полноту корневых
функций, ассоциированных с оператором L.
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Часть 2. Спектральные свойства задач Штурма-Лиувилля в
весовых пространствах
8. Введение
Часть 2 посвящена проблеме полноты системы собственных и присоединен-
ных функций граничной задачи для эллиптического оператора. Во многих слу-
чаях эта проблема сводится к изучению спектральных свойств компактных
операторов. В общем случае несамосопряженные операторы могут не иметь
собственных векторов. Келдыш [Kel51] (см. также [GK69, ч. 5, §8]) обосно-
вал возможность разложения по корневым векторам для слабых возмущений
компактных самосопряженных операторов. В частности, он успешно применил
свою теорему к задаче Дирихле для эллиптических операторов второго по-
рядка в дивергентной форме. Краевые задачи для эллиптических операторов
в областях с гладкой границей изучались многими авторами (см., например,
[Bro53], [Bro59a], [Bro59b], [Agm62], [Kon99]). В серии работ [Agr94a], [Agr94b],
[Agr08], [Agr11b], [Agr11c], включая два обзора [Agr02] и [Agr11a], Агранович
доказал полноту корневых векторов для широкого класса краевых задач для
эллиптических операторов второго порядка с граничными условиями типа Ди-
рихле, Неймана и Зарембы в стандартных пространствах Соболева в областях
с липшицевыми границами. В [ST13] этот метод был распространен на неко-
эрцитивные задачи с граничными условиями робеновского типа в обычных
пространствах Соболева-Слободецкого в областях с липшицевыми границами.
Корневые функции общих эллиптических краевых задач в весовых про-
странствах Соболева в областях с коническими особенностями или ребрами на
границе изучались в [EKS01] и [Tar06]. В этих работах использовались оцен-
ки резольвенты компактного оператора и так называемые лучи минимального
роста (ср. [Agm62], [DS63]). Чтобы во всей полноте осознать, насколько эф-
фективны критерии полноты, описанные в [EKS01] и [Tar06], остановимся на
концепции эллиптичности на компактном многообразии с гладкими ребрами
на границе. Такое сингулярное пространство X имеет три гладких страты, бо-
лее точно, внутреннюю часть X0 в X , гладкую часть X1 на границе и реб-
ро X2, которое предполагается быть компактным многообразием без края.
Псевдодифференциальые операторы на X суть (3 × 3) -матрицы A, компо-
ненты Ai,j которых являются операторами, отображающими функции на Xj
в функции на Xi. С каждым оператором A ассоциируется главный символ
σ(A) := (σ0(A), σ1(A), σ2(A)), причем σ(A) = 0 в том и только том случае,
когда A компактен, и σ(BA) = σ(B)σ(A) для всех операторов A и B, компози-
ции которых корректно определены. Компоненты σi(A) главного символа суть
операторнозначные функции на ко-касательных расслоениях для Xi. Они яв-
ляются гладкими вне нулевых сечений расслоений и обладают некоторой "под-
крученной" однородностью как семейства операторов. Оператор A называется
эллиптическим, если его главный символ обратим вне нулевых сечений ко-
касательных расслоений. Обратимость σ0(A) есть просто эллиптичность опе-
ратора A на внутренности X . Обратимость σ1(A) эквивалентна выполнению
условий Шапиро-Лопатинского на гладкой части ∂X . Обратимость σ2(A) со-
ставляет самую трудную часть задачи, поскольку это операторное семейство
рассматривается в весовых соболевских пространствах на бесконечном кону-
се. Оказывается, что оператор A фредгольмов тогда и только тогда, когда он
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эллиптичен. Однако, из вышесказанного следует, что эффективного критерия
эллиптичности на компактном многообразии с ребрами на границе до сих пор
нет. В целом, эта техника позволяет получить только следующий результат.
Рассмотрим классическую краевую задачу на X , удовлетворяющую условиям
Шапиро-Лопатинского вне ребра X2. Она задается с помощью столбца опе-
раторов Ai,0 с i = 0, 1, где A0,0 – эллиптический оператор на X0, а A1,0 –
дифференциальный оператор вблизи X1 с последующим сужением на X1. Мы
дополним этот столбец до (2× 2) -матрицы A, положив A0,1 = 0 и A1,1 = 0. Из
условий Шапиро-Лопатинского следует, что σ2(A)(y, η) – семейство фредголь-
мовых операторов на единичной сфере в T ∗X2. Значит, мы можем трактовать
σ2(A)(y, η) как (3 × 3) -матрицу a(y, η) на единичной сфере в T ∗X2, которая
к тому же обратима. Тогда определенная квантизация дает к фредгольмов
оператор типа
 A0,0 A0,2A1,0 A1,2
A2,0 A2,2
 : C∞(X )⊕
C∞(X2,Cl1)
→
C∞(X )
⊕
C∞(∂X ,Cm)
⊕
C∞(X2,Cl2)
, (8.1)
где l1 и l2 неотрицательны целые числа. Однако доказать фредгольмовость
(8.1) не легче, чем фредгольмовость оригинальной задачи{
A0,0u = f X0,
A1,0u = u0 X1, ,
кроме случая, когда X2 имеет размерность 0. Таким образом, операторнознач-
ные символы делают условия эллиптичности неэффективным.
В настоящей работе мы изучаем полноту корневых элементов, ассоцииро-
ванных со смешанной краевой задачей (A,B) для эллиптического оператора
второго порядка с граничными условиями робеновского типа в ограниченной
области D из Rn. Предполагается, что дифференциальный оператор A(x, ∂)
записан в дивергентной форме, а граничный оператор B(x, ∂) включает в се-
бя наклонную производную с разрывными коэффициентами. Предполагается,
что граница ∂D области D – липшицева поверхность, выбранные функцио-
нальные пространства ассоциированы с (вообще говоря, некоэрцитивной) эр-
митовой формой, как в части 1. Итак, вместо операторнозначных символов
мы используем классический метод неотрицательных форм, индуцирующих
скалярные произведения на пространствах гладких функций и метод лучей
минимального роста резольвенты.
Насколько нам известно, для некоэрцитивных задач в весовых простран-
ствах до сих пор нет значительных результатов относительно полноты кор-
невых элементов (см. однако [ST13] для соответствующей теории в обычных
пространствах Соболева-Слободецкого). Использование некоэрцитивных форм
существенно расширяет класс тех граничных условий, для которых корневые
функции соответствующих смешанных задач плотны в весовых пространствах
Лебега и Соболева. Это расширение позволяет возмущать граничные условия с
помощью различных касательных векторных полей. Вообще говоря, мы теряем
в регулярности решений, но эта потеря хорошо мотивирована самой природой
таких задач.
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Мы начинаем с обсуждения основных методов изучения спектральных свойств
компактных операторов.
9. Элементы спектральной теории несамосопряженных операторов
Сначала обсудим теорему Келдыша о слабых возмущениях компактных са-
мосопряженных операторов.
Пусть H будет (комплексное) сепарабельное пространство Гильберта, а L :
H → H – линейный оператор. Как обычно, говорят, что λ ∈ C есть собствен-
ное значение для L, если существует ненулевой элемент u ∈ H такой, что
(L − λI)u = 0, где I – тождественный оператор в H. Элемент u называет-
ся собственным вектором для L, соответствующим собственному значению λ.
Дополненные нулевым элементом, все собственные векторы, соответствующие
одному собственному значению λ, образуют векторное пространство E(λ) в H.
Оно называется собственным пространством L, соответствующим собственно-
му значению λ, а размерность E(λ) называется (геометрической) кратностью
λ. Известная спектральная теорема Гильберта и Шмидта утверждает, что си-
стема собственных векторов компактного самосопряженного оператора H яв-
ляется полной.
Теорема 9.1. Пусть L : H → H компактен и самосопряжен. Тогда все соб-
ственные значения L вещественны, кратность каждого ненулевого собствен-
ного вектора конечна, а система собственных значений (с учетом кратно-
сти) является счетной и имеет только одну предельную точки λ = 0. Более
того, существует ортонормированный базис в H, состоящий из собственных
векторов L.
Как мы уже отмечали, несамосопряженные операторы могут не иметь соб-
ственных значений. Однако, каждое ненулевое собственное значение (если су-
ществует) имеет конечную кратность, см., например, [DS63]. Аналогично нор-
мальной форме Жордана линейного оператора в конечномерном пространстве,
можно воспользоваться концепцией корневой функции оператора. Более точно,
элемент u ∈ H называется корневым вектором оператора L, соответствующим
собственному числу λ ∈ C, если (L − λI)mu = 0 для некоторого номера m.
Множество всех корневых векторов, соответствующих собственному значению
λ, образуют подпространство в H, размерность которого называется (алгебра-
ической) кратностью λ.
Если линейная оболочка множества всех корневых элементов плотна в H,
то говорят, что корневые вектора оператора L полны в H. Возникает есте-
ственный вопрос об условиях, гарантирующих полноту корневых элементов
несамосопряженного компактного оператора L.
Если размерность H конечна, то полнота эквивалентна возможности при-
ведения матрицы L к жордановой нормальной форме. Конечно, это всегда
возможно в случае линейных операторов в комплексных пространствах, см.,
например, [VdW67, § 88].
Чтобы сформулировать простейший результат о полноте в пространствах
Гильберта, нам потребуется определение порядка компактного оператора L.
Так как L : H → H компактен, то оператор L∗L компактен, самосопряжен
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и неотрицателен. Следовательно, L∗L обладает единственным неотрицатель-
ными компактным самосопряженным квадратным корнем, который часто обо-
значают через |L|. По теореме 9.1, оператор |L| имеет счетную систему соб-
ственных неотрицательных значений sν(L), которые называются s -числами L.
Ясно, что для самосопряженного оператора L мы имеем sν = |λν |, где {λν} –
система собственных значений L.
Определение 9.2. Говорят, что оператор L принадлежит классу Шаттена
Sp, при 0 < p <∞, если ∑
ν
|sν(L)|p <∞.
Отметим, что S2 – множество операторов Гильберта-Шмидта, а S1 – идеал,
состоящий из всех операторов следового класса.
Следующая лемма будет очень полезна в дальнейшем изложении; она взята
из [DS63] (см., также [GK69, ч. 2, § 2]).
Лемма 9.3. Пусть L1 – оператор из класса Sp, при 0 < p <∞, в гильберто-
вом пространстве H, а L2 – ограниченный оператор в H. Тогда композиции
L2L1 и L1L2 принадлежат Sp.
Следуя М.В. Келдышу, говорят, что порядок оператора L конечен, если
он принадлежит какому-нибудь классу Шаттена Sp. Инфимум таких чисел
p называется порядком оператора L. Следующий результат обычно называют
теоремой о слабых возмущениях компактных самосопряженных операторов.
Впервые он был доказан в [Kel51], см. также [Kel71]. Здесь приведена его фор-
мулировка из [GK69, гл. 5, § 8].
Теорема 9.4. Пусть L0 – компактный самосопряженный оператор конеч-
ного порядка в H. Если δL компактен, а оператор L0(I + δL) инъективен,
то система корневых элементов оператора L0(I + δL) полна в H и, для лю-
бого ε > 0, все собственные значения L0(I + δL) (кроме их конечного числа)
принадлежат углам | arg λ| < ε и | arg λ− pi| < ε. Более того,
1) если L0 имеет только конечное число отрицательных собственных зна-
чений, то L0(I + δL) имеет только конечное число собственных значений в
угле | arg λ− pi| < ε.
2) если L0 имеет только конечное число отрицательных собственных зна-
чений, то L0(I + δL) имеет только конечное число собственных значений в
угле | arg λ| < ε.
Легко понять, что оба оператора, L0(I+δL) и L0, на самом деле инъективны
в условиях теоремы 9.4.
Однако, есть и более общая концепция, чем понятие корневого элемента ли-
нейного оператора. Это концепция характеристической функции мероморфно-
го семейства линейных операторов. Обсудим теперь характеристические зна-
чения мероморфных семейств линейных операторов.
ПустьB будет пространством Банаха, а L(B) – алгеброй всех ограниченных
линейных операторов, действующих в B.
Предположим, что λ0 ∈ C, а F (λ) – голоморфная функция в некоторой
проколотой окрестности λ0, со значениями в L(B).
Точка λ0 называется характеристической для F (λ), если существует голо-
морфная функция u(λ) в некоторой окрестности λ0, со значениями вB и такая,
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что u(λ0) 6= 0, но F (λ)u(λ) продолжается до голоморфной функции вблизи λ0
и исчезает в этой точке. Тогда u(λ) называется корневой функцией для F (λ) в
λ0.
Предположим, что λ0 – характеристическая точка для F (λ), а u(λ) – корне-
вая функция в λ0. Порядок точки λ0 как нуля функции F (λ)u(λ) называется
кратностью u(λ), а вектор u0 = u(λ0) – собственным вектором для F (λ) в λ0.
Дополненные нулем, собственные векторы F (λ) в λ0 образуют векторное про-
странство. Замыкание множества собственных векторов функции F (λ) в λ0
называется ядром F (λ) в λ0; оно обозначается через kerF (λ0).
Под рангом собственного вектора u0 ∈ B понимается максимальная крат-
ность всех корневых функций u(λ) таких, что u(λ0) = u0, если множество этих
кратностей ограничено. Если это множество не ограничено, то ранг u0 полага-
ем равным бесконечности.
Предположим, что kerF (λ0) имеет конечную размерность I и ранг собствен-
ного вектора u0 ∈ kerF (λ0) конечен. Под канонической системой собствен-
ных векторов F (λ) в λ0 имеется в виду любая система собственных векторов
u0,1, . . . , u0,I с тем свойством, что ранг u0,1 максимален среди рангов всех соб-
ственных векторов F (λ) в λ0 и ранг of u0,i максимален среди рангов всех соб-
ственных векторов F (λ) в λ0 в любом прямом дополнении в kerF (λ0) линейной
оболочки векторов u0,1, . . . , u0,i−1, при i = 2, . . . , I.
Пусть ri обозначает ранг u0,i. Легко видеть, что ранг любого собственно-
го вектора u0, соответствующего характеристической точке λ0, равен одно-
му из ri. Следовательно, номера r1, . . . , rI однозначно определены функцией
F (λ). Отметим, что, вообще говоря, каноническая система не является одно-
значно определенной. Номера ri называются частными нулевыми кратностями
характеристической точки λ0 для F (λ). Следуя, [GS71], назовем n(F (λ0)) =
r1 + . . .+ rI нулевой кратностью характеристической точки λ0 для F (λ). Если
F (λ) не имеет корневых векторов в λ0, то положим n(F (λ0)) = 0.
Снова применим эти аргументы, заменив F (λ) на обратное семейство F−1(λ).
Предположим, что λ0 ∈ C – характеристическая точка F−1(λ), а ядро F−1(λ) в
λ0 имеет конечную размерность J . Если %1, . . . , %J суть частные нулевые крат-
ности этой характеристической точки для F−1(λ), то %1, . . . , %J суть частные
полюсные кратности характеристической точки λ0 для F (λ). Более того, назо-
вем номер n(F−1(λ0)) = %1+. . .+%J полюсной кратностью характеристической
точки λ0 для F (λ) и обозначим его через p(F (λ0)). Если F−1(λ) не имеет кор-
невых функций в λ0, то положим p(F (λ0)) = 0.
Число m(F (λ0)) = n(F (λ0)) − p(F (λ0)) называется кратностью характери-
стической точки λ0 для F (λ).
Если F (λ) голоморфна в точке λ0 и оператор F (λ0) обратим, то λ0 называет-
ся регулярной точкой F (λ). Отметим, что кратность любой регулярной точки
F (λ) равна нулю.
В скалярном случае, очевидно, что кратность характеристической точки λ0
функции F (λ) равна кратности нуля, если λ0 – нуль функции F (λ), и равна
порядку полюса, если λ0 является полюсом.
Предположим, что λ0 – полюс операторнозначной функции F (λ). В некото-
рой окрестности λ0 мы имеем разложение
F (λ) =
∞∑
j=−m
Fj(λ− λ0)j , (9.1)
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где Fj ∈ L(B).
Если ранги операторов F−1, . . . , F−m в (9.1) конечны, то F (λ) называется
конечно мероморфной в λ0.
Говорят, что операторнозначная функция F (λ) является функцией фред-
гольмовского типа в точке λ0, если оператор F0 в разложении (9.1) фредголь-
мов. Это эквивалентно тому, что значение F в λ0 есть оператор Фредгольма.
Точка λ0 называется нормальной точкой F (λ), если F (λ) – конечно меро-
морфная функция фредгльмовского типа в λ0, а все точки некоторой проко-
лотой окрестности λ0 регулярны для F (λ).
Согласно [GS71], каждая нормальная точка λ0 функции F (λ) является нор-
мальной точкой F−1(λ). Если, дополнительно, λ0 – полюс для одной из функ-
ций F (λ) или F−1(λ), то это точка конечной кратности для другой.
Разлагая F (λ) и u(λ) в ряды Лорана (9.1) и
u(λ) =
∞∑
k=0
uk (λ− λ0)k,
соответственно, мы получаем
F (λ)u(λ) =
r−1∑
n=−m
( ∑
j+k=n
Fjuk
)
(λ− λ0)n +O
(
|λ− λ0|r
)
для λ близких к λ0. Поэтому для того, чтобы u(z) была корневой функцией
F (λ) в λ0 кратности r ≥ 1 необходимо и достаточно, чтобы
n+m∑
k=0
Fn−kuk = 0
для всех n = −m, . . . , r − 1.
Говорят, что производные
uk =
1
k!
u(k)(λ0),
k = 1, . . . , r − 1, суть ассоциированные векторы для собственного вектора
u0 = u(λ0) функции F (λ) в λ0. Любая подсистема u0, u1, . . . , us для s ≤ r − 1
называется жордановой цепью длины s+ 1 для F (λ) в λ = λ0.
Предположим, что u0,1, . . . , u0,I – каноническая система собственных векто-
ров F (λ) в λ0, I – размерность kerF (λ0). Обозначим через ri ранг u0,i. Если,
для всех i = 1, . . . , I, векторы u0,i, . . . , uri−1,i образуют жорданову цепь, состо-
ящую из собственных векторов и присоединенных векторов для F (λ) в λ0, то
система (
u0,i, u1,i, . . . , uri−1,i
)
i=1,...,I
называется канонической системой жордановой цепи, соответствующей харак-
теристической точке λ0 функции F (λ).
Пусть F (λ) будет голоморфной функцией в некоторой проколотой окрестно-
сти λ0 со значениями в L(B). Тогда определим транспонированное семейство
F ′(λ) со значениями в L(B′), где B′ – двойственное к B, с помощью равенства
〈F ′g, u〉 = 〈g, Fu〉 для всех g ∈ B′ и u ∈ B.
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Следующий результат получен Гохбергом и Сигалом [GS71] для мероморф-
ных операторнозначных функций как следствие теоремы о нормальной фак-
торизации для них. Они отсылают к Келдышу [Kel51] для случая полиномов
со значениями в операторах на пространстве Гильберта.
Теорема 9.5. Пусть λ0 – характеристическая точка операторнозначной
функции F (λ), являющаяся нормальной для F (λ). Тогда существует биор-
тонормированная каноническая система
(u0,i, u1,i, . . . , uri−1,i)i=1,...,I ,
(g0,i, g1,i, . . . , gri−1,i)i=1,...,I
собственных векторов и присоединенных векторов F (λ) и F ′(λ) в λ0, соот-
ветственно, таких, что
p.p. F−1(λ) =
I∑
i=1
−1∑
j=−ri
(λ− λ0)j
ri+j∑
k=0
〈gk,i, ·〉uri+j−k,i.
Здесь сокращение p.p. указывает на главную часть лорановского разложе-
ния в точке λ0.
10. Задача Штурма-Лиувилля
Под задачей Штурма-Лиувилля в области D из Rn мы понимаем краевую
задачу для решений эллиптического уравнения второго порядка с граничны-
ми условиями робеновского типа. Коэффициенты в робеновском граничном
условии могут иметь разрыва первого рода на границе открытого связного
подмножества в ∂D. Предполагается, что граница этого лежит в Y . Таким об-
разом, смешанные граничные условия также включены в рассмотрение. Мы
заинтересованы в изучении спектра таких задач в весовых пространствах Со-
болева. С этой целью, зафиксируем функцию ρ ∈ C1(D \Y )∩C(D) такую, что
ρ′ ∈ L∞(D). Как и ранее, ρ ≡ 1 в том и только том случае, когда Y пусто.
Рассмотрим оператор A второго порядка в частных производных, записан-
ный в дивергентной форме
A(x, ∂)u = −
n∑
i,j=1
∂i(ai,j(x)∂ju) +
n∑
j=1
aj(x)∂ju+ a0(x)u
в области D. Предполагается, что коэффициенты ai,j суть комплекснозначные
функции класса L∞(D) и ρ aj ∈ L∞(D), ρ2a0 ∈ L∞(D).
Пусть v(x) = (v1(x), . . . , vn(x)) будет векторным полем в Rn, определенным
на поверхности ∂D. Координаты v1(x), . . . , vn(x) предполагаются быть измери-
мыми ограниченными функциями на ∂D.
Обозначим через ∂v наклонную производную
∂v =
n∑
j=1
vj(x)∂j
и введем в рассмотрение граничный оператор первого порядка B = ∂v + B0.
Мы разрешим вектору v(x) исчезать на замкнутом множестве S на ∂D. Мы
сфокусируемся на случае, когда S – замыкание открытого связного подмно-
жества ∂D с кусочно-гладкой границей и Y = ∂S. Аналогичные рассуждения
применимы и к случаю, когда граница S есть часть множества Y .
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Относительно слагаемого B0 мы предположим, что это есть плотно опреде-
ленный линейный оператор в H0,γ(∂D) с областью определения, содержащей
C∞comp(∂D \ Y ). Более того, мы требуем, чтобы
kerB0 ⊂ H0,γ(∂D, S). (10.1)
В самом простом случае, оператор B0 задается умножением на B0u := b0u на
некоторую функцию b0 ∈ L∞loc(∂D \ Y ), неисчезающую на S.
Рассмотрим следующую краевую задачу с условием робеновского типа на
поверхности ∂D. Для заданных f в D и u0 на ∂D, найти распределение u в D,
удовлетворяющее {
A(x, ∂)u = f в D,
B(x, ∂)u = u0 на ∂D. (10.2)
Чтобы получить интересующие нас результаты, наложим на операторы A и
B существенные ограничения. Именно, как и в §7, предположим, что матрица
(ai,j(x))i=1,...,n
j=1,...,n
является эрмитовой, неотрицательной, а оператор A сильно эллиптичен, т.е.
всюду далее предполагаются выполненными условия (7.1), (7.2).
Чтобы уточнить выбор граничных условий, ненадолго предположим, что ai,j
непрерывны вплоть до границы D. Рассмотрим комплексное векторное поле c
на ∂D с компонентами
cj(x) =
n∑
i=1
ai,j(x)νi(x),
где ν(x) = (ν1(x), . . . , νn(x)) – единичная внешняя нормаль к ∂D в x ∈ ∂D.
Из условия (7.2) следует, что найдется комплекснозначная функция b1(x) на
границе, с тем свойством, что разность v(x)− b1(x)c(x) ортогональна ν(x) для
почти всех x ∈ ∂D. В самом деле, поточечное равенство (v−b1c, ν)x = 0 просто
означает, что
b1(x) =
(v(x), ν(x))x
(c(x), ν(x))x
для x ∈ ∂D. Очевидно, b1(x) есть ограниченная измеримая функция на ∂D, а
векторное поле t(x) = v(x)− b1(x)c(x) принимает значения на комплексифици-
рованной касательной гиперплоскости Tx(∂D) для ∂D в x. Итак, мы заключа-
ем, что, если ∂D липшицева, то
B(x, ∂) = b1(x)∂c + ∂t +B0,
где t(x) – касательное векторное поле на ∂D с компонентами класса L∞(∂D).
По предположению, как b1 так и t исчезают на S. Что же касается поведения
b1 на ∂D \ S, то мы потребуем, чтобы b1(x) 6= 0 выполнялось для почти всех
x ∈ ∂D \ S и 1/b1 было интегрируема вне Y на ∂D \ S.
С этого момента нам нет необходимости предполагать непрерывность ко-
эффициентов ai,j(x), но мы сохраним выбор оператора B. Отметим, что если
коэффициенты ai,j(x) не являются действительнозначными, то в этом случае
на гладкой части ∂D\S могут быть нарушены условия Шапиро-Лопатинского.
Поскольку мы планируем изучать спектральные свойства задачи (10.2), то
мы, в основном, сконцентрируемся на случае, когда u0 = 0. Тогда, так как на S
граничный оператор сводится к B = B0, удовлетворяющему (10.1), то функции
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из H0,γ(D), удовлетворяющие Bu = 0 на ∂D, должны в некотором с смысле
исчезать на S.
Так как мы будем применять стандартные аргументы теории возмущения,
то разложим коэффициент a0 на два слагаемых
a0 = a0,0 +∆a0,
где a0,0 – неотрицательная функция, удовлетворяющая ρ2a0,0 ∈ L∞(D). Чтобы
разложить оператор B0, обозначим через χS характеристическую функцию
множества S на ∂D. Положим
B0 = B0,0 +∆B0,
где
B0,0u = χSu+ b1ργΨ∗Ψ(ρ−γu)
с некоторым ограниченным линейным оператором Ψ : Hr(∂D) → L2(∂D) и
−1/2 ≤ r ≤ 1/2, как в §7. Так как b1 ≡ 0 на S, то условие (10.1) выполнено
для B0,0. Отметим, что пара {1, ∂c} образует так называемую систему Дирихле
первого порядка на ∂D, а значит, пара {χS , ∂c} есть система Дирихле первого
порядка на S. Далее, {Ψ∗Ψ , ∂c} наследует свойство сюръективности системы
Дирихле на ∂D \ S, по крайней мере, если оператор Ψ∗Ψ имеет обратный в
L2(∂D) (ср. теорему 7.4 и пример 7.9).
В соответствии с результатами §7, предположим, что (7.5) выполнено с δ = 1
при Y 6= ∅. Если
∆A =
n∑
j=1
aj∂j + a0,
∆B = ∂t +∆B0,
то, интегрируя по частям с использованием (7.19), мы получаем, что
(Au, v)H0,γ(D)
=
n∑
i,j=1
(ai,j∂ju, ∂iv)H0,γ(D) − 2γ
∫
D
ρ−(2γ+1)
n∑
i,j=1
ai,j∂ju(∂iρ)v dx
+ (∆Au, v)H0,γ(D) + (Ψ(ρ−γu),Ψ(ρ−γv))L2(∂D) + (b−11 ∆Bu, v)H0,γ(∂D\S)
для всех u ∈ H2,γ(D, S) и v ∈ H1,γ(D, S), удовлетворяющих граничным усло-
виям (10.2).
Из обобщенного неравенства Коши (7.31) (и леммы 7.1 при непустом Y )
следует, что∣∣∣ ∫
D
ρ−(2γ+1)
n∑
i,j=1
ai,j∂ju(∂iρ)v dx
∣∣∣2 ≤ c n∑
i,j=1
(ai,j(x)∂ju, ∂iu
)
H0,γ(D)
‖v‖2H0,γ+1(D)
= c ‖u‖2+,γ ‖v‖2H0,γ+1(D)
≤ c c(1) ‖u‖2+,γ‖v‖2+,γ
(10.3)
для всех u, v ∈ H1,γ(D, S), где положительная постоянная c не зависит от u и
v.
Предположим, что∣∣∣(∆Au, v)H0,γ(D) + (b−11 ∆Bu, v)H0,γ(∂D\S)∣∣∣ ≤ c ‖u‖+,γ‖v‖+,γ (10.4)
ЗАДАЧИ ШТУРМА-ЛИУВИЛЛЯ 11
для всех u, v ∈ H1,γ(D, S), с постоянной c, независящей от u и v. Тогда, для
каждого фиксированного u ∈ H+,γ(D), эрмитова
Q(u, v)
:=
n∑
i,j=1
(ai,j∂ju, ∂iv)H0,γ(D) − 2γ
∫
D
ρ−(2γ+1)
n∑
i,j=1
ai,j∂ju(∂iρ)v dx
+ (∆Au, v)H0,γ(D) + (Ψ(ρ−γu),Ψ(ρ−γv))L2(∂D) + (b−11 ∆Bu, v)H0,γ(∂D\S)
определяет непрерывный линейный функционал f на пространстве H+,γ(D)
равенством f(v) := Q(u, v) для v ∈ H+,γ(D).
В следующей лемме под c мы понимаем постоянную, независящую от u и v,
возможно, различную в разных утверждениях леммы.
Лемма 10.1. Предположим, что Y = ∅ или (7.5) справедливо при δ = 1.
1) если ρ2a0 ∈ L∞(D), то |(a0u, v)H0,γ(D)| ≤ c ‖u‖+,γ‖v‖+,γ для всех функций
u, v ∈ H1,γ(D).
2) Если ρaj ∈ L∞(D), то |(aj∂ju, v)H0,γ(D)| ≤ c ‖∂ju‖H0,γ(D)‖v‖+,γ для всех
u, v ∈ H1,γ(D).
3) Если r = 0 и операторы Ψ и ∆B0 суть умножения на функции ψ и ∆b0,
соответственно, удовлетворяющие
|b−11 ∆b0| ≤ c |ψ|2 (10.5)
на ∂D\S, то |(b−11 ∆B0u, v)H0,γ(∂D\S)| ≤ c ‖u‖+,γ‖v‖+,γ для всех u, v ∈ H1,γ(D).
4) Если выполнено (7.8) и оператор ρ−γb−11 ∆B0ρ
γ непрерывно отображает
Hr(∂D, S) в H−r(∂D), то |(b−11 ∆B0u, v)H0,γ(∂D\S)| ≤ c ‖u‖+,γ‖v‖+,γ для всех
u, v ∈ H1,γ(D).
Доказательство. При ρ ≡ 1 лемма немедленно следует из неравенства Ко-
ши. Если Y 6= ∅, то неравенство Коши нужно скомбинировать с леммой 7.1.
Например,
|(b−11 ∆B0u, v)H0,γ(∂D\S)| = |(ρ−γb−11 ∆B0ργρ−γu, ρ−γv)L2(∂D\S)|
≤ ‖ρ−γb−11 ∆B0ργ(ρ−γu)‖H−r(∂D)‖ρ−γv‖Hr(∂D)
≤ c ‖Ψ(ρ−γu)‖L2(∂D) ‖Ψ(ρ−γv)‖L2(∂D)
≤ c ‖u‖+,γ ‖v‖+,γ
для всех u, v ∈ H1,γ(D, S), что и требовалось. 
Лемма 10.1 и оценка (10.3) означают, что при выполнении условия (7.5) для
δ = 1, оценка (10.4) зависит от слагаемых
n∑
j=1
(aj∂ju, v)H0,γ(D) and (b−11 ∂tu, v)H0,γ(∂D\S)
в форме Q(u, v). В общем случае существенных результатов на этом пути не
достичь. Однако можно сказать больше при разумных условиях, которые мы
обсудим в §13 и §14) ниже.
Итак, если выполнена оценка (10.4), то, по лемме 2.3, для каждого u ∈
H+,γ(D) существует единственный элемент в H−,γ(D), который мы обозначим
через Lu, такой, что
f(v) = (v, Lu)γ
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для всех v ∈ H+,γ(D). Таким образом мы определили линейный оператор L :
H+,γ(D)→ H−,γ(D). Из (10.3), (10.4) следует, что L ограничен.
Ограниченный линейный оператор L0 : H+,γ(D)→ H−,γ(D), определенный
таким образом для эрмитовой формы (·, ·)+,γ , т.е.
(v, u)+,γ = (v, L0u)γ (10.6)
для всех u ∈ H+,γ(D) и v ∈ H+,γ(D), соответствует случаю A = A0, B = B0,
где
A0(x, ∂) = −
n∑
i,j=1
∂i(ai,j∂j ·) + 2γ ρ−1
n∑
i,j=1
ai,j(∂iρ)∂j + a0,0,
B0(x, ∂) = b1 ∂c + χS + b1 ργΨ∗Ψρ−γ .
Таким образом, мы приходим к обобщенной формулировке задачи (10.2).
Для заданного f ∈ H−,γ(D), найти u ∈ H+,γ(D) такую, что
Q(u, v) = (v, f)γ (10.7)
для всех v ∈ H+,γ(D).
Теперь можно изучать задачу (10.7) с помощью стандартных методов функ-
ционального анализа, см., например, [LM72, гл. 2, § 9], [LU73, гл. 3, §§ 4-6]) для
коэрцитивного случая.
Лемма 10.2. Пусть A = A0, B = B0. Тогда для каждого f ∈ H−,γ(D) су-
ществует единственное решение u ∈ H+,γ(D) задачи (10.7), т.е. оператор
L0 : H+,γ(D)→ H−,γ(D) непрерывно обратим. Более того, нормы L0 и обрат-
ного L−10 равны 1.
Доказательство. В условиях леммы, (10.7) – обобщенная формулировка за-
дачи (10.2) с A и B, замененными на A0 и B0, соответственно. Соответству-
ющий ограниченный оператор в гильбертовых пространствах L0 : H+,γ(D) →
H−,γ(D) определен с помощью (10.6). Его норма равна 1, так как, по лемме
2.3, мы получаем
‖L0u‖−,γ = sup
v∈H+,γ(D)
v 6=0
|(v, L0u)γ |
‖v‖+,γ = supv∈H+,γ(D)
v 6=0
|(v, u)+,γ |
‖v‖+,γ = ‖u‖+,γ (10.8)
для любого u ∈ H+,γ(D).
Существование и единственность задачи (10.7) немедленно следует из тео-
ремы Рисса об общем виде непрерывного линейного функционала на простран-
ствах Гильберта. Из (10.8) следует, что L0 есть на самом деле изометрия между
H−,γ(D) и H+,γ(D), что и требовалось. 
Рассмотрим следующую форму на H−,γ(D),
(u, v)−,γ := (L−10 u, v)γ ,
для u, v ∈ H−,γ(D). Так как
(L−10 u, v)γ = (L
−1
0 u, L0L
−1
0 v)γ = (L
−1
0 u, L
−1
0 v)+,γ (10.9)
для всех u, v ∈ H−,γ(D), где последнее неравенство следует из (10.6), то эта
форма эрмитова. С учетом (10.8) и (10.9), получаем√
(u, u)−,γ = ‖u‖−,γ
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для всех u ∈ H−,γ(D). Всюду далее мы считаем, что пространство H−,γ(D)
снабжено скалярным произведением (·, ·)−,γ .
Лемма 10.3. Пусть оценка (10.4) выполнена с постоянной c < 1. Тогда,
для каждого, f ∈ H−,γ(D), существует единственное решение u ∈ H+,γ(D)
задачи (10.7), т.е. оператор L : H+,γ(D)→ H−,γ(D) непрерывно обратим.
Доказательство. Если (10.4) выполнена с постоянной c < 1, то оператор L :
H+,γ(D)(D) → H−,γ(D), соответствующий задаче, отличается от L0 на огра-
ниченный оператор ∆L : H+,γ(D) → H−,γ(D) с нормой меньшей, чем c < 1.
Так как L0 обратим, и норма обратного оператора L−10 равна 1, то, как хорошо
известно, L также непрерывно обратим. 
Лемма 10.4. Предположим, что Y = ∅ или оценка (7.5) выполнена при δ = 1.
Пусть отображение ι : H+,γ(D)→ H0,γ(D) будет компактным. Если, кроме
того,
ρa0 ∈ L∞(D),
aj = 2γ ρ−1
n∑
i=1
ai,j∂iρ
для 1 ≤ j ≤ n и t = 0, ∆B0 = 0, то оператор ∆L = L−L0 : H+,γ(D)→ H−,γ(D)
компактен.
Доказательство. В самом деле, в этом случае оператор умножения на a0
непрерывно отображает пространство H+,γ(D) в H0,γ(D), так как
‖a0u‖2H0,γ(D) =
∫
D
ρ−2(γ+1)|ρa0|2|u|2 dx
≤ c ‖u‖2H0,γ+1(D)
≤ c ‖u‖2+,γ ,
где последнее неравенство следует из леммы 7.1, если Y 6= ∅. По лемме 2.2, если
отображение ι : H+,γ(D) → H0,γ(D) компактно, то и вложение ι′ : H0,γ(D) →
H−,γ(D) также компактно. Поскольку ∆L = ι′a0, то это и завершает доказа-
тельство. 
Как мы уже отметили, мы сможем сказать больше о компактных возмуще-
ниях оператора L0 при дополнительных ограничениях в §13 и §14.
Поскольку C∞comp(D) ↪→ H+,γ(D) ↪→ H0,γ(D), то элементы H−,γ(D) суть рас-
пределения в D, а любое решение задачи (10.2) удовлетворяет Au = f в D в
смысле распределений. Хотя граничные условия интерпретируются в некото-
ром слабом смысле, они согласованы с теми, которые соответствуют обычному
сужению на ∂D, если решения являются гладкими вплоть до границы, т.е. при-
надлежат C1(D). Предположим, например, что коэффициенты ai,j являются
гладкими в D, а f ∈ L2loc(D). Так как A эллиптичен, то мы заключаем, что
u ∈ H2loc(D), равенство Au = f на самом деле выполнено почти всюду в D.
Если, дополнительно, u ∈ H2,γ(D) то
((∂c + b−11 (∂t +B0))u, v)H0,γ(∂D\S) = 0
для всех v ∈ H+,γ(D). Поскольку любая гладкая функция v в D с носителем, не
пересекающимся с S, принадлежит H+,γ(D), то (b1∂c+∂t+B0)u = 0 на ∂D\S.
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Следовательно, в этом случае Bu = 0 на ∂D, так как u = 0 и b1 = 0 на S. Если
Au = f недостаточно регулярна в замыкании области D, то f поведение может
быть достаточно непредсказуемым вблизи границы, что может означать, что
Bu = u0, в очень специфическом смысле на ∂D, с u0 = u0(f), отличным от
нуля.
11. Полнота корневых функций при слабых возмущениях
Перейдем к изучению полноты корневых функций, ассоциированных с за-
дачей (10.7). Мы начнем с самосопряженного оператора L0. С этой целью,
обозначим через ι′ непрерывное вложение H0,γ(D) в H−,γ(D), как это описано
в лемме 2.2.
Лемма 11.1. Предположим, что выполнена оценка (7.4), а вложение (7.6)
непрерывно. Тогда обратный L−10 для оператора, заданного формулой (10.6)
индуцирует положительные самосопряженные операторы
Q1 = ι′ι L−10 : H
−,γ(D) → H−,γ(D),
Q2 = ι L−10 ι
′ : H0,γ(D) → H0,γ(D),
Q3 = L−10 ι
′ι : H+,γ(D) → H+,γ(D),
имеющие одинаковые системы собственных значений и собственных векто-
ров. Если вложение ι компактно, то и операторы компактны, и существуют
базисы в H+,γ(D), H0,γ(D) и H−,γ(D), состоящие из их собственных векто-
ров.
Доказательство. Очевидно, если ι компактен, то, поскольку ι′, L−10 ограниче-
ны, то операторы Q1, Q2, Q3 также компактны.
Напомним, что мы снабдили пространство H−,γ(D) скалярным произведе-
нием (·, ·)−,γ . Тогда, согласно (10.9),
(Q1u, v)−,γ = (v, ι′ι L−10 u)−,γ
= (L−10 v, ι′ι L
−1
0 u)γ
= (ιL−10 u, ιL
−1
0 v)H0,γ(D),
(11.1)
и
(u,Q1v)−,γ = (Q1v, u)−,γ
= (ιL−10 u, ιL
−1
0 v)H0,γ(D)
для всех u, v ∈ H−,γ(D), т.е. оператор Q1 самосопряжен и неотрицателен.
Используя (10.6), получаем
(Q2u, v)H0,γ(D) = (ι(L−10 (ι
′u)), v)H0,γ(D)
= (L−10 (ι
′u), ι′v)γ
= (L−10 (ι
′u), L−10 (ι
′v))+,γ
и
(u,Q2v)H0,γ(D) = (Q2v, u)H0,γ(D)
= (L−10 (ι
′u), L−10 (ι
′v))+,γ
для всех u, v ∈ H0,γ(D), т.е. оператор Q2 самосопряжен и неотрицателен.
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Применяя (10.6) еще раз, получаем
(Q3u, v)+,γ = (L−10 (ι
′ι u), v)+,γ
= (ι′ι u, v)γ
= (ιu, ιv)H0,γ(D)
(11.2)
и
(u,Q3v)+,γ = (Q3v, u)+,γ
= (ιu, ιv)H0,γ(D)
для всех u, v ∈ H+,γ(D), а значит, Q3 неотрицательный самосопряженный опе-
ратор.
Наконец, так как оператор L−10 иъективен, то таковы и операторы Q1, Q2
и Q3. Поэтому все эти операторы положительны. Более того, их собственные
векторы {uν} принадлежат пространству H+,γ(D), так как L−10 uν лежит в
H+,γ(D). Из инъективности ι и ι′ немедленно следует, что системы собственных
значений и собственных векторов для Q1, Q2 и Q3 совпадают. Последняя часть
теоремы вытекает из теоремы 9.1. 
Нашей следующей целью будет применение теоремы 9.4 для изучения пол-
ноты корневых функций для слабых возмущений операторов Qj . Леммы 7.2,
7.3, 7.11, 7.12, теорема 7.4 и следствие 7.13 дают достаточные условия для
компактности вложения (7.6). Однако, нам необходимо описать типичные си-
туации, когда операторы Q1, Q2, Q3 имеют конечный порядок. С этой целью,
представим широкий класс компактных операторов конечного порядка в про-
странствах интегрируемых функций. Следующий результат восходит еще к
[Agm62].
Теорема 11.2. Пусть s ∈ R и A : Hs(D) → Hs(D) – компактный опера-
тор. Если найдется ∆s > 0 такое, что A непрерывно отображает Hs(D) в
Hs+∆s(D), то он принадлежит классу Шаттена Sn/∆s+ε для любого ε > 0.
Доказательство. В случае s ∈ Z≥0 см. [Agm62]. Для s ∈ R и пространств
Соболева на компактном замкнутом многообразии D см., например, [Agr90,
предложение 5.4.1]. В общем случае мы на нашли подходящей ссылки, а потому
отсылаем к нашей работе [ST13].
Для полноты изложения отметим ключевые моменты доказательства. Пусть
Q будет куб
Q = {x ∈ Rn : |xj | < pi, j = 1, . . . , n}
в Rn. Для заданной функции u ∈ L2(Q), рассмотрим разложение Фурье
u(x) ∼
∑
k∈Zn
ck(u) eı(
∑n
j=1 kjxj)
и введем норму
‖u‖2H(s) = |a0(u)|2 +
∑
k∈Zn\{0}
|k|2s |ck(u)|2,
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где s – неотрицательное вещественное число. Подпространство функций, для
которых эта норма конечна, обозначим через H(s). Очевидно, H(s) есть про-
странство Гильберта, которое, для неотрицательных целых s, может тракто-
ваться как замкнутое подпространство пространства Соблева Hs(Q). Мы ви-
дим, что Hscomp(Q) ↪→ H(s). Для s < 0, обозначим через H(s) двойственное про-
странство для H(−s) относительно спаривания 〈·, ·〉(0), индуцированного ска-
лярным произведением (·, ·)H (см. лемму 2.3). Как легко проверить, норма
H(s) все еще задается той же формулой.
Без ограничения общности, предположим, что замыкание области D лежит
в кубе Q. Для s ≥ 0, обозначим через rs,D оператор сужения из Hs(Q) в Hs(D).
Из вышеизложенного следует, что rs,D непрерывно отображает элементы H(s),
в Hs(D). Так граница области D липшицева, то для каждого s ∈ Z≥0 суще-
ствует оператор продолжения es,D : Hs(D)→ Hscomp(Q) (см, например, [Bur98,
гл. 6]). Мы трактуем es,D как ограниченные линейные операторы из Hs(D) в
H(s), если только s ∈ Z≥0.
Для неотрицательных целых s, интерполяционная процедура, примененная
к паре (Hs(D), Hs+1(D)), дает семейство функциональных пространств в D
дробной гладкости (1− θ)s+ θ(s+ 1) = s+ θ с 0 < θ < 1. Пространства Банаха,
полученные на этом пути, совпадают с Hs+θ(D) с точностью до эквивалентных
норм. Поэтому мы можем применить интерполяционные аргументы, чтобы до-
казать существование ограниченного линейного оператора es,D : Hs(D)→ H(s)
для всех вещественных s ≥ 0. По построению,
rs,D es,Du = u (11.3)
для каждого u ∈ Hs(D) при s ≥ 0.
Для s < 0 рассмотрим отображения
rs,D : H(s) → Hs(D),
es,D : Hs(D) → H(s),
использующие двойственность между пространствами H(s) и H(−s). Именно,
для s < 0 положим
〈rs,Du, v〉(0) := 〈u, e−s,Dv〉(0),
〈es,Du, v〉(0) := 〈u, r−s,Dv〉(0) (11.4)
для всех u ∈ H(s), v ∈ H−s(D) и для всех u ∈ Hs(D), v ∈ H(−s), соответственно.
Поскольку
|〈u, e−s,Dv〉(0)| ≤ ‖u‖H(s) ‖e−s,D‖ ‖v‖H−s(D)
для всех u ∈ H(s) и v ∈ H−s(D), как следствие двойственности между про-
странствами H(s) и H(−s), то первое тождество в(11.4) определяет на самом
деле ограниченный линейный оператор rs,D : H(s) → Hs(D).
Аналогично, по двойственности между Hs(D) и H−s(D) (см. лемму 2.3),
второе тождество в (11.4) определяет ограниченный линейный оператор es,D :
Hs(D)→ H(s).
Применяя равенство (11.3), получаем 〈rs,D es,Du, v〉(0) = 〈u, v〉(0) для всех
u ∈ Hs(D) и v ∈ H−s(D) с вещественными s < 0. Другими словами, операторы
rs,D и rs,D удовлетворяют (11.3) для всех s ∈ R, т.е.,
rs,D es,D = IHs(D). (11.5)
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Для t > s обозначим через
ιt,s,D : Ht(D) → Hs(D),
ιt,s : H(t) → H(s)
естественные вложения. Если t < 0, то под этим понимается следующее:
〈ιt,s,Du, v〉(0) = 〈u, ι−s,−t,Dv〉(0),
〈ιt,su, v〉(0) = 〈u, ι−s,−t,Dv〉(0) (11.6)
для всех u ∈ Ht(D), v ∈ H−s(D) и u ∈ H(t), v ∈ H(−s), соответственно. Ясно,
что
rs,D ιt,s = ιt,s,D rt,D,
ιt,s et,D = es,D ιt,s,D,
rs,D ιt,s et,D = ιt,s,D
(11.7)
при t ≥ 0. Если t < 0, то комбинируя (11.4), (11.6) и (11.7), получаем
〈rs,D ιt,su, v〉(0) = 〈u, ι−s,−t e−s,Dv〉(0)
= 〈u, e−t,D ι−s,−t,Dv〉(0)
= 〈ιt,s,D rt,Du, v〉(0)
для всех u ∈ H(t) и v ∈ H−s(D), и
〈ιt,s et,Du, v〉(0) = 〈u, r−t,D ι−s,−tv〉(0)
= 〈u, ι−s,−t r−s,Dv〉(0)
= 〈es,D ιt,s,Du, v〉(0)
для всех u ∈ Ht(D) и v ∈ H(−s), откуда rs,D ιt,s et,D = ιt,s,D. Следовательно,
равенства (11.7) справедливы не только для вещественных t ≥ 0, но и для всех
t ∈ R.
Лемма 11.3. Пусть s ∈ R и K : H(s) → H(s) – компактный оператор. Если
существует ∆s > 0 такое, что K непрерывно отображает H(s) в H(s+∆s),
то K принадлежит классу Шаттена Sn/∆s+ε для любого ε > 0.
Доказательство. Положим
Λru (x) =
∑
k∈Zn
(1 + |k|2)r/2 ck(u) eı(
∑n
j=1 kjxj).
Очевидно, Λr непрерывно отображает H(s) в H(s−r) для всех s ∈ R. Для каж-
дого фиксированного s, оператор Λ−r ιs+r,s является самосопряженным и ком-
пактным в H(s+r). Его собственные числа суть (1 + |k|2)−r/2, соответствующие
собственные векторы суть eı(
∑n
j=1 kjxj). Ряд∑
k∈Zn
(1 + |k|2)−pr/2
(с учетом кратности собственных значений) сходится для всех p > n/r, а зна-
чит, Λ−r ιs+r,s лежит в классе Шаттена Sn/r+ε любого ε > 0.
Очевидно, Λ−rΛr = I для всех r > 0. По предположению, операторK факто-
ризуется с помощью вложения ιs+∆s,s : H(s+∆s) → H(s), т.е., существует такой
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ограниченный линейный оператор K0 : H(s) → H(s+∆s) что K = ιs+∆s,sK0.
Тогда
K = Λ−∆s Λ∆sK
= Λ−∆s Λ∆s ιs+∆s,sK0
= Λ−∆s ιs+∆s,s Λ∆sK0.
Поскольку оператор Λ∆sK0 : H(s) → H(s) ограничен, то из леммы 9.2 следует,
что K принадлежит классу Шаттена Sn/∆s+ε для любого ε > 0. 
Теперь мы можем закончить доказательство теоремы 11.2. Предположим,
что A0 : Hs(D)→ Hs+∆s(D) есть такой ограниченный линейный оператор, что
A = ιs+∆s,sA0. Положим
K0 = es+∆s,D A0 rs,D,
тогда K0 непрерывно отображает H(s) в H(s+∆s). По лемме 11.3, композиция
K = ιs+∆s,sK0 принадлежит классуШаттенаSn/∆s+ε для любого ε > 0. Кроме
того,
rs+∆s,DK0 = A0 rs,D (11.8)
в силу (11.5).
Пусть λ – ненулевое собственное значение оператора A и u ∈ Hs(D) – кор-
невая функция, соответствующая λ, т.е. (A− λI)mu = 0 для некоторого нату-
рального номера m. Тогда, используя (11.7) и (11.8), мы заключаем, что
(K − λI)m es,Du = es,D (A− λI)mu
= 0,
то есть, каждое ненулевое собственное значение оператора A есть на самом
деле и собственное значение для K той же самой кратности. Следовательно,
A также принадлежит классу Шаттена Sn/∆s+ε для любого ε > 0. 
Следствие 11.4. Предположим, что ρ′ ∈ L∞(D) и выполнена коэрцитивная
оценка (7.7). Тогда любой компактный оператор R : H−,γ(D) → H−,γ(D),
который непрерывно отображает H−,γ(D) в H+,γ(D) принадлежит классу
Шаттена Sn/2+ε для любого ε > 0. В частности, его порядок конечен.
Доказательство. Сначала заметим, что C∞comp(D) плотно в L2(D), а норма
‖ · ‖L2(D) мажорирует норму ‖ · ‖H−1(D). Поэтому C∞comp(D) также плотно в
H−s(D), т.е. каждый класс эквивалентности из H−s(D) содержит последова-
тельность Коши, состоящую из гладких функций с компактным носителем в
D.
Так как выполнена коэрцитивная оценка (7.7), то пространство H+,γ(D)
непрерывно вложено в H1,γ(D). С другой стороны, как следует из леммы 3.8,
вложение ι(1,0),1,D : H1,1(D) = H1,0(D) → H1(D) непрерывно. Теперь, исполь-
зуя теорему 3.6, определим непрерывное отображение S+ : H+,γ(D) → H1(D)
с помощью равенства
S+u = ι(1,0),1,Dρ−γu
для любых u ∈ H+,γ(D). Для v ∈ C∞comp(D), положим
S−v = ργv.
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Тогда из теоремы 3.6 и леммa 3.8 и 7.11 вытекает, что
|(S−v, u)H0,γ(D)| = |(v, ρ−γu)L2(D)|
≤ ‖v‖H−1(D)‖ρ−γu‖H1(D)
≤ ‖v‖H−1(D)‖ρ−γu‖H1,0(D)
≤ c ‖v‖H−1(D)‖u‖H1,γ(D)
≤ c ‖v‖H−1(D)‖u‖+,γ
для всех u ∈ H+,γ(D), где постоянная c не зависит от u и v. Следовательно,
‖S−v‖−,γ ≤ c ‖v‖H−1(D),
т.е. S− непрерывно отображает H−1(D) в H−,γ(D).
Обозначим через R0 оператор R, проинтерпретированный как ограничен-
ное отображение из H−,γ(D) в H+,γ(D). Тогда композиция S+R0S− непрерыв-
но отображает H−1(D) в H1(D). Обозначим через i : H1(D) ↪→ L2(D) есте-
ственное вложение, через i′ : L2(D) ↪→ H−1(D) – соответствующее отображе-
ние, индуцированное двойственностью. Из теоремы 11.2 следует, что оператор
i′iS+R0S− : H−1(D) → H−1(D) лежит в классе Шаттена Sn/2+ε для любого
ε > 0. По построению,
S−i′ iS+ = ι′ι
откуда R = ι′ι R0 = S−i′iS+R0.
Пусть теперь λ – ненулевое собственное значение оператора R, а u – корневая
функция оператора R, соответствующая λ, т.е. (R−λI)mu = 0 для некоторого
натурального номера m. Тогда из биномиальной формулы следует, что u при-
надлежит образу оператора S−, т.е. u = S−u0 для некоторого u0 ∈ H−1(D).
Значит,
(R− λI)mu = (R− λI)mS−u0
= S− (i′iS+R0S− − λI)mu0
= 0.
Так как оператор S− очевидно инъективен, каждое собственное значение
оператора R есть на самом деле собственное значение оператора i′iS+R0S− с
той же самой кратностью. Следовательно, R также лежит в Sn/2+ε для любого
ε > 0. 
Следствие 11.5. Если для некоторого 0 < s < 1 справедливо непрерывное
вложение
ιs : H+,γ(D) ↪→ Hs,γ(D, S), (11.9)
то любой компактный оператор R : H−,γ(D) → H−,γ(D), непрерывно отоб-
ражающий H−,γ(D) в H+,γ(D), принадлежит классу Шаттена Sn/2s+ε для
любого ε > 0. В частности, его порядок конечен.
Доказательство. Доказательство очевидным образом обобщает доказатель-
ство следствия 11.4.
Сначала заметим, что C∞comp(D) плотно в L2(D), а норма ‖ · ‖L2(D) мажори-
рует норму ‖ · ‖H−s(D). Поэтому C∞comp(D) также плотно в H−s(D), т.е. каждый
класс эквивалентности H−s(D) содержит последовательность Коши, состоя-
щую из гладких D. Значит, оператор ιs индуцирует ограниченный оператор
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вложения ι′s : H−s,γ(D) → H−,γ(D). На самом деле, это оператор, транспони-
рованный к ιs.
По определению, существует непрерывное вложение ι(s,0),s,D : Hs,0(D) →
Hs(D). Используя следствие 4.3, мы можем определить непрерывное отобра-
жение S+ : Hs,γ → Hs(D) следующим образом:
S+u = ι(s,0),s,Dρ−γu
для u ∈ Hs,γ(D). Более того, положим
S−v = ργv
для v ∈ C∞comp(D). Тогда из следствия 4.3 вытекает, что
|(S−v, u)H0,γ(D)| = |(v, ρ−γu)L2(D)|
≤ ‖v‖H−s(D)‖ρ−γu‖Hs(D)
≤ c ‖v‖H−s(D)‖ρ−γu‖Hs,0(D)
= c ‖v‖H−s(D)‖u‖Hs,γ(D)
для всех u ∈ Hs,γ(D). Следовательно, мы получаем
‖S−v‖H−s,γ(D) ≤ c ‖v‖H−s(D),
т.е. S− продолжается до непрерывного отображения из H−s(D) в H−s,γ(D).
Пусть R0 обозначает оператор R, проинтерпретированный как ограниченное
отображение из H−,γ(D) в H+,γ(D). Тогда оператор e+s ιsR0ι′se−s непрерывно
отображает пространство H−s(D) в Hs(D).
Обозначим через i : Hs(D) ↪→ L2(D) естественное вложение, а через i′ :
L2(D) ↪→ H−s(D) – соответствующее ему отображение, индуцированное двой-
ственностью. Из теоремы 11.2 следует, что оператор i′iS+ιsR0ι′sS− : H−s(D)→
H−s(D) принадлежит классу Шаттена Sn/2s+ε для любого ε > 0. По построе-
нию,
ι′sS−i′ iS+ιs = ι′ ι,
а значит, R = ι′ι R0 = ι′sS−i′ iS+ιsR0.
Пусть λ будет ненулевым значением оператора R, u – корневой функцией R,
соответствующей λ, т.е. (R−λI)mu = 0 для некоторого натурального m. Тогда
из биномиальной формулы следует, что u принадлежит образу оператора ι′sS−,
т.е. u = ι′sS−u0 для некоторого u0 ∈ H−s(D). Следовательно,
(R− λI)mu = (R− λI)mι′sS−u0
= ι′sS− (i′ iS+ιsR0ι′sS− − λI)mu0
= 0.
Так как оператор ι′S− инъективен, каждое собственное значение оператора
R есть на самом деле собственное значение для i′ iS+ιsR0ι′sS−, причем той
же самой кратности. Поэтому R лежит в Sn/2s+ε для любого ε > 0, что и
требовалось. 
Следствие 11.6. Если для некоторого 0 < s < 1 справедливо непрерывное
вложение
ι˜s : H+,γ(D) ↪→ H˜s,γ(D, S), (11.10)
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то любой компактный оператор R : H−,γ(D) → H−,γ(D), непрерывно отоб-
ражающий H−,γ(D) в H+,γ(D), принадлежит классу Шаттена Sn/2s+ε для
любого ε > 0. В частности, его порядок конечен.
Следствие 11.7. Предположим, что ρ′ ∈ L∞(D) и выполнена коэрцитивная
оценка (7.7). Тогда операторы Q1, Q2 и Q3 принадлежат классу Шаттена
Sn/2+ε для любого ε > 0 (а значит, они имеют конечный порядок).
Доказательство. Поскольку операторы Q1 = ι′ι L−10 и L
−1
0 непрерывно отоб-
ражаютH−,γ(D) вH+,γ(D), операторQ1 принадлежит классуШаттенаSn/2+ε
для любого ε > 0, согласно следствию 11.4. С другой стороны, лемма 11.1 пока-
зывает, что операторы Q1, Q2 и Q3 имеют одинаковые собственные значения.
Следовательно, все эти операторы принадлежит классу Шаттена Sn/2+ε для
любого ε > 0, что и требовалось. 
Следствие 11.8. Пусть справедливо непрерывное вложение (11.9) с некото-
рым s > 0. Тогда операторы Q1, Q2 и Q3 принадлежит классу Шаттена
Sn/2s+ε для любого ε > 0 (а значит, они имеют конечный порядок).
Доказательство. Поскольку операторы Q1 = ι′ι L−10 и L
−1
0 непрерывно отоб-
ражают H−,γ(D) в H+,γ(D), то оператор Q1 принадлежит классу Шаттена
Sn/2s+ε для любого ε > 0, согласно следствию 11.5. С другой стороны, лемма
11.1 показывает, что операторы Q1, Q2 и Q3 имеют одинаковые собственные
значения. Следовательно, все эти операторы принадлежит классу Шаттена
Sn/2s+ε для любого ε > 0, что и требовалось. 
Следствие 11.9. Пусть справедливо непрерывное вложение (11.10) с неко-
торым s > 0. Тогда операторы Q1, Q2 и Q3 принадлежит классу Шаттена
Sn/2s+ε для любого ε > 0 (а значит, они имеют конечный порядок).
Леммы 7.2, 7.3, 7.11, 7.12, теорема 7.4 и следствие 7.13 описывают достаточ-
ные условия для справедливости непрерывного вложения (11.9) при 0 < s ≤ 1.
Теорема 11.10. Если порядок оператора Q1 : H−,γ(D) → H−,γ(D) конечен,
то для любого обратимого оператора вида L0 + ∆L : H+,γ(D) → H−,γ(D) с
компактным оператором ∆L : H+,γ(D) → H−,γ(D), система корневых век-
торов компактного оператора
P1 = ι′ι (L0 +∆L)−1 : H−,γ(D)→ H−,γ(D)
полна в пространствах H−,γ(D), H0,γ(D) и H+,γ(D).
Доказательство. По предположению, существует ограниченный обратный
(L0 +∆L)−1 : H−,γ(D)→ H+,γ(D).
Так как
I − L0(L0 +∆L)−1 = ∆L (L0 +∆L)−1,
то мы заключаем, что
L−10 − (L0 +∆L)−1 = L−10
(
∆L (L0 +∆L)−1
)
,
Q1 − P1 = Q1
(
∆L (L0 +∆L)−1
)
.
(11.11)
Из компактности ∆L и ограниченности (L0 +∆L)−1 следует, что оператор
∆L (L0 +∆L)−1 : H−,γ(D)→ H−,γ(D)
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компактен.
Значит, P1 – инъективное слабое возмущение самосопряженного оператора
Q1. Если еще и порядок оператора Q1 конечен, то из теоремы 9.4 следует, что
счетная система {uν} корневых векторов оператора P1 полна в гильбертовом
пространстве H−,γ(D).
Рассмотрим корневую функцию uν оператора P1, соответствующую соб-
ственному значению λν . Отметим, что λν 6= 0, так как оператор (L0 + ∆L)−1
иъективен. По определению, существует натуральное число m такое, что (P1−
λνI)muν = 0. Использование биномиальной формулы дает
m∑
j=0
(
m
j
)
λm−jν P
j
1uν = 0.
В частности, так как λν 6= 0, то
uν =
m∑
j=1
(
m
j
)
λ−jν (ι
′ι (L0 +∆L)−1)juν .
Следовательно, uν ∈ H+,γ(D), поскольку образ оператора (L0 +∆L)−1 лежит
в пространстве H+,γ(D).
Мы доказали, что {uν} ⊂ H+,γ(D). Следующим шагом является доказа-
тельство того, что линейная оболочка L({uν}) системы {uν} плотна в H+,γ(D)
(ср. предложение 6.1 из [Agr11a] и [Agr11c, с. 12]). С этой целью, возьмем
u ∈ H+,γ(D). Так как L0 + ∆L непрерывно отображает H+,γ(D) в H−,γ(D),
то (L0 + ∆L)u ∈ H−,γ(D). Поэтому существует последовательность {fk} ⊂
L({uν}), сходящаяся к (L0 + ∆L)u в H−,γ(D). С другой стороны, обратный
(L0 +∆L)−1 непрерывно отображает H−,γ(D) в H+,γ(D), а значит, последова-
тельность
(L0 +∆L)−1fk = (L0 +∆L)−1ι′ι fk
сходится к u в H+,γ(D).
Если теперь uν0 ∈ L({uν}) соответствует собственному значению λ0 кратно-
сти m0, то вектор vν0 = P1uν0 удовлетворяет
(P1 − λ0I)m0vν0 = (P1 − λ0I)m0+1uν0 + λ0(P1 − λ0I)m0uν0 = 0.
Итак, оператор P1 отображает L({uν}) в L({uν}). Следовательно, последова-
тельность {ι′ι (L0 +∆L)−1fk} все еще принадлежит L({uν}) и мы можем рас-
сматривать {(L0 + ∆L)−1fk} как последовательность линейных комбинаций
корневых функций P1, сходящаяся к u. Эти аргументы показывают, что под-
система (L0 +∆L)−1 L({uν}) ⊂ L({uν}) плотна в H+,γ(D).
Наконец, так как C∞comp(D) ⊂ H+,γ(D) и C∞comp(D) плотна в весовых про-
странствах Лебега H0,γ(D), то пространство H+,γ(D) также плотно в H0,γ(D).
Это доказывает полноту систему корневых функций в H0,γ(D). 
Аналогичные утверждения верны также и для слабых возмущений опера-
торов Q2 и Q3.
Оператор L0 + ∆L : H+,γ(D) → H−,γ(D) с компактным оператором ∆L,
вообще говоря, не является инъектвным, потому теорема 11.10 не применима.
Однако, так как L0 непрерывно обратим, то мы заключаем, что L = L0 +∆L
– оператор Фредгольма. В частности, существует такая постоянная c, что
‖u‖+,γ ≤ c (‖Lu‖−,γ + ‖u‖−,γ) (11.12)
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для всех u ∈ H+,γ(D).
Распространим теорему 11.10 на фредгольмовские операторы. С этой целью,
обозначим через T неограниченный линейный оператор H−,γ(D) → H−,γ(D)
с областью DT = H+,γ(D), который отображает элемент u ∈ DT в Lu. Яс-
но, что оператор T замкнут в виду неравенства (11.12). Он плотно определен,
поскольку H1,γ(D, S) ⊂ H+,γ(D) плотно в H−,γ(D). Хорошо известно, что ну-
левое пространство оператора T конечномерно в H+,γ(D), а его образ замкнут
в H−,γ(D).
Говоря о собственных и корневых функциях u оператора T , мы всегда пред-
полагаем, что u ∈ DT и (T − λI)ju ∈ DT для всех j = 1, . . . ,m− 1.
Пусть T0 : H−,γ(D)→ H−,γ(D) соответствует самосопряженному оператору
L0. Оператор T0 очевидно непрерывно обратим, а его обратный совпадает с
оператором ι′ι L−10 = Q1.
Лемма 11.11. Спектр оператора T0 состоит из точек µν = λ−1ν в R>0, где
λν суть собственные значения Q1.
Доказательство. Напомним, что все λν положительны согласно лемме 11.1, а
значит, µν > 0. Если λ 6= 0, то
(T0 − λI)u = (I − λ ι′ι L−10 )T0u = −λ
(
Q1 − 1
λ
I
)
T0u
для u ∈ H+,γ(D), что и требовалось. 
Если спектр оператора T отличается от всей комплексной плоскости, т.е.,
если резольвента R(λ;T ) = (T − λI)−1 существует для некоторого λ = λ0, то
из резольвентного уравнения (в силу компактности оператора R(λ0;T )) сле-
дует, что R(λ;T ) существует для всех точек λ ∈ C, кроме некоторой дискрет-
ной последовательности точек {λν}, которые суть собственные значения T (см.
[Kel71, p. 17]. В общем случае, однако, мы не можем исключать ситуации, когда
спектр T совпадает с C.
Теорема 11.12. Предположим, что ∆L : H+,γ(D)→ H−,γ(D) есть компакт-
ный оператор и порядок оператора Q1 : H−,γ(D) → H−,γ(D) конечен. Тогда
спектр замкнутого оператора T : H−,γ(D) → H−,γ(D), соответствующе-
го L = L0 + ∆L, отличен от C, а система корневых функций оператора T
полна в пространствах H−,γ(D), H0,γ(D) и H+,γ(D). Более того, для любого
ε > 0, собственные значения T (кроме их конечного числа) принадлежат углу
| arg λ| < ε.
Доказательство. Сначала отметим, что
T − λI = L− λ ι′ι (11.13)
на H+,γ(D)) для всех λ ∈ C. Докажем, что найдется такое натуральное число
N , что λ0 = −N есть резольвентная точка для T . С этой целью, используя
(11.13) и лемму 11.11, получаем
T + kI = (I +∆L(L0 + k ι′ι)−1)(T0 + kI) (11.14)
для всех k ∈ N.
Покажем, что оператор I+∆L(L0+k ι′ι)−1 инъективен для некоторых k ∈ N.
В самом деле, мы аргументируем от противного. Предположим, что для любого
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k ∈ N существует такая fk ∈ H−,γ(D), что ‖fk‖−,γ = 1 и
(I +∆L(L0 + k ι′ι)−1)fk = 0. (11.15)
Для произвольного заданного u ∈ H+,γ(D) и k ∈ N, простые вычисления при-
водят к следующему:
‖(L0 + k ι′ι)u‖2−,γ = ‖u+ k L−10 u‖2+,γ
= ‖u‖2+,γ + 2k ‖u‖2H0,γ(D) + k2 ‖L−10 u‖2+,γ
≥ ‖u‖2+,γ .
Значит, последовательность uk := (L0 + k ι′ι)−1fk ограничена в H+,γ(D). Те-
перь из принципа слабой компактности для пространств Гильберта следует,
что существует такая подпоследовательность {fkj} что, как {fkj} так и {ukj},
слабо сходятся в пространствах H−,γ(D) и H+,γ(D) к пределам f и u, соот-
ветственно. Так как ∆L компактен, то последовательность {∆Lukj} сходится
к ∆Lu в H−,γ(D), а значит, {fkj} сходится к f потому, что (11.15). Очевидно,
‖f‖−,γ = 1.
В частности, мы заключаем, что последовательность {∆L(L0 + kj ι′ι)−1fkj}
сходится к −f , откуда
f = −∆Lu. (11.16)
Далее, переходя к слабому пределу в равенстве fkj = (L0 + kj ι′ ◦ ι)ukj , мы
получаем
f = L0u− lim
kj→∞
kj ι
′ι ukj ,
поскольку непрерывный оператор L0 : H+,γ(D) → H−,γ(D) отображает слабо
сходящиеся последовательности в слабо сходящиеся. Так как оператор ι′ι ком-
пактен, то последовательность {ι′ι ukj} сходится к ι′ι u в пространствеH−,γ(D),
и ι′ι u 6= 0 как следствие (11.16) и инъективности ι′ι. Это показывает, что сла-
бый предел
lim
kj→∞
kj ι
′ι ukj = L0u− f
не существует, т.е. мы приходим к противоречию.
Мы доказали даже больше, именно, что оператор I+∆L(L0+k ι′ι)−1 инъек-
тивен для всех, кроме конечного набора, натуральных чисел k. Поскольку это
оператор Фредгольма с нулевым индексом, то он непрерывно обратим. Значит,
из (11.14) и леммы 11.11 следует, что (T − λ0I)−1 существует для некоторого
λ0 = −N с N ∈ N.
Так как λ0 есть резольвентная точка T , то
(T − λ0I)−1 = (L− λ0 ι′ι)−1
на H−,γ(D). Поскольку L : H+,γ(D) → H−,γ(D) есть оператор Фредгольма,
а вложение ι компактно, то оператор L − λ0 ι′ι : H+,γ(D) → H−,γ(D) фред-
гольмов. Поэтому (L − λ0 ι′ι)−1 непрерывно отображает H−,γ(D) в H+,γ(D).
Аналогично равенству (11.11), мы получаем
L−10 − (L− λ0 ι′ι)−1 = L−10
(
(∆L− λ0 ι′ι)(L− λ0 ι′ι)−1
)
.
Тогда из теоремы 11.10 следует, что корневые функции {uν} оператора (L −
λ0 ι
′ι)−1 полны в пространствах H+,γ(D), H0,γ(D) и H−,γ(D).
Из (11.13) следует, что системы корневых функций операторов (L−λ0 ι′ι)−1
и T − λ0 I совпадают.
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Наконец, поскольку операторы T − λ0I и T имеют одинаковые корневые
функции, мы заключаем, что L({uν}) плотна в H+,γ(D), H0,γ(D) и H−,γ(D).

Равенство (T − λI)u = 0 для функции u ∈ H+,γ(D) можно эквивалентным
образом переформулировать, сказав что u – слабое решение краевой задачи{
Au = λu в D,
Bu = 0 на ∂D, (11.17)
где пара (A,B) соответствует возмущению L0 + ∆L. Для n = 1 такие задачи
известны как задачи Штурма-Лиувилля для для обыкновенных дифференци-
альных уравнений второго порядка (см., например, [Har64, гл. XI, § 4]). Таким
образом мы можем все еще называть (11.17) задачей Штурма-Лиувилля для
функций нескольких переменных.
Теперь мы переходим к изучению “малых” возмущений компактных самосо-
пряженных операторов вместо слабых. С этой целью мы применим так назы-
ваемый метод лучей минимального роста резольвенты, который ведет к более
общим результатам, чем теорема 9.4. Эта идея восходит еще к [Agm62].
12. Лучи минимального роста
Сначала кратко опишем метод лучей минимального роста (см. [DS63] и тео-
рему 6.1 из [GK69, с. 302].
Пусть L : H+,γ(D)→ H−,γ(D) – ограниченный линейный оператор, постро-
енный в § 10. Мы все еще предполагаем, что оценки (7.6) и (10.4) справедливы,
и что оператор L фредгольмов. Ниже мы ограничимся теми задачамиШтурма-
Лиувилля, для которых спектр соответствующего неограниченного замкнутого
оператора T : H−,γ(D) → H−,γ(D) дискретен, ср. [Agm62]. Обозначим через
R(λ;T ) резольвенту оператора T .
Определение 12.1. Луч arg λ = ϑ на комплексной плоскости C называется
лучем минимального роста резольвенты R(λ;T ) : H−,γ(D) → H−,γ(D), если
резольвента существует для всех λ на этом луче, достаточно больших по мо-
дулю, и если, более того, для всех таких λ верна оценка
‖R(λ;T )‖L(H−,γ(D)) ≤ c |λ|−1 (12.1)
с некоторой постоянной C > 0.
Теорема 12.2. Пусть H+,γ(D) непрерывно вложено в Hs,γ(D) или H˜s,γ(D),
для некоторого 0 < s ≤ 1. Предположим, что лучи минимального роста ре-
зольвенты arg λ = ϑj, где j = 1, . . . , J , на комплексной плоскости таковы, что
угол между соседними лучами меньше, чем 2pis/n. Тогда спектр оператора T
дискретен, а корневые функции образуют полную систему в пространствах
H−,γ(D), H0,γ(D) и H+,γ(D).
Доказательство. Практически доказательство ведется тем же методом, что и
теорема 3.2 из [Agm62].
Так как спектр оператора T отличен от комплексной плоскости, то он дис-
кретен. Остается показать, что если g ∈ H−,γ(D) ортогонально всем собствен-
ным и ассоциированным векторам оператора T , то g тождественно равна ну-
лю. Тогда теорема Хана-Банаха означает, что корневые функции T полны в
H−,γ(D).
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Так как операторы T и T − λ0I имеют одинаковые корневые функции, то
без ограничения общности мы можем предположить, что начало координат
не принадлежит спектру оператора T . Выбирая λ0 = 0 в R = (T − λ0I)−1,
положим R = T−1.
Рассмотрим теперь функцию
f(λ) = (R(1/λ;R)u, g)−,γ , (12.2)
где u ∈ H−,γ(D), а (·, ·)−,γ обозначает скалярное произведение в H−,γ(D). Так
как резольвента R есть мероморфная функция с полюсами в точках спектра R,
то функция f аналитична по λ 6= λν , где {λν} – последовательность собствен-
ных значений оператора R−1 = T . Мы воспользуемся известным соотношением
между резольвентами операторов T и T−1, именно,
R(1/λ;T−1) = −λI − λ2R(λ;T ). (12.3)
Рассмотрим разложение
R(λ;T )u = f−N
(λ− λν)N +
f−N+1
(λ− λν)N−1 + . . .+
f−1
λ− λν +
∞∑
k=0
fk (λ− λν)k,
в некоторой окрестности точки λ = λν , где λν – полюс R(λ;T ). Здесь N ≥ 1
и f−N 6= 0, функции f−N , . . . , f−1 ∈ H−,γ(D) образуют цепь ассоциированных
функций оператора T , а fk ∈ H−,γ(D) for k ≥ 0. Это разложение означает,
что λν есть регулярная точка f(λ), так как g ортогональна всем f−N , . . . , f−1.
Следовательно, f(λ) – целая функция.
Из соотношений (12.1), (12.2) и (12.3) следует, что f имеет экспоненциальный
тип, т.е., найдется такая постоянная c > 0, что
|f(λ)| ≤ c exp |λ| (12.4)
при |λ| → ∞, если arg λ = ϑj для некоторого j = 1, . . . , J . Воспользуемся
следующей леммой, взятой из [DS63].
Лемма 12.3. Предположим, что R есть компактный оператор класса Шат-
тена Sp, при 0 < p < ∞, в пространстве Гильберта H. Тогда существует
такая последовательность ρj, удовлетворяющая ρj → 0, что
‖R(λ;R)‖L(H) ≤ const exp(c |λ|−p)
при |λ| = ρj.
В соответствии со следствиями 11.4, 11.5, 11.6, оператор R принадлежит
Sn/2s+ε для любого ε > 0. Тогда из леммы 12.3 вытекает, что для любого ε > 0
найдется последовательность ρj → 0 такая, что
|f(λ)| ≤ exp
(
|λ|− n2s−ε
)
(12.5)
для всех λ ∈ C, удовлетворяющих |λ| = 1/ρj .
Рассмотрим f(λ) в замкнутом угле, между лучами arg λ = ϑj и arg λ = ϑj+1.
Раствор этого угла меньше, чем 2pis/n. Так как
R(1/λ;R) = −λI − λ2R(λ;T )
и каждый луч arg λ = ϑj есть луч минимального роста, то неравенство (12.4)
выполнено на сторонах этого угла, а неравенство (12.5) – на последовательно-
сти дуг, стремящихся к бесконечности.
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Выбрав ε > 0 в (12.5) достаточно малым и применив теорему Фрагмена-
Линделефа, мы заключаем, что |f(λ)| = O(|λ|) при |λ| → ∞ на всей комплекс-
ной плоскости. Поэтому, f(λ) есть аффинная функция, т.е., f(λ) = a0 + c1λ. С
другой стороны, мы имеем
R(1/λ;R) = −λ I − λ2R+ . . . ,
а значит,
f(λ) = −λ (u, g)−,γ − λ2 (Ru, g)−,γ + . . . .
Поскольку f(λ) аффинная, то
(Ru, g)−,γ = 0
для всех u ∈ H−,γ(D). Следовательно, g = 0, поскольку образ оператора R
плотен в H−,γ(D). Таким образом, система корневых функций оператора T
полна в H−,γ(D).
Так как операторы T , (T − λ0I) и (T − λ0I)−1 имеют одинаковые корневые
функции, достаточно повторить те же аргументы, что и при доказательстве
теоремы 11.10, чтобы убедиться в полноте корневых функций в пространствах
H0,γ(D) и H+,γ(D). 
Эта теорема поднимает вопрос об условиях, при которых соседние лучи ми-
нимального роста достаточно близки. Укажем некоторые условия для того,
чтобы луч arg λ = ϑ на комплексной плоскости был лучем минимального ро-
ста резольвенты оператора T .
Лемма 12.4. Каждый луч arg λ = ϑ при ϑ 6= 0 является лучем минимального
роста для R(λ;T0) и
‖(T0 − λI)−1‖L(H−,γ(D)) ≤
{
(|λ| | sin(arg λ)|)−1, если | arg λ| ∈ (0, pi/2),
|λ|−1, если | arg λ| ∈ [pi/2, pi].
(12.6)
Более того, оператор L0 − λ ι′ι : H+,γ(D)→ H−,γ(D) непрерывно обратим и
‖(L0 − λ ι′ι)−1‖L(H−,γ(D),H+,γ(D)) ≤
{ | sin(arg λ)|, если | arg λ| ∈ (0, pi/2),
1, если | arg λ| ∈ [pi/2, pi].
(12.7)
Доказательство. По лемме 11.11, резольвента
(T0 − λI)−1 : H−,γ(D)→ H−,γ(D)
существует для всех λ ∈ C вне положительной вещественной полуоси. Так как
оператор Q3 = L−10 ι
′ι самосопряжен, то оператор T0 симметричен, т.е.
(T0u, g)−,γ = (L0u, g)−,γ
= (u,Q−13 g)+,γ
= (Q−13 u, g)+,γ
= (u, L0g)−,γ
= (u, T0g)−,γ
для всех u, v ∈ H+,γ(D). Если | arg(λ)| ∈ (0, pi/2), то
‖(T0 − λI)u‖2−,γ = ‖(T0 −<λ I)u‖2−,γ + |=λ|2 ‖u‖2−,γ
≥ |λ|2| sin(arg λ)|2 ‖u‖2−,γ
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для всех функций u ∈ H+,γ(D), что доказывает первую из оценок (12.6). Если
| arg λ| ∈ [pi/2, pi], то <λ ≤ 0, откуда
‖(T0 − λI)u‖2−,γ ≥ |λ|2 ‖u‖2−,γ ,
а значит, выполнена вторая из оценок (12.6).
Теперь из (11.13) следует, что оператор L0 − λ ι′ι инъективен при λ ∈ C вне
положительной вещественной полуоси. Поскольку этот оператор фредгольмов,
а его индекс равен нулю, то он непрерывно обратим. Наконец так как оператор
Q3 = L−10 ι
′ι положителен, то
‖(L0 − λ ι′ι)u‖−,γ = ‖(I − λL−10 ι′ι)u‖+,γ
≥ |λ| |=λ−1| ‖u‖+,γ
= | sin(arg λ)| ‖u‖+,γ ,
если | arg λ| ∈ (0, pi/2), т.е. выполнено первое из неравенств (12.7). Аналогичные
аргументы ведут к доказательству второго неравенства из (12.7). 
Теорема 12.5. Пусть H+,γ(D) непрерывно вложено в Hs,γ(D) или H˜s,γ(D)
для некоторого s > 0, и оценка (10.4) выполнена с некоторой постоянной
c < | sin(pis/n)|. Тогда все собственные значения замкнутого оператора T :
H−,γ(D)→ H−,γ(D) принадлежат углу | arg λ| ≤ arcsin c, каждый луч arg λ =
ϑ при |ϑ| > arcsin c есть луч минимального роста для R(λ;T ), а система
корневых функций полна в пространствах H−,γ(D), H0,γ(D) и H+,γ(D).
Доказательство. Сначала заметим, что, согласно лемме 10.3, оператор L :
H+,γ(D)→ H−,γ(D) обратим. В самом деле, L = L0 +∆L, где ∆L : H+,γ(D)→
H−,γ(D) – ограниченный оператор с нормой
‖∆L‖L(H+,γ(D),H−,γ(D)) < 1 = ‖L−10 ‖−1.
В частности, по (11.13), спектр соответствующего оператора T не совпадает со
всей комплексной плоскостью.
Зафиксируем ϑ 6= 0 и положим mϑ = | sinϑ|, если |ϑ| ∈ (0, pi/2), и mϑ = 1,
если |ϑ| ∈ [pi/2, pi]. Если mϑ > c, то
‖∆L‖L(H+,γ(D),H−,γ(D)) ≤ c < mϑ ≤ ‖(L0 − λ ι′ι)−1‖−1L(H+,γ(D),H−,γ(D)).
Следовательно, оператор L−λ ι′ι : H+,γ(D)→ H−,γ(D) непрерывно обратим и
‖(L− λ ι′ι)−1‖L(H+,γ(D),H−,γ(D)) ≤ (mϑ − c)−1. (12.8)
Чтобы доказать оценку (12.1), нам нужно показать, что найдется такая по-
стоянная C > 0, что
C |λ|−1 ‖(T − λI)u‖−,γ ≥ ‖u‖−,γ
для всех u ∈ H+,γ(D).
Если arg λ = ϑ с mϑ > c, то из формулы (11.13) следует, что
‖(T − λI)u‖−,γ = ‖(L− λ ι′ι)u‖−,γ
≥ (mϑ − c) ‖u‖+,γ
≥ (mϑ − c) ‖u‖−,γ
для всех u ∈ H+,γ(D). Значит, для любого заданного λ на луче arg λ = ϑ с
mϑ > c, верно следующее:
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1) образ оператора T − λI : H−,γ(D) → H−,γ(D) есть замкнутое подпро-
странство в H−,γ(D);
2) нулевое пространство оператора T−λI : H−,γ(D)→ H−,γ(D) тривиально.
Согласно (11.13), образ оператора T −λI совпадает с образом L−λ ι′ι, кото-
рый есть все пространство H−,γ(D). Значит, резольвента (T −λI)−1 существу-
ет для всех λ вне угла | arg λ| ≤ arcsin c на комплексной плоскости. Применяя
(11.13) и лемму 12.4, мы получаем
T − λI = L0 +∆L− λ ι′ι = (I +∆L(L0 − λ ι′ι)−1)(T0 − λI) (12.9)
на H+,γ(D) и
‖(I +∆L(L0 − λ ι′ι)−1)u‖−,γ
≥ ‖u‖−,γ − ‖∆L‖L(H+,γ(D),H−,γ(D)) ‖(L0 − λ ι′ι)−1u‖+,γ
≥ (1− c/mϑ) ‖u‖−,γ .
Следовательно, оператор I +∆L(L0 − λ ι′ι)−1 непрерывно обратим как опера-
тор Фредгольма с нулевым индексом и тривиальным нулевым пространством.
Более того,
‖(I +∆L(L0 − λ ι′ι)−1)−1‖L(H−,γ(D)) ≤ (1− c/mϑ)−1.
Теперь из (12.9) следует, что
‖(T − λI)−1‖L(H−,γ(D))
≤ ‖(I +∆L(L0 − λ ι′ι)−1)−1‖L(H−,γ(D))‖(T0 − λ I)−1‖L(H−,γ(D))
≤ (1− c/mϑ)−1m−1ϑ |λ|−1
(12.10)
для всех λ, удовлетворяющих arg λ = ϑ с mϑ > c.
Итак, все лучи вне угла | arg λ| ≤ arcsin c суть лучи минимального роста.
По условиями теоремы, угол между соседними лучами arg λ = ϑ меньше, чем
2pis/n, а потому полнота корневых функций следует из теоремы 12.2. 
Теперь мы можем сформулировать основной результат этого параграфа.
Сравнивая с [Agr11c] наш вклад состоит в рассмотрении двойственных про-
странств, пригодных для изучения некоэрцитивных задач.
Теорема 12.6. Пусть пространство H+,γ(D) непрерывно вложено в Hs,γ(D)
или в H˜s,γ(D) для некоторого s > 0, оператор ∆L : H+,γ(D)→ H−,γ(D) огра-
ничен с нормой, меньшей, чем | sin(pis/n)|, а C : H+,γ(D)→ H−,γ(D) компак-
тен. Тогда справедливо следующее:
1) спектр оператора T в H−,γ(D), соответствующего L0 + ∆L + C, дис-
кретен;
2) Для любого ε > 0, все собственные значения оператора T (кроме их
конечного числа) принадлежат углу | arg λ)| < arcsin ‖∆L‖+ ε;
3) каждый луч arg λ = ϑ с
|ϑ| > arcsin ‖∆L‖L(H+,γ(D),H−,γ(D)) (12.11)
есть луч минимального роста для R(λ;T );
4) система корневых функций полна в пространствах H−,γ(D), H0,γ(D) и
H+,γ(D).
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Доказательство. Сначала отметим, оператор L0 + ∆L : H+,γ(D) → H−,γ(D)
является непрерывно обратимым, а значит, оператор L0 +∆L+C : H+,γ(D)→
H−,γ(D) – оператор Фредгольма.
Из теоремы 12.5 следует, что все лучи, удовлетворяющие (12.11), суть лучи
минимального роста для R(λ;T0 + ∆T ) с замкнутым оператором T0 + ∆T в
H−,γ(D), соответствующим L0 +∆L : H+,γ(D)→ H−,γ(D).
Зафиксируем произвольным образом ε > 0. Тогда из оценок (12.8) и (12.10)
вытекает существование постоянных c1 и c2, зависящих от ε и таких, что
‖(L0 +∆L− λ ι′ι)−1‖L(H−,γ(D),H+,γ(D)) ≤ c1, (12.12)
‖(T0 +∆T − λI)−1‖L(H−,γ(D)) ≤ c2 |λ|−1 (12.13)
для всех λ, удовлетворяющих
| arg λ| ≥ arcsin ‖∆L‖L(H+,γ(D),H−,γ(D)) + ε. (12.14)
Тогда, используя (11.13), (12.12) и теорему 12.5, мы получаем
T − λI = (I + C(L0 +∆L− λ ι′ι)−1) (T0 +∆T − λI) (12.15)
на H+,γ(D) для всех лучей, удовлетворяющих (12.14).
Докажем теперь, что найдется постоянная Mε > 0, зависящая от ε и такая,
что оператор I+C(L0+∆L−λ ι′ι)−1 инъективен для всех λ, удовлетворяющих
как (12.14) так и |λ| ≥Mε. Для этого, мы применим те же аргументы, что и при
доказательстве теоремы 11.12. Предположим, что для каждого натурального
числа k существуют такие fk ∈ H−,γ(D), удовлетворяющие ‖fk‖−,γ = 1, и λk,
удовлетворяющие (12.14) и |λk| ≥ k, что(
I + C(L0 +∆L− λk ι′ι)−1
)
fk = 0. (12.16)
Из (12.12) следует, что последовательность uk = (L0 + ∆L − λkι′ι)−1fk огра-
ничена в H+,γ(D). Согласно принципу слабой компактности для пространств
Гильберта, можно без ограничения общности предположить, что последова-
тельности {fk} и {uk} слабо сходятся в H−,γ(D) и H+,γ(D) к функциям f и
u, соответственно. Так как C компактен, то последовательности {Cuk} сходит-
ся к Cu в H−,γ(D), а значит {fk} сходится к f , благодаря (12.16). Очевидно,
норма f в пространстве H−,γ(D) равна 1. В частности, мы заключаем, что
{C(L0 +∆L− λk ι′ι)−1)fk} сходится к −f , откуда
f = −Cu. (12.17)
Далее, так как fk = (L0 +∆L− λk ι′ι)uk, то переход к пределу по k →∞ в
этой формуле приводит к равенству
f = (L0 +∆L)u− lim
k→∞
λk ι
′ι uk.
Поскольку оператор ι′ι компактен, то последовательность {ι′ι uk} сходится к
ι′ι u в пространстве H−,γ(D), и ι′ιu 6= 0 в силу (12.17) и и инъективности ι′ι.
Следовательно, слабый предел
lim
k→∞
λk ι
′ι uk = (L0 +∆L)u− f
не существует, в виду неограниченности {λk}. Получаем противоречие.
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Так как оператор I+C(L0+∆L−λ ι′ι)−1 является фредгольмовым, а его ин-
декс равен нулю, то он непрерывно обратим для всех λ ∈ C, удовлетворяющих
как (12.14), так и |λ| ≥Mε. Положим
Nε = inf ‖(I + C(L0 +∆L− λ ι′ι)−1)f‖−,γ ≥ 0,
где точная нижняя грань берется по всем f ∈ H−,γ(D) с нормой, равной 1, и
всем λ ∈ C удовлетворяющим (12.14) и |λ| ≥Mε. Мы утверждаем, что Nε > 0.
Чтобы это показать, аргументируем от противного. Если Nε = 0, то существу-
ют такие последовательности {fk} в H−,γ(D), где норма каждой fk равна 1, и
{λk}, удовлетворяющая (12.14) и |λ| ≥Mε, что
lim
k→∞
‖(I + C(L0 +∆L− λk ι′ι)−1)fk‖−,γ = 0. (12.18)
Снова, согласно (12.12), последовательность uk = (L0 +∆L− λk ι′ι)−1fk огра-
ничена в H+,γ(D). По принципу слабой компактности для пространств Гиль-
берта, мы можем предполагать, что последовательности {fk} и {uk} слабо схо-
дятся в пространствах H−,γ(D) и H+,γ(D) к функциям f и u, соответственно.
Так как C компактен, то последовательность {Cuk} сходится к Cu в H−,γ(D),
поэтому {fk} сходится к f в силу (12.18); очевидно, ‖f‖−,γ = 1. В частности,
мы видим, что последовательность C(L0 + ∆L − λk, ι′ι)−1) fk сходится к −f ,
откуда
f = −Cu (12.19)
с u 6= 0.
Если последовательность {λk} ограничена в C, то используя принцип ком-
пактности и переходя, в случае необходимости к подпоследовательности, мы
можем предположить, что {λk} сходится к λ0 ∈ C, удовлетворяющему (12.14)
и |λ| ≥Mε. Так как
(L0 +∆L− λk ι′ι)−1fk − (L0 +∆L− λ0 ι′ι)−1f
= (L0+∆L−λj ι′ι)−1)(fk−f) +
(
(L0+∆L−λk ι′ι)−1 − (L0+∆L−λ0 ι′ι)−1
)
f
и
‖ ((L0 +∆L− λk ι′ι)−1 − (L0 +∆L− λ0 ι′ι)−1) f‖−,γ
≤ |λk−λ0| ‖(L0+∆L−λk ι′ι)−1‖ ‖(L0+∆L−λ0 ι′ι)−1‖ ‖f‖−,γ ,
то из оценки (12.12) следует, что в этом случае последовательность {(L0+∆L−
λk ι
′ι)−1fk} сходится к (L0 +∆L− λ0 ι′ι)−1f , а значит,(
I + C(L0 +∆L− λ0 ι′ι)−1
)
f = 0
в силу (12.18). Но λ0 удовлетворяет (12.14) и |λ| ≥ Mε, и, следовательно, из
инъективности оператора I + C(L0 + ∆L − λ0 ι′ι)−1 вытекает, что f = 0. Это
противоречит равенству ‖f‖ = 1.
Если {λk} не ограничена в C, то мы можем повторить аргументы, которые
мы привели выше. В самом деле, тогда fk = (L0+∆L−λk ι′ι)uk и, переходя к
слабому пределу по k →∞, мы получаем
f = (L0 +∆L)u− lim
k→∞
λk ι
′ι uk.
Так как оператор ι′ι компактен, то последовательность {ι′ι uk} сходится к ι′ι u
в пространстве H−,γ(D). Более того, ι′ι u 6= 0 в силу (12.19) и инъективности
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ι′ι. Это демонстрирует, что слабый предел
lim
n→∞λk ι
′ι uk = (L0 +∆L)u− f
не может существовать, если {λk} не ограничена в C, т.е. получаем противо-
речие. Поэтому Nε > 0 и для всех λ ∈ C, удовлетворяющих (12.14) и |λ| ≥ Mε
мы имеем
‖ (I + C(L0 +∆L− λ ι′ι)−1)−1 ‖L(H−,γ(D)) ≤ 1/Nε. (12.20)
Из неравенств (12.12), (12.20) и формулы (12.15) следует, что для любого
λ ∈ C удовлетворяющего (12.14) и |λ| ≥Mε, резольвента R(λ;T ) существует и
‖R(λ;T )‖L(H−,γ(D)) ≤ const (ε) |λ|−1.
Так как C компактен, то существует только конечное число λ ∈ C для кото-
рых |λ| < Nε, и таких, что оператор (I+C(L0−λ ι′ι)) не является инъективным.
Значит, из формулы (12.15) следует, что все собственные значения оператора
T , соответствующего L0+∆L+C (кроме их конечного числа) принадлежат углу
| arg λ| < arcsin ‖∆L‖ + ε. Наконец, поскольку ε > 0 произвольно, то все лучи
(12.11) суть лучи минимального роста. По условию теоремы, угол между со-
седними лучами arg λ = ϑ, удовлетворяющими (12.11), меньше, чем 2pis/n, а
поэтому утверждение данной теоремы следует из теоремы 12.2. 
13. Коэрцитивный случай
Сначала мы рассмотрим коэрцитивную краевую задачу, т.е. предположим,
что выполнена оценка (7.7). Достаточные условия для выполнения (7.7) опи-
саны в леммах 7.2, 7.3, 7.11 и 7.12 и теореме 7.4 (при r = 1/2).
Лемма 13.1. Предположим, что выполнено неравенство (7.7).
1) Если r = 0 и оператор Ψ задан умножением на функцию ψ, удовлетво-
ряющую ρ|ψ|2 ∈ L∞(∂D \ S), то нормы ‖ · ‖+,γ и ‖ · ‖H1,γ(D) эквивалентны, а
значит, пространства Банаха H+,γ(D) и H1,γ(D, S) изоморфны.
2) Это заключение также справедливо, если оператор Ψ отображает про-
странство H1/2,0(∂D, S) непрерывно в L2(∂D).
Отметим, что справедливы непрерывные вложения
H1/2,0(∂D) ↪→ H1/2(∂D) ↪→ Hr(∂D),
если |r| ≤ 1/2. Значит, условия непрерывности оператора Ψ является есте-
ственным, так как область определения Ψ должна лежать в Hr(∂D). В транс-
версальном случаем мы имеем H1/2,0(∂D) = H1/2(∂D).
Доказательство. Из неравенства (7.7) следует, что норма ‖ · ‖+,γ не слабее,
чем норма ‖·‖H1,γ(D) на H1,γ(D, S). Далее, поскольку коэффициенты ai,j огра-
ничены в D, мы получаем, что∫
D
n∑
i,j=1
ρ−2γai,j∂ju∂iu dx ≤ c
n∑
j=1
‖∂ju‖2H0,γ(D) ≤ c ‖u‖2H1,γ(D)
для всех u ∈ H1,γ(D, S).
Очевидно,
‖a0,0u‖H0,γ(D) ≤ c ‖u‖H1,γ(D)
так как ρ2a0,0 ∈ L∞(D).
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Поскольку ρ|ψ|2 ∈ L∞(∂D \ S), то∫
∂D\S
ρ−2γ |ψ(x)|2|u(x)|2 ds =
∫
∂D\S
ρ|ψ(x)|2 ρ−2(γ+1/2)|u(x)|2 ds
≤ c ‖u‖2H0,γ+1/2(∂D)
≤ c ‖u‖2H1/2,γ(∂D)
≤ c ‖u‖2H1,γ(D)
(13.1)
для всех u ∈ H1,γ(D, S), где последнее неравенство есть следствие теоремы
5.13. Здесь, под c имеется в виду постоянная, независящая от u, и, возможно,
принимающая различные значения в разных строках.
Комбинируя эти оценки, мы заключаем, что существует такая постоянная
c, что
‖u‖+,γ ≤ c ‖u‖H1,γ(D)
для всех u ∈ H1,γ(D, S), что и требовалось.
Если u ∈ H1,γ(D, S), то ρ−γu ∈ H1,0(D, S), а значит, сужение функции ρ−γu
на границу принадлежит H1/2,0(∂D, S). При выполнении неравенства (7.7),
пространство H+,γ(D) непрерывно вложено в H1,γ(D). Теперь, если Ψ непре-
рывно отображает H1/2,0(∂D, S) в L2(∂D), то, по следствию 4.3 и теореме 5.13,
мы получаем
‖Ψ(ρ−γu)‖L2(∂D) ≤ c ‖ρ−γu‖H1/2,0(∂D)
≤ c ‖u‖H1/2,γ(∂D)
≤ c ‖u‖H1,γ(D)
(13.2)
для всех u ∈ H1,γ(D, S), с постоянной c, независящей от u и, возможно, при-
нимающей различные значения в разных строках.
Итак, используя (13.2) вместо (13.1) в вышеприведенных аргументах, мы
получаем требуемое утверждение. 
Обсудим оценку (10.4).
Лемма 13.2. Пусть справедлива (7.7). В каждом из случаев 1)-3), существу-
ет такая постоянная c, что
1) если ρaj ∈ L∞(D) для всех 1 ≤ j ≤ n, то
|(aj∂ju, v)H0,γ(D)| ≤ c ‖u‖+,γ‖v‖+,γ (13.3)
для всех u, v ∈ H1,γ(D);
2) если оператор ∆B0 задается умножением на функцию ∆b0, удовлетво-
ряющую ρ∆b0/b1 ∈ L∞(∂D \ S), то
|(b−11 ∆B0u, v)H0,γ(∂D\S)| ≤ c ‖u‖+,γ‖v‖+,γ (13.4)
для всех u, v ∈ H1,γ(D);
3) если b−11 ∆B0 непрерывно отображает H
1/2,γ(∂D, S) в H−1/2,γ(∂D), то
|(b−11 ∆B0u, v)H0,γ(∂D\S)| ≤ c ‖u‖+,γ‖v‖+,γ
для всех u, v ∈ H1,γ(D).
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В трансверсальном случае, 3) означает, что оператор ργb−11 ∆B0ρ
−γ непре-
рывно отображает H1/2(∂D, S) в H−1/2(∂D) (ср. лемму 10.1 при r = 1/2).
Доказательство. Неравенство (13.3) следует из оценки (7.7) и леммы 10.1 оче-
видным образом.
Далее, из (7.7) следует, что справедливо непрерывное вложение H+,γ(D) ↪→
H1,γ(D). Для u, v ∈ H1,γ(D), следы на поверхности ∂D принадлежатH1/2,γ(∂D),
в силу леммы 5.14. Значит, пользуясь леммами 7.11 и 5.14, получаем
|(b−11 ∆B0u, v)H0,γ(∂D\S)| = |(ρb−11 ∆B0u, v)H0,γ+1/2(∂D\S)|
≤ c ‖u‖H1/2,γ(∂D)‖v‖H1/2,γ(∂D)
≤ c ‖u‖H1,γ(D)‖v‖H1,γ(D)
для всех u, v ∈ H1,γ(D), т.е. выполнено (13.4).
Наконец, если b−11 ∆B0 непрерывно отображает H
1/2,γ(∂D, S) в H−1/2,γ(∂D),
то, в силу двойственности и теоремы 5.13,
|(b−11 ∆B0u, v)H0,γ(∂D\S)| ≤ ‖b−11 ∆B0u‖H−1/2,γ(∂D)‖v‖H1/2,γ(∂D\S)
≤ c ‖u‖H1/2,γ(∂D)‖v‖H1/2,γ(∂D\S)
≤ c ‖u‖H1,γ(D)‖v‖H1,γ(D)
для всех u, v ∈ H1,γ(D, S). 
Из леммы 13.2 и неравенства (10.3) следует, что в коэрцитивном случае
оценка (10.4) зависит большей частью от слагаемого
(b−11 ∂tu, v)H0,γ(∂D\S)
в эрмитовой форме Q(u, v).
Ясно, что линейная оболочка векторов
ti,j = ~ejνi(x)− ~eiνj(x), i > j.
совпадает с касательной плоскостью в каждой точке x ∈ ∂D, где она существу-
ет. Поэтому без ограничения общности мы можем рассматривать касательные
дифференциальные операторы следующего вида:
∂t =
∑
i>j
ki,j(x)∂ti,j ,
где ki,j суть ограниченные функции на границе, исчезающие на S.
Лемма 13.3. Предположим, что выполнено (7.7) и H1,1(D) = H1(D, Y ). Если
ki,j/b1 принадлежат классу Гельдера C0,λ в замыкании ∂D \ S для всех i > j,
при λ > 1/2, то
|(b−11 ∂tu, v)H0,γ(∂D\S)| ≤ c ‖u‖+,γ‖v‖+,γ (13.5)
для всех u, v ∈ H1,γ(D, S).
Доказательство. Докажем сначала, что касательные дифференциальные опе-
раторы первого порядка ∂ti,j непрерывно отображаютH1/2,γ(∂D) вH−1/2,γ(∂D).
В самом деле, с учетом формулы Остроградского-Гаусса, действие касатель-
ных операторов ∂ti,j может быть представлено следующим образом:
(∂ti,ju, v)H0,γ(∂D) = (∂jU, ρ
2γ∂iρ
−2γV )H0,γ(D)− (∂iU, ρ2γ∂jρ−2γV )H0,γ(D), (13.6)
ЗАДАЧИ ШТУРМА-ЛИУВИЛЛЯ 35
где u, v ∈ H1/2,γ(∂D), U, V ∈ H1,γ(D) такие элементы что t1U = u, t1V = v на
∂D и
‖U‖H1,γ(D) ≤ c ‖u‖H1/2,γ(∂D), ‖V ‖H1,γ(D) ≤ c ‖v‖H1/2,γ(∂D),
с постоянной c, независящей от u и v.
Так как H1,1(D) = H1(D, Y ), то оператор следа t1 : H1,γ(D) → H1/2,γ(∂D)
имеет ограниченный обратный t−11 : H
1/2,γ(∂D) → H1,γ(D), см. следствие 6.6.
Поэтому можно выбрать U = t−11 u, V = t
−1
1 v.
Из следствий 4.3 и 6.6 вытекает, что операторы ρ2γ∂jt−11 ρ
−2γ и ∂jt−11 непре-
рывно отображают H1/2,γ(∂D) в H0,γ(D). Тогда, по построению, найдется та-
кая постоянная ci,l, что
|(∂ti,ju, v)H0,γ(∂D)| ≤ ci,j ‖u‖H1/2,γ(∂D)‖v‖H1/2,γ(∂D)
для всех u, v ∈ H1/2,γ(∂D).
С другой стороны,
(∂jU, ρ2γ∂iρ−2γV )H0,γ(D) − (∂iU, ρ2γ∂jρ−2γV )H0,γ(D) = 0
для всех U ∈ C∞comp(D) и V ∈ H1,γ(D).
Предположим, что t1U = 0 на ∂D. Пользуясь леммой 3.8 и следствием 4.3,
видим, что ρ−γU принадлежит
◦
H1(D). Поскольку функцию ρ−γU в H1(D)
можно аппроксимировать элементами из C∞comp(D), то интегрирование по ча-
стям дает
(∂jU, ρ2γ∂iρ−2γV )H0,γ(D) − (∂iU, ρ2γ∂jρ−2γV )H0,γ(D) = 0
для всех V ∈ H1,γ(D). Таким же образом, мы заключаем, что
(∂jU, ρ2γ∂iρ−2γV )H0,γ(D) − (∂iU, ρ2γ∂jρ−2γV )H0,γ(D) = 0
для всех U ∈ H1,γ(D), если только t1V = 0 на ∂D.
Эти аргументы показывают, что определение (13.6) касательных операторов
∂ti,j не зависит от выбора элементов U и V с предписанными свойствами. Более
того, ∂ti,j непрерывно отображает H1/2,γ(∂D) в H−1/2,γ(∂D).
Напомним, что для каждой функции f ∈ C0,λ(K) непрерывной по Гельдеру
на некотором компакте K ⊂ Rn, при 0 < λ ≤ 1, существует явное продолжение
F на все пространство Rn, задаваемое равенством
F (x) = inf
y∈K
(f(y) + ‖f‖C0,λ(K)|x− y|λ) (13.7)
и удовлетворяющее ‖F‖C0,λ(K˜) ≤ ‖f‖C0,λ(K) для любого большего компакта K˜.
Применяя этот результат к каждой функции ki,j/b1 на компакте ∂D \ S при
1/2 < λ ≤ 1, мы получаем функции Fi,j ∈ C0,λ(∂D), удовлетворяющие Fi,j =
ki,j/b1 на ∂D \ S и такие, что
‖Fi,j‖C0,λ(∂D) ≤ ‖ki,j/b1‖C0,λ(∂D\S).
Поэтому
|(b−11 ∂tu, v)H0,γ(∂D\S)| ≤
∑
i>j
|(∂ti,ju, b−11 ki,jv)H0,γ(∂D\S)|
≤
∑
i>j
‖∂ti,ju‖H−1/2,γ(∂D)‖Fi,jv‖H1/2,γ(∂D)
(13.8)
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для всех u, v ∈ H1,γ(D, S), где последнее неравенство выполнено благодаря
обобщенному неравенству Шварца.
Хорошо известно, что умножение на функцию класса Гельдера C0,λ(∂D),
при 1/2 < λ ≤ 1, есть ограниченный линейный оператор в H1/2(∂D) (см.,
например, [Slo58, § 3], [Pal96, лемма 2.1]). Значит, существует такая постоянная
c, что
‖Fi,jv‖H1/2(∂D) ≤ c ‖v‖H1/2(∂D)
для всех v ∈ H1/2(∂D). Если теперь v ∈ H1/2,γ(∂D), то ρ−γv ∈ H1/2,0(∂D) =
H1/2(∂D), откуда
‖Fi,jv‖H1/2,γ(∂D) ≤ ‖Fi,j(ρ−γv)‖H1/2(∂D)
≤ c ‖ρ−γv‖H1/2(∂D)
≤ c ‖v‖H1/2,γ(∂D).
Таким образом, мы доказали, что что умножение на функцию класса Гель-
дера C0,λ(∂D \ S) есть ограниченный линейный оператор наH1/2,γ(∂D, S). Как
следствие, мы оценили правую часть в (13.8) через
c ‖u‖H1/2,γ(∂D)‖v‖H1/2,γ(∂D) ≤ c ‖u‖H1,γ(D)‖v‖H1,γ(D)
≤ c ‖u‖+,γ‖v‖+,γ ,
где постоянная c не зависит от u и v и может принимать различные значения
в разных строках неравенства. 
Замечание 13.4. Лемма 13.3 на самом деле справедлива при более слабых усло-
виях. Нет нужды требовать, чтобы ki,j/b1 ∈ C0,λ(∂D \ S). Эти частные должны
быть мультипликаторами для пространства H1/2(∂D, S). Например, это верно
для измеримой функции m на ∂D \ S, если супремум
sup
x∈∂D\S
|m(x)|2 + sup
x∈∂D\S
∫
∂D\S
|m(x)−m(y)|2
|x− y|n ds
конечен, см. [Slo58, § 3], [Pal96, лемма 2.1]).
Наш следующий шаг – описать те возмущения aj , ∆b0/b1 и t, которые сохра-
няют свойство полноты корневых функций оператора L−10 при условии (7.7).
Лемма 13.5. Пусть выполнена оценка (7.7) и t = 0. Предположим, что су-
ществует такое ε > 0, что
ρ1−ε
(
aj − 2γ ρ−1
n∑
i=1
ai,j(∂iρ)
)
∈ L∞(D),
ρ2−εa0 ∈ L∞(D)
и либо оператор ∆B0 задан умножение на некоторую функцию ∆b0, удовле-
творяющую ρ1−ε∆b0/b1 ∈ L∞(∂D \ S), либо b−11 ∆B0 компактно отображает
H1/2,γ(∂D) в H−1/2,γ(∂D). Тогда оператор
∆L = L− L0 : H+,γ(D)→ H−,γ(D)
компактен.
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В случае регулярных особенностей, последнее условие означает, что опера-
тор ργb−11 ∆B0ρ
−γ компактно отображаетH1/2(∂D) вH−1/2(∂D). Это так, если,
например, ργb−11 ∆B0ρ
−γ непрерывно отображает H1/2(∂D) в H−1/2+ε,γ(∂D) с
некоторым ε > 0.
Доказательство. Зафиксируем v ∈ H1,γ(D) и рассмотрим функцию w = ρε−1v.
По следствию 4.3, мы получаем w ∈ H1,γ+ε−1(D) = H1,γ+ε(D). Вложение
e : H1,γ+ε−1(D)→ H0,γ(D) компактно в виду следствия 5.8.
Зафиксируем ограниченную последовательность {uν} в H+,γ(D). Из оценки
(7.7) следует, что H+,γ(D) непрерывно вложено в H1,γ(D). Значит, последова-
тельность
Fν = ρ1−ε
n∑
j=1
(
aj − 2γ ρ−1
n∑
i=1
ai,j(∂iρ)
)
∂juν + ρ2−εa0(ρ−1uν)
ограничена в H0,γ(D). В соответствии с принципом слабой компактности, мы
можем без ограничения общности предположить, что эта последовательность
слабо сходится к нулю в H0,γ(D).
С другой стороны, если ∆B0 = 0, то
(∆Luν , v)γ = (Fν , eOp (ρ1−ε)v)H0,γ(D) = ((eOp (ρ1−ε))∗Fν , v)H1,γ(D),
откуда
|(∆Luν , v)γ | ≤ ‖(eOp (ρ1−ε))∗Fν‖H1,γ(D)‖v‖H1,γ(D)
≤ c ‖(eOp (ρ1−ε))∗Fν‖H1,γ(D)‖v‖H+,γ(D),
где
(eOp (ρ1−ε))∗ : H0,γ(D)→ H1,1+γ(D)
– сопряженный для eOp (ρ1−ε) в смысле теории гильбертовых пространств, а
постоянная c не зависит от u и v.
Оператор eOp (ρ1−ε) компактен, так как Op (ρ1−ε) ограничен, а e компактен.
Следовательно,
‖∆Luν‖−,γ ≤ c ‖e∗Fν‖H1,γ+ε(D) → 0
при ν →∞, т.е. ∆L : H+,γ(D)→ H−,γ(D) также компактен.
Пусть
aj = 2γ ρ−1
n∑
i=1
ai,j(∂iρ),
для 0 ≤ j ≤ n, и пусть оператор ∆B0 задан умножение на некоторую функцию
∆b0, удовлетворяющую ρ1−ε∆b0/b1 ∈ L∞(∂D \ S). По лемме 5.14, оператор
следа t1 : H1,γ(D)→ H1/2,γ(∂D) ограничен. Поэтому последовательность
Uν =
{
ρ1−εb−11 ∆b0 t1uν на ∂D \ S,
0 на S
ограничена в H0,γ+1/2(∂D). Мы снова можем предположить, что она слабо
сходится к нулю в H0,γ+1/2(∂D). Тогда
(∆Luν , v)γ = (b−11 ∆b0 t1uν , t1v)H0,γ(∂D\S)
= (ρ1−εb−11 ∆b0 t1uν , ρ
εt1v)H0,γ+1/2(∂D\S).
Согласно следствию 4.3, оператор Op (ρε) непрерывно отображает простран-
ство H1/2,γ(∂D) в H1/2,γ+ε(∂D) = H1/2,1/2+γ+ε(∂D). Далее, из следствия 5.9
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вытекает, что вложение e : H1/2,1/2+γ+ε(∂D) ↪→ H0,1/2+γ(∂D) компактно. Зна-
чит,
(∆Luν , v)γ = (Uν , eOp (ρε) t1v)H1/2,1/2+γ(∂D)
= (e∗Uν ,Op (ρε) t1v)H1/2,1/2+γ+ε(∂D),
где e∗ : H0,1/2+γ(∂D) → H1/2,1/2+γ+ε(∂D) сопряженный к оператору e смысле
теории гильбертовых пространств. Так как оператор
Op (ρε)t1 : H1,γ(D)→ H1/2,1/2+γ+ε(∂D)
ограничен (см. лемму 5.14 и следствие 4.3), мы видим, что
|(∆Luν , v)γ | ≤ c ‖e∗Uν‖H1/2,1/2+γ+ε(∂D)‖v‖H1,γ(D)
≤ c ‖e∗Uν‖H1/2,1/2+γ+ε(∂D)‖v‖H+,γ(D)
с некоторой постоянной c, независящей от u и v. Следовательно,
‖∆Luν‖−,γ ≤ ‖e∗Uν‖H1/2,1/2+γ+ε(∂D) → 0,
при ν →∞, т.е. в этом случае ∆L также компактен.
Наконец, предположим, что
aj = 2γ ρ−1
n∑
i=1
ai,j(∂iρ),
для 0 ≤ j ≤ n, а b−11 ∆B0 компактно отображает H1/2,γ(∂D) в H−1/2,γ(∂D).
Тогда последовательность
Uν = b−11 ∆B0 uν
предкомпактна в H−1/2,γ(∂D). Мы можем предположить, что {uν} слабо схо-
дится к нулю в H1/2,γ(∂D), а тогда {Uν} сходится к нулю в H−1/2,γ(∂D). Из
двойственности и теоремы 5.13, мы имеем
|(∆Luν , v)γ | = |(b−11 ∆B0 uν , v)γ,∂D|
≤ ‖Uν‖H−1/2,γ(∂D)‖v‖H1/2,γ(∂D)
≤ c ‖Uν‖H−1/2,γ(∂D)‖v‖H1,γ(D)
≤ c ‖Uν‖H−1/2,γ(∂D)‖v‖+,γ ,
где постоянная c не зависит от v и ν. Следовательно,
‖∆Luν‖−,γ ≤ c ‖Uν‖H−1/2,γ(∂D) → 0,
при ν →∞, т.е. в этом случае ∆L компактен, что и требовалось. 
Типичные компактные отображения из H1/2(∂D) в H−1/2(∂D) обсуждаются
в примере 7.9.
Теперь разложим
aj = 2γρ−1
n∑
i=1
ai,j∂iρ+∆caj +∆saj
и
∆a0 = ∆ca0 +∆sa0,
∆B0 = ∆cB0 +∆sB0,
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где слагаемые ∆caj , ∆ca0 и ∆cB0 индуцируют компактные операторы, а сла-
гаемые ∆saj , ∆sa0 и ∆sB0 – “малые”,
|
n∑
j=1
(∆saj∂ju+∆sa0u, v)H0,γ(D)+((∂t+∆sB0)u, v)H0,γ(∂D\S) | ≤M ‖u‖+,γ‖v‖+,γ
(13.9)
для u, v ∈ H+,γ(D), с постоянной M > 0, независящей от u и v.
Следствие 13.6. Предположим, что справедлива оценка (7.7), ki,j/b1 ле-
жат в C0,λ(∂D \ S) для i > j и λ > 1/2, ∆sB0 непрерывно отображает
H1/2,γ(∂D, S) в H−1/2,γ(∂D), и постоянная M в (13.9) меньше единицы. Ес-
ли найдется такое число ε > 0, что ρ1−ε∆caj ∈ L∞(D), при 1 ≤ j ≤ n,
ρ2−ε∆ca0 ∈ L∞(D), и либо оператор ∆cB0 задан умножением на некоторую
функцию ∆cb0, удовлетворяющую ρ1−ε∆cb0/b1 ∈ L∞(∂D \ S), либо b−11 ∆cB0
компактно отображает H1/2,γ(∂D) в H−1/2,γ(∂D), то задача (10.7) фредголь-
мова, а ее индекс равен нулю. Кроме того, если ∆caj = 0 для всех 1 ≤ j ≤ n,
∆ca0 = 0, и ∆cB0 = 0, то задача (10.7) однозначно разрешима, а обратный
оператор L−1 : H−,γ(D)→ H+,γ(D) ⊂ H1,γ(D, S) ограничен.
Доказательство. Как следует из лемм 10.1, 13.2, 13.3 и 13.5, неравенство (10.4)
выполнено в условиях леммы.
Обозначим через ∆L : H+,γ(D)→ H−,γ(D) оператор, определенный слагае-
мыми ∆saj , ∆sa0, ∂t, и ∆sB0, как описано в §10. Так как постояннаяM в (13.9)
меньше единицы, то
‖∆L‖L(H+,γ(D),H−,γ(D)) < 1 = ‖L−10 ‖L(H−,γ(D),H+,γ(D)),
а значит, известные аргументы показывают, что оператор L0+∆L : H+,γ(D)→
H−,γ(D) обратим.
Согласно лемме 13.5, оператор C = L−L0−∆L компактен. Следовательно,
задача (10.7) эквивалентна операторному уравнению фредгольмовского типа
(I + (L0+∆L)−1C)u = (L0+∆L)−1f
в H+,γ(D) с компактным оператором (L0+∆L)−1C : H+,γ(D)→ H+,γ(D). Это
и доказывает утверждение следствия. 
Следствие 13.7. В условиях следствия 13.6, если M < sinpi/n, где M – по-
стоянная из (13.9), то система корневых функций, соответствующая за-
мкнутому оператору T в H−,γ(D) полна в пространствах H−,γ(D), H0,γ(D)
и H+,γ(D, S), и, для любого δ > 0, все собственные значения T (кроме их ко-
нечного числа) принадлежат углу | arg λ| < δ+ arcsinM в C, более того, если
∆caj = 0 для всех 1 ≤ j ≤ n, ∆ca0 = 0, и ∆cB0 = 0, то все собственные
значения оператора T принадлежат углу | arg λ| ≤ arcsinM в C.
Доказательство. Это вытекает из теоремы 12.6 и следствия 13.6. Так как по-
стоянная M в (13.9) меньше единице, то достаточно применить 11.10 в комби-
нации со следствием 13.6. Последнее утверждение следует из теоремы 12.5 и
следствия 13.6. 
Обсудим несколько примеров. Наиболее иллюстративным из них, пожалуй,
является задача Дирихле.
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Пример 13.8. Пусть S = ∂D и (7.5) справедливо при δ = 1. Согласно леммам
7.12 и 13.1, мы имеем H+,γ(D) = H1,γ(D, ∂D). Таким образом, получается
задача Дирихле: {
Au = f в D,
u = 0 на ∂D (13.10)
с некоторой комплекснозначной функцией u ∈ H+,γ(D), для заданного f ∈
H−,γ(D). По лемме 13.5, задача является фредгольмовой, если найдется такое
число ε > 0, что
ρ1−ε
(
aj − 2γ ρ−1
n∑
i=1
ai,j(∂iρ)
)
∈ L∞(D),
ρ2−εa0 ∈ L∞(D)
для всех 1 ≤ j ≤ n. Спектральные свойства такой задачи в весовых простран-
ствах аналогичны тем, что хорошо известны для обычных пространств Собо-
лева (соответствующим ρ = 1), см., например, [Kel51], [Mik76]. Однако, если
ρ обращается в нуль на ∂D, то слагаемое ∆a0 индуцирует только ограничен-
ный (но, возможно, некомпактный) оператор из H+,γ(D) to H−,γ(D) в при
ρ2∆a0 ∈ L∞(D). Это означает, что в весовых пространствах задача Дирихле
для оператора Лапласа может не быть фредгольмовой для отдельных значений
веса γ. В случае регулярных особенностей, это техника позволяет рассматри-
вать также и задачу Дирихле с ненулевыми граничными данными. В самом
деле, пусть нормы пространств H1,0(D) и H1(D) будут эквивалентными. Рас-
смотрим неоднородную задачу Дирихле{
Au = f в D,
u = u0 на ∂D (13.11)
для некоторой функции u ∈ H1,γ(D), где f ∈ H−,γ(D) и u0 ∈ H1/2,γ(∂D) суть
заданные функции. Пользуясь спектральным синтезом в пространствах Собо-
лева (см. [HW83]), мы проверим, что случай u0 = 0 соответствует задаче Дири-
хле (13.10). Согласно следствию 6.6, существует ограниченный обратный t−11 :
H1/2,γ(∂D)→ H1,γ(D). Поэтому (13.11) – фредгольмова задача, поскольку она
разрешима в том и только том случае, когда задача разрешима (13.10) для
f −Lt−11 u0 вместо f , а ее решение задано формулой u = u(f) + t−11 u0, где u(f)
– решение соответствующей задачи (13.10). Здесь под L : H+,γ(D)→ H−,γ(D)
понимается оператор, индуцированный (13.10), как это объяснено выше.
Как пишет Заремба [Zar10], следующую краевую задачу предложил ему
W. Wirtinger.
Пример 13.9. Рассмотрим смешанную задачу
−∆nu+ ρ−1
n∑
j=1
(ρεaj + 2γ∂jρ)∂ju+ ρ−2(ρεa0 + 1)u = f в D,
u = 0 на S,
∂vu = u1 на ∂D \ S
(13.12)
для вещественнозначной функции u, где ∆n – оператор Лапласа в Rn, коэф-
фициенты a1, . . . , an и a0 суть ограниченные функции в D, и ∂v = ∂ν + ∂t с
касательным полем t(x) на ∂D, коэффициенты которого суть функции класса
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C0,λ(∂D \ S), исчезающие на S, а ε > 0. В этом случае ai,j = δi,j , b0 = χS –
характеристическая функция множества S, а b1 = χ∂D\S – характеристиче-
ская функция множества ∂D \ S. Из результатов предшествующих парагра-
фов следует, что корневые функции задачи (13.12) в пространстве H+,γ(D) =
H1,γ(D, S) полны в H−,γ(D), H0,γ(D) и H+,γ(D, S) для всех t(x) достаточно
малой длины. Если ρ ≡ 1, то H+,γ(D) = H1(D, S) и H0,γ(D) = L2(D), т.е.
результаты применимы для обычных пространств Соболева в липшицевых об-
ластях. В этом случае (13.12) есть смешанная задача типа Зарембы для уравне-
ния Гельмгольца в Соболевских пространствах. Она становится классической
Зарембы для оператора Лапласа при a0 = −1 и aj = 0 для 1 ≤ j ≤ n (cf.
[Zar10]).
Весовые функции ρ позволяют расширить класс пространств, которые ис-
пользуются для нахождения адекватной функционально-теоретической поста-
новки краевых задач. Хотя функция ρ может быть достаточно причудливой,
однако свойство (6.1) имеет ключевое значение.
Мы закончим этот параграф примером эллиптического дифференциального
оператора на плоскости, для которого нет фредгольмовых задач типа Зарембы
(см. [ST13]). Идея восходит к известному примеру А. В. Бицадзе (1948).
Пример 13.10. Пусть A = ∂¯2 будет оператором Коши-Римана на плоскости
переменной z. Хорошо известно, что оператор не является сильно эллиптиче-
ским. В качестве D выберем верхний полукруг радиуса 1, т.е. множество всех
z ∈ C, удовлетворяющих |z| < 1 и =z > 0. В качестве S возьмем верхнюю по-
луокружность, т.е. часть ∂D, лежащие в верхней полуплоскости. Рассмотрим
функциональную последовательность
uν(z) = (|z|2 − 1) sin(νz)
νs
,
для ν = 1, 2, . . ., где s – фиксированное положительное число. Каждая функ-
ция uν удовлетворяет Auν = 0 на плоскости и исчезает на S. Более того,
для любого дифференциального оператора B порядка < s с ограниченными
коэффициентами, последовательность {Buν} сходится к нулю равномерно на
∂D \ S = [−1, 1]. Так как |uν(z)| → ∞ для всех z ∈ D, мы заключаем, что в
данном случае разумная постановка задач типа Зарембы невозможна.
14. Некоэрцитивный случай
Насколько нам известно, полнота корневых функций была изучена для эл-
липтических задач, т.е. тех, которые удовлетворяют условиям Шапиро-Лопа-
тинского. Если граница не является гладкой, то под условиями Шапиро-Лопа-
тинского имеются в виду любые обобщения в рамках операторных алгебр с
символической структурой. В этом параграфе мы рассмотрим пример, когда
условияШапиро-Лопатинского нарушены (ср. [ST13] для случая обычных про-
странств Соболева).
Сфокусируемся на случае, когда вложение (11.9) справедливо для некото-
рого 0 < s < 1.
Лемма 13.3 показывает, что надежды на наличие ограниченности у каса-
тельного оператора ∂t в некоэрцитивной ситуации нет. Однако, поскольку в
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некоэрцитивном случае конормальная производная ∂c уже содержит некото-
рую существенную касательную составляющую, естественно предположить,
что t = 0.
Нужно также отметить, что, в отсутствии коэрцитивности, случаи, когда
1/2 < s < 1 и 0 < s ≤ 1/2 может иметь существенные различия, так как
функции изHs,γ(D) могут не иметь следов на ∂D при 0 < s ≤ 1/2. В частности,
значение граничного выражения в норме ‖ · ‖+,γ возрастает при 0 < s ≤ 1/2.
Лемма 14.1. Предположим, что справедливо непрерывное вложение (11.9)
с некоторым индексом s, удовлетворяющим 1/2 < s < 1.
1) Если ρ2s−1∆b0/b1 ∈ L∞(∂D\S), то существует такая постоянная c > 0,
что
|(b−11 ∆b0u, v)H0,γ(∂D\S)| ≤ c ‖u‖+,γ‖v‖+,γ
для всех u, v ∈ H1,γ(D).
2) Если b−11 ∆B0 непрерывно отображает H
s−1/2,γ(∂D, S) в H1/2−s,γ(∂D),
то
|(b−11 ∆B0u, v)H0,γ(∂D\S)| ≤ c ‖u‖+,γ‖v‖+,γ
для всех u, v ∈ H1,γ(D).
В случае регулярных особенностей, условие 2) в точности означает, что опе-
ратор ργb−11 ∆B0ρ
−γ непрерывно отображает Hs−1/2(∂D, S) в H1/2−s(∂D).
Доказательство. В этом случае, для u, v ∈ Hs,γ(D), следы tsu и tsv принад-
лежат Hs−1/2,γ(∂D) (см. лемму 5.16). Значит, используя лемму 5.16, получаем
|(b−11 ∆b0u, v)H0,γ(∂D\S)| = |(ρ2s−1b−11 ∆b0u, v)H0,s−1/2+γ(∂D\S)|
≤ c ‖tsu‖H0,s−1/2+γ(∂D)‖tsv‖H0,s−1/2+γ(∂D)
≤ c ‖u‖Hs,γ(D)‖v‖Hs,γ(D)
≤ c ‖u‖+,γ‖v‖+,γ
для всех u, v ∈ H1,γ(D), где постоянная c не зависит от u и v и, возможно,
принимает различные значения в разных неравенствах. Это доказывает часть
1) данной леммы.
Наконец, если оператор b−11 ∆B0 непрерывно отображает H
s−1/2,γ(∂D, S) в
H1/2−s,γ(∂D), то, из двойственности и теоремы 5.13, мы получаем
|(b−11 ∆B0u, v)H0,γ(∂D\S)| ≤ ‖b−11 ∆B0u‖H1/2−s,γ(∂D)‖v‖Hs−1/2,γ(∂D\S)
≤ c ‖u‖Hs−1/2,γ(∂D\S)‖v‖Hs−1/2,γ(∂D\S)
≤ c ‖u‖+,γ‖v‖+γ
для всех u, v ∈ H1,γ(D, S), демонстрируя часть 2). 
При 0 < s ≤ 1/2 мы более не можем применять лемму 14.1. В этом случае
мы используем лемму 10.1, чтобы гарантировать неравенство (10.4).
Более того, в отсутствии коэрцитивности мы вынуждены дополнительно
предполагать, что неравенство∣∣∣( n∑
j=1
(aj − 2γ ρ−1
n∑
i=1
ai,j(∂iρ))∂ju, v
)
H0,γ(D)
∣∣∣ ≤ c ‖u‖+,γ‖v‖+,γ (14.1)
выполнено для всех u, v ∈ H+,γ(D) с некоторой постоянной c > 0, независящей
от u и v.
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Чтобы справиться с этим обстоятельством, мы воспользуемся леммой 7.5. В
соответствии с ней, матрица A(x) допускает факторизациюX(x) с существенно
ограниченными компонентами, т.е.
(X(x))∗X(x) = A(x) (14.2)
для почти всех x ∈ D
Пусть
X(x) = (Xi,j(x))i=1,...,m
j=1,...,n
обозначает какую-нибудь факторизацию для A(x), где Xi,j ∈ L∞(D). Тогда
n∑
i,j=1
ai,j(x)∂ju ∂iv = (∇v)∗A(x)∇u
= (X(x)∇v)∗(X(x)∇u)
=
m∑
k=1
Xkv Xku,
(14.3)
для всех гладких функций u и v в D, где ∇u рассматривается как n -столбец с
компонентами ∂1u, . . . , ∂nu, а
Xku :=
n∑
l=1
Xk,l(x)∂lu,
k = 1, . . . ,m. Если v имеет компактный носитель в D, то, согласно (14.3), мы
имеем
m∑
k=1
(X∗kXku, v)L2(D) =
m∑
k=1
(Xku,Xkv)L2(D)
=
∫
D
m∑
k=1
Xkv Xku dx
=
∫
D
n∑
i,j=1
ai,j(x) ∂ju ∂iv dx
= − (
n∑
i,j=1
∂i(ai,j(x) ∂ju), v)L2(D),
откуда
−
n∑
i,j=1
∂i(ai,j(x) ∂j ·) =
m∑
k=1
X∗kXk. (14.4)
Замечание 14.2. У матрицы X(x) может не быть никакой левой обратной с
компонентами из L∞(D), т.е. разложение
∂l =
m∑
k=1
Yl,k(x)Xk, (14.5)
l = 1, . . . , n, с коэффициентами класса L∞(D) , вообще говоря, невозможно. На
самом деле, из (14.3) и (14.5) вытекает (сильная) коэрцитивная оценка (7.3).
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Дифференциальные операторы второго порядка вида (14.4) были рассмот-
рены в [Ho¨r67]. Там были описаны свойства векторных полей, X1, . . . , Xm, ко-
торые, при выполнении, дают многочисленные полезные применения в тео-
рии стохастических дифференциальных уравнений (в частных производных).
Во многих интересных случаях матрица X(x) сюръективна, см. модельный
пример в §15. Это как раз и есть причина эффекта некоэрцитивности. Если
матрица A невырождена, то стандартная факторизация A =
√
A
√
A ведет к
граничным условиям, при которых форма коэрцитивна.
Для возмущений первого порядка, лемма 7.5 и замечание 14.2 подсказывают
нам ограничиться операторами вида
m∑
k=1
a˜k(x)Xk, (14.6)
где ρ a˜k ∈ L∞(D), вместо
n∑
j=1
aj(x)∂j , с ρ aj ∈ L∞(D).
Интегрируя по частям как и в (7.19), получаем
(Au, v)H0,γ(D)
= (u, v)+,γ − 2γ
m∑
k=1
(Xku, ρ−1(Xkρ)v)H0,γ(D) + (
m∑
k=1
a˜kXku+∆a0u, v)H0,γ(D)
+ (b−11 ∆Bu, v)H0,γ(∂D\S)
для всех u ∈ H2,γ(D, S) и v ∈ H1,γ(D, S) удовлетворяющих граничным усло-
виям (10.2). Тем же самым образом, что и в формулах (10.3) и (10.6), мы
заключаем, что слагаемые вида
m∑
k=1
(Xku, ρ−1(Xkρ)v)H0,γ(D)
индуцируют ограниченные возмущения оператора A0.
Лемма 14.3. Если ρa˜k ∈ L∞(D) для всех 1 ≤ k ≤ m, то существует такая
постоянная c > 0, что
|
m∑
k=1
(a˜kXku, v)H0,γ(D)| ≤ c ‖u‖+,γ‖v‖+,γ
для всех u, v ∈ H1,γ(D). Более того, если существует такое число ε > 0,
что ρ1−ε(a˜k − 2γρ−1Xkρ) ∈ L∞(D) при 1 ≤ k ≤ m, то соответствующее
возмущение ∆L : H+,γ(D)→ H−,γ(D) компактно.
Доказательство. Доказательство аналогично тем, которые мы провели в лем-
мах 13.2 и 13.5. 
С этого момента в некоэрцитивном случае мы будем рассматривать толь-
ко те возмущения первого порядка, которые имеют вид (14.6). На этом пути
можно описать и касательные вектора, соответствующие малым возмущениям.
Следующим нашим шагом будет описание других компактных возмущений
для случая некоэрцитивных форм.
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Лемма 14.4. Пусть для некоторого 0 < s < 1 справедливо непрерывное вло-
жение (11.9). Если
a˜k = 2γ ρ−1Xkρ
при 1 ≤ k ≤ m, t = 0, ∆B0 = 0 и существует такое число ε > 0, что
ρ2−ε∆a0 ∈ L∞(D), то оператор ∆L = L−L0 : H+,γ(D)→ H−,γ(D) компактен.
Доказательство. Зафиксируем произвольную функцию v ∈ H+,γ(D). Тогда
ιsv ∈ Hs,γ(D). Рассмотрим функцию w = ρε−sιsv. Из следствия 4.3 вытекает,
что w ∈ Hs,γ+ε−s(D) = Hs,γ+ε(D). Но тогда следствие 5.9 влечет за собой
наличие компактного вложения e : Hs,γ+ε−s(D)→ H0,γ(D).
Пусть {uν} – ограниченная последовательность в H+,γ(D). Непрерывное
вложение (11.9) гарантирует, что она ограничена также и в Hs,γ(D). Тогда
последовательность
Fν = ρ2−ε∆a0(ρ−suν)
ограничена в Hs,γ(D), а значит, H0,γ(D). Согласно принципу слабой компакт-
ности, мы можем предполагать, что она слабо сходится к нулю в H0,γ(D).
С другой стороны, если a˜k = 2γ ρ−1Xkρ для всех 1 ≤ k ≤ m, t = 0 и ∆B0 = 0,
то
(∆Luν , v)γ = (Fν , eρε−sιsv)H0,γ(D) = (e∗Fν , ρε−sιsv)Hs,γ+ε−s(D).
Пользуясь вложением (11.9) и следствием 4.3, мы заключаем, что
|(∆Luν , v)γ | ≤ c ‖e∗Fν‖Hs,γ+ε−s(D)‖ιsv‖Hs,γ(D)
≤ c ‖e∗Fν‖Hs,γ+ε−s(D)‖v‖H+,γ(D)
с постоянной c, независящей от ν и v. Следовательно,
‖∆Luν‖−,γ ≤ c ‖e∗Fν‖Hs,γ+ε−s(D) → 0,
при ν →∞, т.е. ∆L компактен. 
Лемма 14.5. Пусть для некоторого 1/2 < s < 1 справедливо непрерывное
вложение (11.9). Предположим, что
a˜k = 2γ ρ−1Xkρ
для 1 ≤ k ≤ m, t = 0 и существует такое число ε > 0, что, либо ∆B0
задается умножением на функцию ∆b0, удовлетворяющую ρ2s−1−ε∆b0/b1 ∈
L∞(∂D\S), либо b−11 ∆B0 компактно отображает пространство Hs−1/2,γ(∂D)
в H1/2−s,γ(∂D). Тогда оператор
∆L = L− L0 : H+,γ(D)→ H−,γ(D)
компактен.
Доказательство. Пусть оператор ∆B0 задается умножением на некоторую
функцию ∆b0, удовлетворяющую ρ2s−1−ε∆b0/b1 ∈ L∞(∂D \ S).
Возьмем ограниченную последовательность {uν} в H+,γ(D). По лемме 5.16,
оператор следа ts : Hs,γ(D) → Hs−1/2,γ(∂D) ограничен. Тогда последователь-
ность
Uν =
{
ρ2s−1−εb−11 ∆b0 tsuν на ∂D \ S,
0 на S
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ограничена вH0,γ+s−1/2(∂D). Мы снова мы можем предполагать, что она слабо
сходится к нулю в H0,γ+s−1/2(∂D \ S). Ясно, что
(∆Luν , v)γ = (b−11 ∆b0 tsuν , tsv)H0,γ(∂D\S)
= (ρ2s−1−εb−11 ∆b0 tsuν , ρ
εtsv)H0,γ+s−1/2(∂D\S).
Согласно следствию 4.3, оператор Op (ρε) непрерывно отображаетHs−1/2,γ(∂D)
в Hs−1/2,γ+ε(∂D) = Hs−1/2,γ+s−1/2+ε(∂D). Но из следствия 5.9 вытекает, что
вложение
e : Hs−1/2,γ+s−1/2+ε(∂D) ↪→ H0,γ+s−1/2(∂D)
компактно. Таким образом, мы получаем
(∆Luν , v)γ = (Uν , eρεtsv)Hs−1/2,γ+s−1/2(∂D)
= (e∗Uν , ρεtsv)Hs−1/2,γ+s−1/2+ε(∂D),
где e∗ : H0,γ+s−1/2(∂D) → Hs−1/2,γ+s−1/2+ε(∂D) – сопряженный в смысле тео-
рии гильбертовых пространств для e. Так как оператор
Op (ρε)ts : Hs,γ(D)→ Hs−1/2,γ+s−1/2+ε(∂D)
ограничен (см. лемму 5.16 и следствие 4.3), то
|(∆Luν , v)γ | ≤ c ‖e∗Uν‖Hs−1/2,γ+s−1/2+ε(∂D)‖v‖Hs,γ(D)
≤ c ‖e∗Uν‖Hs−1/2,γ+s−1/2+ε(∂D)‖v‖H+,γ(D),
где c обозначает постоянную, не зависящую от u и v и, возможно, принимаю-
щую различные значения в разных неравенствах. Суммируя вышеизложенное,
получаем
‖∆Luν‖−,γ ≤ ‖e∗Uν‖Hs−1/2,γ+s−1/2+ε(∂D) → 0,
при ν →∞, т.е. в этом случае ∆L компактен.
Наконец, предположим, что b−11 ∆B0 компактно отображает H
s−1/2,γ(∂D) в
H1/2−s,γ(∂D). Поскольку оператор следа ts : Hs,γ(D) → Hs−1/2,γ(∂D) ограни-
чен, то последовательность
Uν = b−11 ∆B0 tsuν
предкомпактна в H0,1/2−s(∂D). Значит, так как последовательность {uν} слабо
сходится к нулю в Hs−1/2,γ(∂D), мы заключаем, что {Uν} сходится к нулю в
H1/2−s,γ(∂D). Из двойственности и теоремы 5.13, следует, что
|(∆Luν , v)γ | = |(b−11 ∆B0 tsuν , tsv)γ |
≤ ‖b−11 ∆B0 tsuν‖H1/2−s,γ(∂D)‖tsv‖Hs−1/2,γ(∂D)
≤ c ‖Uν‖H1/2−s,γ(∂D)‖v‖Hs,γ(∂D)
≤ c ‖Uν‖H1/2−s,γ(∂D)‖v‖+,γ
с постоянной c, независящей от ν и v. Следовательно,
‖∆Luν‖−,γ ≤ c ‖Uν‖Hs−1/2,γ(∂D) → 0,
при ν →∞, т.е. ∆L компактен, что и требовалось. 
Мы не можем использовать лемму 14.5 при 0 < s ≤ 1/2. Однако, мы можем
извлечь свойство компактности оператора ∆L, соответствующего граничному
выражению ∆B0, из оценки (7.8).
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Лемма 14.6. Пусть
a˜k = 2γ ρ−1Xkρ
для 1 ≤ k ≤ m, t = 0 и (7.8) выполнено для некоторого r ∈ [−1/2, 1/2]. Если
ρ−γb−11 ∆B0ρ
γ компактно отображает Hr(∂D, S) в H−r(∂D), то ∆L = L−L0 :
H+,γ(D)→ H−,γ(D) компактен.
В случае регулярных особенностей, условие на b−11 ∆B0 может быть эквива-
лентным образом переформулировано следующим образом: оператор b−11 ∆B0
компактно отображаетHr,γ(∂D, S) вH−r,γ(∂D). По теореме Реллиха, оператор
ρ−γb−11 ∆B0ρ
γ компактно отображает Hr(∂D, S) в H−r(∂D), если он непрерыв-
но отображает пространство Hr(∂D, S) в H−r+ε(∂D) для некоторого ε > 0.
Доказательство. Возьмем ограниченную последовательность {uν} в H+,γ(D).
Из (7.33) следует, что {ρ−γuν} ограничена вHr(∂D). Тогда последовательность
Uν = ρ−γb−11 ∆B0 uν = ρ
−γb−11 ∆B0ρ
γ ρ−γuν
предкомпактна в H−r(∂D). Без ограничения общности можно предположить,
что {uν} слабо сходится к нулю в Hr(∂D), а тогда {Uν} сходится к нулю в
H−r(∂D). По двойственности,
|(∆Luν , v)γ | = |(b−11 ∆B0 uν , v)H0,γ(∂D)|
= |(ρ−γb−11 ∆B0ργ ρ−γuν , ρ−γv)L2(∂D)|
≤ c ‖Uν‖H−r(∂D)‖v‖Hr,γ(∂D),
откуда
‖∆Luν‖−,γ ≤ c ‖Uν‖H−r(∂D) → 0,
при ν →∞, т.е. ∆L компактен, что и требовалось. 
Как и ранее, разложим
a˜k = 2γρ−1Xkρ+∆ca˜k +∆sa˜k
и
∆a0 = ∆ca0 +∆sa0,
∆B0 = ∆cB0 +∆sB0,
где слагаемые ∆ca˜k, ∆ca0 и ∆cB0 индуцируют компактные операторы, а сла-
гаемые ∆sa˜k, ∆sa0 и ∆sB0 – “малые”,
|
m∑
j=k
(∆sa˜kXku+∆sa0u, v)H0,γ(D) + (∆sB0u, v)H0,γ(∂D\S) | ≤ M˜ ‖u‖+,γ‖v‖+,γ
(14.7)
для всех u, v ∈ H+,γ(D), с постоянной M˜ > 0, независящей от u и v.
Следствие 14.7. В условиях следствия 7.13, пусть оценка (7.8) выполнена
с некоторым −1/2 < r < 1/2 и пусть t = 0. Пусть ρ−γ∆sB0ργ непрерывно
отображает Hr(∂D, S) в H−r(∂D), а постоянная M˜ в (14.7) будет меньше
единицы. Если существует такое число ε > 0, что ρ1−ε∆ca˜k ∈ L∞(D), for
1 ≤ k ≤ m, ρ2−ε∆ca0 ∈ L∞(D) и либо оператор ∆cB0 задается умножением
на некоторую функцию ∆cb0, удовлетворяющую ρ2r−ε∆cb0/b1 ∈ L∞(∂D \ S),
либо ρ−γb−11 ∆cB0ρ
γ компактно отображает Hr(∂D, S) в H−r(∂D), то задача
(10.7) фредгольмова, а ее индекс равен нулю. Более того, если ∆ca˜k = 0, для
1 ≤ k ≤ m, ∆ca0 = 0, ∆cB0 = 0, то задача (10.7) однозначно разрешима, а
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обратный оператор L−1 : H−,γ(D) → H+,γ(D) ⊂ Hs,γ(D, S) ограничен (здесь
s дано формулой (7.10).
Доказательство. Из следствия 7.13 вытекает, что H+,γ(D) непрерывно вло-
жено в Hs(D) при s > 0, заданной формулой (7.10). Кроме того, индекс s
удовлетворяет 1/2 < s = r + 1/2 < 1, если 0 < r < 1/2.
Из лемм 10.1, 14.1 и 14.3 следует, что в условиях следствия выполнено нера-
венство (10.4)
Обозначим через ∆L : H+,γ(D)→ H−,γ(D) оператор, определенный слагае-
мыми ∆sa˜k, ∆sa0, и ∆sB0, как это описано в §10. Пользуясь оценкой (14.7, мы
заключаем, что
‖∆L‖L(H+,γ(D),H−,γ(D)) < 1 = ‖L−10 ‖L(H−,γ(D),H+,γ(D)),
а значит, известные аргументы показывают, что оператор L0+∆L : H+,γ(D)→
H−,γ(D) обратим.
В соответствии с леммами 14.3, 14.4, 14.5 (для 0 < r < 1/2) и 14.6 (для
−1/2 < r < 1/2), оператор C = L−L0−∆L компактен. Следовательно, задача
(10.7) эквивалента операторному уравнению фредгольмовского типа
(I + (L0 +∆L)−1C)u = (L0 +∆L)−1f
в H+,γ(D) с компактным оператором (L0 +∆L)−1C : H+,γ(D)→ H+,γ(D). Это
и доказывает следствие. 
Следствие 14.8. В условиях следствия 14.7, если, более того, постоянная M˜
из (14.7) удовлетворяет M˜ < sinpi(2r+ 1)/2n, то система корневых функций
соответствующего оператора T в H−,γ(D) полна в пространствах H−,γ(D),
H0,γ(D) и H+,γ(D, S), и, для любого δ > 0, все собственные значения опера-
тора T (кроме их конечного числа) принадлежат углу | arg λ| < δ + arcsin M˜
в C. Кроме того, если ∆ca˜k = 0, для 1 ≤ k ≤ m, ∆ca0 = 0, ∆cB0 = 0, то все
собственные значения оператора T принадлежат углу | arg λ| ≤ arcsin M˜ в C.
Доказательство. Это вытекает из теоремы 12.6 и следствия 14.7. Для M˜ = 0
достаточно применить теорему 11.10 в комбинации со следствием 14.7. Послед-
нее утверждение следует из теоремы 12.5 и следствия 14.7. 
15. Пример некоэрцитивной задачи
Рассмотрим теперь типичную некоэрцитивную задачу в весовых простран-
ствах Соболева в области с липшицевой границей в D ⊂ R2n. Пространство
R2n дополнительно имеет комплексную структуру.
Пусть комплексная структура в R2n ∼= Cn будет задана следующим образом:
zj = xj +
√−1xn+j , для j = 1, . . . , n. Обозначим через ∂¯ оператор Коши-
Римана, соответствующий этой структуре в Cn, т.е. столбец из n комплексных
производных
∂
∂z¯j
=
1
2
( ∂
∂xj
+
√−1 ∂
∂xn+j
)
для 1 ≤ j ≤ n.
Формально сопряженный ∂¯∗ для ∂¯ относительно стандартной эрмитовой
структуры в пространстве L2(Cn) есть строка из n операторов
−1
2
( ∂
∂xj
−√−1 ∂
∂xn+j
)
=: − ∂
∂zj
.
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Простые вычисления показывают, что ∂¯∗∂¯ есть, с точностью до сомножителя
−1/4, (неотрицательный) оператор Лапласа
∆ =
2n∑
j=1
∂2xj
в R2n.
В качестве A возьмем
A = −∆+
n∑
j=1
aj
∂
∂z¯j
+ a0,
где ρa1, . . . , ρan и ρ2a0 суть ограниченные функции наD. Комплексная матрица
(ai,j(x))i=1,...,2n
j=1,...,2n
имеет вид (
En
√−1En
−√−1En En
)
,
где En – единичная (n×n) -матрица. Очевидно, эта матрица эрмитова, det (A) =
0, а соответствующая конормальная производная
∂c =
∂
∂ν
+
√−1
n∑
j=1
(
νj
∂
∂xn+j
− νn+j ∂
∂xj
)
,
известна как (удвоенная) комплексная нормальная производная ∂¯ν относитель-
но D.
Рассмотрим следующую краевую задачу. Для заданной функции f на D,
найти функцию u в D, удовлетворяющую −∆u+
n∑
j=1
aj
∂u
∂z¯j
+ a0u = f в D,
∂cu+B0u = 0 на ∂D.
(15.1)
В этом случае S есть пустое множество, b1 = 1 и t = 0. Положим a0,0(z) :=
aρ−2 в D с некоторой вещественной постоянной a, положительной при Y 6= ∅ и
неотрицательной при Y = ∅. Тогда соответствующая эрмитова форма (·, ·)+,γ
задается формулой
(u, v)+,γ = 4 (∂¯u, ∂¯v)H0,γ(D) + a (u, v)H0,γ+1(D) + (Ψ(ρ−γu),Ψ(ρ−γv))L2(∂D),
а пространство H+,γ(D) определяется как пополнение C∞comp(D \ Y ) относи-
тельно нормы
‖u‖+,γ :=
√
(u, u)+,γ .
Обозначим через H(D) подпространство в L2(D), состоящее из тех функций
u, которые являются голоморфными, т.е. удовлетворяют ∂¯u = 0 в D.
Лемма 15.1. Если a > 0, то вложение ι : H+,γ(D) → H0,γ(D) непрерывно.
Если (7.8) выполнено для некоторого −1/2 < r ≤ 1/2, то оно компактно.
Более точно,
1) если (7.8) выполнено для некоторого −1/2 < r ≤ 1/2, то справедливы
непрерывные вложения H1,γ(D) ↪→ H+,γ(D) ↪→ Hs,γ(D), с индексом s > 0 из
формулы (7.10);
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2) в частности, если Ψ задается умножением на некоторую ненулевую по-
стоянную, то то справедливы непрерывные вложения H1,γ(D) ↪→ H+,γ(D) ↪→
H1/2−ε,γ(D) для любого ε > 0.
Кроме того, если a > 0, ρ ≡ 1, Ψ = 0, а D – строго псевдовыпуклая область
с границей класса C∞, то справедливы непрерывные вложения
H1(D) ↪→ H+,γ(D) ↪→ H(D)⊕ (H(D)⊥ ∩H1/2(D)).
Доказательство. Непрерывность вложения ι была доказана в лемме 7.1. Ча-
сти 1) и 2) леммы вытекают из следствия 7.13.
Доказательство последнего утверждения леммы может быть дано в рамках
комплексного анализа. В самом деле, так как a > 0, то пространство H+,γ(D)
непрерывно вложено в пространство L2(D), которое соответствует в этом слу-
чае пространству H0,γ(D). Если D – строго псевдовыпуклая область в Cn, то
голоморфные функции в некоторой окрестности D плотны в H(D). Так как
Ψ = 0, то H(D) ⊂ H+,γ(D). Кроме того, если D – строго псевдовыпуклая
область с границей класса C∞, то существует такая постоянная c > 0, что
‖∂¯u‖L2(D) ≥ c ‖u‖H1/2(D)
для всех u ∈ L2(D), ортогональных подпространству H(D) в L2(D) (см. статью
[Koh79]). Используя ортогональное разложение
L2(D) = H(D)⊕H(D)⊥,
мы заключаем, что пополнение H+,γ(D) пространства H1(D) по норме ‖ · ‖+,γ
лежит в H(D)⊕ (H(D)⊥ ∩H1/2(D)), что и требовалось. 
Пример 15.2. Пусть ρ ≡ 1 и Ψ задана умножением на ненулевую постоян-
ную. По лемме 15.1, пространство H+,γ(D) непрерывно вложено в H1/2−ε(D)
для любого ε > 0 или даже в H1/2(D), если ∂D ∈ C2. Однако, каково бы ни
было ε > 0, несправедливо непрерывное вложение H+,γ(D) ↪→ H1/2+ε(D). В
самом деле, еслиD есть единичный круг в C, то непосредственные вычисления
с использованием [Shl96, лемма 1.4] показывают, что ряд
u(z) =
∞∑
k=0
zk
(k + 1)(1+ε)/2
сходится в пространствеH+,γ(D), но расходится вH1/2+ε(D). Это означает, что
коэрцитивная оценка (7.3) не выполнена для (15.1). В частности, форма (·, ·)+,γ
некоэрцитивна, а значит, для задачи (15.1) условия Шапиро-Лопатинского на-
рушены. Кроме того, так как мономы zk являются L2 -ортогональными на
окружностях |z| = r, то мы видим, что в этом случае слагаемое, индуциро-
ванное умножением на ненулевую постоянную ∆B0 ∈ C, не дает компактный
оператор из H+,γ(D) в H−,γ(D) (ср. [PS13]).
Пример 15.3. Пусть D будет единичным шаром вокруг начала координат в
Cn. Тогда граница D есть единичная сфера S2n−1. Оператор Лапласа-Бельтра-
ми ∆S2n−1 на сфере неотрицателен и порождает семейство
Ψr = (1 +∆S2n−1)r/2
обратимых псевдодифференциальных операторов порядка r на S2n−1, пара-
метризованное вещественным r ∈ R. Под обратимостью имеется в виду выпол-
нение условия (7.8) для Ψ =
√
B0,0Ψr, где B0,0 – неотрицательная постоянная.
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Тогда самосопряженная версия задачи (15.1) такова:{ −∆u+ a0u = f в D,
∂¯νu+B0,0ργΨ∗rΨr(ρ
−γu) = 0 на ∂D. (15.2)
Для любого r ∈ [−1/2, 1/2], оператор ∆B0 := ργΨδρ−γ непрерывно отобража-
ет Hr(S2n−1) в Hr−δ(S2n−1). Значит, он компактно отображает Hr(S2n−1) в
H−r(S2n−1), при δ < 2r. В частности, если Ψ задан умножением на ненулевую
постоянную, то r = 0, и ρ−γ∆B0ργ = Ψδ – компактное отображение в L2(S2n−1),
при δ < 0. Мы можем использовать так называемые сферические гармоники,
чтобы сделать действие Ψr более явным. Именно, сферические гармоники hk
суть собственные функции оператора ∆S2n−1 степени k, т.е.
∆S2n−1hk = k (2n+ k − 2)hk. (15.3)
Гармоническое продолжение гармоники hk в единичный шар дает гармониче-
ский полином степени k. Число линейно независимых сферических гармоник
степени k конечно и равно
J(k) =
(2n+ 2k − 2)(2n+ k − 3)!
(2n− 2)! k! .
Таким образом, мы можем построить ортонормированный базис {h(j)k } из них
в L2(S2n−1). Легко проверить, что, при r ≥ 0, оператор Ψr, задается формулой
(1 +∆S2n−1)r/2u =
∞∑
k=0
(1 + k(2n+ k − 2))r/2
J(k)∑
j=1
(u, h(j)k )L2(S2n−1)h
(j)
k
для u ∈ L2(S2n−1). По двойственности, эта формула распространяется на все
r ∈ R, если функцию u ∈ Hs(S2n−1) с произвольным s ∈ R рассматривать в
контексте разложения в ряды вида
u =
∞∑
k=0
J(k)∑
j=1
c
(j)
k h
(j)
k ,
где c(j)k ∈ C удовлетворяют
∞∑
k=0
(1 + k(2n+ k − 2))s
J(k)∑
j=1
|c(j)k |2 <∞,
ср. [Pla86, Ch. 1, § 5] или [Shl96]. В частности, при такой идентификации, мы
получаем
Ψ∗Ψ = B0,0(1 +∆S2n−1)r. (15.4)
Напомним, что оценка (10.4) в рассматриваемом нами частном случае при-
нимает следующий вид:∣∣∣( n∑
j=1
aj
∂u
∂z¯j
+∆a0u, v
)
H0,γ(D)
+ (∆B0u, v)H0,γ(∂D)
∣∣∣ ≤ c ‖u‖+,γ‖v‖+,γ
для всех u, v ∈ H1,γ(D), с постоянной c, независящей от u и v. Поскольку b1 ≡ 1,
то из определения нормы ‖ · ‖+,γ следует, что (10.5) и (14.1) выполнены, если
функции ρ2∆a0 и ρaj , при 1 ≤ j ≤ n, принадлежат L∞(D) и либо оператор∆B0
задается умножением на некоторую функцию ∆b0, удовлетворяющую ρ2r∆b0 ∈
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L∞(∂D), при 0 < r ≤ 1/2, либо ρ−γ∆B0ργ непрерывно отображает Hr(∂D) в
H−r(∂D), при −1/2 ≤ r ≤ 1/2 (см. лемму 10.1).
Теперь, если a > 0, то оценка (10.4) выполнена, при наложенных выше усло-
виях, с постоянной
c = a−1
( n∑
j=1
‖ρaj‖2L∞(D)
)1/2
+ a−2‖ρ2∆a0‖L∞(D) + c′ (15.5)
где c′ = ‖ρ2r∆b0‖L∞(∂D) or c′ = ‖ρ−γ∆B0ργ‖, в зависимости от описанных выше
случаев.
Оператор L0 соответствует краевой задаче −∆u+ 8γ ρ
−1
n∑
j=1
∂ρ
∂zj
∂u
∂zj
+ aρ−2u = f в D,
∂cu+B0,0 u = 0 на ∂D.
(15.6)
Следствие 15.4. Пусть неравенство (7.8) выполнено с некоторым −1/2 <
r ≤ 1/2. Тогда обратный L−10 для оператора L0 индуцирует компактные по-
ложительные самосопряженные операторы
Q1 = ι′ι L−10 : H
−,γ(D) → H−,γ(D),
Q2 = ι L−10 ι
′ : H0,γ(D) → H0,γ(D),
Q3 = L−10 ι
′ι : H+,γ(D) → H+,γ(D)
которые имеют одинаковые системы собственных значений и собственных
векторов. Кроме того, все собственные значения положительны и существу-
ют ортонормированные базисы в H+,γ(D), H0,γ(D) и H−,γ(D), состоящие из
собственных векторов.
Доказательство. Для ее доказательства достаточно скомбинировать леммы
11.1 и 15.1 с теоремой 5.5. 
Теперь мы можем определить собственные функции и собственные значения
самосопряженной задачи (15.2).
Пример 15.5. Пусть D будет единичным шаром вокруг начала координат в
Cn, ρ ≡ 1, a0,0 ≥ 0 и a20,0 + B20,0 6= 0. Перейдем к сферическим координатам
x = rS(ϕ) в R2n, где r = |x| и ϕ суть координаты на единичной сфере S2n−1.
Тогда оператор Лапласа ∆ принимает вид
∆ =
1
r2
((r∂r)2 + (2n− 2)(r∂r)−∆S2n−1), (15.7)
где∆S2n−1 – оператор Лапласа-Бельтрами на единичной сфере. Далее, посколь-
ку ∂D = S2n−1, то мы получаем
∂
∂ν
= r∂r,
∂ν =
n∑
j=1
z¯j
∂
∂z¯j
=
1
2
((r∂r) +BS2n−1)
где BS2n−1 зависит только от координат на единичной сфере. Если, например,
n = 1, то
∂ν =
1
2
(
(r∂r) +
√−1 ∂ϕ
)
в полярных координатах на плоскости.
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Решая однородное уравнение (−∆+a)u = 0, применим метод Фурье разделе-
ния переменных при a ∈ R. Записав u(r, ϕ) = g(r)h(ϕ), получим два отдельных
уравнения для g и h, именно,(−(r∂r)2 + (2− 2n)(r∂r) + ar2) g = c g
∆S2n−1h = c h,
с некоторой произвольной постоянной c. Второе уравнение имеет ненулевые ре-
шения в том и только том случае, когда c = k(2n+k−2) и h = hk – сферическая
гармоника степени k.
Известно, что мы можем выбрать гармоники hk в соответствии с комплекс-
ной структурой. Именно, существует ортонормированный базис {h(j)p,q} в про-
странстве L2(S2n−1), состоящий из многочленов вида
h(j)p,q(z, z) =
∑
|α|=p
|β|=q
c
(j)
α,βz
αzβ
с комплексными коэффициентами c(j)α,β (см., например, [AK91]). Пусть J(p, q)
обозначает номер многочлена бистепени (p, q) в базисе; конечно, J(p, q) ≤ J(p+
q). Ясно, что
∂¯νh
(j)
p,q = qh
(j)
p,q,
BS2n−1h
(j)
p,q = (q − p)h(j)p,q
(15.8)
и
Ψ∗rΨr h
(j)
p,q = (1 +∆S2n−1)
r h(j)p,q) = (1 + (p+ q)(2n+ p+ q − 2))rh(j)p,q,
в силу (15.4).
Рассмотрим задачу Штурма-Лиувилля для обычного дифференциального
уравнения относительно переменной r на интервале (0, 1),
1
r2
(−(r∂r)2 + (2−2n)(r∂r) + ar2 + (p+q)(2n+p+q−2)) g = λ g на (0, 1)
g ограничена в 0,
((r∂r) + (q−p) + 2B0,0 (1+(p+q)(2n+p+q−2))r) g = 0 в 1
(15.9)
см. [TS72, доп. II, ч. 1, § 2]. На самом деле, если a и λ являются вещественными
числами, то уравнение в (15.9) есть частный случай уравнения Бесселя. Его
(действительнозначное) решение g(r) есть функция Бесселя, определенная на
(0,+∞), а размерность пространства всех решений равна двум. Например, если
λ = a, то g(r) = αrp+q + βr2−p−q−n с произвольными постоянными α и β дает
общее решение уравнения из (15.9). В общем случае, пространство решений
(15.9) содержит одномерное подпространство функций, ограниченных в точке
r = 0, ср. [TS72].
Для произвольных p, q и j, зафиксируем нетривиальное решение g(j,k)p,q (r) за-
дачи (15.9), соответствующее некоторому собственному значению λ(j,k)p,q . Тогда
функция
u(j,k)p,q = g
(j,k)
p,q (r)H
(j)
p,q(ϕ)
удовлетворяет{ (
−∆+ (a− λ(j,k)p,q )
)
u
(j,k)
p,q = 0 в Cn,(
∂¯ν +B0,0(1 +∆S2n−1)r
)
u
(j,k)
p,q = 0 на ∂D.
(15.10)
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В самом деле, из (15.3), (15.7), (15.9) и обсуждений, которые мы провели выше,
следует, что это равенство справедливо в Cn \ {0}. Теперь мы можем восполь-
зоваться тем фактом, что функция u(j,k)p,q ограничена в начале координат для
того, чтобы убедиться, что дифференциальное уравнение в (15.10) справедливо
в Cn. С другой стороны, выполнение граничного условия в (15.10) немедленно
следует из (15.8), как мы уже отмечали.
Покажем, что система
{u(j,k)p,q } p,q∈Z≥0
j=1,...,J(p,q)
k=1,2,...
совпадает с системой всех собственных векторов задачи Штурма-Лиувилля
(15.2) в единичном шаре в B2n вокруг начала координат в Cn. В частности,
она образует ортогональный базис в H+,γ(B2n), H0,γ(B2n) и H−,γ(B2n). Дей-
ствительно, поскольку a20,0+B20,0 6= 0, то из теоремы 7.4 следует, что H+,γ(B2n)
непрерывно вложено в L2(B2n). Из (15.4) вытекает, что система {u(j,k)p,q } состоит
из собственных векторов задачи Штурма-Лиувилля (15.2) в шаре. Более того,
по лемме 7.1 из [ST03], система {u(j,k)p,q } ортогональна относительно эрмтовых
форм (·, ·)L2(S2n−1), (·, ·)L2(B2n) и (∂¯·, ∂¯·)L2(B2n). В частности, она ортогональна в
H+,γ(B2n). С другой стороны, ортогональность системы в H−,γ(B2n) справед-
лива, так как из (11.1) и леммы 11.1 следует, что
(u(j,k)p,q , u
(j′,k′)
p′,q′ )−,γ = (λ
(j,k)
p,q )
−1(ι′ιL−10 u
(j,k)
p,q , u
(j′,k′)
p′,q′ )−,γ
= λ(j
′,k′)
p′,q′ (u
(j,k)
p,q , u
(j′,k′)
p′,q′ )L2(B2n).
По построению, система {h(j)p,q}, где p, q ∈ Z≥0 и 1 ≤ j ≤ J(p, q), – орто-
гональный базис в L2(S2n−1). Для любых фиксированных p, q и j, мы имеем
λ
(j,k)
p,q ≥ a0,0 и счетная система {g(j,k)p,q }k∈N собственных функций есть ортого-
нальный базис в весовом пространстве L2((0, 1), r), состоящем из комплекс-
нозначных функций и снабженном скалярным произведением (
√
r·,√r·)L2(0,1)
(см. [TS72, доп. II, ч. 1, § 2]). Значит, известные аргументы показывают, что
система {u(j,k)p,q } – ортогональный базис в L2(B2n). Так как {u(j,k)p,q } – ортого-
нальный базис в L2(B2n), то других собственных значений, кроме упомянутых
λ
(j,k)
p,q , задача (15.2) не имеет.
Следовательно, собственных векторов, соответствующих некоторому соб-
ственному значению λ, и не являющихся линейными комбинациями уже по-
строенных собственных функция, нет.
Как мы видели выше, пространство L2(B2n) плотно в H−,γ(B2n). Поэто-
му система {u(j,k)p,q } полна также и в H−,γ(B2n). Наконец, пусть функция u ∈
H+,γ(B2n) ортогональна каждому из векторов u(j,k)p,q относительно (·, ·)+,γ . То-
гда, пользуясь леммой 11.1 и (11.2), мы заключаем, что
(u, u(j,k)p,q )L2(B2n) = (u, L
−1
0 ι
′ιu(j,k)p,q )+,γ
= λ(j,k)p,q (u, u
(j,k)
p,q )+,γ
= 0,
т.е. u ортогональна каждому вектору u(j,k)p,q в L2(B2n). Следовательно, u = 0 в
L2(B2n), а значит, и в пространстве H+,γ(B2n). Это в точности означает, что
система {u(j,k)p,q } полна в H+,γ(B2n).
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Следствие 11.8 и лемма 15.1 на самом деле показывают, что операторы Q1,
Q2 и Q3 принадлежат классу Шаттена Sn+ε для любого ε > 0, а поэтому их
порядки конечны. Более того, в этом случае кратности собственных значений
также конечны. С этой точки зрения, случай когда Ψ ≡ 0 имеет особый инте-
рес.
Теорема 15.6. Пусть a > 0, ρ ≡ 1 и Ψ ≡ 0. Если D – строго псевдовыпуклая
область с границей класса C∞, то обратный оператор L−10 для L0 индуцирует
положительные самосопряженные операторы
Q1 = ι′ι L−10 : H
−,γ(D) → H−,γ(D),
Q2 = ι L−10 ι
′ : L2(D) → L2(D),
Q3 = L−10 ι
′ι : H+,γ(D) → H+,γ(D),
которые имеют одинаковые системы собственных значений и собственных
векторов. Более того, все собственные векторы больше либо равны a и су-
ществуют ортонормированные базисы в пространствах H+,γ(D), L2(D) и
H−,γ(D) состоящие из собственных векторов. Кроме того, собственное зна-
чение λ = a имеет бесконечную кратность, а кратности остальных соб-
ственных значений конечны.
Доказательство. Тот факт, что операторы Q1, Q2 aи Q3 самосопряжены и
неотрицательны, следует из леммы 11.1.
Рассмотрим операторное уравнение (Q2 − λI)u = 0 для λ ∈ C. Соответству-
ющее слабое равенство имеет вид
4 (∂¯u, ∂¯v)L2(D) + a(u, v)L2(D) = λ(u, v)L2(D)
для всех v ∈ H+,γ(D). В частности, мы получаем
4 ‖∂¯u‖L2(D) = (λ− a) ‖u‖2L2(D)
для его решений. Следовательно, нетривиальные решения возможны только
при λ ≥ a.
Функция u ∈ H+,γ(D) удовлетворяет этому уравнению для λ = a в том и
только том случае, когда u голоморфна в D. Поскольку такие функции состав-
ляют H(D), мы видим, что кратность собственного значения λ = a бесконечна.
Обозначим через H(D)⊥ = L2(D) 	 H(D) подпространство в L2(D), состо-
ящее из всех функций, ортогональных к H(D). Ясно, что если u ∈ H(D)⊥,
то
(Q2u, v)L2(D) = (u,Q2v)L2(D) = (u, v)L2(D) = 0
для всех v ∈ H(D). Следовательно, Q2 отображает H(D)⊥ в H(D)⊥.
Согласно лемме 15.1, сужение оператора Q2 на H(D)⊥ компактно и самосо-
пряжено. По теореме Гильберта-Шмидта, существует ортонормированный ба-
зис {bν} в H(D)⊥, состоящий из собственных векторов этого оператора. Выби-
рая ортонормированный базис {hν} в H(D), мы получаем ортонормированный
базис {hν} ∪ {bν} в L2(D), состоящий из собственных векторов Q2.
Наконец, тот факт, что операторы Q1, Q2, Q3 имеют одинаковые системы
собственных значений и собственных векторов, следует из леммы 11.1. 
Свойство Фредгольма и теорему о полноте корневых функций задачи (15.1)
можно сформулировать следующим образом.
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Следствие 15.7. Пусть a0,0 ≡ ρ−2, Ψ =
√
B0,0Ψr с B0,0 > 0 и t = 0. Ес-
ли существует такое число ε > 0, что ρ1−ε
(
aj − 8γ ρ−1∂zjρ
) ∈ L∞(D), for
1 ≤ j ≤ n, ρ2−ε∆a0 ∈ L∞(D) и, либо оператор ∆B0 задается умножени-
ем на некоторую функцию ∆b0, удовлетворяющую ρ2r−ε∆b0 ∈ L∞(∂D), при
0 < r ≤ 1/2, либо ρ−γ∆B0ργ компактно отображает Hr(∂D, S) в H−r(∂D),
при −1/2 < r ≤ 1/2, тогда задача (15.1) фредгольмова. Если, более того, по-
стоянная c из (15.5) меньше, чем 1, то задача (15.1) однозначно разрешима,
а обратный оператор L−1 : H−,γ(D)→ H+,γ(D) ⊂ Hs,γ(D, S) ограничен; здесь
s дано в (7.10).
Следствие 15.8. Пусть a0,0 ≡ ρ−2, Ψ =
√
B0,0Ψr для B0,0 > 0 и t = 0.
Если постоянная c в (15.5) меньше, чем sin(r + 1/2)pi/2n, то система корне-
вых функций замкнутого оператора T в H−,γ(D), соответствующего задаче
(15.1), полна в пространствах H−,γ(D), H0,γ(D) и H+,γ(D, S), и, для любо-
го δ > 0, все собственные значения T (кроме их конечного числа) принадле-
жат углу | arg λ| < arcsin c + δ в C. Кроме того, если aj = 8γ ρ−1∂zjρ, для
1 ≤ j ≤ n, ∆a0 = 0 и ∆B0 = 0, то все собственные значения T принадлежат
углу | arg λ| ≤ arcsin c.
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