We report the results of a systematic search for signatures of the Intergalactic Medium (IGM) in Quasar spectra of the Sloan Digital Sky Survey (SDSS) Data Release 3(DR3), focusing on finding intervening absorbers via detection of their O VI doublet. Here we present the search algorithm, and criteria for distinguishing candidates from spurious Lyman α forest lines. In addition, we compare our findings with simulations of the Lyman α forest in order to estimate the detectability of O VI doublets over various redshift intervals. We have obtained a sample of 1866 O VI doublet candidates with rest-frame equivalent width ≥ 0.05Å in 855 AGN spectra (out of 3702 objects with redshifts in the accessible range for O VI detection). This sample is further subdivided into 3 groups according to the likelihood of being real and the potential for follow-up observation of the candidate. The group with the cleanest and most secure candidates is comprised of 145 candidates. 69 of these reside at a velocity separation ≥ 5000 km/s from the QSO, and can therefore be classified tentatively as intervening absorbers. Most of these absorbers have not been picked up by earlier, automated QSO absorption line detection algorithms. This sample increases the number of known O VI absorbers at redshifts beyond z abs ≥ 2.7 substantially. We propose to obtain observations of some of the candidates with the best signatures for O VI doublets with high signal-to-noise and high resolution in order to better constrain the physical state of the warm component of the IGM at high redshift and its metal content.
INTRODUCTION
Our understanding of the nature of the intergalactic medium (IGM) and its evolution as traced by the absorption features observed in the sightlines towards luminous objects like quasars, has benefitted tremendously within the past few years both from observational and theoretical advances. High-resultion studies of the Lyman α forest could be extended to very low column densities due to high-resolution echelle spectrographs on powerful 8m and above-class telescopes like HIRES (Keck) and UVES (VLT) (Hu et al. 1995; Lu et al. 1996; Kim et al. 1997; Kirkman & Tytler 1997) . At the same time, theoretical models incorporating gas dynamics, radiative cooling, and photoionisation, have been developed that can reproduce the majority of the observed properties of the quasar absorption spectra (Cen et al. 1994; Miralda-Escudé et al. 1996; Hernquist et al. 1996; Petitjean et al. 1995; Davé et al. 1997) . In this picture, baryonic gas can be encountered in a wide variety of physical conditions. Within the Lyman α forest, at least at high redshift where the forest is the main repository for baryons, most of the gas resides in relatively cool (T∼ 10 4 K) low-to-medium overdensity structures that are not in dynamical or thermal equilibrium and are mostly governed by photoionisation. The IGM is expected to be highly ionised with a neutral fraction of hydrogen f(H I) ∼ 10 −4 to 10 −6 . In such a medium, metals are also highly ionised. Thus, oxygen, as the most abundant intergalactic metal, may exist in the O VI state. Since the O VI 1032/1038Å doublet is observable from ground-based telescopes for redshifts beyond z abs ∼ 2.0, these transitions constitute a primary tool for studying the characteristics of the metals in the IGM at high redshift. The density of the IGM is sufficiently low as to allow the production of O VI by photoionisation from the intergalactic UV and soft X-ray radiation field (Haardt & Madau 1996; Schaye et al. 2000; Simcoe et al. 2004) . Indeed, O VI absorbers seen towards higher redshifts can usually be modelled by structures that are photoionised (Bergeron et al. 2002; Carswell et al. 2002; Levshakov et al. 2003) . Due to the different wavebands required for detections at different redshifts and the strong evolution of the Lyman forest, a variety of different techniques and observational strategies have to be applied for finding and identifying O VI absorbers. Detection of the O VI 1032/1038Å doublet from ground based telescopes is only possible beyond redshifts of z lim ≥2.0 due to the 3000Å atmospheric cutoff, and thus studies of the absorber statistics below this threshold need to rely on space-based instruments. Burles & Tytler (1996) conducted the first systematic survey of O VI absorbers at z ∼ 1.0, employing FOS on HST to study a sample of 11 QSOs, and found 12 suitable candidates of which 9 were expected to be real, thus establishing that the number density per redshift interval of these absorbers is similar to, if not greater than, that for C IV and Mg II absorbers at the same redshift. Towards higher redshifts, despite the advantange of shifting the lines into the range for ground-based instruments, the ever increasing density of the Lyman forest renders unambigious identifications of O VI absorbers in its midst more difficult. Thus, most studies have re-lied upon high-resolution and high-signal-to-noise ratio spectra. Around redshifts of z ∼ 2.0-3.0, a variety of surveys find evidence for a population of absorbers residing in low to medium overdense regions, mostly photoionised by the ambient extragalactic radiation field (Carswell et al. 2002; Bergeron et al. 2002; Aracil et al. 2004; Simcoe et al. 2004) . The metal enrichment of the IGM inferred by theses surveys ranges from 10 −2 to 10 −3 of the solar value for structures around the mean density of the universe at z ∼ 2.0. Using UVES spectra for 2 lensed quasar systems, Lopez et al. (2007) find size constraints for such intervening O VI absorbers with lower boundaries on the kpc scale, where no or only very little variation in different lines of sights are seen. This is broadly consistent with other studies of binary QSO sightline inferring correlation lengths of the absorbers up to several tens of kpc (Smette et al. 1995; Petitjean et al. 1998; Lopez et al. 2000; Rauch et al. 2001 ). An interesting method to statistically infer the C IV metallicity from measuring the mean C IV optical depth associated with all pixels of the Lyman α forest with similar optical depths, was pioneered by Cowie & Songaila (1998) , finding a general correlation of τ (CIV ) with τ (HI) when τ (HI) ≥ 1.0. This method was applied to O VI by Songaila (1998) , Schaye et al. (2000) and recently Aracil et al. (2005) who assert the existence of O VI in gas where the H I optical depth is as low as 0.1. There is, however, some ambiguity in the interpretation of the results of such statistical pixel-to-pixel correlations. For an extensive discussion of the method see Aguirre et al. (2002) , and Pieri & Haehnelt (2004) for a critical analysis of the results. The mechanism for enriching the IGM with metals to the level inferred by these surveys remains somewhat unclear, yet there are at least good candidates : early and wide-spread dissemination of metals by Population III star formation on pre-galactic structures at very high redshifts (Nath & Trentham 1997; Ferrara et al. 2000; Barkana & Loeb 2001; Madau et al. 2001) or winds and superwinds from starbursts within galaxies at later stages (Aguirre et al. 2001; Adelberger et al. 2003) . For the latter mechanism, driving these winds out of the dense environments into the low density IGM remains a crucial point of contentention, and a variety of methods have been suggested ranging from supernovae (Couchman & Rees 1986) , to ejection by mergers (Gnedin & Ostriker 1997) , or photoevaporation (Barkana & Loeb 2001) . In this paper, we have decided to apply a direct pixelby-pixel search for signatures of strong O VI 1032/1038 A features seen in the spectra of SDSS QSOs. This is, to our knowledge, the first systematic survey at high redshifts (2.7 ≤ z em ≤5.0) at low resolution (R∼1800) and moderate signal-to-noise ratio. We demonstrate that there is a redshift window of opportunity where the density of the Lyman forest is not yet too high to obliterate all hopes for finding and identifying relatively narrow metal absorbers, and the pathlength covered by the combined SDSS sample is high enough to expect finding a reasonable number of such absorbers given conservative assumptions about the metallicity of the IGM, the abundance of O VI due to photoionisation and the average signal-to-noise ratio of the QSO data sample.
The paper is organised as follows : section 2 details our preliminary analyses whether the signal-to-noise ratio of the SDSS spectra and the density of the Lyman forest enables our search program. In section 3 we present our SDSS QSO sample selection, and section 4 gives an overview of the search algorithms we applied. Before we summarise and conclude in section 6, we present the results of our search in section 5. The search method developed here can be easly tailored to a variety of different ionic species, and thus we would like to point out that this paper is the first in a forthcoming series that will focus on the inferences on the metal content of the IGM at high redshifts that can be drawn from analyses of the SDSS QSO data set. Throughout this study we use a cosmology with H 0 =71 km s −1 Mpc −1 , Ω M = 0.27 and Ω λ =0.73. Abundances are given by number relative to hydrogen, if not otherwise noted.
PRELIMINARY FEASIBILITY ANALYSES
With rest-frame wavelengths below the H I Lyman α wavelength of 1215.67Å, the O VI 1032Å/1038Å doublet absorption lines inevitably fall into the Lyman alpha forest of systems located along the same sightline with slightly lower redshifts than the relevant Lyman α forest line. Thus, two effects may prohibit our attempts to find such O VI absorbers : first, the ubiquity of the Lyα forest lines, especially at higher redshifts, can lead to blending of the oxygen lines with H I lines, thus rendering a correct identification of the doublet impossible. Second, two different Ly α lines at different redshifts and the accidental occurence of optical depth ratios expected for O VI can mimick an O VI doublet, leading to a false identification.
The expected number of falsely identified absorbers
In order to estimate the severity of the latter effect, we have created mock catalogues of Lyman forests lines, using the line density estimate of Kim et al. (2001) and the column density distribution function of Hu et al. (1995) : dn dz = 9.06 × (1 + z) 2.19±0.27 for 13.64 < log N HI < 16.0
(1) f (N HI )dN HI = 4.9 × 10 7 × N −1.46
where dn dz denotes the number of Lyman α lines per redshift interval dz, and f(N HI ) is the probability distribution of obtaining a line with column density of neutral hydrogen N HI within the interval N HI , N HI +dN HI . We then analysed these catalogs, and retrieved all line pairs that exhibit the correct wavelength ratio (within a given tolerance) as well as the correct ratio of optical depths at the line center :
r 2 = τ (OV I(1032Å)) τ (OV I(1038Å)) = 2.0 (4) r 1 is independent of redshift since both lines get shifted by the same factor (1+z), and the result for r 2 follows from atomic physics :
where N is the column density, λ the wavelength of the transition, c the speed of light, A kj the Einsteincoefficient for the transition from the upper (k) to the lower (j) level, b λ = λ 0 b c the line broadening factor, and the statistical weights g k of the two transition differ by a factor 2. With the given resolution of SDSS spectra (R∼1800) and the conservative assumption that line centroids can be determined to about 1/3 of the resolution element, we expect a tolerance level for the wavelength ratio of ∆r1 r1 = 3.0×10 −4 . Furthermore, we can rule out all pairs that do not exhibit the correct optical depth ratio. The efficiency of this procedure depends crucially on the ability to precisely measure the equivalent width (EW) of lines, but even a conservative estimate of a 20% accuracy on a single pixel flux measurement, corresponding to a low signal-to-noise ratio of about 5, yields an elimination factor of roughly 8 at all redshifts. An analysis of the mock data sets spanning the complete redshift range available to us (2.7 < z abs < z max (SDSS)) and varying the thresholds on the desired precision for r 1 and r 2 yields for the number of expected interlopers:
where z abs is the absorber redshift, and g is the number of expected absorbers per spectrum. g 0 (z abs ) is a strongly increasing function of the redshift:
g 0 (z abs ) = 2.75 × 10 −4 (1 + z abs ) 7.5
Note that the coefficients and exponents in equations 6 and 7 are derived from analysing the mock data set, without taking additional absorption from metal lines into account. Nor did we analyse the contribution of random noise features mimicking O VI doublets. The latter problem, however, is obviated by the fact that we are going to focus on lines that are clearly above the noise limit, as we will explain in section 3. We expect the O VI absorbers to be accompanied by strong H I Lyman absorption. Therefore, we can rule out all interlopers that do not show associated H I transitions. Given the line density estimate of Kim et al. (2001) , the lower limit for the average velocity separation of two Lyman α absorbers is
where we used the relation z abs ≤ z em to obtain the lower limit in the last step, and equated ∆N = 1. The velocity separation of one pixel in SDSS spectra, however, amounts to ers that exhibit less than a fiducial value for the deviations in both line position and line strength (for details see text), whereas the dotted line takes the additional requirement into account that the interlopers have to show associated, strong H I absorption. It is obvious that our search efficiency peaks around a redshift of z abs ∼ 3.2, and rapidly deteriorates for redshifts z abs ≥ 4.0. Thus, we expect our "window of opportunity" to be between 2.8 < z abs < 4.0, where the ratio of detections of real systems to spurious interlopers is greater than unity.
Thus, the probability to have at least one H I line fall right onto the pixel corresponding to the redshift of an "O VI pixel" is
Note that the Kim et al. (2001) line density includes Lyman α absorbers with column densities as low as log N HI = 13.64. Restricting ourselves to absorbers that show at least an optical depth at line centre for the Lyman β line of τ 0 (Lyman β) = 1.0, leads to another factor of f strong ∼ 0.4 in the exclusion of spurious interlopers. Therefore, we can furthermore reduce the number of spurious interlopers by p interloper × f strong , at least, by requiring associated, strong Lyman α and β absorption for the candidate O VI feature. Since higher order series lines become rather weak, adding additional components probably does not follow the same simple multiplicative propagation of probabilities, and so we have considered in this feasibility study only the first two terms of the Lyman series. Figure 1 shows in red the number of expected H I interlopers without (dashed) or with (dotted) the additional requirement of associated Lyman α and β absorption. For these calculations we have used the fiducial values of ∆r1 r1 ≤ 3 × 10 −4 and ∆r2 r2 ≤ 0.2. Introducing the additional requirement significantly reduces the number of false positives, as figure 2.1 demonstrates. Finally, we can also disqualify a potential candidate as belonging to an O VI doublet if it is clear that it is part of a Lyman series itself, i.e. we can check whether there are lower (or also higher) Lyman transitions at the same redshift with similar velocity structures. This cut be-comes possible for all lines above 4500Å when the Lyman β line redshifts into the lower wavelength regime of SDSS. Thus, we expect to even further reduce the number of falsely classified O VI absorbers beyond a redshift of z OV I ∼ 3.37 by a large fraction. Another criterion that can be used to correctly identify a metal line doublet is the shape of the lines : both are expected to have the same velocity structure and should be rather narrow, in stark contrast to the Lyman lines that tend to be broader than 20 km/s -this, however, is only applicable in our case for H I lines so strong that their width exceeds one pixel. Such strongly saturated or even damped lines are rather rare, and would have been picked up by other automatic search algorithms already, as we describe later. We will discuss the implementation and success of these and various other criteria to distinguish real O VI lines from H I features mimicking metal lines in section 3.
The detectability of O VI doublets in the Ly α forest
In order to estimate whether blending and/or noise renders the identification of existing O VI doublets in the Lyman forest impossible, we have created 100 mock spectra of a typical Lyman forest, following the number and column density distributions from above, and adjusting the spectral resolution and pixel size to the SDSS fiducial value. In this forest we placed an O VI doublet at a redshift of about 3.5, added noise according to the appropriate (worst-case) SDDS scenario, and checked carefully how often we could reliably retrieve the O VI doublet. Figure 2 shows two examples : in the first, both components are clearly identified, whereas in the second, both are severely blended. Of course, stronger lines can be identified more easily. From this analyis, we conclude that about 15% of systems with an EW greater than log EW λ1032Å,obs = −0.8 can be unambigiously identified at a redshift of z ∼ 3.5. How many such absorbers do we expect per sightline ? The above limit for the EW lies only slightly higher than the Line Observability Index (LOX 3 , cf. Hellsten et al. (1998) ) derived by Davé et al. (1998) for a metallicity of [O/H]= −2.0 4 . Integrating the Hu et al. (1995) distribution over the interval 13.8 < log N H < 15.4, where the LOX is of order 1.5 and above (cf. fig.2 of Davé et al. (1998) ), and along the sightline to a QSO to a redshift z abs of the absorber, we obtain the number g(z abs ) of such lines associated with detectable O VI absorption:
1 2 is the redshift path length, and r(LOX, z em ) is the estimate for the fraction of lines correctly identifiable at the QSOs emission redshift. Here we have assumed for simplicity a constant with EW λ,obs = 0.15Å was placed at redshift z abs ∼ 3.5. The positions of the two lines are indicated by the dotted line. Then the worst case level of noise for the SDSS spectra was added. Upper panel: In this example both absorption lines can be easily identified and they maintain the expected optical depth ratio.Lower panel: In this example, both components are blended with Lyman forest lines, changing the optical depth ratio drastically. Note also how noise affected the 1038Å component and shifted its flux upwards. Clearly, such a scenario renders the identification of the doublet impossible. r(LOX) = 0.15, a value based upon our simulation at z em ∼ 3.5. The rapid rise of the number of expected lines in figure 1 is a result of the almost linearly growing redshift pathlength dX dz dz. It is clear from fig. 1 that beyond redshifts of z abs ∼ 4.2, the sheer number of interlopers will make unambigious detections of O VI features very difficult, and the search efficiency will peak below that redshift.
Summary of the initial feasibility analyses
From the simulations and estimates above, we conclude that we will be able to retrieve a large enough sample of O VI absorbers in the spectra of SDSS quasars to obtain meaningful results for a statistical analysis. Furthermore, we will be able to reliably and easily exclude false identifications via a variety of methods, ensuring that our sample of O VI system candidates will be clean at least up to redshifts z em ∼ 4.0.
THE AGN SAMPLE

SDSS imaging and spectroscopy
The Sloan Digital Sky Survey (SDSS) is an imaging and spectroscopic survey of the sky (York 2000) using a dedicated wide-field 2.5m telescope (Gunn 2006; Gunn et al. 1998) at Apache Point Observatory, New Mexico. Imaging is carried out in a drift-scan mode using five broad ugriz bands spanning the range from 3000 to 10,000Å (Fukugita et al. 1996) . The 95% completeness limit in the r band is 22.2 mag (on the AB system). For more specific information on the imaging and quality control thereof see Hogg et al. (2001) ; Ivezić et al. (2004) ; Smith et al. (2002) and Tucker et al. (2006) . Details of the astrometry can be found in Pier et al. (2003) . A variety of algorithms selects objects from the imaging data for spectroscopy. These targets are arranged on series of plug plates, called tiles, with radius 1.49 o (Blanton et al. 2003) , each containing provision for a total of 640 targets and calibration stars. Optical fibers at the focal plane feed the light from holes in aluminium plates to a pair of double spectrographs. The resulting spectra range from 3800 to 9200Å with a resolution of R = λ ∆λ ∼ 1800. The S/N of the SDSS spectra entering the public data base are required to be above 4.0 at a fibre magnitude of 19.9 in the red SDSS spectrum and a g magnitude of 20.2 in the blue (Adelman-McCarthy 2006) . Specific information on SDSS data products can be found in Stoughton (2002) and Abazajian (2003 Abazajian ( , 2004 Abazajian ( , 2005 as well as Adelman-McCarthy (2007) .
The SDSS absorption-line catalogue
Quasars within the SDSS survey are mainly selected by colour criteria from the imaging campaign, and subsequently verified by spectroscopic follow-up studies (Richards et al. 2002) . Quasar spectra with absorption lines have been published by a number of groups : Hall (2002); Menou et al. (2001) ; Tolea et al. (2002) ; Reichard et al. (2003) ; Hall et al. (2002) , mainly focusing on broad absorption features. Several teams have developed pipelines isolating and identifying absorption lines and systems in QSO spectra (vanden Berk et al. 2000; Richards et al. 2001; York & SDSS Collaboration 2001; York et al. 2005) . Following the format of the catalogue by York et al. (1991) a comparison of these pipeline-created catalogues with lists made by visual inspection reveal a completeness of above 95% for such an automation. The incompleteness results mainly from blending of the Mg II line, key to the detection of QSO absorption systems, most importantly with night sky emission. The main catalogue of York et al. (2005) presents lists of significant absorption lines, equivalent widths, various line parameters and possible redshifts. Discrete absorption line systems are obtained by matching lines of different transitions of redshifts within a certain range, depending on the S/N of the spectra. Different criteria such as number and quality of components allow for a grading of the systems -all Class A systems e.g. need to contain at least four, unblended lines above a 4σ detection limit matching in redshift, free of artefacts and blends, occuring redward of the Lyman α forest (York et al. 2005) . The QSOALS catalogue used here is based on the SDSS data release 3(DR3) (Abazajian 2005 ).
Our SDSS QSO sample
At rest-frame wavelengths of 1031.912Å and 1037.613 A, the O VI doublet starts to become visible in the spectra of SDSS quasars only at redshifts of z abs ∼ 2.7. We have thus retrieved all normalised QSO spectra in the QSOALS database beyond this lower redshift. Our sample consists of 3702 quasars with redshifts ranging from 2.70 to 5.413. Figure 3 shows the redshift distribution of the sample. More than 60% of the sources are below a redshift of z em = 3.5, where we expect to maximise the search efficiency for O VI doublet signatures and the cleanliness of the O VI candidate sample. As Figure 3 demonstrates, the majority of the sources have i band magnitudes between 19.5 and 20.5. As the reliability of an absorption line detection is a function of the local signal-to-noise ratio, we have determined the average signal-to-noise ratio of all spectra within the region of The average signal-to-noise ratio per pixel in the Lyman α forest for each source versus the emission redshift zem. Due to the decreased flux in the forest, this value for the signal-to-noise ratio often falls substantially below the nominal lower limit of signal-to-noise ratio=4.0 (indicated by the dashed line) for the complete spectrum to enter the SDSS data set, especially towards higher redshifts where not only the sources become in general fainter, but also the density of the forest increases substantially.
interest for us. This average value is usually below the overall signal-to-noise ratio of the spectrum since the flux levels within the Lyman α forests are much lower than beyond it. Figure 3 shows the distribution of these average signal-to-noise ratio values with the emission redshifts of the sample sources. Especially towards higher redshifts, it is apparent that the increasing density of the forest and the general faintness of the sources lead to a severe decrease in the signal-to-noise ratio that will hinder unambigious identifications of absorption lines. However, below z em ∼ 3.5 there are enough quasars with signal-tonoise ratio above the conservative limit we used in section 2.1 for the feasibility study.
SEARCH STRATEGY AND ALGORITHM FOR THE SDSS
QUASAR SPECTRA
The absorption systems and line lists of the SDSS QSOALS catalogues primarily contain securely identified features, resting primarily on key absorption lines like the Mg II or C IV doublets. In many cases, identification of such systems is made possible by the fact that the absorption occurs redward of the Lyman α forest and thus in relatively clean parts of the spectra. For our search of signatures of the O VI doublet, however, it is clear that all of the candidates must be found in the forest. Furthermore, these O VI systems need not be accompanied by other metal absorption systems like CIV or MgII that would allow unambigious identification outside the Lyman forest (cf. Davé et al. (1998) ). Thus, we cannot expect the automated pipelines used to create the SDSS QSOALS catalogues to have picked up on the relatively weak features within the Lyman forest in which we are interested. Therefore, we had to develop our own algorithms to construct a complete list of O VI absorbers at intervening redshifts. After completing our search with this method, we performed a cross-check with the QSOALS database to see if the putative O VI candidates also show transition of other ions at the same redshift. The results of these checks are summarised in section 5.1.
The search algorithm for finding O VI doublets
For a median Doppler broadening parameter b OV I = 16 km/s, obtained by Simcoe et al. (2002) , it is obvious that nearly all of the O VI lines that we expect to be present in SDSS spectra will fall on just one pixel, as 1 A represents roughly 70 km/s in velocity space at 4000 A, where we expect to have the best search efficiency . Therefore, we implemented a simple pixel by pixel comparison for all spectra, characterising each single pixel within the wavelength range from the blue SDSS limit of 3800Å up to the maximum wavelength allowed for the O VI 1032Å component λ max = (z em + 1) × 1031.912Å by its normalised flux and thus optical depth. For each pixel, we derive its hypothetical absorption redshift z abs as if it were the O VI 1032Å component. Then we identify the corresponding pixels in the spectra that would belong to the second O VI 1038Å component as well as the Lyman α,β and, if possible, γ lines for that same redshift. Naturally, the overlap between the redshifted wavelength range of the O VI 1032Å component pixel and the actual wavelength range of the pixel containing the corresponding O VI 1038Å component is not perfect. And thus, theoretically the absorption structure of the O VI 1038Å transition could span two pixels. The calculations above, however, demonstrate that the velocity width of a line is most likely going to be only a small fraction of the width of a single pixel -and so this scenario will occur only in a small number of cases. Furthermore, by coincidence, the wavelength separation of the pixels in SDSS spectra and wavelength ratio specific to the O VI doublet create an overlap at the level of 0.94 for all spectra and all pixels. We did, additionally, check for potential O VI candidates in the O VI pixel pairs that do overlap by only 6%, but the number of candidates retrieved in this way agreed well with just the expectations from random interlopers. We therefore estimate that the loss of valid detections due to this complication is minimal.
Criteria for identification of O VI lines and rejection of spurious Lyman series lines
In order to assess whether an absorption feature exhibits the correct ratio of optical depths while not being able to fully resolve the structure of the absorption lines, we need to derive a quantitative measure of that ratio from the observed normalised fluxes per pixel. Assume that a) the complete profile of an O VI transition fits into one pixel, and b) that this line is the only absorption line within that pixel (i.e. no blending with H I Lyman lines). Then, it is possible to extract the equivalent width of the O VI line from the measured normalised flux 5 as
is the equivalent width of the line in the observer's frame, ∆λ is the pixel size in wavelength 5 We rely upon the flux normalisation via the continuum estimate given in the QSOALS database. at the corresponding pixel :
is the ratio of equivalent widths of the two transitions. This ratio depends on the strength and velocity width of the absorber. For unsaturated lines it remains fairly close to 2, and drops to unity for saturated lines. We have modelled the O VI 1032Å and 1038Å transitions with Voigt profiles of various Doppler parameters b, and are thus able to compute :
as a function of the estimated equivalent width EW
λ1032Å
. This introduces a model dependence into our derivation as we need to assume a value for the Doppler parameter b. We find, however, that even large variations of the Doppler parameter, 5.0km/s < b < 20.0km/s, only affect r EW on the 30% level. Here we take b = 15km/s as fiducial value for the Doppler parameter. The following criteria were used to classify pixels as candidates belonging to an O VI doublet.
1. Both pixels of the O VI doublet candidate need to exhibit normalised fluxes lower than 1.0. This simply ensures that absorption features rather than pixels whose noise pushed them over the flux level of unity are selected.
The expected flux f exp,1038Å
is allowed to deviate from the actually measured flux f pixel,1038Å less than a certain threshold
where σ is the standard deviation of this flux difference, estimated from the signal-to-noise ratio of each pixel and the uncertainty on the line width mentioned above. The effects of varying N 1 will be described in the next section.
The inferred equivalent width of the stronger O VI
1032Å component has to be above a minimum limit EW λ1032Å,rest−f rame ≥ N 2 × ∆λ This enables us to clear our candidate lists from very weak features, i.e. spurious Lyman α forest lines with low column densities which we expect to be the main contaminant at high redshifts. Note that this criterion is usually automatically fulfilled for candidates in spectra with low signal-to-noise ratio passing criterion 4 mentioned below, and thus is mostly useful for cases where the signal-to-noise ratio is significantly above the 4.0 threshold for entering the sample.
4. The significance of absorption in each pixel should be above a low threshold
While this criterion is already implicitly in place for the expected and measured flux difference and the lower limit to the equivalent width, this formulation puts a stronger limit on the number of candidates. Requiring a high significance for each pixel allows us to focus on absorption lines with a high likelihood of being real, rather than noise artefacts. In contrast to criterion 3, this cut proves most useful in spectra with low signal-to-noise ratios. Note that this criterion introduces a lower threshold for the equivalent width that is signal-to-noise ratiodependent : at a fiducial average signal-to-noise ratio of 5.0 (8.0) and a significance level of 4.0 σ (2.0 σ), corresponds to rest-frame equivalent width limit for the SDSS set-up of EW rest = 0.195Å (0.06 A).
5.
Since we expect O VI to be accompanied invariably by H I Lyman features, we require
where the x represents either Lyman α, β or -if applicable -γ. Due to a lack of information regarding the metallicity and the physical state of the absorbing gas, there is a priori no straight forward way of calculating the H I absorption expected for a given value of f pixel,1032Å
. Therefore, we introduce these hard cuts on the flux for the associated Lyman series transitions, and resort to this simple, yet efficient method of checking for accompanying H I absorption.
6. We reject all candidates that in turn show signs of being part of Lyman order series absorption, i.e. we check whether the feature in question could be a Lyman line, accompanied by higher (or lower) series members elsewhere in the spectrum with a similar velocity structure. This turns out not to be a severe cut : only 4 of altogether 1870 candidates passing all other tests had to be eliminated by this procedure.
It is clear that the efficiency of detecting O VI candidates and filtering out spurious H I Lyman series absorbers is a complicated function of redshift and signal-to-noise ratio of each spectrum. Thus, a more flexible approach, tailored to each object, could result in a higher overall yield. We have, nevertheless, applied the aforementioned rigorous, yet simple strategy to the complete sample regardless of redshift and signal-to-noise ratio of each source. This allows for a more straightforward comparison of the results with expectations based upon our initial feasibility study, and certainly facilitates quantitative analyses like completeness estimates. And it is certainly the conservative approach. We note that possible blends of the two O VI 1032/1038Å transitions with other lines at very similar rest-wavelengths constitute an additional complication. Specifically, the presence of strong lines of C II will have the 1036Å line of C II overlapping with O VI 1038Å, and A component appears well before the turn-over to a much lower retrieval rate of real candidates (∼ 0.3Å for 2.9 ≤ z abs ≤ 3.0). Criterion 4 is a stronger selector for the low signal-to-noise ratio spectra, thus we have chosen this weaker selector mainly to avoid very weak interlopers for candidates in high signal-to-noise ratio spectra. Criterion 5 (lower right panel) Requiring a low flux value for the accompanying Lyman transitions, effectively clears the sample of random H I lines. Note that applying even stricter limits will throw out good candidates in low signal-to-noise ratio spectra when noise can push a Lyman pixel over the threshold limit.
shift this blend to a lower wavelength. Also, any system that contains appreciable amounts of molecular hydrogen, H2, will also produce a blend with the O VI 1038 Atransition, but leave the 1032Å component untainted. Interestingly enough, none of our good candidates appear in systems that are bona-fide damped-Lyman α absorbers (DLAs). This is probably due to the blend with C II, which could be strong enough in DLAs to sufficiently alter the flux in the putative 1038Å pixel, such that it would be thrown out by our search criteria.
Effects of varying the selection criteria on the number of candidates
Obviously, the ability to retain most real O VI absorbers in the candidate list, while filtering out the contaminating spurious H I features mimicking metal lines, depends crucially on the choice of the parameters N i and f x (limit) from our search criteria. We have extensively tested the effects of different choices for these parameters on the numbers and the quality of the candidates. Figure 4 demonstrates how changing one of the cut criteria while keeping all others constant affects the average number of candidates retrieved from the 380 spectra within the redshift range 3.9 < z em < 4.0. These spectra have on average about 1300 usable pixels. The data points in black indicate the average number of candidates per spectrum when applying the full search strategy, while the points in red are derived by introducing a random shift to the pixel supposed to be the O VI 1038Å counterpart of the 1032Å transition, but keeping the other selection criteria (associated Lyman transitions, line significance and equivalent widths). This procedure effectively measures the frequency of interloper incidences. Note that in all cases, we retrieve more candidates for the 'real' search than for the randomised case. We have chosen the following parameters for filtering our dataset
While at first hand, it seems unnecessary to apply such a strict criterion, an inspection of the candidate lists produced with softer limits revealed that too many spurious candidates could pass. This is mainly due to the uncertainty in the estimated, expected EW of the O VI 1038Å feature when not knowing the doppler width of the absorbers. While obviously potentially eliminating good candidates in slightly more noisy spectra, the gain in clearing the sample from H I absorbers mimicking O VI clearly overweighs.
2. Criterion 3 (N 2 ) : EW λ1032Å ≥ 0.05 × ∆λ The lower limit on the equivalent width of a line introduced by this cut occurs well before the turnover to a much lower retrieval rate (at EW ∼ 0.3 for the case of 3.9 < z abs < 4.0, see figure 4 ), but still eradicates effectively a higher number of spurious very low column-density H I absorbers that tend to become ubiquitous at higher redshifts. We have chosen this low limit mainly to keep the (few) cases of spectra with very high signal-to-noise (for SDSS standards, i.e. signal-to-noise ratio f orest ≥ 10.0). Note that the lower EW limit introduced by this cut depends on the wavelength coverage of a pixel, and is thus slightly redshift dependent.
3. Criterion 4 (N 3 ) : 1.0 − f (pixel) ≥ 4.0 × 1/ S/N(pixel). The number of candidates is a strongly declining function of the signal-to-noise ratio for each pixel involved in the selection, as demonstrated by figure 4. However, above a significance level of ∼ 4.0σ the slope of that function changes to a much lower value, before finally at even higher values one simply runs out of pixels above the required signalto-noise ratio. Thus we have decided to apply the above limit, which turns out to be the strongest selector in cutting down the numbers of candidates.
4. Criterion 5 : Flux limit for Lyman lines
Limiting ourselves only to candidates that are accompanied by potential Lyman features of such depth maximises the ratio between real O VI absorbers and random interlopers, as can be seen from figure 4. Requiring even lower flux values throws out mainly potential candidates in low signal-to-noise ratio spectra, when noise pushes a Lyman pixel over the threshold, while softening the flux criterion leaves too many spurious interlopers in the sample.
5. In a final step, all of the candidates having passed the above criteria, were checked for possible higher (and also lower) associated Lyman series lines.
Only 4 (out of 1870) candidates had to be eliminated this way, which we take as a sign of having implemented already rigorous cuts to the sample with the criteria discussed above. Figure 5 shows the results of applying the search algorithm with the cut criteria mentioned in section 4 to the full dataset of 3702 spectra. For each redshift bin, the black data points in the lower panel represent the average number of candidates retrieved per spectrum. This number includes both real candidates and spurious interlopers. The red dotted line is a linear fit to the number of such random interlopers derived by averaging over 15 runs of the search algorithm when applying a random redshift offset to the O VI pixel assigned by the given, constant wavelength ratio of the 1038/1032 doublet. The redshift evolution of these (N∝ (1 + z abs ) 7.3 ) agrees very well with the expectations from the initial feasibility study (cf. equation 7 and fig. 1 ). Note that the number of 'real candidates' plus 'spurious interlopers' for the full search is always higher than in the random search process, lending further credibility to the robustness of our search strategy. The average approximate ratio of 'real' to 'random' candidates per redshift interval is presented in the upper panel of fig. 5 . The number of 'real' candidates is assumed to be the difference between the black data points and the estimate for the interloper frequency (red dotted line in lower panel of that figure) . As expected, the ability to produce a clean sample diminishes rapidly beyond redshifts of z abs ∼ 4.0.
O VI DOUBLET CANDIDATE LIST
Altogether, we retrieved 1866 individual candidates in 855 different AGN spectra (out of a total of 3702) passing all of the above criteria. These candidates still exhibit a wide range of properties. We examined each case manually, and grouped them into three categories depending on the quality and likely interpretation.
• Category 1 :
The highest quality, most unambigious candidates for O VI absorbers. All lines are strong and not obviously blended. The putative H I absorption is both stronger than the O VI feature and exhibits the expected line ratios for the Lyman series. 145 candidates could be placed in this group. In 76 cases, the absorption redshift is so close to the QSO's emission redshift that these absorbers are tentatively classifiable as intrinsic (∆v = c × zem−z abs 1.0+z abs ≤ 5000 km/s) 6 . In a forthcoming paper, the remaining group of 69 good candidates will be 6 Note that the velocity separation alone does not guarantee the systems to be intervening. See Richards et al. (1999) and Misawa et al. (2007) for cases where high velocity absorber can be regarded as intrinsic to the AGN The average approximate ratio of 'real' to 'random' candidates per redshift interval. The number of 'real' candidates is assumed to be the difference between the black data points and the estimate for the interloper frequency (red dotted line in lower panel). Note the decreasing efficiency to produce a clean sample with increasing redshift. As expected from figure 1, the "window of opportunity" lies roughly between 2.7 < z abs < 4.0, when the ratio real/random drops below unity. the prime sample from which we can draw sound inferences about the IGM.
• Category 2:
These candidates generally exhibit a secure identification of many of the features in question, but also at least one characteristic that leaves some doubt, e.g. a blending of one line, weak H I features in comparison to the O VI or excessively broad O VI lines. 586 (30%) candidates fall into this category.
• Category 3:
In this class of the lowest quality candidates, we encounter mostly examples with very low overall signal-to-noise ratio within the forest or features that are probably strong Lyman α absorbers at redshifts low enough such that we cannot see Lyman β to apply our exclusion criterion. Approximately 60% of the candidates fall into this category, which is considerably higher than the fraction we expected to be spurious interlopers from our initial feasibility studies, and thus leads us to the conclusion that even in this group there are real O VI absorbers. Having constructed the candidate list of O VI absorbers with the search algorithm described above, we performed a cross-check with the QSOALS database in order to determine whether there are additional ions seen at the same redshift. Here, we have focused first on the 69 candidates for intervening absorbers of the highest quality, but will extend the cross-check fully in a forthcoming paper. For 10 of these candidates the published version of the QSOALS database lists secure identifications of absorber systems at redshifts very close to value determined from the O VI doublet. In all of these cases, The plate, fiber and Julian date identification as well as the emission and absorption redshifts together with the i magnitude and the general signal-to-noise ratio within the Lyman forest are given at the top of the graph. These candidates generally allow only for very insecure identifications of many of the features in question, mostly because of low overall signal-to-noise ratio in the forest (as in the case presented here), but also blending and even a few cases where a strong Lyman α system could not be identified as such by our method due to the lack of accompanying higher order Lyman series transitions because of its low redshift. About 60% of the candidates fall into this category.
the velocity difference between the O VI absorber determined by our search algorithm and the listed QSOALS redshift for the absorber system is less than 300 km/s. These absorbers show transitions in a variety of other ions, most prominently C IV 1548/1550Å, C II 1335Å, Si IV 1394/1402Å, Al II 1671Å, and, in 2 cases of low enough redshift not to push the lines beyond the SDSS spectral window, even Al III 1855/1863Å. Not only does the existence of the other transitions in these absorbers greatly increase the likelihood for the O VI absorbers to be real, but it will also enable us to study the physical state of the absorbing medium via the full, established arsenal of astrophysical diagnostics. The in-depth analysis of these absorbers will be the central theme of forthcoming papers. While the remaining 59 candidates have no absorption systems listed in the QSOALS database, there are cases where the database indicates the detection of an absorption feature at the location expected from our O VI redshift, but does not assign an identification, probably due to a failure to securely identify the transition. We have checked for the presence of the following ions : C IV 1548/1550Å, C II 1335Å, Si IV 1394/1402Å, Al II 1671 A, and Al III 1855/1863Å. These are the primary transitions that are expected to be strong enough and, due to their rest wavelengths, can occur beyond the Lyman forest in the part of the spectrum where the detection is thus much easier. For 36 out of the 59 candidates, we do not find any securely detected absorption feature in the QSOALS catalogues. In 11 cases, there is one of the transitions listed, and in 8 cases 2 absorption features are present. For another two absorbers, we found 3 features each, and in the two best cases, even 4 of the 8 transitions in question could be retrieved. Given the low likelihood that these features are noise artefacts, especially for the cases where they are redward of the Lyman forest, the additional presence of up to 4 strong absorption lines lends further credibility to the reality of the O VI candidate. We note that the non-detection of a transition in the QSOALS catalogue cannot be equated with the nonexistence of the feature in the spectrum. In order to enter the QSOALS catalogue, a feature needs to pass certain threshold criteria, set by the automatic program detailed in York et al. (2005) . Specifically, the requirement of a four-sigma detection of a feature results in an equivalent width sensitivity which depends on the signalto-noise rate, but is at least of order 50-200 mÅ in the absorber restframe (York et al. 2005) . We are going to manually recheck each spectrum separately at the wavelengths where we expect potential absorption features, and derive upper limits for lines not detected. These can also help with the interpretation of the physical state of the absorbing gas. A more difficult task is the assessment of the completeness level of our sample. We have noticed that, in some cases, the QSOALS database indicates the presence of absorbing systems with O VI which is not being picked up by our search algorithm. We have examined closely the results for both search algorithms for the 134 QSO sightlines with 3.2 ≤ z em ≤ 3.23. We find that we retrieve 12 out of 37 grade A, B and C absorption systems (containing 4, 3 or 2 secure line identification at the same redshift, respectively) with O VI doublet identification in the QSOALS, whereas none of the 5 grade D systems with O VI is detected by our algorithm. On the other hand, we obtain 24 O VI candidates in that subsample that do not appear in the QSOALS database, or only show one of the two doublet components. What is the reason for the apparently low (∼ 30 %) success rate for our algorithm compared to the QSOALS search program ? In most of the cases where we do not detect a system, one or even both of the O VI doublet transitions are blended, and in some cases there was a lack of accompanying Lyman β absorption. Furthermore, in a significant fraction of the QSOALS candidates, there is a velocity difference between various metal components greater than the SDSS pixel separation, as pointed out by York et al. (2007) , which leads to an exclusion of the candidate in our approach. Thus, it is clear that the rigidity of our search criteria does lead to a certain fraction of lost real candidates. In order to meaningfully constrain the properties of the IGM at high redshift, the estimate of this lost fraction is absolutely crucial. While setting up a Monte-Carlo analysis with simulated Lyman forest spectra and artificially inserted O VI absorbers of various strength, and rerunning our detection algortithm on these to determine the search efficiency, is in principle a straight-forward procedure, we postpone it to the next paper in the series that will deal with this issue in depth.
SUMMARY AND CONCLUSIONS
We have systematically searched for signatures of the IGM in quasar spectra of the Sloan Digital Sky Survey (SDSS), focusing on finding intervening absorbers via detection of their O VI doublet. In this paper, we have presented our search algorithm, and criteria for distinguishing candidates from spurious Lyman alpha forest lines. In addition, we compare our findings with simulations of the Lyman alpha forest in order to estimate the detectability of O VI doublets over various redshift intervals. We have obtained a sample of 1868 O VI doublet candidates in 853 AGN spectra (out of 3702 objects with redshifts in the accessible range for O VI detection). This sample is further subdivided into 3 groups according to the potential for follow-up of these candidates : 145 of the candidates with the cleanest signatures for O VI doublets with high signal-to-noise and high resolution are promising candidates for higher resolution spectroscopy in order to better constrain the physical state of the warm/hot component of the IGM at high redshift. 76 of these, however, could be intrinsic absorbers as their redshift and thus velocity separation from the QSO is less than 5000 km/s. This leaves us with 69 strong candidates of intervening O VI absorbers at redshifts beyond z abs = 2.7. The efficiency of detecting O VI candidates and filtering out spurious H I Lyman series absorbers is a complicated function of redshift and signal-to-noise ratio of each spectrum, and thus more flexible search criteria, tailored to each object, could result in a higher overall yield than achieved here. We decided, however, to apply rigorous, yet simple cuts to the complete sample regardless of redshift and signal-to-noise ratio of each source. This will allow for a more straightforward comparison of the results with expectations based upon our initial feasibility study, and certainly facilitates quantitative analyses like completeness estimates, which we will undertake in a forthcoming paper. To summarise, our "blind" pixel-by-pixel search for O VI absorbers in the over 3700 SDSS spectra of redshifts beyond z em = 2.7 complements other studies that have targeted possible O VI features by their association to already known, strong absorbers such as damped Lyman α, Lyman limit systems and even metal-line absorbers (Simcoe et al. 2002 (Simcoe et al. , 2004 . Traditionally, these studies have focused on very high signal-to-noise ratio and resolution, at the price of thus being limited to relatively few individual sources due to the expensive nature of the observations. Reimers et al. (2006) find 6 different O VI systems and a further 8 potential, but blended candidates in a single object (HS0747+4259) at 1.46 ≤ z abs ≤ 1.81, deriving a redshift path density of dN OV I /dX ∼ 13. Simcoe et al. (2004) analyse 230 Lyman α forest lines with a hydrogen column density N H ≥ 10 13.6 cm −2 , for 7 QSOs with z em ∼ 2.6, and retrieve a total of about 50 accompanying O VI systems with secure identifications. Using the capabilities of VLT and UVES within the 'Large Programme : The Cosmic Evolution of the IGM', Bergeron & Herbert-Fort (2005) survey 10 bright QSO at 2.1 ≤ z em ≤ 2.8, and find 136 O VI candidates with 12.7 ≤ logN OV I ≤ 14.6 in 51 systems. Carswell et al. (2002) focus on two z em = 2 QSOs and hydrogen absorbers with log N H ≥ 14.0. They identify 7 individual O VI lines in 2 intervening systems in one case, and find 13 individual lines in 10 intervening systems in the other. Fox et al. (2007) study the frequency of O VI absorbers associated with 123 damped and sub-damped Lyman α systems, and report 12 detections of which 9 are intervening. Lopez et al. (2007) present 10 intervening O VI absorbers seen towards two lensed QSO pairs at a median redshift of z abs = 2.3. Our sample, residing at z abs ≥ 2.7, therefore greatly increases the redshift range of known O VI absorbers at high redshifts. It will allow us to test expectation based upon photoionisation models like the ones presented in Davé et al. (1998) , thereby possibly constraining the physical conditions of the IGM and the metagalactic UV/X-ray background at high-redshifts. 
