One of the important functions of an Intelligent Transportation System (ITS) is to classify vehicle types using a vision system. We propose a method using machine-learning algorithms for this classification problem with 3-D object model fitting. It is also necessary to detect road lanes from a fixed traffic surveillance camera in preparation for model fitting. We apply a background mask and line analysis algorithm based on statistical measures to Hough Transform (HT) in order to remove noise and false positive road lanes. The results show that this method is quite efficient in terms of quality.
Introduction
An Intelligent Transportation System (ITS) obtains information from special purpose sensors installed inside the road and/or CC-TVs and analyzes it in order to make decisions to avoid abnormal traffic situations. It is easier to obtain information from special purpose sensors than CCTVs, but it is more expensive and has less general applications since the information obtained from those sensors is limited to planned parameters such as the number of vehicles crossed, vehicle weights, and the velocity, etc., while information from CC-TVs can be used in more general situations if efficiently analyzed [1] . Thus, it is necessary to use video/image-processing techniques to obtain valuable information efficiently from fixed traffic surveillance cameras on the road [2] . However, they are very sensitive to natural phenomena such as wind, shadow, dirt, and fog, all of which create noise information. The sources of noise also include pedestrians, trees, and signal boards along the road. Thus, it is essential to develop noise-tolerant image processing algorithms when we use CC-TVs.
One of the basic but important algorithms in CC-TV image analysis is lane detection. It is a basic building block of many traffic analysis applications such as lane change detection and collision detection. There has been a great deal of research into lane detection for operating intelligent vehicles [3] - [4] . However, lane detection by traffic surveillance cameras contains more noises and smaller, less clear road lanes than those by intelligent vehicles, so the characteristics of algorithms are different from those of intelligent vehicles [5] - [6] . Various algorithms finding background models are available [7] - [9] , and these are used in detecting lanes and/or in tracking objects in various ways.
Another interesting and important application building block is vehicle type classification [10] - [11] by surveillance cameras. In a traffic monitoring system, if a vision-based vehicle type classification is sufficiently accurate, it can be used in the analysis of traffic volumes and auto-toll systems, etc. Vision-based monitoring systems have a clear advantage over magnetic loop detectors in that they are less disruptive in terms of installation and have many other traffic parameters for further analysis. However, visionbased vehicle type classification is sensitive as regards how to model the vehicle object and how to resolve the shadow/occlusion effect [11] .
In this paper, our main goal is to classify vehicles into four vehicle types from one fixed surveillance camera on a multiple lane road. Our vehicle classes are: cars, SUVs, trucks, and buses. In [10] , the classes concern only cars and non-cars although, recently, and especially in Korea, some models of SUV are as small as ordinary cars. In [11] , they tried to model 3-D coordinates from 2-D images and found that their estimates of the coordinates for buses, taxis, and SUVs were sufficiently correct. However, the real problem lies not in estimating the real coordinates but in finding the distinguishable attribute(s) over vehicle classes Thus, we are following the same line of past research [10] - [11] in that we use 3-D model fitting from the vanishing point. In order to find a sufficiently correct vanishing point, we first detect the road lanes effectively [12] .
For lane detection, we use the background model and Hough Transform (HT). However, HT in its basic form contains too many pixels so that it creates excessive lines with noise, and, consequently, the HT algorithm becomes slow. Thus, we try to decrease the number of pixels as the input of HT by applying sobel edge detection and thinning first. Then, we apply a background mask to remove the pixels located in the non-road area. We also apply a line analysis algorithm after HT. Our line analysis algorithm examines the density of pixels and the distance between pixels from each candidate line produced by HT and rejects that candidate if it does not meet our statistical measure. This procedure successfully removes false positive lines from the HT output.
The detected lanes form a vanishing point which is used to model a vehicle in 3-D that is also useful in resolving vehicle occlusion and shadow elimination [13] - [14] . Then, we use machine-learning methods in vehicle type classification. Two well-known algorithms are used in our experiment. C4.5-rules [15] are quick and provide comprehensible if-then rules after learning. IBL [16] , which is a variant of the nearest neighbor algorithm, can also be used in this problem.
The organization of the paper is as follows. In section 2, we explain the basic idea of HT and the other known algorithms used in our system as well as the algorithms developed by ourselves, such as the background mask and line analysis. Then, the overall structure of our system and model fitting methodology are explained in section 3, followed by our experiment results in section 4, ending with a discussion of the limitations and future steps of this research as a conclusion.
Related Algorithms

Background Estimation
The basic method of finding the background from an image requires the use of the accumulated data of each pixel from the first frame to the current frame. We take the most frequently appearing brightness as the background pixels from the accumulated data [6] . When (x,y) represents the coordinates of a pixel, the background pixels are obtained by the formula (1) below:
where B N-1 ( x, y) is the estimated background pixel and I k ( x, y) represents the k th frame of N continuous images, and the function select means:
where ρ x,y (r) is the number of possible pixels in (x, y) and r denotes the brightness. 
Lane Detection by Hough Transform
We use sobel edge detection as a pre-process to extract lane information from the binarized background image. However, the result usually contains too many pixels. Thus, we apply a thinning algorithm that only finds the skeleton of the line. Thus, we can decrease the number of pixels without losing lane information [9] .
Hough Transform (HT)
HT is frequently used to detect a line from an image. A line is mapped as an intersection point in the Hough area if it is translated to a coordinate system that has the relative rotation angle and distance from origin, i.e. the polar coordinate. Using this, HT transforms the Cartesian coordinates (x, y) into the polar (ρ, θ), and moves information from there and the retransform to the Cartesian coordinates system. If we take a straight line in the equation y=ax+b, we transform it to the polar coordinates using ρ = x cosθ + y sinθ. Then, as the above figure shows, every point on the same line (point a, b, c here) in the x-y Cartesian coordinate system is represented as a curve in the polar coordinate system and the intersection point of these curves denotes the line of the Cartesian coordinates. Thus the equation to find a line is expressed as follows:
where t is the threshold of the number of curves crossed on that point.
HT is neat to find the lines from the image, but the algorithm is slow since it finds far more lines than necessary. In our experiment, that problem arises when we apply HT to our thinned images since the thinned images include much more unnecessary information than just the lanes. Furthermore, there is no clear way to discriminate lines consisting of road lanes from lines consisting of other objects in the image. As we can see in Fig. 3 below, the pure HT may not get enough "real" road lanes (Fig. 3 (b) ) or finds too many false positives (Fig. 3 (c) ). Thus, the application of HT in its original form is not adequate for the images from the traffic surveillance camera [4] . Thus, we develop a couple of methods to reduce the noise in order to compensate this deficit of the HT. 
Background Mask
For the process of background estimation, we use the accumulated data of each pixel from the first frame to the current frame. However, as shown in Fig. 4 (a) , if the distribution of the intensity between pixels on the inside of the road and on the outside of the road is compared, there exists a clear distinction in the standard deviation. This is because there are more moving objects on the inside of the road than on the outside as time goes on. Thus, after taking the "AND" operation, Fig. 4 (b) shows that most non-ROI is removed from the HT input. (Fig. 3(c) ). 
Line Analysis
Although much improved, Fig. 5(c) shows that background masking is far from satisfactory in removing false positives. The source of this error is largely due to the surviving points from the non-road region. After the HT process, we have enough information about the points that consist of a line in the HT, and there is another statistical difference between the false positives and the true positives.
In Fig. 6 , lines A and B are the true positives and lines C and D are examples of false positives. Since the camera is fixed, the length of true positives are usually longer than that of false positives if we take the starting and ending points from the output line of the HT (compare l 1 and l 2 ).
Thus, we remove lane candidates like l 2 by the formula below. This shows that after 700 frames (after 50 seconds), the algorithm almost completes the background mask and there is little change after that. Both processes (Background Mask and Line Analysis) reduce the false positives significantly, but the best result comes from combining both processes, which cuts the number of candidates from about 5000 to 18 without missing the real lanes. Fig. 7 (a) shows the final result and Fig. 7 (b) shows it with the background. 
Overview of the system
As discussed in section 2, the image after the edge detection and thinning process still includes many unnecessary pixels that are the main source of the false positive lines in HT algorithm. A large part of those noise pixels are from the outside of the target road of the image.
Thus, we create a background mask using the statistical measure explained in section 2.2.2, and that is then used to remove the outside region of the road from the image by the "AND" operation with a thinned image. Then, HT takes this ROI (Region of Interest) image as an input.
However, it still contains many false positive lines. Thus, we take the HT output as "candidate" lanes and apply another statistical measure explained in section 2.2.3 to remove the false positives (Line analysis process). After obtaining the road lanes, we find the vanishing point by intersecting the lanes. This vanishing point is used to model the moving object with the resultant image of the background subtraction techniques. This 3-D model fitting procedure will be explained in detail in section 3.3. Since our goal is to classify the vehicle types, the three attributes of the 3-D modeled objects-width, depth, height-are used in supervised learning. Then the result rules (C4.5) or the memorized instances (IBL) after training are used as the actual classification. This learning procedure and the experiment will be explained in section 4.
Vanishing Point (VP)
The VP is obtained by intersecting the road lanes. Although the VP can be obtained by other methods, we use intersecting road lanes since this method does not need any information about traffic volume or other vehicle information; and the road lanes should be found anyway in any ITS for different applications. However, the real lanes are not always straight lines, and sometimes the intersecting point is not determined as one point due to errors in finding the road lanes. Thus, we take the average of the intersecting points as a VP. Fig. 9 shows the procedure for finding the vanishing point. 
Model Fitting
In Fig. 10 (a) , we know where the VP is; the object found is represented in the gray circle. First, we fit the object using the rectangle R1~R4 and obtain the two tangent lines P1 and P2 from the VP to the object. If A1~ A6 are from the VP to the object (P1 and P2) the goal vertices forming the 3-D model of the object, then from Fig.  11 (a) we can easily find that A1, A4 are the same points as R2, R3 respectively. and ; and ; and ; and respectively. The equations are a little different according to the direction of the VP from the object (center, right, or left), but the way to obtain the six vertices is almost the same. Fig. 11 shows the results of model fitting in various ways. 
Road Lane Detection
Our experiment is designed for real color video daytime shooting (320x240, 15frame/s) of moderate traffic and has more than 5000 frames. There are only five real lanes in the video. Thus, we evaluate how many result lines are found and how many "real" lanes are found according to the algorithms when: pure HT is applied (HT); HT with a background mask (&Mask); HT with line analysis (&LA); and all of the processes combined. We also break down the results as the frame continues in order to determine when the algorithm plays stably. Table 1 shows the results. This shows that after 700 frames (after 50 seconds) the algorithm almost completes the background mask and there is little change after that. Both processes (&Mask and &LA) reduce the false positives significantly, but the best result comes from combining both processes, cutting 5000 candidates to 18 without missing the real lanes. 
Vehicle Type Classification
In our classification experiment, we use two real video shootings of the same background. The first video is used as a training set and the other as a testing set. We have four vehicle classes -cars, SUVs, trucks, and buses. The distributions of the real vehicle types are shown in Table 2 . The modeled vehicles are represented as four attributevalue pairs-width, depth, height, and the vehicle class. We used two learning algorithms. C4.5 [15] makes a decision tree and that tree can be translated into comprehensible ifthen rules. However, it is expected that C4.5 will not be as efficient since this problem has only three available attributes without any salient features. Thus, we apply IBL [16] , a type of nearest neighbor algorithm. IBL has four different versions, but in this experiment we can only use IB1, which has no noise filtering or selective storing features.
In the training video there were actually 90 moving objects, although six objects have not been recognized. This is mainly due to the occlusion effect and the presence of motorcycles that are too small in our labeling procedure. Table 3 shows the classification results of the two learning algorithms. The results show that the two learning algorithms are equivalent in terms of overall accuracy but have different characteristics in classifying class 1 and 2. If there were more training/testing instances in class 3 and class 4 (so that we can use IB3, which has a noise-filtering engine), the accuracy of the IBL would be better.
Discussion
With regard to traffic monitoring, vision-based vehicle type classification is one of the important functions and has many other applications including traffic volume analysis. Since this problem is sensitive as to how the vehicle object is modeled, we try to model moving objects in 3-D using a vanishing point. The vanishing point is obtained from the average of the intersecting points of the road lanes. Our road lane detection scheme is used to improve pure HT with background mask and line analysis algorithms based on statistics, while well-known machine-learning algorithms such as C4.5 and IBL are used for the vehicle type classification.
Although the road lane detection and 3-D model fitting appear to have been performed effectively, the accuracy of the classification is not as great as expected. This is mostly due to the small training samples (90 objects) in the four vehicle classes. Furthermore, we believe that the IBL family could draw a better result than C4.5 if the training set were to be enlarged, since we have only three attributes for use in this problem and the distribution of those three attributes is not clearly contrasted by vehicle type. However, our results are much more realistic than those of previous research in that we have four vehicle types rather than the two (cars/non-cars) reported in [10] , and the estimation of the real 3-D coordinates as in [11] is not so important in our environment, which has one fixed surveillance camera for multiple lanes. However, in order to obtain a better result in the classification and 3-D model fitting, we should improve matters by resolving occlusion and diminishing the shadow effect, which were not however the main concern in this paper. Thus, our next effort will be focused in that direction.
