Intersecting non-uniform families containing subfamilies by Feghali, Carl
ar
X
iv
:1
71
2.
09
94
2v
1 
 [m
ath
.C
O]
  2
8 D
ec
 20
17 Multiply Erdo˝s-Ko-Rado Theorem
Carl Feghali
Department of Informatics,
University of Bergen,
Bergen, Norway
feghali.carl@gmail.com
December 29, 2017
Abstract
A family A of sets is intersecting if A ∩ A′ 6= ∅ for all A,A′ ∈ A .
Given a graph G and an integer r ≥ 1, let I (r)(G) denote the family
of independent sets of size r of G. For a vertex v of G, let I
(r)
v (G)
denote the family of independent sets of size r that contain v. This
family is called an r-star. ThenG is said to be r-EKR if no intersecting
subfamily of I (r)(G) is bigger than the largest r-star.
Let s, n ≥ 1, and let G be the union of s copies ofK1,n. We consider
the problem of determining the values of r for which G is r-EKR for all
s, n ≥ 1. The case s = 1 and n ≥ 1 is the celebrated Erdo˝s-Ko-Rado
theorem while the case n = 1 and s ≥ 1 is a theorem of Bolloba´s and
Leader. Our aim in this paper is to completely settle the first difficult
case s = 3 in the situation where n is unbounded, provided n is large
enough. Our methods include the use of Katona’s shadow intersection
theorem and a recent diversity theorem of Kupavskii and Zakharov.
1 Introduction
A family A of sets is said to be intersecting if A∩A′ 6= ∅ whenever A,A′ ∈ A .
We write [n] for {1, . . . , n}. One of the oldest and most fundamental results
in extremal set theory is the Erdo˝s-Ko-Rado (EKR) theorem, which bounds
the size of an intersecting family of sets of equal size.
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EKR Theorem (Erdo˝s, Ko, Rado [6]) Let n ≥ r ≥ 1, and let A be an
intersecting family of subsets of [n] of size r. If n ≥ 2r, then
|A | ≤
(
n− 1
r − 1
)
,
and, if n > 2r, then equality holds only if the sets in A contain some ﬁxed
element of [n].
Let us reformulate the EKR theorem in the language of graphs. First, we
require some notation. Given r ≥ 1 and a graph G, let I (r)(G) denote the
family of independent sets of size r of G. For a vertex v of G, let I
(r)
v (G)
denote the family of independent sets of size r that contain v. This family
is called an r-star. Then G is said to be r-EKR if no intersecting family of
I (r)(G) is bigger than the largest r-star. If every maximum size intersecting
family of I (r)(G) is an r-star, then G is said to be strictly r-EKR. Let
a, b ≥ 1, and let Ka,b denote the complete bipartite graph in which the two
partite sets consist of a and b vertices, respectively.
For n ≥ 1, an independent set of K1,n that consists of more than one
vertex contains only vertices of degree 1. So we ﬁnally arrive at the following
restatement of the EKR theorem, ﬁrst mentioned in [7].
Theorem 1. Let n, r ≥ 1. Then K1,n is r-EKR if n ≥ 2r and strictly so
unless n = 2r.
Several proofs and variants of the EKR theorem can be found in the
literature; the reader is referred to [10] for an excellent survey. In this paper,
we consider the following rather general problem, which can be seen as a
graph-theoretic extension of the EKR theorem.
Problem 1. Let s, n ≥ 1, and let G be the union of s copies of K1,n. Deter-
mine the values of r for which G is r-EKR for all s, n ≥ 1.
From Theorem 1, the case s = 1 and n ≥ 1 in Problem 1 is precisely the EKR
theorem. Bolloba´s and Leader [1] entirely solved the case n = 1 and s ≥ 1.
Theorem 2 (Bolloba´s, Leader [1]). Let s, r ≥ 1. If G is the union of s copies
of K2, then G is r-EKR and strictly so unless s = r.
A generalization of Theorem 3 was ﬁrst stated by Meyer [18] and later proved
by Deza and Frankl [5].
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Theorem 3 (Meyer [18]; Deza, Frankl [5]). Let n, s, r ≥ 1. If G is the union
of s copies of Kn, then G is r-EKR and strictly so unless n = 2 and s = r.
To the best of our knowledge, we do not know of any other result that
contains a special case of Problem 1. The contribution of this paper is the
following theorem that is a step towards solving Problem 1 in which we settle
the case s = 3 for all n ≥ 1 but ﬁnitely many values of n.
Theorem 4. Let n, r ≥ 1. If G is the union of three copies of K1,n, then G
is strictly r-EKR if 3n > 2r, and not r-EKR if 2r ≥ 3n, provided n is large
enough.
We remark that, in case the graph consists of the union of two copies of K1,n,
the proof can be directly extracted from our proof of Theorem 4 (possibly
without any assumption on n or the order of each copy). Our methods include
the use of the shifting technique introduced by Erdo˝s, Ko and Rado [6],
Katona’s shadow intersection theorem [16] and a recent diversity theorem of
Kupavskii and Zakharov [17]. Our use of Katona’s theorem is an adaptation
of Frankl and Fu¨redi’s proof of the EKR theorem [9].
The problem of generalising an EKR property of some graph G to several
copies of G has been considered already by Holroyd, Hilton and Spencer [11]
and Hilton and Spencer [12]. For 1 ≤ k ≤ n the kth power of the n-cycle,
denoted Ckn, is the graph with vertex set [n] = {1, . . . , n} and edges between
a, b ∈ [n] iﬀ 1 ≤ |a − b mod n| ≤ k. They proved the following extensions
of Talbot’s remarkable proof [19] that Ckn is r-EKR for all k, n, r ≥ 1.
Theorem 5 (Holroyd, Hilton, Spencer [11]). Let a, b, r ≥ 1. If G is the
union of two cycles Ca and Cb, then G is r-EKR. Moreover, for 2 ≤ a ≤ b, if
a is even there is an r-star on Ca, whereas if a is odd then there is an r-star
on Cb.
The size of the largest complete subgraph of a graph G is denoted ω(G).
Let H(ck11 , c
k2
2 , . . . , c
ks
s , c
k∗
∗ ) be a graph with s+1 components, each being
a power of a cycle, 1C
k1,2 C
k2, . . . ,sC
ks,∗ C
k∗ where ckii denotes the order of
iC
ki.
Theorem 6 (Hilton, Spencer [12]). Let s, r ≥ 0, let c∗ ≥ 2 and let
ω(iC
ki) ≥ 2k∗ + 1 (1 ≤ i ≤ s).
Then H(ck11 , c
k2
2 , . . . , c
ks
s , c
k∗
∗ ) is r-EKR, and any vertex of ∗C
k∗ can serve as
an r-star.
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Before we end this section, note that for general graphs there is the fol-
lowing conjecture of Holroyd and Talbot [14]. Let µ(G) denote the minimum
size a maximal independent set of G.
Conjecture 1 (Holroyd, Talbot [14]). Let r be a positive integer and let G
be a graph. Then G is r-EKR if µ(G) ≥ 2r and strictly r-EKR if µ(G) > 2r.
The conjecture appears diﬃcult to prove or disprove. The most important
breakthrough is a a result of Borg [2] that addresses a uniform version of
Chva´tal’s conjecture [4] and conﬁrms Conjecture 1 for every graph G satis-
fying µ(G) ≥ 3
2
(r− 1)2(3r− 4) + r. The conjecture is also known to be true
for many graph classes; see [3, 13, 14, 15] for some examples.
Although Conjecture 1 and Problem 1 do not imply each other, we think
that, at least under the condition that Conjecture 1 is true, the methods
involved in potential solutions to both problems can strongly overlap. We
hope that these solutions can be achieved by focusing on special graph classes
and the methods that are discovered in that process.
The paper is organized as follows. In Section 2, we introduce some useful
lemmas. In Section 3, we prove Theorem 4.
2 Tools
In this section, we gather some of the tools that will be used in Section 3.
Let F be a family of sets, and let s be a non-negative integer. The s-shadow
of F is denoted ∆s(F ) and deﬁned as
∆s(F ) = {G : |G| = s, ∃F ∈ F such that G ⊆ F}.
We will need the following lower estimation on the shadow due to Katona [16].
Lemma 1 (Katona [16]). Let a and b be non-negative integers, and let A ⊆(
[n]
a
)
such that |A ∩B| ≥ b for all A,B ∈ A . Then |∆a−b(A )| ≥ |A |.
For a family F ⊆
(
[n]
k
)
, for 1 ≤ i ≤ n, let F (i) = {F : i ∈ F ∈ F}. We
deﬁne the maximal degree family M (F ) ⊆ F as M (F ) = F (j) for some
j ∈ [n] such that
|M (F )| = max
i∈[n]
|F (i)|.
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The diversity family D(F ) ⊆ F is then given by
D(F ) = F \M (F ).
We will also need the following result of Frankl [8], recently proved in a
stronger form by Kupavskii and Zakharov [17].
Lemma 2 (Frankl [8]; Kupavskii and Zakharov [17]). Let n > 2r, and let
A ⊆
(
[n]
r
)
be an intersecting family. If |D(A )| ≥
(
n−u−1
n−r−1
)
for some real
u ∈ (3, r), then
|A | ≤
(
n− 1
r − 1
)
+
(
n− u− 1
n− r − 1
)
−
(
n− u− 1
r − 1
)
.
3 Proof
In this section, we prove Theorem 4. First, we require some notation and
preliminary lemmas. Throughout this section, let t be a positive integer, let
n ≥ 2, and let G be the disjoint union of t copies of K1,n. Let  L be the set of
vertices of degree 1 in G, and set {v1, . . . , vt} = V (G)−  L, where vi denotes
the vertex of degree n in the ith copy of K1,n.
For 1 ≤ i ≤ t, deﬁne φi : V (G)→ V (G) by
φ(vi) = ui,
φ(v) = v (otherwise),
where ui is some ﬁxed vertex adjacent to vi. Now, let A ⊆ I
(r)(G) and
deﬁne the shifting operator Φi : A → I
(r)(G) as
Φi(A ) = {φi(A) : A ∈ A } ∪ {A : A, φi(A) ∈ A }.
Expressed less formally, Φi(A ) replaces each A ∈ A that contains vi with
the set A′ = A− vi + ui if and only if A
′ is not already in A .
If Φ(A ) = Φ1(A )◦· · ·◦Φt(A ), then A is said to be shifted if Φ(A ) = A .
In vague terms that are made precise in Lemmas 3 and 4, we can think of
shifting as transforming A into a “more structured” shifted family Φ(A )
of the same size as A . The proofs of Lemmas 3 and 4 are standard in the
literature, but we include all details for completeness.
Lemma 3. Let A ⊆ I (r)(G) be an intersecting family. Then, for 1 ≤ i ≤ t,
Φi(A ) is intersecting.
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Proof. Let A,B ∈ Φi(A ). If A,B ∈ A , then A∩B 6= ∅ since A is intersect-
ing. If A,B ∈ Φi(A )−A , then by deﬁnition ui ∈ A∩B. So we can assume
that A ∈ Φi(A ) ∩A and B ∈ Φi(A )−A . Then B = C − vi + ui for some
C ∈ A and either vi 6∈ A or D = A − vi + ui for some D ∈ A . If vi 6∈ A,
then A ∩ B = A ∩ (C − vi + ui) ⊇ A ∩ C 6= ∅ since A,C ∈ A . Finally, if
D ∈ A , then ∅ 6= C ∩D = (B − ui + vi) ∩ (A− vi + ui) = A ∩B.
Lemma 4. Let A ⊆ I (r)(G) be an intersecting family. Then |Φ(A )| = |A |
and A ∩ B ∩  L 6= ∅ for all A,B ∈ Φ(A ).
Proof. It follows immediately by deﬁnition that |Φ(A )| = |A |. By Lemma 3,
Φ(A ) is intersecting. We are left to show that A ∩ B ∩  L 6= ∅ for all A,B ∈
Φ(A ). Suppose that A ∩ B = {v1, . . . , vt′} ⊆ G−  L for some 1 ≤ t
′ ≤ t. By
deﬁnition, A′ = A − {v1, . . . , vt′} + {u1, . . . , ut′} is a member of Φ(A ). But
then A′ ∩B = ∅, contradicting that Φ(A ) is intersecting.
We need one more observation.
Lemma 5. Let n, r ≥ 1, let G be the disjoint union of three copies of K1,n,
and let v be a vertex of degree 1 in G. Then, using the convention
(
a
b
)
= 0
if b > a,
|I (r)v (G)| =
(
3n− 1
r − 1
)
+ 2
(
2n− 1
r − 2
)
+
(
n− 1
r − 3
)
.
Proof. With the notation above, deﬁne a partition: B = {B ∈ I
(r)
v (G) :
v1, v2, v3 6∈ B}, Bi = {B ∈ I
(r)
v (G) : vi ∈ B, vj 6∈ B, j 6= i} and Cij = {C ∈
I
(r)
v (G) : vi, vj ∈ C, j 6= i}. Suppose without loss of generality that v is a
neighbour of v1. We have that
|I (r)v (G)| = |B|+ |B2|+ |B3|+ |C23|.
Then |B| =
(
3n−1
r−1
)
since each member of B intersect r− 1 of the vertices in
 L′ =  L − v. Also, |B2| = |B3| =
(
2n−1
r−2
)
since each member of Bi (i = 2, 3)
intersects r − 2 of the vertices in  L′ that are not neighbours of vi. Finally,
|C23| =
(
n−1
r−3
)
since each member of C23 intersects r − 3 of the vertices in  L
′
that are not neighbours of v2 and v3.
We are now ready to prove Theorem 4. The theorem will directly follow
from the next two lemmas, which form a case distinction.
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Lemma 6. Let n, r ≥ 1. If G is the union of three copies of K1,n and
3n > 2r, then G is strictly r-EKR, provided n is suﬃciently large.
Proof. Let A ⊆ I (r)(G) be an intersecting family. By Lemma 4, we may
assume that A is shifted. First, partition A as
A = A ′ ∪A123 ∪
3⋃
i=1
Ai ∪
⋃
1≤i<j≤3
Aij
where
A
′ = {A ∈ A : A ⊆  L},
Ai = {A ∈ A : vi ∈ A, vj 6∈ A, j 6= i},
Aij = {A ∈ A : vi, vj ∈ A, vk 6∈ A, k 6= i, j},
A123 = {A ∈ A : v1, v2, v3 ∈ A}.
Deﬁne the families:
A
′
i = {A− vi : A ∈ Ai},
A
′
ij = {A− {vi, vj} : A ∈ Aij}.
Note that |A ′i | = |Ai| and |A
′
ij| = |Aij| with 1 ≤ i ≤ j ≤ 3. Moreover, since
A is shifted, it follows by Lemma 4 that A123 = ∅ and that the family
B = A ′ ∪
(⋃
i 6=j
A
′
i ∪A
′
ij
)
is intersecting. Thus, if Aij 6= ∅ then Akm = ∅ whenever {k,m} 6= {i, j}.
Indeed, if there exist A ∈ Aij and B ∈ Akm, then (A − {vi, vj}) ∩ (B −
{vk, vm}) = ∅, which contradicts that B is intersecting. So we can assume
without loss of generality that A12 = A13 = ∅. Hence
|A | = |A ′|+ |A ′23|+
3∑
i=1
|A ′i |. (1)
Deﬁne a partition of  L as  L =  L1∪ L2∪ L3 where  Li = {ℓ ∈  L : (ℓ, vi) ∈ E(G)}.
A family of subsets of [3n] is said to be an EKR family if every set in the
family contains some ﬁxed element of [3n].
We distinguish two cases.
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Case 1: A ′ is an EKR family. Let v be a vertex of  L such that v ∈ A for
all A ∈ A ′. Assume without loss of generality that v is adjacent to v1 and,
for 1 ≤ i ≤ 3, deﬁne the families
A
∗
i = {A ∈ A
′
i : v 6∈ A},
A
∗
23 = {A ∈ A
′
23 : v 6∈ A}
Set A ′i,v = A
′
i −A
∗
i for i = 1, 2, 3 and A
′
23,v = A
′
23 − A
∗
23 Then each set in
A ′i,v or A
′
23,v contains v and so
|A ′1,v| = 0, |A
′
23,v| ≤
(
n− 1
r − 3
)
, |A ′i,v| ≤
(
2n− 1
r − 2
)
(i = 2, 3). (2)
We distinguish two subcases depending on the value of r.
Subcase 1.1: r ≥ n+2. Set C =
⋃3
i=1 A
∗
i . Notice in this case that A 6= A
′
for all A ∈ A ∗i and A
′ ∈ A ∗j with i 6= j. Thus
|C | =
3∑
i=1
|A ∗i |.
Now, the family
E = { L− v −A : A ∈ C }
is (3n− r)-uniform and of the same size as C . Let us try to bound the size
of E ∩ E ′ for all E,E ′ ∈ E . For any pair C,C ′ ∈ C , we know that C and
C ′ intersect so |C ∪ C ′| ≤ 2(r − 1)− 1. The elements of  L − v that are not
in this union are members of both E =  L− v − C and E ′ =  L− v − C ′ and
there are at least 3n− 1 − (2(r − 1)− 1) = 3n− 2r + 2 of them. We apply
Lemma 1 to C with a = 3n− r and b = 3n− 2r + 1:
|C | = |E | ≤ |∆r−1(E )|
Let F = {E+v : E ∈ ∆r−1(E )}. Then F is an r-uniform family with centre
v and of the same size as ∆r−1(E ) and so
|F | ≥ |C |. (3)
Moreover, we know that each set in F does not intersect some set in C and
so certainly A ′ ∩F = ∅. Thus we ﬁnd that
|A ′|+ |F | ≤
(
3n− 1
r − 1
)
. (4)
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Note that |A ′23| ≤
(
n−1
r−3
)
since |A ′23| ≤ 1 if n = r + 2 and A
′
23 = ∅ if
n > r + 2. Combining (1)–(4) and Lemma 5:
|A | = |A ′|+ |A ′23|+
3∑
i=1
|A ′i |
= |A ′|+ |A ′23|+ |A
∗
1 |+
3∑
i=2
|A ′i,v|
≤
(
3n− 1
r − 1
)
− |F |+
(
n− 1
r − 3
)
+ |C |+
3∑
i=2
|A ′i,v|
≤
(
3n− 1
r − 1
)
+ |A ′23,v|+
3∑
i=2
|A ′i,v|
≤ |I (r)v (G)|,
with equality iﬀ A = I
(r)
v (G). This completes Subcase 1.1.
Subcase 1.2: r ≤ n+ 1. It follows by the EKR theorem that
|A ′i | ≤
(
2n− 1
r − 2
)
(i = 1, 2, 3) (5)
Note that either A ′23 = ∅ or A
∗
1 = A
′
1 = ∅ by the intersection property of
A . If A ∗1 6= ∅, then it is not diﬃcult to see that we can use Subcase 1.1 with
A ∗1 in place of C . Suppose then that A
′
23 6= ∅. Then, the family
E
′ = { L− v − A : A ∈ A ∗23}
is (3n − r + 1)-uniform and of the same size as A ∗23. Moreover, using an
analogous argument as in Subcase 1.1, one can show that
|A ∗23| ≤ |F
′|
where F ′ = {F + v : F ∈ ∆r−1(E
′)} and also
|A ′|+ |F ′| ≤
(
3n− 1
r − 1
)
.
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We gather that
|A | = |A ′|+ |A ′23|+
3∑
i=2
|A ′i |
=
(
3n− 1
r − 1
)
− |F ′|+ |A ′23,v|+ |A
∗
23|+
3∑
i=2
|A ′i |
≤
(
3n− 1
r − 1
)
+
(
n− 1
r − 3
)
+ 2
(
2n− 1
r − 2
)
≤ |I (r)v (G)|,
with equality iﬀ A = I
(r)
v (G) by the EKR theorem. This completes Subcase
1.2.
Case 2: A ′ is not an EKR family. This implies that
|D(A ′)| ≥
(
3n− u− 1
3n− r − 1
)
(6)
for some real u ∈ (3, r). From now on, we can safely assume that D(A ′) has
maximum size. (That is, we cannot add a subset of  L− v of size r to D(A ′)
without violating the intersection property of A .)
We distinguish two subcases depending on the value of r.
Subcase 2.1: r ≥ n + 2. Recall from Subcase 1.1 that in this case |A ′23| ≤(
n−1
r−3
)
and |C | =
∑3
i=1 |A
∗
i |, where C =
⋃3
i=1 A
∗
i . We have the following
easy but crucial claim.
Claim 1. |C | ≤ |D(A ′)|.
Proof of claim. Let P ∈ C and suppose there exists an element p of  L −
v − P such that P ′ = P + p is not in D(A ′). Then we can add P ′ to
D(A ′) without violating the intersection property of A . This contradiction
to the maximality of D(A ′) implies that every member of C is contained in
3n − 1 − (r − 1) = 3n − r members of D(A ′). As every member of D(A ′)
contains at most r members of C and 3n− r > r, the claim follows.
Let u′ ∈ R such that
u′ =
{
0, u = 3
u, otherwise.
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Note that we have the trivial bound |A ∗i | ≤
(
2n−1
r−1
)
(i = 1, 2, 3). Thus, we
may choose u so small but no less than 3 so that Claim 1 combined with (6)
gives us
|C | ≤ min
{
3
(
2n− 1
r − 1
)
,
(
3n− u′ − 1
3n− r − 1
)
+ c
}
= α,
where c is a constant equal or arbitrarily close to zero. Using the assumption
that 3n > 2r, a simple but rather tedious calculation shows that(
3n− u− 1
3n− r − 1
)
−
(
3n− u− 1
r − 1
)
+ α < 0, (7)
provided n is suﬃciently large.
Combine (1), (2), (7) and Lemmas 2 and 5:
|A | = |A ′|+ |A ′23|+
3∑
i=1
|A ′i |
= |A ′|+ |A ′23|+
3∑
i=2
|A ′i,v|+ |C |
≤
(
3n− 1
r − 1
)
+
(
3n− u− 1
3n− r − 1
)
−
(
3n− u− 1
r − 1
)
+
(
n− 1
r − 3
)
+ 2
(
2n− 1
r − 2
)
+ α
< |I (r)v (G)|,
which completes Subcase 2.1.
Subcase 2.2: 1 ≤ r ≤ n+1. Put Q = A ∗23∪A
′
1 . Essentially the same proof
as that of Claim 1 gives us
Claim 2. |Q| ≤ |D(A ′)|.
Proof of claim. Recall that A ∗23 = ∅ or A
∗
1 = ∅ holds by the intersection
property of A . If Q = A ′1(= A
∗
1 ), then we are done by Claim 1. If Q = A
∗
23,
then, arguing as in the proof of Claim 1, every member of Q is contained
in
(
3n−1−(r−2)
2
)
members of D(A ′) while every member of D(A ′) contains at
most
(
r
r−2
)
=
(
r
2
)
members of Q. This implies the claim.
By Claim 2 and (5),
|Q| ≤ min
{(
2n− 1
r − 2
)
,
(
3n− u′ − 1
3n− r − 1
)
+ c
}
≤ α,
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Combine (1), (2), (5) and (7) and Lemmas 2 and 5:
|A | = |A ′|+ |A ′23|+
3∑
i=1
|A ′i |
= |A ′|+ |A ′23,v|+
3∑
i=2
|A ′i |+ |Q|
≤
(
3n− 1
r − 1
)
+
(
3n− u− 1
3n− r − 1
)
−
(
3n− u− 1
r − 1
)
+
(
n− 1
r − 3
)
+ 2
(
2n− 1
r − 2
)
+ α
< |I (r)v (G)|,
which completes Subcase 2.2. The lemma is proved.
Lemma 7. Let n, r ≥ 1. If G is the union of three copies of K1,n and
2r ≥ 3n, then G is not r-EKR, provided n is large enough.
Proof. We must describe an intersecting family A ⊆ I (r)(G) that is larger
than I
(r)
v (G). Suppose ﬁrst that 2r = 3n. Let A ′ ⊆
(
[3n]
r
)
be a family of(
3n−1
r−1
)
independent sets of size r obtained by considering each complementary
pair and choosing the one that contains at least half the elements of  L1, or, if
they each contain half the vertices in  L1, choosing one arbitrarily. For i = 2, 3
let Ai be a family of independent sets of size r such that each member of
Ai contains vi and more than half the vertices of  L1. One can verify that
|A2| = |A3| ≥
(
2n
r−1
)
−
(
n
r−n
)
−n
(
n
r−n+1
)
>
(
2n−1
r−2
)
, where the inequality follows
provided n is suﬃciently large. Then A = A ′ ∪A2 ∪A3 is intersecting and,
by Lemma 5, |A | > |I
(r)
v (G)| as desired.
Suppose next that 2r = 3n+1. Let A ′ =
(
[3n]
r
)
, let A2 be the family of all
independent sets of size r that each contain v2, and let A
∗ be the subfamily
of A ′ whose members contain all vertices of  L2. Then A = (A
′ \A ∗) ∪A2
is intersecting and again |A | > |I
(r)
v (G)|.
Suppose next that 2r = 3n + 2. Using the notation of the preceding
case, we ﬁnd that the family A = A ′ ∪ A2 is intersecting and is larger
than I
(r)
v (G). Finally, if 2r > 3n+ 2, then A = A ′ ∪A1 ∪A2 ∪A3, where
A ′ =
(
[3n]
r
)
and Ai is the family of all independents of size r that contain vi, is
intersecting and clearly larger than I
(r)
v (G), which completes the proof.
12
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