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Abstract
We study the global existence and approximation of the solutions to a degenerate reaction–
diffusion system modeling photochemical generation and atmospheric dispersion of pollutants.
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1. Introduction
We shall be concerned with the well posedness of a weakly coupled system of semi-
linear partial differential equations that serves as a prototype of systems used to describe
photochemical generation and atmospheric dispersion of ozone and other pollutants. Be-
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a major impact upon the economy and the quality of life in highly industrialized areas
a major effort is being mounted to simulate their production and distribution. However,
heretofore little effort has been devoted to the mathematical analysis as opposed to the
computation of these systems. We shall begin with a general description and then focus on
our less complex prototype. The standard model of the process is given by the atmospheric
reaction–advection–diffusion system having the form:
∂φi/∂t = ∇ ·D∇φi + ∇ · φi−→ω + fi(φ)+ gi, (1.1)
for i = 1 to n. The state variables, φi , represent concentration densities of the chemical
species involved in the photochemical reaction. The relevant chemistry of the reaction
process appears in the nonlinear functions, fi(φ), with the terms, gi , representing elevated
point sources. In practice these systems can be extraordinarily large with n possibly in the
hundreds. The advection terms, −→ω = (ω1,ω2,ω3), describe transport from the velocity vec-
tor field of atmospheric current or wind. The second order differential operator, ∇ ·D∇φi ,
models eddy diffusion. Frequently, D is a diagonal matrix (possibly degenerate). Typically
one is interested in distribution of chemical concentrations over a specified geographic
area. We therefore take as a modeling region a spatial cylinder of fixed height over a fixed
two dimensional region, Ω . The bottom of the cylinder lies on the surface of the earth
and the top is the boundary of the troposphere. For our purposes we shall normalize the
height to be one. Chemical species involved in the photochemical process are emitted up-
ward from both anthropogenic and biogenic sources. Here we set the upward flux equal a
prescribed flux, ei , minus a deposition flux υiφi ,
∂φi/∂z + υiφi = ei . (1.2)
We stipulate that ei is a smooth, nonnegative function of space and time. Here υi > 0
is a positive constant representing deposition velocity which is depending on the specific
chemical species, the land surface type and other factors, cf. Harley et al. [4]. On the top
of the cylinder we prescribe a simple no flux boundary condition
∂φi/∂z = 0. (1.3)
The boundary conditions for the cylinder use measured concentrations together with me-
teorological data for the wind to describe the chemical flux into the cylinder. The exact
description of the boundary conditions is quite technical and we shall postpone it until the
next section. Finally we need to provide initial conditions. We require that the initial data,
φi(x, y, z,0) = φ0i (x, y, z) (1.4)
for i = 1 to n, is a smooth, nonnegative function of space.
We shall make the standard assumption of incompressibility, i.e., we have ∂ω1/∂x+
∂ω2/∂y+∂ω3/∂z = 0. Finally we make a standard simplification that diffusion takes place
only in the vertical direction, cf. Seinfeld and Paudis [12]. Taken together these assump-
tions produce a system of the form,
∂φi/∂t = d(∂2φi/∂z2)+ω1∂φi/∂x +ω2∂φi/∂y +ω3∂φi/∂z + fi(φ)+ gi. (1.5)
We introduce a twenty-component reaction vector field appearing in Kim and Cho [5],and Verwer et al. [13]. Although this is a clearly a highly idealized prototype, it is designed
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to guide our definition of general vector field. Our reaction vector field f (φ) assumes the
form


f1(φ)
k1 φ1 + k21 φ19 − k9 φ11 φ2 − k3 φ5 φ2 − k2 φ2 φ4 − k12 φ10 φ2
k1 φ1 + k17 φ4 + k19 φ16 + k22 φ19 − k15 φ3
−k17 φ4 + k15 φ3 − k16 φ4 − k2 φ2 φ4 − k23 φ1 φ4
2 k4 φ7 + k7 φ9 + k13 φ14 + k6 φ7 φ6 − k3 φ5 φ2 + k20 φ17 φ6
2 k18 φ16 − k8 φ9 φ6 − k6 φ7 φ6 + k3 φ5 φ2 − k20 φ17 φ6 − k14 φ1 φ6
−k4 φ7 − k5 φ7 + k13 φ14 − k6 φ7 φ6
k4 φ7 + k5 φ7 + k7 φ9 + k6 φ7 φ6
−k7 φ9 − k8 φ9 φ6
k7 φ9 + k9 φ11 φ2 − k12 φ10 φ2
k11 φ13 − k9 φ11 φ2 + k8 φ9 φ6 − k10 φ11 φ1
k9 φ11 φ2
−k11 φ13 + k10 φ11 φ1
−k13 φ14 + k12 φ10 φ2
k14 φ1 φ6
−k19 φ16 − k18 φ16 + k16 φ4
−k20 φ17 φ6
k20 φ17 φ6
−k21 φ19 − k22 φ19 + k25 φ20 + k23 φ1 φ4 − k24 φ19 φ1
−k25 φ20 + k24 φ19 φ1


(1.6)
where
f1(φ) = −k1 φ1 + k22 φ19 + k25 φ20 + k11 φ13 + k9 φ11 φ2 + k3 φ5 φ2
+ k2 φ2 φ4 − k23 φ1 φ4 − k14 φ1 φ6 + k12 φ10 φ2 − k10 φ11 φ1
− k24 φ19 φ1.
This system arises through the use of mass action kinetics to model a chemical system.
The unknowns, φi , represent the concentrations of the chemical species given below.
φ1 = [NO2] φ6 = [OH] φ11 = [C2O3] φ16 = [O1D]
φ2 = [NO] φ7 = [HCHO] φ12 = [CO2] φ17 = [SO2]
φ3 = [O3P] φ8 = [CO] φ13 = [PAN] φ18 = [SO4]
φ4 = [O3] φ9 = [ALD] φ14 = [CH3O] φ19 = [NO3]
φ5 = [HO2] φ10 = [MEO2] φ15 = [HNO3] φ20 = [N2O5]
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NO2 → NO + O3P NO2 + OH → HNO3
NO + O3 → NO2 O3P → O3
HO2 + NO → NO2 + OH O3 → O1D
HCHO → 2 HO2 + CO O3 → O3P
HCHO → CO O1D → 2 OH
HCHO + OH → HO2 + CO O1D → O3P
ALD → MEO2 + HO2 + CO SO2 + OH → SO4 + HO2
ALD + OH → C2O3 NO3 → NO
C2O3 + NO → NO2 + MEO2 + CO2 NO3 → NO2 + O3P
C2O3 + NO2 → PAN NO2 + O3 → NO3
PAN → C2O3 + NO2 NO3 + NO2 → N2O5
MEO2 + NO → CH3O + NO2 N2O5 → NO3 + NO2
CH3O → HCHO + HO2
The reaction rates ki are positive constants given by
k1 = .35 k8 = .24 · 105 k15 = .48 · 107 k22 = .578 · 10
k2 = .266 · 102 k9 = .165 · 105 k16 = .35 · 10−3 k23 = .474 · 10−1
k3 = .123 · 105 k10 = .9 · 104 k17 = .175 · 10−1 k24 = .178 · 104
k4 = .86 · 10−3 k11 = .22 · 10−1 k18 = .1 · 109 k25 = .312 · 10
k5 = .82 · 10−3 k12 = .12 · 105 k19 = .444 · 1012
k6 = .15 · 105 k13 = .188 · 10 k20 = .124 · 104
k7 = .13 · 10−3 k14 = .163 · 105 k21 = .21 · 10
The results given below do not rely on the values given above for the reaction rates.
The term,
g =


g1(x, y, z, t)
...
g20(x, y, z, t)

 (1.7)
represents elevated point sources for the system. We shall assume that it is a smooth func-
tion of space and time although for a computational modeling standpoint it may be a linear
combination of delta functions.
Standard practice would be to view (1.5) as a degenerate parabolic (or ultra parabolic)
evolution system with degeneracies in the horizontal spatial components and to obtain
well posedness via application of a time dependent variation of parameters or Duhamel
formula. However, we shall find it convenient to view (1.5) as a degenerate elliptic system
with degeneracies in the space and time variables on the four dimensional space 4. In this
context we can find a natural way to define boundary conditions appropriate for advective
flux on the lateral boundary of our domain. We have a four dimensional vector field of
the form (ω1,ω2,ω3,−1) and we make note of the fact that our initial condition will
be prescribed as via the fact that the four-component vector field points out of the four
dimensional region on the face prescribed by t = 0. We shall obtain a priori estimates by
virtue of a weak maximum principle and our existence results will follow.
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provides a discussion of the existing theory of degenerate elliptic operators and scalar equa-
tions. The following three sections are devoted to a system referred to as quasi-positive and
intermediately quasi-conservative, a slightly more general system than our prototypical
twenty-component one in (1.6). In the last section we discuss topics for future develop-
ment.
2. Degenerate elliptic operators and scalar equations
In this section we organize and discuss the existing theory of degenerate elliptic op-
erators and scalar equations. For a complete development of this theory the reader is
referred to Fichera [2], Oleinik and Radkevic [10], Bardos [1] and Langlais [6,7]. If
our systems had no vertical diffusion they would be reactive transport equations and
the fundamental linear transport theory of Bardos [1] would be applicable. We intro-
duce the space time cylinder, Q = Ω × (0,1) × (0, T ) for some T > 0. We hope
that we do not belabor the obvious by pointing out that the advection field for the
parabolic operator is ω = (ω1(x, y, z, t),ω2(x, y, z, t),ω3(x, y, z, t)) and that the ad-
vection vector for the degenerate elliptic operator is the four-dimensional vector field
(ω1(x, y, z, t),ω2(x, y, z, t),ω3(x, y, z, t) − 1). Throughout what follows we make a
smoothness assumption, (ω1,ω2,ω3) ∈ (C1(Q¯))3, and a three-dimensional incompress-
ibility assumption,
∂ω1/∂x + ∂ω2/∂y + ∂ω3/∂z = 0. (2.1)
We introduce the first order differential operator with the equation
Λφ = ∂/∂x(ω1φ)+ ∂/∂y(ω2φ)+ ∂/∂z(ω3φ)− ∂φ/∂t
= ω1∂φ/∂x +ω2∂φ/∂y +ω3∂φ/∂z − ∂φ/∂t (2.2)
and the second order differential operator
L∗φ = d(∂2φ/∂z2), (2.3)
with constant d > 0. We set
Lφ = L∗φ +Λφ. (2.4)
We let η = (η1, η2, η3, η4) denote the unit outward normal on the boundary of our space
time cylinder Q. We let
∂Qe =
{
(x, y,1, t) ∈ ∂Q}∪ {(x, y,0, t) ∈ ∂Q}, (2.5)
and introduce the Fichera function l = −ω1η1 − ω2η2 − ω3η3 + η4. We denote by ∂Q−,
∂Q0, and ∂Q+ the subsets of ∂Q \ ∂Qe where l < 0, l = 0, and l > 0 respectively. We
impose the technical regularity assumption on the common boundary on ∂Q of ∂Qe, ∂Q−,
∂Q0, and ∂Q+, given by (A2) in [6,7]; it says this common boundary is smooth enough
(or at least small enough as in [10]). We set:
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{
φ : ∂Q− → 
∣∣∣
∫
∂Q−
|l|φ2 dσ < ∞
}
, (2.6)
L2l (∂Q+) =
{
φ : ∂Q+ → 
∣∣∣
∫
∂Q+
lφ2 dσ < ∞
}
. (2.7)
Our boundary conditions assume the form,
∂φ/∂z = 0 on (x, y,1, t) ∈ ∂Q, (2.8)
∂φ/∂z + υφ = e on (x, y,0, t) ∈ ∂Q, (2.9)
φ(x, y, z,0) = φ0(x, y, z) for (x, y, z) ∈ Ω × (0,1), (2.10)
and
φ(x, y, z, t) = θ(x, y, z, t) for (x, y, z, t) ∈ ∂Q− \
(
Ω × (0,1)× {0}). (2.11)
We require that φ0 ∈ L∞(Ω × (0,1)) with φ0(x, y, z) 0 for (x, y, z) ∈ Ω × (0,1), that
θ ∈ L∞(∂Q− \ (Ω × (0,1) × {0})) with θ(x, y, z, t)  0 for (x, y, z, t) ∈ ∂Q− \ (Ω ×
(0,1) × {0}), and that e ∈ L∞(Ω × (0, T )) with e(x, y, t)  0 on Ω × (0, T ). Last, one
assumes
there exists a ξ ∈ H 2(Q) satisfying (2.8), (2.9), (2.11). (2.12)
Finally we stipulate that the constant υ > 0.
If f ∈ L∞(Q) with f (x, y, z, t) 0, we consider the degenerate elliptic boundary value
problem,
−Lφ = f, (2.13)
together with the prescribed boundary conditions (2.8), (2.9), (2.10) and (2.11). By a strong
L2 solution to the degenerate elliptic boundary value problem we mean a φ ∈ L∞ (Q) with
∂φ/∂z, ∂2φ/∂z2 ∈ L2(Q), (2.14)
ω1∂φ/∂x +ω2∂φ/∂y +ω3∂φ/∂z − ∂φ/∂t ∈ L2(Q), (2.15)
such that
φ|∂Q− ∈ L2l (∂Q−), (2.16)
and φ satisfies the boundary conditions and the partial differential equation in the a.e. sense
on Q. Due to conditions (2.15) and (2.16) it follows from results in Bardos [1] that φ |∂Q+∈
L2l (∂Q+) and we have
φ(·, T ) ∈ L2
(
Ω × (0,1)× {T }). (2.17)
We state the following result amalgamating works in Oleinik and Radkevic [10], Bardos
[1], Fichera [2] and also Langlais [6,7].
Theorem 1. Let (ω1,ω2,ω3) ∈ C1(Q¯) satisfy the incompressibility assumption (2.1) on Q.
If f ∈ L∞(Q), then the degenerate elliptic boundary value problem (2.13) with boundary
conditions given by (2.8), (2.9), (2.10) and (2.11) has an unique strong L2 solution φ. The
differential operator −L satisfies a weak maximum principle. Consequently φ ∈ L∞(Q),
and if f (x, y, z, t) 0 on Q, then φ(x, y, z, t) 0 on Q.
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monotone operators (m-accretive). For this reason we introduce the operator
U(φ) = d(∂2φ/∂z2)+ω1∂φ/∂x +ω2∂φ/∂y +ω3∂φ/∂z − ∂φ/∂t, (2.18)
homogeneous boundary conditions:
∂φ/∂z = 0 on (x, y,1, t) ∈ ∂Q, (2.19)
∂φ/∂z + υφ = 0 on (x, y,0, t) ∈ ∂Q, (2.20)
φ(x, y, z,0) = 0 for (x, y, z) ∈ Ω × (0,1), (2.21)
and
φ(x, y, z, t) = 0 for (x, y, z, t) ∈ ∂Q− \
(
Ω × (0,1)× {0}), (2.22)
and we set
D(U) = {φ ∈ L2(Q) ∣∣ ∂φ/∂z, ∂2φ/∂z2 ∈ L2(Q),
ω1∂φ/∂x +ω2∂φ/∂y +ω3∂φ/∂z − ∂φ/∂t ∈ L2(Q),
and φ|∂Q− ∈ L2l (∂Q−),
with (2.19), (2.20), (2.21), (2.22) holding}. (2.23)
We also have the following result [1,6,7].
Theorem 2. Let U :D(U) ⊆ L2(Q) → L2(Q) be defined as above. Then there exists an
α > 0 so that −U + αI is a maximal monotone (m-accretive) operator on L2(Q).
We remark that the operator −U is the infinitesimal generator of a strongly continuous
semigroup on L2(Q); however making use of this fact would necessitate the introduction
of an additional time variable.
Still, we will use semigroup theory. The degenerate elliptic theory which we have
outlined will also apply to a temporally independent differential operator of the form
d(∂2φ/∂z2) + ω1∂φ/∂x + ω2∂φ/∂y + ω3∂φ/∂z acting on L2(Ω × (0,1)). In this case
we have steady state atmospheric flow and we consider a degenerate elliptic operator
in only spatial variables. Once again we define L∗φ = d(∂2φ/∂z2), but, we now have−→ω(x, y, z) = (ω1,ω2,ω3)(x, y, z) such that ω ∈ (C1(Ω¯ × [0,1]))3. We again require a
three dimensional incompressibility condition, i.e., ∂ω1/∂x + ∂ω2/∂y + ∂ω3/∂z = 0. We
define a first order differential operator Γ by
Γ φ = ∂/∂x(ω1φ)+ ∂/∂y(ω2φ)+ ∂/∂z(ω3φ)
= ω1∂φ/∂x +ω2∂φ/∂y +ω3∂φ/∂z, (2.24)
and write
Aφ = L∗φ + Γ φ. (2.25)
We place boundary conditions on the spatial cylinder Q˜ = Ω × [0,1] having unit outward
normal η = (η1, η2, η3). Proceeding in a manner analogous to what we did before we let{ } { }∂Q˜e = (x, y,1) ∈ ∂Q˜ ∪ (x, y,0) ∈ ∂Q˜ ,
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and ∂Q˜+ the subsets of ∂Q˜ − ∂Q˜e where l˜ < 0, l˜ = 0 and l˜ > 0 respectively. Again,
we impose the technical regularity assumption (A2) on the common boundary on ∂Q˜ of
∂Q˜e, ∂Q˜−, ∂Q˜0 and ∂Q˜+ given in [6]. We have boundary conditions of the form
∂φ/∂z = 0 on (x, y,1) ∈ ∂Q˜, (2.26)
∂φ/∂z + υφ = 0 on (x, y,0) ∈ ∂Q˜, (2.27)
φ(x, y, z) = 0 for (x, y, z) ∈ ∂Q˜−. (2.28)
We let A :D(A) ⊂ L2 (Q˜) → L2 (Q˜)with
D(A) = {φ ∈ L2(Q˜) ∣∣ ∂φ/∂z, d∂2/∂z2 ∈ L2(Q˜),
ω1∂φ/∂x +ω2∂φ/∂y +ω3∂φ/∂z ∈ L2(Q˜), φ |∂Q˜−∈ L2l˜ (∂Q˜−),
with (2.26)–(2.28) holding}. (2.29)
We state the following result for A, cf. Langlais [6,7].
Theorem 3. If A :D(A) → L2(Q˜) is defined as above, then A is the infinitesimal genera-
tor of a strongly continuous semigroup {T (t) | t  0} on L2(Q˜). Moreover, there exists a
constant δ > 0 such that∥∥T (t)∥∥ eδt . (2.30)
This result should not be surprising because the operator “splits” into a vertical diffusion
component and a horizontal transport component. The diffusion portion needs homoge-
neous boundary conditions at z = 0 and z = 1. The transport portion needs homogeneous
boundary conditions on ∂Q˜−, cf. Bardos [1].
3. A priori estimates and the existence of strong solutions
Our techniques may be applied to much more general systems than our motivating sys-
tem in (1.6). We may consider quasi-positive, intermediately quasi-conservative systems
of the form:
∂φi/∂t = d(∂2φi/∂z2)+ω1∂φi/∂x +ω2∂φi/∂y +ω3∂φi/∂z + fi(φ)+ gi (3.1)
for (x, y, z, t) ∈ Q = Ω × (0,1) × (0, T ), for i = 1 to n, with boundary and initial condi-
tions
∂φi/∂z = 0 on (x, y,1, t) ∈ ∂Q, (3.2)
∂φi/∂z + υiφi = ei on (x, y,0, t) ∈ ∂Q, (3.3)
φi(x, y, z,0) = φ0i (x, y, z) for (x, y, z) ∈ Ω × (0,1) (3.4)
and ( )
φi(x, y, z, t) = θi(x, y, z, t) for (x, y, z, t) ∈ ∂Q− \ Ω × (0,1)× {0} . (3.5)
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(0,1)) with φ0i (x, y, z)  0 for (x, y, z) ∈ Ω × (0,1); θi ∈ L∞(∂Q− \ (Ω × (0,1) ×
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one assumes that for 1 i  n
there exists a ξi ∈ H 2(Q) satisfying (3.2), (3.3), (3.5). (3.6)
We first recall a well-known definition
Definition 4. A vector field −→f = {fi}ni=1 :n → n is said to be quasi-positive if fj (φ) 0
when φj = 0 and φk  0 for j 
= k.
In order to introduce our notion of intermediately quasi-conservative systems one must
first introduce a special class of matrices having non negative entries
Definition 5. A matrix M with nonnegative entries, mij  0, 1  i  m, 1  j  n, is
admissible if there exist m positive integers, l1 > 0, . . . , lm > 0, such that
(1) l1 + · · · + lm = n;
(2) m11 > 0, . . . ,m1,l1 > 0, m1,j = 0 for j  l1 +1; m2,l1+1 > 0, . . . ,m2,l1+l2 > 0, m2,j =
0 for j  l1 + l2 + 1; mi,l1+···+li−1+1 > 0, . . . ,mi,l1+···+li > 0, mi,j = 0 for j  l1 +
· · · + li + 1 and for 3 i m− 1; mm,l1+···+lm−1+1 > 0, . . . ,mm,n > 0.
We now are ready for a new definition
Definition 6. A vector field −→f = {fi}ni=1 :n → n is said to be intermediately quasi-
conservative if there exist
(i) an admissible matrixM whose rows are labelledM1, . . . ,Mm;
(ii) a set of m− 1 continuous functions Gi :l1+···+li−1 → [0,+∞), 2 i m; such that
for all φ = {φ1, . . . , φn} with φi  0 for 1 i  n;
(iii) M1 · −→f (φ) 0;
(iv) M2 · −→f (φ)G2(φ1, . . . , φl1);
(v) Mi · −→f (φ)Gi(φ1, . . . , φl1+···+li−1), for i = 3 to m.
We can reorder our original 20 components vector field so that it fits our definition of
intermediately quasi-conservative vector field with m = 5 and a matrixM having mij = 0
or 1. To be more precise it first follows from (1.6) that f1 +f2 +f13 +f15 +f19 +f20 = 0
yielding l1 = 6; then f7 + f8 + f9 + f10 + f11 + f12 + f13 + f14 = 0 yielding l2 = 7 and
G2 = 0, and f17 + f18 = 0 yielding l3 = 2 and G3 = 0. Next f3(φ) + f4(φ) + f16(φ) 
k1φ1 + k22φ19 yielding l4 = 3, while f5(φ) + f6(φ) 2k4φ7 + k7φ9 + k13φ14 + 2k18φ16
yielding l5 = 2.We have the following result providing an a priori estimate for strong L2 solutions.
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If the foregoing hypotheses are met and {φ1, . . . , φn} is a strong L2 solution to (3.1)–(3.2)–
(3.3)–(3.4)–(3.5) on Q with nonnegative components, then there exists an M = M(Q,T )
such that
max
{‖φi‖∞,Q | 1 i  n}M.
Proof. We let υ =min{υ1, . . . , υn}, and we select a positive constant e > {‖ei‖∞,Ω×(0,T ) |
1 i  n}. We define
Φ1 = φ1 + · · · + φl1 ,
Θ1 = θ1 + · · · + θl1,
Φ01 = φ01 + · · · + φ0l1 . (3.7)
If we add the corresponding partial differential equations (from i = 1 to l1), and boundary
conditions in the space time cylinder Q, using the intermediate quasi-conservative property
(iii) we have
−LΦ1  g1 + · · · + gl1, (3.8)
with Φ1 satisfying the boundary conditions (2.8), (2.10) with φ0 = Φ01 , (2.11) with θ = Θ1
and
∂Φ1/∂z + υΦ1  e on (x, y,0, t) ∈ ∂Q. (3.9)
By virtue of Theorem 1 there exists a unique strong L2 solution Ψ1 for the degenerate
elliptic boundary value problem −LΨ1 = g1 +· · ·+gl1 , (2.8), (2.10) with φ0 = Φ01 , (2.11)
with θ = Θ1 and
∂Ψ1/∂z + υΨ1 = e on (x, y,0, t) ∈ ∂Q. (3.10)
Following standard techniques we compare Φ1 with Ψ1, using Theorem 1, and conclude
that there exists an M1 = M1(Q,T ) so that ‖Φ1‖∞,Q M1. We now invoke the positivity
condition for each of the state variables to insure that ‖φi‖∞,Q M1 for i = 1 to l1.
Next, set Φ2 = φl1+1 +· · ·+φl1+l2 , Θ2 = θl1+1 +· · ·+ θl1+l2 , and Φ02 = φ0l1+1 +· · ·+
φ0l1+l2 . Using the intermediate quasi-conservative property (iv), upon adding the corre-
sponding partial differential equations one gets
−LΦ2 G2(φ1, . . . , φl1)+ gl1+1 + · · · + gl1+l2 , (3.11)
with Φ2 satisfying the boundary conditions (2.8), (2.10) with φ0 = Φ02 , (2.11) with θ = Θ2
and (3.9). A similar argument to the previous one yields a constant M2 = M2(Q,T ) so that
‖Φ2‖∞,Q M2, and we obtain an L∞ estimate for φl1+1 to φl1+l2 .
Repetitions of a similar argument yield a sequence of constants Mi = Mi(Q,T ), i = 3
to m, such that ‖Φi‖∞,Q Mi for Φi = φl1+···+li−1+1 + · · · + φl1+···+li , and we obtain an
L∞ estimate for φl1+···+li−1+1 to φl1+···+li .
This completes the proof because one has l1 + · · · + lm = n. 
For M = M(Q,T ) of Theorem 7 we introduce a C∞ truncation function ρ : n → +having the following properties:
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ρ(ζ ) =
{
1 if max |ζi | 2M ,
0 if min |ζi | 3M .
The truncated vector field
fρ(φ) =
(
fρi(φ)
)
1in =
(
ρ(φ)fi(φ)
)
1in
is C∞ with compact support in n and hence it is uniformly Lipschitz with Lipschitz
constant K > 0. Moreover, inside of the nth-dimensional cube with sides of length 4M
centered at the origin in n the truncated vector field fρ(φ) agrees with f (φ). We consider
the truncated system
∂φi/∂t = d(∂2φi/∂z2)+ω1∂φi/∂x +ω2∂φi/∂y +ω3∂φi/∂z
+ fρi(φ)+ gi, (3.12)
1 i  n, with the initial boundary conditions (3.2), (3.3), (3.4) and (3.5). Noting that the
truncated system remains quasi-positive and intermediately quasi-conservative, repetition
of the arguments of Theorem 7 produces the following result.
Proposition 8. Let −→f be a quasi-positive and intermediately quasi-conservative vector
field. If the foregoing hypotheses are met and {φ1, . . . , φn} is a strong L2 solution with
nonnegative components to the truncated system (3.12) with boundary conditions (3.2),
(3.3), (3.4) and (3.5) on Q, then there exists an M such that
max
{‖φi‖∞,Q | 1 i  n}M,
where M is the upper bound guaranteed in Theorem 7.
We point out that a priori bounds for the truncated system guarantee that strong solutions
to the truncated system are indeed solutions to the original system. We solve the truncated
system using a standard perturbation theorem for m-accretive operators.
Theorem 9. Let −→f be a quasi-positive and intermediately quasi-conservative vector field.
There exists a unique strong L2 solution with nonnegative components to (3.1) with bound-
ary conditions (3.2), (3.3), (3.4) and (3.5) on Q.
Proof. We introduce a modified vector field f (φ), derived from the original one upon
replacing in row i each φ by |φ| provided  
= i; see the appendix below for an explicit
form in the case of our original system (1.6).
We consider the modified truncated system:
∂φi/∂t = d(∂2φi/∂z2)+ω1∂φi/∂x +ω2∂φi/∂y +ω3∂φi/∂z
+ e−λtf ρi(eλtφ)+ e−λtgi + λφi, (3.13)
for 1 i  n, with the boundary conditions (3.2), (3.4) on ∂Q and the following conditions
replacing (3.3) and (3.5)
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φi(x, y, z, t) = e−λt θi(x, y, z, t) for (x, y, z, t) ∈ ∂Q− \
(
Ω × (0,1)× {0}).
We introduce
Uiφ = d(∂2φ/∂z2)+ω1∂φ/∂x +ω2∂φ/∂y +ω3∂φ/∂z − ∂φ/∂t,
with domain D(Ui) ⊂ L2(Q) given by D(Ui) ≡ D(U) in (2.23) with υ = υi . We choose
λ > 0 so that 〈−Ui(φ)+ (λ− 2K)φ,φ〉 > 0 for all φ ∈ D(Ui), φ 
= 0. We define
−→
U :D(
−→
U) = D(U1)× · · · ×D(Ui)× · · · ×D(Un) →
(
L2(Q)
)n
by the diagonal operator matrix,
−→
U =


U1 0 0
0 ·
Ui
· 0
0 0 Un

 .
We now specify that eλT < 2. We leave it to the reader to verify that the operator −→U is
m-accretive (maximal monotone) on (L2(Q))n, see Theorem 2. For 1  i  n we let ξi
∈ H 2(Q) satisfy (3.6) on ∂Q. We observe the existence of strong solutions to
−Liφi + λφi = e−λt
(
f

ρi(e
λtφ)+ gi
) (3.15)
for 1 i  n is equivalent to solving
−Uiψi − e−λtf ρi
(
eλt (ψ + ξ))+ λψi = −Liξi − λξi + e−λtgi, (3.16)
for ψ = {ψ1, . . . ,ψn} ∈ D(−→U) where ξ = {ξ1, . . . , ξn}. We observe that the operator
φ → Jρ(eλtφ) = e−λtf ρ (eλtφ),
is uniformly Lipschitz on (L2(Q))n with Lipschitz constant 2K. By virtue of the con-
tinuity, cf. Webb [14], of Jρ we are assured that −−→U − Jρ + λI is maximal monotone
(equivalently m-accretive) and coercive on (L2(Q))n. Therefore R(−−→U − Jρ + λI) =
(L2(Q))n and we can uniquely solve (3.16) in D(−→U). We now multiply each of the com-
ponents and the boundary conditions by eλt to obtain
∂eλtφi/∂t = d(∂2eλtφi/∂z2)+ω1∂eλtφi/∂x +ω2∂eλtφi/∂y +ω3∂eλtφi/∂z
+ f ρi(eλtφ),
∂eλtφi/∂z = 0 on (x, y,1, t) ∈ ∂Q,
∂eλtφi/∂z + υieλtφi = ei on (x, y,0, t) ∈ ∂Q,
φi(x, y, z,0) = φ0i (x, y, z) for (x, y, z) ∈ Ω × (0,1),
and ( )
eλtφi(x, y, z, t) = θi(x, y, z, t) for (x, y, z, t) ∈ ∂Q− \ Ω × (0,1)× {0} .
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weak maximum principle result in Theorem 1 it follows that each component φi is nonneg-
ative. Setting ψi = eλtφi we observe that −Liψi = fρi(ψ), and ψi satisfies the boundary
conditions (3.2), (3.3), (3.4), and (3.5). This is the truncated system (3.12).
Because solutions to the truncated system agree with those to the original system below
the level of truncation and the a priori bounds provided by Proposition 8 for the solu-
tions to the truncated system are below the level of truncation of the vector field we have
solved the original system on [0, T1] for sufficiently small T1. We now need to argue that
we have strong solutions on [0, T ] for arbitrarily large T > 0. If φ ∈ D(−→U), with T re-
placed by T1, then from (2.17) one has φ(·, T1) ∈ L2(Ω × (0,1) × {T1}). This allows us
to guarantee a strong solution on Ω × [0,1] × [T1, T2] and can successively step solutions
across [0, T ] for arbitrarily large T > 0 by providing solutions on subvolumes of the form
Ω × (0,1)× [Tk,Tk+1]. The L∞ estimates can be shown to depend only upon T > 0 and
hold upon any subinterval [Tk,Tk+1]. The estimate for the Lipschitz constant K depends
on T > 0 and not on a particular subinterval [Tk,Tk+1]. The choice of the magnitude of
the operator perturbation λI depends upon K and hence the length of Tk+1 − Tk . Thus, we
can eventually “fill up” Q = Ω × [0,1] × [0, T ].
4. A variation of parameters result
In this section we assume that our advection vector field is temporally autonomous, i.e.,
ω = (ω1(x, y, z),ω2(x, y, z),ω3(x, y, z)) ∈ C1(Ω¯ × [0,1]) (4.1)
with the incompressibility condition (2.1).
We set L∗φ = d∂2φ/∂z2. We consider the first order differential operator, Γ , as
in (2.24) of Section 2, i.e., Γ φ = ∂/∂x(ω1φ) + ∂/∂y(ω2φ)∂/∂z(ω3φ) = ω1∂φ/∂x +
ω2∂φ/∂y +ω3∂φ/∂z, and write for 1 i  n
Aiφ = L∗φ + Γ φ. (4.2)
We place homogeneous boundary conditions on the spatial cylinder Q˜ = Ω × (0,1):
∂φ/∂z = 0 on (x, y,1) ∈ Ω × {1}, (4.3)
∂φ/∂z + υiφ = 0 on (x, y,0) ∈ Ω × {0}, (4.4)
φ(x, y, z) = 0 for (x, y, z) ∈ ∂Q˜−. (4.5)
We let Ai :D(Ai) ⊂ L2 (Q˜) → L2 (Q˜) with D(Ai) ≡ D(A) in (2.29), with υi = υ . Each
operator Ai is the infinitesimal generator of a strongly continuous semigroup {Ti(t) | t  0}
on L2(Ω × (0,1)). We hope that we are not belaboring the obvious by pointing out that
the operator matrix
−→
A =


A1 0 0
0 .
Ai
0

0 0 An
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represented by a diagonal matrix with Ti(t), 1  i  n, along the diagonal; see Theo-
rem 2.30.
We consider the specific cylindrical boundary conditions corresponding to the advection
term ω in (4.1), adapted from (3.2), (3.3) and (3.5) above, i.e.,
∂iφi/∂z = 0 on (x, y,1, t) ∈ ∂Q˜× (0, T ), (4.6)
∂φi/∂z + υiφi = ei on (x, y,0, t) ∈ ∂Q˜× (0, T ), (4.7)
φi(x, y, z, t) = θi(x, y, z, t) for (x, y, z) ∈ ∂Q˜− × (0, T ), (4.8)
where φ0i , θi and ei are bounded and nonnegative functions satisfying the conditions of
the previous section, i.e., for 1 i  n
there exists a ξi ∈ H 2(Q) satisfying (4.6), (4.7), (4.8). (4.9)
We have the following result.
Theorem 10. Let −→f be a quasi-positive and intermediately quasi-conservative vector
field. Set −→g = {g1, . . . , gn}. If ψ0 = φ0 − ξ(·, ·, ·,0) = {φ01 − ξ1(·, ·, ·,0), . . . , φ0n −
ξn(·, ·, ·,0)} = {ψ01, . . . ,ψ0n} ∈ D(−→A) and φ = {φ1, . . . , φn} is the unique strong so-
lution to (3.1) with boundary conditions (4.6), (4.7), (3.4) and (4.8) on Q, then
φ(t)(·) = −→T (t)φ0(·)− −→T (t)ξ(·, ·, ·,0)+ ξ(·, ·, ·, t)
+
t∫
0
−→
T (t − s){−→f (φ(s))(·)+ (−→L−→ξ (s))(·)+ −→g (s)(·)}ds.
Suppressing the spatial dependence, this equation may be written componentwise as:
φi(t) = Ti(t)φ0i − Ti(t)ξi(·, ·, ·,0)+ ξi(·, ·, ·, t)
+
t∫
0
Ti(t − s)
{
fi(φ)+Lξi + gi(s)
}
ds.
Proof. We observe that for φ = ψ + ξ, the components of (3.1) satisfy
∂(ψi + ξi)/∂t = d
(
∂2(ψi + ξi)/∂z2
)+ω1∂(ψi + ξi)/∂x
+ω2∂(ψi + ξi)/∂y +ω3∂(ψi + ξi)/∂z + fi(φ)+ gi,
and hence
∂ψi/∂t = d(∂2ψi/∂z2)+ω1∂ψi/∂x +ω2∂ψi/∂y +ω3∂ψi/∂z + fi(φ)+ gi
− ∂ξi/∂t + d(∂2ξi/∂z2)+ω1∂ξi/∂x +ω2∂ξi/∂y +ω3∂ξi/∂x.
Because we are assured of the existence of strong solutions, this result is an immediate con-
sequence of the theory of abstract Cauchy problems for inhomogeneous linear equations,
cf. Pazy [11]. 
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We can also apply our techniques to full rank diffusion models, i.e., for 1  i  n we
consider a system of the form
∂φi/∂t = d1(∂2φi/∂x2)+ d2(∂2φi/∂y2)+ d3(∂2φi/∂z2)
+ω1∂φi/∂x +ω2∂φi/∂y +ω3∂φi/∂z + fi(φ)+ gi, (5.1)
with d > 0 for  = 1,2,3, where the reaction and source terms are given by (1.6) and (1.7).
Full rank diffusion will require specification of boundary data on ∂Ω × (0,1)× (0, T ), not
only on ∂Q− \ (Ω × (0,1)× (0, T )). We assume that the incompressibility condition (2.1)
holds, and again let us define a first order differential operator
Λφ = ω1∂φ/∂x +ω2∂φ/∂y +ω3∂φ/∂z − ∂φ/∂t, (5.2)
but in this case our second order differential operator is given by
L∗φ = d1(∂2φ/∂x2)+ d2(∂2φ/∂y2)+ d3(∂2φ/∂z2).
We set
Lφ = L∗φ +Λφ. (5.3)
We have an analog of Theorem 1 which states that the operator L satisfies a maximum
principle. Again we introduce an abstract operator on L2(Q). We define
V (φ) = d1(∂2φ/∂x2)+ d2(∂2φ/∂y2)+ d3(∂2φ/∂z2)
+ω1∂φ/∂x +ω2∂φ/∂y +ω3∂φ/∂z − ∂φ/∂t, (5.4)
and homogeneous boundary conditions
∂φ/∂z = 0 on (x, y,1, t) ∈ ∂Q, (5.5)
∂φ/∂z + υφ = 0 on (x, y,0, t) ∈ ∂Q, (5.6)
φ(x, y, z,0) = 0 for (x, y, z) ∈ Ω × (0,1), (5.7)
and
φ(x, y, z, t) = 0 for (x, y, z, t) ∈ ∂Q− \
(
Ω × (0,1)× {0, T }), (5.8)
with no flux boundary condition on the remaining part of ∂Ω × (0,1)× (0, T ), this is
−d1∂φ/∂xη1 − d2∂φ/∂yη2 + (ω1η1 +ω2η2)φ = 0,
on ∂Q0 \
(
Ω × (0,1)× {0, T }) and ∂Q+ \ (Ω × (0,1)× {0, T }). (5.9)
We define
D(V ) =


φ ∈ H 1(Q),
d1(∂
2φ/∂x2)+ d2(∂2φ/∂y2)+ d3(∂2φ/∂z2) ∈ L2(Q)
with (5.5), (5.6), (5.6), (5.8), (5.9) holding

 .
In the manner of Theorem 2 for sufficiently large α > 0 the operator −V + αI is
maximal-monotone (m-accretive).
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∂φi/∂z = 0 on (x, y,1, t) ∈ ∂Q, (5.10)
∂φi/∂z + υiφi = ei on (x, y,0, t) ∈ ∂Q, (5.11)
φ(x, y, z,0) = φ0i (x, y, z) for (x, y, z) ∈ Ω × (0,1), (5.12)
and
φ(x, y, z, t) = θi(x, y, z, t) for (x, y, z, t) ∈ ∂Q− −
(
Ω × (0,1)× {0, T }), (5.13)
with
−d1∂φi/∂x η1 − d2∂φi/∂y η2 + (ω1 η1 +ω2 η2)φi = 0,
on ∂Q0 \
(
Ω × (0,1)× {0, T }) and ∂Q+ \ (Ω × (0,1)× {0, T }). (5.14)
Let −→f be a quasi-positive and intermediately quasi-conservative vector field. We can es-
tablish a priori estimates, introduce the same truncation argument that we followed in the
third section, and obtain an existence result equivalent to Theorem 7.
6. Further considerations
From a computational standpoint, degenerate systems of the form (1.5) are a sim-
plification of systems with full rank diffusion. This immediately gives rise to questions
concerning the validity of this approximation. In a forthcoming work we shall discuss the
problem of obtaining systems of the form (1.5) as small parameter limits of systems with
full rank diffusion. Another problem concerns the appropriate choice of boundary condi-
tions for models with full rank diffusion in the case when the Fichera function l is negative.
Dirichlet boundary conditions appear to be natural and consistent with the limiting equa-
tion [1,2,6,7]. However, the appropriate specification of boundary conditions is much more
problematic. Here, one has to balance mathematically correctness with what is physically
reasonable and practical from a view point of sampling.
A very challenging problem is presented by the choice of the diffusion tensor. It would
be reasonable to assume distinct diffusivities for the different solution chemical species.
In certain cases the intermediate sum arguments of Morgan [8], Morgan [9], Fitzgibbon,
Morgan and Saunders [3] can be applied. Indeed that will work with the reaction vector
field given by (1.6). The intermediate sum arguments are somewhat ad-hoc and can be
rather difficult to apply. Because there is no algorithm which determines whether a given
system will satisfy the criteria one must use trial and error. This clearly is not feasible with
air quality models where the reaction systems can have hundreds of component equations.
In the case of degenerate diffusion tensors with only vertical components, absolutely no
theory exists and the authors question whether any reasonable one will ever be articulated.
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An explicit form of the modified vector field f (φ) reads

f

1 (φ)
k1 |φ1| + k21 |φ19| − (k9 |φ11| + k3 |φ5| + k2 |φ4| + k12 |φ10|)φ2
k1 |φ1| + k17 |φ4| + k19 |φ16| + k22 |φ19| − k15 φ3
+k15 |φ3| − (k17 + k16 + k2 |φ2| + k23 |φ1|)φ4
2 k4 |φ7| + k7 |φ9| + k13 |φ14| + k6 |φ7| |φ6| + k20 |φ17| |φ6| − k3 |φ2|φ5
2 k18 |φ16| + k3 |φ5| |φ2| − (k8 |φ9| + k6 |φ7| + k20 |φ17| + k14 |φ1|)φ6
+k13 |φ14| − (k4 + k5 + k6 |φ6|)φ7
k4 |φ7| + k5 |φ7| + k7 |φ9| + k6 |φ7| |φ6|
−(k7 + k8 |φ6|)φ9
k7 |φ9| + k9 |φ11| |φ2| − k12 |φ2|φ10
k11 |φ13| + k8 |φ9| |φ6| − (k9 |φ2| + k10 |φ1|)φ11
k9 |φ11| |φ2|
+k10 |φ11| |φ1| − k11 φ13
+k12 |φ10| |φ2| − k13 φ14
k14 |φ1| |φ6|
+k16 |φ4| − (k19 + k18)φ16
−k20 |φ6|φ17
k20 |φ17| |φ6|
+k25 |φ20| + k23 |φ1| |φ4| − (k21 + k22 + k24 |φ1|)φ19
+k24 |φ19| |φ1| − k25 φ20


where
f

1 (φ) = k22 |φ19| + k25 |φ20| + k11 |φ13| + k9 |φ11| |φ2| + k3 |φ5| |φ2| + k2 |φ2| |φ4|
+ k12 |φ10| |φ2| −
(
k1 + k23 |φ4| + k14 |φ6| + k10 |φ11| + k24 |φ19|
)
φ1.
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