Abstract. The design and optimization of fractional filters is considered in this paper. Some of the classic filter architectures are presented and their performances relatively to an ideal amplitude spectrum evaluated. The fractional filters are designed using the differential evolution optimization algorithm for computing their parameters. To evaluate the performances of all the filters the quadratic error between the computed amplitude is calculated against an ideal (goal) response. The fractional filters have a better behavior, both in the pass and reject-band.
Introduction
The importance of filters in signal processing and other engineering areas is unquestionable. Continuous time filters are widely used functional blocks, from simple anti-aliasing filters preceding ADCs to high-spec channel-select filters in integrated RF transceivers. Four classical classes of filters are currently used: Butterworth, Chebyshev, elliptic and Bessel. Even in the integer order case, filter design is challenging, mainly when the system has to meet a wide set of constrains [1] . Most tools for filter design are based on the transfer functions of the above classes, which impose only requirements related to the magnitude or phase responses.
The design of fractional filters was considered for low orders, [7] and [8] . Here, we will consider the problem with all the generality.
We are dealing essentially with an optimization problem that we will face by using the differential evolution (DE) algorithm [2] . DE is a stochastic, population-based optimization algorithm.
With this algorithm we were able to design fractional filters. To do it we used the poles and zeros as design parameters, together with the fractional order, α. This inserts in the problem a new parameter − the fractional derivative order − that gives a new degree of freedom. This may increase the computational burden associated with the optimization algorithm, but leads to more flexible solutions.
The papers outlines as follows. In section 2 we summarize the contribution to technological innovation of this work. In section 3 we describe the main characteristics of the filters. The optimization algorithm is described shortly in section 4 after which we present the simulation results. Finally we will present some conclusions.
Contribution to Technological Innovation
This algorithm opens a way to the design of fractional filters, it allows the calculus and optimization of all the design parameters, including the fractional parameter.
Fractional filters better approximate the ideal response than the classical ones. Their applicability in Industrial Control Systems can be very wide.
The presented results are an incentive in itself to fractional capacitor manufacturers and filter designers, allowing the generalised use of fractional filters and the use of this technology.
Integer Order Filters

Specification of the Filter
The specifications for a low pass filter are expressed in figure 1 . The specifications of the other kinds of filters are similar. So, we will not consider them. Usually we fix the band pass (BP) amplitude equal to 1. The obtained filter will have amplitude oscillations in the interval In the presented work we considered the filter specifications as described in figure 2. 
Simulation Results
The Genetic Differential Evolution Algorithm was introduced by [5] . It was developed to optimize real parameters of a real valued function. It finds the true global minimum, regardless of the initial parameters, It has fast convergence and it uses a small set of control parameters.
Applying (DE) algorithm to fractional filter design, will lead to filters with minimum quadratic error to a defined goal. The minimization of the quadratic error of the frequency response, supply us with the values of the zeroes, poles and fractional order α.
rd Order Integer low-pass filter
Suppose that we want to approximate the ideal low pass filter defined by: We define the fractional Butterworth filter, α the fractional parameter, as: 
First we will use a 3 rd order all-pole fractional filter (2) . We impose that we have two complex conjugate poles and a real pole. The optimization algorithm is intended to calculate the poles and α that minimize the quadratic error using the genetic differential evolution algorithm.
For the above defined ideal filter approximation, we obtained, Pole 1 = -0.386955±0.890131, Pole 2 = -1.13249, α = 1.00031 and a quadratic error: 0.331989
The fractional transfer function is given by: The responses are depicted in figure 3 for the amplitude and figure 4 for the phase. The parameter α is very close to 1 as the filter, a 3 rd order is very close to the integer response given by the Butterworth filter.
Now we are going to use the same 3 rd order fractional filter to approximate an ideal 4 th order Low-Pass filter defined by:
Proceeding as above we calculate α and the poles: Pole 1 = -0.0000449527+ j0.817145, Pole2 = - This is a case where α>1, because the ideal filter decay is bigger than the integer Butterworth capacity. The responses are depicted in figure 5 for the amplitude and figure 6 for the phase. 
Conclusions
We just considered the design of fractional filters and compared their performances with similar classic filters, from the point of view of the amplitude spectrum. The fractional filters approximate much better the ideal filter than the classic ones.
One rule of design should be starting by the use of the fractional filter derived from the integer that better approximates the goal. In our study, we used Butterworth filters as the starting point. We demonstrated that if the integer filter order is smaller than the needed response α will be bigger than one, on the other hand, if we start with an integer filter that has an order higher than needed then α will be smaller than one.
We have shown that the fractional filters outperform the integer ones. By changing poles location and finding a suitable α a fractional filter can perform as a higher or lower order integer filter with advantages. One of the main advantages is that we can have a smaller quadratic error between the goal ideal filter and the designed filter. Another important advantage is that a N order fractional filter with α>1 performs as an integer filter of order>N, so we can have a filter of order>N but with the complexity of a N order.
The same fractional approach will be applied to other type of classical filters and the results will be presented in future work.
