G enomic selection has proven highly successful, and plant breeding programs are implementing GS strategies as part of their breeding routines (Heffner et al., 2010; Lorenz et al., 2012; Hayes et al., 2013; Rutkoski et al., 2015) . Genomic selection was first developed in animal breeding (Meuwissen et al., 2001 ) and has since been transferred into plant breeding (Heffner et al., 2009) . While most of the GS studies have focused on evaluating GS model performance (Bennewitz et al., 2009; Solberg et al., 2009; Heslot et al., 2012; de los Campos et al., 2013) and optimizing the training population in terms of population size (Lorenzana and Bernardo, 2009; Asoro et al., 2011; Lorenz et al., 2012) , number of markers (Lorenzana and Bernardo, 2009; Asoro et al., 2011; Heffner et al., 2011) , and its structure (Asoro 
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ABSTRACT
Genomic selection (GS) has successfully been used in plant breeding to improve selection efficiency and reduce breeding time and cost. However, there is not a clear strategy on how to incorporate genotype ´ environment interaction (GEI) to GS models. Increased prediction accuracy could be achieved using mixed models to exploit GEI by borrowing information from other environments. The objective of this work was to compare strategies to exploit GEI in GS using mixed models. Specifically, we compared strategies to predict new genotypes by borrowing information from other environments modeling the correlation matrix across environments and to design sets of environments aiming for low GEI to predict genomic performance in new environments. We evaluated 1477 advanced wheat (Triticum aestivum L.) lines for yield in 35 location-year combinations genotyped with genotyping-bysequencing (GBS). Mixed models were used to obtain either overall or by-environment predictions for different sets of environments. Overall accuracy was high (0.5). Borrowing information from relatives evaluated in multiple environments and modeling the correlation matrix across environments was the best strategy to predict new genotypes. On the other hand, the best strategy for predicting the performance of genotypes in new environments was either to predict across locations for single years or to predict within defined mega-environments (MEs) for any year or location. In summary, higher predictive ability was obtained by characterizing and by modeling GEI in the GS context. Crossa et al., 2013; Isidro et al., 2014) ; there are few reports demonstrating results from implementing GS in the full context of a plant breeding program. One of the key differences between animal and plant breeding is that in the latter, GEI is large (Cooper and Delacy, 1994; Mathews et al., 2008) . Multienvironment trials (MET) are routinely conducted in plant breeding to capture and account for GEI. However, these trials are highly unbalanced because of poor lines being removed from evaluation while promising lines are further evaluated (Bernardo, 2010) . To implement GS strategies in plant breeding, GEI needs to be accounted for, modeled, and predicted (Resende et al., 2011; Burgueño et al., 2012; Heslot et al., 2014; Lopez-Cruz et al., 2015) . Several strategies have been proposed to deal with GEI: ignore, reduce, or exploit it (Eisemann et al., 1990; DeLacy et al., 1996) . Ignoring or reducing GEI is possible when the proportion of the total phenotypic variance as a result of GEI is low (DeLacy et al., 1996) or when selection for broad adaptation is conducted (Lal, 2013; Lal, 2014) . However, the most powerful strategy is to exploit GEI to either develop locally adapted material (Mathews et al., 2008) or to use GEI to better characterize the genotypes (Dreccer et al., 2007; Mathews et al., 2008; Cooper et al., 2014) . Genotype ´ environment interaction was first characterized with linear-bilinear models using the singular value decomposition of either the GEI matrix (i.e., additive main effect and multiplicative interaction, AMMI; Gollob, 1968; Mandel, 1969; Gauch and Zobel, 1988; van Eeuwijk, 1995; Gauch, 2006; Gauch et al., 2008; Crossa, 2012) ; the genotypic main effect and GEI matrix (GGE; Yan et al., 2000 Yan et al., , 2007 Yan and Tinker, 2006) ; or site regression (Crossa and Cornelius, 1997) . Linearbilinear models could be graphically represented through biplots (Gabriel, 1971; Yan and Tinker, 2006) or enhanced biplots (Gauch, 2006) , where genotypes and environments are plotted in a single graph. Later, mixed models were introduced to allow more flexibility and to model different correlation structures among environments (Piepho, 1998; Burgueño et al., 2008; Kelly et al., 2009; Cullis et al., 2010) , increasing statistical power (Wang and Schmidt, 2002) . A number of correlation structures can be modeled with mixed models, from a single correlation among environments (i.e., compound symmetry models; Piepho, 2005) , heterogeneous variances (Piepho, 1998; Malosetti et al., 2004; Burgueño et al., 2008; Cullis et al., 2010) , up to a unique correlation for each pair of environments (i.e., unstructured variance-covariance; Burgueño et al., 2008; Malosetti et al., 2013) . Finally, MEs were defined as groups of environments with minimal GEI within (Braun et al., 1996) . Both linear-bilinear and mixed models are powerful tools to characterize GEI and have successfully been used in plant breeding.
Breeding programs produce large MET datasets that are highly unbalanced with heterogeneous quality because of the degree of replication in different trials (Bernardo, 2010) . Early generations usually consist of a large number of genotypes evaluated in a few environments with few replications. Advanced trials, on the other hand, consist of few genotypes evaluated in a large number of environments with more replications (Bernardo, 2010; Lorenz et al., 2012 ). This creates a high level of unbalance in the data sets that can be properly managed with mixed models using restricted maximum-likelihood estimates (Patterson and Thompson, 1971) . Mixed models can also model individual-plot variability to account for variability in data quality from MET (Malosetti et al., 2004; Mathews et al., 2008) . In summary, mixed models are flexible enough to model MET data with high levels of unbalance, with correlation between environments and genotypes, and with variability in data quality from multiple trials.
Genotype ´ environment interaction has been exploited in genomic studies to map quantitative trait loci in balanced populations (Piepho, 2000; Malosetti et al., 2004; van Eeuwijk et al., 2005; Boer et al., 2007; Mathews et al., 2008 ) and genome-wide association studies (Gutiérrez et al., 2015) using mixed models. Additionally, GS studies have included GEI information by performing overall predictions across environments (Heffner et al., 2011; Resende et al., 2011) , within environments or groups of environments (Burgueño et al., 2012; Ly et al., 2013; Dawson et al., 2013; Heslot et al., 2014) , or using marker-by-environment predictions (Jarquín et al., 2014; Lopez-Cruz et al., 2015) . While mixed models have successfully been used to model GEI in GS, the best strategy to predict new genotypes or new environments is not clear. The aim of this work was to improve the predictive ability of the models comparing strategies to exploit GEI in GS to predict new genotypes and new environments by evaluating different groups of environments and modeling the variance-covariance matrix across environments in a large, highly unbalanced, historical dataset from a wheat breeding program. We specifically aimed to answer the following questions: Could we improve the predictive ability by modeling the variance-covariance matrix across environments and predicting the performance of new genotypes (i.e., unphenotyped genotypes)? Could we design groups of environments where overall predictions outperformed environment-specific predictions? Could we borrow information from some environments to predict the performance in new environments (i.e., untested environments)?
MATERIALS AND METHODS

Plant Material
A total of 1477 advanced inbred lines from the National Agricultural Research Institute (INIA) Wheat Breeding Program (WBP) were extensively phenotyped and also genotyped to be were evaluated in LE (LE1, LE2, LE3, and LE4). The evaluation years were 2010 to 2014. However, the data is typical for a breeding program, as not all genotypes were evaluated in all the environments, and therefore, the data is highly unbalanced in years and locations as a result of promising genotypes being evaluated in multiple environments and poor genotypes being evaluated in a single environment (Table 1 ; Fig. 1) .
Within each year, genotypes were evaluated in PYT, AYT, or EYT. Preliminary yield trials consisted of approximately 600 genotypes each year evaluated in a sequence of trials. Three to twelve PYTs were conducted every year with 50 to 90 genotypes in each trial. Genotypes were grouped in trials by heading date (i.e., short, PYT S ; intermediate, PYT I ; or long, PYT L cycle). Each trial consisted of a resolvable incomplete block design with two replications where 6 to 10 incomplete blocks nested within each complete replications were used. Only location LE1 was used for PYT (Table 1) . used as a training set for genomic prediction models. These genotypes were chosen to represent the advanced inbred lines at a given time in the breeding program and consisted of all the lines from the preliminary yield trials (F 7 ; PYT) from 2010, 2011, and 2013 as well as the advanced (F 8 ; AYT) and elite (F 9 ; EYT) yield trials from 2010.
Phenotypic Data
Historic data from the INIA-WBP was used to evaluate yield of genotypes. Phenotypic evaluation from five locations in Uruguay evaluated in 5 yr, including one location with four sowing dates, were used to define a total of 35 environments ( ) per trial, and standard deviation for 1477 genotypes evaluated in 35 environments in preliminary (PYT), advanced (AYT), and elite (EYT) yield trials grouped by cycle (S, short; I, intermediate; L, long Advanced yield trials consisted of approximately 150 genotypes each year evaluated in a series of trials. Three AYTs were conducted every year with 35 to 80 genotypes in each trial with genotypes grouped in trials by heading date (i.e., short, AYT S ; intermediate, AYT I ; or long, AYT L cycle). Each trial consisted of a resolvable incomplete block design with three replications where six to nine incomplete blocks nested within each complete replication were used.
Elite yield trials consisted of approximately 50 genotypes each year evaluated in a series of trials. Three EYTs were conducted every year with 16 to 30 genotypes in each trial with genotypes grouped by heading date (i.e., short and intermediate, EYT SI , or long, EYT L , cycle). Each trial consisted of a resolvable incomplete block design with four replications where four to five incomplete blocks nested within each complete replication were used. All five locations were used for EYTs (Table 1) . A total of 52 historic as well as commercial varieties were used as checks in the trials having each trial between eight and 20 checks at a time.
Genotypic Data
The 1477 wheat lines were genotyped by GBS (Elshire et al. [2011] modified by Poland et al. [2012a] for wheat). The SNP identifications were conducted using the Tassel pipeline (Glaubitz et al. [2014] as in Lado et al. [2013] ). Briefly, markers with a minor allele frequency smaller than 0.01 and more than 80% of missing data were discarded. We identified 81,999 SNPs. Marker-data imputation was conducted using the realized relationship matrix through the multivariate normal expectation maximization method using the rrBLUP package (Endelman, 2012) from R software (R Development Core Team, 2015) .
Phenotypic Data Analysis
Phenotypic best linear unbiased estimations (BLUEs) were obtained for all genotypes present in each trial. Field analysis was conducted according to experimental design. Since PYTs consisted of a series of smaller a-design trials connected through common checks, the following model was used to estimate genotypic means for each heading date group in each environment:
[1], the rrBLUP package (Endelman, 2012) using the Kronecker product between the additive relationship matrix among genotypes and the estimated variance-covariance matrix among environments. This model assumes equal genotypic relationship matrix in all environments (for further description of this model, see the following section). The AMMI1 to AMMI10 and GGE1 to GGE10 were fitted in SAS statistical software (SAS Institute, 2005) and the Gollob's (1968) statistical test was used to choose the number of significant axis from both AMMI and GGE model families. Environments were grouped in MEs with the best AMMI and GGE models. Additionally, we compared the MEs formed with the best models to those of the simplest models: GGE2 and AMMI2. Finally, since the MEs created by the different strategies were similar, a GGE2 augmented biplot representation was used to visually represent the GEI structure using the R statistical software (R Development Core with the GGEBiplotGUI package (Frutos et al., 2014) .
Genomic Predictions and Prediction Accuracy
To compare strategies to deal with GEI, we partitioned the data in 13 sets of environments: by year (i.e., all locations for 2010, 2011, 2012, 2013, or 2014) , by location (i.e., all years for DOL, LE1, R2, or YOU), by ME (i.e., all location-year combinations within each ME1, ME2, and ME3), and all environments (all location-year combinations [ALL]). We used two general approaches to make genomic predictions: overall predictions for the mean performance within each set of environments (GBLUP M , i.e., predictions of genomic estimated breeding values [GEBVs] for the mean performance of genotypes in each set of environments: years, locations, ME, or ALL), and predictions by environment (GBLUP g´e , i.e., predictions of GEBVs for each environment within sets created by years, locations, ME, or ALL). We used the following general model structure to make predictions:
For GBLUP M : y N´1 is the vector of mean yield for each genotype in the set of environments (i.e., the BLUEs from a model accounting for field design and environment) of length N (N = population size or number of genotypes in the set), 1 N´1 is a vector of ones of length N; m is the overall mean; g N´1 is a random vector of genotypic predictors with g ~ N(0, A N´N s g 2 ), where A is the realized additive relationship matrix; Z N´N is the corresponding incidence matrix; and  is the residual errors vector with  ~ N(0,R N´N ) where R is a diagonal matrix with elements as the reciprocals of the variances of the adjusted means for each genotype from the phenotypic analysis stage to account for heterogeneity in mean estimate precision following Rodrigues et al. (2014) .
In GBLUP g´e , y n´1 is the mean vector of yield for each genotype in each environment (i.e BLUEs from field experiments) with length n (n = number of genotypes [N] by number of environment [k] : N ´k); 1 n´1 is a vector of ones of length n; m is the overall mean; g n´1 is a random vector of genotype ´ environment predictors with g ~ N[0, (A N´N Ä k´k ) ] , where  k´k is the estimated correlation matrix among environments and k is the where µ is the overall mean, g i is the fixed effect of the ith genotype, t j is the random effect of the jth trial, r k( j) is the fixed effect of the kth replicate nested within the jth trial, b l( jk) is the random effect of the lth incomplete block nested within the jth trial and the kth replicate, and e ijkl is the residual error for the ith genotype in the lth incomplete block within the kth replicate in the jth trial with t j, b l( jk) and e ijkl as random variables being t j ~ N(0,s t 2 ), b l( jk) ~ N(0,s b 2 ) and e ijkl ~ N(0, s e 2 ). The advanced and elite yield trials (AYT and EYT) consisted of a-designs, and therefore the following model was used to estimate genotypic means for each heading date group in each environment:
, and e ikl were defined as in Eq.
[1], with b l(k) and e ikl as random variables being b l(k) ~ N(0,s b 2 ) and e ikl ~ N(0, s e 2 ). Best linear unbiased estimates were estimated for each genotype in each heading date group and each environment.
Broad-sense heritability was estimated for each trial. We estimated variance component using restricted maximum likelihood method estimates from Eq. [1] or [2] but with genotypes as random effect. All of the analyses were conducted in R software (R Development Core Team, 2015) with package nlme (Pinheiro et al., 2013) .
Characterization of Genotype ´ Environment Interaction
Several strategies were used to characterize GEI including variance component estimation, correlation between environments, AMMI and GGE models, and graphical representation through augmented biplots.
The magnitude of GEI for yield was first characterized with variance components for all the years and locations. A random effect model using the PROC MIXED procedure of SAS (SAS Institute, 2005) was used to estimate variance components for each yield trial (i.e., PYT, AYT, and EYT). Second, Pearson correlations between all pairs of environments using all the shared lines between each pair of environments were estimated.
Multiplicative models such as AMMI Zobel et al., 1988) and GGE (Yan et al., 2000) were used to further characterize GEI. Since most of the GEI structure is given by the EYT that are evaluated in multiple locations, a subset consisting of 60 elite genotypes were chosen to construct both AMMI and GGE models. These genotypes were chosen to have at least 50% coverage in the genotype ´ environment table of means and because the GEI structure they create is similar to that of the complete set of genotypes that have a 7% coverage ( Fig. 1; Supplemental Fig. S1 ). A mixed model with the realized additive relationship matrix to model covariance among genotypes and the estimated correlation matrix across environments was fitted to predict genotypic performance of all genotypes in all the environments before fitting AMMI and GGE models (Henderson, 1984; Bernardo, 2010) . The genetic correlation matrix between environments was estimated using the spectral decomposition method described by Rebonato and Jäckel (1999) and subsequently used as the variance-covariance matrix. The mixed model for genomic prediction was fit with number of environments; Z n´n is the corresponding incidence matrix; and  is the residual errors vector with  ~ N(0,R n´n ), where R is a diagonal matrix with elements as the reciprocals of the variances of the adjusted means for each genotype from the phenotypic analysis stage to account for heterogeneity in mean estimate precision following Rodrigues et al. (2014) .
Accuracy of GEBVs was estimated as the correlation between predicted and observed genotypic values using crossvalidation (CV, Legarra et al., 2008) . A k-fold CV (CV 1 ) was used following Burgueño et al. (2012) . Briefly, the observations were randomly divided into k non-overlapping subsets. Then, k − 1 groups were used as training set, and the remaining group was used as the validation set (i.e., GEBV are obtained for each individual in the validation set). This procedure is followed until breeding values from individuals in all k subsets are estimated. A total of 100 replications of the CV with k = 7 were performed and the correlation between GEBV and observed genotypic values was used to estimate the accuracy of GEBV.
Predictions of New Genotypes (Unphenotyped Genotypes)
To predict new genotypes we compared the GBLUP M with the GBLUP g´e models. To make unbiased comparisons, the predictive ability of the GBLUP M model was estimated with the sevenfold CV (CV 1 ). In the case of the GBLUP g´e model, the sevenfold CV was modified (CV 2 ) to predict breeding values for a genotype without any phenotypic information per se from the same genotype in other environments. Briefly, we split the genotype ´ environment data into seven subsets. However, to ensure fairness when predicting new genotypes, no information from a given genotype was used to predict its own performance. Therefore, yield data from multiple environments for a single genotype were grouped in the same kth subset. Additionally, sets were constructed to have the same amount of information (i.e., data points) and not necessarily the same number of genotypes. Therefore, the number of genotypes in each subset is slightly different. We also used 100 replications of the CV to estimate the correlation between GEBV and observed genotypic values.
Finally, because the sets of environments include different number of genotypes (i.e., population size), we compared the predictive ability of GBLUP M and GBLUP g´e models for all sets of environments using a series of random samples with different sizes for all sets (i.e., N = 99, N = 200, N = 500, and N = 900). We compared the predictive ability using the sevenfold CV described earlier (CV 1 and CV 2 ).
Predictions of New Environments (Unphenotyped Environments)
Different sets of environments were used to predict genotypes in new environments (unphenotyped environments) using both GBLUP models. First, we considered environments grouped by year and we predicted the genomic breeding values for the tested genotypes in each location within a year using all the remaining locations for that year. This way, the training set consisted of all genotypes in all the locations less one, and the testing set consisted of the same genotypes in the remaining location. We followed this procedure to predict genomic breeding values for all genotypes in all locations one at a time. The accuracy of the genomic prediction was estimated as the correlation between genomic estimated breeding values for a specific location and the observed yield performance of genotypes for that location. Second, we used the same principle but for environments grouped by location. We used all years less one for a specific location as the training set while we used the remaining year as the testing set. Finally, we used the same principle but for environments grouped in MEs. We trained the model with all environments (i.e., combination of locations and years) in a ME less one, and we tested it with the remaining environment for that ME.
RESULTS
Phenotypic Data Analysis
The dataset is highly unbalanced having pairs of environments sharing from six to 268 genotypes (Fig. 1) . The LE1 location included PYT, AYT, and EYT, it is therefore the environment with the largest number of genotypes (Table 1 ; Fig. 1 ). The other locations with the largest number of genotypes were YOU in all years, DOL in 2010 to 2013, and R2 in 2014.
The broad-sense heritability estimated on a line-mean basis was high for most trials (i.e., >0.65 with an average of 0.82; Fig. 2 ), and only four trials had low heritability (i.e., 0.26 and 0.54 in EYT in R2 in 2013 and 0.42 and 0.47 in LE1 in 2010; Fig. 2 ).
Environmental Characterization of Genotype ´ Environment Interaction
Genotype ´ environment interaction contributed a large proportion of the total variance, being 7.6, 16.9, and 15.5% of the total variance in the PYT, AYT, and EYT, respectively (Table 2) . Specifically, GEI explained much more than the genotypic variance in AYT and EYT, where several years were evaluated. The year component was large in all cases and GEI among years is larger than GEI among locations (Table 2 ).
Eight components were significantly different from zero in both AMMI and GGE models (Table 3) . The best GGE model family (i.e., GGE8) identified three MEs that were the same as the simplest model (i.e., GGE2, data not shown); ME1 (with 11 location-year combinations) and ME2 (with 10 location-year combinations) included all locations for 2010, 2011, and 2013 while ME3 (with 14 location-year combinations) included all locations for 2012 and 2014 (Fig. 3) . In GGE models, the first two components explained 74% and the first eight explained 97% of total variance (genotype plus GEI variance). The best one of the AMMI model family (i.e., AMMI8) grouped environments into two MEs collapsing ME1 and ME2 into a single group and discriminating years 2012 and 2014 from the remaining years (data not shown). In the AMMI models, the first two components explained 74%, and the first eight components explained 96% of the total variance (GEI variance). The environments with the largest discriminative ability were LE4 in 2011, LE2 and YOU in 2013, LE1 and YOU in 2014, while the environments with the least discriminative ability were YOU in 2010 and LE2 in 2014.
Genomic Predictions of Unphenotyped Genotypes
Predicting genotypic performance of new genotypes for each environment with the GBLUP g´e was better than predicting for the mean of the environment with the GBLUP M for most sets of environments (Fig. 4) . The advantage of the GBLUP g´e model was more evident for larger population sizes (Fig. 4, 5) . Furthermore, LE1
(the location with the largest number of genotypes) had the largest difference in mean prediction comparing both GBLUP models (Fig. 5) , GBLUP g´e being better than the GBLUP M . On the other hand, most of the sets grouping environments by years have higher accuracies with the GBLUP M model (i.e., 2012 Fig. 4, 5) . In addition, 2012 shows the highest accuracy for the GBLUP M model, with an accuracy of 0.5 (Fig.  5) . Finally, no differences in prediction ability between GBLUP M and GBLUP g´e were found for large data sets (N = 500 or N = 900; Fig. 5 ). Table 3 . Additive main effect and multiplicative interaction (AMMI) and GGE family models for the genotype ´ environment interaction analysis of wheat lines evaluated in 35 environments including locations in years. The sum of squares (SS), proportion of the total GEI variance, and test of significance for the first 10 principal components is shown. Figure 3 . GGE biplot for yield in a wheat dataset considering 60 genotypes evaluated in 35 environments. Grouping in three megaenvironments (MEs) based on winning genotypes (i.e., indicated within square) are shown (i.e., represented as polygon): ME1, ME2, and ME3. The environments for each ME are labeled outside the polygon.
Genomic Predictions of Unphenotyped Environments
When comparing independent training and testing sets and predicting for new environments, predictions for specific locations were high with either the GBLUP M or the GBLUP g´e models using either information from other locations in a single year or using other environments within a ME (Table 4) . However, predictions across years are poorly achieved using single locations with either GBLUP models and are only reasonably achieved predicting within ME with either the GBLUP M or the GBLUP g´e models (Table  4) . The GBLUP M model should be used for predicting performance of genotypes in new environments (i.e., environments without previous phenotypic information) because the GBLUP g´e model requires an estimation of genotypic correlations between environments that would be unavailable if no phenotypic information is available.
DISCUSSION
One of the most challenging issues in plant breeding is the use of highly unbalanced existing phenotyping in the presence of GEI (Burgueño et al., 2012; Dawson et al., 2013; Heslot et al., 2014) . Breeding programs produce large MET datasets that are highly unbalanced and with different levels of quality because of the degree of replication in different trials (Bernardo, 2010) . We used a large MET dataset with 1477 genotypes extensively phenotyped in 35 environments to compare different strategies for handling GEI. Our dataset had very good experimental design yield data quality with an average heritability on a line-mean basis of 0.82, and our predictive ability was moderate to high for a complex trait like grain yield with an overall prediction accuracy of 0.5. We specifically aimed to answer the following questions: Could we improve the predictive ability by modeling the variance-covariance matrix across environments and predicting performance of genotypes by environment? Could we design groups of environments were overall predictions 0.20 (3) † When sets of environments are grouped by year, the training set includes all genotypes in all locations but one for a given year, while the testing set includes the remaining location; one location at a time is left out of the training set and is being predicted. ‡ When sets of environments are grouped by location, the training set includes all genotypes in all years but one for a given location, while the testing set includes the remaining year; 1 yr at a time is left out of the training set and is being predicted. § When sets of environments are grouped by ME, the training set includes all genotypes in all environments within a ME but one, while the testing set includes the remaining environment; one environment at a time is left out of the training set and is being predicted. ¶ Numbers 1 through 3 indicate the ME to which the specific environment belongs.
outperformed environment-specific predictions? Could we borrow information from other environments to predict performance in unphenotyped environments?
Correlation between Environments and Mega-Environments
Mixed Models are one of the most effective tools to handle unbalanced data while modeling correlation structures (Piepho, 1997 (Piepho, , 1998 Yu et al., 2006; Malosetti et al., 2007; Meyer, 2009) . However, reliable estimates of correlation should be used to model the variance-covariance matrix among environments. In breeding programs, it is common to evaluate lines using less replication and environments during early testing (i.e., in PYT) saving resources for larger replication and environments of fewer lines in advanced trials (i.e., AYT or EYT; Bernardo, 2010) . This creates a structure in GEI data where only promising lines are evaluated in multiple environments. Therefore, the estimation of the correlation among environments could be biased by the use of selected lines. We found that the genetic correlations matrices between environments estimated with 60 elite lines was similar to the correlation estimated with all available lines (i.e., r = 0.7, p < 0.001; Fig. 1; Supplemental Fig. S1 ). Furthermore, the genetic correlation between two environments for unselected lines (i.e., AYT) was similar to the correlation between the same two environments for selected lines (i.e., EYT; Supplemental Fig. S2 ). Piepho and Möhring (2006) argue that it is reasonable to assume that the change in allelic frequencies as a result of selection from training to testing populations is minimal, and therefore, prediction accuracy in the testing population is appropriate. Therefore, it is reasonable to assume that genotypic correlations among environments from selected individuals properly estimate correlations for the entire population. Other studies have shown that creating unbalanced data to sample more environments and genotypes produce higher prediction accuracy than having smaller population sizes and fewer environments with balanced data (Endelman et al., 2014) .
Genotype ´ Environment Interaction Characterization
Genotype ´ environment interaction is a widespread phenomenon in plants, and therefore, a proper characterization of the GEI is key to decide on strategies to handle it (Crossa and Cornelius, 1997; Piepho, 1997 Piepho, , 1998 Burgueño et al., 2008; Malosetti et al., 2013) . We found three MEs in our dataset: ME1 and ME2 have a strong correlation between environments and are composed of 2010, 2011, and 2013 environments; ME3 also has a strong correlation between environments and are composed of 2012 and 2014 environments. This pattern was detected by either the use of the best GGE or AMMI model, but also by the GGE2 model using the winning genotypes in each ME (i.e., genotypes LE2382, LE2410, and LE 2391; Fig. 3 ). Several studies have shown the advantages of either AMMI (Gauch, 2006 (Gauch, , 2013 Gauch et al., 2008) or GGE models (Yan et al., 2000 (Yan et al., , 2007 Yang et al., 2009) to model GEI, but we identified the same general pattern with either an AMMI or a GGE model. We found that genotype ´ year interactions contributed a large proportion of the GEI in our study. Year-to-year variations are more difficult to predict (Dawson et al., 2013) and usually contribute to a large proportion of the GEI (Ceretta and van Eeuwijk, 2008; Heslot et al., 2014) . In our study, years 2010, 2011, and 2013 were high-yielding environments (i.e., yield average of 5370 kg ha ). Other studies found a similar pattern of environments grouping by yield performance (Byth et al., 1976; Windhausen et al., 2012) . Furthermore, we found that while the average monthly rainfall in these locations is 80 mm mo −1 , heavy rainfall occurred during anthesis and grain filling in years 2012 and 2014 (Supplemental Fig. S3 ). The heavy rainfall increased disease presence, causing a severe infection of Fusarium head blight, which, in turn, decreased yield performance of lines. Further environmental characterization will provide a better insight into the GEI structure, but, by and large, we were able to successfully predict for rainy-dry anthesis period environments and might be able to predict performance for Fusarium and non-Fusarium years in this dataset.
Predictive Ability
Plant breeders seek to develop varieties with the best performance for their target environments (Comstock, 1977) . Most research on genomic selection has focused on accurately predicting the genotypic mean performance over all environments, assuming that all trial locations belong to the same target population of environments (Asoro et al., 2011; Charmet and Storlie, 2012; Storlie and Charmet, 2013; Crossa et al., 2013; Dawson et al., 2013) . However, since GEI is widespread, the accuracy of genomic prediction could be lowered especially by the presence of crossover interaction (Burgueño et al., 2012; Dawson et al., 2013; Jarquín et al., 2014) . Mixed models are powerful tools to make predictions by modeling the variancecovariance structure across environments to account for GEI (Piepho, 1997; Burgueño et al., 2008; Meyer, 2009; Malosetti et al., 2013) . We compared two strategies to deal with GEI: reduce it (i.e., predict overall performance for a set of environments, GBLUP M ) and exploit it (i.e., predict performance by environment using the correlations among environments, GBLUP g´e ). We obtained high overall predictions accuracies for grain yield (GBLUP M ) compared with other studies (Heffner et al., 2011; Burgueño et al., 2012; Poland et al., 2012b; Charmet and Storlie, 2012; Dawson et al., 2013; Lado et al., 2013; Crossa et al., 2014; Lopez-Cruz et al., 2015) . This probably is due to the large population size with extensive phenotyping and high quality experimental design with two to four replications and high heritability. High prediction ability has been found to be associated with large population sizes, a large number of sampled environments (Riedelsheimer and Melchinger, 2013) even at the cost of unbalanced designs (Heffner et al., 2011; Endelman et al., 2014) , and good experimental designs (Cooper et al., 2014) with large numbers of replications (Lorenz, 2013) .
To reduce GEI, environments were grouped into sets based on different criteria (i.e., year, location, or ME). The genotype ´ environment model (i.e., GBLUP g´e ) outperformed the overall model (GBLUP M ) when predicting within MEs or locations. On the other hand, most of the overall predictions within years (i.e., GBLUP M ) were higher than by-environment predictions (i.e., GBLUP g´e ), indicating low GEI within years. The only exception to this pattern is the location YOU. The improvement in the predictive ability of the GBLUP g´e can be explained by the shared information among environments. The GBLUP M model is equivalent to the GBLUP g´e model with a correlation between environments equal to one. Therefore, when correlations among environments are high (like correlations among locations within years), similar predictive ability is found between GBLUP M and GBLUP g´e models.
Furthermore, we found that predicting unphenotyped environments is better achieved within MEs and years. This result is not unexpected because lower GEI is found within years or MEs, while higher GEI is found across years. The use of multienvironment models to make overall genomic predictions has been documented elsewhere ( Jarquín et al., 2014) . However, the use of predictions within MEs has improved predictive ability in some studies (Burgueño et al., 2012; Dawson et al., 2013) but not in others (Windhausen et al., 2012) . We found that grouping environments in MEs that are mainly based on year-to-year repeatable variations and predicting overall performance yielded high predictive ability in most of the situations. Therefore, using locations to sample GEI is not a good strategy to capture all GEI for this program. Furthermore, predictions based on single-year phenotypic evaluation were unreliable, and historic data from breeding programs in the form of MET data is the key to characterize GEI and to increase predictive ability of GS models. However, we found that even random environmental factors (i.e., years) could be better modeled when GEI is included in the prediction model with the GBLUP g´e model. Furthermore, when the size of population increases, all sets of environments and models tended to have the same performance with close predictive ability.
We were able to successfully predict new genotypes borrowing information from relatives evaluated in multiple environments using the GBLUP g´e model. This model proved to be superior for predicting unphenotyped genotypes. However, where genomic predictions for new environments is desirable, the use of genetic correlations between environments is not possible, and therefore the GBLUP M should be used. We showed that for predicting performance of genotypes in new environments, the best strategy was to either predict across locations for single years or to predict within ME for any year or location.
CONCLUSIONS
Modeling GEI increased predictive ability. The use of MEs to identify groups of environments with small GEI, and overall predictions within MEs produces higher prediction accuracy compared with overall predictions across years. Borrowing information from environments by modeling the variance-covariance matrix is beneficial for predicting new genotypes before phenotyping. Finally, when large data sets were used, the sets of environments and models tend to perform similar.
