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Abstract
The multivariate splines as piecewise polynomials have become useful tools for dealing with Computational Geometry,
Computer Graphics, Computer Aided Geometrical Design and Image Processing. It is well known that the classical algebraic
variety in algebraic geometry is to study geometrical properties of the common intersection of surfaces represented by multivariate
polynomials. Recently the surfaces are mainly represented by multivariate piecewise polynomials (i.e. multivariate splines), so
the piecewise algebraic variety defined as the common intersection of surfaces represented by multivariate splines is a new topic
in algebraic geometry. Moreover, the piecewise algebraic variety will be also important in computational geometry, computer
graphics, computer aided geometrical design and image processing. The purpose of this paper is to introduce some recent researches
on multivariate spline, piecewise algebraic variety (curve), and their applications.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
First of all, let’s make an introduction to the so-called multivariate spline, piecewise algebraic variety and some of
its basic properties.
Definition 1 (Multivariate Spline [13,16]). For a simply connected domain D ⊂ R2, let ∆ be a partition of the
domain D consisting of finite irreducible algebraic curves, and Di , i = 1, 2, . . . , N be the cells. For integers k and µ
with k > µ ≥ 0, we define:
Sµk (∆) = {s(x, y) ∈ Cµ(D)| s(x, y)|Di ∈ Pk, ∀Di i = 1, 2, . . . , N }.
It is called multivariate spline space with degree k and smoothness µ over the domain D with respect to the partition
∆, where Pk denotes the collection of all bivariate polynomials of real coefficients with total degree k.
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Theorem 1 ([13,16]). Let the representations of z = s(x, y) on arbitrary two adjacent cells Di and D j be
zi = pi (x, y), and z j = p j (x, y)
respectively, where pi (x, y), p j (x, y) ∈ Pk . In order to let s(x, y) ∈ Cµ(Di ∪ D j ) if and only if there is a polynomial
qi j (x, y) ∈ Pk−(µ+1)d , such that
pi (x, y)− p j (x, y) = [li j (x, y)]µ+1 · qi j (x, y),
where li j (x, y) ∈ Pd is an irreducible algebraic polynomial and Γi j : li j (x, y) = 0 is the common interior edge of
Di and D j .
The polynomial factor qi j (x, y) in Theorem 1 is called the smoothing cofactor on the interior edge Γi j : li j (x, y) =
0 from Di to D j . For any interior vertex A, define Conformality Condition at A by∑
A
[li j (x, y)]µ+1 · qi j (x, y) ≡ 0,
where
∑
A presents the summation of all interior edges around A counterclockwise, and qi j (x, y) is the smoothing
cofactor on Γi j .
Let A1, . . . , AM be the all interior vertices in ∆, the Global Conformality Condition is defined by∑
Av
[li j (x, y)]µ+1 · qi j (x, y) ≡ 0, v = 1, . . . ,M.
Theorem 2 ([13,16]). Let ∆ be any partition of D. The multivariate spline s(x, y) ∈ Sµk (∆) exists, if and only if
for every interior edge, there exists a smoothing cofactor of the s(x, y), and the corresponding global conformality
condition is satisfied.
Denote by P(∆) the piecewise polynomial ring with respect to partition ∆ on D ⊂ Rn ,
P(∆) := { f | f |Di = fi ∈ R[x1, . . . , xn], i = 1, 2, . . . , N }.
For integer µ ≥ 0, let
Sµ(∆) := { f | f ∈ Cµ(∆) ∩ P(∆)},
Sµ(∆) is called Cµ spline ring. In fact, it is a No¨ther ring.
Definition 2 (Piecewise Algebraic Variety [16]). Let∆ be a partition of region D. Set X ⊆ D is called aCµ piecewise
algebraic variety, if there exist f1, f2, . . . , fr ∈ Sµ(∆) such that
X = Z( f1, f2, . . . , fr ) = {x | fi (x) = 0, x ∈ D, i = 1, 2, . . . , r}.
If f ∈ Sµ(∆) and X = Z( f ), then X is called a Cµ piecewise hypersurface. One dimensional piecewise
hypersurface is called a Cµ piecewise algebraic curve. Two-dimensional piecewise hypersurface is called a Cµ
piecewise algebraic surface.
The purpose of this paper is to introduce some recent researches on multivariate spline, piecewise algebraic variety
(curve), and their applications. The rest of the paper is organized as follows. At first, we introduce some basic
theorems of piecewise algebraic curves and their applications in Section 2. Section 3 focus on the Bezout number
of the piecewise algebraic curves. The computation on the generator bases of the prime module determined by the
global conformality condition is discussed in Section 4. At last, Some results on the dimensions of multivariate weak
spline space and the spline spaces on quasi-rectangular partitions are presented in Sections 5 and 6, respectively.
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2. Basic theorems of piecewise algebraic curves and their applications
2.1. No¨ther-type theorem of piecewise algebraic curves
It is well known that Bezout’s theorem and No¨ther’s theorem are important results in the classical algebraic
geometry [3,12]. The weak form of Bezout’s theorem says that two algebraic curves will have infinitely many
intersection points provided that they have more intersection points than the product of their degrees. In this section,
the generalization of No¨ther’s theorem to piecewise algebraic curves is discussed. The application for Lagrange
interpolation by bivariate spline space is presented in Section 2.2.
By using the No¨ther’s Theorem of algebraic curves [12], and properties of bivariate splines, we get the so called
No¨ther-type theorem of piecewise algebraic curves over cross-cut partition (denoted by ∆c) [23,24,27–29].
Denote by BN (m, r; n, t;∆) the so-called Bezout number. It means that any two piecewise algebraic curves
f = 0, g = 0, f ∈ Srm(∆), g ∈ Stn(∆) must have infinitely many intersection points provided that they have
more than BN (m, r; n, t;∆) intersection points.
Theorem 3 (No¨ther-Type Theorem, [23,28]). Let m, n, and r be natural numbers. Suppose that BN (m, 0; n, 0;∆c) =
mnN, and two piecewise algebraic curves G and F, G ∈ S0m(∆c), F ∈ S0n(∆c), meet exactly at mnN distinct points.
If the piecewise algebraic curve H, H ∈ S0r (∆c), passes through these mnN distinct points, then H = UG + V F,
where U ∈ S0r−m(∆c), V ∈ S0r−n(∆c).
By the theorem, we have the following corollary.
Corollary 1 ([28]). Let m, n, and r be the natural numbers. Suppose that BN (m, 0; n, 0;∆) = mnN, two piecewise
algebraic curves H and F, H ∈ S0m(∆), F ∈ S0n(∆), meet exactly at mnN distinct points, and the piecewise algebraic
curves G and F meet exactly at rnN points of these mnN points, where G ∈ S0r (∆). If ∆ is either a partition with one
interior vertex at most or a cross-cut partition, then there must exist g ∈ S0m−r (∆), such that the piecewise algebraic
curve g passes through the (m − r)nN remainder points.
2.2. Lagrange interpolation by bivariate splines
A set z1, . . . , zd ∈ D ⊂ R2, where d = dim Sµk (∆), is called a Lagrange interpolation set for Sµk (∆) if for each
function f ∈ C(D), there exists a unique bivariate spline S ∈ Sµk (∆) such that
S(zi ) = f (zi ); i = 1, . . . , d.
A natural problem of the interpolation by Sµk (∆) is to construct interpolation sets for S
µ
k (∆). Unfortunately,
interpolation by spline spaces is dependent on the problem of dimension of these spaces. Therefore, this kind of
interpolation problems will be very complicated. By the linear algebra, we have [13].
Theorem 4. A set A = {zi }di=1 of points, where d = dim Sµk (∆), is a Lagrange interpolation set for Sµk (∆) if and only
if there is no spline g(x, y) ∈ Sµk (∆)\{0} such that A lies on the piecewise algebraic curve Γ := {(x, y)|g(x, y) = 0}.
In [6], Liang et al. gave a method to solve the problem of Lagrange interpolation by bivariate polynomials using
interpolation along an algebraic curves. In this section, by using No¨ther-type theorem (Theorem 3), we extend this
method to construct general Lagrange interpolation sets of S0k (∆c). More details about this method can be found
in [28].
Definition 3. If s ∈ Sµk (∆), and each s|Di , i ∈ {1, . . . , N } has no multiple factors, we say that s has no local multiple
factors. If s ∈ Sµk (∆) has no local multiple factors, and none of the interior edges of∆ lies on the piecewise algebraic
curve s = 0, then the piecewise algebraic curve s is called a Well Piecewise Algebraic Curve (WPAC for short). Now
we introduce the Lagrange interpolation set for interpolating along a WPAC.
Definition 4. Let k, l be the natural numbers, µ be an integer satisfying 0 ≤ µ < min{k, l}, and let
ßµk (l) := dim Sµk (∆)− dim Sµk−l(∆),
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where dim Sµk−l(∆) = 0 if k < l, and dim Sµk−l(∆) = dimPk−l if 0 ≤ k − l ≤ µ. Suppose that s ∈ Sµl (∆), s = 0 is a
WPAC, and A = {qi }ß
µ
k (l)
i=1 are the distinct points on s = 0. If the assumptions p ∈ Sµk (∆) and
p(qi ) = 0, i = 1, . . . , ßµk (l)
imply there must exist q ∈ Pk−l(∆) such that p = sq (q ≡ 0 if k < l), then A is called a Lagrange interpolation set
for interpolating of degree k along the WPAC s of degree l with smoothness µ, where Pk−l(∆) denotes the collection
of all piecewise bivariate polynomials on ∆ with total degree k − l. We denote
A ∈ Iµk,l(s).
By using above definitions, Bezout’s Theorem of piecewise algebraic curves [11,22], and No¨ther-type theorem of
piecewise algebraic curves (Theorem 3), a method to construct the Lagrange interpolation sets for interpolating along
a WPAC on a cross-cut partition ∆c is given as follows:
Theorem 5 (Recursive Construction Theorem, [28]). Suppose BN (l, 0; r, 0;∆c) = lr N , two piecewise algebraic
curves g, s meet exactly at lr N distinct points B = {qi }lr Ni=1 on ∆c, where g ∈ S0r (∆c), s ∈ S0l (∆c), and s = 0 is a
WPAC. If A ∈ I0k,l(s) and B
⋂
A = φ, then
B
⋃
A ∈ I0k+r,l(s),
where k ≥ l if ∆c has interior vertices and k ≥ l − 1 if ∆c has no interior vertices.
Let∆ be an arbitrary partition on D. Now, we show a method to construct the Lagrange interpolation set for Sµk (∆)
by the Lagrange interpolating set for interpolating along a WPAC. The method is also called Recursive Construction
Theorem.
Theorem 6 (Recursive Construction Theorem 2, [28]). Let Π be a Lagrange interpolation set for Sµk (∆). If none of
these points lies on a WPAC s, where s ∈ Sµl (∆), then for any A ∈ Iµk+l,l(s), Π ∪ A must be a Lagrange interpolation
set for Sµk+l(∆).
Remark 1. For a cross-cut partition ∆c, s ∈ S0l (∆c), and s = 0 is a WPAC, by using Recursive Construction
Theorem, then we get I0k+l,l(s), I0k+2l,l(s), . . ., step by step. Moreover, by using Recursive Construction Theorem 2,
we have the Lagrange interpolation sets for S0k+l,l(∆c), S0k+2l,l(∆c), . . ., step by step.
2.3. Cayley–Bacharach theorem on piecewise algebraic curves
The Cayley–Bacharach theorem is important in algebraic geometry [2,3,12]. Pascal’s theorem and Chasles’s
theorem both are the generalizations of Cayley–Bacharach theorem. In this section, by using Bezout’s theorem and
No¨ther-type theorem of the piecewise algebraic curves, Cayley–Bacharach theorem of the piecewise algebraic curves
are presented [25].
Theorem 7 (Cayley–Bacharach Theorem, [25]). Let m, n and r be natural numbers, and 3 ≤ r ≤ min{m, n} + 2.
Suppose that BN (m, 0; n, 0;∆) = mnN, and two piecewise algebraic curves G and F, G ∈ S0m(∆), F ∈
S0n(∆), meet exactly at mnN distinct points. If the piecewise algebraic curve H, H ∈ S0r (∆), passes through
mnN − dim(S0r−3(∆)) points of these mnN points, then it must pass through the dim(S0r−3(∆)) remainder points
as well, unless these dim(S0r−3(∆)) remainder points lie on a piecewise algebraic curve p, where p ∈ S0r−3(∆)/{0}.
Denote by∆l the partition consisting of only a line which divides the domain D into two cells. By using Theorem 7,
we obtain two results which are similar to the famous Chasles’s theorem [2,12]:
Corollary 2 ([25]). Suppose two piecewise algebraic curves G and F, G ∈ S02(∆l), F ∈ S02(∆l), meet exactly at 8
distinct points p1, . . . , p8. If the piecewise algebraic curve H, H ∈ S02(∆l), passes through p1, . . . , p7, then it passes
through the points p8 as well.
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Fig. 1. The middle triangle of∆ABC .
Corollary 3 ([25]). Suppose piecewise algebraic curves G and F, G ∈ S02(∆l), F ∈ S02(∆l), meet exactly at 8
distinct points p1, . . . , p8, and each cell of ∆l don’t contain all of the points p1, . . . , p4. If the points p1, . . . , p4
are contained in a non-zero piecewise linear algebraic curve, then the points p5, . . . , p8 are contained in another
non-zero piecewise linear algebraic curve.
2.4. Four-colour theorem and piecewise algebraic curves
Denote by M(∆ABC) the triangle ∆abc shown in Fig. 1, which is called the middle triangle of ∆ABC .
Let ∆ be a triangulation of D and
M(∆) :=
N⋃
i=1
M(∆i ),
where ∆i is a cell of ∆ and ∆ =⋃i ∆i .
The pure mathematical proof of Four-colour theorem is still an open problem. The following result shows a
relationship between the piecewise linear algebraic curve and the four-colour theorem [22]:
Theorem 8. Four-colour theorem holds⇔ ∀ triangulation ∆, there exist three linear piecewise algebraic curves
Γi : fi (x, y) = 0, fi ∈ S01(∆), i = 1, 2, 3
such that
Γ1
⋃
Γ2
⋃
Γ3 = M(∆).
3. On the Bezout number of the piecewise algebraic curves
In this section, we focus on the Bezout number of the piecewise algebraic curves. The following example shows
that Bezout number depends on the geometrical property of the triangulation ∆ (see Fig. 2):
BN (2, 1; 2, 1;∆ms)
{≥ 6, when AA′, BB ′, and CC ′ have a common intersection;
= 4, otherwise.
Theorem 9 ([26]). For any given non-obtuse triangulation ∆,
BN (m, 1; n, 1;∆) ≤ mnN − 2E0
3
+ V0 + Vb
3
where N is the number of triangles in ∆, E0 is the number of interior edges of ∆, V0 and Vb are the numbers of
interior vertices and boundary vertices of ∆ respectively.
For any given triangulation ∆,
BN (m, r; n, t;∆) ≤ mnN − 1
3
min{r, t}
∑
v
δ2(v),
R.-H. Wang / Journal of Computational and Applied Mathematics 221 (2008) 460–471 465
Fig. 2. A Morgan–Scott partition.
where
δ2(v)
{= ρ1(v), if v is an interior vertex of ∆
≤ ρ2(v), if v is a boundary vertex of ∆,
ρ1(v) = max
{
d(v)− 4,
[
d(v)+ 1
2
]}
,
ρ2(v) = max
{
d(v)− 2,
[
d(v)− 1
2
]}
,
and d(v) denotes the number of edges in ∆ sharing v as a common vertex.
Since now, all concerned numbers of points are counted including multiples, and we only consider the finite
conditions.
For any given interior vertex v of a triangulation ∆, denote by R(v) = {δ ∈ ∆; v ∈ δ, a cell of ∆}. According to
the representation theorem, any bivariate spline s(x, y) on R(v) can be represented as
s(x, y) = P(x, y)+
K∑
s=1
(ls)
r+1∗ qs(x, y),
where K = d(v), (ls)∗ is the generalized truncated function, qs is the smoothing cofactor on the interior edge ls = 0.
In polar coordinates, we have
s(ρ, θ) =
∑
0≤i+ j≤n
ai jρ
i+ j cosi θ sin j θ +
K∑
s=1
{
csρ
r+1(sin(θ − θs)+)r+1
∑
0≤i+ j≤n−r−1
bsi jρ
i+ j cosi θ sin j θ
}
,
where θs is the polar angle of ls = 0. Using the method of resultant we can get the following:
Theorem 10 ([18]). Let v be an interior vertex of any non-obtuse-angled triangulation ∆, and d(v) = K. If
s1(x, y) ∈ Srm(∆), and s2(x, y) ∈ Srn(∆) are two non-degenerate bivariate splines on ∆, then
BN (m, r; n, r; R(v)) ≤ 2
[
(mn − r)K
2
]
.
Similarly we have
Theorem 11 ([18]). Let v be a boundary vertex of any non-obtuse-angled triangulation ∆, and d(v) = K. If
s1(x, y) ∈ Srm(∆), and s2(x, y) ∈ Srn(∆) are two non-degenerate bivariate splines on ∆, then
BN (m, r; n, r; R(v)) ≤ (mn − r)(K − 1)+ r.
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Fig. 3. Two partitions with common vertex.
If we denote
δ(v) =
2
[
(mn − r)K
2
]
, when v ∈ V0(∆);
(mn − r)(K − 1)+ r, when v ∈ Vb(∆).
Then we have the following:
Theorem 12 ([18]). For any non-obtuse-angled triangulation ∆, suppose that s1(x, y) ∈ Srm(∆), and s2(x, y) ∈
Srn(∆) are two non-degenerate bivariate splines, then
BN (m, r; n, r;∆) ≤

∑
v
δ(v)
3

where ∆: non-obtuse-angled triangulation, V0(∆): interior vertices, Vb(∆): boundary vertices.
Consider Bezout number on different partitions:
Definition 5 ([16]). Let ∆ be a partition of D, and E = {e1, e2, . . . , eE0} all the inner edges of ∆. If a piecewise
polynomial s(x, y) of degree m has continuous partial derivatives of order ri over ei , then s(x, y) is called a
multivariate spline function with different order, denoted by S
−→r
m (∆) the space formed by all such s(x, y), where−→r = (r1, r2, . . . , rE0). Especially, S
−→r
m (∆) = Srm(∆) if ri = r for all i = 1, 2, . . . , E0.
Definition 6. Let ∆1 and ∆2 be two different partitions of D. Denote by BN (m,−→r ,∆1; n,−→t ,∆2) the Bezout
number of S
−→r
m (∆1) and S
−→t
n (∆2).
Let R1(v) and R2(v) be two star partitions of D with common interior vertex v (as Fig. 3). Let
s1(x, y) ∈ S−→rm (R1(v))(−→r = (. . . , r0, . . . , rK1 , . . .), ri = ri+K1), and s2(x, y) ∈ S
−→t
n (R2(v))(
−→t =
(. . . , t0, . . . , tK2 , . . .), ti = ti+K2), both are periodic bivariate splines. Denote
r i =
{∞, if the corresponding line is in ∆2\∆1;
r j , if the corresponding line is the j th line in ∆1,
t i =
{∞, if the corresponding line is in ∆1\∆2;
t j , if the corresponding line is the j th line in ∆2.
Let −→µ = (µ1, . . . , µK ), µi = min{r i , t i }. By the resultant method, we have
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Fig. 4. ∆1 is shown by real lines, and∆2 is shown by dotted lines.
Theorem 13 ([18]). If R(v) = R1(v)⋃ R2(v) is non-obtuse, and d(v) = K in R(v), then
BN (m,−→r , R1(v); n,−→t , R2(v)) ≤ 2

mnK −
K∑
i=1
µi
2
 .
The following problem is still open:
Problem 1. Let ∆1 and ∆2 be two different partitions of the same domain D shown in Fig. 4. Discuss
BN (k1, µ1,∆1; k2, µ2,∆2).
4. Generator bases of the prime module determined by the global conformality condition
According to the “smoothing cofactor conformality method” [13,16], in principle, any problem on the multivariate
spline can be studied by transferring it into an equivalent algebraic problem. The global conformality condition is
equivalent to a prime module over the polynomial ring R[x, y]. In fact, the global conformality condition can be
regarded as a homogeneous algebraic system of linear equations with the unknowns of the smoothing cofactors, and
its solutions form a prime module over R[x, y].
Luo and Wang [7,8] studied the theory of generator bases of prime module over ring k[X ], and gave a mechanical
approach to obtain the generator bases by using a reduced criterion. The approach simplified the traditional Gro¨bner
approach. Based on the previous results, we present a computing method for the generator bases of prime module
determined by the multivariate spline over star cross-cut partition. The method is different from the mechanical
approach given in [7,8]. The results may help us to deal with various problems of multivariate spline space over
any cross-cut partition.
Let ∆∗V denote a star cross-cut partition (see Fig. 5(a)), by the global conformality condition, we have
2n∑
i=1
qi (x, y)[li (x, y)]µ+1 ≡ 0. (1)
Let q j (x, y) = 0( j = n + 1, n + 2, . . . , 2n), then the partition ∆∗V degenerates to be a cone partition, denoted by
∆∗cone, see Fig. 5(b). Moreover Eq. (1) becomes
n∑
i=1
qi (x, y)[li (x, y)]µ+1 ≡ 0. (2)
The generator bases of the prime module M0 determined by Eq. (2) are given in Theorems 14 and 15.
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Fig. 5. A star cross-cut partition and a cone partition.
Fig. 6. An arbitrary star partition.
Theorem 14 ([19]). If n ≥ µ + 2, then the generator bases of the prime module M0 determined by Eq. (2) are
composed of n−µ−2 polynomial vectors of degree 0: η1, η2, . . . , ηn−µ−2, and µ+1 polynomial vectors of degree 1:
ε1, ε2, . . . , εµ+1, respectively.
Theorem 15 ([19]). If n ≤ µ + 1, let µ + 1 = r(n − 1) + l, where 0 ≤ l < n − 1, then the generator bases of the
prime module M0 determined by Eq. (2) is composed of (n−l−1) polynomial vectors of degree r: θ1, θ2, . . . , θn−l−1,
and l polynomial vectors of degree r + 1: pi1, pi2, . . . , pil , respectively.
For an arbitrary star partition (denoted by ∆∗V,q ), let n1 be the number of the cross-cut lines, n2 the number of the
quasi-cross-cut lines. For example, when n1 = 3, n2 = 3 (see Fig. 6).
Theorem 16 ([19]).
1. If n1 + n2 ≥ µ + 2, then the generator bases of the prime module M determined by (1) over the star partition
∆∗V,q are composed of 2n1 + n2 − µ− 2 polynomial vectors of degree 0, and µ+ 1 polynomial vectors of degree
1;
2. If n1 + n2 ≤ µ+ 1, let µ+ 1 = r(n1 + n2 − 1)+ l, where 0 ≤ l < n − 1, then the generator bases of the prime
module M determined by (1) over the star partition ∆∗V,q are composed of n1 polynomial vectors of degree 0,
n1 + n2 − l − 1 polynomial vectors of degree r , and l polynomial vectors of degree r + 1.
5. Multivariate weak spline
It is well known that the ordinary multivariate spline is defined by piecewise polynomials with certain smoothness
along all interior edges of a partition of the domain. The multivariate weak spline is only smooth on a set of discrete
points of the interior edges. Multivariate weak splines are also important in practical applications such as CAGD, the
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finite element and so on. For example, the well-known Morley element, and the non-conforming Zienkiewicz element
both are bivariate weak splines.
Definition 7 ([14,21]). Let Γ be a line segment and the point set S = {(x1, y1), (x2, y2), . . . , (xn, yn)} lie in Γ . If the
cardinality of S is limited and each point of S is an interior point of Γ , then S is called an appointed point set of Γ
and every point of S is called an appointed point.
Definition 8 ([14,21]). Let D be a domain in R2, ∆ be a partition of D consisting of finite straight lines or line
segments, and an appointed point set be given on each edge. Then partition ∆ is called a rectilinear partition of the
domain D, which is denoted by I∆. If there is only one appointed point on each edge of partition ∆, we denote by
I1∆ the special appointed point partition.
Definition 9 ([14,21]). Let Di , i = 1, 2, . . . , N be all of the cells of ∆, S j , j = 1, 2, . . . , L be all of the appointed
point sets of I∆, and Cµ(0)(S) be the set of piecewise polynomials with smoothness µ at each point of S =
⋃L
j=1 S j .
For integer k > µ ≥ 0,
Wµk (I4) = {w(x, y) ∈ Cµ(0)(S)|w(x, y)|Di ∈ Pk,∀Di }
is called a multivariate weak spline space with degree k and smoothness µ, where w(x, y)|D denotes the restriction of
w(x, y) on D, and Pk denotes the set of all bivariate polynomials of real coefficients with total degree k.
By B-net method, we obtain the dimension of multivariate weak spline space over arbitrary triangulation.
Theorem 17 ([4,20]).
dimWµk (I1∆) = N
(
k + 2
2
)
− E I
(
k + 2
2
)
, if k ≥ 2µ+ 1;
dimW 12 (I1∆) = 6N − 3E I ,
where I1∆ is a triangulation, N is the number of the triangles of I1∆, E I is the number of the interior edges of I1∆.
Theorem 18 ([20]).
dimWµk (I1∆) = N
(
k + 2
2
)
− E I
(
k + 2
2
)
, if k ≥ 2µ+ 1;
dimW 12 (I
∗
1∆) = 6N∗ − 3E∗I ,
where I1∆ is a rectilinear partition, I ∗1∆ is a rectilinear partition satisfying certain conditions, N , and N∗ are the
corresponding numbers of the cells of I1∆, and I ∗1∆ respectively; E I , and E∗I are the corresponding numbers of the
interior edges of I1∆, and I ∗1∆ respectively.
6. Dimensions of the spline spaces on quasi-rectangular partitions
A T-mesh is basically a rectangular grid that allows T-junctions arising from T-spline [9,10]. T-meshes are formed
by a set of horizontal line segments and a set of vertical line segments. In paper [1], Deng et al. firstly proposed a
method based on B-nets to calculate the dimension of a spline space S(m, n, α, β, T ) over a regular T-mesh whose
boundary grid lines form a rectangle. When the smoothness is less than half of the degree of the spline functions
(i.e. m ≥ 2α + 1 and n ≥ 2β + 1), a dimension formula is derived which involves only the topological quantities of
the T-mesh.
In this section, we discuss the dimensions of spline spaces on quasi-rectangular partitions. A quasi-rectangular
partition is obtained from a rectangular partition by local modification. It includes T-mesh, L-mesh according to T-
junctions and L-junctions as follows:
Given a rectangular mesh (denoted by ∆R as shown in Fig. 7), two quasi-rectangular partitions (denoted by ∆QR)
can be obtained by modifying the original partition (as shown in Fig. 7(b) and (c)). There are some definitions and
notations:
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(a)∆R . (b)∆T . (c)∆L .
Fig. 7. A rectangular mesh (a), the local modified T-mesh (b), and L-mesh (c).
(1) T-segment: both of the endpoints don’t lie on the boundary of the T-mesh (e.g. v4v18, v5v9).
(2) mono-vertex: the vertex is a intersection point of one T-segment and one cross-cut or one ray
(e.g. v4, v5, v9, v10, v11).
(3) T-junction: the vertex is both one endpoint of one segment and one interior vertex of another segment (e.g. v7 is a
T-junction of v5v9 and v7v19 in Fig. 7(b)).
(4) L-conjunct: the vertex is the same endpoint of two segments (e.g. v7 is a L-junction of v5v9 and v7v19 in Fig. 7(c)).
(5) T-mesh: a quasi-rectangular partition is a T-mesh (denoted by∆T ) if there are T-junctions but no L-junction in the
partition (e.g. Fig. 7(b)).
(6) L-mesh: a quasi-rectangular partition is a L-mesh (denoted by ∆L ) if there are L-junctions in the partition
(e.g. Fig. 7(c)).
Given a quasi-rectangular partition ∆QR of the domain D, denote Di the cell in ∆QR , we study on two spline
spaces:
Sα,βm,n(∆QR) := {S(x, y) ∈ Cα,β(D)| S(x, y)|Di ∈ Pm,n,∀i},
Sµk (∆QR) := {S(x, y) ∈ Cµ(D)|S(x, y)|Di ∈ Pk,∀i},
where Pm,n is the space of all polynomials with bi-degree (m, n), and Cα,β(D) the space consisting of all bivariate
functions which are continuous in D with order α along x direction and with order β along y direction. Let
M0 = m + 1m − α , N0 =
n + 1
n − β , K0 =
k + 2
k − 2µ.
We have some results on the dimensions of the spline spaces as follows.
Theorem 19 ([5]). Given a T-mesh ∆T , which includes Ch horizontal cross-cuts, Cv vertical cross-cuts, Th
horizontal T-segments, Tv vertical T-segments and V interior vertices, the j-th T-segment L j contains h
(1)
j mono-
vertices except two end vertices. Suppose h(1)j + 2 ≥ M0 if L j is a horizontal T-segment, and h(1)j + 2 ≥ N0 if L j is
a vertical T-segment. Then the dimension of the spline space Sα,βm,n(∆T ) is
dim Sα,βm,n(∆T ) = (m + 1)(n + 1)+ V (m − α)(n − β)
+ (Ch − Th)(m + 1)(n − β)+ (Cv − Tv)(n + 1)(m − α).
For a L-mesh ∆L , the corresponding constraint is h
(1)
j + 1 ≥ M0 and h(1)j + 1 ≥ N0 respectively.
Theorem 20 ([17]). Given a T-mesh∆T , which includes LC cross-cuts, LT T-segments, V interior vertices, the j-th
T-segment L j contains h
(1)
j mono-vertices except two end vertices. Suppose h j > µ + 2, h(1)j + 2 ≥ K0, Then the
dimension of the spline space Sµk (∆T ) (k ≥ 2µ+ 2) is
dim Sµk (∆T ) =
(
k + 2
2
)
+ V
(
k − 2µ
2
)
+ (LC − LT )
(
k − µ+ 1
2
)
+ LT
(
µ+ 2
2
)
. (3)
For a L-mesh ∆L , the corresponding constraint is h
(1)
j + 1 ≥ K0.
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