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Abstract 
As magnetic resonance imaging (MRI) can spatially resolve a wealth of molecular 
information available from nuclear magnetic resonance (NMR), it is able to non-invasively 
visualise the composition, properties and reactions of a broad range of spatially-
heterogeneous molecular systems. Hence, MRI is increasingly finding applications in the 
study of chemical reactions and processes in a diverse range of environments and 
technologies. This article will explain the basic principles of MRI and how it can be used to 
visualise chemical composition and molecular properties, providing an overview of the 
variety of information available. Examples are drawn from the disciplines of chemistry, 
chemical engineering, environmental science, physics, electrochemistry and materials 
science. The review introduces a range of techniques used to produce image contrast, 
along with the chemical and molecular insight accessible through them. Methods for 
mapping the distribution of chemical species, using chemical shift imaging or spatially-
resolved spectroscopy, are reviewed, as well as methods for visualising physical state, 
temperature, current density, flow velocities and molecular diffusion. Strategies for imaging 
materials with low signal intensity, such as those containing gases or low sensitivity nuclei, 
using compressed sensing, para-hydrogen or polarisation transfer, are discussed. 
Systems are presented which encapsulate the diversity of chemical and physical 
parameters observable by MRI, including one- and two-phase flow in porous media, 
chemical pattern formation, phase transformations and hydrodynamic (fingering) 
instabilities. Lastly, the emerging area of electrochemical MRI is discussed, with studies 
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presented on the visualisation of electrochemical deposition and dissolution processes 
during corrosion and the operation of batteries, supercapacitors and fuel cells.  
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1. Introduction 
Nuclear Magnetic Resonance (NMR) spectroscopy is fully established in chemistry and 
biochemistry as the preeminent analytical technique used in the determination of 
molecular structure and dynamics. However, as data are acquired non-invasively and the 
NMR signals from reactants, products and intermediates can be isolated and quantified, 
NMR is increasingly used to monitor chemical reactions, leading to greater understanding 
of reaction pathways and kinetics for a broad variety of reactions [1-4].  Reaction 
monitoring can be performed in a closed system, with the reaction simply contained within 
an NMR tube, or in an open system, where the reaction mixture is pumped inside the NMR 
probe, either continuously, as is done for online reaction monitoring, or introduced in 
batches, as is done for stopped-flow and rapid-injection reaction monitoring [3]. For all of 
these methods, it is expected that the reaction mixture contained within the NMR probe is 
well-mixed and uniform. However, there are situations where the distribution of reactants, 
and/or kinetics, of a reacting system may not be homogeneous, for example when the 
reaction couples with hydrodynamics, the reaction medium is heterogeneous or the 
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reaction is sensitive to perturbation. In such circumstances, it becomes useful to be able to 
spatially map, and quantify, chemical species and their physical environment. This can be 
achieved in NMR by applying magnetic field gradients, which spatially locate the NMR 
signal and are the basis of magnetic resonance imaging (MRI). 
 
While MRI is a well-established analytical technique in biomedical research and clinical 
diagnosis, its ability to visualise the composition and behaviour of materials makes it well-
suited to the study of spatially heterogeneous chemical reactions and processes [5-9]. MRI 
is able to selectively detect individual chemical components, through selection of the NMR 
active nucleus studied or of a specific resonance frequency (chemical shift). In addition to 
this chemical discrimination, it can also distinguish regions of different physical states or 
properties, and has been applied to the study of chemical reactors [8-11], biofilm growth 
[12-16], polymerisation reactions [17-19], chemical pattern formation [20, 21] and, more 
recently, electrochemical processes [5, 8, 9, 22].   
 
2. Spatially Heterogeneous Chemical Reactions 
Typically, it is expected that the distribution of chemical components within a reaction 
mixture will tend towards homogeneity, due to the driving force of entropy and the second 
law of thermodynamics.  However, in systems far from equilibrium, it is possible for 
concentration gradients to develop. Open systems, such as a continuously-fed chemical 
reactor, are maintained far from equilibrium through the constant flow of reactants and 
products.  In packed-bed reactors (PBRs), a concentration gradient is established axially, 
by the conversion of reactants into products, as the reaction mixture flows from inlet to 
outlet [23, 24].  Where the flow behaviour within the reactor is no longer plug-like, the 
conversion, and even selectivity, of the reaction can also vary across transverse sections 
of the reactor [23]. Identification, and control, of these concentration gradients is critical to 
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the conversion, selectivity, and hence yield, of reactions within packed-bed reactors. The 
optimisation of the chemical processes within a reactor requires detailed information 
concerning how reaction couples with flow, which in turn is influenced by the connectivity 
and tortuosity of channels within the reactor.  
 
Concentration gradients can also form in closed systems, from an initially homogeneous 
distribution of reactants. This is observed in systems sensitive to perturbation, such as 
excitable reaction media, where there is a coupling between diffusion and reactions 
involving autocatalytic or positive feedback steps [25].  Chemical waves can form when an 
autocatalytic process is initiated locally, which results in a rapid, but initially, localised 
increase in the concentration of autocatalyst. As the autocatalyst diffuses to neighbouring 
regions, there is a spreading of the autocatalytic process to these regions, leading to the 
propagation of a chemical front.  Where multiple autocatalytic steps can be sustained by 
the reaction media, multiple travelling chemical waves can form. The most famous 
example of this type of reaction is the Belousov-Zhabotinsky (BZ) reaction [26], which 
produces a rich variety of chemical patterns in unstirred vessels.  When this reaction was 
first reported, it was initially dismissed, because temporal oscillations within a closed 
system were believed to break the second law of thermodynamics.  Of course, the 
observed periodic changes in colour do not break the second law of thermodynamics, 
because they are caused by oscillations in the concentration of reaction intermediates as 
the reaction progresses towards equilibrium. Since its initially contentious beginnings, this 
reaction has become the most studied pattern-forming reaction, and provides a useful 
device for observing the coupling between reaction with molecular transport [21] and other 
environmental factors or external stimuli [27].  The chemical waves formed in the BZ 
reaction, and other autocatalytic reactions, are particularly useful for characterising 
transport and mixing behaviour within complex flow environments [28-32], because only 
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small amounts of the autocatalyst are required to enter a region, before there is a rapid 
amplification of the concentration of that, and associated, species.  
 
Other examples where concentration gradients emerge within a closed system are found 
in electrochemical cells, where different half-cell reactions occur at the anode and cathode, 
and gradients in the concentration of electroactive species can arise in the vicinity of either 
electrode. Understanding the kinetics of electrochemical reactions, the transport of 
electroactive species, and the microstructure of the electrodes is of critical importance in 
developing electrochemical technologies within the areas of energy storage, metal 
finishing and the prevention of corrosion.  However, these types of system pose significant 
challenges for MRI due to the presence of electrically-conducting materials, which can 
lead to problems due to radiofrequency (RF) losses and heating of the electrolyte, and of 
bulk metals, which can lead to undesirable variations in the RF and magnetic fields.  
Hence, there are currently few papers in the literature reporting MRI of electrochemical 
cells.  However, these recent papers have demonstrated that it is possible to overcome the 
experimental challenges, and as MRI is able to provide unique information on local 
composition and transport electrochemical cells, non-invasively, in situ and in real-time, 
this field is set to expand substantially.  
 
This review article will provide a brief overview of the basics of MRI and image contrast, 
but refers the reader to a number of excellent books [9, 33, 34] for further information on 
the technique. This article will focus on how MRI can be employed to visualise spatially 
heterogeneous chemical reactions and processes, as well as identifying and quantifying 
external environmental factors which influence the rate of reaction and the distribution and 
transport of reactants and products.  A broad range of applications will be discussed, 
which demonstrate how MRI can be used to observe the formation, evolution and control 
  
 7 
of chemical concentration gradients [16] within a reaction, and how this unique and 
quantitative information is important for understanding the underlying molecular behaviour 
and optimisation of chemical processes across this diverse range of systems. 
 
3. The Basics of Magnetic Resonance Imaging 
When NMR active nuclei (with non-zero nuclear spin: I  0) are placed in a static magnetic 
field (B0), they precess at a frequency () dependent on the magnetogyric ratio () of the 
nucleus and the magnitude of B0.  By applying a magnetic field gradient, Gi, (where i = x, y, 
z and Gi = dB0/di), the precessional frequency of nuclei becomes dependent on their 
position, ri, along the direction of the gradient: 
 
     (ri ) (B0 Gi ri )    (1) 
 
While the Larmor frequency, (ri), in Eq. 1 should be negative, for simplicity, this has been 
neglected and subsequent equations are presented so that they are consistent with this.  
The NMR signal, for a small volume element, dV, at position r, is proportional to the local 
spin density (r), and, as the proportionality constant has no spatial dependence, we can 
write: 
 
dS(G, t) (r)dV exp[i( B0 G r)]   (2) 
 
The net signal, in the heterodyne detection frame, can be written as: 
 
S(k) (r)exp[i2 k r] dr
   (3)
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where k is the reciprocal space vector [35] conjugate to r and given by (2)–1Gt, with t the 
evolution time.  S(k) is measured in the time domain and inverse Fourier transformation of 
the signal yields (r), in the frequency domain, which can be considered as a three-
dimensional spectrum of S(k): 
 
(r) S(k)exp[ i2 k r] dk    (4) 
 
Where k-space is traversed in time, the NMR signal is acquired in the presence of a 
constant magnetic field gradient and the signal sampled at successive time intervals 
(frequency encoding).  Where k-space is traversed by gradient magnitude, a series of 
magnetic field gradient pulses are applied for a constant period prior to signal acquisition, 
resulting in the magnetisation of spins at different positions acquiring different phases 
(phase encoding), due to the spatially-dependent precessional frequencies imposed 
during the gradient pulses.  One-dimensional (1D) profiles are acquired when only a single 
magnetic field gradient is applied, and 2- or 3-dimensional (2D or 3D) images can be 
acquired by applying magnetic field gradients in two or three directions, respectively. As 
frequency-encoding enables k-space to be sampled from a single excitation, it is typically 
desirable to use a combination of both frequency and phase encoding gradients when 
acquiring 2D and 3D images, thus minimising experiment time. In the case of 2D and 3D 
imaging, the experiment time is predominantly controlled by the repetition time and the 
number of phase-encoding steps (which generally acquire one line of the k-space raster 
per excitation). To speed up 2D and 3D data collection, the magnetisation can be 
refocused, when the T2 relaxation time of the material permits, after each acquisition, so 
that multiple lines of k-space are collected per excitation. Widely-used pulse sequences of 
this type include Echo Planar Imaging (EPI) [36] and Rapid Imaging with Refocused 
Echoes (RARE) [37].  For 2D images, it is generally necessary to also apply some slice 
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selection to the imaging sequence, so that data are not summed along the third 
dimension. This is achieved by applying a gradient at the same time as a frequency-
selective pulse, allowing the signal to be either selectively excited or ‘crushed’.  Image 
resolution (pixel size) and slice thickness are determined by gradient strength and 
generally limited by the spin density, T2 relaxation time and mobility of spins.  Typically, 
pixel sizes for MR micro-imaging (microscopy) systems, equipped with a vertical bore 
magnet, are in the range 20 – 200 m, with sample sizes   10 mm in a standard-bore (52 
mm) magnet,   30 mm in a wide-bore (89 mm) magnet and   60 mm in a super wide-bore 
(154 mm) magnet.  
 
Imaging experiments are generally based on either spin or gradient echo pulse sequences 
[33], which limit the reduction in signal through the dephasing caused by the gradients 
and, in the case of radiofrequency (RF) refocused (spin) echoes, chemical shift and 
magnetic field inhomogeneities. Gradient echo sequences, such as FLASH [38], benefit 
from using low-flip angle RF excitation pulses, allowing the repetition time to be reduced, 
leading to shorter experiment times. Also, as there is no need for a second refocusing RF 
pulse, shorter echo times are possible. A disadvantage of gradient-echo sequences is that 
they are sensitive to magnetic field inhomogeneities; hence, spin echo imaging sequences 
are more commonly used in heterogeneous environments such as packed bed reactors. In 
the fast spin echo sequence RARE imaging [37], multiple spin echoes are acquired 
following excitation, producing T2-weighted images in times on the order of seconds.  
 
3.1 Multinuclear MRI 
While the gross selection rule, I ≠ 0, is the primary factor determining which nuclei can be 
imaged by MRI, other factors also need to be taken into consideration.  Indeed, even 
though there are many elements with NMR active isotopes, relatively few are studied by 
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MRI.  The sensitivity of a nucleus constrains the amplitude of the NMR signal, 
fundamentally limiting the image resolution possible, and is proportional to its 
gyromagnetic ratio (signal 3), its natural abundance, and the strength of the static 
magnetic field (signal  B0
2). Hence, the 1H nucleus (which has I = ½) has the highest 
relative sensitivity compared to other NMR active nuclei, because it has the highest  
value, after tritium (3H), and high natural abundance (~ 100%), as well as being found in 
water and most organic molecules. Thus, for all of these reasons, 1H MRI is most 
commonly performed, with the vast majority of MR images being of water, particularly in 
biomedical MRI.  Other nuclei with relatively high sensitivities include 19F, 13C, 7Li, 31P, 
23Na and 11B. However, of these nuclei, most are either of low natural abundance or are 
not widely found in materials or molecules of interest. While carbon is present in all organic 
molecules, its NMR active nucleus, 13C, is of low natural abundance (ca. 1%); hence, 13C 
MRI is not commonly performed and samples often require isotopic enrichment, which is 
expensive and labour-intensive, or some type of signal enhancement [23, 39, 40].  As the 
19F nucleus benefits from 100% natural abundance, has a relatively high sensitivity and 
has I = ½, 19F MRI, as such, is not technically demanding. However, there are significantly 
fewer compounds containing 19F, making its application more challenging and limiting its 
widespread use.  However, the use of fluorinated compounds still offers useful 
opportunities for imaging with chemical selectivity. The next most sensitive nucleus is 31P, 
which has I = ½ and 100% natural abundance.  The biological significance of molecules 
containing 31P has led to a number of biomedical studies involving 31P MRI [41]. However, 
despite its favourable NMR properties and sensitivity to temperature and pH [42], 31P MRI 
has not been applied to chemical systems.  
 
In addition to the relative sensitivity of a nucleus, the two remaining practical factors 
influencing the suitability of a nucleus for MRI are the intrinsic spectral line width, 
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determined by the T2 relaxation time, and the minimum repetition time allowed by the T1 
relaxation time of the spin. Thus, quadupolar nuclei (where I > 0), which typically have 
short T2 relaxation times and broad lines, can be particularly challenging to study by MRI.  
Of the nuclei which are quadrupolar, 7Li has been successfully employed for MRI, as 7Li 
has a relatively small quadupolar constant, and hence its lines are not prohibitively broad. 
It also has high natural abundance and relatively high sensitivity, and is particularly 
beneficial for imaging lithium-ion batteries [43, 44]. 23Na has 100% natural abundance, but 
has a lower  and, because its quadrupolar constant is larger than that of 7Li, has 
significantly shorter T2 relaxation times. As a result, it is more challenging to get high-
resolution images in 23Na MRI. However, the quadrupolar moment of 23Na makes this 
nucleus particularly useful for observing molecular alignment [45, 46]. This has also been 
found for studies using 2H [47, 48].  Of the remaining NMR-active nuclei, most are 
quadrupolar with low sensitivity and short T2 relaxation times or long T1 relaxation times, 
making them less amenable to MRI, though there are examples of MRI of 2H, 27Al, 14N [33, 
49, 50].   
 
3.2 Image Contrast 
Image signal intensity is dependent on the spin density of nuclei within each pixel (Eq. 3) 
and hence image contrast is fundamentally produced by variations in (r). Using this 
principle, it is possible to map the distribution of water in a packed bed of glass beads, 
where the glass beads appear invisible. It is also possible to selectively, and separately, 
map the distributions of a protonated liquid and a fluorinated gas in a two-phase flow 
reactor [51]. However, where the spin density of a sample is uniform, as is the case for a 
bulk liquid, it is necessary to use additional physical or chemical parameters to produce 
image contrast, through modulation of the intensity or phase of the NMR signal.  The most 
common of these are T1 and T2 relaxation times, molecular motion (flow and diffusion) and 
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chemical shift.  Relaxation time contrast is most commonly employed to produce image 
contrast in biomedical MRI, where it is most frequently used to distinguish between 
different tissues. However, it also offers opportunities to visualise variations in chemical 
composition, particularly where paramagnetic species are present.  While the T1 and T2 
relaxation of a solvent can change with composition, they typically provide an indirect 
measure of the composition.  For more specific information on composition, chemical shift 
imaging tends to be more informative, though it can be more time-consuming to perform. 
 
3.2.1 Chemical Shift Imaging 
The chemical shift is the primary parameter used in NMR spectroscopy for the 
identification of molecular structure. In MRI, it can also be used to identify different 
molecules and make it possible to map their distribution within a sample.  This can be 
done, most simply, by incorporating a frequency-selective ‘soft’ pulse (e.g. SECSI [52]) to 
selectively excite (or suppress) the signal of selected molecules with a specific chemical 
shift. Greater spatially-resolved information on the composition of materials is obtainable 
by acquiring a spectrum for each voxel in an image, which is known as spectroscopic 
imaging or chemical shift imaging (CSI). In these experiments, spatial information must 
only be acquired through phase encoding, letting the frequency dependence of the 
acquired data be associated purely with the chemical shifts of spins within each voxel.  
However, this additional spectral information increases the dimensionality of the data set, 
in addition to the n spatial dimensions, making these experiments more time-consuming. 
Also, CSI data sets tend to be significantly larger than for other types of imaging, because 
the number of data points collected in the spectral dimension is generally significantly 
greater than the spatial dimensions (e.g. 1024 – 4096 in the spectral domain compared to 
64 – 256, per axis, in the spatial domain).  
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If the demands of the reacting system do not lend themselves to full spectral imaging, one 
other popular method for acquiring spatially-resolved information on chemical composition 
is volume selective spectroscopy (VOSY) [53, 54].  In a VOSY experiment, the NMR signal 
is spatially located, through selective excitation of a volume within a sample, enabling the 
collection of high-resolution NMR spectra from this selected region.  There is a variety of 
ways in which the signal can be spatially located [34], which differ primarily in how the 
selective pulses and magnetic field gradients are applied and combined, and in whether 
the signal selectively excites a desired volume or suppresses undesired regions.  One of 
the most widely adopted methods uses imaging gradients to excite three orthogonal slices, 
thus selecting a volume at the intersection between all three slices [54].  This method has 
been used to study chemical reactions inside fixed- (packed-) bed reactors [24, 55]. 
 
3.2.2 Relaxation Time Contrast 
Spin-lattice (T1) and spin-spin (T2) relaxation are the two processes by which a perturbed 
spin system returns to thermal equilibrium, following excitation by RF radiation. T1 
relaxation determines the rate at which spin populations return to equilibrium and T2 
determines the rate at which the transverse magnetisation decays to zero. There are 
various mechanisms that contribute to magnetic resonance relaxation, which are explained 
in more detail elsewhere [56-58]. The principal relaxation mechanism for I = ½ nuclei, such 
as 1H, in liquid samples is dipole-dipole (DD) relaxation, which arises from the through-
space interaction between neighbouring magnetic nuclei. Where thermal motion causes a 
time-dependent fluctuating magnetic field, with a component at the Larmor frequency, 
relaxation will occur, returning the population distribution of spin states back to thermal 
equilibrium following excitation by RF pulses.  Chemical shift anisotropy (CSA) becomes 
more important at high magnetic fields and for nuclei such as13C and 19F.  For nuclei with I 
> ½, quadrupolar relaxation is significantly more important than DD or CSA, which is why 
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quadrupolar nuclei tend to have short T1 and T2 relaxation times.  The typically short 
relaxation times of most quadrupolar nuclei make them more challenging to image.  
Despite these difficulties, quadrupolar nuclei can also provide additional useful information 
about molecular orientation [45, 46] and symmetry [59].   
 
Relaxation time contrast is introduced by optimising imaging parameters for a sequence, 
such as the echo time (TE), which is the time between the excitation pulse and signal 
acquisition, or repetition time (TR), which is the time between successive sequence 
repetitions.  For a spin echo image, the intensity of signal (aH(r,TR,TE)) at position r, is 
given by Eq. 5. There will be signal loss when T2 ≲ TE or when TR ≲ T1.  By keeping TR 
long compared to T1 and TE short compared to T2, a spin density image can be produced. 
However, by shortening TR or lengthening TE, it is possible to produce T1- or T2- weighted 
images, respectively. By collecting a series of images and varying either the echo time or 
repetition time (or applying an inversion recovery pulse and delay at the start of an imaging 
sequence), it is possible to produce T2 and T1 maps, respectively, for a system. 
 
aH(r,TR,TE ) M0 (r) 1 exp
TR
T1(r)
 exp
TE
T2 (r)
    (5) 
 
Relaxation times are useful for identifying regions of different physical state, density or 
viscosity, through differences in the tumbling rate of molecules in these regions, which 
influence the rate of relaxation of nuclei within these molecules.  T1 and T2 relaxation times 
are also useful for identifying variations in chemical composition and are affected by the 
presence and concentration of dissolved oxygen or ions [60, 61], particularly if the latter 
are paramagnetic [62-65], such as Co2+, Mn2+, Cu2+ or Fe3+.  DD relaxation becomes very 
efficient in the presence of paramagnetic species, due to the significantly larger magnetic 
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moment of unpaired electron spins, which is ~103 times larger than nuclear magnetic 
moments. The extent to which they affect the relaxation time of surrounding molecules is 
determined by the relaxivity, r1 or r2, of the paramagnetic species [66], which in turn is 
dependent on the number of unpaired electrons of the paramagnetic ion, the number of 
co-ordinated water molecules (q), the distance between the water protons and the 
unpaired electron spin (r), the rotational correlation time of the ion/complex (R), the 
electron spin relaxation time (T1e), the residence lifetime of co-ordinated water molecules 
(M) and the resonance frequency of the nucleus ().  As relaxation rates (1/Ti, where i = 
1,2)) are additive, the influence of the paramagnetic species on the relaxation rate of the 
solution, is also dependent on the intrinsic (diamagnetic) relaxation rate of the solvent 
(1/Ti)solvent.   
 
 (1/Ti)solution = (1/Ti)solvent + ri[M]     (6) 
 
The relaxivity of the paramagnetic species can be determined from a plot of (1/Ti)solution as 
a function of its concentration [M] (Eq. (6)). While the development of contrast agents of 
increasing relaxivity is a major focus in medical imaging [67], the use of paramagnetic 
contrast agents is also of relevence in the imaging of chemical reactions.  By knowing the 
relaxivity of a paramagnetic species and the relaxation rate of the solvent, it is possible to 
accurately determine the concentration of the paramagnetic species, which can also then 
be mapped [62, 63, 66].  Where reactions involve paramagnetic species, it becomes 
possible to directly monitor the progress of that reaction [63, 68]. The relaxation of water 
molecules co-ordinated with a paramagnetic ion has also been found to be sensitive to 
changes in the structure of the complex [69]. 
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While paramagnetic ions have a significant effect on the relaxation time of surrounding 
molecules, diamagnetic ions also influence solvent relaxation times, though typically 
requiring molar concentrations, rather than millimolar [61], before their presence becomes 
noticeable.  The influence can be through changes in the viscosity of the solution, or 
through complexation with solvent molecules. In aqueous solutions, diamagnetic ions are 
known to either increase or decrease the relaxation times of water molecules, with 
increasing ion concentration, via changes in mobility of surrounding water molecules [70].  
Whether a dissolved ion increases or decreases the mobility of solvent molecules, and 
hence its influence on solvent relaxation times, depends on whether the ion is ‘structure-
breaking’ or ‘structure-making’ [61]. Structure-making (kosmotropic) ions, such as Li+ and 
Na+, co-ordinate with water and hence decrease the mobility of surrounding water 
molecules, leading to a decrease in relaxation time, as the concentration of ions increases. 
Structure-breaking (chaotropic) ions, which increase the mobility of water molecules and 
hence increase the relaxation time of water, are less common than structure-making ions 
and generally restricted to large monovalent ions, such as Rb+, Cs+,  NO3
-.   
 
Another important chemical influence on relaxation times is chemical exchange, 
particularly through proton exchange between water and hydroxyl or amide groups.  The 
measured values for both T1 and T2 are affected by the exchange rate (1/) of spins 
between different chemical environments [71, 72].  T2 is also affected by the difference in 
chemical shift () between the two environments. Where the exchange rate is fast (1/ 
>> ), a single resonance is observed for the exchanging spins and their relaxation times 
are averaged.  At intermediate exchange rates (1/ ≈ ), broader spectral lines occur, 
which correspond to rapid signal decay.  As the rate of exchange is affected by pH and 
concentration, it therefore becomes possible to monitor these quantities through 
measurements of the T2 relaxation time of a reacting solution. This has been successfully 
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applied to the determination of hydrogen peroxide concentration [73], and to the 
measurement of pH in the aqueous environment of a reverse microemulsion [74]. 
Molecules containing protons that readily exchange with the protons in the water pool 
have been used as T2-contrast agents in MRI [75-77].  The T2 contrast can be made even 
more pronounced by applying RF radiation at the frequency of the exchangeable protons 
of the contrast agent, and is the basis for Chemical Exchange Saturation Transfer (CEST) 
imaging [77, 78].  The T2 contrast can be still further increased when protons exchange 
with a contrast agent that is hyperpolarized (HYPERCEST) [79], or is paramagnetic 
(PARACEST) [80], which typically increases  between the exchanging resonances. 
 
3.2.3 Flow and Diffusion 
A major influence on the distribution of chemical species, and the rate of reaction, is 
translational motion, such as flow (coherent motion) and/or diffusion (incoherent motion), 
which can be measured using the pulsed gradient spin echo (PGSE) sequence. More 
detailed texts on the PGSE experiment, and measurement of flow and diffusion in general, 
can be found elsewhere [81, 82].  In brief, the PGSE pulse sequence contains two narrow 
magnetic field gradient pulses, of equal duration, , and amplitude, G, on either side of a 
180˚ refocusing RF pulse. Translational motion of spins during the observation time, , 
between the two gradient pulses, results in a phase shift, , of their NMR signal.  The 
distribution of mean-squared displacements for self-diffusing molecules results in a 
distribution of phase shifts which is dependent on G, , , and the self-diffusion 
coefficient, D. It is this distribution of phase shifts that leads to an attenuation of the overall 
NMR signal, which is typically measured over a range of G values, keeping  and  
constant. The diffusion coefficient is then determined by fitting the signal decay to the 
Stejskal-Tanner equation (Eq. (7)) [83]:  
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S(G )
S(0)
exp[ 2 2G2D(
3
)]     (7) 
 
where S(G) is the measured signal intensity and S(0) is the signal intensity when G = 0.  
An alternative analysis of this data is to Fourier transform the signal, S(G), with respect to 
q (where q = G/2), resulting in an averaged propagator, P(R, ), which describes the 
probability that spins will displace a distance R over the observation time, , [81]: 
 
 S ,q S(0) P R,ò exp iqR dR   (8) 
 
where the propagator for free diffusion is a Gaussian function:  
 
    P(R, ) 4 D
3/2
exp( R2 / 4D )   (9) 
 
In the case of flow, where molecular motion is coherent, the NMR signal will gain a net 
phase shift, , which is dependent [33] on Gv, , , and the flow velocity v: 
 
 vG      (10) 
 
In order to image translational motion, it is necessary to incorporate two motion-encoding 
(PGSE) gradients into the imaging sequence.  Velocity and diffusion coefficients are 
measured in the direction of the applied PGSE magnetic field gradient, and in the case of 
complex flow it may be necessary to acquire images with flow encoding in multiple 
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directions [84, 85].  Diffusion maps are typically acquired over a range of motion-encoding 
gradients (typically ≥ 8). In the case of flow, it is possible to determine the velocity within 
each voxel by the measuring the phase shift between two images measured with different 
PGSE gradient amplitudes (G).  An alternative method is to acquire velocity images from 
a greater number of PGSE gradient values, or q-slices, (typically 8 or 16) and Fourier 
transforming, with respect to q, resulting in a propagator for each voxel in the image. This 
method is able to determine both the velocity, from the displacement of the peak 
maximum, and the root mean squared displacement due to diffusion and dispersion, from 
the width of the propagator.  While this second method results in longer experiment times, 
from the increased number of q -slices, it is useful for observing fluctuations in velocity 
[86].  Both flow and diffusion can be measured in the same experiment; however, the 
PGSE parameters are optimised slightly differently for the two properties.  In the case of 
diffusion measurements, the signal is often attenuated to a value approximately 
S(G)/S(0) ≲ 0.01, and the PGSE parameters are chosen to achieve this, within any 
sample-specific constraints. The precision of flow measurements can be optimised by 
maximising the phase shift, subject to a maximum value of 2 to avoid aliasing in the 
velocity measurement.   
 
4. Visualising Chemical Waves and Fronts 
Chemical fronts and patterns, produced by autocatalytic, clock or oscillatory chemical 
reactions, can be readily visualised by MRI when the reaction involves a change in the 
oxidative state of a paramagnetic species, typically a transition metal, which is 
accompanied by a change in the number of unpaired electrons and, hence, relaxivity of 
the species. By varying TE and TR, to optimise T1 or T2 contrast, it is possible to visualise 
the chemical waves or fronts through the differences in relaxation time of the solvent at the 
wave/front, compared to the surrounding medium [87].   Using this method, a variety of 
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autocatalytic reactions have been investigated, including the chemical waves formed in the 
BZ reaction [87, 88], and its analogues [68], and the chemical fronts formed in the 
reactions between Co(II)EDTA2− with hydrogen peroxide [64] and Fe(II) with nitric acid 
[65].  While these reactions may also produce chemical waves which are visible optically, 
MRI has the advantage of being able to observe them in opaque environments, such as a 
packed bed (Fig. 1). 
 
<Figure 1 near here> 
 
Also, as there is a direct relationship between solvent relaxation time and signal intensity, 
knowing the relaxivity of a paramagnetic species and its concentration, it is possible to 
quantitatively map the concentration of the species [89].  This can be through the 
acquisition of relaxation time maps [15, 62] or, where a system evolves rapidly and 
requires fast data acquisition, directly from a relaxation-weighted image [63]. This method 
has been used to map the concentrations of Mn2+ and Mn3+ ions in chemical waves (Fig. 
2) formed in an analogue of the BZ reaction [63], of Co2+ in a biofilm-mediated ion 
exchanger [90] and of Cu2+ near a corroding copper strip [62] or immobilised within a 
biofilm [15]. 
 
<Figure 2 near here> 
 
While the patterns formed in the BZ reaction have been those most studied by MRI, in a 
variety of environments (see sections 5.1 and 5.2), there are a number of other chemical 
wave systems that have suitable characteristics for study by MRI.  Of these, the chemical 
front produced by the reaction between Co(II)EDTA2− and H2O2 is particularly well-suited 
to MRI, because the unreacted solution contains paramagnetic Co2+ ions and the reacted 
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solution contains diamagnetic Co3+ ions, resulting in a large T2 relaxation difference 
between the two solutions (T2 = 398 ms (0.02 M Co(III)EDTA
− solution); T2 = 33 ms (0.02 
M Co(II)EDTA2− solution)).  When this reaction is studied in vertical tubes, the shape of the 
front produced when the reaction is locally initiated, by the addition of a small amount of 
hydroxide solution, is dependent on the direction of propagation with respect to gravity. 
When the front is initiated at the bottom of a tube, the front propagates upwards with a flat 
interface. However, if the front is initiated at the top, the initially flat interface soon 
develops into a chemical finger, due to density differences between the reacted (more 
dense) and unreacted (less dense) solutions.  It has been found that this reaction can also 
be controlled by the application of magnetic field gradients [91], and that the magnetic field 
gradients of the MRI instrument can be used not only to image the chemical fronts, but 
also to control the velocity [64] and direction [92] of the front by applying a series of 
gradients, applied over a period of time, in a specific direction. Where a magnetic field 
gradient is applied parallel to the direction of the propagating front [64], the front is 
accelerated as it travels down the field gradient, but slows when it travels up. It is also 
found that, when magnetic field gradients are applied normal to the direction of front 
propagation, the leading edge of the front can be directed [92] (Fig. 3), so that the position 
where the chemical finger forms can be precisely controlled, and the finger can be made to 
switch from one side of the tube to the other.    
 
<Figure 3 near here> 
 
The change in magnetic properties between reacted and unreacted states also makes this 
reaction a suitable candidate for investigation by superconducting quantum interference 
devices (SQUIDs) [69], which enable the transition from a paramagnetic solution, 
containing Co(II)EDTA2− ions, to a diamagnetic solution, containing Co(III)EDTA− ions, to 
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be monitored as the reaction ‘clocks’ (Fig. 4(a)). This monotonic transition is also detected 
in measurements of pH (Fig. 4(b)). However, it is the T2 relaxation time of the solution that 
offers unique insight into this reaction.  In contrast to other measurements made on this 
reaction, the T2 relaxation time of water shows a more complex transition, with an initial 
slight, but temporary, increase in T2 before the reaction clocks, marked by the rapid 
increase in T2 relaxation time (Fig. 4(c)).  While the origin of this behaviour is not fully 
understood, it has been speculated that it is due to the formation of an intermediate state 
which has either fewer co-ordinated water molecules (lower q) or a change in residence 
lifetime (m) for any co-ordinated water molecules [69]. 
 
< Figure 4 near here > 
 
5. Chemistry in Flow  
While the chemical patterns of the BZ reaction are visually attractive, they also offer a 
visual method for probing the coupling of reaction with flow and dispersion in a variety of 
flow environments. Autocatalytic reactions are found to be particularly sensitive to the 
effects of flow and mixing, being, either amplified or extinguished by them. However, 
understanding the relationship between flow and reaction goes far beyond pattern-forming 
reactions and is central to the efficiency and selectivity of many chemical reactors.  
 
5.1 Vortical Flow  
The interplay between chemistry and flow has also been investigated in a series of 
counter-rotating (Taylor) vortices [29, 30, 85], formed in a Couette cell above a critical 
rotation rate. MRI has proved particularly useful for characterising the flow and intra-/inter-
vortex mixing [93, 94] characteristics for Taylor vortices, through MRI velocity and diffusion 
imaging (Fig. 5(a) and (b)) and propagator measurements.  When the fluid within a series 
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of Taylor vortices is the BZ reaction, and the autocatalysis is triggered locally, a travelling 
chemical wave is observed, which propagates through the vortices, initially along the outer 
regions of each vortex, where mixing is greatest [30], before propagating inwards, into the 
centre of each vortex (Fig. 5(c)).  By comparing MRI measurements of molecular transport 
with visualisation of the chemical waves, it was shown that the rate at which a wave travels 
along the vortices depends on the amount of inter-vortex mixing, which is controlled by the 
rotation rate of the inner cylinder (Fig. 5(d)).  Furthermore, it has been found that even 
more complex chemical patterns can be generated by controlling either the rate of 
reaction, or the flow velocities in the system (Fig. 5(d)) [95]. 
 
<Figure 5 near here> 
 
MRI has recently also been used to characterise the flow and mixing behaviour of 
translating Taylor vortices, formed in a vortex flow reactor (VFR) when axial flow is 
superimposed on Taylor vortices in a Couette cell [94].  It had been assumed that under 
laminar flow conditions, the VFR would exhibit plug-like flow with negligible inter-vortex 
mixing. This would allow residence times inside the reactor to be controlled, thus making 
the VFR an ideal candidate for a variety of chemical and biochemical reactions [96-100]. 
However, there has been significant debate in the literature about the flow and mixing 
behavior of VFRs, and how they influence chemical reactions within a VFR.  While MRI 
has been shown to provide detailed information about non-translating Taylor vortices, the 
translational motion of vortices in a VFR makes this type of flow more challenging to 
visualise using MRI. This is because the periodic motion of the travelling vortices causes 
motion artefacts in the image, requiring data acquisition to be synchronised with the 
motion of the vortices.  In a study by Vallatos et al. [94], these motion artefacts were 
avoided by timing data acquisition to match the translational period of the vortices.  By 
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using a combination of velocity and diffusion imaging, with bulk propagator measurements, 
the molecular displacement and mixing behaviour of this complex laminar flow was 
characterised for the first time [94]. This study showed that while the VFR has some plug-
like flow properties, there is also significant mixing between neighbouring vortices, as the 
vortices travel along the length of the reactor, controlled by the inner cylinder rotation rate.  
Visualisation of the complex interplay between molecular transport and reaction is nicely 
demonstrated by the BZ reaction, which can be used to identify the regimes where plug-
like flow is greatest or least [29]. 
 
5.2 Packed Beds 
The most common reactor exhibiting plug-like flow properties is the packed-bed reactor 
(PBR) - a tubular reactor filled with solid catalyst particles - which is favoured for its 
typically high conversion rate per weight of catalyst, and widely employed in the chemical 
industry. However, it is known that ideal plug flow may not be the case in this type of 
reactor, due to higher velocity channels at the wall of the reactor, caused by the more 
ordered packing of catalyst particles by the reactor walls, which promotes the formation of 
these channels [101]. The BZ reaction has been used to directly visualise this flow 
heterogeneity in a PBR, requiring the use of MRI to visualise the waves in this optically 
opaque system.  By comparing MRI velocity images of flow in the PBR with the chemical 
waves formed by the BZ reaction, the relationship between chemistry and local 
hydrodynamics within the PBR can be clearly observed [28], the conical shape of the 
chemical waves being caused by the lower average residence times experienced by the 
reacting solution close to the wall of the reactor (Fig. 6).  
 
<Figure 6 near here> 
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Understanding the coupling between flow and chemistry in PBRs is of significant 
importance in the chemical industry, where improved understanding of the relationships 
between chemical conversion and selectivity, and of the hydrodynamics, is essential for 
the optimisation of catalytic processes and reactor operation. Several studies by the 
Gladden group [23, 24, 101] have demonstrated how MRI is able to provide in situ 
quantitative, spatially-resolved information on the relationship between local 
hydrodynamics and chemical conversion and selectivity for a number of reactions in 
packed-bed reactors. In a study of the esterification of methanol and acetic acid, in the 
presence of a proton-exchange catalyst, the 1H chemical shift of the hydroxide group was 
used to monitor chemical conversion [24]. Using a combination of 1D CSI and volume 
selective spectroscopy, they observed an increase in conversion axially, as the reacting 
solution flowed towards the outlet in the PBR, as expected.  However, it was also 
observed that there was a variation in conversion across a transverse section of the 
reactor, [101] (Fig. 7), with increased conversion in the centre of the PBR.  This variation in 
conversion is caused by the increased concentration of pores with fluid flowing at higher 
velocities, and correspondingly lower average residence times, near the walls of the PBR, 
compared to the centre of the PBR where the pore space is more tortuous.   
 
<Figure 7 near here> 
 
The spatial dependence of chemical conversion and selectivity has also been seen in the 
competitive hydration and etherification reactions of 2-methyl-2-butene, across a 
transverse slice of a fixed-bed reactor. In this reaction, the identification of reactants and 
products utilised the 13C NMR signal, due to the larger chemical shift range it offers.  The 
researchers avoided having to isotopically enrich the reactants, commonly necessary 
because of the lower natural abundance and sensitivity of the 13C nucleus, by 
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incorporating a distortionless enhancement by polarisation transfer (DEPT) sequence into 
the imaging sequence [23]. This methodology was later extended to look at the 
esterification of acetic acid with ethanol over an ion-exchange resin [102]. By using the 
DEPT-enhanced 13C NMR signal for each carbon-containing species, they were able to 
selectively measure the apparent inter- and intra-particle diffusion coefficients for these 
species at different axial positions within the PBR.  The concentration of the molecules in 
the inter-particle space was determined directly using spatially-resolved spectroscopy, but 
was estimated in the intra-particle spaces from the diffusion data. From these 
measurements, they were able to show that the concentration of ethyl acetate product was 
higher within the intra-particle pores than for the inter-particle regions, indicating that the 
reaction was mass-transfer limited.  
 
5.3 Imaging gases  
As many reactions in packed-bed reactors involve gases, it is useful to be able to image 
these, enabling a more complete overview of processes within a reactor. However, 
imaging gases is made more complicated by their significantly lower spin densities and, 
typically, shorter relaxation times [103].  Thus, MRI of gases generally requires some 
means of signal enhancement, such as through the use of hyperpolarised noble gases 
[104], para-hydrogen induced polarisation [105], or, where thermal polarisation is 
employed, by using gases which contain multiple spins per molecule, such as gaseous 
alkanes [106] or the fluorinated gases SF6, CF4 or C2F6 [107].  The rapid relaxation 
observed for many gases can be favourable for boosting the signal through rapid, and 
extensive, signal averaging. However, the short-lived signals may also require the use of 
pure phase-encoding imaging methods [108, 109]. Signal enhancement may also be 
necessary, as was employed in an investigation of the hydrogenation of propylene, where 
para-state enriched hydrogen gas was used to visualise the velocity and distribution of 
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gases [110] or temperature [105] in a PBR.  Where a process involves two-phase flow, it is 
useful to simultaneously map both liquid and gas [51, 111]. While regions of liquid and gas 
can be identified using differences in spin density [84], it is more challenging to 
simultaneously measure the velocities of these two phases. Recently, it has been 
demonstrated that it is possible to simultaneously measure the velocity of both liquid and 
gas phases [51]. Images were collected of two-phase flow in a trickle bed reactor by 
employing the 1H MR signal of the liquid (water) and the 19F MR signal from the fluorinated 
gas SF6 (Fig. 8). The lower spin density of the SF6 limited the spatial resolution of the gas 
phase images, which had a pixel size of 708 m  708 m (with a slice thickness of 2 
mm), compared to the pixel size of 177 m  177 m for the liquid images (at a slice 
thickness of 1 mm). However, recent advances in compressed sensing (CS) MRI [112], 
have made it possible to visualise two-phase flow with the same voxel dimensions for both 
phases [113].  
 
<Figure 8 near here> 
 
5.4 Compressed Sensing 
In addition to its applications in studying two-phase flow (section 5.3), compressed sensing 
is also proving invaluable when mapping chemical composition [114] by CSI, where the 
additional spectral information can come at the expense of spatial or temporal resolution. 
By using compressed sensing, it is possible to significantly reduce experiment times 
and/or improve spatial (or spectral) resolution [114], even for molecules in low 
concentrations or for nuclei with low natural abundance and/or sensitivity (e.g. 19F 
[115],13C [116, 117]).  Using compressed sensing, Holland and co-workers were able to 
collect quantitative 2D concentration maps for binary mixtures of 1,4-dioxane and 
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cyclooctane [114] with an experiment time of 8 min, compared to the 17 h experiment 
required for a 2D chemical shift image. 
 
5.5 Fingering instabilities in porous media 
The coupling between reaction and flow can lead to hydrodynamic instabilities, such as 
viscous- or density-fingering [118, 119], where the reaction results in a change in viscosity 
or density. These instabilities, also known as Saffman-Taylor (viscous-fingering) and 
Rayleigh-Taylor (density-fingering) instabilities, have been observed across a variety of 
porous media, and occur when one fluid displaces another of different viscosity or density.  
The nature of the instability will depend on the orientation of the fluids with respect to each 
other and to gravity, and on the direction of flow. Density-fingering occurs when a more 
dense fluid is located above a less dense fluid and the interface between the two fluids 
becomes destabilised, resulting in structures known as ‘fingers’.  Viscous fingering occurs 
in a porous medium when a less viscous fluid displaces a more viscous fluid, again 
resulting in the formation of fingers at the interface between the two fluids. Most studies on 
density- and viscous-fingering instabilities have used Hele-Shaw cells, which are 
composed of parallel transparent glass plates separated by a narrow gap. However, while 
Hele-Shaw cells enable direct observation of fluids, they are unable to reproduce the 
connectivity and tortuosity of a real 3D porous network. As an alternative, MRI is 
particularly well suited to visualise the formation of fingering instabilities in porous media 
[6], and has been applied to a number of studies on viscous fingering [120, 121].  In these 
studies, the different fluids were distinguished by introducing a paramagnetic salt into one 
of the fluids and using relaxation time contrast to selectively suppress the signal of that 
fluid. 
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A change in density or viscosity, as a result of chemical reaction, can lead to more 
complex fingering behaviour, and can even induce fingering instabilities in otherwise 
stable configurations [122]. MRI has been used to investigate the chemical fingers formed 
in a packed bed as a result of the formation of a highly viscous fluid at the interface 
between two miscible fluids of low, but similar, viscosity.  The low viscosity solutions 
contained either the cationic surfactant cetyltrimethylammonium bromide (CTAB) or the 
co-surfactant sodium salicylate (NaSal). When these two solutions mix, the surfactant and 
co-surfactant molecules aggregate to form wormlike micelles, resulting in a highly 
viscoelastic solution [71]. When either fluid is pumped, displacing the other, chemical 
fingers form at the interface. In this system, the three solutions, containing CTAB, NaSal or 
wormlike micelles, could be discerned from differences in the T2 relaxation times of the 
water in the different solutions (1660 ms (CTAB), 664 ms, (wormlike micelles) and 240 ms 
(NaSal)), rather than relying on the introduction of a paramagnetic salt. Using these 
differences in T2 relaxation times, finger formation and development was observed, as the 
fluids were pumped through the packed bed, as a function of flow rate.   
 
6. Imaging Temperature Changes Caused by Reaction 
A number of studies have used MRI to map temperature changes associated with 
chemical reactions [50, 105].  In their study of the hydrogenation of propylene [105], 
Bouchard et al. used para-enriched hydrogen gas to map the temperature in the pores of a 
PBR containing metal nanoparticles and metal–organic framework catalysts, by measuring 
the linewidth of the 1H NMR signal, which was dependent on the temperature of the H2 
gas. An alternative method was used by Koptyug et al. [50] in their investigation of the 
catalytic hydrogenation of propylene, which relied on the NMR signal of the solid-phase 
catalyst support as a temperature probe. Using 27Al MRI, they were able to image, in 2D, 
-Al2O3 catalyst beads [123], and to measure temperature profiles through a fixed bed 
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containing 1 mm Pd loaded -Al2O3 catalysts beads, supplied with propylene and H2 gases 
[50]. This group has also used MRI to probe temperature changes resulting from the 
formation of a chemical front in the autocatalytic oxidation of thiosulfate by chlorite ions 
[124]. In this study, they used an echo-shifted TurboFLASH imaging sequence, which 
produced temperature-related phase shifts in the 1H NMR signal of the water. They were 
able to measure temperature changes over 1 ˚C, allowing this chemical front, which 
cannot be imaged using NMR relaxation contrast methods, to be visualised by MRI (figure 
9). 
 
<Figure 9 near here> 
 
7. Phase Transitions 
The changes in molecular mobility caused by a phase transition can be most easily 
detected in MRI by changes in the relaxation time and signal intensity of the affected 
molecules. This is most apparent for bulk transitions between liquid and solid, such as 
during freezing and melting processes. MRI has been used to visualise freezing in sucrose 
solutions [125, 126], relying on changes in the 1H MRI signal intensity to map this process. 
 
7.1 Polymerisation reactions 
Polymerisation reactions, which can result in dramatic changes in viscosity, have also 
been investigated by MRI [17-19]. MRI has been used to visualise acrylate polymerization 
[18], where there was a conversion from monomer to polymer via a localized exothermic 
reaction zone which then propagated through a solution of the monomer.  The 
polymerization reaction was observed using T2-weighted imaging, with regions of low 
monomer conversion appearing bright (longer T2) and regions of high monomer 
conversion appearing dark (shorter T2), due to the differing molecular mobilities in those 
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regions. 3D MRI of this system enabled the visualization of the 3D spiral structure of the 
single-head spin mode[18]. 
 
8 Current density and conductivity imaging 
Current density and conductivity mapping by MRI enables spatial and temporal changes in 
the concentrations of ionic species to be monitored during chemical reactions [127] and 
tablet dissolution [128]. Current density imaging (CDI) experiments are based on a spin 
echo imaging pulse sequence, where external electrodes provide additional bipolar electric 
current pulses, which are applied synchronously with the imaging sequence. The intensity 
of the CDI is proportional to the electric current density within the sample. The sensitivity of 
the CDI is dependent on, in addition to the signal-to-noise of the conventional MR image, 
the impedance of the sample, the applied voltage, and the total duration of the electric 
current pulses (Tc). Electric currents produced in the sample induce an additional magnetic 
field component (Bc), on top of the static magnetic field (B0), and cause a shift (c) in the 
Larmor frequency, which is determined by measuring a phase shift c (where c = cTc). 
From c, the magnetic field component Bc is determined and the current density calculated 
using Ampere’s law [128].  
 
CDI has been used to visualise the changes in ionic concentration within an ion-releasing 
tablet as it dissolves, by observing conductivity changes in the gel medium surrounding the 
tablet. Using these measurements, diffusion constants were determined for the different 
acids contained in the tablet [128]. Spatially heterogeneous chemical reactions have also 
been mapped by CDI. The formation of calcium carbonate, by the perfusion of gaseous 
CO2 in saturated calcium hydroxide solution [127], was visualized through observation of 
the current density, which was high in the calcium hydroxide solution, due to the presence 
of Ca2+ and OH– ions, but, was low where CaCO3 formed. Over time, the region containing 
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CaCO3 was observed to increase, until all the calcium hydroxide was transformed into 
calcium carbonate. This process was then reversed by adding HCl, which caused the 
charge density to increase as Ca2+ and Cl– ions were generated. These experiments nicely 
demonstrate the advantage of CDI over conventional MRI, which is typically only able to 
image the change in size of a dissolving tablet or the formation of a solid, rather than 
directly map the distribution, mobility and concentration of ions in solution.  
 
9. Electrochemistry 
A recent exciting development in MRI has been the visualisation of electrochemical 
dissolution and deposition processes during corrosion and battery operation [22].  
Traditionally, electrochemical systems have not been widely studied by MRI due to the 
practical challenges of imaging systems containing bulk metals and/ or highly conducting 
electrolyte solutions, which can lead to undesirable variations in the RF (B1) and B0 fields 
across the sample, as well as to heating. Some of these challenges have been addressed 
for in situ NMR spectroscopy studies of batteries, fuel cells and supercapacitors [129-132]. 
Spatially-resolved spectra, and 1D concentration profiles, have been collected in fuel cells 
[133, 134] and lithium batteries [135-137] by rotating frame imaging using toroid cavity 
detectors [137, 138]. More recently, MRI studies of electrochemical cells have employed 
magnetic field gradient imaging methods to collect 1D concentration profiles and 2D/3D 
images using frequency-echo [22, 43, 44, 62, 139-142] and pure phase-encoding [143-
145] imaging methods. Of these studies, a number have investigated lithium batteries, 
using 7Li MRI, which benefits from the high natural abundance, relatively high sensitivity 
and sufficiently long NMR relaxation times of the 7Li nucleus. 1H MRI has been applied to 
investigate the dissolution and transport of copper and zinc ions [62, 139, 140], which, due 
to the inherently broad lines and lower sensitivity of 63Cu/65Cu and 67Zn, cannot be directly 
imaged by MRI. Regardless of whether the electroactive species can be imaged directly or 
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not, it is increasingly found that MRI is able to provide unique information, in situ and in 
real time, about the speciation, distribution and transport of these species, which are 
critical to understanding a variety of electrochemical processes and are important in the 
design and development of improved electrochemical technologies. 
 
9.1 Corrosion 
9.1.1 Zinc corrosion 
The first reported application of magnetic field gradient MRI to study an electrochemical 
cell containing bulk metal was a study of the galvanic corrosion of zinc in a saturated LiCl 
solution [139]. Using 1H MRI, a series of T1 and T2 maps of water in the electrolyte were 
collected, over a period of two days, as the zinc corroded (Fig 10), which enabled the 
dissolution, transport and speciation of zinc ions to be monitored. Slight image distortions 
due to magnetic susceptibility were observed near the metallic zinc electrode, but were 
minimised by embedding the metal in a plastic plug, with only the end surface of the metal 
wire exposed to the electrolyte, and by positioning it at the bottom of the cell. The 
distortions at the metal/electrolyte interface were greatest in the T2 maps, which are 
especially sensitive to magnetic susceptibility artefacts. The distortions were less 
pronounced in the T1 maps, which, in the early images, showed regions of significantly 
lower T1 relaxation times by the edge of the zinc wire, which can be explained by the 
presence of dissolved Zn2+ ions (Fig. 10(a) and (b)). This observed decrease in T1 time of 
the electrolyte occurs because Zn2+ is a structure-making ion [61], which reduces the 
mobility of any co-ordinated water molecules. The reduction in mobility of the water 
molecules increases their rotational correlation time, which, in turn, increases their 
relaxation rate (1/T1) and hence decreases the T1 in that region. As more Zn
2+ goes into 
solution, however, there is not a continuing decrease in T1 relaxation of the electrolyte in 
that region.  Instead, an increase in T1 was observed, that was believed to be caused by a 
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change in the speciation of the zinc ions [139], from Zn2+ to  nCl 
  
, which, as structure-
breaking ions, increase the mobility of surrounding solvent molecules, leading to an 
increase in their T1 relaxation time. This region of increased T1 was found to grow and 
propagate towards the Pt electrode.  While the T1 relaxation time of the solvent showed 
the greatest contrast due to the distribution and speciation of ions, a region of reduced T2 
could also be observed ahead of the propagating front of zinc ions.  The underlying 
molecular origins of this reduction in T2 remain uncertain, though it has been suggested 
[139] that a change in water structure, which is expected in this region [146], could be 
responsible. 
 
<Figure 10 near here> 
 
9.1.2 Copper corrosion 
Building on this earlier work, Britton and co-workers extended the methodology to produce 
quantitative 2D and 3D concentration maps, in situ and in real-time, of Cu2+ during the 
corrosion of copper [62]. In this study, metallic copper was electrochemically, and 
controllably, dissolved.  Again, 1H MRI of water in the electrolyte was used to visualise the 
dissolution, speciation and transport of copper ions in the cell. However, by selecting 
metallic strips, rather than cylindrical wires, and by orientating them so that they were 
parallel with both the B0 and B1 fields (Fig. 11 (a)), it was possible to eliminate image 
distortions near the metal/electrolyte interface and collect viable data immediately adjacent 
to the metal electrode [62, 140].  
 
<Figure 11 near here> 
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A series of 2D T1 maps was collected during the electrodissolution of copper, with the 
application of increasing current [62]. As Cu2+ is paramagnetic, MRI is particularly sensitive 
to its presence, with the limit of detection, in these experiments, found to be ca. 20 M. 
The linear relationship between the concentration of Cu2+ and the relaxation rate, R1, of 
the water (Eq. (6)), made it possible to convert the T1 maps into Cu
2+ concentration maps 
(Fig 11 (b)).  By comparing the number of moles of Cu2+ in solution with the number 
expected, based on the applied current, it was found that there was excellent agreement 
between the two, indicating that the measurements were quantitative. However, it was 
noticed that after some time, the total concentration of Cu2+ detected in solution began to 
deviate from that expected, which was explained by a change in speciation of the copper 
from aqueous Cu2+ to solid CuO or CuOH, which have significantly less effect on the 
relaxivity of the solvent. This change in speciation is caused by the reaction between Cu2+ 
and hydroxide ions, which form at the cathode and propagate towards the anode. In the 
region nearest the cathode, it was also possible to detect the depletion of dissolved O2, 
which is paramagnetic. The ability to map Cu2+ in 3D and in real time (Fig. 12) was also 
demonstrated by collecting 3D images with an inversion recovery delay, which could be 
converted into 3D T1 maps, and subsequently 3D concentration maps [62]. 
 
<Figure 12 near here> 
 
9.2 Batteries 
9.2.1 Zinc-air batteries 
The same methodological approach used to study copper corrosion (section 9.1.2) has 
also been applied to the investigation of zinc-oxygen electrochemistry inside a model zinc-
air battery [139].  However, the electrochemistry in this system was found to be 
significantly more complex, and image contrast did not come directly from the distribution 
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and speciation of the zinc species, as in the earlier study on zinc corrosion (section 9.1.1) 
[139]. In these experiments, the cell comprised a 1 M NaOH electrolyte with a zinc anode 
and a rare-earth coated titanium cathode, which was under constant load over a period of 
two days. The composition of the electrolyte was monitored using 1H T1 maps of the water 
in the electrolyte, which were dominated by the evolving concentration of hydroxide ions. 
As shown in the image of a series of tubes containing a range of concentrations of sodium 
hydroxide ([NaOH] = 0 – 10 M) (Fig. 13(a)), T1 decreases with increasing [OH
–]. During 
discharge of the Zn-air cell, the cathodic reaction produces hydroxide ions, decreasing the 
T1 of the solvent, and the anodic reaction produces zincate ions, which decreases [OH
–] 
and hence increases the T1 of the solvent. Images of the cell under constant load show 
that at the early stages of discharge (Fig. 13 (b)-(f)), the cell is behaving as expected, with 
transport of zincate ions away from the zinc anode and hydroxide formation at the Ti 
cathode. However, after several hours, regions of high and low [OH–] are observed on 
either side of the Zn anode, indicating that the cell is failing, with both the anodic and 
cathodic reactions occuring on the Zn metal. 
 
<Figure 13 near here> 
 
9.2.2 Lithium batteries  
Direct, in situ, observation of the distributions of electroactive species has been performed 
in lithium-ion batteries containing LiPF6 electrolyte, using 
7Li and 19F MRI [44, 144]. 1D 
concentration profiles of Li species from a lithium electrode in axisymmetric lithium cells 
have been collected using spin echo frequency-encoding [44] and phase-encoding [144] 
imaging methods.  In the study by Klett et al. [44], 7Li spin-density profiles were collected, 
within a symmetrical cell containing two lithium electrodes under constant current, which 
enabled the mapping of lithium ion concentration over time (Fig. 14), leading to the 
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determination of Li+ transport number and diffusion coefficient. Due to the lower sensitivity 
of 7Li, the acquisition time was 17 min for each 1D profile. In their study of a 
graphite−lithium metal cell, Goward and co-workers [144] used a combination of 7Li and 
19F MRI to visualise the distributions of the Li+ cations and  F 
 
 anions. Two advantages of 
using 19F MRI are the increased sensitivity and the longer T2 relaxation times of this 
nucleus, which lead to higher signal-to-noise and, hence, reduced acquisition times. In 
both of these studies on Li-ion batteries, the cells were positioned vertically in the bore of 
the magnet, with parallel electrodes on either side of the electrolyte, aligned perpendicular 
to the B0 field.  Profiles of the electrolyte in both studies showed lower signal-to-noise ratio 
close to the metal electrodes, caused by variations in the B1 field strength and sensitivity in 
this region, but the effects of this were minimised by normalisation of the profiles. 
Additionally, slight distortions were observed [44] in the frequency-encoded profiles near 
the metallic electrodes, caused by susceptibility effects at the metal−electrolyte interface. 
Pure phase-encoding imaging is less susceptible to these artefacts and, hence, viable 
data can be collected closer to the metal−electrolyte interface with these measurements 
[144].    
 
<Figure 14 near here> 
 
Changes in electrode microstructure, and the formation of dendrites, have also been 
investigated by Jerschow, Grey and co-workers [43], in symmetrical Li-metal bag cells, 
using 2D and 3D 7Li spin density images and 2D 7Li chemical shift images (CSI).  While 
the formation of microstructural lithium has been observed using other imaging techniques 
(see [147] and references within), these experiments nicely demonstrate how MRI is able 
to provide in situ quantitative, spatially-resolved information about the behaviour of the 
electrode during cycling.  The cells used in this study [43] comprised parallel lithium 
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electrodes, aligned parallel to the B0 field, separated by a porous glass microfiber 
separator soaked in the electrolyte (LiPF6 dissolved in a 1:1 ratio mixture of ethyl 
carbonate:dimethyl carbonate).  The metallic lithium was imaged, rather than Li ions in the 
electrolyte, by selectively exciting the bulk-metal signal, which has a chemical shift 
approximately 270 ppm away from the signal of Li in the electrolyte. Due to the limited 
penetration of the B1 field into metals [142], only the surface of the metal was observed. 
Prior to charging, only the positive and negative electrodes could be detected in the 2D 
and 3D spin-density 7Li MR images (Fig. 15 (a)). After charging, the presence of 
microstructural Li near the negative electrode was also observed, with a corresponding 
reduction in signal for the positive electrode (Fig. 15 (b)). CSI was able to differentiate 
between the different Li metal signals, because the chemical shifts for the lithium metal 
electrodes were > 274 ppm and the chemical shifts for the microstructural lithium were 
below this. Acquisition times for these experiments were on the order of 20 min for the 2D 
images and 40 min for the 3D images, though at a reduced spatial resolution compared to 
the 2D images. The influence of B1 field homogeneity was investigated, demonstrating the 
need for careful alignment of the Li electrodes parallel with the B1 field, to optimise image 
quality and minimise quantification errors. 
 
<Figure 15 near here> 
 
The development of lithium dendrite formation was further investigated by collecting 1D 
concentration profiles for 7Li in both the metallic electrodes and electrolyte, thereby 
enabling a correlation between the growth of microstructural lithium metal and depletion of 
lithium salt in the electrolyte to be made [141].  By collecting concentration profiles across 
a 1D symmetrical lithium cell, where the electrodes were aligned perpendicular to the B0 
field, a uniform distribution of lithium was initially observed across the electrolyte and 
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between the two electrodes, prior to the application of current.  After the application of 
current for > 10 hours, a loss of lithium in the positive electrode and an increase for the 
negative electrode were observed, along with the establishment of a concentration 
gradient of lithium in the electrolyte. These features continued to develop as more current 
was applied, with, eventually, the formation of dendrites on the negative electrode.  
 
In situ MRI studies of lithium batteries containing plastic crystal electrolytes have been 
undertaken by Forsyth and co-workers, using single point ramped imaging with T1 
enhancement (SPRITE) [145, 148].  Pure-phase encoding imaging methods, such as 
single point imaging (SPI) and SPRITE, are particularly useful when imaging materials with 
very short T2 relaxation times ( 1 ms), and hence lend themselves especially to the study 
of solid electrolytes, such as organic ionic plastic crystals (OIPCs). These solid-state MRI 
experiments [149] have shown a large variation in the microcrystallite alignment of OIPCs, 
which influences ion transport properties, depending on their thermal history.  SPRITE 
experiments on OIPCs in solid-state lithium cells have shown that lithium ion transfer 
during the discharge of the anode result in partial liquefaction of the OIPC matrix at the 
metal interface. This liquid component was found to further enhance the ion transport 
across the interface and to improve the overall battery performance. In this study, the 
concentration of lithium in the electrolyte was correlated with the T2* contrast of the 
1H MRI 
signal from the phosphonium cations in the electrolyte. 7Li SPRITE has also been used to 
visualise lithium metal, and by combining these measurements with sectoral fast spin echo 
imaging sequences, it has been demonstrated both liquid and solid lithium battery 
components can be imaged in 3D [145].  
 
9.3 Supercapacitors 
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NMR spectroscopy has proved particularly useful for probing processes in electrochemical 
double-layer capacitor (EDLC) cells, enabling investigation of charging mechanisms and 
the interactions and distribution of anions and cations, in situ and in real time [130, 150-
152]. However, in order to be able to distinguish between processes occurring at the two 
electrodes it was necessary to modify the cells, and to perform separate NMR experiments 
with only one electrode in the RF coil at a time. However, this is time-consuming and cell 
modification may also have an impact on the performance and behaviour of the cell.  By 
using MRI, it is possible to monitor, in situ, changes at both electrodes simultaneously, 
within an unmodified working EDLC cell.  In a recent study by Jerschow, Grey and co-
workers [153], a series of MR images was acquired, during electrochemical cycling, which 
enabled the distributions of ions to be visualised in the cell as a function of applied voltage. 
The EDLC cell comprised activated carbon electrodes with an organic NEt4
+/BF4
– 
electrolyte solvated by (deuterated) acetonitrile. Using 1H MRI, the distribution and 
concentration of the NEt4
+ cations were monitored, and 11B MRI allowed selective 
visualisation of the BF4
– anions. The chemical shifts for both the 1H and 11B NMR signals 
were found to be sensitive to the environment of the ions, with three distinct environments 
observed: free electrolyte in the separator; a strongly adsorbed (SA) or confined 
environment close to the carbon surface; and a weakly adsorbed (WA) environment either 
outside the pores or inside larger pores within the carbon electrode. 1D chemical shift 
images supported these assignments of the NMR peaks, showing that the signals for the 
SA and WA environments were confined inside the electrodes and the intense, narrow 
signals associated with free electrolyte in the separator were distributed between the two 
electrodes (Fig. 16) [153].  
 
<Figure 16 near here> 
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9.4 Fuel Cells  
Another electrochemical energy storage device studied by MRI is the fuel cell [129, 134, 
154-161]. A number of studies have investigated the distribution and dynamics of solvent 
within Nafion polymer membranes and films, which are widely used in fuel cells, as well as 
ion exchange membranes and actuator devices. In proton-exchange membrane fuel cells 
(PEMFC), it is important to be able to monitor the distribution of water [157], which 
influences the performance and longevity of the cell. Wasylishen and co-workers used MRI 
to map the distribution of water in operating PEMFCs, and found a connection between 
the water signal intensity and changes in PEMFC operating conditions [158].  Experiments 
by Codd et al. [156] looked at the spatial variation of solvent dynamics within Nafion 
membranes using T2 and diffusion imaging. In these polymer electrolyte membranes, T2 
relaxation is predominantly dependent on the mobility of the water molecules and the 
observed increase in T2, with increasing methanol mole fraction, was attributed to an 
increase in the size of channels and ionic domains in the membrane. Diffusion coefficients 
were also found to increase with increasing methanol concentration, further confirming 
there was a methanol-induced pore size increase. These measurements allowed spatial 
mapping of the methanol-water mole fraction and showed that there was significant 
variability in solvent mobility within the membrane over macroscopic length scales, on the 
order of 10 mm.  
 
Baker et al. [162, 163] have used spin density, T2 relaxation and diffusion-weighted 
imaging to study Nafion polymers inside actuator devices. In these studies, they set up an 
operational electrochemical cell inside the MRI instrument, and imaged the water inside 
the Nafion film as a function of applied potential. In these systems, T2 relaxation times, 
which are sensitive to the strength of the interaction between the water molecules and 
their immediate environment, were found to increase near the cathode. This behaviour 
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was explained in terms of the electro-induced diffusion of [Li(H2O)x]
+ species through the 
Nafion film.  More recently, high-temperature polybenzimidazole-based PEMFCs have 
been investigated in 3D by MRI. These devices have a low water content, and the low 
mobility of protons within the polybenzimidazole membrane results in short T2 relaxation 
times, making it necessary to use Zero-Time Echo (ZTE) MRI experiments, which are 
designed to image short-T2 samples [164].  
1H ZTE images were collected to map the 
distributions of water and phosphoric acid within the fuel cell, before and during operation, 
at 80˚C. 
 
9.5 Electrochemistry in Flow 
Electrochemical cells containing rotating disk electrodes (RDE) are commonly used 
devices for characterising electrochemical reactions.  The rotating disk drags neighbouring 
fluid across its surface, before centrifugal forces eject it radially, outwards, drawing fresh 
material on to the electrode surface and, hence, maintaining a constant supply of 
electroactive species. By inducing convection in the electrolyte, such cells improve mass 
transport towards the electrode [165].  Thus, knowledge of the flow field, and of mass 
transfer in the vicinity of the electrode, is critical in the analysis and interpretation of 
electrochemical data in these cells. Of particular importance in RDEs is the component of 
flow normal to the electrode, which is dependent on the rotation rate of the disk.  While 
model equations have been developed to describe the flow field in these systems, these 
equations do not take into account many of the experimental conditions for real RDE cells. 
Also, the validity of these equations has mostly been tested using computer simulations, 
and there is currently very limited experimental data available on the flow patterns inside 
electrochemical cells with RDE configurations.  This has recently been addressed by a 
MRI study visualising the flow field in a model electrochemical cell with a RDE 
configuration [166].  In this study, velocity maps were acquired (Fig. 17) of the whole cell 
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as a function of the disk rotating speed and cell configuration, and found to be in good 
agreement with previous computational fluid dynamics simulations.  In these experiments 
a modified velocity imaging sequence was employed, which placed both of the flow 
encoding gradients (G) after the 180˚ RF pulse, to enable a short observation time ( ≲ 3 
ms). 
 
<Figure 17 near here> 
 
10. Conclusions 
While MRI has been most commonly associated with biomedical imaging and clinical 
diagnosis, it is also proving invaluable in the fields of engineering and physical science. Its 
ability to non-invasively probe chemical and physical properties, in situ, in real time and in 
systems not accessible optically, has advanced our understanding of the underlying 
processes within chemical reactors, heterogeneous chemical processes, spatially-
distributed chemical reactions and electrochemical cells. It is able to provide unique 
information on the coupling of reaction with flow, heterogeneous reaction media, magnetic 
fields and electrical current. In the last 10-20 years, the variety and range of chemical 
systems studied by MRI has been expanding at an ever-increasing rate, with the 
technique continually moving into new areas. This has been encouraged in recent times 
by the increasing availability of high-resolution MR microimaging apparatus and the rapidly 
expanding market for bench-top instruments. While bench-top instruments have lower 
resolution, they are easier to house and maintain, because of the electro- or permanent 
magnets they are equipped with. Hence, they are increasing the accessibility of the 
technique to the non-specialist, as well as moving the technique out of the specialist 
laboratory and putting it into the field. Thus, it is in this area that the next expansion of the 
field can be expected.  
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Figure Captions 
Figure 1. A time series of MR images of traveling chemical waves in the Mn-catalyzed BZ 
reaction, taken from the centre of a packed-bed reactor. Waves are formed both inside a 
packed bed of 1 mm glass particles and above in the liquid phase. Images are shown at 
intervals of 16 s. Reprinted with permission from reference [28] Copyright 2006 American 
Chemical Society. 
 
Figure 2. (a) T2-weighted RARE image of chemical waves in the Mn-catalyzed 1,4-
cyclohexanedione/acid/bromate reaction, (b) T2 relaxation time map and (c) Mn
2+ and Mn3+ 
concentration maps. The T2 and concentration maps were produced from the image in (a). 
Reprinted with permission from reference [63]. Copyright 2006 American Chemical 
Society. 
 
Figure 3. MR images of a travelling chemical front formed in the reaction of Co(II)EDTA2– 
with H2O2. The image in (a) was taken 20 s after front initiation. Following image (a), a 
magnetic field gradient (Bz) was applied between imaging experiments. For the images 
shown in (b) and (c) the applied gradients were in the -y direction. Following image (c) the 
direction of the gradient was switched to +y. The arrows indicate the direction in which the 
magnetic field increased during the gradient trains which were applied prior to acquiring 
the images. Adapted with permission from reference [92]. Copyright 2006 American 
Chemical Society. 
 
Figure 4. (a) Plots of (a) magnetisation data, acquired from a SQUID magnetometer; (b) 
pH (red graph, left hand axis) and [OH–] (black line, right hand axis); and (c) T2 relaxation 
time for the clock reaction between [Co(II)EDTA]2– and H2O2 (initiation at time t = 0). The 
change in magnetization observed in plot (a), after the reaction has ‘clocked’, is expected 
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to be associated with the loss of gaseous O2, and does not have the same origin as the 
change in T2 relaxation time observed before the reaction ‘clocks’ in plot (c). Reprinted 
with permission from reference [69], with permission from the Royal Society of Chemistry. 
 
 
Figure 5. MRI velocity (a) and diffusion (b) maps of stationary Taylor vortices in the axial, z 
(i,iv), radial, r (ii,v), and azimuthal,  (iii,vi), directions at  = 1 Hz. From reference [94], 
copyright 2012. Reproduced by permission of EPLA. (c) Chemical waves propagating 
through stationary Taylor vortices and (d) plot of effective front speed vs. inner cylinder 
rotation rate, . From reference [30], copyright 2010. Reproduced by permission of APS. 
(e) Travelling chemical waves in the BZ reaction, initiated prior to the onset of Couette flow 
and imaged after the formation of vortices. Adapted from reference [95]. 
 
Figure 6. MR image of a stationary chemical wave, formed by the Mn-catalyzed BZ 
reaction in a packed bed reactor, taken vertically in the centre of the PBR. (b) 2D velocity 
image, extracted from a 3D data set, of water flowing through an xy slice of a PBR. The 
interstitial velocity was 0.7 mm s–1. The greyscale indicates local z velocity and the beads 
appear black. Reprinted with permission from reference [28] Copyright 2006 American 
Chemical Society. 
 
Figure 7. Measurement of conversion within three slices, 4.5 mm apart, through a fixed-
bed reactor, with slice (a) closest to the inlet. The colour scale shows the degree of 
conversion and it can be seen that the mean conversion increases along the direction of 
superficial flow, while there is significant heterogeneity in conversion within each 
transverse section throughout the length of the bed. Reprinted from reference [24], 
Copyright (2002), with permission from Elsevier. 
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Figure 8. Gas and liquid velocity map of SF6 (red/yellow) and water (blue/green) during 
trickle flow in a packed bed reactor. The gas and liquid superficial velocities were 8.7 mm 
s–1 and 2.3 mm s–1, respectively. From reference [51], copyright 2009. Reproduced by 
permission of Elsevier. 
 
Figure 9. Temperature maps of the propagating chemical wave in the chlorite-thiosulfate 
system for the vertical (a) and the horizontal (b) cross-sections. Reprinted with permission 
from reference [124] Copyright 2007 American Chemical Society. 
 
Figure 10. A time series of T1 (left) and T2 (right) MR images during galvanic corrosion of 
zinc in saturated lithium chloride solution. The distance scale is measured from the Zn 
wire. The time of collection is shown above each image. Reprinted from reference [139], 
Copyright (2010), with permission from Elsevier. 
 
Figure 11. (a) A 2D 1H MR horizontal (xy) image of a Zn strip in 1 M NaOH solution as a 
function of orientation with respect to the B1 field. Reprinted from reference [22], Copyright 
(2010), with permission from Elsevier. (b) T1 relaxation time maps from the horizontal (top) 
and vertical (bottom) images, during the corrosion of metallic copper in 0.5 M Na2SO4 
solution.  The corresponding total net charge passed (Q) is indicated below each image. 
(c) Concentration maps of Cu2+ from the T1 maps shown in (b). Reprinted from reference 
[62], Copyright (2016), with permission from Elsevier. 
 
Figure 12. 3D (a,c) and 2D (b,d) concentration maps of Cu2+ ions dissolved in 0.5 M 
Na2SO4 electrolyte following the electodissolution of the Cu anode. The images in (a,b) 
were acquired after delivery of 2 mC of charge and the images in (c,d) after 16 mC of 
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charge. The pixel size is 500 m (x) × 500 m (y) × 188 m (z), and the asterisk indicates 
the region on the anode that was scratched immediately prior to filling the cell with 
electrolyte. The 2D images in (b) and (d) are of the electrolyte layer (500 m thick) 
immediately adjacent to the anode surface, and were extracted from the 3D maps shown 
in (a) and (c), respectively. Reprinted from reference [62], Copyright (2016), with 
permission from Elsevier. 
 
Figure 13. (a) T1 maps for a phantom sample comprising seven 5 mm NMR tubes 
containing NaOH solutions at a range of concentrations (0 – 10 M). (b) – (f) Horizontal 1H 
MRI T1 maps of a model Zn-air cell under constant load discharge at 12 k. Images were 
acquired upon connection (b) and then at the following intervals: 11 h (c), 23 h (d), 30 h 
(e), until cell failure at t = 47 h (f). In images (b) to (f) the Zn strip is on the right and Ti strip 
is on the left. Reprinted with permission from reference [140]. Copyright 2013 American 
Chemical Society 
 
Figure 14. (a) Schematic picture of the electrochemical cell. (b) 1D 7Li NMR images taken 
over the cell, to which a constant current of  0 μA was applied. Two of the images are 
highlighted: one before the current was applied (t = 0; black curve) and the other after 
application of the current for t = 17.8 h (blue curve). (c) Concentration profile at t = 0 
normalized to the RF sensitivity profile (see reference [44]) used to account for the 
inhomogeneity of the radiofrequency field. Reprinted with permission from reference [44]. 
Copyright 2012 American Chemical Society. 
 
Figure 15. Two-dimensional 7Li MR xy images of a Li-metal bag cell in the pristine state (a) 
and after passing current (b), with frequency encoding in the x direction and phase 
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encoding in the y direction. Adapted by permission from Macmillan Publishers Ltd: Nature 
Materials reference [43] copyright (2012) 
 
Figure 16. 1H and 11B NMR spectra and CSIs of a pristine EDLC cell. (a) 1H NMR spectra 
of the electrolyte alone (recycle delay, r.d. = 10 s) and the EDLC cell (r.d. = 4 s). (b) 1H 
CSI of the EDLC cell with the components labelled (r.d. = 0.1 s). (c) 11B NMR spectra of 
the electrolyte (r.d. = 10 s) and the EDLC cell (r.d. = 3 s). (d) 11B CSI of the EDLC cell (r.d. 
= 3 s); (e) cross section through the cell design and illustration of component locations in 
the CSI. Reprinted by permission from Macmillan Publishers Ltd: Nature Communications 
reference [153] copyright (2014) 
 
Figure 17. Velocity maps for fluid flowing in a RDE electrochemical cell, at rotation speeds 
of 31.4 Hz and 94.2 Hz, along the x (a), y (b) and z (c) directions. Reprinted from reference 
[166], Copyright (2015), with permission from Elsevier. 
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