Abstract-In this note, the problem of the frequency estimation of a sinusoid embedded in white noise is considered. The approach used herein is the minimization of the sample variance of the output of constrained notch filters fed by the noisy sinusoid. In particular, this note focuses on closed-form expressions of the frequency estimate, which can be obtained using notch filters having an all-zeros finite-inpulse response ( 
small parameter " > 0, has been established. This proposition is based on the assumption of the stabilizability of the boundary-layer system. It was also shown that this connection is only one-direction valid, i.e., the controllability of the reduced-order and boundary-layer systems always yields the controllability of the original system, but not vice versa. The criterion of the impulse-free E 0 -controllability of the reduced-order system is derived in the terms of an auxiliary gain matrix K(t). The invariance of this criterion to K(t) is shown.
Due to the duality, similar results can be obtained for the Euclidean space observability of singularly perturbed linear time-dependent systems with multiple small delay. In this case, the assumption of the stabilizability of the boundary-layer system has to be replaced by the assumption of the detectability of this system. REFERENCES [1] 
I. INTRODUCTION AND PROBLEM STATEMENT
This note deals with the problem of estimating the frequency 0 of a harmonic signal s(t) = A cos( 0 t + '), given its noisy measurement y(t) = s(t) +n(t), t = 1; 2; . . . ; N, where n(t) is a zero-mean white Gaussian noise (n W GN(0; 2 )). This problem is frequently encountered in real-world applications, especially in the fields of adaptive control and signal processing, and numerous techniques have been developed for its treatment (see, e.g., [4] - [7] , [10] - [13] , [15] , [18] , [21] ). This note focuses on the class of estimation methods based on constrained notch filters (see, e.g., [8] and the references cited therein).
The basic idea underlying notch-filters-based estimation techniques is the minimization, with respect to , of the loss function
where "(t; ) = G(z 01 ; )y(t) is the output of a notch filter with transfer function G(z 01 ; ), fed by the measured signal y(t). The notch of G(z 01 ; ) is centered around the frequency . In general, the dependence of J() on is nonlinear and nonconvex; hence, iterative quasi-Newton minimization methods must be used. (3) In (2) and (3), the parameter (0 < 1) is known as the de-biasing parameter or the poles-contraction factor (note that only affects the position of the poles). In the literature, filters of this type are also known as constrained notch filter, where the term constrained refers to the fact that their structure is strongly under parameterized: the five parameters of a fully-parameterized second-order digital IIR filter are reduced to one parameter only. As a matter of fact, since is regarded as a design parameter, the only unknown parameter of (2) and (3) is the angular frequency . The main difference between (2) and (3) is that (3) provides a rigorously unbiased estimation of the frequency of a pure tone embedded in white noise, whereas (2) provides a biased estimate.
It is easy to see that such bias is negligible if 1; the problem of the bias becomes severe if 1. The properties of such filters have been discussed and analyzed in a large number of works (see, e.g., [3] , [14] , [25] , [26] , and the references cited therein).
Note that if the unknown frequency 0 is time-varying, and the minimization of (1) is made recursively, the estimation algorithm usually is called frequency tracker (see e.g. [22] ). Notch filters are frequently used for real-time recursive frequency estimation: in the literature this problem is referred to as adaptive notch filtering (ANF). This work does not focus on ANF but the results presented herein can be straightforwardly extended to ANF as well.
The goal of this note is to develop closed-form frequency estimators based on notch filters. The starting point of this work can be summarized in the following simple observations. First, note that closed-form expressions of the frequency estimator cannot be obtained if the notch filter has a IIR structure, due to the autoregressive part of the filter. Moreover, observe that a constrained FIR notch filter can be easily obtained from G 1 (z 01 ; ; ) by setting = 0; unfortunately, this is not possible using G2(z 01 ; ; ) (note that G2(z 01 ; ; 0) is not a FIR).
Finally, note that the closed-form frequency estimate obtained from G1(z 01 ; ; 0) is severely affected by a bias error.
Starting from these observations, the main results and original contributions of this note are the following.
• Section II: A new second-order IIR unbiasing constrained notch filter G3(z 01 ; ; ) is developed and analyzed.
• Section III: It is shown that a closed-form frequency estimate can be obtained using the FIR filters G 1 (z 01 ; ; 0) and G3(z 01 ; ; 0); the major advantage of G3(z 01 ; ; 0) over G1(z 01 ; ; 0) is that it provides a rigorously unbiased estimate of 0 .
• Section IV: It is shown that the closed-form frequency estimate provided by the FIR notch filter G3(z 01 ; ; 0), if the number N of data snapshots is large, tends to the frequency estimators provided by the Pisarenko Harmonic Decomposition (PHD) approach, and by the Yule-Walker (YW) approach.
II. NEW UNBIASING SECOND-ORDER CONSTRAINED NOTCH FILTER
As already remarked in Section I, one of the major drawbacks of the notch filter (2) (the most widely used in practice) is that it provides a biased estimation of 0. This bias is particularly severe when 1.
Starting from the cost function (1), a new unbiasing second-order IIR notch filter can be obtained as follows.
• Consider the long-run (asymptotic) version of the cost function (1), namely
where "(t; ) = G(z 01 ; )y(t):
It is easy to see that J() can be given the following expression (see [3] ):
where Sy(!) is the power spectrum of y(t), which can be split into the power spectra of s(t) and n(t), namely For the computation of J (n) 1 () (the contribution to J 1 () due to the noise) we have resorted to the Rugizka algorithm (this algorithm is based on theory of residues; see [2] ). The calculus of J (5b) 
Note that such function is the square-root of the inverse of J (n) 1 () ( Due to the fact that G3(z 01 ; ; ) is simply obtained by multiplying G 1 (z 01 ; ; ) by (; ), some remarks on the shape of (; ) are due (see Fig. 1 (6). This guarantees the well posedness of the optimization problem based on the cost function (1).
• Note that (; 1) = 1, whereas (; 0) strongly differs from 1; this is expected since (; ) is a sort of "de-biasing factor" of G 1 (z 01 ; ; ). Therefore, (; ) leaves G 1 (z 01 ; ; ) almost unchanged if is close to 1, whereas (; ) provides a strong correction to G1(z 01 ; ; ) for small values of .
• Note that (=2; ) = 1 8 2 
= =2 ([3]).
In order to get a complete understanding of the differences between the three second-order constrained notch filters G1(z 01 ; ; ), G 2 (z 01 ; ; ), and G 3 (z 01 ; ; ), it is interesting to compare the corresponding asymptotic cost functions J 1 (), J 2 (), and J 3 (),
respectively.
The closed-form expressions of J 1 () has already been computed in (5) . Following the same procedure, J 2 () = J To conclude this section, it is worth remarking that the new filter G 3 (z 01 ; ; ) merges the two main appealing features of G1(z 01 ; ; ) and G2(z 01 ; ; ): similarly to G1(z 01 ; ; ), an FIR filter can be obtained from G 3 (z 01 ; ; ) by simply using = 0; similarly to G 2 (z 01 ; ; ), G 3 (z 01 ; ; ) provides an unbiased estimate of 0 8 2 [0; 1). These features will be fully exploited in the following section, in order to obtain closed-form frequency estimates based on FIR notch filters.
III. CLOSED-FORM FREQUENCY ESTIMATION VIA NOTCH FILTERS
A closed-form notch-based frequency estimate cannot be obtained if the filter has a IIR structure. Consider the FIR filters obtained by simply setting = 0 in (2) and in (7) (it has been already observed that setting = 0 in G 2 (z 01 ; ; ) does not yield a FIR filter), namely [(y(t) 0 2 cos()y(t 0 1) + y(t 0 2)) 2 (2 sin()y(t 0 1))] : (10) Note that (10) is quadratic with respect to cos(); hence, by solving dJ1()=d = 0 with respect to cos(), it is easy to see that the fol- As the number N of data grows, 1 tends to the minimum of the asymptotic cost function (5) (in the special case of = 0). After some cumbersome computation, the following asymptotic expression of (11) is obtained: (12) From (12), it is apparent that the frequency estimate is affected by a severe bias; note that the bias is null in the (trivial and unrealistic) case of zero noise ( 2 = 0); it grows as the SNR decreases. To get a quantitative idea of this bias error, in Fig. 3 the asymptotic bias error in the case of SNR= 0:5 (A = 1, 2 = 1) is displayed. As expected, the bias is null if 0 = =2; it is maximum for 0 = 0 or 0 = . Note that, in average, the bias error is huge; hence, the frequency estimate (11) is of no use in practice. and differentiate J3() with respect to ; (13) , as shown at the bottom of the next page holds.
B. Closed-Form Frequency Estimator Obtained
Consider now the problem of solving dJ 3 ()=d = 0 with respect to . After some manipulation the following expression is obtained:
(sin()(y(t) 0 2 cos()y(t 0 1) + y(t 0 2)) 2 (y(t 0 1) + cos()y(t) + cos()y(t 0 2))) = 0:
Equation (14) admits a trivial solution: sin() = 0. Assuming that 0 6 = f0;g, the following quadratic form (with respect to cos())
can be obtained from (14) :
2y(t01) 2 0(y(t)+y(t02)) 2 cos()0 N t=1 y(t01) (y(t)+y(t02)) = 0: (15) From (15), a closed-form frequency estimator can be computed. It has the expression shown in (16) at the bottom of the page.
As the number N of data grows, 3 tends to the minimum of the asymptotic cost function (8) Thus, the new filter G 3 (z 01 ; ; 0) provides a simple closed-form unbiased estimate of 0. Interestingly, (16) is closely related to the method given in [19] and [20] , even if it the derivation of this result is completely different.
We conclude this section by briefly discussing the problem of using a finite number of data. This note mainly deals with asymptotic results, even if (16) is used for N finite. To get a rough and preliminary indication on its behavior when N is small, in Fig. 4 the average frequency estimate and error variance obtained using (16) for N = 100, N = 1:000, N = 10:000, and N = 100:000 are displayed. The results in Fig. 4 have been obtained using 100 different uncorrelated (obviously for the noisy part only) realizations of the signal y. It is apparent that both the bias and the variance errors rapidly decrease when N gets large. A comparison-for finite (and low) values of N -between this estimation algorithm and other estimation algorithms goes out of the scope of this note and might be the subject of future work.
IV. RELATED FREQUENCY-ESTIMATION METHODS
In the literature, other closed-form frequency estimators for harmonic signals in white noise have been proposed and analyzed. Two celebrated estimators are the YW estimator, and the " PHD estimator (see, e.g., [1] , [7] , [16] , [19] , [20] , [23] , and [24] ). In this section, they will be briefly recalled and compared with the asymptotic version of the notch-based estimator (16) .
A. YW Approach
Given a signal y(t) = s(t) + n(t), where s(t) = A cos(0t + '), n W GN(0; 2 ), the autocorrelation coefficients of order 1 and 2, say r 1 and r 2 , respectively, are given by r 1 = E [y(t)y(t 0 1)] = A 2 cos( 0 ) r 2 = E [y(t)y(t 0 2)] = A 2 cos (2 0 ) : (17) By eliminating the parameter A in (17) 
Pisarenko (see [16] and the analysis proposed in [7] ) has proven that, if y(t) = s(t)+n(t) (s(t) = A cos(0t+'), n W GN(0; 2 ), the smallest eigenvalue of R must have the following simple expression:
By comparing (19) and (20), the PHD frequency estimator is obtained PHD = arccos r 2 + r 2 2 + 8r 2 1 4r 1
2(y(t) 0 2 cos()y(t 0 1) + y(t 0 2))((2 + cos(2))2 sin()y(t 0 1) + sin(2)(y(t) 0 2 cos()y(t 0 1) + y(t 0 2))) (2 + cos(2)) 2 :
3 = arccos 1 0 N t=1 2y(t01) 2 0(y(t)+y(t02)) 2 + N t=1 2y(t01) 2 0(y(t)+y(t 0 2)) 2 2 +8 N t=1 y(t01) (y(t)+y(t02)) 2 4 N t=1 y(t01) (y(t)+y(t02)) : Interestingly enough, the YW and PHD approaches provide exactly the same results. This has been recently proven and discussed in [23] and [24] .
Consider now the notch-based closed-form estimator (16) . The following result holds. From a theoretical point of view the fact that (asymptotically) YW , PHD and 3 are exactly the same, is particularly interesting: it shows the equivalence of three classical approaches which have been independently conceived and developed following three completely different paths.
V. CONCLUSION AND FUTURE WORK
In this work, a notch FIR filter which provides and unbiased closed-form frequency estimate of harmonic signals in white noise has been proposed. This estimator has been proven to converge asymptotically to the well-known YW and PHD estimators.
These three equivalent estimators are very appealing since they admit a very simple closed-form expression starting from a set of measured data. However, their main flaw is the sensitivity to the noise: they guarantee an unbiased estimate if the noise is white; when the noise is colored, the bias error can be large.
In order to try to overcome this pitfall, probably the most interesting rationale is that proposed by Quinn and Fernandes in [15] : the idea is to prefilter the data with a frequency enhancer, in an iterative fashion; at each step the frequency enhancer is centered around the frequency estimated at the previous step. This approach seems to fit perfectly to simple closed-form estimators.
The reduction of the noise-sensitivity of FIR-based frequency estimators using frequency enhancers is currently the subject of further investigation.
I. INTRODUCTION
In [2] , a robust state observer scheme was proposed for uncertain linear systems. The main result and theorem may be summarized as follows. Consider the linear map 
