Abstract-The potential of large tactile arrays to improve robot perception for safe operation in human-dominated environments and of high-resolution tactile arrays to enable humanlevel dexterous manipulation is well accepted. However, the increase in the number of tactile sensing elements introduces challenges including wiring complexity, data acquisition, and data processing. To help address these challenges, we develop a tactile sensing technique based on compressed sensing. Compressed sensing simultaneously performs data sampling and compression with recovery guarantees and has been successfully applied in computer vision. We use compressed sensing techniques for tactile data acquisition to reduce hardware complexity and data transmission, while allowing fast, accurate reconstruction of the full-resolution signal. For our simulated test array of 4096 taxels, we achieve reconstruction quality equivalent to measuring all taxel signals independently (the full signal) from just 1024 measurements (the compressed signal) at a rate over 100Hz. We then apply tactile compressed sensing to the problem of object classification. Specifically, we perform object classification on the compressed tactile data based on a method called compressed learning. We obtain up to 98% classification accuracy, even with a compression ratio of 64:1.
I. INTRODUCTION
F OR robots to reliably and safely function in unstructured environments, they need to perceive and react to the world around them. Sensors that operate without contact, such as LIDAR and sonar, are useful in building geometric models and tracking moving objects, but robots need information about contact to do physical tasks. Tactile sensors range from simple sensors that measure only the locations of contacts to more sophisticated tactile sensors that measure surface properties, such as temperature, force, roughness, conductivity, and mechanical stiffness. Such tactile data, when assimilated with a gross geometric model of the environment, can greatly increase a robot's understanding.
An important area of research in tactile sensing is tactile systems that cover large portions of robot bodies. These systems, also called tactile skins, provide improvements in a robot's awareness and manipulation abilities. For example, Ohmura et al. [1] demonstrate a robot lifting a heavy box with the use of a tactile skin, a task beyond the robot's capability with traditional methods. Another example is Bhattacharjee et al. [2] in which a tactile skin on a robot arm is used to classify objects as movable or fixed, allowing the robot to reach through clutter. A number of other skills, for instance, safe human-robot interaction, can also benefit from tactile sensors on the surfaces of various links.
There are numerous challenges to fully realizing tactile skins. To cover the surfaces of a robot at useful resolutions requires a large number of individual tactile sensing elements, also called taxels, on the order of thousands to millions [3] . The massive amounts of data generated by these taxels needs to be gathered and processed at high rates, up to 1kHz for fine force control [3] . The difficulty of quickly managing this large amount of data is increased by the limited room for the wiring of these systems, especially in skins designed separately from the robot as add-ons. Most current systems rely on fast hardware for gathering the data directly from every taxel [4] - [6] , which limits the total number of taxels that can be embedded in the skin while supporting high data rates. Other systems perform local feature extraction from the tactile data, such as the center of contact, prior to transferring it to the main processing center [5] , [7] . This allows for more taxels on the skin, but it limits the information available to the robot for completing its tasks.
In this work, we present solutions for real-time sensing in large-scale tactile skins that support acquisition and processing of the full tactile data signal. We first consider the problem of efficiently collecting tactile data and transferring it to a processing center (i.e., the robot's brain) at high rates, a problem that we call the data acquisition problem. Our proposed solution is based on the theory of compressed sensing [8] . Compressed sensing is a popular technique for signal processing in which a signal is compressed in hardware during the sampling process. Provided the original signal is sparse in some basis, it can be efficiently reconstructed from its compressed version with little to no signal loss.
We first demonstrate that tactile sensor data is amenable to compressed sensing by identifying bases under which this data is sparse. We then identify sampling and compression operators that are suited for tactile system hardware. Finally, we implement different methods for signal reconstruction from the compressed data that provide accurate reconstructions at high rates. Our approach opens the door to the construction of largescale tactile skins that supports accurate full data acquisition at high speed, with reduced wiring complexity. Our evaluations with simulated data show that our compressed sensing-based approach, with a compression ratio of 4 to 1, can achieve higher signal acquisition accuracy than full data acquisition of noisy sensor data of 4096 taxels, with a reconstruction time under 5ms per time step.
While our approach addresses the scalability challenges of tactile data acquisition, the sheer size of the data that is generated may still be prohibitive for certain applications. Thus, we also explore the possibility of using the compressed data directly. Specifically, we consider the application of tactile object classification. Tactile object classification utilizes tactile signals to distinguish between different objects or object classes. A motivating scenario is a robot searching for specific items on a shelf that is out of view of its cameras. Using tactile object classification, the robot can feel around until it finds the correct object rather than removing objects from the shelf for visual inspection. Not only is removing objects for visual inspection less efficient with regards to time, grasping out-ofsight objects is challenging, especially if there is no tactile feedback.
We develop a method for tactile object classification that uses compressed tactile signals. Our approach is based on theoretical results by Calderbank et al. [9] called compressed learning, which define mathematical conditions under which classification performed using compressed signals achieves nearly the same accuracy as classification performed using the full signals. Our tactile signals are compressed from snapshots of data obtained from a simulated array of taxels pressed onto objects from above, similar to what might be obtained in the cupboard example, and we use a soft-margin support vector machine for the object classification. With this approach, the data dimensionality can be reduced in hardware during data acquisition, rather than as a pre-processing step in classification. This, in turn, reduces computational needs for both training and classification with minimal impact on the accuracy of the classifier. Further, in applications for which the full signal is required, it can be recovered from the compressed signals. In evaluations, our method is able to classify among 16 objects with approximately 95% accuracy using compressed signals with a compression ratio of 64 to 1.
The rest of this paper is organized as follows. In Section II, we present related work on tactile data acquisition and tactile object classification. We then present background on compressed sensing and classification in Section III. In Section IV, we explain the problems we address in tactile sensing and object classification. Our data sets used for developing and evaluating our methods are discussed in Section V. We detail our solutions for tactile data acquisition and tactile object classification in Section VI, and we present empirical evaluations of our solutions in Section VII. Finally, we conclude in Section VIII with final remarks and topics for future work.
We note that a preliminary version of our work on compressed sensing for tactile data acquisition appeared in [10] . This paper expands on our previous work through exploring additional methods that enable greater compression of the tactile signal. Further, we propose an additional compression operator, with a hardware implementation that may be more suitable for some applications. Finally, this paper extends beyond using compressed sensing purely for tactile data acquisition by applying compressed learning to the task of tactile object classification.
II. RELATED WORK
We now present the most relevant related work on tactile data acquisition and tactile object classification.
A. Tactile Data Acquisition
There have been a number of tactile skins developed in the past few decades and here we present a representative subset.
The majority of systems perform full data acquisition and rely on having a limited number of taxels connected via high capacity networks to achieve fast data acquisition [4] - [6] . These systems typically have local micro-controllers that each serially sample a subset of the taxels. The microcontrollers share a high capacity network to transfer the data to the processing center. This method has been implemented on a skin with 4200 taxels with a sampling rate of up to 100Hz [5] . However, these systems are constrained by the data capacity of the networks, so to scale the number of taxels while maintaining high acquisition rates will require improved hardware capabilities or additional high capacity networks. Adding additional networks is undesirable due to limited spacing for wires [3] . In contrast, our approach reduces the amount of data transferred across the networks, allowing larger numbers of taxels for a given network.
An alternate approach to full data acquisition is to use local processing of sensor data within small clusters of sensors [5] , [12] . This approach increases tactile data processing rates by only transferring aggregate information to the processing center. Local processing like this suffers from a loss in data quality or a reduction in the versatility of the system because data features must be determined a priori. In contrast, our solution needs fewer measurements and can recover the full signal when needed.
One of the most recent approaches is event-triggered acquisition [13] . In such methods, each taxel transmits its sensor reading only when this reading changes in some detectable way, usually determined by a threshold. The processing center stores a record of each taxel's transmissions, and by doing so, can maintain an approximation of the full tactile data set. This approach can reduce the amount of data that is transferred to the processing center; however, it requires some on-board processing for each taxel. Further, the event detection thresholds must be set a priori, which can limit the adaptability of the sensing system. Finally, when a large number of taxel values change simultaneously, the system may transfer more data than traditional full data acquisition due to the need of transferring an identifier along with each taxel reading. Our approach, on the other hand, requires minimal processing in each taxel, and the data generation rate remains consistent regardless of the types of contact.
B. Tactile Classification
Tactile object classification is an active area of research [14] - [23] . A number of these approaches use the full tactile data gathered from contact with the object [21] , [23] , [24] ; however, these approaches are computationally expensive and risk impracticality due to the curse of dimensionality for anything but small-scale tactile skins. To address these limitations, a number of methods reduce the dimensionality of the data before, or as part of, the machine learning process. Some manually reduce the dimension by selecting features such as average force and contact area [2] , [17] , [25] , [26] . Others use automated methods to reduce the dimension, for instance, Self-Organizing Maps [18] , [20] and Principle Component Analysis [15] , [16] , [22] . In our approach, the dimension of the data is reduced as part of the acquisition process done in hardware. Because the dimension reduction is not done computationally, it saves processing time and effort.
III. BACKGROUND
In this section, we describe the theory of compressed sensing. We then give a brief overview of support vector machines (SVMs). Lastly, we present background and theoretical results for compressed learning.
A. Theory of Compressed Sensing
In compressed sensing, a signal, for example, force readings from a tactile array at a given time, is simultaneously measured and compressed by taking linear combinations of the signal components. We call the signal to be measured the true signal x ∈ R n . The compressed signal y ∈ R m , with elements y i , is obtained from the true signal as follows:
where
is under-determined, and, in general, x cannot be recovered. In compressed sensing, one considers a restricted set of signals that are sparse in some representation basis. Formally, a signal x is k-sparse in a representation basis Ψ ∈ R n×p if there exists an s ∈ R p that is k-sparse, meaning s has at most k non-zero entries, such that x = Ψs. We refer to s as the sparse signal. The theory of compressed sensing provides conditions under which such sparse signals can be recovered from fewer than n measurements. One such condition is the restricted isometry property, which is defined as follows.
Definition 1: A matrix A satisfies the k-restricted isometry property (k-RIP) if there exists a δ ∈ (0, 1) such that
holds for all k-sparse vectors s. If x is k-sparse in a representation basis Ψ, and the matrix A = ΦΨ satisfies the 2k-RIP, then x can be recovered exactly [8] .
In general, determining whether a given matrix A satisfies RIP is NP-Hard [8] . However, several classes of matrices have been shown to satisfy k-RIP with high probability, when m ≥ 0.28k log p k [8] . For example, if A is a random matrix with entries drawn from a Gaussian distribution, then with high probability, k-RIP will be satisfied when m = O(k log(p/k)/δ 2 ) [27] . The compression ratio is the reduced fraction n/m = n r /m r written as n r :m r . In practice, other classes of matrices have been applied to compressed sensing with similar compression ratios, even when k-RIP cannot be theoretically guaranteed [25] .
The sparse signal can be recovered from the compressed signal by solving an optimization problem of the form, minimize s∈R p s 0 subject to ΦΨs = y
Here · 0 denotes the 0 pseudonorm, i.e., the number of non-zero components. It is intractable to solve problem (3) directly; however, efficient alternate approaches to find the solution have been derived [8] . Once the solutionŝ of (3) is obtained, the reconstructed signalx is computed asx = Ψŝ.
In this work, we consider a variation on the compressed sensing problem where measurements may not be exact. In this case, the compressed signal is given by
where ν ∈ R m is the measurement noise. This noise can model both errors in the individual sensor readings, as well as in the measurement acquisition.
The sparse signal can be recovered using Basis Pursuit Denoising (BPDN) [28] . In BPDN, one solves a convex relaxation of (3) that also incorporates measurement noise,
where λ is a regularization parameter that is used to tune the level of sparsity of the solution. It has been shown that BPDN produces solutionsŝ, that are optimal, i.e., s −ŝ 2 = 0, or near-optimal in a wide variety of settings [29] . Further, since problem (5) is convex, it can be solved efficiently using one of many algorithms for convex optimization, as well as variants developed specifically for compressed sensing. Many signals in real-world applications are only approximately sparse, meaning that, while they are not sparse, they can be well approximated by sparse signals. The quality of the sparse approximation is typically evaluated as s−s k 2 , where s k is the best k-sparse approximation of the approximately sparse signal s. Since the solution to (5) is a sparse signal s k , if s − s k 2 is small, then the recovered signal will be a good approximation to the original signal. The best k-sparse approximation is the signal that keeps the k entries in s with largest magnitude and sets the rest to zero [8] . Using this idea, one can determine the approximate sparsity of a signal, i.e.,
where τ is a small threshold.
B. Support Vector Machines
SVMs are a popular classification tool in machine learning. They classify observations, which are data instances (e.g., tactile sensor signals) representing things being classified (e.g., objects), by finding a hyperplane that separates the training set, a set of observations with known classes, into its two classes, such that the distance between the hyperplane and the closest observations is maximized [30] . This distance is called the margin and the closest observations are called support vectors, as they are the observations that determine the classifier. To find the hyperplane, one solves the following minimization problem,
where N is the number of observations; x i ∈ R n , for i = 1 to N , are the observations; i ∈ {−1, 1}, for i = 1 to N , are the class labels; w is a vector orthogonal to the separating hyperplane; and b = −w T x 0 , for any point x 0 on the hyperplane. This optimization problem is a convex quadratic program, a well studied class of problems with many implemented solvers. Once (7) is solved forŵ andb, to classify a point x , one simply computes sign(ŵ T x +b).
Often it is not possible to completely separate the data with a hyperplane. In such cases, SVMs can been modified to allow some observations to be misclassified as follows [30] :
where ξ i is the amount the ith observation violates the margin, known as the hinge loss, and C is a parameter to balance between maximizing the margin and reducing the hinge loss. This modification defines soft-margin SVMs. When training soft-margin SVMs, cross-validation is used to tune the parameter C. Cross-validation separates the training set of (observation, label) pairs into a development set and a validation set. The development set is used to train multiple SVMs. All the trained models are then evaluated with the validation set. The model that performs the best on the validation set is then retrained using the full training set and is the final learned classifier.
While maximizing classification accuracy (the percent of classes correctly labeled) is the true objective of SVMs, SVMs can also be evaluated by the expected hinge loss H D (w + ) over the probability distribution D of all possible observations, where w + ∈ R n+1 is the vector generated by concatenating w * and b * . More formally,
is the expectation over D. In general, one desires the expected hinge loss to be as small as possible.
C. Compressed Learning Theory
Calderbank et al. proposed classification using compressed signals, a technique that they have called compressed learning [9] . Specifically, they show that, with high probability, a soft-margin SVM trained on compressed signals, generated from a measurement matrix that satisfies RIP, has an expected accuracy similar to that of the best linear classifier of the full signals. This is formalized in the following theorem.
Theorem 1 (Thm. 3.1 [9] ): Let D be a distribution of ksparse vectors x i ∈ R n such that for all i, x i 2 ≤ R, where R is a known upper bound. Further, assume that for each x i there is a label i ∈ {−1, 1}. Let Φ ∈ R m × n be a measurement matrix that satisfies 2k-RIP with constant δ. Additionally, let
be a set of i.i.d. labeled instances compressively sampled from D, and let z SΦ ∈ R m be the linear classifier from the softmargin SVM trained on S Φ . Finally, let w 0 ∈ R n be the best linear classifier with low expected hinge loss over D, H D (w 0 ), and large margin (hence small w 0 2 ). Then with probability 1 − 2ρ over S Φ :
. (10) This theorem means that, in general, the expected hinge loss, when training and classifying using the compressed signals, is within a bound of the best possible classifier using the full signals. The bound is essentially dependent on the compression ratio and the size of the training set, since R, w 0 , and ρ are fixed by the problem. The variable δ relates to the data compression, with δ typically increasing as the amount of compression increases, i.e., the compression ratio decreases. Thus, (10) implies greater compression leads to less confidence in the classifier's accuracy, which is to be expected. Also, as expected, the accuracy depends on the training set size N . As N increases, the accuracy of the compressed classifier approaches that of the optimal linear classifier.
Theorem 1 addresses classification with compressed signals obtained when the true signals x are themselves sparse. If the true signals are not sparse, but are sparse in some representation basis Ψ, then Theorem 1 still applies, provided ΦΨ satisfies 2k-RIP with constant δ. An important point to note is that, unlike in compressed sensing, for compressed learning it is not necessary for this representation basis to be known.
IV. PROBLEM STATEMENT
We model the tactile skin as an array of n individual taxels arranged in a √ n× √ n grid. The tactile data (the true signal) is a vector-valued signal, x(t) ∈ R n , where each element x i (t) corresponds to the force applied to i th taxel at time t. The sensors do not measure the applied force exactly, but rather, they measure the sensor signal,x(t) = x(t) + (t), where (t) ∈ R n is the sensor noise.
A. Requirements for Data Acquisition in Tactile Skins
The tactile data acquisition problem is the problem of transmitting the full tactile data x(t) from the tactile skin to the processing center. The signal is continually updated as contact with the robot changes, and thus, it is desirable to acquire snapshots of x(t) at a high rate, ideally approaching 1kHz. As discussed in Section II, approaches that sample each taxel directly have scalability limitations. We propose to address these limitations using techniques from compressed sensing. In our approach, in each time step, the full sensor signalx(t) is simultaneously measured and compressed into m measurements, forming the compressed signal y(t) = Φx(t). This compressed signal is transmitted to the processing center, where a close approximationx(t) to the true signal x(t) is reconstructed from y(t).
To apply compressed sensing to tactile data acquisition, we need to address the following three components:
• Identification of a representation basis Ψ. We must identify a basis under which the true signals from our data sets are sufficiently sparse. A greater level of sparsity means that the signals can be accurately reconstructed from fewer measurements, as described in Section III-A. This will speed up the acquisition process because less data needs to be gathered and transferred to the processing center. The representation basis should also be universal, meaning that the signals from many kinds of contact and manipulation, for example, the robot being bumped or the robot carrying an object, should all have sparse representations in the basis. This universality will allow the same hardware and algorithms to be used for tactile data acquisition in a wide variety of applications.
• Identification of a measurement matrix Φ that is compatible with the representation basis and hardware. As mentioned in Section III-A, for the true signal to be recoverable from the compressed signal, the matrix ΦΨ must possess certain mathematical properties, for instance, RIP. For tactile sensing, we have a further restriction that the measurement matrix be hardware compatible, meaning that the linear combinations over the sensor signal can be performed in hardware across the tactile array. This means only m < n measurements are required from the hardware. Having the matrix be hardware compatible is important for the scalability of the system since hardware compression has the potential to reduce the amount of wires and improve the wiring layout within the skin. It also requires less bandwidth between the skin and the processing center.
• Selection and implementation of a fast signal reconstruction algorithm. The reconstruction algorithm needs to be able to reconstruct the signalx(t) from the compressed signal y(t) in real time so the signal can be used in control loops. To do this, we use BPDN, as described in (5), for which there are a variety of efficient algorithms [8] . We must select an algorithm that can be implemented in the robot's hardware, which we assume is a centralized processing system that may include a GPU. Many BPDN algorithms are iterative; in each iteration, the reconstructed solution is refined, approaching the optimal solution to (5) in the limit of infinite iterations. Thus, for these algorithms, there is a trade-off between the time to reconstruct the signal and the accuracy of the reconstructed signal. We seek algorithms that can produce accurate reconstructions in just a few iterations so that processing time is as small as possible.
In Section VI-A, we describe our approach to each of these three components.
B. Requirements for Tactile Object Classification
In tactile object classification, a tactile signal is used to classify an object, where each class is a known object or set of objects. To perform tactile object classification in a system that uses our compressed sensing approach, one can use an existing classification approach on the recovered signals. However, as the number of taxels increases, so too does the computational complexity of the classification procedure. We propose to reduce this complexity by performing object classification using the compressed signals directly, leveraging the theory of compressed learning that was presented in Section III-C.
To generate each observation, we collect a snapshot of the compressed signal y(t) at a single time instance t during contact with the object. The full details of the observation generation are given in Section V-B. Letx i be the sensor signal for observation i, and let y i = Φx i denote the corresponding compressed signal. For each observation y i , the objective is to determine the appropriate label i that corresponds to the object that generated the observation.
To solve this problem, we must develop a classifier that can accurately label objects based on their compressed signals. We base our approach on the theory of compressed learning described in Section III-C, which shows that classification on compressed signals using soft-margin SVMs (described in Section III-B), can perform nearly as well as soft-margin SVMs using the true signals. The original result applies only to binary classification, whereas we consider classification over more than two objects. Thus, our solution must utilize a multiclass classifier while still satisfying the theoretical assumptions of compressed learning.
We present our compressed learning-based approach for tactile object classification in Section VI-B.
V. DATA SET DESCRIPTION
We generate tactile data using our BubbleTouch simulator [31] . BubbleTouch represents taxels as rigid spheres suspended in space by spring and damper pairs, one pair per sphere. Contact interactions between objects and taxels are assumed to be quasistatic to avoid simulation instabilities that commonly arise in the simulation of dynamic systems with intermittent contact. Tactile arrays of any shape and distribution can be simulated by simply creating a rigid substrate body with that shape and attaching the bases of the springs to it in the desired pattern. For this work, we created seven planar square grid arrays with dimensions 256mm by 256mm of 4096, 1024, 256, 64, 16, 4, and 1 taxel(s).
Our objects for generating our tactile data consist of the banana, cup, drill, large clamp, and mustard bottle, obtained from the Yale-CMU-Berkeley (YCB) Object Set [32] . We also use a golf ball, racquetball, volleyball, basketball, cracker box, cereal box, jello box, granola box, gravy can, tuna can, and salmon can, generated as primitive geometric shapes of the appropriate dimensions. To simplify collision detection between the tactile array and objects, each object is approximated by a union of spheres. To convert a YCB object to a union-of-spheres model, we used the vertices from the UC Berkley Poisson mesh models as the sphere centers. For each object of V vertices, all of the spheres were assigned a radius r equal to twice the mean distance between all vertices v i , i = 1, .., V , and their nearest neighboring vertex, i.e., 
An example of a union-ofspheres model for the YCB drill is shown in Fig. 1 . For the ellipsoids, boxes, and cylinders representing the other objects, we manually designed the union-of-spheres models.
To generate tactile data, each object was placed in a stable configuration on a rigid horizontal support plane and touched from above by the tactile array. Each touch was performed by initially positioning the substrate of the array far enough above the object to avoid contact. From there, the substrate was translated downward, causing the taxels to contact the object and move relative to the substrate (deforming the springs and dampers). After a pre-specified downward motion of the substrate, the substrate was translated parallel to the support plane for a pre-specified amount of time. During these simulations, the combined spring and damper forces at all the taxels were taken as the true signal x(t), at a frequency of 1kHz. Example true signal tactile images from 16 objects (we treat the two different orientations of the mustard bottle as separate objects) are shown in Fig. 2 . To approximate the noise in real tactile sensors, random zero-mean Gaussian noise with standard deviation of 0.001N (equal to 5% of the signal range) was added to each taxel reading. Values outside a taxel's range ([0, 0.02]N ) were clipped to the boundary. This created the sensor signalx(t).
A. Tactile Data Acquisition Data Set
For our tactile data acquisition work, we consider five objects that generate different types of contact: the golf ball for a small number of taxels in contact, the granola box (Fig.  2j) for a large number of taxels in contact, the drill (Fig. 2c) for multiple contact points, the cup (Fig. 2b) for a topological contact different from the other objects, and the clamp (Fig.  2d) for a non-convex contact. We used the full trajectory data of the 4096-taxel array, which consists of 4200 time steps. Note that the parallel translation of the object activates taxels throughout the array. This allows us to verify whether contact location is a factor in the accuracy of our data acquisition approach.
B. Tactile Object Classification Data Set
We use all of the objects whose tactile images are shown in Fig. 2 for our tactile object classification data sets. The sensor signal for an observation is recorded at the last time step prior to horizontal object translation. We collected seven data sets of sensor signals, one for each array of different numbers of taxels (4096, 1024, 256, 64, 16, 4, and 1) . We generate our compressed signal data sets from the 4096 taxels array data set. The remaining data sets are used to compare the accuracy of classification using compressed signals versus classification using tactile arrays with fewer, larger taxels. We compare our approach to lower resolution tactile arrays because successful classification with fewer taxels would also reduce hardware complexity and address the curse of dimensionality.
In each data set, for each of the 16 objects, we generated 360 observations through systematic offsets from the nominal starting configuration of the array. The offsets were (0, 2, 4, 6, 8, 10)mm along the rows of the array, (0, 2, 4, 6, 8, 10)mm along the columns of the array, and (0
• ) rotations about an axis normal to the array. This yielded a total of 5,760 observations per data set.
VI. SOLUTION
We first describe our tactile data acquisition system that solves the data acquisition and object recognition problems stated in Section IV-A. We then explain our extension for tactile object classification.
A. Tactile Data Acquisition Solution
Recall, our goal is to take compressed measurements y of a noisy tactile signal, i.e., y = Φx, and then, from the compressed measurements, reconstruct a signalx that approximates the true tactile signal x. To do this we must find 1) a representation basis Ψ in which the true signal is sparse, 2) a measurement matrix Φ that can be implemented in hardware and such that A = ΦΨ satisfies k-RIP, and 3) a algorithm that quickly and accurately reconstructs the tactile signal.
1) Representation basis Ψ: To determine a suitable representation basis, we investigate a set of bases to determine which yields the sparsest sparse signal for our data sets. We select this set from bases used in image processing because the array pattern in our tactile sensor corresponds well with image pixel arrays. This similarity between images and tactile arrays have been exploited for other tactile processing tasks [33] .
We investigate two classes of bases: the discrete cosine transform (DCT) and the Daubechies wavelet transforms. DCTs are used in the original JPEG compression scheme, while wavelets are used in JPEG2000. We also consider the contourlet transform [34] . Contourlets are specifically designed for two-dimensional signals, like images and our tactile array, where the other bases were initially designed for onedimensional signals and then expanded for two-dimensional signals. A benefit of the contourlet transform is that it is an overcomplete dictionary, meaning its matrix representation Ψ C ∈ R n×p has p > n. This generally allows each x to have multiple representations s, with some possibly sparser than others. As stated in Section III-A, sparser signals allow for greater compression, which improves data transmission rates. We apply the candidate basis to each time step of the true signal in the data set describe in Section V-A. To compute the sparse signals for the DCT and wavelets, we apply the inverse transform, s = Ψ −1 x. We used the Matlab dct function for the DCT transform and the daubcqf function from the Rice Wavelet Toolbox [35] to generate the Haar (also know as D2) and D4 transforms. Since the contourlet transform does not generate a unique sparse representation, we solve the following optimization problem to determine s,
This approach has been shown to yield signals that exhibit a high degree of sparsity [36] . We used the Matlab contourlet toolbox [37] function pdfbdec, with 'pkva' filters and parameter nlevs = [5] , to generate the contourlet transform and the function spg_bn from SPGL1 to solve (11) [38] . In general, these signals s are only approximately sparse. Therefore, we compute the approximate sparsityk of s using (6) with the threshold τ = 0.001 to evaluate the usefulness of each basis. Table I shows the mean and maxk for each object for each representation basis, with the smallest (i.e., best) indicated in bold. For four of the five objects, the contourlet transform has the smallestk, indicating it yields the most sparse representa-tions. The one exception is the granola box, where the Haar transform has the smallestk and the contourlet transform has the largest. We believe this is due to the straight uniform edges in the granola box signals. The D4 transform had very similar values ofk to the Haar transform. For most cases, the DCT yielded signals that were less sparse. Based on these results, we select the contourlet transform and the Haar transform as bases for the rest of the paper. 2) Measurement matrix Φ: As stated in Section III-A, it is necessary that the measurement matrix Φ be chosen so that ΦΨ satisfies the necessary mathematical properties (e.g., RIP). Additionally, the measurement scheme should be implementable in hardware. Recall our measurements are of the form y = Φx. This means each measurement y i is a weighted sum of the noisy taxel values, where the weights, implementable as hardware gains, are determined by the corresponding row of the measurement matrix. A common choice for Φ that satisfies k-RIP with high probability is an i.i.d. random matrix with values drawn from a Gaussian distribution. If we were to use this measurement matrix, the value of every taxel would appear in every measurement, since, with probability 1, every component of Φ is non-zero. Additionally, every measurement would use a different random gain for every taxel. To implement this measurement scheme in a tactile skin, either the taxel values would need to be individually sampled and then compressed in software or every taxel would need the hardware to generate m gains, and the m measurements would have to be collected in series. This is impractical in large-scale tactile arrays.
We consider two categories of measurement matrices, sparse and separable, that are more amenable to efficient hardware implementations, while still satisfying the necessary mathematical properties.
Sparse measurement matrices: Sparse measurement matrices, i.e., matrices that contain a large number of zero-valued elements, require that only a few taxel values be combined for each measurement. We call this set of taxels a measurement group. To implement this scheme in hardware implementation, the taxels in each measurement group can be daisy-chained together. Each measurement can be generated by performing a weighted sum across the taxels of the daisy-chain. This could be accomplished by having each taxel's weighted value added to the weighted sum of the previous taxels in the chain and passing this new sum to the next taxel. Or it could be done by aggregating all the taxels' values simultaneous, for example by having the taxels in the chain wired in parallel and measuring the resulting current. Fig. 3b shows example daisychain wiring for sparse measurement matrix, which requires less wiring than wiring each taxel for individual sampling, as shown in Fig. 3a .
For our sparse measurement matrix, we select the Scrambled Block Hadamard Ensemble (SBHE) developed by Gan et al. [39] . They prove that for many basis matrices Ψ that have applications in image compression, the product ΦΨ behaves like a Gaussian i.i.d. matrix, thus satisfying k-RIP. SBHE is a partial block Hadamard transform with randomly permuted columns. It can be represented as
where W is a n × n block diagonal matrix with each block a B × B Hadamard matrix, P n is the permutation matrix that randomly reorders the n columns of W , and Q m uniformly at random selects m rows of W P n . Since the non-zero elements of Φ H come from the B × B Hadamard blocks in W , B determines the size of each measurement group. From a wiring standpoint, we want a small B. We find that B = 32 works well for our scenarios. SBHE has two additional benefits. First, all non-zero elements are either +1 or −1. This simplifies the hardware implementation since taxels only need the additional hardware to negate their values rather than hardware to generate different gains for each measurement. Second, the measurement groups are disjoint subsets of taxels with each measurement group generating multiple measurements. This means that no wires are required between the measurement groups, allowing for disjoint daisy-chains. This is beneficial as it means there is no need for coordination between measurement groups, which reduces system complexity and enables different measurements groups to take measurements in parallel. Additionally it means each measurement group could use a single wire that is reused for each measurement, meaning less total wiring than other sparse systems.
Separable measurement matrix: A separable measurement matrix can be written as
T , where ⊗ is the kronecker product. In this case, (1) can be equivalently expressed as
where X(t) ∈ R √ n× √ n and Y (t) ∈ R m1×m2 , with m = m 1 m 2 , are matrix representations of the true signal x(t) and compressed signal y(t) for time t.
This measurement scheme separates the compressed signal acquisition into two steps. The first step, corresponding to X(t)Φ 2 , generates linear combinations of the rows of X(t); and thus for hardware, each row of taxels can be daisy-chained, as shown in Fig. 3c . We refer to each row of taxels as a measurement group. The second step, the application of Φ T 1 , generates linear combinations of the columns of the matrix resulting from step 1. This requires additional hardware, which is represented in Fig. 3c by the component between the taxels and the network bus. To generate the measurements, a single column of Φ 2 is applied across the measurement groups, computing a weighted sum of their values. Then Φ T 1 is applied to generate m 1 measurements. This is then repeated with a different column of Φ 2 until all m 2 columns of Φ 2 are used; thus generating the total m = m 1 × m 2 measurements per time step. Note, in general, every measurement incorporates every taxels' value.
We use a sub-sampled two-dimensional noiselet matrix
n is the one-dimensional real-value noiselet matrix [40] . There are theoretical guarantees from compressed sensing that measurements with the noiselet matrix can recover signals sparse in the wavelet basis [8] , [41] . Further, it has successfully been used for image compressed sensing [41] . Our noiselet matrix elements are either +1 or −1, similar to SBHE, thus for hardware implementation, noiselets also only need additional hardware to negate their values, compared to hardware to generate multiple various gains that would may be necessary for other separable matrices.
To achieve compression, we only transfer a subset of the measurements generated from applying Φ T 1 . This means, in general, our noiselet measurements do not reduce the sampling time, but the overall acquisition time is reduced due to transferring less data. This is highly beneficial, as seen in the tactile system of Mukai et al. [12] . Their system locally samples at 1kHz, but if they wish to acquire the full sensor signal at the processing center, their acquisition rate is only about 10Hz. Therefore, by reducing the amount of data transmitted to the processing center, the tactile acquisition rate can be dramatically increased.
For our evaluations we used the realnoiselet function from Asif [42] to create the one-dimensional noiselet matrix Φ N 1D .
3) Reconstruction algorithm: To solve problem (5), we use an iterative, gradient-like method called Fast Iterative Shrinkage-Thresholding Algorithm (FISTA) [43] . We selected this algorithm because of its fast convergence; FISTA converges at a rate of O(1/κ 2 ), where κ is the iteration number, whereas standard gradient methods converge at a rate of O(1/κ) [43] . In addition, we found it to be faster in practice in initial testing over other popular solvers, Alternating Directional Method of Multipliers [44] and Smoothed L0 [45] .
Every time step we use FISTA to reconstruct the signal from the measurements taken in that time step. As the true signal typically does not change much between time steps, we use the previous time step's reconstructed signal as the initial estimate for the current signal, which is called a warm-start, and use FISTA to refine the estimate into a solution. This warm-start led to faster convergence. FISTA is also amenable to GPU implementations, which can further accelerate its performance. We exploit this feature in our implementation.
We implemented FISTA in Matlab 2016a, utilizing Matlab's GPU capabilities to speed up the algorithm's execution as we assume an actual robot would have access to a GPU as part of its processing capabilities. We ran the algorithm for a constant number of iterations for each compressed sensing problem to standardize the reconstruction time.
For each measurement-basis pair A = ΦΨ, we set the FISTA stepsize parameter L to twice the maximum eigenvalue of A T A, which guarantees algorithm convergence [43] . We then performed a grid search on the reconstruction of a few random time steps to set λ (see (5)), which resulted in λ = 0.1 for SBHE measurements and λ = 1 for noiselet measurements. We used these parameter values for the evaluations. The reconstructed signal sometimes contained negative values, but since contact pressure must be non-negative, we set those elements to 0.
B. Tactile Classification Solution
For tactile object classification, we apply compressed learning to utilize the compressed measurements from our data acquisition solution. As these compressed measurements satisfy the compressed learning assumptions, the last necessary component of our solution is a multi-class classifier suitable for compressed learning.
Compressed learning was developed for the standard SVMs discussed in Section III-B, which are binary classifiers, but our problem requires multi-class classification. Therefore instead of standard SVMs, we use the Direct Acyclic Graph SVM (DAGSVM) [46] , which is a multi-class SVM. DAGSVM trains a binary SVM for each pair of classes. During classification, an observation is classified by a binary SVM. That observation is then classified in another binary SVM with the previously assigned class as one of the two potential classes and the previously rejected class eliminated from future consideration. This is continued, sequentially eliminating classes from consideration, until a single class remains. The observation is classified as an element of the remaining class. Thus for a M -class problem, DAGSVM trains
2 binary SVMs, but classifies an observation only using M −1 SVMs. It was found that the order in which the binary SVMs are used for classifying the observations does not matter [46] . Since DAGSVM is essentially a combination of multiple binary SVMs, it is directly applicable to compressed learning.
In the following section, we show results from classification experiments to validate our approach. In these experiments, we use the DAGSVM implemented in the MATLAB SVM Toolbox from University of East Anglia [47] with a validation set to perform a grid search for the parameter C in (8).
VII. EVALUATION
We evaluate our solutions using the data sets described in Section V.
A. Tactile Data Acquisition
For each time step t ofx(t) of the trajectories described in Section V-A, we take compressed measurements y(t) = Φx(t). We then use FISTA with a constant number of iterations and a warm-start to solve (5) to obtainŝ. Finally, we complete the recovery of the tactile signal by computing the reconstructed signalx = Ψŝ.
We evaluate the quality of the reconstructed signals using the peak-signal-to-noise-ratio (PSNR) for each time step of the signal. PSNR is a common metric for comparing a reconstructed signal or noisy signal to the original true signal, especially in images. PSNR is calculated in decibels (dB) as:
where µ is the max value that an element in x can take, in our case 0.02. Note, larger PSNRs correspond to more accurate reconstructions.
1) Signal Compression:
We first evaluate our method by exploring the amount of signal compression we can achieve while obtaining high-quality reconstructed signals. For SBHE measurements, the compression ratio does not affect the number of measurement groups, but it does reduce the number of measurements taken within each measurement. This reduction can speed up the measurement process. Additionally, the fewer measurements results in less data transferred across the network in each time step. Finally, fewer measurements increase the reconstruction speed as the measurement matrix Φ is smaller, requiring fewer computations each iteration. For noiselet measurements, the compression ratio has a minor affect on the number of measurements for each measurement group. However, the improved compression ratio does reduce the amount of data that is transferred on the network. Also, similar to SBHE measurements, the reconstruction time is reduced due to the measurement matrix being smaller, which results in faster matrix multiplication.
We use three compression ratios, 3:1, 4:1, and 5:1, corresponding to 1365, 1024, and 819 measurements, respectively. For each trajectory, we take measurements using both the SBHE and noiselet matrices. For reconstruction, we use 20 FISTA iterations, and use both the Haar and contourlet transforms. We evaluate the quality of the reconstructed signals using PSNR with respect to the true signal. This results in four sets of reconstructed signals for each trajectory. We also compute the PSNR for the sensor signal to provide a reference for the quality of the reconstructions. Table II presents the mean and range of the PSNR of the four reconstructed signals and the sensor signal for each object's trajectory. As expected, the PSNR decreases, i.e., worsens, as the number of measurements decreases. Except for the granola box, reconstructed signals from 1024 (4:1) measurements with the contourlet transform have PSNR greater than or equal to the PSNR of the sensor signal; and, for the golf ball, drill, and cup, even using only 819 (5:1) measurements with the contourlet transform has reconstructed signals with PSNR greater than or equal to the sensor signal. For the Haar transform reconstructed signals, the golf ball, granola box, and drill have PSNR greater than or equal to the sensor signal for 1365 (3:1) measurements. These results demonstrate that the reconstructed signals generated by our technique are better approximations of the true signals than would be obtained by sampling the sensor signal. For all the objects except the granola box, the contourlet transform reconstructions have higher PSNR than the Haar transform reconstructions. For the granola box, the Haar transform achieves better PSNR. The relative results between the Haar and contourlet transforms are reasonable given the approximate sparsities observed in Section VI-A1; the basis that provided sparser sparse signals for an object achieved the better reconstructed signals. Fig. 4 shows the PSNR of each time step of the reconstructed signals, using the contourlet transform, for the clamp with 1365, 1024, and 819 (3:1, 4:1, and 5:1) measurements taken using the SBHE measurement matrix. For all compression ratios, for approximately the first 1000 time steps, the PSNR decreases and then remains relatively stable. This pattern was observed for all reconstructed signals of all objects. Those first 1000 time steps are when the tactile array comes down upon the object and the rest corresponds to the tactile array moving across the object. The plot also shows that initially, the reconstructed signals from fewer measurements is better; though, the difference between the respective PSNR values is smaller than during the rest of the trajectory. Fewer measurements likely have better PSNR at the beginning of the trajectory due to the relatively small signal compared to the noise. The reasoning behind this assumption is the noise overwhelms the signal which leads to the reconstructed signals essentially reconstructing noise. So, more measurements allow the noise to be reconstructed better, which makes the signal less like the true signal. We present a sample reconstructed signal tactile image, along with the true signal and sensor signal images in Fig. 5 . The signal comes from the drill trajectory with 1024 (4:1) measurements taken using the SBHE matrix and reconstructed with the contourlet transform. While noise is still present, the reconstructed signal has a similar shape and magnitude to the true signal. Furthermore the magnitude of the reconstructed signal's noise appears smaller than that of the sensor signal. 2) Reconstruction Speed: Our second experiment evaluates the reconstruction speed of our solution. Faster reconstruction enables the robot to respond more quickly to the events causing the tactile signals. We specifically look at the affect of the number of FISTA iterations. The number of iterations is directly related to the speed of the reconstruction, with fewer iterations corresponding to faster reconstruction, but it also affects the signal quality.
The results in Section VII-A1 show that the reconstruction quality is largely independent of the choice of measurement matrix (SBHE or noiselet), and we observed similar behavior in all experiments. Thus, for this experiment, we only present results of reconstructions from the SBHE measurements. Since our reconstructed signals from 1024 (4:1) measurements had approximately as good or better PSNR than the sensor signal, we use this compression ratio. We use three different numbers of FISTA iterations, 20, 10, and 5, to reconstruct the signal from 1024 (4:1) measurements. FISTA is initialized using a warm-start. The reconstruction is performed using both the Haar and contourlet transforms. We evaluate the performance using PSNR of the reconstructed signals and the mean time for performing the reconstructions. Table III shows the mean time, mean PSNR, and PSNR range for the reconstructed signals for each object's trajectory. It also shows the mean PSNR and PSNR range for the sensor signals. As expected, the mean reconstruction time is shorter when using fewer iterations. The mean time for a given number of iterations and a given representation basis is consistent across all object trajectories. The mean time is less for reconstructions performed using the Haar transform than for the contourlet transform, which is to be expected as the contourlet transform is a larger matrix. The time per iteration does decrease slightly with more iterations, but it general, it is approximately 0.33 milliseconds when using the Haar transform and 0.4 milliseconds when using the contourlet transform.
The PSNR between reconstructed signals using the Haar and contourlet transforms follow the same trend as in Table II . Contrary to expectations, we see in Table III that the PSNR of the reconstructed signals increases as the number of iterations, and thus time, decreases. This is likely because of the warmstart, which initializes FISTA with a good approximation of the solution, and because FISTA is solving (5), which optimizes with respect to the sensor signal (and signal sparsity), not the true signal, but we evaluate the reconstruction with respect to the true signal since it is the information we actually want. In other words, if we could optimize with respect to the true signal, the PSNR would decrease (or stay the same) as the number of iterations decrease.
Part of the reason we are able to use so few FISTA iterations is our use of a warm-start and the fact that the signals do not change much between time steps. We also looked at the convergence of the PSNR without a warm-start. Fig. 6 shows the PSNR for a reconstructed signal of the clamp against the numbers of FISTA iterations when reconstructing the signal without a warm-start (i.e., initializing all the signal elements to zero). The reconstruction is from 1024 (4:1) SBHE measurements using the contourlet transform. It also shows a visualization of the reconstructed signal's tactile image at 20, 50, and 100 FISTA iterations. After about 100 iterations, the PSNR converges, but even with only 20 iterations, the tactile image shows the reconstructed signal contains the shape, though not magnitude, seen after 100 iterations. This shows that a warm-start does improve our reconstruct speed for slow changing signals, but even without a warm-start we can reconstruct decent approximations to the true signal. 
B. Object Classification Results
To evaluate our compressed learning tactile object classification approach, we start with the data set of sensor signals from the array of 4096 taxels and generate the compressed measurements. The development set, used for validation training as described in Section III-B, was formed by choosing a percentage of the 360 perturbations (i.e., starting position and orientation) described in Section V-B uniformly at random. All observations with those perturbations for all 16 objects defined the development set. The validation set, for validation testing to select the parameter C of (8), was formed similarly from the remaining perturbations. The development set and validation set were then used with the DAGSVM described in Section VI-B to train our classifier. The remaining perturbations were used as our test set to evaluate the quality of the classifier by using the classifier on each of the observations and comparing the resulting label to the object used to generate the observation. For comparison, we also performed classification using the data sets of sensor signals. For convention, we use signal size to refer to the number of elements in a signal's vector. For compressed signals, the signal size is m, the number of measurements, and for the sensor signals, the signal size is the number of taxels in the array. 1) Signal Size: We first evaluate the accuracy of our classification with respect to the signal size. Similar to tactile data acquisition, smaller signal size means fewer measurements and less data to transfer. It also reduces the amount of data to process during classification, which reduces the computational needs of the training and classification processes.
We use data sets for classification with the following number of measurements m: 4096, 256, 64, 16, 4, and 1. The compressed measurements were taken with both the SBHE and noiselet measurement matrices. We also use the sensor signals with the corresponding number of taxels. We use 40%, i.e., 144, of the 360 perturbations for the development set, which results in the full development set containing 2304 observations. The validation set is 20% of the 360 perturbations, corresponding to 1152 observations, chosen randomly from observations not in the development set. The test set is the remaining 2304 observations. Fig. 7 shows the overall classification accuracies for seven different signal sizes. In addition to the accuracy rates for 2) Training Set Size: Collecting large sets of training data can be inconvenient, challenging, or impractical in deployed hardware. Therefore, we explore performance with respect to various amounts of training data to determine how much is needed for accurate classification. We used development sets with 40%, 20%, 10%, 6%, 2%, and 0.66% of the perturbations, with corresponding validation sets of 20%, 5%, 3%, 2%, and 0.33% of the perturbations. We used a signal size of 16 measurements, using both SBHE and noiselet measurements. We also train and classify with sensor signals of size 4096 and 16.
Our results are shown in Fig. 8 . It shows the classification rates for the sensor signals of size 4,096, compressed signals obtained from these sensor signals, of size 16, and sensor signals obtained from coarser tactile arrays of size 16. As with Fig. 7 , the results are averaged over 10 splits of the data set. Our method achieves high accuracy even with fairly small training sets, though the classification accuracy decreases as the amount of training data decreases. The compressed signals of size 16 maintain over 80% accuracy even with 3% training data. At 1% training data, the compressed signals classification accuracy drops to approximately 70%. This is much better than sensor signals of size 16, which have under 60% accuracy for all training sizes.
As was the case for the results shown in Fig. 7 , these results also agree with theoretical results from compressed learning. The classification accuracies for the compressed signals continue to be similar to the results from the original signals, but the deviation increases as the training set size decreases in accordance with (10) . This is most clearly seen in Fig. 8 by comparing the deviations between original signals (sensor signals of size 4,096) and the compressed signals of size 16. The deviation goes from approximately 7% to 15% between 60% and 1% training set sizes.
3) Per Object Classification: To get a better understanding of how the classifier performs among the classes, we computed the confusion matrix, which shows the percentage of observations of each class that are labeled as a particular class. Fig. 9 shows the confusion matrices for the (a) SBHE and (b) noiselet compressed signals of size 64, trained on 3% of the observations per object, averaged over the ten splits of the data-set. As both compressed signal types perform similarly, we discuss them together. From the strong diagonal it is clear the classification performs well overall. The greatest confusion occurs between the volleyball and the basketball; approximately 25% of the time one is mistaken for the other. This is understandable because both are spheres with similar radii and similar tactile signals, as seen in Figs. 2l and 2m . The gravy can and the volleyball also generate a bit of confusion. While this is less intuitive, it is not surprising. Both objects have round shapes, and while the volleyball has a much larger radius overall, Figs. 2l and 2n show the contact radii are similar. There is also a little confusion between the upright mustard bottle and the racquetball since they also have circular contacts of similar radii. The other confusions of note are classifying the cereal box as either the cracker box or the mustard bottle on its side and the jello box as the basketball. This is a little less apparent, but the shape and dimensions are similar between the cereal box and the other two items, and the basketball covers similar area as the jello box.
VIII. CONCLUSION
We have developed an approach for tactile data acquisition using compressed sensing. In our approach, tactile data is compressed in hardware before transmission to the central processing unit. Then, the full tactile data is reconstructed from the compressed data when needed. Using standard compressed sensing tools, we achieved signal reconstruction of 4096 taxels at a rate on the order of 100Hz, on par with the system presented by Schmitz et al. [5] , which is currently the largest system by number of taxels. Further, our system was able to compress the signal to a fourth of its original size and produce a quality reconstructed signal. Additionally, we have discussed how compressed sensing may provide guidance for new wiring B a n a n a C u p D r i l l C l a m p M u s t a r d -S i d e M u s t a r d -U p C r a c k e r B o x J e l l o B o x C e r e a l B o x G r a n o l a B o x R a c q u e t b a l l V o l l e y b a l l B a s k e t b a l l G r a v y C a n T u n a C a n S a l m o n C a n techniques with potential to reduce wiring complexity. From this investigation, we conclude that compressed sensing is a feasible approach for tactile data acquisition and worth continued development. We believe this paradigm can open the door to larger-scale tactile systems as well as faster data acquisition.
In addition, we utilized the measured compressed signals directly to perform tactile object classification. We were able to classify various objects with high accuracy, even with large amounts of compression and small amounts of training data. Classification on compressed signals resulted in accuracy similar to the classification on the original sensor signals, and it outperformed classification using full sensor signals of comparable sizes to the compressed signals. Our approach offers benefits of reduced data acquisition and processing time, as well as the potential to reduce wiring complexity in hardware implementations.
Directions for future work include expanding compressed sensing ideas for other skin systems, for example, skins with different sensor layouts or multi-modal sensors. We also plan to integrate compressed sensing with other applications, for example, object manipulation.
