Duque, A., B. Balatoni, L. Detari, and L. Zaborszky. EEG correlation of the discharge properties of identified neurons in the basal forebrain. J Neurophysiol 84: [1627][1628][1629][1630][1631][1632][1633][1634][1635] 2000. The basal forebrain (BF) is a heterogeneous structure located in the ventral aspect of the cerebral hemispheres. It contains cholinergic as well as different types of noncholinergic corticopetal neurons and interneurons, including GABAergic and peptidergic cells. The BF constitutes an extrathalamic route to the cortex, and its activity is associated with an increase in cortical release of the neurotransmitter acetylcholine, concomitant with electroencephalographic (EEG) low-voltage fast activity (LVFA). However, the specific role of the different BF cell types has largely remained unknown due to the lack of chemical identification of the recorded neurons. Here we show that the firing rate of immunocytochemically identified cholinergic and parvalbumin-containing neurons increase during cortical LVFA. In contrast, increased neuropeptide Y neuron firing is accompanied by cortical slow waves. Our results, furthermore, indicate that BF neurons posses a distinct temporal relationship to different EEG patterns and suggest a more dynamic interplay within BF as well as between BF and cortical circuitries than previously proposed.
I N T R O D U C T I O N
Basal forebrain (BF) areas, including the substantia innominata (SI), pallidal regions (ventral pallidum and globus pallidus), vertical (VDB) and horizontal (HDB) limbs of the diagonal band and the medial septum contain a heterogeneous population of neurons, including cholinergic, GABAergic projection neurons and putative interneurons (Gritti et al. 1993; Zaborszky et al. 1999) . Single-unit recordings in the BF in combination with electroencephalographic (EEG) monitoring in anesthetized animals as well as during various behaviors indicated that BF inputs to the neocortex are important in neocortical activation (Buzsaki et al. 1988; Detari et al. 1999; Jimenez-Capdeville et al. 1997; Metherate et al. 1992; Nunez 1996) . However, the cellular mechanism of how the BF modulates cortical activation remained largely obscure due to the fact that these studies did not identify the recorded neurons chemically or morphologically (Detari et al. 1999; Pang et al. 1998) .
In urethan anesthesia, several distinct EEG patterns can appear depending on the level of anesthesia (Detari et al. 1997; Grahn et al. 1989) . For example, under light anesthesia, periods with low-voltage fast activity (LVFA) alternate with epochs of slow waves (SWA) at a frequency of ϳ0.1-0.3 Hz (pattern I, Fig. 1A ). Under deeper anesthesia, another characteristic pattern (pattern II, Fig. 1B ) appears, in which deep-positive inactive periods and short activations riding on deep-negative deflections alternate at a rate Ͻ1 Hz. This slow rhythm, first described by Steriade et al. (1993) , is transformed into "burstsuppression" pattern by the deepening of the anesthesia. During the continuous transition, inactive periods become longer and rhythmicity is lost (Korkmaz and Wahlstrom 1997; Steriade et al. 1994) . Slow rhythm can be observed during natural sleep, and it is probably generated by the same mechanisms as in anesthesia.
The purpose of this study was to record extracellular singleunit activity in the BF that was related to these cortical EEG epochs in urethan-anesthetized rats and subsequently determine the transmitter content of the recorded neurons by using the juxtacellular labeling method of Pinault (1996) in combination with immunostaining for choline acetyltransferase (ChAT), parvalbumin (PV), and neuropeptide Y (NPY).
M E T H O D S

Animals and electrophysiology
All procedures were carried out in strict accordance with guidelines set forth in the Public Health Service manual "Guide for the Use and Care of Laboratory Animals." Male Sprague Dawley rats (250 -350 g; Zivic Miller Laboratories, Portersville, PA) were anesthetized with urethan (1.2 g/kg ip, supplemented later as necessary) and placed in a stereotaxic apparatus with bregma and lambda leveled. All wound margins and points of contact between the animal and the stereotaxic apparatus were infiltrated with lidocaine solution (2%) and xylocaine ointment (5%), respectively. Body temperature was kept at 37°C with an electric heating pad. The scalp and overlying fascia were retracted from the skull and small burr holes were drilled, in both hemispheres, over the prefrontal/frontal cortex for EEG recordings [Anteroposterior (AP) ϩ2.0 -4.0 mm, lateral (L) Ϯ0.5-2.0, relative to bregma] and over the BF [AP Ϫ0.3-(Ϫ1.0), L Ϯ2.4 -3.2 mm, relative to bregma] for single-unit recordings. Simultaneous cortical EEG and single-cell extracellular recordings from different BF areas including the HDB, the SI and the globus pallidus (GP), were obtained. Recording electrodes were constructed from 2.0-mm-OD borosilicate glass capillaries (World Precision Instruments, Sarasota, FL) on a Narishige PE-2 (Narishige, Tokyo, Japan) vertical pipette puller. The tips of the electrodes were broken under visual guidance to approximately 0.5-1.5 m in diameter, and they had in vitro impedances of 15-25 M⍀ when filled with 0.5 M NaCl containing 5% biocytin. Following extracellular recordings, neurons were juxtacellularly labeled by applying 2-to 10-nA, 200-ms current pulses for 8 -20 min using an IR-183 Neurodata amplifier (Neurodata Instruments, New York, NY). Transcortical EEG recording electrodes consisted of bipolar stainless steel enamel coated wires (California Fine Wire, Grover Beach, CA) approximately 100 m in diameter. The superficial electrode touched the pial surface, while the deep one was located in the pyramidal layer. Both, EEG and single-unit signals were simultaneously amplified, filtered, and recorded using standard equipment.
Perfusion
Animals were perfused with 150 ml saline followed first by 200 ml of 4% paraformaldehyde, 15% picric acid, and 0.5% glutaraldehyde (GA) and then by 200 ml of the same fixative without the GA. Brains were postfixed overnight in the second fixative.
Immunocytochemistry
Coronal sections 50-m thick were cut through the BF with a Vibratome. Sections were incubated overnight in avidin conjugated lissamine rhodamine (LR) (1:500; Jacson ImmunoResearch Labs, West Grove, PA). The recorded and biocytin filled (LRϩ) neuron was found using an epifluorescent microscope. Stained somas were sequentially immunostained for the presence of ChAT followed by PV and NPY. For ChAT a monoclonal rat anti-ChAT antibody was used (Rat anti-choline acetyltranferase; 1:10; 2 overnights at 4°C; Boehringer Mannheim, Mannheim, Germany). For PV and NPY rabbit polyclonal antibodies were used (Rabbit anti-PV; 1:1000; 2 overnights at 4°C; kindly provided by Dr. K. Baimbridge, Vancouver, Canada. Rabbit anti NPY; 1:500; 2 overnights at 4°C; Peninsula Laboratories, Belmont, CA). Visualization of ChAT, PV, and NPY was done with a secondary antibody conjugated to fluorescein isothiocyanate (FITC) (FITC conjugated goat anti rat/rabbit; 1:100; 4 h at RT; Jacson ImmunoResearch Labs, West Grove, PA). Finally, the LRϩ somas were developed for light microscopy using the Nienhanced DAB protocol (Horikawa and Armstrong 1988) 
Data analysis
Most analysis was performed by using custom-designed software. The average firing rate during stable EEG states was calculated by averaging spikes per second for at least six 10-s-long periods of artifact-free recording. Pre-and post-stimulus average firing rates were calculated as spikes per second for 10-s periods before and after stimulation. In each case, the mean interspike interval (ISI), standard deviation (SD), standard error of the mean (SE), and the coefficient of variation (CV) were calculated. Whether the changes in unit activity occurred before or after the changes in EEG activity was investigated by correlation analysis. Correlation coefficients were obtained from comparing unit activity against zero-crossings in the EEG signal in a 1-s sliding window moved in 10-ms steps, for intervals of 40 s at a time. The number of spikes was quantified in the same manner along the unit activity track. Correlation coefficients were calculated and the values were plotted. The oscillatory nature of the EEG was investigated by autocorrelograms, and the predominant frequency components were obtained from power spectra calculated using the fast Fourier transform function of the Origin 6.0 software package (Microcal Software, Northampton, MA). The oscillatory nature of the unit activity was investigated by autocorrelograms (Perkel et al. 1967) and Lomb periodograms (Kaneoke and Vitek 1996) of the unit firing. Bursty cells were defined as having a burst index (BI) Ն 0.5 and periods that contained three or more spikes which together, significantly outweighed the number of spikes in other equally long periods in the spike train. Regular and random neurons were defined by BI Ͻ0.5. In all cases, the classification was also done according to the shape of the unit firing autocorrelograms (Perkel et al. 1967) .
R E S U L T S
Database, selection criteria
From preliminary experiments, in which BF neurons were recorded without EEG monitoring, 47 cells were recovered FIG. 2. Rostrocaudal coronal sections depicting the locations of labeled basal forebrain neurons. The numbers represent the designated neuron identification as they appear in all other places of this paper. The symbols represent different types of neurons as indicated in the figure. CP, caudate-putamen; GP, globus pallidus; SI, substantia innominata; HDB, horizontal limb of the diagonal band of Broca; f, fornix; ox, optic chiasm; sm, stria medullaris; ic, internal capsule. A: rostral section about Ϫ0.8 mm from bregma. B: caudal section about Ϫ1.3 mm from bregma. Both sections were obtained and modified from the atlas of Paxinos and Watson (1998) . successfully (73% success rate) but only 3 cells (0004R, 073R, 020L), in which the neurotransmitter content was identified, are included here. In subsequent experiments, 104 BF cells were recorded together with EEG monitoring. Labeling was attempted in 37 of these neurons, of which 29 were recovered successfully (78% success rate). In each case, only a single cell was labeled; 11 cells from this study are reported in this paper, including 5 cells with identified transmitter. From the 11 neu- rons recorded with EEG, 3 of the cells were observed during both EEG patterns I and II (128R, 133R, 059L), 3 neurons were only recorded during pattern II (116R, 059R, 048L) and 5 neurons (062R, 134R, 061L, 058R, 126R) were recorded exclusively during pattern I.
Localization and morphology of neurons
From the 14 neurons, 7 were located in the HDB, 4 in the GP along the internal capsule and 3 in the SI. Anatomical localization and immunohistochemical identification of neurons are shown in Fig. 2 and Fig. 3 , respectively. Cholinergic neurons (04R, 062R, 116R) had triangular-to-round shape cell bodies of 18 -25 ϫ 11-17 m. The thick 3-5 primary dendrites were smooth and gave rise to higher order branches that became varicose, with a few spines. The main axon gave rise to several collaterals bearing very fine en passant varicosities within 0.2-0.3 mm 3 volume around the cell body. PV neurons (020L, 073R, 128R) had oval cell bodies of 25-30 ϫ 8 -12 m and usually five or more smooth primary dendrites, which gave rise to higher order branches, in a rather rectangular branching pattern. Distal dendrites became modestly varicose with occasional spines and complex appendage-like endings. Depending on the location, the main axon gave rise to various amounts of local collaterals. One of the NPY cell bodies (059R) was small (8 ϫ 4 m), oval shaped, with two main dendrites, the other one (134R) was large (30 ϫ 15 m), multipolar, with five primary dendrites. The axon of the small NPY cell showed numerous local collaterals with irregularly spaced small boutons. In contrast to this, the axon of the large NPY neuron divided into two main branches that were traced as far as the dorsal thalamus and the amygdala, respectively. The axon of this neuron had relatively few local collaterals. Six neurons, which were negative both for ChAT and PV, were characterized by relatively large (20 -27 ϫ 12-20 m), mostly multipolar cell bodies with three to seven generally thick and smooth primary dendrites. Distal dendrites were usually varicose and varied from occasionally spiny to heavily spiny. Since the axons of these neurons could be traced for a relatively long distance with only a few local axon collaterals, we hypothesize that these neurons may represent projection neurons.
Firing rate and EEG correlation
Analysis of EEG pattern I revealed that unit firing rate increased during spontaneous LVFA when compared with its SWA counterparts in five of eight cases, including cholinergic neuron 062R and PV neuron 128R. In the other three cells, including the two NPY neurons and cell 061L, where NPY staining was not attempted, the LVFA was accompanied by a decrease in firing rate. Firing rates varied considerable, even during the same EEG epochs, ranging between 0 and 12 Hz during SWA and 0 and 22 Hz during the spontaneous LVFA. The average firing rates are shown in Table 1 . In all cases, even short temporary changes in the level of cortical activation were matched by a modification in neuronal activity in the BF as shown in parallel changes between the number of zero crossings of the EEG and that of the spikes per second (Fig. 4) .
All six cells (ChAT cell 116R; PV cell 128R, NPY neuron 059R, unidentified cells 048L, 059L; 133L) recorded during EEG pattern II, fired predominantly during the most active periods of this pattern as evidenced by the spike triggered waveform averages (not shown).
The firing rate changes, during both EEG patterns investigated, were always found to be statistically significant (P Ͻ 0.05) when 10-s periods before and after stimulation (tail pinch) were compared. However, in many cases (e.g., 062R, 128R, 133L) the statistical significance was lost when firing rates were averaged at least for 1 min before stimulation (Table  1) , and these values were compared with firing rates after tail pinch. Timing of neuronal and EEG changes was carefully analyzed in both EEG patterns. In EEG pattern I, frequency increase preceded the onset of LVFA in cholinergic cell 062R, in PV-containing neuron 128R and in one of the cells with unknown transmitter (126R). In contrast, in NPY cell 134R and three unidentified neurons (058R, 133R, 061L), changes in the unit firing occurred following those in the EEG (Fig. 5, left) . On the other hand, changes in the unit firing followed the cortical events in all cells analyzed during EEG pattern II (Fig.  5, right) . In all cases, time lag between neuronal and cortical FIG. 4. Unit activity of identified basal forebrain (BF) neurons and its relationship to cortical EEG. In each case, from top to bottom, EEG shows the electrical activity recorded from the prefrontal/frontal cortex. ZCR/s depicts the histogram of the 0 crossings per second as a means to quantify the wave content of the EEG. Spikes/s shows the histogram of the spikes binned by 1 s overlapping intervals. Areas indicating above the average values are filled in the 2nd and 3rd rows. The 4th row shows the corresponding unit activity from the recorded cell. Left (A, C, E): the unit activity vs. EEG relationship is shown while the EEG changes spontaneously from low-voltage fast activity (LVFA) to slow waves. Right (B, D, F): the corresponding relationship is shown when EEG LVFA is induced by a tail pinch (TP). A and B: a cholinergic cell that was always firing at a higher frequency during EEG LVFA. C and D: a parvalbumin-containing cell that also fires at a higher frequency during the EEG LVFA but with a much higher firing rate as compared with the cholinergic cell. E and F: a neuropeptide Y neuron that always fires at a higher frequency during the EEG slow waves and that stays silent during strong EEG LVFA.
changes obtained from the cross-correlograms displayed much less variability and much shorter values during pattern II (usually Ͻ100 ms), as indicated by the more compact clustering of correlation coefficients in Fig. 5 . Interestingly, in PV cell 128R and unidentified neuron 059L, increase of firing rate switched from preceding the EEG changes in pattern I to following them in pattern II (Fig. 5, C and D) .
Unit firing pattern
Based on the autocorrelogram (Perkel et al. 1967 ) of the unit firing and the burst index calculated according to Kaneoke and Vitek (1996) , many neurons could be classified as bursty (Table 1) ; however, this pattern was not unique to any particular class of neurons. Although in EEG pattern I bursts occurred both during LVFA and SWA, in pattern II they often co-occurred with the active dips of the EEG. It was also noticed, that burst firing was usually lost when the EEG switched to a more activated pattern. High-frequency bursts were particularly apparent in PV cell 128R and in NPY cell 134R.
In half of BF units, grouping of spikes showed rhythmicity. Using the Lomb algorithm, several statistically significant (P Ͻ 0.05) peaks indicating periodicity of unit discharges were detected (Table 1) . For example, in PV cell 128R bursts of four to six spikes displayed rhythmicity at ϳ2 Hz (intraburst frequency ϳ14 Hz) during both spontaneous as well as tail-pinchinduced EEG activation (Fig. 6B) . With deeper anesthesia, when EEG pattern II was predominant, short pauses in the spike train alternated with short bursts (2-4 spikes, intraburst frequency 50 -300 Hz) and single spikes that were separated by 150 -250 ms. One of the two low-frequency rhythms that was detected in the Lomb periodogram as a significant peak (1.13 Hz) may correspond to the alternating flat and active periods in the EEG. The other significant peak (4.5 Hz) may correspond to the rhythmic short bursts occurring during the active periods (Fig. 6A) . NPY neuron 134R showed burst firing ϳ20 Hz with a superimposed slow rhythm at ϳ1.4 Hz ( Fig. 6C ; Table 1 ). Several neurons displayed rhythmic firing at Ͻ1 Hz, including cholinergic cell 116R, PV cell 128R, and three unidentified neurons 058R, 059L, 048L.
D I S C U S S I O N
The close correlation between the timing of changes in the unit firing and the EEG lends support to the previous notion (Metherate et al. 1992 ) and a recent report (Manns et al. 2000) that BF neurons, including cholinergic cells, play an important role in shaping cortical activation. In addition to cholinergic neurons, the one PV cell that was recorded together with EEG, showed acceleration during activated EEG events. On the other hand, NPY-containing neurons displayed the opposite relationship: these neurons reduced their firing rate during EEG activation.
Data correlating EEG with discharge profiles of nucleus basalis neurons (Buzsaki et al. 1988; Detari and Vanderwolf 1987; Pirch et al. 1986; Szymusiak and McGinty 1989) , together with electrophysiological evidence that acetylcholine (ACh) acts as a slow excitatory neurotransmitter in the neocortex (Sillito and Kemp 1983) , have been taken as support for the hypothesis that the nucleus basalis provides a steady background of neocortical activity that may enhance the effects of other afferents to the neocortex. Due to the anatomical complexity of the BF, establishment of unequivocal electrophysi- since all the points are in the upper right quadrant the correlation indicates that the changes in unit firing follow the EEG changes (median ϭ 159 ms). C and D: PV neuron. As for the previous case, the correlation indicates that the increased firing precedes (median ϭ Ϫ153 ms) the change in EEG in pattern I (C) while it lags (median ϭ 210 ms) the EEG changes in pattern II (D). E and F: NPY neurons. E: because the points are in both the left and the right side of the lower quadrants, the correlation indicates that the unit activity during EEG pattern I can either precede or lag (median ϭ 87 ms) the changes in EEG activity but that in both cases the firing rate is increased during the EEG slow wave activity. F: during EEG pattern II, the NPY cell firing occurs lagging the EEG changes (median ϭ 40 ms). G and H: unidentified neuron. G: during EEG pattern I, unit activity lags EEG changes (median ϭ 596 ms), but during EEG pattern II (H), the time lag is reduced (median ϭ 24 ms). ological signatures of the different basal forebrain neurons would enormously facilitate clarification of the role played by this area in the regulation of cortical activity. Although initial studies reported heterogeneity in the antidromic latencies of basalocortical neurons, a proper assignment of these data to cholinergic or GABAergic neuronal populations was equivocal due to the lack of chemical identification of the recorded neurons (Aston-Jones et al. 1985; Detari and Vanderwolf 1987; Reiner et al. 1987 ). According to the in vitro finding by Alonso et al. (1996) , cholinergic neurons possess a low-voltage Camediated burst mechanism, while noncholinergic cells lack it but show a rhythmic clustered spike discharge. A recent study described that the majority of cholinergic neurons shifted from a tonic or irregular discharge to a robust rhythmic bursting pattern in response to tail-pinch-induced stimulation (Manns et al. 2000) . However, they also noted that cholinergic neurons did not differ physiologically from some of the noncholinergic cells that display low-frequency rhythmicity.
In our smaller sample, however, cholinergic neurons did not show robust bursting during spontaneous or stimulation-induced EEG activation. Moreover, burst firing was not characteristic for any cell type identified in our study. Furthermore the stimulation-induced rhythmic burst firing of a PV neuron in our study was remarkably similar to the cholinergic neurons described by Manns et al. (2000) . Although our study investigated very closely the temporal relationship between unit firing and EEG, cholinergic neurons were in the same category as PV and unidentified neurons that increased their firing preceding changes of the EEG. These findings indicate that a more extensive database of identified cells is needed before electrophysiological criteria can be used to reliably distinguish different BF cell types.
In earlier studies reporting EEG-related changes in neuronal activity in the BF, most of the cells were found to have higher firing rate during fast cortical activity, hence termed F cells (Detari and Vanderwolf 1987; Detari et al. 1997; Dringenberg and Vanderwolf 1998) . Our finding, that the firing of PV neuron 128R had a strong positive correlation with EEG activation indicates that there are also PV cells among the F cells. PV has been found in GABAergic neurons in many brain areas, FIG. 6. Spike firing patterns of identified BF neurons in relation to cortical activity during urethan anesthesia. In each case: a 10-s-long EEG trace is shown with the corresponding 10-s-long spike train underneath (unit activity). Scale bars apply to both EEG and unit activity in each case. The corresponding power spectrum of the EEG (pEEG); autocorrelogram of the EEG (EEG-AC); Lomb periodogram of the unit firing (Lomb); and spike autocorrelogram (unit-AC) shown on the right. The horizontal line in the Lomb periodograms denotes the significance level of P ϭ 0.05. A: a PV neuron recorded under EEG pattern II shows Ն1 similar peak of rhythmic activity both in the EEG (1.17 Hz) and the spike train (1.13 Hz), although both spectra also show other rhythms that are not shared. The complex shapes of the EEG-AC and the unit-AC show that there are more than one rhythm present in both cases. Also notice that the unit activity is coincident with the dips of the EEG waves that correspond to the high-frequency components of this pattern. B: the same neuron after stimulation has now become more rhythmic as shown by the Lomb periodogram (peak at 2.12 Hz) and also by the very periodic unit-AC. However, the rhythmicity seems to be independent of the cortical activity since there is no similar peak seen in the pEEG. C: an NPY-positive neuron whose unit activity is very rhythmic, as evidenced by the periodic shape of unit-AC, and with a significant periodicity at ϳ20 Hz, as shown in the Lomb periodogram. This periodicity is not found in the EEG, which, however, displays rhythmicity in the delta band, as shown in the pEEG and EEG-AC.
including GABAergic local neurons of the cerebral cortex, the neostriatum, and septohippocampal projection neurons (Celio 1990; Kita et al. 1990 ). Since GABAergic basalocortical axons were found to terminate exclusively on cortical GABAergic interneurons (Freund and Meskenaite 1992) , our finding is compatible with the notion that at least a subpopulation of PV-containing basalocortical neurons promotes functional activation in the cerebral cortex by disinhibition (Jimenez-Capdeville et al. 1997) .
In addition to neurons that increased their firing during cortical activation, several studies described the presence of a smaller number of BF cells that reduced their firing during EEG activation (Detari et al. 1997; Manns et al. 2000) . These latter, so called S cells were thought to be local interneurons, as they could not be activated antidromically from the cortex, and it was suggested that they may be GABAergic neurons inhibiting cholinergic cells (Detari et al. 1997) . On the other hand, McGinty (1986, 1989) described some BF cells in cat that increased their discharge in anticipation of NREM sleep onset. These "sleep active" neurons were antidromically driven from the external capsule and cingulate bundle and were tentatively identified as either cholinergic (Szymusiak and McGinty 1986) or GABAergic neurons (McGinty and Szymusiak 1990) . To our knowledge, this is the first report to positively identify NPY neurons as they relate to EEG. The two NPY neurons recorded in this study were strongly inhibited by strong mechanical stimulation, and this was unique to this cell type. According to our partial reconstruction, the axon of NPY neuron 059R displayed a massive local arborization, giving rise to ϳ600 local boutons. Since local NPY axons have been described innervating cholinergic neurons (Tamiya et al. 1991; Zaborszky 1989; Zaborszky and Duque 2000) and NPY neurons are colocalized with GABA in the forebrain (Aoki and Pickel 1989) , it is likely that NPY neurons could profusely affect cortical EEG via the cholinergic corticopetal neurons. The other NPY neuron (134R) did not display abundant local axon-collaterals but was characterized by a long bifurcating axon that was traced as far as the dorsal thalamus, confirming studies in rodents (Hallanger et al. 1987), cats, and monkeys (Parent et al. 1988 ) that BF neurons innervate thalamic nuclei. A previous tracer study (Asanuma and Porter 1990) in rat described that at least part of this BFthalamic projection is GABAergic; our data, in agreement with these studies, would raise the possibility that at least some cells in the BF that contain NPY would affect cortical activity via the thalamus. Steriade et al. (1993) described in acutely prepared animals a novel slow cortical rhythm characterized by alternating depolarized and hyperpolarized epochs in the pyramidal cells with a frequency of 0.3-1.0 Hz. This rhythm was later confirmed in naturally sleeping animals (Steriade 1996) and also in humans (Amzica and Steriade 1997) and is likely to be generated by the cortex as supported by data showing that this rhythm persists in thalamectomized and brain-stem-transected preparations (Steriade et al. 1993 ) and vanishes in subcortical structures after cortical inactivation (Magill et al. 2000) . The slow oscillations are important in controlling the coherence of spindles and delta waves, two other sleep-related oscillations that are generated in the thalamo-cortical circuitry (Steriade 1999) .
Based on the presence of rhythmic patterns with similar frequencies both in BF cholinergic neurons and in the EEG during noxious stimulation, it was claimed by Jones and her coworkers (Maloney et al. 1997; Manns et al. 2000 ) that slow and high-frequency rhythms could be transmitted to cortical fields via ascending basalo-cortical fibers during particular behaviors and states. Although in EEG pattern II peaks in the Lomb periodogram were often matched with similar peaks in the EEG power spectrum, this was not the case in more active EEG patterns. Indeed, our study, which investigated the correlation between BF firing and EEG in more physiological conditions, including well-characterized spontaneous EEG epochs as well as after brief stimulation, suggests a more complex scenario. The frequency decomposition of the EEG showed in EEG pattern I peaks in the beta and delta frequencies, but in pattern II the peak frequency band was compressed ϳ1 Hz (Fig. 6) . Also the average unit firing rate, across all neurons except the NPY cells, was significantly higher (6.9 vs. 2.6 Hz) during EEG pattern I than pattern II, suggesting that the underlying mechanisms of these two patterns may be different. At present, it is unknown where such generalized patterns are initiated; however, our data showing that in pattern I changes started in BF cells earlier than in pattern II, are compatible with the hypothesis that pattern I is generated by BF cells and/or transmitted from the brain stem via the BF to the cortex. On the other hand, our finding that all units recorded under EEG pattern II showed delayed increased firing in relation to cortical activation suggests that under this state, cortical activation may be transmitted via descending corticofugal fibers to the BF (Zaborszky et al. 1997) . A treatise that considers a dynamic interplay within BF as well as between BF and other brain circuitries rather than assuming a unidirectional process (Manns et al. 2000 ) is more compatible with a previous suggestion of the role of diffuse brain stem versus restricted telencephalic input to BF neurons (Zaborszky et al. 1991 (Zaborszky et al. , 1999 and with recent theories about the role of the BF in arousal and attentional mechanisms (Sarter and Bruno 2000) .
Our findings clearly show that monitoring of EEG-related BF neuronal activity combined with chemical identification of the recorded neurons is a very promising approach for clarifying its role in the regulation of cortical activity. However, the proper interpretation of the data requires adding knowledge about the synaptic connections of the identified neurons.
