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In this paper, we define locally convex vector spaces of weighted vector fields
and use them as model spaces for Lie groups of weighted diffeomorphisms
on Riemannian manifolds. We prove an easy condition on the weights that
ensures that these groups contain the compactly supported diffeomorphisms.
We finally show that for the special case where the manifold is the euclidean
space, these Lie groups coincide with the ones constructed in the author’s ear-
lier work [“Weighted diffeomorphism groups of Banach spaces and weighted
mapping groups”. In: Dissertationes Math. 484 (2012), p. 128. DOI:
10.4064/dm484-0-1].
1 Introduction
Diffeomorphism groups of compact manifolds are among the most important and well-
studied examples of infinite dimensional Lie groups (see for example [Les67], [Mil84],
[Ham82], [Omo97] and [KM97]). While the diffeomorphism group Diff(K) of a compact
manifold is modelled on the Fréchet space C∞(K,TK) of smooth vector fields on K,
for a non-compact smooth manifold M , it is not possible to make Diff(M) a Lie group
modelled on the space of all smooth vector fields in a satisfying way (see [Mil82]). We
mention that the LF-space C∞c (M,TM) of compactly supported smooth vector fields can
be used as the modelling space for a Lie group structure on Diff(M). But the topology on
this Lie group is too fine for many purposes; the group Diffc(M) of compactly supported
diffeomorphisms (those diffeomorphisms that coincide with the identity map outside some
compact set) is an open subgroup (see [Mic80] and [Mil82]).
In view of these limitations, it is natural to look for Lie groups of diffeomorphisms
which are larger then Diffc(M) and modelled on larger Lie algebras of vector fields than
1
C∞c (M,TM). In [Wal12], the author already turned
DiffW(M) = {φ ∈ Diff(M) : φ− idM , φ
−1 − idM ∈ C∞W(M,M)}
into an infinite-dimensional Lie group (modelled on the space C∞W(M,M) of smooth
weighted functions) when M is a (possibly infinite-dimensional) Banach space.
For M = R and W the set of polynomials, this includes the Lie group of rapidly
decreasing diffeomorphisms treated in the earlier work [Mic06] (compare also [MM13],
[KMR15] and [KMR16] for later developments). In this work, which contains results of
the author’s dissertation, we extend the construction from [Wal12] to the case where M
is a Riemannian manifold.
As a motivating example, consider the direct product
M := R× S
of the real line and the circle group. Then smooth vector fields on M can be identified
with smooth functions
γ : R× R→ R2 : (x, y) 7→ γ(x, y)
which are 2π-periodic in the y-variable. To control the asymptotic behaviour of vector
fields (and associated diffeomomorphisms) at infinity, it is natural to impose that γ (and
its partial derivatives) decay polynomially as x→ ±∞ in the sense that, for each n ∈ N,
xnγ(x, y)
is bounded for (x, y) ∈ Rn (and hence γ tends to 0 as x → ±∞).1 The preceding
approach hinges on the very specific situation considered; namely, that we have the local
diffeomorphism q : (t, s) 7→ (t, eis) from R2 (on which vector fields can be identified with
smooth functions R2 → R2) onto R× S. Of course, one would like to be able to describe
weighted vector fields as just encountered also without reference to q, and for general
manifolds (none of whose covering manifolds need to admit a global chart).
This is achieved in this paper, in the following form. Let (M,g) be a Riemannian
manifold, and A an atlas forM that is adapted (see Definition 4.2 for the precise meaning)
and “thin”. In Theorem 4.6, we prove:
Theorem. Let W ⊆ R
M
with 1M ∈ W. Then there exists a Lie group Diff
A,B
W (M,g, ω)
of weighted diffeomorphisms that is a subgroup of Diff(M) and modelled on the space
C∞We(M,TM)A of weighted vector fields with regard to A. Further, the Riemannian
logarithm provides a chart for DiffA,BW (M,g, ω). Here B denotes a suitable subatlas of
A, and We denotes a minimal saturated extension of W ∪ {ω}, where ω is an adjusted
weight.
The terms minimal saturated extension and adjusted weights are defined in Defini-
tion 3.13; and the model spaces C∞We(M,TM)A in Subsection 3.1. Further, we prove in
1Likewise, we could impose that γ and all its partial derivatives are bounded, or have exponential decay.
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Proposition 4.10 that the groups DiffA,BW (M,g, ω) contain at least the identity compo-
nent of Diffc(M), provided that W consists of continuous weights. Finally, we show in
Proposition 4.11 that if (M,g) = (Rd, 〈·, ·〉) and A consists of identity mappings, then the
connected identity components and the topology of DiffW(Rd) and Diff
A,B
W (R
d, 〈·, ·〉, 1Rd )
coincide, giving us plenty of examples for this construction.
In the case whereW = {1X}, our group DiffW(X) also has a counterpart in the studies
of Jürgen Eichhorn and collaborators ([Eic96], [ES96], [Eic07]), who studied certain dif-
feomorphism groups on non-compact manifolds with bounded geometry. While an affine
connection is used there to deal with higher derivatives, we are working exclusively with
derivatives in local charts.
2 Definitions and previous results
Before we start, we have to repeat some of the notation and results of [Wal14] (and
[Wal12]). We set S := S ∪ {∞} for S ∈ {R,N}, and N := {0, 1, . . . }. Other notation is
introduced when it is first used.
2.1 Restricted products of weighted functions
In [Wal12], for normed spaces X, Y , open U ⊆ X, a set W ⊆ R
U
of weights and k ∈ N,
we defined weighted function spaces CkW(U, Y ). Basically, these are the locally convex
vector spaces defined by the quasinorms
‖·‖f,ℓ : FC
k(U, Y )→ [0,∞] : φ 7→ sup{|f(x)| ‖D(ℓ)φ(x)‖op : x ∈ U}
(where ℓ ≤ k) on the space of k times continuously Fréchet differentiable functions from
U to Y .
In [Wal14], we defined restricted products of such weighted function spaces and obtained
results about the smoothness of operations between such spaces. We give the definitions
and results that are necessary for our discussion of weighted vector fields.
2.1.1 Definitions and topological properties
Definition 2.1 (Weighted restricted products, maximal extensions). Let I be a nonempty
set, (Ui)i∈I a family such that each Ui is an open nonempty set of a normed space Xi,
(Yi)i∈I another family of normed spaces, W ⊆ R
·∪i∈IUi a nonempty family of weights
defined on the disjoint union ·∪i∈IUi of (Ui)i∈I , and k ∈ N. For i ∈ I and f ∈ W, we set
fi := f |Ui , and further Wi := {fi : f ∈ W}. We define
CkW(Ui, Yi)i∈I := {(φi)i∈I ∈
∏
i∈I
FCk(Ui, Yi) : (∀f ∈ W, ℓ ∈ N, ℓ ≤ k) sup
i∈I
‖φi‖fi,ℓ <∞}.
The seminorms that generate the topology on this space then are
‖(φi)i∈I‖f,ℓ := sup
i∈I
‖φi‖fi,ℓ,
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where f ∈ W and ℓ ∈ N with ℓ ≤ k.
Further, we define the maximal extension Wmax ⊆ R
·∪i∈IUi ofW as the set of functions
f for which ‖·‖f,0 is a continuous seminorm on C
0
W(Ui, Yi)i∈I , for each family (Yi)i∈I
of normed spaces. Obviously W ⊆ Wmax and we can show that ‖·‖f,ℓ is a continuous
seminorm on each CℓW(Ui, Yi)i∈I , provided that f ∈ Wmax and ℓ ≤ k.
A useful tool for dealing with these spaces is the following, found in [Wal14, § 4.2.1]:
Proposition 2.2. Let k ∈ N. Then for (φi)i∈I ∈
∏
i∈I FC
1(Ui, Yi), we have
(φi)i∈I ∈ Ck+1W (Ui, Yi)i∈I ⇐⇒ (φi)i∈I ∈ C
0
W(Ui, Yi)i∈I and (Dφi)i∈I ∈ C
k
W(Ui,L(Xi, Yi))i∈I .
The map
Ck+1W (Ui, Yi)i∈I → C
0
W(Ui, Yi)i∈I × C
k
W(Ui,L(Xi, Yi))i∈I : ((φi)i∈I) 7→ ((φi)i∈I , (Dφi)i∈I)
is linear and a topological embedding.
Adjusting weights and open subsets of restricted products We give the definition
of adjusting weights, and provide some results that will later be used. These weights
are important because they ensure there are sufficiently many open subsets in restricted
products to make them useful as model spaces for topologies on vector fields.
Further information and proofs for the claims can be found in [Wal14, § 4.2.2].
Definition 2.3 (Adjusting weights). Let (Ui)i∈I and (ri)i∈I be families such that each
Ui is an open nonempty set of the normed space Xi, and each ri ∈]0,∞]. We say that
ω : ·∪i∈IUi → R is an adjusting weight for (ri)i∈I if for each i ∈ I, we have that
sup
x∈Ui
|ωi(x)| <∞ and inf
x∈Ui
|ωi(x)| ≥ max
(
1
ri
, 1
)
.
Notice that generally, ω itself is not bounded.
Definition 2.4. Let (Ui)i∈I and (Vi)i∈I be families such that each Ui is an open nonempty
set of the normed space Xi and each Vi is an open nonempty subset of a normed space
Yi, W ⊆ R
·∪i∈IUi a nonempty set and k ∈ N. Let ω : ·∪i∈IUi → R with 0 /∈ ω( ·∪i∈IUi).
We set
Cω∂ ,kW (Ui, Vi)i∈I := {(γi)i∈I ∈ C
k
W(Ui, Yi)i∈I :
(∃r > 0)(∀i ∈ I, x ∈ Ui) γi(x) +BYi(0,
r
|ω(x)|) ⊆ Vi}.
In particular, we define
C∂,kW (Ui, Vi)i∈I := C
(1 ·∪i∈IUi )∂
,k
W (Ui, Vi)i∈I .
Additionally, if each Vi is star-shaped with center 0, then ω is called an adjusting weight
for (Vi)i∈I if it is an adjusting weight for (dist({0}, ∂Vi))i∈I . If it is clear to which family
ω adjusts, we may call ω just an adjusting weight.
4
The next two results show that the sets Cω∂ ,kW (Ui, Vi)i∈I have nonempty interior, pro-
vided that W contains an adjusting weights for (Vi)i∈I . In fact, we can show that they
contain a ball w.r.t. the adjusting weight.
Lemma 2.5. Let X and Y be normed spaces, U ⊆ X an open nonempty set, f : U → R
such that infx∈U |f(x)| ≥ max(1d , 1) (where d > 0) and φ,ψ : U → Y . Then
‖φ− ψ‖1U ,0 ≤ min(d, 1)‖φ − ψ‖f,0. (2.5.1)
Lemma 2.6. Let (Ui)i∈I and (Vi)i∈I be families such that each Ui is an open nonempty
set of a normed space Xi and each Vi is open and a star-shaped subset with center 0 of a
normed space Yi, k ∈ N, f : ·∪i∈IUi → R an adjusting weight for (Vi)i∈I andW ⊆ R
·∪i∈IUi
with f ∈ W. Then Cf∂ ,kW (Ui, Vi)i∈I is not empty. In particular, for τ > 0 we have
{η ∈ CkW(Ui, Yi)i∈I : ‖η‖f,0 < τ} ⊆ C
f∂ ,k
W (Ui, τ · Vi)i∈I . (2.6.1)
2.1.2 Smooth maps between restricted products
We provide some of the results about smooth functions between the restricted products.
Before we do this, we define what smooth should mean. We use the differential calculus
for maps between locally convex spaces that is known as Kellers Ckc -theory. This calculus
was introduced in [Bas64] resp. [Kel74], and is widely used to study maps between infinite-
dimensional locally convex spaces, for example in the works [Mil84], [Mic80], [Glö02] or
[Nee06].
Definition 2.7. Let X and Y be locally convex spaces, U ⊆ X an open nonempty set
and f : U → Y a map. We say that f is C1 if for all u ∈ U and x ∈ X, the directional
derivative
lim
t→0
t6=0
f(u+ tx)− f(u)
t
=: df(u;x),
exists and the map df : U ×X → Y is continuous. Inductively, for a k ∈ N we call f Ck
if f is C1 and df : U ×X → Y is a Ck−1-map. We write Ck(U, Y ) for the set of k-times
differentiable maps.
Superposition results We provide some results on simultaneous superposition opera-
tions on restricted products. They are proved in [Wal14, § 4.3.2, 4.3.3].
Lemma 2.8. Let (Ui)i∈I be a family such that each Ui is an open nonempty set of the
normed space Xi, and (Y
1
i )i∈I , (Y
2
i )i∈I , (Zi)i∈I be families of normed spaces. Further,
for each i ∈ I let Mi : Ui → Y
1
i be smooth, and βi : Y
1
i × Y
2
i → Zi a bilinear map such
that
sup{‖βi‖op : i ∈ I} <∞.
Assume that W ⊆ R
·∪i∈IUi is nonempty and
(∀f ∈ W, ℓ ∈ N)(∃g ∈ Wmax) (∀i ∈ I) ‖Mi‖1Ui ,ℓ|fi| ≤ |gi|. (2.8.1)
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Then for k ∈ N, the map
CkW(Ui, Y
2
i )i∈I → C
k
W(Ui, Zi)i∈I : (γi)i∈I 7→ (βi ◦ (Mi, γi))i∈I
is defined and continuous linear.
Proposition 2.9. Let (Ui)i∈I and (Vi)i∈I be families such that each Ui is an open
nonempty set of the normed space Xi and each Vi is an open, star-shaped subset with
center 0 of a normed space Yi. Further, let (Zi)i∈I be another family of normed spaces
andW ⊆ R
·∪i∈IUi contain an adjusting weight ω. For each i ∈ I, let βi ∈ FC∞(Ui×Vi, Zi)
with βi(Ui × {0}) = {0}. Further, assume that
(∀f ∈ W, ℓ ∈ N∗)(∃g ∈ Wmax) (∀i ∈ I) ‖βi‖1Ui×Vi ,ℓ|fi| ≤ |gi| (2.9.1)
is satisfied. Then for k ∈ N, the map
β∗ :=
∏
i∈I
(βi)∗ : C
ω∂ ,k
W (Ui, Vi)i∈I → C
k
W(Ui, Zi)i∈I : (γi)i∈I 7→ (βi ◦ (idUi , γi))i∈I
is defined and smooth.
The following small lemma which will be useful later.
Lemma 2.10. Let (Ui)i∈I be a family such that each Ui is an open nonempty set of
a normed space Xi and (Yi)i∈I a family of normed spaces. Further, for each i ∈ I let
βi : Ui → Yi be a smooth map and W ⊆ R
·∪i∈IUi such that (2.8.1) is satisfied for (Dβi)i∈I .
Then for each R > 0, (dβi|Ui×BXi(0,R))i∈I satisfies (2.9.1).
Composition and inversion We finally provide results on simultaneous composition and
inversion. These results are proved in [Wal14, § 4.4].
Proposition 2.11. Let (Ui)i∈I , (Vi)i∈I and (Wi)i∈I be families such that for each i ∈ I,
Ui, Vi and Wi are open nonempty sets of the normed space Xi with Ui + Vi ⊆ Wi, and
Vi is balanced. Further, let (Yi)i∈I be another family of normed spaces and W ⊆ R
·∪i∈IWi
contain an adjusting weight ω for (Vi)i∈I . Then for k, ℓ ∈ N, the map
c
Y,k
W ,ℓ :=
∏
i∈I
c
Yi,k
Wi,ℓ :
{
Ck+ℓ+1W (Wi, Yi)i∈I × C
ω∂ ,k
W (Ui, Vi)i∈I → C
k
W(Ui, Yi)i∈I
((γi)i∈I , (ηi)i∈I) 7→ (γi ◦ (ηi + idUi))i∈I
is defined and Cℓ.
Proposition 2.12. Let (Ui)i∈I and (U˜i)i∈I be families such that Ui and U˜i are open
nonempty sets of the Banach space Xi and Ui is convex. Further assume that there exists
r > 0 such that U˜i+BXi(0, r) ⊆ Ui for all i ∈ I. Let W ⊆ R
·∪i∈IUi with 1 ·∪i∈IUi ∈ W and
τ ∈]0, 1[. Then the map
IU˜W :=
∏
i∈I
IU˜iWi : D
τ → C∞W(U˜i,Xi)i∈I : (φi)i∈I 7→ ((φi + idUi)
−1|
U˜i
− id
U˜i
)i∈I
is defined and smooth, where
Dτ :=
{
φ ∈ C∞W(Ui,Xi)i∈I : ‖φ‖1 ·∪i∈IUi ,1 < τ and ‖φ‖1 ·∪i∈IUi ,0 <
r
2 (1− τ)
}
.
6
2.2 Riemannian geometry and manifolds
We introduce notation and prove some results involving Riemannian geometry. Before
we do this, we need the following variants of the inverse function theorem.
2.2.1 Inverse function theorems
We need a quantitative version of the famous inverse mapping theorem, and in addition
also a parameterized variant of it. Both can be proved using parameterized versions of
the Banach fixed point theorem as provided in [Irw80, App. C]. In particular, these
assertions can be proved with Cor. A.2.17 or Thm. A.2.16 in [Wal13], respectively.
Theorem 2.13 (Quantitative version of the inverse function theorem). Let X be a Ba-
nach space, U ⊆ X open and convex, k ∈ N
∗
, g ∈ FCk(U,X) and x ∈ U such that Dg(x)
is invertible. Further, let supy∈U‖Dg(y)−Dg(x)‖op < δ with δ <
1
‖Dg(x)−1‖op . Then g is
a homeomorphism of U onto an open subset of X, and g−1 is FCk. Further, if U con-
tains the ball Br(x
′), then g(U) contains the ball Br′(g(x′)), where r′ :=
r(1−δ·‖Dg(x)−1‖op)
‖Dg(x)−1‖op .
Further, g−1|Br′ (g(x′)) is
‖Dg(x)−1‖op
1−δ·‖Dg(x)−1‖op -Lipschitz.
Proposition 2.14 (Parameterized quantitative version of the inverse function theorem).
Let X be a normed space, Y a Banach space, U ⊆ X open and V ⊆ Y open and convex,
k ∈ N
∗
, g ∈ FCk(U × V, Y ) and (x0, y0) ∈ U × V such that D2g(x0, y0) is invertible.
Further, let
sup
(x,y)∈U×V
‖D2g(x, y)−D2g(x0, y0)‖op < δ
with δ < 1‖D2g(x0,y0)−1‖op . Then for each x ∈ U , gx := g(x, ·) : V → Y is a homeomor-
phism onto an open subset of Y . Further,
BY (y, r) ⊆ V =⇒ Br′(gx(y)) ⊆ gx(BY (y, r)),
where r′ := r(1−δ·‖D2g(x0,y0)
−1‖op)
‖D2g(x0,y0)−1‖op . Further, g
−1
x |Br′ (g(x,y)) is
‖D2g(x0,y0)−1‖op
1−δ·‖D2g(x0,y0)−1‖op -Lipschitz,
and the map ⋃
x∈U
{x} ×Br′(g(x, y)) → BY (y, r) : (x, z) 7→ g
−1
x (z)
is FCk.
2.2.2 Definitions and elementary results
We need the following, well-known facts about Riemannian geometry:
Definition 2.15 (Riemannian exponential function). Let d ∈ N∗ and (M,g) be a d-
dimensional Riemannian manifold. Then the (maximal) domain DEg of the Riemannian
exponential map expg : D
E
g →M is an open subset of TM . D
E
g is an open neighborhood
of the zero section in TM , and for each x ∈M , we have [0, 1].(DEg ∩TxM) ⊆ D
E
g ∩TxM .
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For each x ∈M , we define expx as expg |TxM∩DEg . If M is an open subset of R
d, then
for each x ∈M and v,w ∈ Rd, we have the identity
d expg(x, 0; v,w) = v + w. (2.15.1)
In order to define the logarithm, we need the following definition.
Definition 2.16. Let d ∈ N∗ and (M,g) a Riemannian manifold. For x and h ∈ TxM ,
we define
‖h‖gx :=
√
g(h, h).
Obviously, each ‖·‖gx is a norm on TxM . We also define
Bgxr (0) := B(TxM,‖·‖gx )(0, r).
If M is an open subset of Rd, we set for h ∈ Rd
‖h‖gx :=
√
g((x, h), (x, h)).
Obviously, each ‖·‖gx is a norm on R
d. In particular, we define
Bgxr (0) := B(Rd,‖·‖gx )(0, r).
Definition 2.17 (Riemannian logarithm map). Let d ∈ N∗ and (M,g) be a d-dimensional
Riemannian manifold. For all x ∈ M there exists an open neighborhood Vx ⊆ TxM of
0x such that expx |Vx is a diffeomorphism onto its image, which is an open subset of M .
So the Riemannian logarithm map logg : D
L
g → TM can be defined, where
DLg :=
⋃
x∈M
{x} × expx(B
gx
rx (0)) ⊆M
2
and logg(x, y) := expx |
−1
B
gx
rx (0)
; here rx := sup{r > 0 : expx |Bgxr (0) is injective}. Further,
for x ∈M we set logx(y) := logg(x, y) for y ∈M such that (x, y) ∈ D
L
g .
Let M be an open subset of Rd. We define lgg := π2 ◦ logg, where π2 : R
2d → Rd
denotes the projection on the second factor. For each x ∈M and v,w ∈ Rd, the identity
d lgg(x, x; v,w) = w − v holds. This is an immediate consequence of (2.15.1) and the
chain rule since logg and (π1, expg) are inverse functions.
We introduce notation for the set of vector fields. For a manifold M and k ∈ N, We
let Xk(M) denote the set of Ck vector fields. In particular, we set X(M) := X∞(M).
Definition 2.18 (Localizations). Let M be a d-dimensional manifold, κ : U → V a
chart of M , k ∈ N and X ∈ Xk(U). Then we set Xκ := dκ ◦X ◦ κ
−1 : V → Rd. If g is a
metric on M , we set gκ := g ◦ (Tκ
−1 ⊕Tκ−1).
Remark 2.19. Let (M,g) be a Riemannian manifold and κ : U → V a chart of M . Then
Tκ−1(DEgκ) ⊆ D
E
g , and expgκ = κ ◦ expg ◦Tκ
−1|DEgκ . Further, (κ
−1 × κ−1)(DLgκ) ⊆ D
L
g ,
and loggκ = Tκ ◦ logg ◦(κ
−1 × κ−1)|DLgκ .
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Lemma 2.20. Let (M,g) be a Riemannian manifold and κ : U˜κ → Uκ, φ : U˜φ → Uφ
charts for M such that U˜κ ∩ U˜φ 6= ∅. Then the following identities hold:
(a) On DEgκ|
κ(U˜κ∩U˜φ)
, we have φ ◦ κ−1 ◦ expgκ = expgφ ◦T(φ ◦ κ
−1).
(b) On DLgκ|
κ(U˜κ∩U˜φ)
, we have T(φ ◦ κ−1) ◦ loggκ = loggφ ◦(φ ◦ κ
−1 × φ ◦ κ−1).
Let X ∈ X0(M).
(c) T(φ ◦ κ−1) ◦ (id
κ(U˜κ∩U˜φ),Xκ) = (idφ(U˜κ∩U˜φ),Xφ) ◦ φ ◦ κ
−1.
Additionally, let V ⊆ Uκ such that im (Tκ ◦X|V ) ⊆ D
E
gκ
.
(d) Then κ ◦ expg ◦X ◦ κ
−1 = expgκ ◦(idκ(V ),Xκ) on κ(V ).
Proof. These are easy computations involving Remark 2.19.
2.2.3 Riemannian exponential function and logarithm on open subsets of Rd
We examine functions that arise as the composition of the second component lgg of the
Riemannian logarithm or the exponential map expg with functions of the form (id,X).
Of particular interest are estimates for the function values and the values of the first
derivatives of such functions.
We also derive a sufficient criterion on a vector field X that ensures that expg ◦X is
injective, and gives a lower bound for the size of its image. Further, we use that lgg is the
fiberwise inverse function to expg, and apply the parameterized inverse function theorem
Proposition 2.14. We will get estimates for the domain and the first partial derivative of
lgg in terms of those numbers for expg.
For open nonempty U ⊆ Rd, we will tacitly identify TU with U × Rd and, for x ∈ U ,
TxU with R
d.
Superposition with the Riemannian exponential map We start with the exponential
map.
Estimates for function values and the first derivatives We derive estimates for the function
values and first derivatives of expg ◦(id,X). This is mostly done using the mean value
theorem and the triangle inequality.
Definition 2.21. Let d ∈ N∗, U ⊆ Rd an open nonempty subset, g a Riemannian metric
on U and K ⊆ U a relatively compact set. Using standard compactness arguments,
we see that there exists τ > 0 such that K × Bτ (0) ⊆ D
E
g (note that this implies
expg(K × Bτ (0)) ⊆ U). We denote the supremum of such τ by R
E,g
K,U . If the metric
discussed is obvious, we may omit it and write REK,U . Now let 0 < δ < R
E
K,U . We define
C
E,(1)
K,δ,g
:= sup
x∈K
‖expx‖1Bδ(0),1
= ‖D2 expg‖1K×Bδ(0),0
9
and
CE,2K,δ,g := ‖expg‖1K×Bδ(0),2
.
As above, if the metric discussed is clear, we may omit it and just write C
E,(1)
K,δ or C
E,2
K,δ ,
respectively. Note that ‖expg‖1K×Bδ(0),2
relates to the norm ‖(v,w)‖ = max(‖v‖, ‖w‖)
on R2d.
Lemma 2.22. Let d ∈ N∗, U ⊆ Rd an open nonempty subset, g a Riemannian metric
on U , K ⊆ U a relatively compact set and 0 < δ < REK,U .
(a) Then for all x ∈ K and y ∈ Bδ(0) the following estimate holds:
‖expg(x, y) − x‖ ≤ C
E,(1)
K,δ ‖y‖.
(b) Let X : K → Rd with ‖X‖1K ,0 ≤ δ. Then for all x ∈ K, the following estimate
holds:
‖(expg ◦(idK ,X))(x) − idK(x)‖ ≤ C
E,(1)
K,δ ‖X(x)‖
Proof. (a) We calculate using the mean value theorem
expg(x, y)− x = expg(x, y)− expg(x, 0) =
∫ 1
0
D expx(ty) · y dt.
From this and the definition of C
E,(1)
K,δ , we easily derive the assertion.
(b) This is an easy consequence of (a).
Lemma 2.23. Let d ∈ N∗, U ⊆ Rd an open nonempty subset and g a Riemannian
metric on U . Further, let W ⊆ U be an open, nonempty, relatively compact subset and
δ ∈]0, REW,U [. Then for each X ∈ C
1(W,Rd) with ‖X‖1W ,0 ≤ δ, we have
‖D((expg ◦(idW ,X)) − idW )(x) · v‖
≤ ‖expg‖1W×Bδ(0),2
‖(0,X(x))‖ ‖(v,DX(x) · v)‖ + ‖DX(x) · v‖
for x ∈ W and v ∈ Rd. In particular, if we endow R2d with the norm ‖(v,w)‖ =
max(‖v‖, ‖w‖) and assume that ‖X‖1W ,1 ≤ 1, we get the estimate
‖D((expg ◦(idW ,X))− idW )(x)‖op ≤ C
E,2
W,δ‖X(x)‖ + ‖DX(x)‖op.
Proof. Let x ∈ W and v ∈ Rd. Then we calculate using that v = D expg(x, 0) · (v, 0) =
D expg(x, 0) · (0, v) and 0 = D expg(x, 0) · (DX(x) · v,−DX(x) · v)
D(expg ◦(idW ,X) − idW )(x) · v
=D expg(x,X(x)) · (v,DX(x) · v)−D expg(x, 0) · (v, 0)
+D expg(x, 0) · (DX(x) · v,−DX(x) · v)
=D expg(x,X(x)) · (v,DX(x) · v)−D expg(x, 0) · (v,DX(x) · v) +DX(x) · v.
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For the difference we derive using the mean value theorem
(D expg(x,X(x)) −D expg(x, 0)) · (v,DX(x) · v)
=
∫ 1
0
D(D expg)(x, tX(x)) · (0,X(x)) dt · (v,DX(x) · v).
From this, the assertion follows.
On invertibility and the size of the image Having established the estimates, we can give
a criterion on when expg ◦ (id,X) is injective, and how large its image is. The main
tool used is a quantitative, parameterized version of the inverse function theorem that is
provided in Theorem 2.13.
Lemma 2.24. Let d ∈ N∗, U ⊆ Rd open, g a Riemannian metric on U , r > 0 such that
Br(0) ⊆ U and k ∈ N with k ≥ 1. Further, let ε ∈]0,
1
2 [, ν ∈]0, R
E
Br(0),U
[ and δ > 0 with
δ < min
(
εr
2C
E,(1)
Br(0),ν
, ν, ε
4(CE,2
Br(0),ν
+1)
)
. Then for X ∈ Ck(Br(0),R
d) such that ‖X‖1Br (0),0 < δ
and ‖X‖1Br(0),1 <
ε
4 , the map expg ◦(idBr(0),X) is a C
k-diffeomorphism onto its image,
which is an open subset of Rd and contains Br(1−2ε)(0).
Proof. By Lemma 2.22, for a function X with ‖X‖1Br(0),0 < min
(
ν, εr
2C
E,(1)
Br(0),ν
)
, we have
‖expg(0,X(0))‖ <
εr
2
. (†)
We set W := Br(0). Since ‖X‖1Br(0),0 <
ε
4(CE,2
Br(0),ν
+1)
and ‖X‖1Br(0),1 <
ε
4 < 1, we see
with Lemma 2.23 that ‖expg ◦(idW ,X)− idW‖1Br(0),1 <
ε
2 . This implies that
‖D(expg ◦(idW ,X))(y) −D(expg ◦(idW ,X))(x)‖op < ε
for all x, y ∈ Br(0), and that D(expg ◦(idW ,X))(0) is invertible with
‖D(expg ◦(idW ,X))(0)
−1‖op <
1
1− ε2
. (††)
Since ε < 23 , we conclude that ε < 1−
ε
2 <
1
‖D(expg ◦(idW ,X))(0)−1‖op . Hence we can apply
Theorem 2.13 to see that expg ◦(idW ,X) is a diffeomorphism onto its image and that the
image contains Br′(expg(0,X(0))), where r
′ = r
(
1
‖D(expg ◦(idW ,X))(0)−1‖op − ε
)
. From
this we deduce using (†), (††) and the triangle inequality (where we need ε < 12 ) that the
image of expg ◦(idW ,X) contains Br(1−2ε)(0).
Superposition with the Riemannian logarithm We examine lgg. In particular, we use
that lgg is the fiberwise inverse function to expg. We show that its domain D
L
g is a
neighborhood of the diagonal, and that we can quantify what is contained in it; and we
give estimates for its first derivative.
Further, we examine maps that arise as the composition of lgg with maps of the form
(id,X+id). Of particular interest are estimates for the function values and the derivatives
of these maps.
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Uniform estimates for Riemannian norms We start by establishing estimates for the Rie-
mannian norms and a given norm on Rd.
Lemma 2.25. Let d ∈ N∗, U ⊆ Rd open, g a Riemannian metric on U . Then for each
x ∈ U , there exist V ∈ U◦(x) and c, C > 0 such that
c‖·‖ ≤ ‖·‖gy ≤ C‖·‖
for all y ∈ V .
Proof. In the proof, for x ∈ U we let Gx denote the matrix (g((x, ei), (x, ej)))1≤i,j≤d.
There exists C˜ > 0 such that ‖·‖gx ≤ C˜‖·‖. Further, for ε > 0 there exists V ∈ U
◦(x)
such that
‖Gy −Gx‖op < ε
for all y ∈ V . Hence for y ∈ V and h ∈ Rd,
‖h‖2gy = 〈h,Gy ·h〉−〈h,Gx ·h〉+〈h,Gx ·h〉 = 〈h, (Gy−Gx) ·h〉+‖h‖
2
gx ≤ ε‖h‖
2+C˜2‖h‖2.
From this, we easily deduce the first estimate.
For the second estimate, we have for y ∈ U and h ∈ Rd that
‖h‖2gy = 〈h,Gy · h〉 = 〈Ay · h,Ay · h〉 = ‖Ay · h‖
2
2 ≥
1
‖A−1y ‖2op
‖h‖22;
where Ay =
√
Gy. Since the map y 7→ ‖
√
Gy
−1
‖op is continuous, and there exists c˜ > 0
such that ‖·‖2 ≥ c˜‖·‖, we see that the assertion holds.
Definition 2.26. Let d ∈ N∗, U ⊆ Rd an open nonempty subset, g a Riemannian metric
on U and K ⊆ U a relatively compact set. We define
QgK :=
sup{c > 0 : (∀x ∈ K) c‖·‖ ≤ ‖·‖gx}
inf{C > 0 : (∀x ∈ K) ‖·‖gx ≤ C‖·‖}
.
Note that because of Lemma 2.25, QgK ∈]0, 1].
Applying the parametrized inverse function theorem We use Proposition 2.14 to derive
estimates for the domain and the first derivatives of lgg, under a certain condition on the
partial differentials of expg. Further, we show that D
L
g is a neighborhood of the diagonal.
Definition 2.27. Let d ∈ N∗, U ⊆ Rd open, (U, g) a Riemannian manifold, V a
nonempty relatively compact set with V ⊆ U and σ ∈]0, 1[. We define
RgV,σ := sup{r ∈]0, R
E
V,U [: (∀x ∈ V ) ‖expx− idRd‖1Br(0),1 < σ}.
If the metric can not be confused, we may omit it in the notation and just write RV,σ.
Note that RV,σ > 0 as one can prove using compactness arguments and (2.15.1).
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Lemma 2.28. Let d ∈ N∗, U ⊆ Rd open, g a Riemannian metric on U , V ⊆ U an
open, nonempty, relatively compact set, σ ∈]0, 1[ and τ ∈]0, RgV,σ [. Then the following
assertions hold:
(a) C
E,(1)
V,τ ≤ 1 + σ.
Let x ∈ V . Then
(b) expx |Bτ (0) is a diffeomorphism onto its image,
(c) B(1−σ)r(x) ⊆ expx(Br(0)) for all r ∈ [0, τ ], and
(d) (expx |
−1
Bτ (0)
)|B(1−σ)τ (x) is
1
1−σ -Lipschitz.
Finally, assume that τ < QgVR
g
V,σ. Then
(e)
⋃
x∈V {x} × expx(Bτ (0)) ⊆ D
L
g .
Proof. The assertion about C
E,(1)
V,τ follows from a simple application of the triangle in-
equality to ‖D2 expg ± idRd‖op. To prove (b)-(d), let x, y ∈ V . Then for each z ∈ Bτ (0),
we have
‖D2 expg(x, z) −D2 expg(x, 0)‖op = ‖D2 expg(x, z)− idRd‖op < σ.
Further, σ < 1 = 1‖(D2 expg(x,0))−1‖op . So we can apply Proposition 2.14 to derive the
assertions about expx |Bτ (0) and (expx |
−1
Bτ (0)
)|B(1−σ)τ (x).
(e) We see using Lemma 2.25 and standard compactness arguments that for each
x ∈ V ,
Bτ (0) ⊆ B
gx
τC(0) ⊆ B τ
Q
g
V
(0);
here C denotes the denominator in the definition of QgV . Since
τ
Q
g
V
< RgV,σ by our
assumption, we see with (b) that each map expx |Bgx
τC
(0) is injective, and can conclude
that {x} × expx(Bτ (0)) ⊆ D
L
g .
Estimates for function values and first derivatives Before we establish the estimates, we
make the following definitions.
Definition 2.29. Let X be a normed space, S ⊆ X and τ > 0. We set
S×τ :=
⋃
x∈S
{x} ×Bτ (x) and S
×τ :=
⋃
x∈S
{x} ×Bτ (x).
Definition 2.30. Let d ∈ N∗, U ⊆ Rd an open nonempty subset, g a Riemannian metric
on U and K ⊆ U a relatively compact set. By Lemma 2.28 (more precisely, (c) and (e)),
there exists τ > 0 such that K
×τ
⊆ DLg . We denote the supremum of such τ by R
L,g
K,U .
If the metric discussed is obvious, we may omit it and just write RLK,U .
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Now let 0 < δ < RLK,U . We define
C
L,(1)
K,δ,g
:= sup
x∈K
‖π2 ◦ logx‖1Bδ(x),1
= ‖D2 lgg‖1
K
×δ ,0
and
CL,2K,δ,g := ‖lgg‖1
K
×δ ,2
.
As above, if the metric discussed is clear, we may omit it in the notation and just
write C
L,(1)
K,δ or C
L,2
K,δ, respectively. Note that ‖·‖1
K
×δ ,2
relates to the norm ‖(v,w)‖ =
max(‖v‖, ‖w‖) on R2d.
We rephrase some results of Lemma 2.28.
Lemma 2.31. Let d ∈ N∗, U ⊆ Rd open, g a Riemannian metric on U , W ⊆ U an open,
nonempty, relatively compact set, σ ∈]0, 1[ and τ ∈]0, RgW,σQ
g
W [. Then C
E,(1)
W,τ ≤ 1 + σ,
(1− σ)τ < RLW,U and C
L,(1)
W,(1−σ)τ ≤
1
1−σ .
Proof. The assertions follow from Lemma 2.28.
Now we prove the estimates.
Lemma 2.32. Let d ∈ N∗, U ⊆ Rd an open nonempty subset, g a Riemannian metric
on U , K ⊆ U a relatively compact set and δ ∈]0, RLK,U [.
(a) Then for all x ∈ K and y ∈ Bδ(x) the following estimate holds:
‖lgg(x, y + x)‖ ≤ C
L,(1)
K,δ ‖y‖.
(b) Let X : K → Rd with ‖X‖1K ,0 ≤ δ. Then for all x ∈ K, the following estimate
holds:
‖(lgg ◦(idK ,X + idK))(x)‖ ≤ C
L,(1)
K,δ ‖X(x)‖.
Proof. (a) We calculate using the mean value theorem and lgg(x, x) = 0:
lgg(x, y + x) = lgg(x, y + x)− lgg(x, x) =
∫ 1
0
D2 lgg(x, x+ ty) · y dt.
From this and the definition of C
L,(1)
K,δ , we easily derive the assertion.
(b) This is an easy consequence of (a).
Lemma 2.33. Let d ∈ N∗, U ⊆ Rd open, g a Riemannian metric on U , W ⊆ U an open,
nonempty, relatively compact set, τ ∈]0, RLW,U [ and X ∈ C
1(W,Bτ (0)). Then for x ∈W
‖D(lgg ◦(idW ,X + idW ))(x)‖op ≤ C
L,2
W,τ,g‖X(x)‖ + C
L,(1)
W,τ,g‖DX(x)‖op (2.33.1)
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Proof. We get with the Chain Rule that
D(lgg ◦(idW ,X + idW ))(x) = D lgg ◦(idW ,X + idW )(x) · (Id,DX(x) + Id)
= D lgg ◦(idW ,X + idW )(x) · (Id, Id) +D2 lgg ◦(idW ,X + idW )(x) ·DX(x).
We get the desired estimate for the second summand, and now treat the first. To this
end, let v ∈ Rd. Then we get, using that D lgg(x, x) · (v, v) = v − v = 0:
D lgg ◦(x,X(x) + x) · (v, v) −D lgg(x, x) · (v, v)
=
∫ 1
0
D(D lgg)(x, x+ tX(x)) · (0,X(x)) dt · (v, v).
From this, we also get the desired estimate.
3 Spaces of weighted vector fields on manifolds
We define spaces CkW(M,TM)A of weighted vector fields on manifolds, where A is an
atlas for M . We do this in such a way that the map CkW(M,TM)A → C
k
WA(Uκ,R
d)κ∈A
that sends a vector field to the family of its localizations is an embedding. Of particular
concern is when CkW(M,TM)A = C
k
W(M,TM)B for another atlas B. We derive a criterion
on W ensuring this.
Further, we will discuss the simultaneous composition and inversion of weighted func-
tions that arise as simultaneous superposition with the localized exponential maps. Again,
this will be possible if the weights satisfy certain conditions.
After having made assumptions on the weights, we have to know if there exist weight
sets that satisfy them. In particular, we will prove that every set of weights has a
“minimal saturated extension”.
3.1 Definition and properties
We give the definition of weighted vector fields.
Definition 3.1 (Weighted vector fields and localizations). Let d ∈ N∗,M a d-dimensional
manifold, A = {κ : U˜κ → Uκ} an atlas forM ,W ⊆ R
M
nonempty and k ∈ N. For f ∈ W
and ℓ ∈ N with ℓ ≤ k, we define
‖·‖A,f,ℓ :
∏
κ∈A
Ck(Uκ,R
d)→ [0,∞] : (γκ)κ∈A 7→ sup
κ∈A
‖γκ‖f◦κ−1,ℓ.
For X ∈ Xk(M), we define
‖X‖A,f,ℓ := ‖(Xκ)κ∈A‖A,f,ℓ
and with that
CkW(M,TM)A := {X ∈ X
k(M) : (∀f ∈ W, ℓ ∈ N, ℓ ≤ k) ‖X‖A,f,ℓ <∞}.
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Obviously CkW(M,TM)A is a vector space. We endow it with the locally convex topology
induced by the seminorms ‖·‖A,f,ℓ. We call its elements weighted vector fields. Further-
more, we set for f ∈ W and κ ∈ A
fκ := f ◦ κ
−1 : Uκ → R and Wκ := {fκ : f ∈ W}.
Finally, we define
fA := ·∪κ∈Afκ ∈ R
·∪κ∈AUκ and WA := {fA : f ∈ W}.
Lemma 3.2. Let d ∈ N∗, M a d-dimensional manifold, A = {κ : U˜κ → Uκ} an atlas for
M , k ∈ N and W ⊆ R
M
such that for each p ∈ M , there exists fp ∈ W with fp(p) 6= 0.
Then the map
ιAW : C
k
W(M,TM)A → C
k
WA(Uκ,R
d)κ∈A : φ 7→ (φκ)κ∈A
is a linear topological embedding, with closed image.
Proof. That the map is defined and an embedding is obvious from the definition of
CkW(M,TM)A and C
k
WA(Uκ,R
d)κ∈A. To see that the image is closed, let (Xi)i∈I be a net
in CkW(M,TM)A such that (ι
A
W(X
i))i∈I converges to (Xκ)κ∈A. We have to show that for
κ1, κ2 ∈ A with U˜κ1 ∩ U˜κ2 6= ∅,
Xκ1 |κ1(U˜κ1∩U˜κ2) = d(κ1 ◦ κ
−1
2 ) ◦ (idUκ2 ,Xκ2) ◦ κ2 ◦ κ
−1
1 |κ1(U˜κ1∩U˜κ2). (†)
But since the stated assumption on W implies that (Xiκ)i∈I converges pointwise to Xκ
for each κ ∈ A, and since (†) holds for all Xiκ1 and X
i
κ2
, we see that it also holds for Xκ1
and Xκ2 .
3.1.1 Comparison of weighted vector fields with regard to different atlases
We examine the relationship between spaces CkW(M,TM)A and C
k
W(M,TM)B for atlases
A and B. To this end, we define some terminology for atlases.
Definition 3.3. Let d ∈ N∗, M a d-dimensional manifold, and A = {κ : U˜κ → Uκ} an
atlas for M . We call A locally finite if (U˜κ)κ∈A is a locally finite cover of M . Let B be
another atlas for M . We call B subordinate to A if for each chart κ : V˜κ → Vκ of B there
exists κˆ ∈ A such that κ = κˆ|Vκ
V˜κ
. Finally, we define
A⊗ B := {(κ, φ) ∈ A× B : U˜κ ∩ U˜φ 6= ∅}
and
A∩B := {κ|
U˜κ∩U˜φ : (κ, φ) ∈ A⊗ B}.
We state two easy results. First, we show that CkW(M,TM)A = C
k
W(M,TM)A∩B , and
that CkW(M,TM)A ⊆ C
k
W(M,TM)B if B is subordinate to A.
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Lemma 3.4. Let d ∈ N∗, M a d-dimensional manifold, A and B atlases forM ,W ⊆ RM
nonempty and k ∈ N. Then CkW(M,TM)A = C
k
W(M,TM)A∩B .
Proof. This is obvious since for X ∈ Xk(M), f ∈ W and ℓ ∈ N with ℓ ≤ k, the sets
{|f(x)| ‖D(ℓ)Xκ(κ(x))‖op : κ ∈ A, x ∈ Uκ}
and
{|f(x)| ‖D(ℓ)Xκ(κ(x))‖op : (κ, φ) ∈ A⊗ B, x ∈ Uκ ∩ Uφ}
are the same.
Lemma 3.5. Let d ∈ N∗, M a d-dimensional manifold, A = {κ : U˜κ → Uκ} an atlas for
M , B = {κ : V˜κ → Vκ} an atlas subordinate to A, W ⊆ R
M
nonempty and k ∈ N. Then
CkW(M,TM)A ⊆ C
k
W(M,TM)B, and the inclusion map is continuous linear.
Proof. Let f ∈ W and ℓ ∈ N with ℓ ≤ k. Since for each κ ∈ B there exists κˆ ∈ A with
κ = κˆ|Vκ
V˜κ
, we have for X ∈ Xk(M) that
‖Xκ‖fκ,ℓ = sup
x∈Vκ
|(f ◦ κ−1)(x)| ‖D(ℓ)(dκ ◦X ◦ κ−1)(x)‖op
≤ sup
x∈Uκˆ
|(f ◦ κˆ−1)(x)| ‖D(ℓ)(dκˆ ◦X ◦ κˆ−1)(x)‖op = ‖Xκˆ‖fκˆ,ℓ.
This shows the assertion.
Weights with transition maps as multipliers We show the main result of this sub-
section. If for two atlases A, B, the differentials of the transition maps from B to A
are “simultaneous multipliers” for W (that is they satisfy (2.8.1)), then CkW(M,TM)B ⊆
CkW(M,TM)A∩B . If additionally B is subordinate to A, we have that C
k
W(M,TM)B =
CkW(M,TM)A.
Proposition 3.6. Let d ∈ N∗, M a d-dimensional manifold, A = {κ : U˜κ → Uκ} and
B = {φ : V˜φ → Vφ} atlases for M and k ∈ N. Further, let W ⊆ R
M
such that (2.8.1)
is satisfied for WB∩A and (D(κ ◦ φ−1)|φ(U˜κ∩U˜φ))(κ,φ)∈A⊗B and there exists ω ∈ W with
|ω| ≥ 1. Then the following assertions hold:
(a) The map∏
(κ,φ)∈
A⊗B
d(κ◦φ−1)∗ : CkW
B∩A
(φ(U˜κ∩U˜φ),R
d)(κ,φ)∈A⊗B → CkW
B∩A
(φ(U˜κ∩U˜φ),R
d)(κ,φ)∈A⊗B
(†)
is continuous linear.
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(b) The map
CkW
B∩A
(φ(U˜κ ∩ U˜φ),R
d)(κ,φ)∈A⊗B → CkW
A∩B
(κ(U˜κ ∩ U˜φ),R
d)(κ,φ)∈A⊗B
(γκ,φ)(κ,φ)∈A⊗B 7→ (γκ,φ ◦ φ ◦ κ−1)(κ,φ)∈A⊗B
(††)
is defined and continuous.
(c) CkW(M,TM)B ⊆ C
k
W(M,TM)A∩B , and the inclusion map is continuous linear.
Proof. (a) Since |ωφ| ≥ 1 = max(
1
1 , 1) for each φ ∈ B, we can apply (2.5.1) to see that
for (γκ,φ)(κ,φ)∈A⊗B ∈ CkW
B∩A
(φ(U˜κ ∩ U˜φ),R
d)(κ,φ)∈A⊗B,
(∀(κ, φ) ∈ A⊗ B) ‖γ(κ,φ)‖∞ ≤ ‖γ(κ,φ)‖ωφ,0 ≤ ‖(γ(κ,φ))(κ,φ)∈A⊗B‖ωB∩A ,0.
Hence
CkW
B∩A
(φ(U˜κ ∩ U˜φ),R
d)(κ,φ)∈A⊗B =
⋃
R>1
C∂,kW
B∩A
(φ(U˜κ ∩ U˜φ), BR(0))(κ,φ)∈A⊗B ,
and the sets on the right hand side are open subsets of the space on the left hand side.
Using our other assumption on W and Lemma 2.10, we can apply Proposition 2.9 to
see that (†) is smooth on each set C∂,kW
B∩A
(φ(U˜κ ∩ U˜φ), BR(0))(κ,φ)∈A⊗B , and hence on
CkW
B∩A
(φ(U˜κ ∩ U˜φ),R
d)(κ,φ)∈A⊗B. It is obviously linear since each d(κ ◦ φ−1) is so in its
second argument.
(b) We prove this with an induction on k.
k = 0: Let f ∈ W. For all (κ, φ) ∈ A ⊗ B, we have fκ = fφ ◦ φ ◦ κ
−1. Hence for
γκ,φ ∈ C
k
Wφ(φ(U˜κ ∩ U˜φ),R
d) and x ∈ κ(U˜κ ∩ U˜φ), we have that
|fκ(x)| ‖(γκ,φ ◦ φ ◦ κ
−1)(x)‖ = |(fφ ◦ φ ◦ κ−1)(x)| ‖(γκ,φ ◦ φ ◦ κ−1)(x)‖ ≤ ‖γκ,φ‖fφ,0.
Since (††) is linear and (κ, φ) ∈ A⊗ B was arbitrary, we see with this estimate that (††)
is defined and continuous.
k → k + 1: We use Proposition 2.2. We calculate that for (κ, φ) ∈ A⊗ B,
D(γκ,φ ◦ φ ◦ κ
−1) = Dγκ,φ ◦ φ ◦ κ−1 ·D(φ ◦ κ−1).
We see using the inductive hypothesis that
(Dγκ,φ ◦ φ ◦ κ
−1)(κ,φ)∈A⊗B ∈ CkW
A∩B
(κ(U˜κ ∩ U˜φ),L(R
d))(κ,φ)∈A⊗B,
and that the corresponding map is continuous. Finally, we get the assertion using
Lemma 2.8.
(c) Let (κ, φ) ∈ A⊗ B. On κ(U˜κ ∩ U˜φ), we have the identity
Xκ = dκ◦X ◦κ
−1 = π2 ◦T(κ◦φ−1)◦Tφ◦X ◦φ−1 ◦φ◦κ−1 = (φ◦κ−1)∗(d(κ◦φ−1)∗(Xφ)).
Since κ and φ were arbitrary, we can use that the maps (†) and (††) are continuous linear
to derive estimates which ensure that CkW(M,TM)B∩A ⊆ C
k
W(M,TM)A∩B , and that the
inclusion map is continuous. Since B∩A is subordinate to B, we derive the assertion using
Lemma 3.5.
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Corollary 3.7. Let the data be as in Proposition 3.6, and additionally assume that B is
subordinate to A. Then CkW(M,TM)B = C
k
W(M,TM)A as topological vector space.
Proof. We know from Lemma 3.5 that CkW(M,TM)A ⊆ C
k
W(M,TM)B, and from Propo-
sition 3.6 and Lemma 3.4 that CkW(M,TM)B ⊆ C
k
W(M,TM)A.
3.2 Simultaneous composition, inversion and superposition with
Riemannian exponential map and logarithm
We study simultaneous composition and inversion (see Proposition 2.11 and Proposi-
tion 2.12, respectively) on families of functions that, roughly speaking, arise as the simul-
taneous application of the superposition with the Riemannian exponential function; and
the application of simultaneous superposition with the logarithm after these operations.
Rephrasing some previous results We apply some results to the special case of func-
tions that are defined on the disjoint union of chart domains for a manifold. We start
with the simultaneous superposition with (slightly modified) Riemannian exponential
maps and logarithms.
Definition 3.8. Let d ∈ N∗, U ⊆ Rd open, g a Riemannian metric on U and V an open,
nonempty, relatively compact set such that V ⊆ U .
(a) Let δ ∈]0, RE,gV,U [. We set
EgV,δ : V ×Bδ(0)→ U : (x, y) 7→ expg(x, y)− x.
(b) Let δ ∈]0, RL,gV,U [. We set
LgV,δ : V ×Bδ(0) → R
d : (x, y) 7→ lgg(x, x+ y)
Lemma 3.9. Let d ∈ N∗, M a d-dimensional manifold, g a Riemannian metric on M ,
A = {κ : U˜κ → Uκ} an atlas for M , W ⊆ R
M
nonempty and k ∈ N. Further, for
each κ ∈ A let Vκ be an open, nonempty, relatively compact set such that Vκ ⊆ Uκ,
B := {κ|Vκ
κ−1(Vκ)
: κ ∈ A} is an atlas for M , and δκ > 0. Further, we assume that WB
contains an adjusting weight ω for (δκ)κ∈A.
(a) Assume that δκ < R
E,gκ
Vκ,Uκ
, and that WB satisfies (2.9.1), where I = A and βκ =
EgκVκ,δκ for κ ∈ A. Then the map
EWB,gV,δ :=
∏
κ∈A
EWκ,gκVκ,δκ :
{
Cω∂ ,kWB (Vκ, Bδκ(0))κ∈A → C
k
WB(Vκ,R
d)κ∈A
φ 7→ (expgκ ◦(idVκ , φκ)− idVκ)κ∈A
is defined and smooth.
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(b) Assume that δκ < R
L,gκ
Vκ,Uκ
, and that WB satisfies (2.9.1), where I = A and βκ =
LgκVκ,δκ for κ ∈ A. Then the map
LWB,gV,δ :=
∏
κ∈A
LWκ,gκVκ,δκ :
{
Cω∂ ,kWB (Vκ, Bδκ(0))κ∈A → C
k
WB(Vκ,R
d)κ∈A
φ 7→ (lggκ ◦(idVκ , φκ + idVκ))κ∈A
is defined and smooth.
Proof. In both cases, we see that βκ maps Vκ × {0} to {0}, for each κ ∈ A. Hence the
assertion follows from Proposition 2.9.
We turn to composition and inversion.
Lemma 3.10. Let d ∈ N∗, M a d-dimensional manifold, A = {κ : U˜κ → Uκ} an atlas
for M , W ⊆ R
M
nonempty and k, ℓ ∈ N. Further, let r > 0 and for each κ ∈ A let
Wκ, Vκ ⊆ Uκ be open nonempty sets such that Wκ +Br(0) ⊆ Vκ and (κ
−1(Wκ))κ∈A is a
cover of M . Then the map
c
Rd,k
WB,ℓ :=
∏
κ∈A
c
Rd,k
Wκ,ℓ :
{
Ck+ℓ+1WB (Vκ,R
d)κ∈A × C
∂,k
WB(Wκ, Br(0))κ∈A → C
k
WB(Wκ,R
d)κ∈A
(γ, η) 7→ (γκ ◦ (ηκ + idWκ))κ∈A
is defined and Cℓ, where B := {κ|Vκ
κ−1(Vκ)
: κ ∈ A}.
Proof. This is a direct consequence of Proposition 2.11. Note that 1 ·∪κ∈AVκ (eventually
multiplied with 1
r
) is an adjusting weight for (Br(0))κ∈A.
Lemma 3.11. Let d ∈ N∗, M a d-dimensional manifold, A = {κ : U˜κ → Uκ} an atlas
for M such that each Uκ is convex, and W ⊆ R
M
containing 1M . Further, let r > 0 and
for each κ ∈ A let Vκ ⊆ Uκ be an open nonempty set such that Vκ + Br(0) ⊆ Uκ and
(κ−1(Vκ))κ∈A is a cover of M . Then for each τ ∈]0, 1[, the map
IVWA :=
∏
κ∈A
IVκWκ : D
τ → C∞WA(Vκ,R
d)κ∈A : φ 7→ ((φκ + idUκ)
−1|Vκ − idVκ)κ∈A
is defined and smooth, where
Dτ :=
{
φ ∈ C∞WA(Uκ,R
d)κ∈A : ‖φ‖1 ·∪κ∈AUκ ,1 < τ and ‖φ‖1 ·∪κ∈AUκ ,0 <
r
2(1− τ)
}
.
Proof. This is a direct consequence of Proposition 2.12.
Composing the operations We compose the maps that were introduced in this subsec-
tion. The main difficulty is keeping track of whether the simultaneous operations can be
applied.
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Lemma 3.12. Let d ∈ N∗, M a d-dimensional manifold, g a Riemannian metric on M ,
r > 0 and A = {κ : U˜κ → Uκ} an atlas for M . For each κ ∈ A, let Vκ,Wκ ⊆ Uκ be
open, nonempty, relatively compact sets with Wκ +Br(0) ⊆ Vκ such that Vκ ⊆ Uκ, Vκ is
convex and (κ−1(Wκ))κ∈A is a cover of M . We set B := {κ|Vκκ−1(Vκ) : κ ∈ A}.
For each κ ∈ A, let δEκ ∈]0, R
E
Vκ,Uκ
[ and δLκ ∈]0, R
L
Wκ,Uκ
[. Let W ⊆ R
M
such that WB
contains an adjusting weight ωE formin(δEκ , 1
1 + CE,2
Vκ,δEκ ,gκ
,
1
C
E,(1)
Vκ,δEκ ,gκ
)

κ∈A
(†)
and ωL that is adjusting for (δLκ )κ∈A, and satisfies
(∀κ ∈ A) |ωLκ | ≤
1
C
E,(1)
Vκ,δEκ ,gκ
C
L,(1)
Wκ,δLκ ,gκ
|ωEκ |. (3.12.1)
Additionally, assume thatWB satisfies (2.9.1) for the families (E
gκ
Vκ,δEκ
)κ∈A and (L
gκ
Wκ,δLκ
)κ∈A,
respectively.
(a) Then the map
CLE : D1 ×D2 → R : (γ, η) 7→ L
WB,g
W,δL
(cR
d
WB(E
WB,g
V,δE
(γ), EWB ,g
W,δE
(η)) + EWB ,g
W,δE
(η))
is defined and smooth. Here
D1 := {γ ∈ C
∞
WB(Vκ,R
d)κ∈A : ‖γ‖ωE ,0 <
1
2 and ‖γ‖1 ·∪κ∈AVκ ,1 <
1
2},
D2 := {η ∈ C
∞
WB(Wκ,R
d)κ∈A : ‖η‖ωE ,0 < min(
1
4 , r)},
and
R := {φ ∈ C∞WB(Wκ,R
d)κ∈A : ‖φ‖ωL,0 < 1}.
Moreover, we have
‖CLE(γ, η)‖ωL,0 ≤ (1 + ‖γ‖ωE ,0 + ‖γ‖1 ·∪κ∈AVκ ,1)‖η‖ωE ,0 + ‖γ‖ωE ,0. (3.12.2)
For X,Y ∈ X(M) such that ιBW(X) ∈ D1 and ι
B
W(Y ) ∈ D2, we have for κ ∈ A that
LWκ,gκWκ,δκ (c
Rd
Wκ(E
Wκ,gκ
Vκ,δκ
(Xκ), E
Wκ ,gκ
Wκ,δκ
(Yκ)) + E
Wκ,gκ
Wκ,δκ
(Yκ))
= lggκ ◦(idWκ , expgκ ◦(idVκ ,Xκ) ◦ expgκ ◦(idWκ , Yκ)).
(3.12.3)
(b) Additionally, let ρ ∈]0, 1[. Then the map
ILE : Dρ → Rρ : φ 7→ L
WB,g
W,δL
(IWWB(E
WB,g
V,δE
(φ))
is defined and smooth. Here
Dρ := {φ ∈ C
∞
WB(Vκ,R
d)κ∈A : ‖φ‖ωE ,0 <
(1−ρ)
2 min(ρ, r) and ‖φ‖1 ·∪κ∈AVκ ,1 <
ρ
2}
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and
Rρ := {φ ∈ C
∞
WB(Wκ,R
d)κ∈A : ‖φ‖ωL,0 <
min(r,ρ)
2 }.
Moreover, we have that
‖ILE(φ)‖ωL,0 ≤
‖φ‖ωE ,0
1− (‖φ‖ωE ,0 + ‖φ‖1 ·∪κ∈AVκ ,1)
(3.12.4)
For X ∈ X(M) such that ιBW(X) ∈ Dρ, we have for κ ∈ A that
LWκ,gκ
Wκ,δLκ
(IWκWκ (E
Wκ ,gκ
Vκ,δEκ
(Xκ))) = lggκ ◦(idWκ , (expgκ ◦(idVκ ,Xκ))
−1|Wκ). (3.12.5)
Note that above we occasionally identified maps with their restriction.
Proof. (a) By our previous elaborations, the map CLE is smooth if it is defined, so we
shall prove the latter. Let γ ∈ D1 and η ∈ D2. Since ω
E is an adjusting weight
for (δEκ )κ∈A and ‖γ‖ωE ,0, ‖η‖ωE ,0 < 1 by our assumptions, we see with (2.6.1) that
γ ∈ Cω
E
∂ ,∞
WB (Vκ, BδEκ (0))κ∈A and η ∈ C
ωE∂ ,∞
WB (Wκ, BδEκ (0))κ∈A. Hence we can apply E
WB,g
V,δE
to γ and EWB,g
W,δE
to η.
We see with Lemma 2.22 using that ωE is adjusted to (†) (and (2.5.1)) that for κ ∈ A,
‖EWκ,gκWκ,δκ (ηκ)‖1Wκ ,0 ≤
C
E,(1)
Wκ,δ
E
κ ,gκ
C
E,(1)
Vκ,δ
E
κ ,gκ
‖ηκ‖ωEκ ,0 < r.
This implies that we can apply cR
d
WB to (E
WB,g
V,δ (γ), E
WB ,g
W,δ (η)). Further, we conclude from
Lemma 2.23 using (2.5.1) that for each κ ∈ A,
‖EWκ,gκVκ,δκ (γκ)‖1Vκ ,1 ≤ C
E,2
Vκ,δEκ ,gκ
‖γκ‖1Vκ ,0 + ‖γκ‖1Vκ ,1 ≤
C
E,2
Vκ,δ
E
κ ,gκ
1+CE,2
Vκ,δ
E
κ ,gκ
‖γκ‖ωEκ ,0 + ‖γκ‖1Vκ ,1.
Using the elementary estimate [Wal13, (4.1.3.1)], the last estimate, Lemma 2.22 (and the
triangle inequality) we see that for f ∈ W and κ ∈ A,
‖cR
d
Wκ(E
Wκ,gκ
Vκ,δEκ
(γκ), E
Wκ,gκ
Wκ,δEκ
(ηκ)) + E
Wκ,gκ
Wκ,δEκ
(ηκ)‖fκ,0
≤‖EWκ,gκ
Vκ,δEκ
(γκ)‖1Vκ ,1‖E
Wκ,gκ
Wκ,δEκ
(ηκ)‖fκ,0 + ‖E
Wκ,gκ
Vκ,δEκ
(γκ)‖fκ,0 + ‖E
Wκ ,gκ
Wκ,δEκ
(ηκ)‖fκ,0
≤C
E,(1)
Vκ,δEκ ,gκ
(
(‖γκ‖ωEκ ,0 + ‖γκ‖1Vκ ,1 + 1)‖ηκ‖fκ,0 + ‖γκ‖fκ,0
)
.
(∗)
From this estimate we derive using (3.12.1) and ‖γκ‖ωEκ ,0, ‖γκ‖1Vκ ,1 <
1
2 , ‖ηκ‖ωEκ ,0 <
1
4
that
‖cR
d
Wκ(E
Wκ ,gκ
Vκ,δEκ
(γκ), E
Wκ ,gκ
Wκ,δEκ
(ηκ)) + E
Wκ,gκ
Wκ,δEκ
(ηκ)‖ωLκ ,0
< C
E,(1)
Vκ,δEκ ,gκ
(2‖ηκ‖ωLκ ,0 + ‖γκ‖ωLκ ,0) ≤
C
E,(1)
Vκ,δ
E
κ ,gκ
C
E,(1)
Vκ,δ
E
κ ,gκ
C
L,(1)
Wκ,δ
L
κ ,gκ
(2‖ηκ‖ωEκ ,0 + ‖γκ‖ωEκ ,0) < 1.
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We conclude with (2.6.1) that we can apply LWB,g
W,δL
to cR
d
WB(E
WB ,g
V,δE
(γ), EWB ,g
W,δE
(η))+EWB ,g
W,δE
(η).
Further, for each κ ∈ A we have (using Lemma 2.32 and (3.12.1)) that
‖LWκ,gκ
Wκ,δLκ
(φ)‖ωLκ ,0 ≤
C
L,(1)
Vκ,δ
L
κ ,gκ
C
E,(1)
Vκ,δ
E
κ ,gκ
C
L,(1)
Wκ,δ
L
κ ,gκ
‖φ‖ωEκ ,0
for suitable φ. From this and (∗) we derive the assertion on the containment in R, and
also that (3.12.2) holds. It remains to prove (3.12.3). To this end, let p ∈Wκ. Then
LWκ,gκWκ,δκ (c
Rd
Wκ(E
Wκ,gκ
Vκ,δκ
(Xκ), E
Wκ,gκ
Wκ,δκ
(Yκ)) + E
Wκ,gκ
Wκ,δκ
(Yκ))(p)
= lggκ(p, c
Rd
Wκ(E
Wκ,gκ
Vκ,δκ
(Xκ), E
Wκ ,gκ
Wκ,δκ
(Yκ))(p) + E
Wκ,gκ
Wκ,δκ
(Yκ)(p) + p)
= lggκ(p,E
Wκ,gκ
Vκ,δκ
(Xκ)(expgκ(p, Yκ(p))) + expgκ(p, Yκ(p)))
= lggκ(p, expgκ(expgκ(p, Yκ(p)),Xκ(expgκ(p, Yκ(p))))
= lggκ(p, (expgκ ◦(idVκ ,Xκ))(expgκ(p, Yκ(p))))
= lggκ(p, (expgκ ◦(idVκ ,Xκ) ◦ expgκ ◦(idWκ , Yκ))(p)).
This shows that (3.12.3) holds.
(b) By our previous elaborations, the map ILE is smooth if it is defined, so we shall prove
the latter. Let φ ∈ Dρ. Since ω
E is an adjusting weight for (δEκ )κ∈A and ‖φ‖ωE ,0 < 1
by our assumptions, we see with (2.6.1) that φ ∈ Cω∂ ,∞WB (Vκ, BδEκ (0))κ∈A. Hence we can
apply EWB,g
V,δE
to φ. We see with Lemma 2.22 using that ωE is adjusting for (†) (and
(2.5.1)) that for each κ ∈ A,
‖EWκ,gκ
Vκ,δEκ
(φκ)‖1Vκ ,0 <
C
E,(1)
Vκ,δ
E
κ ,gκ
C
E,(1)
Vκ,δ
E
κ ,gκ
‖φ‖ωE ,0 <
r
2(1− ρ).
Similarly, we conclude from Lemma 2.23 and (2.5.1) that for each κ ∈ A,
‖EWκ ,gκ
Vκ,δEκ
(φκ)‖1Vκ ,1 ≤ C
E,2
Vκ,δEκ ,gκ
‖φκ‖1Vκ ,0 + ‖φκ‖1Vκ ,1 ≤
C
E,2
Vκ,δ
E
κ ,gκ
C
E,2
Vκ,δ
E
κ ,gκ
+1
‖φκ‖ωEκ ,0 + ‖φκ‖1Vκ ,1.
(∗)
Hence we see using ‖φκ‖ωEκ ,0, ‖φκ‖1Vκ ,1 <
ρ
2 and the last two estimates that we can apply
IWWB to E
WB ,g
V,δE
(φ). Further, using the elementary estimate [Wal13, (4.2.5.1)], Lemma 2.22
and (∗) we see that for f ∈ W and κ ∈ A,
‖IWκWκ (E
Wκ ,gκ
Vκ,δEκ
(φκ))‖fκ ,0 ≤
‖EWκ,gκ
Vκ,δ
E
κ
(φκ)‖fκ,0
1−‖EWκ,gκ
V,δEκ
(φκ)‖1Wκ ,1
<
C
E,(1)
Vκ,δ
E
κ ,gκ
1−(‖φκ‖ωEκ ,0+‖φκ‖1Vκ ,1)
‖φκ‖fκ,0. (∗∗)
From this, we conclude with (3.12.1), using ‖φκ‖ωEκ ,0 <
ρ(1−ρ)
2 and ‖φκ‖1Vκ ,1 <
ρ
2 , that
‖IWκWκ (E
Wκ,gκ
Vκ,δEκ
(φκ))‖ωLκ ,0 ≤
C
E,(1)
Vκ,δ
E
κ ,gκ
(1−ρ)CE,(1)
Vκ,δ
E
κ ,gκ
‖φκ‖ωEκ ,0 <
ρ
2 .
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Since ωL is adjusting to δL, we see from this estimate using (2.6.1) that we can apply
LWB,g
W,δL
to φ. Another application of Lemma 2.32 and (∗∗) shows that
‖LWκ,gκ
Wκ,δLκ
(IWκWκ (E
Wκ,gκ
Vκ,δEκ
(φκ)))‖ωLκ ,0 ≤ C
L,(1)
Wκ,δLκ ,gκ
‖IWκWκ (E
Wκ,gκ
Vκ,δEκ
(φκ))‖ωLκ ,0
<
C
L,(1)
Wκ,δLκ ,gκ
C
E,(1)
Vκ,δEκ ,gκ
1− (‖φκ‖ωEκ ,0 + ‖φκ‖1Vκ ,1)
‖φκ‖ωLκ ,0 ≤
‖φκ‖ωEκ ,0
1− (‖φκ‖ωEκ ,0 + ‖φκ‖1Vκ ,1)
So we derive the assertion on the containment in Rρ, and that (3.12.4) holds. To prove
(3.12.5), let κ ∈ A and p ∈Wκ. Then
LWκ,gκWκ,δκ (I
Wκ
Wκ (E
Wκ,gκ
Vκ,δκ
(Xκ)))(p) = lggκ(p, I
Wκ
Wκ (E
Wκ,gκ
Vκ,δκ
(Xκ))(p) + p)
= lggκ(p, (E
Wκ ,gκ
Vκ ,δκ
(Xκ) + idVκ)
−1|Wκ(p)) = lggκ(p, (expgκ ◦(idVκ ,Xκ))
−1|Wκ(p)).
This shows that (3.12.5) holds.
3.3 Construction of weights on manifolds
We first define the terms saturated resp. adjusted sets of weights, and then show that
such weight sets exist.
Definition 3.13 (Saturated and adjusted sets of weights). Let d ∈ N∗,M a d-dimensional
manifold, W ⊆ R
M
, A = {κ : U˜κ → Uκ} an atlas for M and δκ > 0 for each κ ∈ A.
(a) We call ω : M → R adjusted to (A, (δκ)κ∈A) if there exists K > 0 such that K ·ωA
is an adjusting weight for (δκ)κ∈A. We call W adjusted to (A, (δκ)κ∈A) if there
exists ω ∈ W that is adjusted to this pair.
(b) Let A1 and A2 be atlases for M . We say W is saturated with respect to (A1,A2) if
(2.8.1) is satisfied for WA1∩A2 and (D(κ ◦ φ
−1)|
φ(U˜κ∩U˜φ))(κ,φ)∈A1⊗A2 .
(c) Let g be a Riemannian metric on M , and for each κ ∈ A let V˜κ be a relatively
compact set with V˜κ ⊆ U˜κ such that (V˜κ)κ∈A is a cover of M , δEκ ∈]0, R
E,gκ
Vκ,Uκ
[, δLκ ∈
]0, RL,gκVκ ,Uκ [ (where Vκ := κ(V˜κ)) and B := {κ|
Vκ
V˜κ
: κ ∈ A}. We say W is saturated
with respect to (A,B, g) if WB satisfies (2.9.1) for (E
gκ
Vκ,δEκ
)κ∈A and (L
gκ
Vκ,δLκ
)κ∈A
respectively.
If both (b) and (c) hold, we call W saturated with respect to ((A1,A2), (A,B, g)). Occa-
sionally, we may just say that W is adjusted or saturated.
Construction of adjusted weights We show that for a locally finite atlas whose chart
domains are relatively compact, adjusted weights exist.
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Lemma 3.14 (Construction of an adjusted weight). Let d ∈ N∗, M be a d-dimensional
manifold and A = {κ : U˜κ → Uκ} a locally finite atlas for M . For each κ ∈ A, let
εκ > 0 and V˜κ ⊆ U˜κ be an open, nonempty, relatively compact set such that (V˜κ)κ∈U is
a cover of M . Then there exists a weight ω : M → R adjusted to (B, (εκ)κ∈A), where
B := {κ|
κ(V˜κ)
V˜κ
: κ ∈ A}.
Proof. For each κ ∈ A, let fκ : M → R be a function such that supp(fκ) ⊆ U˜κ,
supx∈M |fκ|(x) <∞ and infx∈V˜κ |fκ|(x) ≥ max(
1
εκ
, 1). For x ∈M , we set
ω(x) := max
κ∈A
|fκ(x)|;
note that this definition is possible because each x ∈M is only contained in finitely many
sets U˜κ. Then |ω|(x) ≥ |fκ|(x) ≥ max(
1
εκ
, 1) for each κ ∈ A and x ∈ V˜κ. Further, since
each V˜κ is relatively compact, it has nonempty intersections with only finitely many sets
{U˜κ : κ ∈ A}. That implies that supx∈V˜κ |ω|(x) < ∞. Hence ωB is an adjusting weight
for (εκ)κ∈A.
Saturating weights We not only show that saturated weight sets exist, but moreover
that each set of weights has a “minimal saturated extension”. We first prove a variation
of this assertion for a single weight.
Lemma 3.15. Let d ∈ N∗, M be a d-dimensional manifold, (U˜κ)κ∈A a locally finite cover
of M , I a nonempty set, f : M → R and (Bκ,i)(κ,i)∈A×I a family of nonnegative real
numbers. Then there exists a set Mf,B ⊆ R
M
such that
(∀x ∈M)(∃V ∈ U(x))(∀g ∈ Mf,B)(∃K > 0) |g|V | ≤ K · |f |V |
and
(∀i ∈ I)(∃g ∈Mf,B)(∀κ ∈ A)Bκ,i ·
∣∣∣f |U˜κ∣∣∣ ≤ ∣∣∣g|U˜κ∣∣∣ . (3.15.1)
The set Mf,B is minimal in the sense that for any H ⊆ R
M
that also satisfies (3.15.1),
we have
(∀g ∈ Mf,B)(∃h ∈ H) |g| ≤ |h|. (3.15.2)
Proof. Let i ∈ I and x ∈M . Then we define
gi(x) := max{Bκ,i · f(x) : κ ∈ A, x ∈ U˜κ}.
This definition makes sense since (U˜κ)κ∈U is locally finite. In particular, for each x ∈M
there exist κ1, . . . , κn ∈ A and V ∈ U(x) such that for κ ∈ A,
U˜κ ∩ V 6= ∅ ⇐⇒ κ ∈ {κ1, . . . , κn}.
Hence
|gi|V | ≤ max(Bκ1,i, . . . , Bκn,i) · |f |V |.
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Further, for κˆ ∈ A such that x ∈ U˜κˆ, we have
Bκˆ,i · |f(x)| ≤ max{Bκ,i : κ ∈ A, x ∈ U˜κ} · |f(x)| = |gi(x)|.
So the set
Mf,B := {gi : i ∈ I},
has the first two properties. To prove the minimality, let H ⊆ R
M
satisfying (3.15.1).
Then for each i ∈ I, there exists h ∈ H such that Bκ,i ·
∣∣∣f |U˜κ∣∣∣ ≤ ∣∣∣h|U˜κ∣∣∣ for all κ ∈ A. So
for x ∈M , we have
(∀κ ∈ A : x ∈ U˜κ)Bκ,i|f(x)| ≤ |h(x)|.
Hence
|gi(x)| = max{Bκ,i · |f(x)| : κ ∈ A, x ∈ U˜κ} ≤ |h(x)|,
which finishes the proof.
Remark 3.16. In the last lemma, we proved that |g|V | ≤ K · |f |V | for every neighborhood
V that has nonempty intersection with only finitely many cover sets.
Before we show that each weight set has a minimal saturated superset, we make the
following definition.
Definition 3.17. Let M be a topological space and f, g : M → R. We call g locally
f -bounded if
(∀x ∈M)(∃U ∈ U(x),K > 0) |g|U | ≤ K · |f |U |.
Let W1,W2 ⊆ R
M
. We call W2 locally W1-bounded if for all g ∈ W2 there exists f ∈ W1
such that g is locally f -bounded. As usual, we call f locally bounded if it us locally
1M -bounded.
In the next lemma, we need the definition of the maximal extension of weights, see
Definition 2.1.
Lemma 3.18 (Minimal saturated extension). Let d ∈ N∗, (M,g) a d-dimensional Rie-
mannian manifold, W ⊆ R
M
and A = {κ : U˜κ → Uκ}, A˜ locally finite atlases for M . For
each κ ∈ A, let V˜κ a relatively compact set such that V˜κ ⊆ U˜κ and B := {κ|
Vκ
V˜κ
: κ ∈ A} is
an atlas for M (here, Vκ := κ(V˜κ) for κ ∈ A), δ
E
κ ∈]0, R
E,gκ
Vκ,Uκ
[ and δLκ ∈]0, R
L,gκ
Vκ,Uκ
[. Then
there exists We ⊆ R
M
that is locally W-bounded and saturated w.r.t. ((A,B, g), (A, A˜)).
The set We is minimal in the sense that for any G ⊆ R
M
that is saturated to the same
data and contains W, we have We ⊆ Gmax. We call W
e a minimal saturated extension
of W.
Proof. We define the following three families:
B1 : A× N∗ → [0,∞[: (κ, ℓ) 7→ ‖Egκ
Vκ,δEκ
‖1Vκ×B
δEκ
(0),ℓ,
B2 : A× N∗ → [0,∞[: (κ, ℓ) 7→ ‖Lgκ
Vκ,δLκ
‖1Vκ×B
δLκ
(0),ℓ,
B3 : A⊗ A˜ ×N→ [0,∞[: ((κ, φ), ℓ) 7→ ‖D(κ ◦ φ−1)|
φ(U˜κ∩U˜φ)‖1φ(U˜κ∩U˜φ),ℓ
.
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We inductively define W0 :=W, and if Wk is defined for k ∈ N, we set
Wk+1 :=
⋃
f∈Wk
Mf,B1 ∪
⋃
f∈Wk
Mf,B2 ∪
⋃
f∈Wk
Mf,B3 ;
we defined Mf,Bi in Lemma 3.15. Finally, we set W
e :=
⋃
k∈NWk. Since we can show
with an easy induction (using Lemma 3.15, of course) that eachWk is locallyW-bounded,
so is We. Finally, we see with another application of Lemma 3.15 that (c) and (b) in
Definition 3.13 are satisfied.
We prove the minimality condition by induction. More precisely, we prove that Wk ⊆
Gmax for all k ∈ N. The case k = 0 is satisfied by the assumptions on G. Suppose it holds
for k ∈ N, and let f ∈ Wk. Because G is saturated, it satisfies (3.15.1) for f and the
B ∈ {Bj : j = 1, 2, 3}. Hence we derive from (3.15.2) thatMf,Bj ⊆ Gmax for j ∈ {1, 2, 3},
so obviously Wk+1 ⊆ Gmax.
4 Diffeomorphisms on Riemannian manifolds
We construct weighted diffeomorphisms on Riemannian manifolds, and turn them into
a Lie group that is modelled on weighted vector fields. In order to do this, we prove
a criterion when the composition of the exponential function with a vector field is a
diffeomorphism. Then, we can use the local group operations treated in Lemma 3.12 to
construct Lie group structures from local data. We state the main result concerning these
Lie groups in Theorem 4.6. Finally, we compare these Lie groups with other well-known
Lie groups of diffeomorphisms.
4.1 Generating diffeomorphisms from vector fields
In Lemma 2.24, we established under which conditions the map expgκ ◦Xκ is a diffeo-
morphism, where κ is a chart and Xκ a localized vector field. We show that similar
assumptions also allow the global behavior of expg ◦X to be controlled.
Proposition 4.1. Let (M,g) be a Riemannian manifold and A = {κ : U˜κ → Uκ} an atlas
for M . For each κ ∈ A, let rκ > 0 such that Brκ(0) ⊆ Uκ and {κ
−1(Brκ(0)) : κ ∈ A}
is a cover of M , νκ ∈]0, R
E,gκ
Brκ (0),Uκ
[ and εκ ∈]0,
1
2 [. Further let k ∈ N with k ≥ 1 and
X ∈ Xk(M) such that for each κ ∈ A,
‖Xκ‖1Brκ (0),0 < min
(
εκrκ
2C
E,(1)
Brκ (0),νκ,gκ
, νκ,
εκ
4(CE,2
Brκ (0),νκ,gκ
+1)
)
,
and ‖Xκ‖1Brκ (0),1 <
εκ
4 . Then the following assertions hold:
(a) We have that imX ⊆ DEg , the map φX := expg ◦X maps each connected component
of M into itself, and for each κ ∈ A, κ ◦ φX ◦ κ
−1|Brκ(0) is a C
k-diffeomorphism
whose image contains Brκ(1−2εκ)(0).
(b) For each y ∈M , #(expg ◦X)
−1(y) ≤ #Ay, where Ay := {κ ∈ A : y ∈ U˜κ}.
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In addition, assume that M is connected, {U˜κ : κ ∈ A} is a locally finite cover of M and
{κ−1(Br˜κ(0)) : κ ∈ A} is also a cover of M , where each r˜κ < (1− εκ)rκ. Then
(c) expg ◦X is a proper map.
Assume that each r˜κ < (1− 2εκ)rκ. Then
(d) expg ◦X is a covering map with finitely many sheets.
Finally, assume that there exists a point in M that is only contained in one U˜κ. Then
(e) expg ◦X is a diffeomorphism.
Proof. (a) Since ‖Xκ‖1Brκ (0),0 < νκ for each κ ∈ A, we see with Remark 2.19 that
Tκ−1((idUκ ,Xκ))(Brκ(0)) ⊆ Tκ
−1(DEgκ) ⊆ D
E
g .
It is obvious from the definition of expg that φX maps each connected component of M
into itself. By our assumptions, for each κ ∈ A we can apply Lemma 2.24 to the function
Xκ and the exponential function expgκ to see that φXκ |Brκ (0) is a C
k-diffeomorphism
whose image contains Brκ(1−2εκ)(0) (here φXκ := expgκ ◦(idUκ ,Xκ)). Since κ ◦ φX ◦
κ−1|Brκ (0) = φXκ |Brκ (0) by Lemma 2.20, the assertion holds.
(b) Let y ∈M . For κ ∈ A, we set Wκ := κ
−1(Brκ(0)) and define
AX,y := {κ ∈ A : (∃x ∈Wκ)φX(x) = y}.
Since the map φX |Wκ is injective for each κ ∈ AX,y, there exists at most one xκ ∈ Wκ
with φX(xκ) = y. Further y = φX(xκ) ∈ φX(Wκ) ⊆ U˜κ (since ‖Xκ‖1Brκ (0),0 < νκ), hence
AX,y ⊆ Ay. The map AX,y → φ
−1
X (y) : κ 7→ xκ is surjective because {Wκ : κ ∈ A} is a
cover of M , so we derive the assertion.
(c) Let K ⊆M be a compact set. Since {U˜κ : κ ∈ A} is a locally finite cover, using a
straightforward compactness argument we can show that there exists a finite set F ⊆ A
such that for κ ∈ A the equivalence
U˜κ ∩K 6= ∅ ⇐⇒ κ ∈ F
holds. We then define
K˜ :=
⋃
κ∈F
κ−1
(
(κ(K) ∩B r˜κ+ εκrκ2 (0)) +B
εκrκ
2
(0)
)
.
This is a compact set and we prove that it contains φ−1X (K). To this end, let y ∈ φ
−1
X (K).
Then there exists κ ∈ A such that y ∈ κ−1(Br˜κ(0)), and by our assumptions on X, we
have that φX(y) ∈ U˜κ, hence κ ∈ F . Further, using Lemma 2.22 we get
‖κ(φX (y))− κ(y)‖ = ‖φXκ(κ(y)) − κ(y)‖ ≤
εκrκ
2
.
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This implies that
‖κ(φX (y))‖ ≤ ‖κ(y)‖ + ‖κ(φX (y))− κ(y)‖ < r˜κ +
εκrκ
2
.
So we see that
κ(y) = κ(φX(y)) + κ(y)− κ(φX (y)) ∈ κ(K) ∩B r˜κ+ εκrκ2 (0) +B
εκrκ
2
(0),
which shows that y ∈ K˜.
(d) φX is surjective since the image of φX |κ−1(Brκ (0)) contains κ
−1(B(1−2εκ)rκ(0)) by
(a), and these sets cover M by assumption. Since we also proved in (a) that φX is a local
homeomorphism and is a proper map by (c), we can use [For81, Theorem 4.22] to see
that it is a covering map.
(e) We showed in (a) that φX is a local diffeomorphism, and by (d) it is a covering
map. We see with the hypothesis of (e) and the assertion of (b) that it has only one
sheet, so it is a bijection and hence a diffeomorphism.
4.2 Lie groups of weighted diffeomorphisms
We show that on a Riemannian manifold, for each locally finite, adapted atlas A (we
will introduce this terminology soon) and each set W of weights containing 1M , there
exists a Lie group of weighted diffeomorphisms. The Lie group is modelled on the space
C∞We(M,TM)A of weighted vector fields, where W
e is a minimal saturated extension of
W ∪ {ω}, where ω is a suitable adjusted weight.
We then examine under which conditions the compactly supported diffeomorphisms
are a subset of the weighted diffeomorphisms, and see that if the manifold is Rd with
the scalar product, the weighted diffeomorphisms constructed here are the same as in
[Wal12, §4].
4.2.1 Lie groups modelled on weighted vector fields
We first transfer the results of Lemma 3.12 to weighted vector fields. For the inversion,
before the introduction of Proposition 4.1 this was not possible since we had only de-
veloped criteria for local invertibility. Further, we use these results to construct a Lie
group modelled on weighted vector fields. Note that we assume the existence of suitable
weights, but even with Lemma 3.14 it is not clear that adjusting weights that satisfy
(3.12.1) exist.
Before we begin, we make the following definition.
Definition 4.2. Let d ∈ N∗, M a d-dimensional manifold, A = {κ : U˜κ → Uκ} an atlas
for M , (rκ)κ∈A, (εκ)κ∈A families of positive real numbers and R > 0.
We callA adapted to ((rκ)κ∈A, (εκ)κ∈A, R) ifBrκ+R(0) ⊆ Uκ for all κ ∈ A, (κ−1(Brκ(0)))κ∈A
is a cover of M and rκ <
(
1
2εκ
− 1
)
R for all κ ∈ A. Note that this implies that each
εκ <
1
2 . Sometimes, we may call such an atlas A just adapted.
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Remark 4.3. Note that on a manifold with a countable base every atlas is adapted, see
[Lan02, Theorem 3.3].
Lemma 4.4. Let d ∈ N∗, (M,g) a d-dimensional connected Riemannian manifold, A =
{κ : U˜κ → Uκ} a locally finite atlas for M , R > 0 and (rκ)κ∈A, (εκ)κ∈A families of
positive real numbers such that A is adapted to ((rκ)κ∈A, (εκ)κ∈A, R) and ε := infκ∈A εκ >
0.
We then set Vκ := Brκ+R(0), B := {κ|
Vκ
κ−1(Vκ)
: κ ∈ A} and C := {κ|
Brκ (0)
κ−1(Brκ (0))
: κ ∈ A}.
Further, for each κ ∈ A, let δEκ ∈]0, R
E,gκ
Vκ,Uκ
[ and δLκ ∈]0, R
L,gκ
Vκ,Uκ
[. Let W ⊆ R
M
contain
weights ωE, ωL such that ωEB is an adjusting weight for(
min
(
δEκ ,
min(εκrκ,1)
2C
E,(1)
Vκ,δ
E
κ ,gκ
, εκ
4(CE,2
Vκ,δ
E
κ ,gκ
+1)
))
κ∈A
; (†)
ωLB is an adjusting weight for (δ
L
κ )κ∈A, and (3.12.1) is satisfied for ωL and ωE. Further,
assume that WB satisfies (2.9.1) for (E
gκ
Vκ,δEκ
)κ∈A and (L
gκ
Vκ,δLκ
)κ∈A, respectively.
(a) Then the map
CX(M) : D
B
1 ×D
B
2 → R
C : (X,Y ) 7→ logg ◦(idM , (expg ◦X) ◦ (expg ◦Y ))
is defined and smooth, where
DB1 := {X ∈ C
∞
W(M,TM)B : ‖X‖B,ωE ,0 <
1
2 and ‖X‖B,1M ,1 <
1
2}
and
DB2 := {X ∈ C
∞
W(M,TM)B : ‖X‖B,ωE ,0 < min(
1
4 , R)}
and
RC := {X ∈ C∞W(M,TM)C : ‖X‖C,ωL,0 < 1}.
Assume that there exists a point in M that is contained in only one U˜κ.
(b) Then for each ρ ∈]0, 1[, the map
IX(M) : D
B
ρ → R
C
ρ : X 7→ logg ◦(idM , (expg ◦X)
−1)
is defined and smooth, where
DBρ := {X ∈ C
∞
W(M,TM)B : ‖X‖B,ωE ,0 <
(1−ρ)min(ρ,R)
2 , ‖X‖B,1M ,1 < min(
ρ
2 ,
ε
4)}
and
RCρ := {X ∈ C
∞
W(M,TM)C : ‖X‖C,ωL,0 <
min(R,ρ)
2 }.
We set
DD := {expg ◦X : X ∈ D
B
1 ∩D
B
2 ∩D
B
ρ },
and assume that (2.8.1) is satisfied for WC∩B and (D(κ ◦ φ−1)|φ(U˜κ∩U˜φ))(κ,φ)∈B⊗C.
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(c) Then there exists a Lie group structure on the subgroup of Diff(M) generated by
DD ∩D
−1
D .
The restriction of the map
L : DD → C
∞
W(M,TM)B : φ 7→ logg ◦(idM , φ)
is a chart for this set.
Proof. (a) Using Lemma 3.12 and (3.12.3) (together with Lemma 2.20), we get the com-
mutative diagram
DB1 ×D
B
2
//
ιBW×ιBW
//
CX(M)

D1 ×D2
CL
E

RC //
ιCW
// R.
In particular, imCLE ◦ (ι
B
W × ι
B
W) ⊆ im ι
C
W , and the corestriction of C
L
E ◦ (ι
B
W × ι
B
W) to
im ιCW is smooth by [Wal12, Prop. A.1.12] since we proved in Lemma 3.2 the vector fields
are a closed subset of the product. Since ιCW is an embedding, this proves our assertion
that CX(M) is defined and smooth.
(b) We know from Proposition 4.1 that for all X ∈ C∞W(M,TM)C with ‖X‖B,ω,0 < 1
and ‖X‖B,1M ,1 <
ε
4 , the map expg ◦X is a diffeomorphism. We can apply 4.1 since
rκ < (1−2εκ)(rκ+R) (that is shown with a short calculation), and using our assumptions
on ω stated in (†), together with (2.5.1).
The rest of the proof follows along the same lines as (a).
(c) We calculate using Lemma 2.22 and (3.12.1) that for all X ∈ DB1 ∩D
B
2 ∩D
B
ρ and
κ ∈ A, we have
‖EWκ,gκVκ,δκ (Xκ)‖ωLκ ,0 ≤ ‖Xκ‖ωEκ ,0 < 1.
Since ωL is adjusting for δL, we know from this estimate that we can apply logg to
(idM , expg ◦X), so L is well-defined.
At the next step, we show that DD ∩ D
−1
D = DD ∩ L
−1(I−1
X(M)(L(DD))). To this end,
let φ ∈ DD ∩ D
−1
D . Then there exists ψ ∈ DD such that φ
−1 = ψ, and X,Y ∈ L(DD)
with φ = expg ◦X, ψ = expg ◦Y . Then
Y = logg ◦(idM , ψ) = logg ◦(idM , (expg ◦X)
−1) = IX(M)(X).
Hence X ∈ I−1
X(M)(L(DD)) (note that we used that L(DD) ⊆ D
B
ρ ⊆ R
C
ρ), and φ ∈
L−1(I−1
X(M)(L(DD))). On the other hand, if φ ∈ DD such that L(DD) ∈ I
−1
X(M)(L(DD)),
then there exists X ∈ L(DD) with X = IX(M)(L(φ)) = logg ◦(idM , φ
−1). Hence φ−1 =
expg ◦X ∈ DD, so φ ∈ D
−1
D .
We show that L(DD ∩ D
−1
D ) is open in C
∞
W(M,TM)B. By the definition of adjusting
weights, |ωE | ≥ 1. Hence we can apply Corollary 3.7 to see that C∞W(M,TM)B =
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C∞W(M,TM)C . Hence L(DD) is open in C
∞
W(M,TM)C , and by (b), so is I
−1
X(M)(L(DD))
in C∞W(M,TM)B .
Since we proved in (b) that IX(M) is smooth on L(DD ∩ D
−1
D ), the inversion map is
smooth on DD ∩ D
−1
D , with respect to the manifold structure induced by L. Since this
set is symmetric and open, and we can deduce from the things we proved in (a) that the
composition
(DD ∩ D
−1
D )× (DD ∩ D
−1
D )→ expg ◦R
C ∩Diff(M)
is smooth, it is possible to apply the theorem about generation from local data [Wal12,
La. B.2.5] to get the assertion.
Restricting the domain of expg We restrict the domain of the exponential function,
which allows us to show that adjusting weights satisfying (3.12.1) exist. In order to do
this, we need the results of Subsection 2.2.3, in particular Lemma 2.31.
Lemma 4.5. Let d ∈ N∗, (M,g) a d-dimensional Riemannian manifold, A = {κ : U˜κ →
Uκ} an atlas for M and σ ∈]0, 1[. Further, for each κ ∈ A let Vκ be a relatively compact
set with Vκ ⊆ Uκ, δκ ∈]0, R
gκ
Vκ,σ
QgκVκ [ and ω : M → R be adjusted to (
(1−σ)2
1+σ δκ)κ∈A such
that |ω| ≥ 1+σ1−σ . Then ω
L := 1−σ1+σω is adjusted to ((1 − σ)δκ)κ∈A, we have (1 − σ)δκ <
RL,gκVκ,Uκ and the weights ω, ω
L satisfy (3.12.1).
Proof. Let κ ∈ A. Then we have that
|ωLκ | =
1−σ
1+σ |ωκ| ≥
1
1+σ
1−σ
1
(1−σ)2
1+σ δκ
=
1
(1− σ)δκ
,
hence ωL is adjusted to ((1−σ)δκ)κ∈A since we assumed that |ω| ≥ 1+σ1−σ . Further, we know
from Lemma 2.31 that (1 − σ)δκ < R
L,gκ
Vκ,Uκ
, C
E,(1)
Vκ,δκ,gκ
≤ 1 + σ and C
L,(1)
Vκ,(1−σ)δκ ,gκ ≤
1
1−σ .
Hence for κ ∈ A,
|ωLκ | =
1−σ
1+σ |ωκ| ≤
1
C
E,(1)
Vκ,δκ,gκ
C
L,(1)
Vκ,(1−σ)δκ,gκ
|ωκ|.
This finishes the proof.
We are ready to prove the main result.
Theorem 4.6. Let d ∈ N∗, (M,g) a d-dimensional Riemannian manifold, W ⊆ RM
with 1M ∈ W and A = {κ : U˜κ → Uκ} a locally finite atlas for M such that there exists
a point in M that is contained in only one U˜κ. Further, for each κ ∈ A let εκ ∈]0,
1
2 [ and
rκ > 0 such that ε := infκ∈A εκ > 0 and r := infκ∈A rκ > 0. Suppose that there exists
R > 0 such that A is adapted to ((rκ)κ∈A, (εκ)κ∈A, R).
Then there exists a subgroup DiffA,BW (M,g, ω) of Diff(M) that is generated by DD∩D
−1
D ,
where
DD := {expg ◦X : X ∈ C
∞
We(M,TM)A, ‖X‖B,ω,0, ‖X‖B,1M ,1 < α}
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with some suitable α > 0, B := {κ|
Brκ+R(0)
κ−1(Brκ+R(0))
: κ ∈ A} and ω ∈ We that is adjusted to
(B, (δ˜κ)κ∈A), where
δ˜κ :=
(
min
(
(1−σ)2
1+σ δκ,
εκ
4(CE,2
Vκ,δκ,gκ
+1)
))
κ∈A
and each δκ ∈]0, R
gκ
Vκ,σ
QgκVκ [ with some σ ∈]0, 1[. Further, W
e ⊆ R
M
is locally W-bounded
and a minimal saturated extension of W ∪ {ω} with respect to ((A,B, g), (A,A)). The
map
DD ∩ D
−1
D → C
∞
We(M,TM)B : φ 7→ logg ◦(idM , φ)
is a chart for DiffA,BW (M,g, ω).
Proof. We use Lemma 3.14 to construct a weight ω : M → R that is adjusted to
(B, (δ˜κ)κ∈A). Note that ωB, after an eventual multiplication of ω with a constant,
is also adjusting for (min(1,εκrκ)
2C
E,(1)
Vκ,δκ,gκ
)κ∈A since infκ∈A rκεκ > 0 by our assumption, and
C
E,(1)
Vκ,δκ,gκ
≤ 1 + σ by Lemma 2.31. Further, we see with Lemma 4.5 that there exists
an adjusted weight ωL such that ω and ωL satisfy (3.12.1) (we may assume w.l.o.g. that
|ω| ≥ 1+σ1−σ ). Since ω is locally 1M -bounded, W ∪ {ω} is locally W-bounded, and so
is the minimal saturated extension We of W ∪ {ω} w.r.t. ((A,B, g), (A,A)) that was
constructed in Lemma 3.18. We get the desired result by applying Lemma 4.4.
4.2.2 Inclusion of compactly supported diffeomorphisms
We want to examine which assumptions on the weight set W ensure that the group
DiffA,BW (M,g, ω) contains the identity component Diffc(M)0 of the group of compactly
supported diffeomorphisms. To this end, we need some tools to handle the topology on
the compactly supported vector fields, which are the modelling space of Diffc(M)0.
Sums and the topology of C∞c (M,TM) We use tools provided in the article [Glö04].
Remark 4.7. For a d-dimensional manifoldM , the smooth vector fields with compact sup-
port C∞c (M,TM) are usually endowed with the inductive limit topology of the inclusion
maps C∞K (M,TM)→ C
∞
c (M,TM). Here C
∞
K (M,TM) denotes the smooth vector fields
X with supp(X) ⊆ K, and is endowed with the topology of uniform smooth convergence
with respect to charts, see [Glö04, Def. F.14 and Def. F.7 & La. F.9] for details.
By [Glö04, Prop. F.19], for a locally finite atlas A = {κ : U˜κ → Uκ} such that each
U˜κ is relatively compact, the map
C∞c (M,TM) →
⊕
κ∈A
C∞(U˜κ,TU˜κ) : X 7→ (Xκ)κ∈A
is an embedding. The sum is endowed with the box topology, see [Glö04, 6.1-6.7 and Def.
F.7 & La. F9] for the definition of the sum respectively the topology of the summands;
we will use these seminorms.
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For an easier argument, we relate the sums
⊕
i∈I C
ℓ(Ui, Yi) and
⊕
i∈I BC
ℓ(Vi, Yi), pro-
vided that Vi ⊆ Ui is relatively compact.
Lemma 4.8. Let I a nonempty set and ℓ ∈ N. For each i ∈ I, let Ui, Vi be open nonempty
subsets of the locally convex space Xi such that Vi ⊆ Ui and each Vi is relatively compact,
and Yi a normed space. Then for each i ∈ I, the map
Cℓ(Ui, Yi)→ BC
ℓ(Vi, Yi) : γ 7→ γ|Vi
is defined and continuous, where each Cℓ(Ui, Yi) is endowed with the compact open C
ℓ
topology. Consequently, the map⊕
i∈I
Cℓ(Ui, Yi)→
⊕
i∈I
BCℓ(Vi, Yi) : (γi)i∈I 7→ (γi|Vi)i∈I
is also defined and continuous.
Proof. According to [Glö04, Rem. 6.7], the spaces
⊕
i∈I C
ℓ(Ui, Yi) are the direct sum in
the category of locally convex spaces, hence the second assertion follows if the first one is
proved. Since we assumed that each Vi is locally compact, each restricted map (and any
of its derivatives) is bounded, and we see using standard compactness arguments that
the restriction is continuous.
We show that any locally bounded function induces continuous seminorms on the sum⊕
κ∈A BC
∞(Uκ,Rd).
Lemma 4.9. Let d ∈ N, M be d-dimensional manifold, f : M → R locally bounded,
ℓ ∈ N and A = {κ : U˜κ → Uκ} a locally finite atlas such that each U˜κ is relatively
compact. Then ‖·‖A,f,ℓ is a continuous seminorm on
⊕
κ∈A BC
∞(Uκ,Rd).
Proof. Since f is locally bounded, it is bounded on each compact set, and in consequence
on each U˜κ, which can be proved with a standard compactness argument. So for κ ∈ A
and γ ∈ BC∞(U˜κ,Rd), we have that
‖γ‖fκ,ℓ ≤ ‖fκ‖∞‖γ‖1Uκ ,ℓ.
Hence ‖·‖A,f,ℓ is continuous since it is so on each summand.
Inclusion of compactly supported diffeomorphisms We are ready to prove the crite-
rion.
Proposition 4.10. Let d ∈ N∗, (M,g) a d-dimensional Riemannian manifold and
A = {κ : U˜κ → Uκ} a locally finite atlas for M such that there exists a point in M
that is contained in only one U˜κ and that is adapted to some ((rκ)κ∈A, (εκ)κ∈A, R) with
infκ∈A εκ, infκ∈A rκ > 0. Further, let W ⊆ RM with 1M ∈ W such that each f ∈ W is
bounded on all compact subsets of M . Then Diffc(M)0 ⊆ Diff
A,B
W (M,g, ω) for all B and
ω as in Theorem 4.6.
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Proof. For relatively compact Vκ such that Vκ ⊆ Uκ and Brκ+R(0) ⊆ Vκ, the map
C∞c (M,TM)→
⊕
κ∈A
C∞(Vκ,Rd) : X 7→ (Xκ)κ∈A
is an embedding, see Remark 4.7. Since We is locally W-bounded and each weight in W
is locally bounded, each f ∈ We is also locally bounded. Hence we can use Lemma 4.9
and Lemma 4.8 to see that for f ∈ We and ℓ ∈ N, ‖·‖B,f,ℓ is defined and continuous on⊕
κ∈A C
∞(Vκ,Rd) and hence on C∞c (M,TM). This, together with Corollary 3.7, implies
that C∞c (M,TM) ⊆ C∞We(M,TM)A, and that for each α > 0,
{X ∈ C∞c (M,TM) : ‖X‖B,ω,0, ‖X‖B,1M ,1 < α}
is open in C∞c (M,TM). We know from Theorem 4.6 that Diff
A,B
W (M,g, ω) is modelled
on C∞We(M,TM)A, and for some α > 0, it contains the set
{expg ◦X : X ∈ C
∞
We(M,TM)A, ‖X‖B,ω,0, ‖X‖B,1M ,1 < α}.
Hence DiffA,BW (M,g, ω) contains an open identity neighborhood of Diffc(M), and thus
Diffc(M)0.
4.2.3 Comparison with the vector space case
We show that the connected components of the Lie groups DiffA,BW (R
d, 〈·, ·〉, 1Rd ) that were
constructed in Theorem 4.6, and of DiffW(Rd) as constructed in [Wal12, Thm. 4.2.17]
coincide, if A consists of identity maps.
Proposition 4.11. Let d ∈ N∗ and W ⊆ RR
d
with 1Rd ∈ W. Then DiffW(Rd)0 =
DiffA,BW (R
d, 〈·, ·〉, 1Rd )0, where
A := {idBr1(x) : x ∈ Z
d} and B := {idBr2 (x) : x ∈ Z
d},
with 1 ≥ r1 > r2 >
1
2 , and R
d is endowed with the supremum norm ‖·‖∞.
Proof. Obviously, A is a locally finite atlas since B1−r1(x) has nonempty intersection
with at most 2d chart domains, for all x ∈ Rd. Further, if we set R := 12 (r1 − r2) and
choose ε ∈]0, 12
r1−r2
r1+r2
[, A is adapted to (r2, ε, R).
We have that DE〈·,·〉 = D
L
〈·,·〉 = R
2d, and further that exp〈·,·〉(x, y) = x + y and
log〈·,·〉(x, y) = y − x. Hence D(2) exp〈·,·〉 = 0, and for x ∈ Zd and σ ∈]0, 1[,
R
E,〈·,·〉
Br2 (x),Br1 (x)
= R
〈·,·〉
Br2 (x),σ
= r1 − r2
and E
〈·,·〉
Br2 (x),δ
= π2 for all δ ∈]0, r1 − r2[. For R
L,〈·,·〉
Br2 (x),Br1 (x)
we have
R
L,〈·,·〉
Br2 (x),Br1 (x)
= 1√
d
(r1 − r2)
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and L
〈·,·〉
Br2(x),δ
= π2 for all δ ∈]0,
1√
d
(r1 − r2)[. For κ, φ ∈ A with (κ, φ) ∈ A⊗A,
D(κ ◦ φ−1) = Id .
We easily deduce that W is already saturated, and 1M is adjusted if we choose the same
δ < 1√
d
(r1 − r2) = Q
〈·,·〉
Br2 (x)
R
〈·,·〉
Br2(x),σ
for all charts. Further, for all f ∈ W, ℓ ∈ N and
X ∈ X(Rd),
‖π2 ◦X‖f,ℓ = ‖X‖B,f,ℓ,
and hence C∞W(R
d,TRd)B ∼= C∞W(R
d,Rd). Since the parameterization maps are also com-
patible, we see that DiffA,BW (R
d, 〈·, ·〉, 1Rd ) contains an open subset of DiffW(Rd), and vice
versa. Hence the assertion holds.
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