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In part I the realization of the 2n Boolean functions of n binary variables 
given together with their negation by means of diode conjunction matrices 
is investigated. The different possible schemes of realization are compared in 
terms of the number of diodes involved. I t is proved that partitioning of the 
n variables in two equal (if π is even) or almost equal (if η is odd) sets and 
continued partitioning of these sets according to the same rule until the sets 
obtained contain less than four variables results in the scheme involving the least 
number of diodes. This minimal number of diodes is given for η from 1 up to 20. 
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EFFICIENT REALIZATION OF BOOLEAN FUNCTIONS 
BY MEANS OF DIODE CONJUNCTION MATRICES 
AND MINIMAL COST ASSEMBLING PROBLEMS 
1 — THE SITUATION 
Given are n Boolean variables and their negat ions, xv xt, x2, x2, . . . , xn, Xn, in the form 
of n pairs of electric leads. The 2n Boolean functions can be realized by a scheme as given 
in figure 1, where each pair of horizontal lines represents a variable and its negation ; each 
vert ical line represents one of the functions, and each circle on t h e crossing of two leads 
indicates a diode connecting these leads. We will refer to such a scheme as a diode conjunction 
ma t r ix . A complete scheme for n = 2 is given in figure 2, here the functions realized on the 











The realization of the 2n Boolean functions of re variables by means of such a conjunc-
tion ma t r ix involves for each function (i.e. each vertical line) re diodes, one for each variable 
or its negat ion (i.e. one for each pair of horizontal lines). The tota l number of diodes used 
is t hus : 
(1) N(re;re) = re.2« 
Another me thod to realize the 2n functions consists in dividing the re variables in two 
par t s of m1 and m2 variables, respectively, where m1 -f- m2 = re. Then construct ing two 
conjunction matr ices analogous to the scheme of figure 1, one realizing the 2m i functions of 
the mx var iables , t he o ther realizing the 2m¡¡ functions of the m2 variables, and combining 
these two sets of functions in pairs of one of each set so as to form the 2 m i .2 m 2 = 2n functions 
of the re variables. Figure 3 gives an example of this method for m1 = 2 and m2 = 2. 
This last me thod can be generalized by dividing the re variables in two or more t han 
two pa r t s . The realization of the 2n functions consists then in the following three steps : 
1) Par t i t ion the n variables in k pa r t s (k > 2) of mx, m2, . . . , m¡c variables, respectively, 
wi th m1 -\- m2 -\- . . . m¡c = re. 
2) For each i (i = 1, 2, . . . , k) form the 2'"; Boolean functions by means of a diode conjunction 
ma t r ix . Clearly this involves m, .2 '" i -f- m2.2mn -\- . . . -\- mi-.2mk diodes. 
3) Combine in a final conjunction ma t r ix the ¡Jartial results thus obtained. 
This final ma t r ix has on each of its 2n vert ical lines k diodes, each of these on the 
intersection wi th one horizontal line of each of the k batches coming from the k matr ices formed 
under 2). Hence this final ma t r ix involves k.2n diodes. The to ta l n u m b e r of diodes involved 
in this scheme is : 
ft ft 
(2) N(re ; reil5 m2, .. . , mk) = ^ [mi-2"H] + k.2"., wi th ^ mi 
i - ι 
2 — THE PROBLEMS 
The different schemes for the realization of the Boolean functions suggest practical 
questions about the number of diodes involved. More precisely, if re is given one can ask : 
o) Does par t i t ioning of the re variables give rise to schemes using less diodes t h a n in case of 
no par t i t ioning ? 
6) If so, which par t i t ioning involves the least number of diodes ? If par t i t ioning reduces the 
number of diodes necessary for the realization, hence continued part i t ioning of the sets 
obtained upon the first par t i t ioning is favorable, t hen one is led to ask : 
c) Which type of continued par t i t ioning leads to the least number of diodes necessary to realize 
the tota l scheme. 
d) W h a t is the number of diodes involved in this scheme. 
3 — THE SOLUTIONS 
The answers to the questions posed in section 2 can be obtained by set t ing up a specific 
case of par t i t ioning re in two sets and comparing the number of diodes necessary to realize 
the 2n Boolean functions in this par t icular case wi th the number necessary in other cases. 
The specific par t i t ioning is suggested by inspection of the number of diodes necessary in the 
different possible cases for re = 1, 2, 3, 4, 5, and 6 calculated and listed in Appendix 1. 
If re is even, t ake m1 = m2 = —. Subst i tu t ion in (2) yields the number of diodes used 
¿à 
to realize the functions wi th this method : 
N ( n ; | , ^ ) = n . 2 ï + 2 .2» 
In case no part i t ioning is used the number of diodes involved is given b y : (1) N(re;re) = re.2 




and this yields 
71 — 2 
re.2a + 2.2» < re.2». 
If n is odd, t ake m^ = — ­ — , and m2 = — ­ — . Subst i tu t ion in (2) gives 
N J n ; ^ , ^ ­ 1 ) = (3re + 1 ) . 2 ^ + 2.2«. 
4 
For re > 5 it is clear that 
re — 2 
and this results in 
*JL±l<2H*t 
n - 3 
(3re+l).2 2 + 2.2» < re.2» 
These calculations justify an affirmative answer to question o of section 2, i.e. the 
partitioning of re in two equal, or almost equal, sets of variables yields a scheme using less 
diodes than in the case of no partitioning. 
In order to answer question b of section 2, two situations have to be considered, one 
in which the partitioning is in two sets such that m1 and m2 are not equal to — (if re even) or to 
— - — and — - — (if re odd), the other in which the partitioning is in more than two sets. 
If re is even take mL = — -4- r, m2 = — —r with 1 < r < —. Substitution in (2) yields : 
N(„;-» + ,,-»-,) = (2 + , )J+ '+ ( | - , ) . 2?-'+2. 2 . . 
n n 
= £.22[2»· + 2-r] + r.22[2»· —2-»·] + 2 . 2 » 
>2 .μ+ 2 .2 .=Ν(„ ; ΐ ϊ) . 
Ν 
This last inequality follows from the fact that 
2r _|_ 2-r > 2 and 2 ' — 2~* > 0 if r > 1. 
x r - i i i re+1 , re—1 re — 1 
li η is odd take m1 = — \- r, m2 = — r with 1 < r < —=—. 
Substitution in (2) yields : 
M - 1 » - 1 ff - 1 
.2 2 [21 + r + 2-»·] + 2 2 .21 + » - + r . 2 2 [21 + r — 2~r] + 2 .2 ' 
2 
re — 1 —-Í — . ! 
>——- - .2 2 .3 + 2.2 2 + 2 . 2 » 
— 1 (^P+l)2 2 .2+^.2 2 +2.2» 
ί.2~*~+ ——-.2 2 + 2 . 2 » 2 
= Ν (re 
re+1 re — l ì 
" T - ' - 2 ~ J 
The inequality here follows from the fact that 
2i + r _|_ 2"'· > 3 and 21 + r > 2 if r > 1. 
5 
We can conclude t h a t par t i t ioning of re in two pa r t s , such t h a t mt = m2 = — if re 
is even, and m1 = — ­ — , m2 = — κ ~ if re is odd, leads to realizations wi th less diodes 
— — 
t han any other par t i t ioning in two pa r t s . 
Now we have to consider the case of par t i t ioning in more t h a n two par t s , say in k pa r t s 
wi th k > 3. The number of diodes involved in such a case is given by (2) : 
N(n;mv m2, . . . , mk) = ^[mt.2mi] + fc.2» > 3 .2» = 2» + 2 .2» 
i = i 
If re is even : 
— N l n ; | , ­ = re.22 + 2 .2» < 2 » + 2 .2» for n > 4 . 
If re is odd : 
N (re; ^ , ^ = ^ . 2 ^ + ^ . 2 ^ + 2 . 2 » 
= 2 
1 ­3n + 1 ran + 1 _|_ 2.2TC < 2 2 .2 2 + 2.2» = 2» + 2.2» 
for re ~> 5. 
Hence Ave can conclude t h a t the par t i t ioning in two equal (if re is even) or almost equal 
(if re is odd) par t s yields a scheme using less diodes t han a scheme with par t i t ioning in more 
t han two pa r t s . 
In the proof of this last conclusion no use is made of the number of diodes involved 
in realizing the functions of the sets of /rej variables. The fact t h a t k > 3 and a t least one diode 
is involved in realizing the functions of the sets of nil variables is sufficient to wri te 
N(re ; ΒΙ15 m2, . . . , rei¿) > 3 .2» for k > 3. 
This consideration enables us to s ta te t h a t whatever further subdivision is used in 
realizing the sets of m¿ variables always more diodes are involved t h a n in case the par t i t ioning 
is in two equal or almost equal sets. Hence also in case of further subdivision this last method 
leads to the use of the least number of diodes. This conclusion answers question c of section 2 
and can be s ta ted as follows : 
The realization of the 2» Boolean functions of re variables which are given together 
wi th their negation, by means of diode conjunction matr ices involves the least number of 
diodes if the re variables are par t i t ioned in two sets containing — and ­ variables if re is 
even, and — ­ — and — ­ — variables if n is odd, and each of these sets likewise is par t i ­
— — 
t ioned in two sets, and so on, unti l t he number of variables in each set is smaller than four. 
In answer to question d of section 2, we remark t h a t a closed formula expressing the 
number of diodes necessary to realize the Boolean functions of re variables cannot be given 
in an easy calculable form. The reason being t h a t the numbers depend on how m a n y factors 2 
are contained in n. Moreover, for given re the procedure is very easy as is indicated in the 
following example. Take re = 18, this number can be par t i t ioned in steps : 
18 = 9 + 9 = (5 + 4) + (5 + 4) = (3 + 2) + (2 + 2) + (3 + 2) + (2 + 2) 
The number of diodes necessary to realize this scheme is : 
NmIn(18) = (24 + 8 + 2.25) + ( 8 + 8 + 2 .2*) + (24 + 8 + 2.2«) + (8 + 8 + 2.2*) 
+ 2.29 + 2.2» + 2.218 = 526.624 
In Appendix 2 these numbers of diodes involved in the realization with the most efficient 
scheme is listed for re = 1 through 20. 
4 — REMARK 
The problem as given in section 1 and 2 of this report was posed to one of the authors 















ι 2 2« 
Fig. 1. — Diode conjunction matrix realizing 2» 
Boolean functions of π variables 



















Fig. 3. — Diode conjunction matrices for η = 4 with partitioning in two sets of two variables 
N(l ; 1) 
N(2 ; 2) 
N(2 : 1, 1) 
N(3 ; 3) 
N(3 ; 2, 1,) 
N(3 ; 1, 1,1) 
N(4 ; 4) 
N ( 4 ; 3 , 1) 
N(4 ; 2, 2) 
N(4 ; 2, 1, 1) 
N(4 ; 1, 1, 1, 1) 
N(5 ; 5) 
N(5 ; 4, 1) 






























N ( 5 ; 3 , 1 , 1 ) 
N(5 ; 2, 2, 1) 
N ( 5 ; 2 , 1 , 1 , 1 ) 
N ( 5 ; l , 1 ,1 ,1 , 1) 
N(6 ; 6) 
N ( 6 ; 5 , 1) 
N(6 ; 4, 2) 
N ( 6 ; 4 , 1 , 1 ) 
N(6 ; 3, 3) 
N(6 ; 3, 2, 1) 
N(6 ; 3 , 1 , 1, 1) 
N(6 ; 2, 2, 2) 
N(6 ; 2, 2 , 1 , 1) 
N ( 6 ; 2 , 1 ,1 ,1 , 1) 





























































ASSEMBLAGES DE MOINDRES COUTS 
1 — A chaque entier positif re (nombre d'éléments d'input), correspond un ensemble 
Sn de schémas réalisés selon toutes les méthodes données en 1.1 et 1.2. Le coût j(s) d'un 
schéma s de Sn est le nombre de diodes utilisées dans ce schéma. Nous pouvons ordonner les 
schémas de Sn selon leur coût, de sorte que à chaque entier positif α corresponde un schéma 
s tel que à chaque schéma corresponde au moins un entier et que 
(1) a x > a x x ^ f(s x) >{{s xx) . 
α α 
Puisque | S.n | (le nombre d'éléments de Sn) est fini, il existe un entier m tel que 
(2) α >m~j{s )=j(sm) 
α 
De cette façon, à l'ensemble des couples d'entiers (a, n) correspond biunivoquement 
l'ensemble des schémas définis en 1 et 2. Nous désignerons donc un schéma par le couple (a, re). 
2 — On appelle partition (au sens de la théorie des nombres) une application univoque 
σ d'un ensemble I = ¡ λΐ5 λ2, . . . , λ8 [ d'entiers > 0 dans l'ensemble des entiers > 0 ; il est 
d'usage de noter la partition qui fait correspondre à λΐ5 λ2, . . ., Xs les nombres γχ, γ2, . . ., γβ, 
par : 
(3) σΙ = (λ1Ύι, λ2 Ύ ι , . . . ,λ7«). 
On appelle poids de la partition σ l'entier 
(4) p(aj) = TlXx + . . . + γ6·λ, 
La dimension de la partition a est l'entier 
(5) d(ai) = γα + . . - + ïs-
Soit J' n la famille de tous les ensembles ïn d'entiers positifs tels que il existe une 
partition aiu de ïn de poids n. Un schéma (a, re) est réalisé par assemblage de d(ain) sous­
schémas. Soit : 
(6) {(%hn(i))\l<i<d(oIn)} 
un tel ensemble de sous­schémas. Remarquons que α peut être exprimée comme une fonction 
θ(β15 . . . , β Λ ( β ΐ Β „Λ β (1 ) , ■■;Jln(d(oln))) 
où 
ßn · · · ι β(ί(σ ) 
'η 
sont des variables positives entières indépendantes. Soit φ(α, re) le coût du schéma (oc, re), il est 
clair que si 
(7) φ(α, re) = T(ß l 5 . . ., β ^ , , ^ Ι ) , . . ., hn{d{aln))) 
est monotone non décroissante en ß15 . . . , β(£(σ. ), donc si 
(8) ßf > ß |< x ­ Ψ(β15 . . . , β?, . . . , ßd(<JIn„ j I n ( l ) , . . . , .7 ι η (Φι„) ) ) > 
Ψ(β15 . . . , β?κ , ßd(0l re„7 I re(l), . ..,jln(d(aIn))). 
10 
On aura 
(9) ßx, -*-π 
ψ ( β χ , . . . , pÆ(„In,.yIn(i),.. . , j i„(dK))) = 
Ψ(1, . . . , l , y I n ( l ) , ...,; In(d(a lB))). 
Pour trouver (1, re), donc le schéma de Sffl de coût minimum, il suffira poux toute par­
tition σι„ de In <z,ßn d'envisager le seul assemblage de l'ensemble de sous­schémas qui sont 
le moins coûteux : 
(10) { ( l , J i „ ( i ) ) l l <i<d(oIn)} 
et de retenir celui du coût minimum. Dans le problème posé, on a 
(H) φ(α,Β)= J tø(^/lra(0)[ +<%!„)■ 2» 
1 < i < d{aJn) 
φ(α, re) satisfait les conditions (7) et (8) à cause de la manière par laquelle les βί sont définis 
dans la section ILI , et on peut calculer φ(1, re) par récurrence sur re. On a pu calculer à la main 
en un temps raisonnable cp(l, re) pour re = 1, . . . , 6 qui sont donnés dans l'Appendix 1 de la 
partie I. 
3 — Un problème d'assemblage qui sera résolu par la même méthode est celui du 
démontage d'un ponton. Il existe des chantiers sur la rive qui désassemblent les bateaux et 
les tronçons de ponts sur bateau. Une opération de désassemblage consiste à désunir deux 
tronçons, le coût de désassemblage peut être calculé et on suppose qu'il dépend seulement 
des longueurs des deux tronçons à séparer, c'est /(rej, ra2). 
On voit que, quelle que soit cette fonction, le problème est du type traité ci­dessus, 
re est le nombre de tronçons élémentaires, donc le nombre de bateaux. I sera ici un ensemble 
de deux entiers positifs de somme égale à n, ou d'un seul entier égal à ­ . 
(12) min φ (re) = min [min φ (rex) + min φ (re2) + f(nv re2)] 
rej + re2 = re ß t % h 
Le tableau suivant donne pour 1 <! η < 10 la longueur optimale des tronçons nx et re2 





































3 + V 2 
4 + 2­V/2 
5 + 2V2 ­f Λ/Ϊ 
8 + 3^2 
9 + 3^2 + V3 
12 + 4Λ/2 
11 + 4 ^ 2 + ·\/3 + V 5 
14 + 5-ν/2 + V 6 
11 
l'arbre 
On voit que le schéma optimum de désassemblage pour re = 10 est donné par 
12 


