Abstract: Linear relations, containing measurement errors in input and output data, are considered. Parameters of these so-called errors-in-variables models can change at some unknown moment. The aim is to test whether such an unknown change has occurred or not. For instance, detecting a change in trend for a randomly spaced time series is a special case of the investigated framework. The presented changepoint tests are shown to be consistent and involve neither nuisance parameters nor tuning constants, which makes the testing procedures effortlessly applicable. A changepoint estimator is also introduced and its consistency is proved. As a theoretical basis for the developed methods, a weak invariance principle for the smallest singular value of the data matrix is provided, assuming weakly dependent and non-stationary errors. The results are illustrated through a simulation study, which demonstrates computational efficiency of the techniques. The completely data-driven tests are applied to a real data example from calibration.
Introduction and main aims
If measured input and output data are in some linear relations, then it is of particular interest to detect whether impact of the input characteristics has changed over time on the output observables. Despite the fact that the relations and, consequently, suitable underlying stochastic models are linearly defined, the possible estimates and the corresponding inference may be highly non-linear (Gleser, 1981) . It becomes even more challenging to handle measurement errors in input and output data simultaneously, when the linear relations are subject to change at some unknown time point-changepoint.
There is a vast literature aimed at linear relations modeled through socalled measurement error models or errors-in-variables models (for an overview, see Fuller (1987) , Van Huffel and Vandewalle (1991) , Carroll et al. (2006) , or Buonaccorsi (2010) ), but very little has been explored in the changepoint analysis for these models yet. A change in regression has been explored thoroughly, cf. Horváth (1995) or Aue et al. (2008) . However, such a framework does not cover the case of measurement error models. Maximum likelihood approach (Chang and Huang, 1997) and Bayesian approach (Carroll, Roeder and Wasserman, 1999) to the changepoint estimation in the measurement error models were applied, both requiring parametric distributional assumptions on the errors. Kukush, Markovsky and Van Huffel (2007) estimated the changepoint in the input data only. A change in the variance parameter of the normally distributed errors within the measurement error models was investigated by Dong et al. (2016) . All of these mentioned contributions dealt with the changepoint estimation solely. Our main goal is to test for a possible change in the parameters relating the input and output data, both encumbered by some errors. Consequently, if a change is detected, we aim to estimate it. By our best knowledge, we are not aware of any similar results even for the independent and identically distributed errors. Additionally to that, our changepoint tests are supposed to be nuisance-parameter-free, distributional-free, and to allow for a very general error structures.
The paper is organized as follows: In the next section, we will introduce our data model for the changepoint in errors-in-variables. Section 3 contains a spectral weak invariance principle for weakly dependent and non-stationary random variables. It serves as the main theoretical tool for the consequent inference. The technical assumptions are discussed as well. Two test statistics for the changepoint detection are proposed in Section 4. Consequently, their asymptotic behavior is derived under the null as well as under the alternative hypothesis. Moreover, a consistent changepoint estimate is introduced. Section 5 contains a simulation study that compares finite sample performance of the investigated tests. It numerically emphasizes the advantages of the proposed detection procedures. A practical application of the developed approach to a calibration problem is presented in Subsection 6.1. On the other hand, a theoretical application to randomly spaced time series is performed in Subsection 6.2. Afterwards, our conclusion follows. Proofs are given in the Appendix A.
Changepoint in errors-in-variables
Errors-in-variables (EIV) or also called measurement error model
and
is considered, where β ∈ R p is a vector of unknown regression parameters possibly subject to change, X ∈ R n×p and Y ∈ R n×1 consist of observable random variables (X are covariates and Y is a response), Z ∈ R n×p consists of unknown constants and has full rank, ε ∈ R n×1 and Θ ∈ R n×p are random errors. This setup can be extended to a multivariate case, where β ∈ R p×q , Y ∈ R n×q , and ε ∈ R n×q , q ≥ 1, see Subsection 3.2.
The EIV model (M)-(H 0 ) with non-random unknown constants Z is sometimes called functional EIV model (Booth and Hall, 1993) . On the other hand, a different approach may handle Z as random covariates, which is called structural EIV model (Chang and Huang, 1997) . Here, we will concentrate on the first mentioned one, i.e., the functional EIV model.
To estimate the unknown parameter β, one usually minimizes the Frobenius matrix norm of the errors [Θ, ε] , see Golub and Van Loan (1980) . This approach leads to a total least squares (TLS) estimate
where λ min (M ) is the smallest eigenvalue of the matrix M and I p is a (p × p) identity matrix. Geometrically speaking, the Frobenius norm tries to minimize the orthogonal distance between the observations and the fitted hyperplane. Therefore, the TLS are usually known as orthogonal regression. One can generalize this method by replacing the Frobenius norm by any unitary invariance matrix norm, which surprisingly yields the same TLS estimate, having interesting invariance and equivariance properties (Pešta, 2016) . The TLS estimate is shown to be strongly and weakly consistent (Gleser, 1981; Gallo, 1982a; Pešta, 2011) as well as to be asymptotically normal (Gallo, 1982b; Pešta, 2013a Pešta, , 2017 under various conditions. We aim to detect a possible change in the linear relation parameter β. The interest lies in testing the null hypothesis (H 0 ) of all observations Y i 's being random variables having expectations Z •,i β's. Our goal is to test against the alternative of the first τ observations have expectations Z •,i β's and the remaining n − τ observations come from distributions with expectations Z •,i (β + δ)'s, where δ = 0. A 'row-column' notation for a matrix M is used in this manner: M i,• denotes the ith row of M and M •,j corresponds to the jth column of M . Furthermore, M i stays for the first i rows of M and M −i represents the remaining n − i rows of M , when the first i rows are deleted. Now more precisely, our alternative hypothesis is
Here, δ ≡ δ(n) = 0 is an unknown vector parameter representing the size of change and is possibly depending on n. The changepoint τ ≡ τ (n) < n is also an unknown scalar parameter, which depends on n as well. Although, β is considered to be independent of n.
Intercept and fixed regressors
Note that the EIV model (M)-(H 0 ) has no intercept and all the covariates are encumbered by some errors. To overcome such a restriction, one can think of an extended regression model, where some explanatory variables are subject to error and some are measured precisely. I.e., Y = W α + Zβ + ε, where W are observable true and Z are unobservable true constants, both having full rank.
Regression parameters α and β remain unknown. Then, the non-random (fixed) intercept can be incorporated into the regression model by setting one column of the matrix W equal to [1, . . . , 1] . Consequently, we may project out exact observations using projection matrix R := I n − W (W W ) −1 W . Notice that R is symmetric and idempotent. Finally, one may work with RY = RZβ + Rε instead of (H 0 ).
Spectral weak invariance principle
A theoretical device is going to be developed in order to construct the changepoint tests. 
Assumptions
Firstly, a design assumption on the unobservable regressors is needed.
Assumption D. For every ζ ∈ (0, 1), there exist positive definite
For example in one-dimensional case (i.e., p = 1), a simple design, where
3 /3 and ∆ = 1/3. Prior to postulating an errors' assumption, we summarize the notion of strong mixing (α-mixing) dependence in more detail, which will be imposed on the model's errors. Suppose that {ξ n } ∞ n=1 is a sequence of random elements on a probability space (Ω, F, P). For sub-σ-fields A, B ⊆ F, let α(A|B) := sup A∈A,B∈B |P(A ∩ B) − P(A)P(B)|. Intuitively, α(·|·) measures the dependence of the events in B on those in A. There are many ways in which one can describe weak dependence or, in other words, asymptotic independence of random variables, see Bradley (2005) . Considering a filtration Anderson (1958) comprehensively analyzed a class of m-dependent processes. They are α-mixing, since they are finite order ARMA processes with innovations satisfying Doeblin's condition (Billingsley, 1968, p. 168) . Finite order processes, which do not satisfy Doeblin's condition, can be shown to be α-mixing (Ibragimov and Linnik, 1971, pp. 312-313) . Rosenblatt (1971) provides general conditions under which stationary Markov processes are α-mixing. Since functions of mixing processes are themselves mixing (Bradley, 2005) , time-varying functions of any of the processes just mentioned are mixing as well. This means that the class of the α-mixing processes is sufficiently large for the further practical applications and that is why we chose such a mixing condition.
, and {ε n } ∞ n=1 are pairwise independent sequences of α-mixing absolutely continuous random variables having zero mean and variance equal σ 2 > 0 such that can be replaced by a general one Γ ∈ R (p+1)×(p+1) . Then, the observation data are just multiplied by its square root as already discussed in Van Huffel and Vandewalle (1991, Section 8.4) or Gleser (1981, Section 5) , i.e., the new transformed data are [X, Y ]Γ −1/2 . This transformation of the original data is purely linear, which is not restrictive at all in our situation. The whole asymptotic inference remain also valid even for the heteroscedastic case. The only property that needs to be satisfied is pairwise independence of the linearly transformed errors [Θ i,• , ε i ]Γ −1/2 . If the covariance matrix Γ is unknown, it can be estimated when possessing repeated observations, cf. Pešta (2013a) .
Furthermore, a variance assumption for the misfit disturbances is stated. It can be considered as an assumption for the long-run variance of residuals.
Assumption V. There exists
Finally, the spectral weak invariance principle for the smallest eigenvalues is provided. Let us denote 
t∈ [0, 1] , where {W(t)} t∈ [0, 1] is a standard Wiener process and W(t) = W(1) − W(t).
Extension to multivariate case
Suppose that β ∈ R p×q , Y ∈ R n×q , and ε ∈ R n×q , q ≥ 1. Let the singular value decomposition (SVD) of the partial data be
where u . However, the consequent proofs would become more technical.
Nuisance-parameter-free detection
Estimating β via the TLS approach can be viewed as solving optimizing problem
where · F stands for the Frobenius matrix norm. Part of the solution (4.1) are fitted errors [Θ,ε] such that
due to Golub and Van Loan (1980) . And we construct the changepoint test statistics based on property (4.2).
Changepoint test statistics
Let us think of two TLS estimates of β: The first one based on the first i data lines [X i , Y i ] and the second one based on the first k data lines
Under the null H 0 , these two TLS estimates should be close to each other. On the other hand, under the alternative H A such that τ ∈ {i, . . . , k}, they should be somehow different. A similar conclusion can be made for the goodness-of-fit statistics coming from (4.2). It means that
should be reasonably small under the null H 0 . Under the alternative H A such that τ ∈ {i, . . . , k}, it should be relatively large. For the multivariate case described in previous Subsection 3.2, one has to replace
We rely on self-normalized test statistics introduced by Shao and Zhang (2010) , because the unknown quantity υ/(1 + β 2 2 ) from Proposition 3.1 cancels out in the test statistics. Our supremum-type self-normalized test statistic based on the goodness-of-fit is defined as
and the integral-type self-normalized test statistic is defined as
Let us note that evaluations of the above defined test statistics require just several singular value decompositions, which is reasonably quick. Our new test statistics involve neither nuisance parameters nor tuning constants and will work for non-stationary and weakly dependent data.
Under the null hypothesis and the technical assumptions from Subsection 3.1, the test statistics defined in (4.3) and (4.4) converge to non-degenerate limit distributions (their quantiles can be found in Subsection 4.2). 
(4.5) and
where {W(t)} t∈ [0, 1] is a standard Wiener process and W(t) = W(1) − W(t).
The null hypothesis is rejected at significance level α for large values of S n and T n . The critical values can be obtained as the (1 − α)-quantiles of the asymptotic distributions from (4.5) and (4.6). In order to describe limit behavior of the test statistics under the alternative, an additional changepoint assumption is required.
where
This assumption may be considered as a changepoint detectability requirement, because it manages the relationship between the size of the change, the location of the change, and the noisiness of the data in order to be able to detect the changepoint. Now, the tests based on S n and T n are shown to be consistent, as the test statistics converge to infinity under some local alternatives, provided that the size of the change does not convergence to zero too fast. 
(4.8)
Assumption C can be sharpened as remarked below with the corresponding proof in the Appendix A.
Remark 4.3. The second part of relation (4.7) can be replaced by
where κ := β ∆β + δ∆ −ζ δ, and the assertion of Theorem 4.2 still holds.
Basically, Theorem 4.2 says that in presence of the structural change in linear relations, the test statistics explode above all bounds. Hence, the asymptotic distributions from Theorem 4.1 can be used to construct the tests. Although, explicit forms of those distributions stated in (4.5) and (4.6) are unknown.
Asymptotic critical values
The critical values may be determined by simulations from the limit distributions S n and T n from Theorem 4.1. Theorem 4.2 ensures that we reject the null hypothesis for large values of the test statistics. We have simulated the asymptotic distributions (4.5) and (4.6) by discretizing the standard Wiener process and using the relationship of a random walk to the standard Wiener process. We considered 1000 as the number of discretization points within [0, 1] interval and the number of simulation runs equals to 100000. In Table 1 , we present several critical values for the test statistics S n and T n . 
Changepoint estimator
If a change is detected, it is of interest to estimate the time of the change. It is sensible to usê
as a changepoint estimator. Our next theorem shows that under the alternative, the changepoint τ is consistently estimated by the estimatorτ n .
Corollary 4.4 (Consistency). Let the assumptions of Theorem 4.2 hold. If for every
and for every t ∈ (0, ζ)
In order to estimate more than one changepoint, it is possible to use an arbitrary 'divide-and-estimate' multiple changepoints method relying on our changepoint estimator, for instance, wild binary segmentation by Fryzlewicz (2014) .
Simulation study
We are interested in the performance of the tests based on the self-normalized test statistics S n and T n that are completely nuisance-parameter-free. We focused on the comparison of the accuracy of critical values obtained by the simulation from the limit distributions.
In Figures 1 and 2 , one may see size-power plots for choices of β = 1, Z i,1 = i/(n + 1), n ∈ {200, 1000}, τ ∈ {n/4, n/2}, and δ ∈ {1, 4} considering the test statistics S n and T n under the null hypothesis and under the alternative. In Figure 1 , the empirical rejection frequency under the null hypothesis (actual α-errors) is plotted against the theoretical size (theoretical α-errors with α ∈ {1%, 5%, 10%}), illustrating the power of the test. The ideal situation under the null hypothesis is depicted by the straight diagonal dotted line. The empirical rejection frequencies (1−errors of the second type) under the alternative (with different changepoints and values of the change) are shown in Figure 2 . Under the alternative, the desired situation would be a steep function with values close to 1. For more details on the size-power plots we may refer, e.g., to Kirch (2006) . The standard deviance of the random disturbances was set to σ = {0.01, 0.05} and the random error terms
, and {ε n } ∞ n=1
were simulated as three time series:
• IID . . . independent and identically distributed random variables;
• AR(1) . . . autoregressive (AR) process of order one having a coefficient of autoregression equal 0.5; • ARCH(1) . . . autoregressive conditional heteroscedasticity (ARCH) process with the second coefficient equal 0.5.
The standard normal distribution and the Student t-distribution with 3 degrees of freedom are used for generating the innovations of the models' errors. Let us remark that the setup of Student t 3 -distribution does not satisfy Assumption E. However, it can be considered as a misspecified model and one would like to inspect performance of our procedures on such a model that violates our assumptions. In the simulations of the rejection rates, we used 10000 repetitions.
In all of the subfigures of Figure 1 depicting a situation under the null hypothesis, we may see that comparing the accuracy of α-levels (sizes) for different self-normalized test statistics, the integral-type (T -based) method seems to keep the theoretical significance level more firmly than the supremum-type (S -based) method. Comparing the case of N(0, 1) innovations with the case of t 3 innovations, the rejection rates under the null tend to be slightly higher for the t 3 distribution. In spite of the fact that the t 3 -distributed errors violates Assumption E, the performance of our tests is still surprisingly satisfactory in such case. As expected, the accuracy of the critical values tends to be better for larger n.
The T -method performs better under the null. Likewise under the alternative, it has a tendency to have slightly higher power than the S -method (see Figure 2 ). So we recommend to use this integral-type test statistic. We may also conclude that under H A with less volatile errors, the power of the test increases. The power decreases when the changepoint is closer to the beginning or the end of the input-output data. The heavier tails (t 3 against N(0, 1)) give worse results in general for both test statistics. Moreover, 'more dependent' scenarios reveal worsening of the test statistics' performance. Furthermore, there is surprisingly no striking effect of the size of change on the power of the tests. On contrary, it is in concordance with the consistency of our tests under the local alternatives. Additionally, one can use a size-power plot with the adjusted (empirical) α-errors to compare the performance of S n against T n . The empirical size-power plots in Figure 3 display the empirical size of the test (i.e., 1−sensitivity) on the x-axis versus the empirical power of the test (i.e., specificity) on the y-axis. The ideal shape of the curve is as steep as possible. The empirical size-power plots demonstrate that the self-normalized test statistic T n gives approximately higher empirical powers for the adjusted empirical sizes comparing to the test statistic S n .
Afterwards, a simulation experiment is performed to study the finite sample properties of the changepoint estimator for a change in the linear relations' parameter. In particular, the interest lies in the empirical distributions of the proposed estimator visualized via boxplots, see Figure 4 . The simulation setup is kept the same as described above.
It can be concluded that the precision of our changepoint estimate is satisfactory even for relatively small sample sizes regardless of the errors' structure. Less volatile model errors provide more precise changepoint estimate. Furthermore, the disturbances with heavier tails yield less precise estimates than innovations with light tails. One may notice that higher precision is obtained when the changepoint is closer to the middle of the data. It is also clear that the precision ofτ n improves markedly as δ n increases. 
Applications
We present two possible applications of the changepoint in linear relations framework.

Practical application: Calibration
A company has two industrial devices, where the first one is calibrated according to some institute of standards and the second one is just a casual device. We want to test whether the second device is calibrated according to the first one. In this calibration problem, it means to know whether the second device has approximately the same performance up to some unknown multiplication constant as the first one. Consequently, other devices of the same type are needed to be calibrated as well. For some reasons, e.g., economic or logistic, it is only possible to calibrate one device by the official authorities. Our data set, provided by a Czech steelmaker, contains 100 couples of speed values of two hammer rams (see Figure 5) , where the first forging hammer is calibrated. We set the same power level on both hammers and measure the speed of each hammer ram repeatedly changing only the power level. Our measurements of the speed are encumbered with errors of the same variability in both cases, because we use the same device for measuring the speed and both forging hammers are of the same type. Since the power set for the forging hammer is directly proportional to the speed of the hammer ram, our goal is to test whether the ratio of two hammer rams' speeds is kept constant over changing the power level or not. Therefore, our changepoint in the EIV model is very suitable for this setup-a linear dependence and errors in both measured speeds (with the same variance).
Both our changepoint tests-S n = 83.2 and T n = 861.4-reject the null hypothesis of a constant linear coefficient between two hammer rams' speed values at the significance level of α = 0.5% (cf. Table 1 ; the significance level for technical fields is usually smaller than the standard 5%), indicating a changed performance of the second non-calibrated hammer ram.As an estimate for our change, we obtainτ n = 60 (depicted by a vertical line in Figure 5 ), which corresponds to the 60th measurement of pair of speeds. After this particular measurement, we have background information that a technical issue appeared to the second hammer ram-one of its oil tubes started to leak. Our procedure is indeed capable to detect and, consequently, to estimate the changepoint in the ratio of the hammer rams' speeds. Moreover, the estimated ratio via the TLS approach before the change is 1.000891 (the slope of the green line in Figure 5 ), which basically says that the hammer rams works approximately in the same way. However, the estimated ratio via the TLS approach after the change is 0.9892154 (the slope of the red line in Figure 5) , which is significantly different from constant 1 (see a formal statistical test by Pešta (2013a)).
Theoretical application: Randomly spaced time series
A motivation for the changepoint problem in randomly spaced time series comes from the changepoint in the polynomial trending regression (Aue, Horváth and Hušková, 2009 ). Let us think of a single regressor measured precisely such that X i,1 ≡ Z i,1 = i/(n + 1). This indeed corresponds to a situation of a onedimensional equally (regularly) spaced time series, where the original time points {i} n i=1 are 'squeezed' into the interval [0, 1] by dividing of n + 1. Now, let us assume that our outcome observations Y i 's are supposed to be measured at some unknown time points Z i,1 's. However, due to some measurement imprecision, the actual observation Y i , which should correspond to Z i,1 , is not recorded at time point Z i,1 , but at time point X i,1 . The unobservable sequence {Z i,1 } n i=1 can be regularly or irregularly spaced. The key issue is to have satisfiable Assumption D. Since the developed detection procedures rely on the orthogonal regression, it is sufficient to transform the original randomly spaced time series
, where a constant is reasonably large. Afterwards, the proposed tests remain valid when applied on the transformed randomly spaced time series, because β stays unchanged after such a transformation. Hence, one can test whether the linear trend has or has not changed over time.
Conclusions
Our changepoint problem in linear relations is linearly defined, but comes with a highly nonlinear solution and inference. We have proposed two tests for changepoints with desirable theoretical properties: The asymptotic size of the tests is guaranteed by a limit theorem even under non-stationarity and dependence, the tests and the related changepoint estimator are consistent. We are not aware of any similar results even for the independent and identically distributed errors. By combining self-normalization and the proposed spectral weak invariance principle, there are neither tuning constants nor nuisance parameters involved in the whole testing procedure. Therefore, the detection methods are completely datadriven, which makes this framework effortlessly applicable as demonstrated. In our simulations, the tests show reliable performance. Especially the test based on the integral-type self-normalized statistic has an empirical size very close to the nominal level in a wide range of situations. Proof of Remark 4.3. It is sufficient to replace Theorem 1 by Dembo (1988) with Theorem 3.1 by Ma and Zarowski (1995) 
