Transfer learning aims to leverage the knowledge in the source domain to facilitate the learning tasks in the target domain. It has attracted extensive research interests recently due to its effectiveness in a wide range of applications. The general idea of the existing methods is to utilize the common latent structure shared across domains as the bridge for knowledge transfer. These methods usually model the common latent structure by using either the marginal distribution or the conditional distribution. However, without exploring the duality between these two distributions, these single bridge methods may not achieve optimal capability of knowledge transfer.
Introduction
In many real-life applications, it may be impractical to obtain a large number of labeled examples. Lacking sufficient labeled examples poses a great challenge to traditional learning methods [2, 6, 17] . Transfer learning, which utilizes the labeled data in some source domain to help to train better models in the target domain, has recently attracted extensive research interests. It is widely applied to cross-domain classification, clustering, and information retrieval problems. The key idea is that, although the data distributions between the source domain and target domain are different, there is some common knowledge structure shared across domains. Such common structure can be utilized for the learning task in the target domain where the labeled examples are hard to collect [18] .
Let P src (x, y) and P tar (x, y) be the data distributions in the source domain and the target domain respectively, where x is an example and y is its label. Transfer learning aims to fit distribution P tar (x, y) with the labeled data drawn from P src (x, y) and unlabeled data drawn from P tar (x, y). The main challenge is to identify regions, in either the original or transformed latent space, where P src (x, y) and P tar (x, y) are similar. In this way, the shared common structure can be explored for across domain learning [17] .
Many methods have been proposed to extract the common structure across the domains so that the distribution divergence between domains is reduced and the traditional learning algorithms can be applied. By definition, P (x, y) = P (x) · P (y|x), where P (x) is the marginal distribution, and P (y|x) is the conditional distribution that can be viewed as a classification model. A common assumption of the existing transfer learning methods is that, if the marginal distributions of examples are similar in some latent space, then the conditional distributions of the corresponding examples will also be similar [22] . More intuitively, if two data points are close in the latent space, then their class labels should also be similar [1] . Some methods have been proposed to learn the marginal distribution for knowledge transfer [6, 21, 17] . These methods try to find a latent feature space, where the marginal distributions are drawn closer across domains. Other methods have been developed to learn the conditional distribution [24, 25] . They directly learn a latent space using the association between feature clusters and class labels so that the conditional distributions are drawn closer.
These methods use either the marginal distribution or the conditional distribution as the bridge for knowledge transfer. We refer to such approach as the single bridge transfer learning. The limitation of the existing single bridge approach is two-fold. (1) To transfer knowledge, these methods usually construct a latent space to represent the common structure shared across domains. However, not all latent factors in the space can be used to draw the two distributions closer. Some of the latent factors may represent the discrepancy between the distributions across domains. The "sharing all" latent factors assumption may cause the existing methods to underperform when the marginal distribution or the conditional distribution can only be drawn closer in a subspace of the latent space. In the worst case, when the distribution divergence between domains is so large that little knowledge can be shared, this strict assumption will result in negative transfer [4] . (2) These methods do not consider the duality between the marginal distribution and the conditional distribution. The duality between these two distributions is that learning one distribution can help to learn the other. It will lead to mutual reinforcement when learning the two distributions simultaneously. Without exploiting the duality, the existing methods may only transfer the common knowledge based on the marginal distribution and leave the common knowledge from the conditional distribution untransferred or only partially transferred, or vice versa. This may result in ineffective transfer.
In this paper, we propose a novel approach, Dual Transfer Learning (DTL), which simultaneously learns the marginal and conditional distributions, and exploits the duality between them to achieve effective knowledge transfer. The intuition behind DTL is as follows. If we can find a latent space where the marginal distributions across domains are close to each other, then a classification model can be learned in this space and shared across domains to draw the conditional distributions across domains closer. On the other hand, the learned conditional distributions can be used to refine the latent space so that the marginal distributions may become even closer. More specifically, the distribution of the observed data may be dominated by several latent factors. Some of the latent factors may cause the discrepancy between the distributions of the data in different domains. We refer to these factors as the domain-specific latent factors. On some other latent factors, the data distributions may be similar across domains. We refer to these latent factors as the common latent factors. We can uncover the common latent factors so that the marginal distributions across domains will be close in the common latent space [17] . We can learn a shared classification model in this latent space so that the conditional distributions across domains are close. On the other hand, if we have learned an accurate shared classification model across domains, we can use it to supervise the learning of the common latent factors so that the marginal distributions become even closer. The common latent factors and the common classification model are the means for adapting the marginal distributions and conditional distributions across domains respectively. By taking advantage of the duality, they reinforce the learning of the two distributions and improve each other to facilitate effective transfer learning.
The proposed DTL method enhances the transfer capability in a principled way. It finds the latent feature space where the marginal distributions across domains are close, and simultaneously learns a shared classification model in the latent space to make the conditional distributions across domains closer. The main contributions of this paper are: (1) distinguishing the common and domain-specific latent factors to avoid negative transfer; (2) exploiting the duality between the marginal distribution and conditional distribution to achieve effective transfer. The method is formulated as an optimization problem of joint nonnegative matrix tri-factorizations (NMTF), where the two distributions are learned with the help of the decomposed latent factors that exhibit the duality property. An efficient alternating minimization algorithm is developed to solve the optimization with convergence guarantee. Extensive experiments on benchmark data sets demonstrate the effectiveness of the proposed method.
The remainder of this paper is organized as follows. The related work is discussed in Section 2. In Section 3, we review NMTF and discuss its relevance to distribution learning, which motivates the formulation of our method. In Section 4, we describe the proposed DTL method, along with the learning algorithm, followed by the optimization derivation, and the proof of convergence. The experimental results are reported in Section 5. The conclusions and future work are discussed in Section 6.
Related Work
In this section, we review several existing work that are most related to our work, including transfer learning and semi-supervised learning.
Transfer Learning
Transfer learning is widely applied in the applications where the training data and the test data are obtained from different resources and with different distributions. Most transfer learning methods assume that there is some knowledge structure that defines the domain relatedness, and incorporate this structure in the learning process. The existing methods can be categorized into two types: instance transfer learning and feature representation transfer learning. Please refer to [18] for a comprehensive survey.
Instance transfer learning uses a re-weighting strategy for instances. The general idea is to increase the weights of instances in the source domain that are close to the instances in the target domain, and decreases the weights of instances in the source domain that are far away from the instances in the target domain [7, 11] . Feature representation transfer learning aims to discover a shared feature space in which the data distributions across domains are close to each other. The shared feature space can be constructed either in the original feature space [2, 16] , or in the transformed subspace [6, 21, 25, 14, 5, 10, 15, 17] . In the original feature space, the correspondence among features are identified by modeling their correlations with pivot features that behave similarly across domains. In the transformed subspace, dimensionality reduction methods are applied to extract the underlying common structure.
The existing feature representation transfer learning methods focus on learning either the marginal distribution or the conditional distribution for knowledge transfer. For example, Co-Clustering based Classification (CoCC) [6] and Label Propagation [21] transfer the common feature clusters, which can be regarded as learning the marginal distribution. Collaborative Dual-PLSA [24] and Matrix Tri-Factorization based Classification (MTrick) [25] transfer the common association between feature clusters and example classes, which can be regarded as learning the conditional distribution. Another well-designed method for learning the marginal distribution is Joint Subspace Nonnegative Matrix Factorization [10] . It learns the common latent factors and domain-specific latent factors that span a shared subspace where the marginal distributions across domains are close. However, this method does not learn the conditional distribution thus can not be applied to cross-domain classification tasks. The proposed DTL method also adopts the block matrix factorization technique. The key difference between DTL and previous single bridge learning methods is that DTL simultaneously learns the marginal and conditional distributions. Exploiting the duality between these two distributions is a crucial step to enhance the transfer capability.
Two very recent methods, cross domain distribution adaptation via kernel mapping [22] and dual knowledge transfer [20] , started exploring the idea of learning both distributions for knowledge transfer. In [22] , both the marginal distribution and the conditional distribution are adapted. It uses kernel mapping to draw the marginal distributions across domains closer. A sample selection strategy is applied to ensure the closeness of the conditional distributions across domains. However, the two distributions are learned separately without exploiting the duality for mutual reinforcement. Moreover, it requires a few labeled data available in the target domain for inducing transfer learners for that domain. Therefore, it cannot be applied to transductive transfer learning, where no labeled data are available in the target domain. In [20] , the proposed method discovers two types of latent factors from nonnegative matrix tri-factorization as two paths, through which knowledge can be transferred across domains. However, it does not exploit the duality between the marginal distribution and the conditional distribution. Our method integrates the duality in a unified subspace learning paradigm and requires fewer trade-off parameters. The effectiveness of DTL over the existing methods is demonstrated by extensive experimental evaluation.
Semi-Supervised Learning
Semi-supervised learning also aims to learn from both labeled and unlabeled data [19, 23] . In semi-supervised learning, the labeled and unlabeled instances are sampled from the same domain and follow the dame data distribution. In transfer learning, the labeled instances and unlabeled instances are sampled from different domains with different distributions. Semi-supervised learning cannot be applied in this problem setting. For example, the nonnegative matrix tri-factorization used in [19] for semi-supervised clustering cannot be directly applied to solve transfer learning problems, since it assumes that all the latent factors are shared across domains. This assumption is not valid if data have different distributions across domains.
Nonnegative Matrix Tri-Factorization and Its Relationship to Distribution Learning
DTL is based on the nonnegative matrix trifactorization (NMTF) model [8] . NMTF is very effective for mining text and image data. In this section, we explore the intuitions behind NMTF and discuss two different but closely related interpretations of the NMTF model. One is the traditional clustering interpretation that has been extensively studied. The other one is the transformation interpretation that motivates our DTL method. In NMTF, a data matrix X ∈ R m×n is decomposed into a product of three nonnegative factors U ∈ R m×k , H ∈ R k×c , and V ∈ R n×c , such that X ≈ UHV T . This approximation can be achieved by the following matrix norm optimization:
where · is the Frobenius norm of matrix. X = [x 1 , . . . , x n ] is an m × n data matrix containing n examples. Each example x i is an m × 1 feature vector in the original feature space of m dimensions.
Clustering
Interpretation of NMTF From a clustering perspective, the three nonnegative factors decomposed from NMTF can be interpreted in the following way [8] :
is an m × k cluster assignment matrix representing the feature clusters. If arg max j (U) ij = j * , then the ith feature belongs to the j * th feature cluster. Each u i is a probability distribution over m features and is referred to as a feature cluster. There are k feature clusters in total.
• V = [v 1 , . . . , v c ] is an n × c cluster assignment matrix representing example clusters. If arg max j (V) ij = j * , then the ith example belongs to the j * th example cluster. Each v i is a probability distribution over n examples and is referred to as an example cluster. There are c example clusters in total. In the classification setting, each example cluster can be regarded as a class or category.
•
ing the association between feature clusters and example clusters. (H) ij is the probability that the ith feature cluster is associated with the jth example cluster. Thus H is referred to as the cluster association matrix.
By clustering both sides of the data matrix simultaneously, NMTF makes use of the interrelatedness between features and examples, resulting in superior performance over other clustering methods. The clustering interpretation helps to define the terminologies for the transformation interpretation of NMTF.
Transformation Interpretation of NMTF
We observe that, in addition to the widely used clustering interpretation, NMTF can also be interpreted from the viewpoint of linear transformation. This interpretation can be used in learning the marginal and conditional distributions.
Note that Equation (3.1) can be viewed as a combination of the following two alternating factorizations:
Each example x is a k × 1 feature vector in the latent feature space of k dimensions, spanned by the columns of U.
Assume that data in the original feature space follow the marginal distribution P (x) and the conditional distribution P (y|x). The above two factorizations can be interpreted in terms of a linear transformation on the data distributions:
in the original feature space to x ∈ R k×1 in the latent feature space spanned by the columns of U. After mapping φ, the marginal distribution changes from P (x) to P (x ). We refer to φ as the marginal mapping. φ and U are related to learning the marginal distribution.
• Factorization in Equation (3.3) derives another linear transformation θ :
k×1 in the latent feature space to v T ∈ R c×1 in the example cluster/class space spanned by the columns of H. After mapping θ, the conditional distribution changes from P (y|x) to P (y|x ). For any example x i in the original feature space, its label can be predicted by j * = arg max j {P (y i = j|x i ) = (V) ij }. We refer to θ as the conditional mapping. θ and H are related to learning the conditional distribution.
From the discussion above, we observe that the latent factors U and H are closely related to the linear transformations φ and θ for learning the marginal and conditional distributions. However, NMTF in Equation (3.1) is designed for one domain. In transfer learning, there may be several source and target domains. Utilizing the relationship between NMTF and distribution learning, in the next section, we will show how to use NMTF to perform linear transformation on the marginal and conditional distributions. Such transformation will draw the data points closer across domains. The duality between these two distributions will also be exploited to facilitate knowledge transfer.
It is worth noting that the duality addressed by our work is a general property. NMTF is only one of many possible techniques to formulate distribution learning and realize dual transfer learning.
Dual Transfer Learning
In this section, we present the DTL method for crossdomain classification. DTL exploits the duality property that learning one distribution can help to learn the other for mutual reinforcement. DTL is formulated as an optimization problem of joint nonnegative matrix trifactorizations. Table 1 .
Problem Definition
Given labeled examples {X τ , Y τ } s τ =1 in the source domains and unlabeled examples {X τ } t τ =s+1 in the target domains, transfer learning aims at finding a function f that for any unlabeled example x in the target domain, predicts its correct label y, i.e., y = f (x). A standard way to learn this function is to minimize the loss between the label predicted by the function and the true label. However, since the distribution divergence between the source and target domains is large in crossdomain learning, f may not generalize well in the target domain. The goal of transfer learning is to alleviate this difficulty by making data distributions between domains drawn closer in a latent space so that we can train the cross-domain classifier f as accurate as possible.
The Proposed Method
Existing clustering based methods [6, 21, 24, 25] assume that the cluster structures hidden across domains can be extracted to learn the marginal distribution or the conditional distribution for knowledge transfer. The clustering of data in domain τ can be performed using NMTF (4.4) min
Here U τ ∈ R m×k , V τ ∈ R nτ ×c and H τ ∈ R k×c are the k feature clusters, c example clusters/classes, and the 
As discussed in Section 3.2, U τ ∼ φ τ is related to learning the marginal distribution of D τ , and H τ ∼ θ τ is related to learning the conditional distribution of D τ . By extracting the common parts of U τ or H τ , data from different domains are mapped to a shared latent space in which the divergence of the marginal distributions or the conditional distributions across domains is reduced.
Next we will formulate the learning of the two distributions as an optimization problem of joint nonnegative matrix tri-factorizations, in which the duality property is realized naturally by using NMTF.
Marginal Mapping
We derive the marginal mapping φ τ by learning feature clusters U τ . Motivated by [10] , the feature clusters across domains can be reasonably partitioned into a common part and a domain-specific part. The common part is used to draw the marginal distributions across domains closer. So we partition U τ into κ common feature clusters U ∈ R m×κ and k − κ domain-specific feature clusters
This also leads to the partition of the marginal mapping φ τ = [φ, φ τ ], where only the common part φ can be shared across domains to draw the marginal distributions closer, while the domain-specific part φ τ is used to respect domainspecific knowledge. By doing so, the marginal distribution is learned in an adaptive way with the sharing level controlled depending on the relatedness between domains. We extend Equation (4.4) so that it can exactly model the marginal distribution learning process:
Conditional Mapping
We derive the conditional mapping θ τ by learning the cluster association matrix H τ . Motivated by [25] , the association between feature clusters and example clusters usually remain stable or unchanged across domains. The validity of this assumption is further strengthened since we have learned the feature clusters in an adaptive way in the marginal mapping, which in return can help learning the conditional distribution more effectively due to the duality property. Therefore, we let H τ = H and θ τ = θ for all domains, and share the entire conditional mapping θ across domains to draw the conditional distributions closer. We can further extend Equation (4.5) so that the learning of the two distributions are integrated in a unified subspace learning paradigm:
The duality between the two distributions is realized in Equation (4.6) since U and H in the extended NMTF model also exhibit the duality property: a better clustering of features can help clustering the examples better, as well as the association between them; and vice versa. By learning the two distributions simultaneously for mutual reinforcement, this duality property enables optimal knowledge transfer across domains.
Optimization
The common marginal mapping φ and the conditional mapping θ can serve as two means for learning the marginal distribution and the conditional distribution, respectively. The learning of φ and θ has been addressed in Equation (4.6). Here we share them to multiple domains simultaneously, arriving at the following objective function:
Learning the objective in Equation (4.7) involves the following optimization problem, which is termed joint nonnegative matrix tri-factorizations:
The source domain label supervision is incorporated by
. The 1 normalization constraints on each column of U τ and each row of V τ are used to make the optimization well defined. The assigned label for any example x τ i in domain τ can be determined by
The DTL optimization is performed in an alternating minimization process until convergence. During each iteration, it extracts the common and domainspecific feature clusters to learn the marginal distribution; and simultaneously, it extracts the common association between feature clusters and example clusters/classes to learn the conditional distribution. After the iterative process, both distributions across domains are drawn closer by exploiting the duality property so that knowledge can be transferred effectively.
Learning Algorithm
We present the solution to the DTL optimization problem in Equation (4.8) as the following theorem. The theoretical aspects of the optimization are presented in the next subsection. 
• is element-wise product,
[·] is element-wise division, √ · is element-wise root.
Based on Theorem 4.1, we develop the learning algorithm for the DTL optimization and summarize it in Algorithm 1. To make the algorithm converge faster, we initialize the labels of target domain data by logistic regression trained on the source domain data. We also keep the labels of source domain data unchanged, i.e., {V τ ≡ Y τ } s τ =1 , instead of updating them during iterations. The time complexity of Algorithm 1 is O t τ =1 maxIter · kmn τ on t domains, which is approximately the sum of the NMTF running time on each domain. [3] . Specifically, we will optimize one variable and derive its updating rule while fixing the rest variables. The procedure repeats until convergence.
We formulate the Lagrange function for the optimization with normalization constraints as follows
where Γ τ ∈ R k×k , Λ τ ∈ R nτ ×nτ are the Lagrange multipliers for the normalization constraints.
Without loss of generality, we only show detailed derivation of the updating rule for V τ . Using the Karush-Kuhn-Tucker (KKT) complementarity condition [3] for the constraint on V τ we have
This leads to the following update formula
We need to compute the Lagrange multiplier Λ τ to obtain the updating rule for V τ . We adopt an iterative normalization technique [25] to satisfy the constraint in the optimization independent of the computation of Λ τ . Specifically, at each iteration, we normalize each row of V τ so that V τ 1 c = 1 nτ . After that, we get two equal terms Λ τ 1 nτ 1
T c that depend only on Λ τ and can be omitted from the above updating formula without influencing convergence. This leads to the updating rule for V τ in Equation (4.12).
Following the similar derivations as shown above, we can obtain the updating rules for all the rest variables in the DTL optimization, as shown in Equations (4.10)∼(4.13).
Convergence
We use the auxiliary function approach [13] to prove the convergence of Theorem 4.1 and Algorithm 1. We first introduce the definitions of auxiliary function as follows.
Definition 4.1. [13] A(Z,Z) is an auxiliary function for L(Z) if the conditions

A(Z,Z) ≥ L(Z) and A(Z, Z) = L(Z)
are satisfied for any given Z,Z.
Lemma 4.1. [13] If A is an auxiliary function for L, then L is non-increasing under the update
is an auxiliary function for L(V τ ). Furthermore, it is a convex function in V τ and has a global minimum. 
Theorem 4.2 can be proved similarly to [8] by validating
which is consistent with the updating formula derived from the KKT condition aforementioned. By Lemma 4.1 and Theorem 4.2, for each subsequent iteration of updating V τ , we have
). So L(V τ ) is monotonically decreasing. This is also true for the other variables. Since objective L is lower bounded by 0, the correctness and convergence of Theorem 4.1 and Algorithm 1 are proved.
Experiments
In this section, we conduct experiments on two benchmark data sets to evaluate the proposed DTL algorithm and compare it with several state-of-the-art unsupervised, semi-supervised, and transfer learning methods.
Data Sets and Evaluation Criteria
The cross-domain data sets for classification shown in Table 2 are generated from 20-NewsGroups 1 and Reuters-21578 2 utilizing their hierarchy structures following the work [6] . On one hand, data sets constructed this way are divergent across domains since they contain different subcategories. On the other hand, these data sets are also related since they are from the same top categories. Such data sets have also been widely used in previous transfer learning studies as benchmarks for performance evaluation [6, 9, 15, 21, 24, 25] .
20-NewsGroups This data set contains 20,000 documents distributed evenly in 20 different newsgroups. Each newsgroup corresponds to a different topic. Some of the newsgroups are closely related and can be grouped into one category at a higher level, while others remain as separate categories. For example, the top category sci contains 4 subcategories sci.crypt, sci.electronics, sci.med and sci.space in the science field. Any two top categories can be selected to construct the cross-domain data set. The source domain contains some subcategories from the two top categories. The target domain contains the rest of the subcategories. The details of the constructed data sets are listed in Table 2 , among which the first 6 data sets are generated from 20-NewsGroups. We preprocess the 20-NewsGroups data by removing stop words and words Reuters-21578 This data set contains 5 top categories and many subcategories. We directly use the preprocessed data in [9] , which are generated from Reuters-21578 for testing cross-domain learning algorithms. The preprocessed data consists of three data sets orgs vs people, orgs vs place and people vs place as shown in Table 2 .
We use the Accuracy of predicting unlabeled data in the target domains as the evaluation criteria. It has been widely used in the literature [6, 15, 21, 24, 25] .
where y(x) is the true label of example x, and f (x) is the label predicted by the classification algorithm.
Baseline Methods and Parameter Settings
The cross-domain classification task is performed in a binary-class setting. One source domain and one target domain are used in each experiment following the same setting as in [6, 21, 25, 20] . Note that due to its general formulation, DTL can be easily applied to multi-class classification problems in multiple domains.
Several state-of-the-art methods are compared in the experiments: (1) Unsupervised method Nonnegative Matrix Factorization (NMF) [13] . It is directly applied to the target domain data. (2) Supervised method, including Support Vector Machine 3 (SVM) and Logistic Regression 4 (LR). They are trained on the source domain data and tested on the target domain data. (3) Semi-supervised method Transductive Support Vector Machine (TSVM) [12] . It works in a transductive setting using all data. (4) Transfer learning method, in- cluding Co-Clustering based Classification (CoCC) [6] , Matrix Tri-Factorization based Classification (MTrick) [25] , and the recently proposed Dual Knowledge Transfer (DKT) [20] . They are trained on all data and are tested on the target domain data. All these methods are tested using their optimal parameter settings reported in the original papers. Note that, though being closely related to our work, Collaborative Dual-PLSA (CD-PLSA) [24] , Joint Subspace Nonnegative Matrix Factorization (JSNMF) [10] , and Domain Distribution Adaptation via Kernel Mapping (KMap) [22] are not compared due to the following reasons. CD-PLSA is the probabilistic reformulation of MTrick [25] with similar performance. We only need to evaluate one of them. JSNMF is originally designed to handle the cross-domain retrieval task. It does not involve learning the conditional distribution for training classifiers, thus cannot be directly used to solve the cross-domain classification task. KMap requires a few labeled data available in the target domain for inducing transfer learners for that domain. It cannot be applied to transductive transfer learning, where no labeled data are available in the target domain.
The parameters of DTL, i.e., the number of total and common feature clusters k and κ, are tuned on data set comp vs sci by cross validation. Then the tuned parameters are applied to all other data sets. For simplicity, we keep k = 20 fixed, since the performance of DTL is very stable with respect to it. Therefore, in the comparison experiments, we set t = 2, s = 1, k = 20, κ = 10, c = 2, maxIter = 50. Table 3 shows the comparison results, where the average classification accuracy of each method on each data set is computed over 10 repeated experiments. Figure 1 gives a more intuitive visualization of these results. From the results, we have several key observations.
Experimental Results
Unsupervised
Method NMF performs well on the data sets (e.g., comp vs rec) where data are already well separated and the cluster structures are consistent with the classes. However, when data are unseparated or inconsistent (e.g., comp vs sci ), NMF performs poorly. This indicates that additional supervision is needed to improve the classification accuracy. In cross-domain classification problems, we can leverage knowledge from labeled data in the source domains.
Supervised
Method SVM and LR trained on source domain data fail to discriminate target domain data on some data sets (e.g., rec vs sci ). The reason is that they assume that the training data and test data follow identical probability distribution. When this assumption is violated, their performance may drop dramatically. In the worst case, these methods will even underperform unsupervised clustering methods such as NMF (e.g., on the comp vs rec data set). The results also indicate that SVM is more likely to have degraded performance in cross-domain classification than LR. The reason is that the decision boundary of SVM is determined by support vectors that are more likely to be influenced by divergent distributions across domains.
Semi-Supervised
Method TSVM outperforms NMF, SVM and LR on many data sets. This verifies that the unlabeled data in target domains can indeed help the classifier fit the unseen data better, which is a major advantage of semi-supervised learning. However, TSVM performs worse when data across domains are significantly different and unseparated, (e.g., on the comp vs sci and sci vs talk data sets). This is because its identical distribution assumption is violated. Therefore, treating data from different domains as if they were drawn from a homogenous body typically leads to poor performance. The traditional no-transfer methods do not perform well for the cross-domain classification task. 
Transfer Learning Method
CoCC, MTrick, and DKT generally perform better than the no-transfer methods. These transfer learning methods try to classify data that are not well separated by leveraging knowledge from the source domains (e.g., sci vs talk ), while avoiding degraded performance when data are already well separated (e.g., comp vs rec). However, these methods have not reached the best performance for all data sets (e.g., comp vs sci ). The reasons are two folds.
(1) These methods are based on a strict assumption that are prone to negative transfer in the data set where the marginal distribution can only be partially drawn closer across domains (e.g., comp vs rec). (2) These methods, except DKT, adopt a single bridge transfer mechanism, without exploiting the duality between the marginal and conditional distributions for mutual reinforcement. For example, CoCC only transfers knowledge from the marginal distribution. MTrick only transfers knowledge from the conditional distribution. Thus they might not reach optimal transfer capability.
Note that, Dual Knowledge Transfer (DKT) is the first attempt to discover two possible paths and use them both for knowledge transfer. However, it does not address the duality property between the marginal distribution and the conditional distribution, which can reinforce the learning of each other. It does not solve dual transfer learning in a principled way using a unified subspace learning as our method does. The two paths for transferring knowledge in DKT are separated into a matrix factorization plus a regularization process, which require more trade-off parameters and have less power for mutual reinforcement. Therefore, the performance improvement of DKT over its baseline MTrick is not as significant as our method. These observations are also consistent with DKT's original work [20] .
Dual Transfer Learning Method
Our method DTL achieves the highest classification accuracy on all data sets by taking advantage of dual transfer learning mechanism. The reason is that DTL can enhance the transfer capability by exploiting the duality between the marginal distribution and conditional distribution and learning them simultaneously for mutual reinforcement. In particular, if there exists some knowledge that can be transferred, DTL will transfer the common knowledge from the marginal distribution and the conditional distribution across domains as much as possible. Otherwise, DTL will leave it as domainspecific knowledge to avoid negative transfer.
The results also show that DTL performs well even on those hard-to-classify data sets, such as comp vs sci. The comp vs sci data set is difficult due to the unbalance underlying the feature clusters and example clusters. The data distributions in comp category are similar across domains, while the data distributions in sci category are very different across domains. If we transfer all the feature clusters across domains, the domain-specific ones (mainly from the sci category) will result in negative transfer. On the other hand, if we transfer only the common feature clusters (mainly from the comp category), the stable conditional relation between the domain-specific feature clusters and the example classes is lost. This will lead to ineffective transfer. DTL tackles these two difficulties in a principled way and achieves superior performance.
Effectiveness of Dual Transfer Learning
We compare DTL with CoCC, MTrick, and DKT to show that the duality between the marginal distribution and conditional distribution indeed brings effectiveness to transfer learning. For a fair comparison, the number of total feature clusters is set to k = 20 for all four methods. For DTL in particular, the number of common feature clusters can vary in the interval κ ∈ [0, k]. Figure 2 shows the accuracy of the four methods on data set comp vs sci as a function of the parameter κ. From the figure, we see that when there exists some common knowledge which can be transferred across domains (i.e., κ ∈ [8, 16] ), DTL is more effective than the other three methods. By exploiting the duality between the two distributions, DTL achieves optimal transferability.
Parameter Sensitivity
We evalutate parameter sensitivity of DTL with respect to κ fixing k = 20. varies in a wide range κ ∈ [8, 16] , DTL performs quite stably and consistently outperforms the baseline methods by a large margin. When κ → 0, the learning of the marginal distribution vanishes and DTL degenerates to single bridge transfer. When κ → 20, all the feature clusters are used as the common ones while the domain-specific ones are not well fitted. Thus DTL suffers from negative transfer when κ/k is large. Nevertheless, by exploiting the duality between the marginal distribution and conditional distribution, the adaptiveness of the transfer process is greatly enhanced. Therefore, DTL is generally not sensitive to parameter κ, except the extreme cases when κ → 0 or κ → k.
Algorithm Convergence
Since DTL employs an iterative algorithm, an important issue is its convergence property. We check the convergence of DTL empirically by testing it on several data sets: comp vs rec, comp vs sci, and orgs vs people. Figure 4 shows the accuracy with respect to the number of iterations. We see that the accuracy of DTL increases with more iterations and it usually converges after 50 iterations.
Conclusion
In this paper, we present a novel dual transfer learning (DTL) method based on the duality between the marginal and conditional distributions. We observe that learning one distribution can help to learn the other for mutual reinforcement. DTL is formulated as an optimization problem of joint nonnegative matrix trifactorizations. This integrated formulation can naturally explore the duality property. An efficient algorithm is developed to solve the optimization problem. We conduct extensive experiments on benchmark data sets to compare DTL with several state-of-the-art methods. Experimental results demonstrate that DTL outperforms alternative methods in all data sets.
