Abstract-While medical ultrasound imaging has become one of the most widely used imaging modalities in clinics, it often suffers from suboptimal image quality, especially in technically difficult patients with a large amount of fat content that induces severe phase aberration effects and decreases the signal-to-noise ratio. Several researchers have proposed various techniques, which can be broadly categorized as either a phase aberration correction (PAC) technique or a coherence-based imaging technique, to address the challenges in imaging technically difficult patients. Although both families of techniques have shown some success in improving the image quality in the presence of a mild level of phase aberration and/or random noise, they often fail to achieve meaningful improvements in the image quality and, in some cases, even create severe image artifacts. In this paper, we employ an adaptive filtering technique called frequency-space prediction filtering (FXPF), which we recently introduced in ultrasound imaging, to overcome the weaknesses of existing techniques and achieve image quality improvements more effectively under varying levels of phase aberration and random noise. Using simulated and experimental phantom data with varying levels of phase aberration and random noise, we evaluate and compare the performance of FXPF with the most representative technique for each category: nearest-neighbor cross correlation (NNCC)-based PAC and the generalized coherence factor (GCF). Our simulation, experimental phantom, and in vivo results demonstrate that FXPF is highly robust in varying levels of phase aberration and noise, and always outperforms both NNCC-based PAC and GCF in terms of the contrast-to-noise ratio (CNR) and the contrast when both random noise and phase aberration are present.
I. INTRODUCTION

D
ESPITE its wide use in clinics as an effective diagnostic tool, medical ultrasound imaging is, by no means, without weaknesses. One of the major weaknesses of medical ultrasound imaging today is suboptimal image quality, particularly in technically difficult patients with a large amount of fat content in their body composition. The degradation of image quality is in part due to severe phase aberration effects that degrade the beam focusing quality. When the ultrasound beam is not well-focused, it can increase its sidelobes, resulting in reduced image contrast and worse lateral resolution [1] - [3] . In addition, the beamsum signal intensity can be reduced as the received channel signals are no longer coherently summed. Another factor that can contribute to reduced beamsum signal intensity is the increased acoustic wave propagation path in patients with a large amount of fat in their body composition. This is because clinically relevant organs and anatomical features in such patients are often found much deeper on an ultrasound image because of the extra fat layers that are found in the near field. In effect, this could lead to low signal-to-noise ratio (SNR), causing a significant amount of image quality degradation. Particularly, this could be a serious problem for harmonic imaging, which has become a default imaging mode for many imaging applications today, because of its inherently low SNR [4] . Because of such weaknesses in imaging conditions with phase aberration, random noise, and other acoustic effects such as the near-field reverberation clutter, many ultrasound exams in clinics today are considered failed exams which have little or no diagnostic value. For example, studies have reported that failure rates can be higher than 60% in the case of obese women undergoing fetal exams [5] , [6] . Since the population of overweight, obese, and extremely obese adults already constitutes about 75% of the total adult population in the U.S. [7] and is expected to further increase in the future, ultrasound exams with little or no diagnostic value would remain a challenge.
In an effort to mitigate this problem, researchers in the medical ultrasound community have developed a number of different adaptive imaging techniques. These techniques can be broadly classified into two distinct groups: 1) phase aberration correction (PAC) and 2) coherence-based imaging. All PAC techniques essentially attempt to undo the effect of phase aberration and restore coherence in the data. This can be realized in a number of different approaches including estimating and correcting delay errors based on element-to-element [8] or element-to-beamsum [9] correlations, maximizing speckle brightness [10] , backpropagation of the received pressure field [11] , and time reversal focusing [12] . On the other hand, coherence-based imaging techniques aim to first generate a weighting mask based on some measure of coherence in the received channel data, and then weight down contributions from off-axis scatterers, random noise, and phase aberration effects to some extent to enhance image contrast. Numerous versions of such coherence-based imaging techniques have been developed and demonstrated promising results. These include the coherence factor (CF) [13] , the generalized CF (GCF) [14] , [15] , the phase CF (PCF) [16] , dual apodization with cross correlation [17] , and its variants [18] - [20] . More recently, Lediju et. al. [21] proposed the short-lag spatial coherence imaging technique, in which the spatial coherence map itself is used as an image instead of a weighting mask [21] .
Although both families of techniques have potential to help enhance image quality when both phase aberration and random noise artifacts are present, their effects on the ultrasound image are quite different. The PAC techniques are generally quite effective in improving the lateral resolution degraded as a result of phase aberration effects and lowering high sidelobes in the immediate vicinity of the mainlobe [22] . However, the PAC techniques are not designed to improve the image quality beyond what the conventional delay-and-sum (DAS) beamforming is expected to achieve in an aberration-free environment based on the theoretical diffraction limit. The coherence-based imaging techniques, on the other hand, have an opposite effect. While they are very effective in yielding a large contrast enhancement by suppressing contributions from off-axis scatterers, they are typically not ideal for improving the lateral resolution or suppressing the high sidelobes near the mainlobe. More recent beamforming techniques, such as the minimum variance (MV) beamformer [23] and aperture domain model image reconstruction (ADMIRE) [24] , have been shown to suffer from phase aberration as well. In addition, the efficacies of both families of techniques are reduced when the SNR is low. A low SNR decreases the accuracy of aberration profile estimation in PAC techniques, thereby reducing the amount of image quality enhancement. Similarly, a low SNR decreases the coherence of the mainlobe signals, thereby suppressing them to reduce the amount of contrast gains [25] .
More recently, we introduced a new technique called the frequency-space prediction filtering (FXPF) into medical ultrasound imaging [26] . FXPF is a spatial prediction filtering technique, which was originally developed for denoising applications in the field of seismic imaging [27] . This technique is similar in spirit to the direction of arrival filter [28] , which uses singular value decomposition to filter out wavefronts arriving from angles other than the look direction of the array in order to improve the accuracy of the phase aberration estimation. As demonstrated in more detail in this work, the FXPF technique is also similar to the frequency domain version of the MV beamforming [29] and the ADMIRE technique [30] in that computations are performed on individual frequency subbands of overlapping segments of geometrically time-aligned channel data to adaptively estimate optimal aperture weights in the case of MV and decluttering via model decomposition in the case of ADMIRE. Nevertheless, the FXPF technique, as demonstrated in this paper, is unique as it employs the autoregressive (AR) modeling to directly filter out aberration effects. In [26] , we showed that this technique is also wellsuited for filtering out off-axis clutter and random noise in ultrasound imaging to achieve improved image contrast.
In this paper, we demonstrate the efficacy and robustness of FXPF in the presence of varying levels of phase aberration and white Gaussian noise and show that FXPF may be an advantageous alternative to PAC and coherence-based imaging techniques. In particular, we aim to show that FXPF can overcome the aforementioned limitations of both PAC and coherence-based imaging techniques by comparing FXPF results against results from the PAC based on nearest-neighbor cross correlation (NNCC) and the GCF, each of which is considered to be one of the most well-known and most extensively studied techniques in their respective categories. While there are more recent developments that may yield better performance as surveyed earlier, most of them rely on the same core principles utilized in the foundational works, such as the NNCC-based PAC and GCF. In this work, our primary focus is on phase aberration and random noise. Other important sources of ultrasound image quality degradation such as the reverberation clutter are beyond the scope of this paper and will be studied in depth in our future work.
The rest of this paper is organized as follows. In Section II, we present a brief overview of the NNCC-based PAC, the GCF, and FXPF. In Section III, we describe our simulation and tissue-mimicking phantom experiments to evaluate and compare the performance of these techniques. In Sections IV and V, we present and discuss our results. Finally, in Section VI, we summarize our findings and conclude this paper.
II. THEORY
A. NNCC-Based Phase Aberration Correction
The PAC technique based on NNCC employs a two-step process: 1) estimation of the aberrator profile using the normalized cross correlation between adjacent channel radio frequency (RF) signals and 2) correction of the aberration effects by compensating for the estimated aberrator profile in the beamforming delay profile. In this section, we briefly review the NNCC-based PAC technique described by O'Donnell and Flax [31] and O'Donnell and Engeler [32] .
The normalized cross correlation A(k) between any two neighboring channel RF signals x(n) and y(n) in an N-element subaperture is computed using
where M denotes the number of samples in the axial kernel. By computing the differential delay error t k that corresponds to the maximum normalized cross correlation coefficient between kth neighboring channel for k =0, . . . , N − 1, it is possible to derive the delay error τ n for the nth channel with n > 0 by unwrapping the differential time delays and removing any unwanted linear components using
where τ 0 = 0 is used. The estimated delay error or the aberration profile can then be compensated for by computing the delays for DAS beamforming. The correction can be performed in receive (RX) to improve the RX beam. To also improve the transmit (TX) beam as well, a second TX firing with the corrected TX delay profile is needed, resulting in a frame rate reduction by a factor of 2. PAC techniques typically take four-five iterations of TX and RX correction to yield a meaningful improvement and reach convergence of the algorithm [33] , [34] .
B. Generalized Coherence Factor
The GCF is defined as the ratio of the signal energy in a prespecified low-frequency region to the total signal energy [14] 
where M 0 represents the predefined cutoff frequency in the spatial-frequency domain and p(k, t) is the Fourier spectrum of the aperture-domain data with spatial frequency index k and time variable t. The GCF is computed for each pixel in the image by first taking the Fourier transform of the aligned channel RF data across the aperture at the corresponding depth, and taking the ratio between the amount of coherent energy and the total signal energy. For a coherent mainlobe signal, most of the signal energy would be concentrated in the low-frequency region of the Fourier spectrum, thereby yielding a GCF value close to 1. For an incoherent signal including random noise, off-axis clutter, and other acoustic noise, increased amount signal energy would be present beyond the low-frequency region, which leads to a GCF value much smaller than 1.
C. Frequency-Space Prediction Filtering
As detailed in [26] , FXPF is an adaptive filtering technique that leverages the information in the spatial domain to adaptively construct a spatial finite-impulse response (FIR) filter based on the AR modeling. While FXPF was developed and formulated primarily for random noise suppression in seismic imaging, we demonstrated in [26] that it can also suppress unwanted off-axis clutter signals that are not AR modeled by the predefined number of most dominant signal components in the context of medical ultrasound imaging. In this section, we briefly review the FXPF technique.
For an X-element subaperture in a transducer array having a pitch of g, let s t (x) be the geometrically time-delayed ultrasound RF signal at time t received at transducer element x with x = 1, 2, . . . , X. If only a single scatterer is present at the TX focal depth, the channel RF signals form a linear wavefront across the aperture. Assuming that no directivity of individual transducer elements, channel RF signals, s t (x + 1) can be expressed as time-delayed versions of s t (1)
where ψ denotes the slope of the linear wavefront. Applying Fourier transforms to both sides of (4), we obtain
where f is the temporal frequency. For a specific temporal frequency f 0 , (5) can be expressed as
where a f 0 (1) = e −i2π f 0 gψ . This recursion is known as an AR model of order 1 [27] and implies that recursive prediction 
Equation (7) suggests that S f 0 (x + 1) can be perfectly predicted as a linear combination of those at the p preceding channels. Since (7) is also a convolution operation, it can be expressed as
where a is the prediction error filter of length p, m is the vector consisting of S f 0 (x), and d is the vector consisting of
Rewriting (8) as a matrix vector product, we obtain
where M is the convolution matrix consisting of m. Note that channel RF signals are always contaminated by random electronic noise in practice even though noise-free signals are assumed in the formulation above. Therefore, the prediction error filter a in (9) must be estimated from the noisy data d by minimizing the prediction error energy
where · 2 2 is the square of the Euclidean norm. Minimizing the objective function J in (10), we obtain an estimateâ of the prediction error filter â
where μ is a small stability factor added to the diagonal components of matrix M T M to increase the stability of the matrix inversion. Note that by taking advantage of the Toeplitz structure of matrix M T M, Levinson's recursion can be employed to solve (11) efficiently. Once the estimated prediction error filterâ is obtained, it can be applied to the noisy data M to obtain an estimated of the noise-free signal dd
Steps outlined in (7)- (12) are repeated for each temporal frequency over the bandwidth of the transducer to adaptively filter out any unwanted signals that are not modeled by the AR modeling including random noise. The filtered channel RF signals can then be obtained by taking an inverse Fourier transform of the spatial-prediction-filtered frequency spectrum of each channel. In practice, this procedure is applied to channel RF signals taken from an axial window of a predefined size, which is moved axially sample by sample until it covers the entire depth. For a given TX, the center row of the segment of filtered channel RF signals is used to construct the full spatial-prediction-filtered channel RF data at a given depth. Although (4)- (12) describe spatial prediction filtering based only on a forward AR model, a backward AR model can also be formulated using the same approach but in a reverse order of the transducer elements. In this work, we use the average of the filtered data obtained independently of forward and backward AR models as the final FXPF-processed channel RF data. In addition, since the prediction error filter is adaptively estimated from the given channel data, it is possible to filter multiple times in an iterative manner to achieve additional suppression of unwanted signals. The steps described are also summarized in the system diagram in Fig. 1 .
In adapting FXPF into medical ultrasound imaging, the implicit assumption is that the coherent mainlobe signals can be modeled, predicted, and preserved while much of the undesirable incoherent and even some of the partially coherent signals may be filtered out because they are not approximated by an AR model of order p. For more information on FXPF, interested readers may consult relevant literature in seismic imaging (see [27] , [35] , [36] ) and [26] , which describes our adaptation to medical ultrasound imaging.
III. METHODS
A. Field II Simulations
To evaluate and compare the performance of FXPF with that of the conventional DAS beamforming, NNCC-based PAC, and GCF in imaging conditions with varying levels of phase aberration and white Gaussian noise, we perform Field II [32] simulations of a phantom containing a 3-mm-diameter circular anechoic cyst target embedded in a speckle environment. The anechoic cyst is located at an axial depth of 30 mm from the face of the transducer. The imaging parameters used in Field II simulations are listed in Table I . To simulate phase aberration effects, we generate zero-mean, random electronic nearfield phase screens by convolving Gaussian random numbers with a Gaussian function as described by Dahl et al. [38] . We create a 25-ns root-mean-square (rms), 5-mm full-width at half-maximum (FWHM) profile for a weak aberrator and a 45-ns rms, 3-mm FWHM profile for a strong aberrator, as shown in Fig. 2 . We apply these aberrator profiles to the mathematical elements in Field II simulation in both TX and RX to mimic the two-way aberration effect. To simulate data sets contaminated with random noise, we generate and add random noise to individual channel data such that the channel RF SNR is 3 dB for moderate and −6 dB for strong levels of random noise, respectively. For each aberration level, we generate a total of 10 data sets, each with independent realizations of the scatterers. In addition, we generate independent realizations of random noise for each random noise level. Note that the aberration profiles in this study are the same as those in [22] .
For each data set having different realizations of scatterer locations and random noise, we compare the aforementioned techniques with no, weak, and strong aberration in terms of three different image quality metrics-the contrast-to-noise ratio (CNR), the contrast, and the speckle SNR
where S t denotes the mean of the target, S b is the mean of the background, σ S b and σ S t are the standard deviations of the background pixels of the log-compressed image. Similarly, E b refers to the mean of the background, and σ E b is the standard deviation of the background pixels of the envelopedetected image in the linear domain. For all simulation, experimental, and in vivo images presented in this work, the white and black rectangles in each image represent the target and the background regions, respectively.
B. Tissue-Mimicking Phantom Experiments
To validate the results from Field II simulations, we perform imaging experiments using a tissue-mimicking phantom. First, we collect full synthetic-aperture RF data sets from an ATS ultrasound phantom (Model 549, ATS Laboratories Inc., Bridgeport, CT, USA) containing 3-mm-diameter anechoic cysts located at 30 mm in depth. This data set serves as the reference data set with no aberration. We then acquire full synthetic-aperture data sets again after introducing 4-and 10-mm-thick samples from pork belly between the face of the transducer and the ATS phantom to mimic near-field aberrating layers comprised fat, skin, and muscle. The 4-mm-thick pork sample is considered to induce a relatively weak aberration effect while the 10-mm-thick pork sample has a much stronger aberration effect. Note that the experimental phantom data sets with pork samples are the same as those in [22] .
We perform data collection using a Verasonics data acquisition system (Verasonics Inc., Redmond, WA, USA) with a 128-element, 298-μm pitch L7-4 linear array. For TX, we use a one-cycle TX pulse with a center frequency of 5 MHz. We use a sampling frequency of 45 MHz and collect individual channel RF signals 12 times and average them to minimize the effect of random electronic noise. This data set without added random noise serves as the reference, and therefore we refer to its SNR as the reference SNR. Subsequently, we add different levels of white Gaussian noise relative to the reference SNR to create noisy data sets. Then, we apply a 64-tap FIR bandpass filter (BPF) to the individual channel signals. The frequency range of the BPF is limited to the −6-dB bandwidth of the transducer. We beamform the collected data offline using MATLAB (The MathWorks Inc., Natick, MA, USA) with a 64-element walking subaperture for TX and a constant f -number of two in RX. We apply dynamic RX focusing and maintain an image line spacing of 100 μm. For the reference data set collected without pork samples, we set the TX focus at a depth of 30 mm where the 3-mm-diameter anechoic cyst is located. When pork samples are introduced, we adjust the TX focal depth to compensate for their thickness.
For PAC, we use an axial segment of 13 mm in length for computing the cross correlation between any neighboring channels. This is equivalent in wavelengths to the axial segment length reported at a center frequency of 3.3 MHz in O'Donnell and Flax [31] . In general, PAC requires several iterations of aberration estimation and compensation with multiple TX firings, to converge [33] and [34] . This means that frame rate must be sacrificed to maximize the performance of PAC. Since neither GCF nor FXPF requires iterations that sacrifice the frame rate, we apply PAC on original channel RF data only once in RX for all our simulation and experimental results for fair comparisons among these techniques. Therefore, the PAC algorithm (labeled as RX-PAC) used in this work is a simplified version that would be limited in terms of performance but is still sufficient for the purpose of this paper.
For FXPF, we use a moving axial kernel for the fast Fourier transform. In general, the axial kernel must be long enough to capture all of the frequency content of the broadband RF signals but must not be longer than the pulselength to avoid sacrificing axial resolution. While processing multiple temporal frequency bands would yield better performance in theory, the tradeoff would be increased computational burden. In this work, we choose a kernel size of one wavelength, which provides only a single frequency bin to process for a given depth for practical reasons. For all FXPF results, we use an AR model order of 4 (i.e., p = 4) with the stability factor μ = 0.01. While FXPF can also be applied in an iterative manner as mentioned previously, this iterative procedure is only with regards to the RX side and does not require additional TX firings. In [26] , we showed that five iterations of FXPF yield optimal or near-optimal performance in terms of CNR. Hence, we use five iterations for all FXPF results in this paper.
Finally, we select M 0 = 3 for all GCF results in this paper as it was previously shown, in a clinical breast imaging study, to be the optimal value in terms of CNR improvement [15] .
C. In Vivo Abdominal Data
For in vivo evaluation, we obtain abdominal scans of two human subjects recruited at the Keck School of Medicine, University of Southern California, Los Angeles, CA, USA. Informed consent was obtained prior to scanning, and the study was approved by the institutional review board at the University of Southern California (protocol ID: HS-09-00683).
We collect channel RF data at a sampling frequency of 10 MHz using the aforementioned Verasonics system with a 64-element ATL P4-2 phased array having an azimuthal pitch of 0.32 mm and an elevational height of 13 mm. We use a one-cycle pulse with a center frequency of 2.5 MHz and transmit a total of 128 beams over a 72°field-of-view at an angular spacing of 0.57°. We manually adjust the TX focus at or around the axial depth of the target of interest. To ensure the safety of the human subjects, we determine the TX power for the pulse sequences prior to scanning based on the acoustic output measurements obtained with an HGL-0200 hydrophone (Onda Corporation, Sunnyvale, CA, USA) and an AG-2020 amplifier such that the spatial-peak pulse average intensity and the mechanical index do not exceed the limits established by the Food and Drug Administration. We employ a method of analysis similar to that we use for the tissue-mimicking phantom experiments by comparing the four different techniques: DAS, RX-PAC, GCF, and FXPF. For RX-PAC, we use an axial segment of 26 mm, which is equivalent in wavelengths to the axial segment length used for the L7-4 probe for the tissue-mimicking phantom. Also, we maintain M 0 = 3 for GCF and p = 4 for FXPF.
IV. RESULTS
A. Field II Simulations
Among 10 independent simulated data sets, we present images from only one data set as an example to demonstrate and compare the image quality improvement achieved by different techniques. Fig. 3 compares noise-free simulated cyst images for DAS, RX-PAC, GCF, and FXPF in different levels of phase aberration. The images are compared for no [ Fig. 3(a)-(d) ], weak [ Fig. 3(e)-(h) ], and strong [ Fig. 3(i)-(l) ] aberration cases. Similarly, Figs. 4 and 5 compare the equivalent set of images but with a moderate and a strong level of random noise, respectively. We display all images in Figs. 3-5 on a 50-dB dynamic range and summarize their CNR, contrast, and speckle SNR values in Fig. 12 .
To illustrate the effects of RX-PAC and FXPF in the channel domain, Fig. 6 The mean and standard deviation values of the CNR, the contrast, and the speckle SNR for DAS, RX-PAC, GCF, and FXPF based on all 10 independent realizations of simulated data sets are compared in Fig. 12 . Fig. 8 compares the experimental anechoic cyst images for DAS, RX-PAC, GCF, and FXPF with no added random Fig. 11 compares B-mode images of the portal vein for DAS, RX-PAC, GCF, and FXPF obtained from the two human subjects in this study. We display all in vivo images on a 60-dB dynamic range and summarize their CNR, contrast, and speckle SNR in Fig. 14 . Unlike the simulation and experimental phantom studies, we assess and compare the four different techniques without introducing additional aberrator or random noise.
B. Tissue-Mimicking Phantom Experiments
C. In Vivo Abdominal Results
V. DISCUSSION
A. Field II Simulation Results
In a noise-free, aberration-free environment as shown in Fig. 3(a)-(d) , all four methods achieve a similar average CNR of 3.9 while the contrast is enhanced due to pixel-by-pixel off-axis clutter weighting in GCF and iterative adaptive spatial filtering of off-axis clutter in FXPF, respectively.
When a weak aberration is introduced as shown in Fig. 3(e)-(h) , reduced image quality with a CNR of 2.5 is observed for DAS as the sidelobe levels are higher. This translates into more fill-in and makes the cyst lesion appear smaller than its true size. RX-PAC helps slightly mitigate the image quality degradation (26% higher CNR relative to the corresponding DAS image). Also, the size of the cyst lesion after RX-PAC is closer to its true size. Both GCF and FXPF achieve enhanced contrast but the change in CNR remains negligible.
Finally, in the presence of a strong aberration as shown in Fig. 3(i)-(l) , the cyst lesion is almost completely obscured in the DAS image, lowering the average CNR to 1.1. Again, RX-PAC significantly enhances the visibility of the cyst lesion (94% higher CNR) but still worse than the reference DAS image with no aberration. While the improvement in visibility of the cyst from GCF is somewhat limited (14% higher CNR) because of reduced coherence in the speckle region, FXPF achieves a superior result (40% higher CNR) as it is more effective in preserving the speckle signals. This is also confirmed by the channel data shown in Fig. 6(a)-(c) , which shows that FXPF preserves most of the signals from the speckle region but suppresses some of the off-axis clutter components within the range of 28.5-31.5 mm, corresponding to the anechoic region. However, the difference between the channel RF data before and after applying FXPF is relatively small, suggesting that the image quality improvement from FXPF is small when the original DAS image quality is high and free of aberration and random noise effects. When a strong aberration is introduced, the channel RF signals are no longer aligned correctly [ Fig. 6(d) ]. It also introduces an increased amount of high-amplitude sidelobe signals within the anechoic cyst region. FXPF then successfully filters out some of the sidelobe signals in the anechoic region [ Fig. 6(f) ], which in turn results in an improved image contrast.
A similar pattern is observed in Fig. 4 , which shows the equivalent set of images as those in Fig. 3, but with a moderate level of random noise. The comments given for images in Fig. 3 are generally valid for images in Fig. 4 as well. However, because of the added random noise, the DAS images [ Fig. 4(a) , (e), and (i)] exhibit reduced overall image quality with their average CNR values reduced to 2.3, 1.8, and 0.9 for no, weak, and strong aberration levels, respectively. This makes it more difficult for RX-PAC, GCF, and FXPF to improve image quality in a robust manner. RX-PAC slightly degrades the image quality for no aberration (2% lower CNR) while yielding relatively small improvements for weak and strong aberration cases (5% and 45% higher CNRs, respectively). Also, the random noise effects remain intact as the RX-PAC is not designed to suppress random noise. On the other hand, the GCF image better visualizes the cyst lesion for all aberration levels (39%, 46%, and 38% higher CNRs, respectively) but is prone to creating artifacts in the background speckle region. FXPF, though not perfect, generally better preserves the background speckle while suppressing much of the aberration and random noise effects for all aberration levels (72%, 46%, and 49% higher CNRs, respectively). Both GCF and FXPF exhibit enhanced contrast as well.
The trend continues with a strong level of random noise as shown by the equivalent set of images in Fig. 5 . The DAS images at all aberration levels appear highly noisy, and the image quality is significantly degraded with their average CNR values reduced to 1.2, 0.9, and 0.5 for no, weak, and strong aberration levels, respectively. The RX-PAC images now appear largely worse than the DAS images (39%, 22%, and 20% lower CNRs, respectively) because the high level of random noise leads to erroneous estimation of the aberration profiles. This results in image artifacts in the form of discrete vertical streaks. The GCF images show a better performance in terms of enhancing the visibility of the cyst lesion (29%, 52%, and 54% higher CNRs, respectively), but image artifacts are observed as a significant amount of the background speckle is suppressed. In all cases, the FXPF images show superior image contrast with a reduced level of image artifacts in the speckle region (115%, 157%, and 160% higher CNRs, respectively). Again, both GCF and FXPF exhibit enhanced contrast, with the latter showing significantly larger margin of improvement.
The effects of FXPF on the channel data are better appreciated in the presence of a strong level of random noise. Fig. 7(d)-(f) ] from the lateral position of 0 mm in a strong noise environment. As can be seen from Fig. 7(a) , the presence of a strong level of random noise completely masks the channel RF data. This is expected since −6-dB channel RF SNR suggests that rms energy of the noise is twice as large as that of the signal. While RX-PAC does not yield any meaningful enhancements in the channel RF data [ Fig. 7(b) ], FXPF successfully filters out a significant amount of random noise [ Fig. 7(c) ] and obtains channel RF data that resembles the corresponding channel RF for the noise-free case shown in Fig. 6(a) .
Even in the most extreme scenario in which both strong aberration and strong random noise are present [ Fig. 7(d) ], FXPF is still sufficiently robust in filtering out a significant amount of incoherent signals [ Fig. 7(f) ]. It is to be acknowledged that the results of FXPF shown in Fig. 7 (c) and (f) are not exactly the same as their ground truths shown in Fig. 6(c) and (f). It is expected that the performance of FXPF would be compromised to some extent, especially in such cases with strong aberration and/or strong random noise.
Based on the image quality metrics summarized in Fig. 12 , FXPF always outperforms the other methods in terms of the CNR and the contrast except for noise-free cases. Furthermore, while RX-PAC always maintains speckle SNR comparable to that of DAS, both GCF and FXPF show a tendency to decrease speckle SNR, especially with increasing levels of random noise and aberration. This is because both techniques inevitably suppress some of the background speckle signals that have become more incoherent as a result of added random noise and aberration.
Finally, it is worthwhile to mention that the aberration profiles shown in Fig. 2 are circularly symmetric, which may not be true in practice as continuous derivatives at the both ends of the aperture are not guaranteed. Therefore, this could, in theory, result in an underrepresentation of the strength of phase aberration. However, the underrepresented amount of aberration, if any, should be negligible as the effect of decorrelation of channel RF signals across the aperture in uncorrelated media as described by the Van-Cittert Zernike theorem would be dominant.
B. Experimental Tissue-Mimicking Phantom Results
The main difference between the simulation and experimental tissue-mimicking phantom results is in how phase aberration effects are introduced. In simulation, we apply aberration profiles shown in Fig. 2 to individual transducer elements assuming a near-field phase screen model. In experimental data, however, we create a more realistic imaging environment with 4-mm-thick and 10-mm-thick pork tissue samples for weak and strong aberrations, respectively. We previously showed the estimated aberrator profiles from the pork tissue samples in [22] .
The underlying trends shown by the simulation results in Figs. 3-5 and the image quality metrics shown in Fig. 12 are largely confirmed by the corresponding experimental tissuemimicking phantom results in Figs. 8-10 and the image quality metrics shown in Fig. 13 . The analyses and discussions provided for the simulations results in Section V-A are generally valid for the tissue-mimicking phantom results as well and therefore are not repeated in this section.
One noteworthy observation is that although FXPF is not the most effective technique in noise-free simulated data sets in terms of the CNR and the contrast [ Fig. 12(a) and (b) ], it is the most effective technique in all cases of aberration and random noise with experimental data. This is because the experimental data set with a reference SNR (or with no added random noise) is still not completely noise-free even after averaging 12 times. Since FXPF tends to be most effective in suppressing random noise distributed over the whole frequency spectrum, FXPF can achieve a more significant improvement in experimental data sets that inevitably contain a certain amount of random noise, as opposed to simulation data sets that can be completely noise-free. This implies that FXPF has the potential to be highly robust in practice and outperform the other techniques regardless of the aberration strength and the random noise level.
C. In Vivo Abdominal Results
The in vivo data sets are useful to better understand the robustness of each of the four techniques in realistic imaging conditions. In in vivo imaging environments, the phase aberration effects are likely to be much more complex than simple time shifts as we assumed in simulation or introducing pork tissue samples at the face of the transducer. Furthermore, there may be other types of acoustic noise such as the reverberation clutter that may limit the effectiveness of the techniques compared in this study.
In general, the in vivo results confirm the trends shown in simulation and experimental phantom results. Overall, subject 1 shows higher image quality than subject 2 does in terms of the CNR, contrast, and speckle SNR, suggesting that subject 1 contains less acoustic noise effects, whether they are from phase aberration, reverberation clutter, or both. While DAS and RX-PAC produce comparable CNR, contrast, and speckle SNR, FXPF achieves improved CNR (30% and 3% over DAS in subject 1 and subject 2, respectively) and contrast at the cost of reduced speckle SNR in both subjects. Also, GCF yields a reduced CNR in subject 2, but the overall trend with GCF is similar to that of FXPF. Although the GCF and FXPF images shown in Fig. 11 look qualitatively similar, the benefits of FXPF are likely to be more pronounced if the SNR was significantly lower.
D. Limitations of Current Study and Potential Challenges
There are several inherent limitations of the FXPF technique and of the evaluations performed in this study.
First, the FXPF technique is prone to introducing image artifacts when applied to hypoechoic targets, particularly in the presence of a strong level of random noise as reported in [26] . This is because the coherence of the channel data is significantly reduced as the off-axis signals from the surrounding tissue, and the random noise could dominate over the mainlobe signals arising from the hypoechoic target. However, most coherence-based imaging techniques would suffer similarly if such imaging conditions are presented. When imaging hypoechoic targets, using only one or two iterations of FXPF could yield better results with less risk of introducing image artifacts.
Second, the performance of PAC would be improved if it is applied in both TX and RX several times in an environment with a good channel SNR, typically about 15 dB or higher [39] . However, the tradeoff would be reduced frame rate by a factor equal to the number of iterations. Also, if the channel SNR is low, the ability to perform aberration correction in both TX and RX iteratively adds little or no value as the estimated aberration profiles would be highly inaccurate.
Third, although the aim of this study is to study the impact of phase aberration and random noise on different techniques, we expect that in practice, both our experimental data with pork samples and in vivo data contain a certain amount of multipath reverberation clutter effects, which cannot be measured or isolated from the other sources of image quality degradation. This is an inherent limitation of our current study. While it is practically impossible to isolate only the reverberation clutter effects from ex vivo pork data or in vivo data, the impact of reverberation clutter on the FXPF technique may be assessed more meaningfully by designing a phantom study with a copper wire mesh that induces only reverberation clutter effects [20] .
Finally, one of the main drawbacks of the FXPF technique is its increased computational cost. In our unoptimized MATLAB implementation on a workstation (3.2-GHz Intel Xeon CPU E5-1660 v4, 32-GB RAM), GCF, RX-PAC, and five iterations of FXPF took 2 s, 22 s, and 7 min, respectively. Since FXPF involves iterative calculations of the pseudoinverse of the convolution matrix (11) for multiple temporal frequency bands, for every pixel in the image, the computational cost is significantly higher than the other techniques.
VI. CONCLUSION
We have used simulation and experimental phantom data to evaluate and compare the performance of our newly developed technique FXPF with RX-PAC and GCF for different levels of random noise and phase aberration. Our study shows that FXPF consistently outperforms RX-PAC in terms of the CNR in all simulation and experimental cases so long as the data set is not completely noise-free, which is always true in practice. The advantages of FXPF are increasingly more pronounced as the strengths of phase aberration and random noise increase. Our in vivo result from abdominal imaging also confirmed that FXPF achieves slightly higher CNR and contrast values when compared with RX-PAC and GCF. While FXPF may not be perfect, our results suggest that the unique approach employed by FXPF is highly robust and effective in improving image quality even in imaging conditions with strong random noise and strong aberration. Such benefits of using FXPF can be achieved at the cost of increased computational burden. However, further algorithm development along with advanced graphical processing units could help address the challenge in the near future.
For future work, we will conduct a larger clinical study to further evaluate the benefits of FXPF and investigate its other potential applications in medical ultrasound.
