A direct discontinuous Galerkin (DDG) finite element method is developed for solving fractional convectiondiffusion and Schrödinger type equations with a fractional Laplacian operator of order α (1 < α < 2). The fractional operator of order α is expressed as a composite of second order derivative and a fractional integral of order 2−α. These problems have been expressed as a system of parabolic equation and low order integral equation.
Introduction
Fractional calculus is a useful tool in various areas of physics and engineering [1, 2, 3, 4] . Several examples of applications can be found in wide areas, such as fractals [2] , kinetic theories of systems with chaotic dynamics [5, 6, 7] , pseudochaotic dynamics [8] , anomalous transport [9] , electrochemistry [10] and image processing [11] , etc.
In this paper, we consider the fractional convection-diffusion equation and homogeneous boundary conditions. f (u) and g(u) are arbitrary (smooth) nonlinear real functions and ε, ε i , i = 1, 2, 3, 4 are a real constants, 1 is normalized birefringence constant and 2 is the linear coupling parameter which accounts for the effects that arise from twisting and elliptic deformation of the fiber [12] . The fractional Laplacian −(−∆) α 2 , which can be defined using Fourier analysis as [13, 14, 15] −(−∆)
where F is the Fourier transform.
The equation (1.1) is involved in many different physical problems, such as such as geomorphology [16, 17] , overdriven detonations in gases [17, 18] , signal processing [19] , and anomalous diffusion in semiconductor growth [20] . Numerical studies of fractional convection diffusion equations have attracted a lot of interest in recent years. Several authors have proposed a variety of high-order finite difference schemes for solving time-fractional convection-diffusion equations, for examples [21, 22, 23, 24] , and solving space-fractional convection-diffusion equations [25, 26] . Furthermore, numerical methods for fractional diffusion problems and financial models with fractional Laplacian operators or Riesz fractional derivatives have been studied in a number of papers, such as [27, 28, 15, 29, 30 ].
The equations (1.2) and (1.3) arise in many physical fields, especially in in fluid mechanics, nonlinear optics, solid state physics and plasma waves and for two interacting nonlinear packets in a dispersive and conservative system, see, e.g., [31, 32, 33, 34] and reference therein. In recent years, developing various numerical algorithms for solving these problems has received much attention. Wang and Huang [35] studied an energy conservative CrankNicolson difference scheme for nonlinear Riesz space-fractional Schrödinger equation. Yang [36] proposed a class of linearized energy-conserved finite difference schemes for nonlinear space-fractional Schrödinger equation. Galerkin finite element method for nonlinear fractional Schrödinger equations were considered [37] . Ran and Zhang [34] proposed a conservative difference scheme for solving the strongly coupled nonlinear fractional Schrödinger equations. A numerical study based on an implicit fully discrete LDG for the time-fractional coupled Schrödinger systems is presented [38] .
The discontinuous Galerkin (DG) method is a class of finite element methods using discontinuous, piecewise polynomials as the solution and the test spaces in the spatial direction. There have been various DG methods suggested in the literature to solve diffusion problem, including the method originally proposed by Bassi and Rebay [39] for compressible Navier-Stokes equations, its generalization called the local discontinuous Galerkin (LDG) methods introduced in [40] by Cockburn and Shu and further studied in [41, 42] . For application of the method to fractional problems, Mustapha and McLean [43, 44, 45, 46] have developed and analyzed discontinuous
Galerkin methods for time fractional diffusion and wave equations. Xu and Hesthaven [47] proposed a LDG method for fractional convection-diffusion equations. They proved stability and optimal order of convergence N + 1 for the fractional diffusion problem when polynomials of degree N , and an order of convergence of N + 1 2 is established for the general fractional convection-diffusion problem with general monotone flux for the nonlinear term. Aboelenen and El-Hawary [48] proposed a high-order nodal discontinuous Galerkin method for a linearized fractional Cahn-Hilliard equation. They proved stability and optimal order of convergence N +1 for the linearized fractional Cahn-Hilliard problem. A nodal discontinuous Galerkin method was developed to solve the nonlinear Riesz space fractional Schrödinger equation and the strongly coupled nonlinear Riesz space fractional Schrödinger equations [49] . They proved, for both problems, L 2 stability and optimal order of convergence O(h N +1 ). Huang et al. [50] solved and analyzed the time fractional diffusion equations by using a fully discrete DDG method.
The key of the local discontinuous Galerkin method for the fractional convection-diffusion and Schrödinger type equations [47, 49] is to rewrite the fractional operator as a composite of first order derivatives and a fractional integral and convert these problems into a system of low order equations by introducing an auxiliary variable.
By solving the system, one obtains the solutions of the fractional convection-diffusion and Schrödinger type equations. The shortcoming is computational cost larger whether you use explicit and implicit step to solve the fully discrete system by the LDG method. Other DG method is called the DDG method introduced in [51, 52, 53] which is based on weak formulation for the solution of the parabolic equation in each computational cell and cells communicate via the numerical flux (∂ x u) * only. Here, we rewrite the fractional Laplacian operator as a composite of second order derivative and a fractional integral and convert the fractional convection-diffusion and Schrödinger type equations into a system of parabolic equation and low order integral equation. This allows us to apply the DDG method which is based on the direct weak formulation of the equations (1.1)-(1.3) and the construct of the suitable numerical flux on the cell edges. This method is called DDG method for not introducing any auxiliary variables in contrast to the LDG method [47, 49] .
The rest of this paper is organized as follows. Section 2 introduce some basic definitions and recall a few central results. In section 3, we derive the DDG formulation for the fractional convection-diffusion problem. We present a stability and convergence analysis for the fractional convection-diffusion equations in section 4. We derive the DDG formulation for the nonlinear fractional Schrödinger equation in section 5. Then we prove a theoretical result of L 2 stability for the nonlinear case as well as an error estimate for the linear case in section 6. In section 7 we present a DDG method for the strongly coupled nonlinear fractional Schrödinger equations and give a theoretical result of L 2 stability for the nonlinear case and an error estimate for the linear case. Section 8 presents some numerical examples to illustrate the efficiency of the scheme. A few concluding remarks are offered in section 9.
Preliminary definitions
In this section, we make some preparation including the definitions of fractional derivatives [54] and associated functional setting for the subsequent numerical schemes and theoretical analysis.
Apart from the definitions of the fractional Laplacian based on the Fourier and the integral form, it can also be defined using ideas of fractional calculus [13, 14, 15] , as The left-sided and right-sided Riemann-Liouville integrals of order α, when 0 < α < 1, are defined, respectively,
and
where Γ represents the Euler Gamma function. The corresponding inverse operators, i.e., the left-sided and right-sided fractional derivatives of order α, are then defined based on (2.2) and (2.3), as
This allows for the definition of the left and right Riemann-Liouville fractional derivatives of order α (n − 1 < α < n), n ∈ N as
Furthermore, the corresponding left-sided and right-sided Caputo derivatives of order α (n − 1 < α < n) are obtained as
If α < 0, the fractional Laplacian becomes the fractional integral operator. In this case, for any 0 < µ < 1, we
. (2.10) When 1 < α < 2, using (2.8), (2.9) and (2.10), we can rewrite the fractional Laplacian in the following form:
To carry out the analysis, we introduce the appropriate fractional spaces.
Definition 2.1. (The right and left fractional spaces [55] ). We define the seminorm
and the norm respectively. Definition 2.2. (symmetric fractional space [55] ). We define the seminorm 16) and the norm
Lemma 2.1. (see [55] ). For any 0 < s < 1, the fractional integral satisfies the following property:
Lemma 2.2. For any 0 < µ < 1, the fractional integral satisfies the following property:
Generally, we consider the problem in a bounded domain instead of R. Hence, we restrict the definition to the 20) and for u ∈ J α R,0 (Ω), we have
Lemma 2.4. (See [56] ) For any 0 < µ < 1, the fractional integration operator
The fractional integration operator
3. The DDG scheme for the fractional convection-diffusion equation
In this section, we construct DDG method for the fractional convection-diffusion problem (1.1). So, we rewrite the Riesz fractional derivative of order α (1 < α < 2) as a composite of second order derivative and low order fractional integral operator. Since the integral operator naturally connects the discontinuous function, we need not add a penalty term or introduce a numerical fluxes for the integral equation.
We introduce the auxiliary variables p, q and set
then, the nonlinear fractional convection-diffusion problem can be rewritten as
The weak solution formulation for this problem is to find a functions u, p, q ∈ C(0, T ; H 1 (Ω)) such that for all
To discretize this weak formulation, we set up a partition of the domain Ω into K non-overlapping elements such
k be the approximation of u, p, q respectively, where the approximation space is defined as 4) where P N (D k ) denotes the set of polynomials of degree up to N defined on the element D k .
We define the local inner product and
We define DDG scheme as follows:
To complete the DDG scheme, we introduce some notation and the numerical flux.
The numerical flux involves the average {∂ x u} and the jumps of even order derivatives of u [52] :
where β 0 and β 1 are chosen to ensure the stability and accuracy of the scheme.
The idea of the DDG method is to enforce the weak formulation (3.
3) in such a way that both u h and φ are approximated in V N k . The discontinuous nature of numerical solutions and test functions crossing interfaces necessarily requires some interface corrections, leading to the following:
(3.10)
Stability and error estimates
In the following we discuss stability and accuracy of the proposed scheme, for the fractional diffusion problem and the nonlinear fractional convection-diffusion problem.
Stability analysis
In order to carry out the analysis of the DDG scheme, we have the following results.
Definition 4.1. (Admissibility [52] ). We call a numerical flux (∂ x u h ) * of the form (3.9) admissible if there exists a γ ∈ (0, 1) and 0 < µ ≤ 1 such that
holds for any piecewise polynomials of degree
The semidiscrete scheme (3.10) is L 2 stable, and for all T > 0 its solution satisfies
Employing Young's inequality and Lemma 2.5, we obtain
Recalling Lemma 2.3, provided c 1 is sufficiently small such that c 1 ≤ 1, we obtain that
≥ 0, summering over all elements, we immediately recover
From the admissible condition 4.1 of the numerical flux defined in (3.9), we obtain that
Error estimates
we list some inverse properties and special projections P + of the finite element space V N k that will be used in our error analysis.
, the projection P + defined in (4.8) exists, and
Let π e denote the projection error, then the following inequality [53] :
For any function u h ∈ V N k , the following inverse inequalities hold [57] :
where Γ h denotes the set of interface points of all the elements, D k , k = 1, 2, ..., K and here and below C is a positive constant (which may have a different value in each occurrence) depending solely on u and its derivatives but not of h.
Theorem 4.2.
(Diffusion without convection f (u) = 0). Let u be the exact solutions of the problem (1.1), and let u h be the numerical solutions of the semi-discrete DDG scheme (3.10). Then for small enough h, we have the following error estimates: 12) where the constant C is dependent upon T and some norms of the solutions.
Proof. We consider the fractional diffusion equation
It is easy to verify that the exact solution of the above (4.13) satisfies
(4.14)
Subtracting (4.14) from the fractional diffusion equation (3.10), we have the following error equation
From the Galerkin orthogonality (4.15), we get
We take the test functions
we obtain
Summing over k and from the admissible condition (4.1) of the numerical flux defined in (3.9), we obtain that
Using the definitions of the projections P + in (4.8), we get From the approximation results (4.9) and Young's inequality, we obtain
Recalling Lemma 2.3, we get
provided c 1 is sufficiently small such that c 1 ≤ 1, we obtain
Employing Gronwall's lemma and standard approximation theory, we can get (4.12). 2
For the more general fractional convection-diffusion problem, we introduce a few results and then give the error estimate.
Lemma 4.2. (see [58] ). For any piecewise smooth function π ∈ L 2 (Ω), on each cell boundary point we define
where f * (π) ≡ f * (π, π + ) is a monotone numerical flux consistent with the given flux f . Then κ(f * , π) is nonnegative and bounded for any (π, π + ) ∈ R.
To estimate the nonlinear part, we can write it into the following form
We can rewrite (4.26) as:
we have the following estimate:
Proof. First, we give the estimate of the last term in (4.27), since the exact solution u is continuous on each boundary point, we have that
Employing Young's and the interpolation property (4.10), we can easily show that
For the first two terms of the right-hand (4.27), we would like to use the following Taylor expansions
31) 32) where f u andf u are the mean values. These imply the following representation
where
34) 36) will be estimated separately as below.
For the I term, a simple integration by parts gives
For the II term, using Young's inequality, we obtain
(4.38)
For the III term, we use both projection and inverse inequalities, (4.10) and (4.11), to get
2 k+
(4.39)
Using the approximation results in (4.10) and (4.11), we have 
Theorem 4.3. Let u be the exact solution of the problem (1.1), and let u h be the numerical solution of the semi-discrete DDG scheme (3.10). Then for small enough h, we have the following error estimates: 42) where the constant C is dependent upon T and some norms of the solutions.
Proof. The exact solution of the above (4.13) satisfies
Subtracting (4.43) from (3.10), we have the following error equation
From (4.27), we can rewrite (4.44) as:
From the Galerkin orthogonality (4.45), we get Summing over k and from the admissible condition (4.1), definitions of the projections P + , the approximation results (4.9) and Young's inequality, we derive the following inequality:
Recalling Lemmas 2.3 and 4.3, we get
From the Gronwall's lemma and standard approximation theory, the desired result follows. 2
DDG method for nonlinear fractional Schrödinger equation
In this section, we present and analyze a direct discontinuous Galerkin method for the following:
then, the nonlinear fractional Schrödinger problem can be rewritten as
For actual numerical implementation, it might be more efficient if we decompose the complex function u(x, t)
into its real and imaginary parts by writing
where p, q are real functions. Under the new notation, the problem (5.3) can be written as
We now apply the direct discontinuous Galerkin discretization to (5.5):
Stability and error estimates
In the following we discuss stability and accuracy of the proposed scheme, for the nonlinear fractional Schrödinger problem.
Stability analysis
In order to carry out the analysis of the DDG scheme, we have the following results. 
Summing over k and from the admissible condition 4.1 of the numerical flux defined in (3.9), we obtain that
Recalling Lemma 2.3, provided c i , i = 1, 2 are sufficiently small such that c i ≤ 1, we obtain
Error estimates
We consider the linear fractional Schrödinger equation
It is easy to verify that the exact solution of the above (6.5) satisfies 
(6.7)
Theorem 6.2. Let u be the exact solution of the problem (6.5), and let u h be the numerical solution of the semi-discrete DDG scheme (5.6). Then for small enough h, we have the following error estimates: 8) where the constant C is dependent upon T and some norms of the solutions.
Proof. Let
From the Galerkin orthogonality (6.15), we get
(6.12)
Using the definitions of the projections P + in (4.8), we get
(6.14)
From the approximation results (4.9), Young's inequality and recalling Lemma 2.3, we obtain
provided c i , i = 1, 2 are sufficiently small such that c i ≤ 1, employing Gronwall's lemma and standard approximation theory, we can get (6.8). 2
DDG method for strongly nonlinear coupled fractional Schrödinger equations
In this section, we present DDG method for the strongly coupled nonlinear fractional Schrödinger equations
To define the DDG method, we rewrite (7.1) as:
We decompose the complex functions u(x, t) and v(x, t) into their real and imaginary parts. Setting u 1 (x, t) = p(x, t) + iq(x, t) and u 2 (x, t) = υ(x, t) + iθ(x, t) in system (7.1), we can obtain the following coupled system
We now define DDG scheme as follows:
. Suppose u 1 (x, t) = p(x, t) + iq(x, t) and u 2 (x, t) = υ(x, t) + iθ(x, t) and let u 1h , u 2h ∈ V N k be the approximation of u 1 , u 2 then the solution to the scheme (7.4) satisfies the
Theorem 7.2. Let u 1 and u 2 be the exact solutions of the linear coupled fractional Schrödinger equations (7.1), and let u 1h and u 2h be the numerical solutions of the DDG scheme (7.4). Then for small enough h, we have the following error estimates:
Theorem 7.2 and 7.1 can be proven by similar techniques as that in the proof of Theorem 6.1 and 6.2. We will thus not give the details here.
Numerical examples
In the following, we present some numerical experiments to show the accuracy and the performance of the present DDG method for the fractional convection-diffusion and Schrödinger type equations. To deal with the method-of-line fractional PDE, i.e., the classical ODE system, we use the high-order Runge-Kutta time discretizations [59] , when the polynomials are of degree N , a higher-order accurate Runge-Kutta (RK) method must be used in order to guarantee that the scheme is stable. In this paper we use a fourth-order non-Total variation diminishing (TVD) Runge-Kutta scheme [60] . Numerical experiments demonstrate its numerical stability
where u h is the vector of unknowns, we can use the standard fourth-order four stage explicit RK method (ERK)
to advance from u n h to u , separated by the time step, ∆t. In our examples, the condition ∆t ≤ C∆x α min (0 < C < 1) is used to ensure stability. Example 8.1. Consider the fractional diffusion equation
with the initial condition u 0 (x) = (x 2 − 1) 4 and the corresponding forcing term g(x, t) is of the form
then the exact solution is u(x, t) = e −t (x 2 − 1) 4 with ε = Γ(9−α) Γ(9) . We solve the equation for several different α and polynomial orders. Moreover, we use numerical flux (3.9) with β 1 = 0 and β 0 is a parameter depending on the degree of the approximation polynomial in [52] . The errors and order of convergence are listed in Table 1 and show that the DDG method can achieve the accuracy of order N + 1 .
Example 8.2. we consider the fractional diffusion equation 5) with the initial condition u 0 (x) = x 11 and the Dirichlet boundary conditions u(0, t) = 0, u(1, t) = e −t . The corresponding forcing term g(x, t) is of the form Example 8.3. We consider the fractional Burgers' equation
with the initial condition u 0 (x) = (x 2 −1)
and the corresponding forcing term g(x, t) is of the form
In this case, the exact solution will be u(x, t) =
100
.
To complete the scheme, we choose a Lax-Friedrichs flux for the nonlinear term. The problem is solved for several different values of α, polynomial orders (N ), and numbers of elements (K). Table 2 shows the numerical 9) with the initial condition u 0 (x) = x 4 100 and the corresponding forcing term g(x, t) is of the form In this case, the exact solution will be u(x, t) = Γ (5) . Table 3 shows the numerical L 2 -Error and the convergence rates of the DDG method. From there we see that the DDG method can achieve the accuracy of order N + 1.
Example 8.5. We consider the fractional convection-diffusion equation with a discontinuous initial condition,
We consider (1.1) with parameters ε = 1, x ∈ [−10, 10] and solve the equation for several different values of α.
The numerical solution u h (x, t) for α = 1.2, 1.4, 1.6, 1.8, 2.0 is shown in figure 2 . From this figure clear that the dissipative effect increases with α and the classical case with α = 2 is a limit of the fractional case.
Example 8.6. We consider the fractional convection-diffusion equation (1.1) with initial condition, Figure 3 .
We observe that the order α will affect the shape of the soliton case. This property of the fractional convectiondiffusion equation can be used in physics to modify the shape of wave without change of the nonlinearity and dispersion effects. The numerical solutions of the fractional equation are convergent to the solutions of the classical non-fractional equation when α tends to 2. Example 8.7. We consider the nonlinear fractional Schrödinger equation 12) with the initial condition u 0 (x) = (x 2 − 1) 5 and the corresponding forcing term g(x, t) is of the form 13) to obtain an exact solution u(x, t) = e −it (x 2 − 1) 5 with ε = Γ(11−α) Γ (11) . We solve the equation for several dierent and polynomial orders. The errors and order of convergence are listed in Table 4 , confirming optimal O(h N +1 ) order of convergence across 1 < α < 2. Figure 4 . We observe that the order α will affect the shape of the soliton case. When α becomes smaller, the shape of the soliton will change more quickly. This property of the fractional Schrödinger equation can be used in physics to modify the shape of wave without change of the nonlinearity and dispersion effects. The numerical solution u h (x, t) for α = 1.6, 1.8, 1.9, 2.0 is shown in Figure 5 . We observe that the order α will affect the shape of the two solitons case and the two waves approach each other interact and leave the interaction unchanged in the shape and velocity. In addition, the interaction is strictly elastic because each of them recovers its exact initial shape after they pass through each other.
Example 8.9. We consider the nonlinear coupled fractional Schrödinger equations i ∂u 1 (x, t) ∂t − ε 1 (−∆) α 2 u 1 (x, t) + u 2 (x, t) + u 1 (x, t) + (|u 1 (x, t)| 2 + |u 2 (x, t)| 2 )u 1 (x, t) = g 1 (x, t), x ∈ [0, 1], t ∈ (0, 0.5], i ∂u 2 (x, t) ∂t − ε 2 (−∆) α 2 u 2 (x, t) + u 2 (x, t) + u 1 (x, t) + (|u 1 (x, t)| 2 + |u 2 (x, t)| 2 )u 2 (x, t) = g 2 (x, t), x ∈ [0, 1], t ∈ (0, 0.5], (8.16) and the corresponding forcing terms g 1 (x, t) and g 2 (x, t) are of the form g 1 (x, t) = e −it iu 1 (x, 0) − ε 1 (−∆) to obtain an exact solutions u 1 (x, t) = e −it x 5 and u 2 (x, t) = e −it x 5 with α = 1.1, ε 1 = Γ(6−α) 2Γ(6) , ε 2 = Γ(6−α)
2Γ (6) . The errors and order of convergence are listed in Tables 5 and 6 In particular, the colliding particles stick together after interaction when α = 1.8, which means that there may occur a completely inelastic collision see Figure 13 . 
Conclusions
We propose a DDG finite element method for solving fractional convection-diffusion and Schrödinger type equations. The scheme is formulated using the direct weak for these problems and the construct of the suitable numerical flux on the cell edges. Unlike the traditional LDG method, the method in this paper is applied without introducing any auxiliary variables or rewriting the original equation into a 1st order system. An DDG method is proposed and stability and a priori L
