Recently, further reduction on normal forms of differential equations leading to the simplest normal forms (SNFs) has received considerable attention. However, the computation of the SNF has been mainly restricted to systems which do not contain perturbation parameters (unfolding), since the computation of the SNF with unfolding is much more complicated than that of the SNF without unfolding. From the practical point of view, only the SNF with perturbation (bifurcation) parameters is useful in analysing physical or engineering problems. It is shown that the SNF with unfolding cannot be obtained using only near-identity transformation. Additional transformations such as time and parameter rescaling need to be introduced. An efficient computational method is presented for computing the algebraic equations that can be used to find the SNF. A physical example is given to show the applicability of the new method.
Introduction
Normal form theory for differential equations can be traced back to the original work of Poincaré [25] . The method of normal forms plays an important role in the study of nonlinear systems related to complex behaviour patterns such as bifurcation and instability [8, 9, 16, 17] . The basic idea of normal form theory (which is referred to as 'Poincaré-Dulac normal form' [14] in this paper unless otherwise particularly mentioned) is employing successive, nearidentity nonlinear transformations to obtain a simple form. The simple form is qualitatively equivalent to the original system in the vicinity of a fixed point, and thus greatly simplifies the dynamical analysis. However, it has been found that the conventional normal form (CNF) is not the simplest form which can be obtained, and may be further simplified using a similar near-identity nonlinear transformation (see, e.g. [3, 4, 10-13, 20, 27, 28, 31, 34, 37] ). Although Takens [26] discussed further reduction of the CNF (e.g. for single zero singularity), Ushiki [27] was the first to formally introduce the idea of the simplest normal forms (SNFs) using the method of infinitesimal deformation associated with Lie algebra. Ushiki considered several singularities and obtained the SNFs of those cases. However, the SNFs shown in [27] were given in lower order terms and no efficient computational methods were developed. In fact, a mistake in the SNF of Hopf-zero singularity [27] was found later, which was probably due to the lack of using computer algebra systems.
Roughly speaking, the CNF theory uses the kth-order nonlinear transformation to possibly remove the kth-order nonlinear terms of the system [7, 9, 15, [21] [22] [23] [24] 30] , while in the computation of the SNF the terms in the kth-order nonlinear transformation are not only used to simplify the kth-order terms of the system, but also used to eliminate higher-order nonlinear terms [1, 12, 20, 27, 31, 34, 35, 37] . Since the computation of the SNF is much more complicated than that of the CNF, computer algebra systems such as Maple, Mathematica, Reduce, etc must be used (see, e.g. [1, 2, 31, 34, 37] ). Recently, researchers have paid particular attention to the development of efficient methodologies for computing the SNF (see, e.g. [32, 35] ).
The computation of normal forms has been mainly restricted to systems which do not contain perturbation parameters (unfolding). However, in general, a physical system or an engineering problem always involves some system parameters, usually called perturbation parameter or unfolding. In practice, finding such normal forms is more important and applicable. There may be two approaches for finding such normal forms: one is to extend the dimension of a system by including the dimension of the parameter and then apply normal form theory to the extended system; the other approach directly employs normal form theory to the original system. The former may be convenient for proving theorems while the latter is more suitable for computing normal forms, and is particularly useful when finding the normal form for a given system. Usually, when computing such CNFs with unfolding, people are interested in the normal form and thus ignore the nonlinear transformation. Thus, one may first neglect the perturbation parameter and compute the normal form for the corresponding 'reduced' system (by setting the parameters to zero), and then add unfolding to the resulting normal form. In other words, the normal form of the original system with parameters is obtained by adding the unfolding to the normal form of the 'reduced' system. This greatly reduces the computation effort, however, with the cost that it does not provide a transformation between the original system and the normal form. In particular, one cannot use this two-step approach to find the unfolding in terms of the original system's parameters.
The main attention of this paper is focused on the computation of the SNF of Hopf bifurcation with perturbation parameters. The well-known Hopf bifurcation can occur in many physical and engineering problems, leading to self-oscillating periodic solutions. The CNF of Hopf bifurcation has been computed using many different approaches (see, e.g. [8, 9, 15-17, 24, 26, 30] ). Recently, further reduction on the CNF of Hopf bifurcation without unfolding has been studied by a number of authors and the SNF has been explicitly obtained (e.g. see [31] ). However, to our best knowledge, the SNF of Hopf bifurcation with perturbation parameters has not been considered. In practical applications, for a given system, finding its bifurcation solutions and their stabilities are both important. The stability analysis of Hopf bifurcation based on the SNF may not be better than using the CNF. However, the SNF at least has two advantages over the CNF: (1) the equation given in the SNF for bifurcation and stability analysis does not need a truncation, which is, however, necessary for the CNF; and (2) more importantly, the SNF generates the exact unfolding based on the original system perturbation parameters, which provides an explicit, useful transformation between the SNF and the original system. Now, to clearly show the idea of the SNF computation with perturbation parameters, let us first consider the SNF of Hopf bifurcation without perturbation parameters. Suppose the system is described in the following general form:
where the function f satisfies f(0) = 0 (i.e. 0 is an equilibrium of (1)), and the Jacobian of the system evaluated at the origin 0 is given by
in which A is stable (i.e. all eigenvalues of A have negative real parts). Then, by the normal form theorem (e.g. see [17] ), one may use the near-identity transformation:
to obtain the CNF of (1), expressed in polar coordinates:
where the coefficients a ij are given explicitly in terms of the coefficients of function f of the original system (1). The above CNF can be further reduced to the following SNF [31] :
when a 13 = 0 (corresponding to Hopf bifurcation), up to any order. Now, suppose system (1) contains a bifurcation parameter, so it becomeṡ
satisfying f(0, µ) = 0 for any real values of µ. The Jacobian of system (6) evaluated at the critical point µ = 0 and the equilibrium x = 0 is still given by (2) . It is well known that the CNF of system (6) can be assumed in the form oḟ
which is obtained by adding two universal unfolding terms (containing µ) to (4). We would ask: what is the SNF of system (6)? Can we still only use the near-identity transformation, given by
to find the SNF of (6)? It should be pointed out that Kokubu [19] followed the idea of Ushiki [27] and considered the normal forms with perturbation parameters. Some simpler forms were obtained and applied to study the bifurcations of a system of reaction diffusion equations with the Brusselator type singularity [19] . However, these simpler forms are not the simplest forms since the author only used the near-identity transformation (8) . The SNF obtained in this paper by introducing additional time and parameter rescaling is truly the simplest form of the system. Such an SNF has only been obtained for the simple zero singularity [32] . One might suggest that we may follow the 'simplified' approach used for computing the CNFs, like what we have done when finding (7) . That is, we first find the SNF of the 'reduced' system via a nearidentity transformation, and then add an unfolding to the SNF. However, it has been shown that for a simple zero singularity this 'simplified' method is no longer applicable [32] . In other words, in general, it is not possible to use only near-identity transformation to remove all higher order terms which involve the perturbation parameters. Additional transformations must be introduced. In [32] , time rescaling is applied to overcome this difficulty and the SNF is obtained for the single zero singularity.
For Hopf singularity associated with system (6), we will show that in addition to the nearidentity transformation, time rescaling is necessary for computing the SNF of Hopf bifurcation. But this is not sufficient, and parameter rescaling must also be introduced. Otherwise, one cannot obtain the finite SNF like the one given by (5) . Hopf bifurcation is a codimension one problem, and in general needs one bifurcation parameter. However, in practice, a system associated with Hopf bifurcation may often have more than one parameter. The SNF of Hopf bifurcation with multiple parameters is also derived in this paper.
Before we derive the SNF of Hopf bifurcation, an efficient recursive formula is developed for computing the general kth-order algebraic equation containing the kth-order terms only. This greatly saves computational time and computer memory. The recursive formula can be easily implemented using a computer algebra system such as Maple. This method is applicable to any kind of singularity.
The rest of the paper is organized as follows. In the next section, an efficient computation method is presented and the general explicit recursive formula is derived. Section 3 applies the efficient approach to derive the SNF of Hopf bifurcation for the cases of both single and multiple parameters. An example is presented in section 4 to illustrate the application of the new method, and conclusions are given in section 5.
General formula for computing the SNF
In this section, we shall derive the formula for computing the SNF, which is applicable for general differential equations and for any type of singularities (not restricted to Hopf bifurcation). Consider the system described by the following general nonlinear differential equation:
where x and µ are the n-dimensional state variable and m-dimensional parameter variable, respectively. It is assumed that x = 0 is an equilibrium of the system for any real values of µ, i.e. f(0, µ) ≡ 0. Further, we assume that the nonlinear function f(x, µ) is analytic with respect to x and µ, and thus we may expand (9) as
where Lx = v 1 (x) represents the linear part and L is the Jacobian matrix evaluated at the equilibrium x = 0 and the critical point µ = 0. It is assumed that all eigenvalues of L have zero real parts and, without loss of generality, L is given in the Jordan canonical form. f k (x, µ) denotes the kth-degree vector homogeneous polynomials of x and µ.
To show the basic idea of normal form theory, we first discuss the case when system (9) does not involve the perturbation parameter, µ, as normal forms are formulated in most cases.
In such a case, f k (x, µ) is reduced to f k (x). Then, the basic idea of normal form theory is to find a near-identity nonlinear transformation:
such that the resulting system
becomes as simple as possible. Here, h k (y) and g k (y) denote the kth-degree vector homogeneous polynomials of y. According to Poincaré-Dulac normal form theory, we first define an operator as follows:
where H k denotes a linear vector space consisting of the kth-degree homogeneous vector polynomials. The operator [U k , v 1 ] is called the Lie bracket and is defined as
Next, define the space R k as the range of L k , and the complementary space of R k as K k . Thus,
and we can then choose vector space bases for R k and K k . Consequently, a vector homogeneous polynomial f k (x) ∈ H k can be split into two parts: one of them can be spanned by the basis of R k and the other by that of K k . Normal form theory shows that the part belonging to R k can be eliminated while the part belonging to K k must be retained in the normal form. It is easy to apply normal form theory to find the 'form' of the CNF given by (12) . In fact, the 'form' of the normal form g k (y) depends upon the basis of the complementary space K k , which is induced by the linear vector v 1 . Since the main attention of this paper is focused on further reduction of the CNF, we need to find the 'form' of g k (y). It should be mentioned that some authors have also discussed the use of 'rescaling' to obtain a further reduction (e.g. see [1, 2] ). However, no results have been reported on the study of the SNF of system (9) using rescaling except for the simple zero case discussed in [32] . The key idea in the computation of the SNF is the same as that of the CNF: find appropriate nonlinear transformations such that the resulting normal form is the simplest. The simplest here means that the number of terms retained in the SNF reaches the minimum at each order.
The fundamental difference between the CNF and the SNF can be explained as follows: finding the coefficients of the nonlinear transformation and normal form requires solving for a set of linear algebraic equations at each order. Since, in general, the number of the coefficients is larger than that of the algebraic equations, some coefficients of the nonlinear transformation cannot be determined. In CNF computation, the undetermined coefficients are set to zero to simplify the nonlinear transformation. However, in order to further simplify the normal form, one should let the undetermined coefficients carry over to higher-order equations and hope that they can be used to remove more higher-order normal form terms. This is the key idea in the SNF computation. It has been shown that computing the SNF of a 'reduced' system (without perturbation parameters) is much more complicated than that of the CNF. Therefore, it is expected that computing the SNF of system (9) is even more involved than finding the SNF of the 'reduced' system. Without a computer algebra system, it is impossible to compute the SNF. Even with the aid of a symbolic tool like Maple, one may not be able to go too far if the computational method is not efficient.
To find the SNF of system (9), we first extend the near-identity transformation (11) to include the parameters given by
where ν is a new scaled parameter defined via the relation
It should be noted that the dimension of the parameters µ and ν usually equals the codimension of the bifurcation problem. However, in solving practical problems, the number of parameters is often larger than the codimension of the bifurcation problem. For example, the codimension of Hopf bifurcation is one, but the system under consideration may involve two or even more parameters. Vibration solutions of such dynamical systems have been obtained using a perturbation technique (e.g. see [18, 29] ), and some other applications can be found in [19] . In general, we may assume that these parameters are independent, since dependent parameters can be eliminated before computing the normal form. Therefore, equation (17) can still be used for multiple perturbation parameters. It should be pointed out that (17) can be assumed as an even more general form:
which gives more choices in choosing nonlinear coefficients. This transformation implies that µ is a function of time t since it involves the time variable y. However, for bifurcation solutions, y = y(ν), µ becomes a function of ν only. In this paper, we shall use (17) since this transformation is good enough for Hopf bifurcation.
In addition, the rescaling on time can be assumed as [32] 
Further we need to determine the 'form' of the normal form of system (9) . In the generic case, we may use the basis of vector space K k (see (15) ) to construct g k (y), which is assumed to be the same as that of the CNF of system (9) . Then, an unfolding given in the general form,
where L 1 (ν) is an n × n matrix linear function of ν, to be determined in the process of computation. Next, differentiating (16) with respect to t and then applying (10) and (16)- (19) yields a set of algebraic equations at each order for solving the coefficients of the SNF and the nonlinear transformation. A further reduction from the CNF to the SNF is to find appropriate h k ( y, ν), p k (ν) and T k ( y, ν) such that some coefficients of the g k (y) are eliminated.
When one applies normal form theory to a system, one can easily find the 'form' of the normal form (i.e. the basis of the complementary space K k ), but not the explicit expressions. However, in practical applications, the solutions for the normal form and the nonlinear transformation are both important and need to be found explicitly. To do this, one may assume a general form of the nonlinear transformation and substitute it back to the original differential equation, with the aid of normal form theory, to obtain the kth-order equation by balancing the coefficients of the homogeneous polynomial terms. This algebraic equation is then used to determine the coefficients of the normal form and the nonlinear transformation. Thus, the key step in the computation of the kth-order normal form is to find the kth-order algebraic equation, which takes most of the computation time and computer memory. The solution procedures given in most of the normal form computation methods [1, 2, 12, 13, 20, 28, 31, 34, 37] contain all lower-order and many higher-order terms in the kth-order equation, which increases the memory requirement and the computation time drastically. Therefore, from the computation point of view, a crucial step in normal form computation is to find the kth-order algebraic equation which only contains the kth-order nonlinear terms.
The following theorem summarizes a new recursive and computationally efficient approach, which can be used to compute the kth-order normal form and the associated nonlinear transformation.
Theorem 1. The recursive formula for computing the coefficients of the SNF and the nonlinear transformation is given by
for k = 2, 3, . . . , where v 1 (y) = Ly, representing the linear part of the system, and
Note that in (20) 
where each differential operator D only affects the function f j , noth l m (i.e.h l m is treated as a constant vector in the process of the differentiation), and thus i j . Note that at each level of the differentiation, the D operator is actually a Frechét differentiation, with respect toỹ, and yields a matrix, which is multiplied by a vector to generate another vector, and then goes to another level of Frechét differentiation, and so on. It is worth mentioning that some authors discussed normal form computation based on formal series. For example, Belitskii [5, 6] studied the normal forms which are related to a filtering action of a group, and presented some useful formulae. However, unlike the formula given in (20) , no exact computational procedure was given in [5, 6] .
Proof. To prove theorem 1, first differentiating (16) results in
then, substituting (10), (18) and (19) into (22) yields
Note that T 0 can be used for normalizing the leading non-zero nonlinear coefficient of the SNF. Since this normalization may change the stability analysis if time is reversed, we prefer to leave the leading non-zero coefficient unchanged and thus set T 0 = 1. Next, substituting (16) into (23) and re-arranging gives
Then, we use a Taylor expansion of f nearh = 0 (i.e. near h = 0 and ν = 0) to rewrite (24) as
It should be noted here that the meanings of the operator D on h and f i are different. The D on h is with respect to y, while the D on f i is with respect tox = (x, µ) T and then evaluated atx =ỹ = ( y, ν)
T . Further, applying (16) and (18) to (25) gives
where the Lie operator with respect to y has been used. Note that in (26) the expansion of f and h do not have the purely parameter terms since f(0, µ) = 0 for any value of µ. Finally, comparing the terms of same order in (26) results in
. . (27) where h 1 = y and L 2 = L 2 (y, ν) = L 1 (ν)y, and the variables involved in g i , f i , h i , v 1 and T i have been dropped for simplicity. For a general k, one can obtain the recursive formula g k given by (12) , and thus the proof is completed.
Remarks.
(a) If system (9) does not have the parameter µ, then T = 0, L 1 = 0, p = 0, f( y, ν) = f( y), h( y, ν) = h( y) and, thus, equation (20) is reduced to
which has been obtained for the 'reduced' system [34] . This indicates that computing the SNF with unfolding needs much more computational effort than for computing the SNF without unfolding. have not been determined in the lower order (<k) equations, they may be used to eliminate more coefficients of g k , and thus the CNF can be further simplified, leading to the SNF.
The SNF of Hopf bifurcation
In this section, we shall use the formulae obtained in the previous section to derive the SNF of Hopf bifurcation. Consider the following system:
where m s = 1 (the codimension of Hopf bifurcation is 1). Further, f(0, µ) = 0 for any µ ∈ R m , indicating that 0 is an equilibrium of system (29) . Hopf bifurcation occurs at the critical point µ = µ * at which the Jacobian has a purely imaginary pair of eigenvalues, resulting in a condition C(µ) = 0. One may always arrange the first component of µ, µ 1 , as the bifurcation (control) parameter, then C(µ) = 0 implies µ * Once µ 2 , . . . , µ m are chosen, µ * 1 is determined. When m = s = 1, the relation is reduced to µ * 1 = constant, as expected. When m = 2, the relation µ * 1 = C 1 (µ 2 ) represents a curve in the two-dimensional parameter space. Every point on the curve is a Hopf bifurcation critical point. If m = 3, the relation generates a surface and every point on the surface is a Hopf bifurcation critical point, and so on. In this paper, we shall fix the critical point, no matter whether it is located on a curve or on a surface, etc. Without loss of generality, we can assume that the critical point µ * = 0. Further assume that the Jacobian of system (29) evaluated at the critical point µ * = 0 and at the equilibrium x = 0 is given by
implying that system (29) is described on a two-dimensional manifold. This paper concentrates on the SNF computation based on centre manifold. If system (29) does not contain the parameter µ, the SNF of Hopf bifurcation, given in (5), can be obtained using only the nearidentity transformation (3) [31] . Now we would like to ask two questions.
(a) For the generic case, would the SNF of Hopf bifurcation of system (29) be equal to the SNF, given in (5), plus a universal unfolding, as given below:
up to any order? Here ν denotes the perturbation parameter. (b) Can we still use the near-identity transformation, given by (8) , to obtain the SNF of Hopf bifurcation with perturbation parameter?
The SNF with unfolding for the simple zero singularity has been obtained [32] , indicating that the SNF cannot be obtained using only a near-identity transformation. Time rescaling must be used. Similarly, one may expect that the SNF of Hopf bifurcation cannot be obtained using only near-identity transformation. In fact, we will show that it is not enough even with the introduction of time rescaling. Precisely, we have the following theorem.
Theorem 2.
The SNF of the general system (29) for Hopf bifurcation cannot be obtained using only a near-identity transformation. Both time and parameter rescaling must be introduced.
In the following, for convenience, we separate the discussions for two cases: (i) the dimension of the parameters equals the codimension of Hopf bifurcation, i.e. m = s = 1; (ii) the dimension of the parameters is greater than the codimension of Hopf bifurcation, i.e. m > s = 1. We will first give a detailed analysis for case (i) and then outline the results for case (ii).
One parameter (m = 1)
For this case, µ ≡ µ, a scalar. The SNF is given in the following theorem.
Theorem 3. Under the transformations (16)-(18), the SNF of system (29) for Hopf bifurcation, given in polar coordinates, is
up to any order, where b 13 = 0.
Remark. It can be observed by comparing (32) with (5) that the amplitude equation of the SNF with parameter is simpler than that of the SNF without parameter. However, the phase equation of the SNF with parameter has an infinite number of terms while that of the SNF without parameter has only two terms.
Proof. We shall prove theorems 2 and 3 simultaneously. In [31] real analysis and real solution procedures are used to obtain the SNFs for Hopf and generalized Hopf bifurcations without perturbation parameters. In this section, we shall use complex analysis to simplify the procedure. First, we derive the transformation between the real and complex systems. For the real system (29), the linear part is given by v 1 = (x 2 , −x 1 ) T . The Jacobian of the system evaluated at the equilibrium x = 0 is in the form of (30) . It is not difficult to introduce the linear transformation:
to transform the real system (29) into the following complex system:
where f is a polynomial in z,z and µ starting from second-order terms, andf is the complex conjugate of f . Note that now the linear part, v 1 , is given in complex form:
Here, for convenience, we use the same notation f = (f,f )
T for the complex analysis. The form of g k (CNF form) can be easily determined using Poincaré normal form theory as
and the universal unfolding can be assumed in the form
for the generic case. The terms given in (35) are called 'resonant' terms, where the b 1k and b 2k are real coefficients to be determined. In the SNF computation, for each order, one wants to eliminate one or both b 1k and b 2k by the nonlinear transformations. Next, without loss of generality, assume that f k (z,z, µ) and h k (u,ū, ν) are given in the general forms
and then z = u + k=2 h k . Here j, l, m 0 but j and l are not simultaneously equal to zero since f k = 0 at z = 0 for any values of µ. Further, one may assume that the time and parameter scalings are
where j, m 0. Note that T 0 and p 0 have been set to 1, and T is real since it is a transformation for time. Also, note that the transformation for the parameter µ does not contain the timedependent variable u. This is reasonable since µ is a parameter which is not a function of time. What we shall do in the following is to use the coefficients c 1jlm , c 2jlm , t jm and p j to eliminate as many of the coefficients b 1k , b 2k , α 1 , α 2 , β 1 and β 2 as possible.
We begin with the second-order computation (k = 2). Applying the formula given in (27) 
which do not contain the b coefficients, as expected. It should be noted that the formula
actually has two equations. Since the second equation is merely the complex conjugate of the first equation, we only need to consider the first equation. This is also true for higher-order equations. Solving the first three equations of (39) uniquely determines the c coefficients: 
The last two equations of (39) have more choices. We may set β 1 = α 2 = β 2 = 0 and thus
The above calculation shows that except for one unfolding term (α 1 = 0), all the second-order terms can be removed by the c and t coefficients. The p coefficients do not appear in the second-order algebraic equations. Next, for k = 3, we may similarly apply the formula (see (27) )
to obtain −2c 2300 − a 1300 + i(2c 1300 − a 2300 ) = A 1300 + i A 2300 + (42) that except for the third and the eighth equations, all the equations can be solved by uniquely choosing the third-order c coefficients (on the left-hand side of the equations). The third and eighth equations, however, do not contain any (second or third)-order c coefficients and thus other coefficients must be used. It is clearly seen from the third equation that b 13 must be used, i.e. b 13 = a 1210 − A 1210 , and either b 23 or t 20 may be used to balance the imaginary part. We use t 20 and leave b 23 undetermined. The reason for choosing t 20 will be seen later on. For the eighth equation, both the time rescaling coefficient t 02 and the parameter rescaling coefficient p 2 must be used. Otherwise, the terms uν 2 andūν 2 would be retained in the SNF. This clearly indicates that it is not enough to use the near-identity transformation alone (like which was used for finding the SNF without perturbation parameters) to find the SNF of Hopf bifurcation. Time and parameter rescaling must be introduced, and thus theorem 2 is proved. It is also noted that some second-order c coefficients and the time rescaling coefficient t 11 appear on the right-hand side of (42). In fact, it can be shown from higher-order equations that these coefficients can be set to zero. Therefore, it follows from (42) that 
Here, it is assumed that a 1101 , the coefficient of the term zµ, is non-zero. Similarly, one can process the above procedure to the fourth-order computation (k = 4) to obtain 14 complex algebraic equations. Except for the equation corresponding to the term uν 3 , the remaining 13 equations can be solved using the fourth-order as well as the third-order c coefficients. The equation associated with uν 3 must be solved using the coefficients p 3 and t 03 . We shall not present the detailed complex algebraic equations here, but list the coefficients and the corresponding equations in table 1, where the indices j and l are not simultaneously zero. The notation ⇒ used in the table denotes that the variable on the left-hand side of the notation can be used to solve the equation given on the right-hand side of the notation. For example p 3 ⇒ R uν 3 means that p 3 can be used to solve the real part of the coefficient of the term uν 3 . Note that the coefficients marked by * are the third-order coefficients, and their rule for solving real and imaginary parts are exchanged. This will also occur in all higher-order equations.
Next, we consider k = 5 and can find 20 complex algebraic equations. (In general, for an arbitrary k, one needs to solve 1 2 k(k +1) algebraic equations.) Except for three equations, 17 of the 20 equations can be solved using the fifth-order c coefficients following the rules given in the last row of table 1. The three exceptional equations are associated with the terms u 3ū2 , uν 4 and u 2ū ν, respectively. Similarly, one can use p 4 and t 04 to solve the real and imaginary parts 
of the equation obtained from the coefficient of uν 4 . For the coefficient of u 2ū ν, we need to use the fourth-order coefficients c 1211 and c 2211 to solve the real and imaginary parts, respectively.
For the equation corresponding to the term u 3ū2 , we have, however, found that its real part does not contain any c, t and p coefficients, but two b coefficients: b 23 25 . Since it can be shown that b 25 must be used to solve the seventh-order equation, we use t coefficients to solve the imaginary part. Because the coefficient of t 40 is a simple non-zero real number (while the coefficient of t 21 is the combination of a coefficients) we choose t 40 to solve the imaginary part of the coefficient of the term u 3ū2 . We summarize the above discussion in table 2. Table 5 . Solving the irregular equations (k 2).
For order k = 2q For order k = 2q + 1
The above procedure can be applied to the sixth-and seventh-order equations to obtain the results shown in tables 3 and 4, respectively. For higher-order equations, the method of mathematical induction can be applied to find the following general computational rules:
(a) The b coefficients b 1 2q+1 can be set to zero for q 2, while b 2 2q−1 must be used to solve the real part of the equation corresponding to the term u q+1ūq . The imaginary part of the equation can be removed using the t coefficient t 2q . (b) For kth-order (k 2) computation, the equation corresponding to the term uν k−1 must be solved using p k−1 and t 0(k−1) , respectively, for its real and imaginary parts. (c) For each order k, there exist some 'irregular' equations which must be solved using the (k − 1)th-order c coefficients. The rules are given in table 5, where R and I means solving the real and imaginary parts, respectively. (d) All other 'regular' equations can be solved using the kth-order c coefficients, i.e. c 2jlm and c 1jlm are, respectively, used to solve the real and imaginary parts of the equations corresponding to the term u jūl ν m , where j, l and m are non-negative integers satisfying j + l + m = k, and j and l are not simultaneously equal to zero. Now, substituting the results obtained above into (35) and (36) 
where b 2j are explicitly obtained in terms of the original system coefficients, the a ij lm . Letting u = Re i , where R and are, respectively, the amplitude and phase of motion, and splitting the real and imaginary parts in (44) results in the following equations, given in polar coordinates:
which is (32) , and this completes the proof of theorem 3.
Note that it has been assumed that a 1101 = 0 in the construction of the SNF of Hopf bifurcation. It is clear from (45) that no universal unfolding (perturbation parameter) will present if a 1101 = 0. It should be pointed out that the solving of the irregular equations is not unique. An alternative solution is given in table 6. This approach is, in general, not as good as the method presented in table 5, since the approach given in table 5 only requires the condition a 1101 = 0, while the alternative method needs more non-algebraic number conditions [36] . For example, using c 1101 to solve the fourth-order equation corresponding to the term u 2ū ν requires the condition a 1210 − a 1200 a 2110 − a 2200 a 1110 = 0. The two different approaches use different transformations starting from fourth order, and therefore, may result in different SNF. However, the amplitude equation (45) is not changed. This will be illustrated in the example given in the next section. It has been noted that the alternative approach must be used for the case of multiple parameters involved in Hopf bifurcation, since the c coefficients listed in table 5 are not enough to solve the algebraic equations.
The bifurcation and stability analysis can now be readily carried out using (45). The steady-state solutions are given by
where solution (I) actually represents the original equilibrium, while solution (II) denotes a family of limit cycles. The stability of the steady-state solutions can be easily determined as follows: solution (I) is stable (unstable) if a 1101 ν < 0(>0), while solution (II) is stable (unstable) if S LC = a 1210 − a 1200 a 2110 − a 2200 a 1110 < 0 (>0). When S LC < 0, the limit cycles exist for a 1101 ν > 0 implying that the original equilibrium and the periodic solution exchange their stabilities at the critical point ν = 0. This case is called supercritical Hopf bifurcation. Otherwise, it is called subcritical Hopf bifurcation. The above analysis seems like a typical Hopf bifurcation analysis using the CNF. However, it should be pointed out by comparing (45) with the first equation of (7) that all higher-order terms (>3) have been removed from the SNF while the CNF has infinite higher-order terms. Thus, Hopf bifurcation analysis based on the CNF up to third-order terms means that all higher-order terms in the CNF are neglected. For the SNF, however, the exact third-degree polynomial is used for the analysis.
It is also noted that the computation procedure described in the proof of theorem 3 provides the guideline for developing symbolic computation using computer algebra systems. In fact, Maple has been used to code the programs for computing the SNF of Hopf bifurcation. The computation involves finding the coefficients of the SNF, L 1 , the nonlinear transformation, c, the time rescaling, T and the parameter rescaling, p.
Multiple parameters (m 2)
For this case, the parameters µ and ν given in equations (34) and (36)- (38) become vectors. For convenience, we rewrite these equations here. The complex system is described by
where µ = (µ 1 , µ 2 , . . . , µ m ) t is an m-dimensional parameter vector (m 2). Without loss of generality, we may arrange the first component µ 1 as the bifurcation (control) parameter, which plays a more important role in the bifurcation analysis. Similarly, equations (36)- (38) become
and a 1jlm 1 , a 1jlm 2 , . . . , a 1jlm m ) T , an m-dimensional vector satisfying m i=1 m i = m. Similar meanings apply to notations a 2jlm , c 1jlm , c 2jlm , t jm and p j .
Since the construction of the SNF and the computation procedure are similar to the case of one parameter presented in the previous subsection, we shall omit the details but outline the main results below. For the second-order equations (k = 2), the first three equations of (39) are not changed, but the last two equations are expanded to 2m equations. Similarly, we can find
Equation (52) implies that the unfolding a 1101 ν for the one-parameter case (see (45)) now becomes a 1011 ν, which includes all the m parameters. Table 8 . Solving the irregular equations (k 2).
The SNF of Hopf bifurcation involving multiple parameters is obtained as follows:
When we choose µ 1 as the bifurcation (control) parameter, we assume that the linear coefficient of this component is non-zero, which is similar to the condition a 1101 = 0 for the oneparameter case. In other words, it is enough to have one non-zero component of a 
An example
In this section, we consider the well-known Brusselator model as an example to demonstrate the application of the results of the SNF of Hopf bifurcation obtained in the previous section.
The system is described by the following differential equations:
where A, B > 0 are parameters. It is easy to find that the system has a unique equilibrium:
Introducing the translation w 1 = w 1E +x 1 , w 2 = w 2E +x 2 into (55) yields
withx 1 =x 2 = 0 as the unique equilibrium. Evaluating the Jacobian of the system at equilibrium shows that Hopf bifurcation occurs at the critical point B = 1 + A 2 . Letting
where µ is a perturbation parameter, the characteristic polynomial of the system has a pair of purely imaginary eigenvalues λ 1,2 = ±Ai. Substituting (58) into (57) results in 
such that its Jacobian evaluated at x 1 = x 2 = 0 is in the Jordan canonical form. We shall consider two cases: (i) A = 1, so the system has only one parameter (m = 1): B = 2 + µ; and (ii) B = 2 + µ 1 and A = 1 + µ 2 , the system has two independent parameters (m = 2). Here µ, µ 1 and µ 2 are perturbation parameters, and µ 1 and µ 2 are independent, one of which can be treated as a bifurcation parameter. 
One-parameter case
where (1 + µ 2 ) −1 can be expanded in Taylor series around µ 2 = 0 (i.e. around A = 1). Then, at the critical point (µ 1 , µ 2 ) = (0, 0), the Jacobian of the system has a purely imaginary pair λ 1,2 = ±i. By the linear transformation:x 1 = x 1 ,x 2 = −x 1 + x 2 , one can transform (71) (1 + ν 2 ) 1 2
respectively. Note that setting ν 2 = 0 in (73)-(75) yields the equations (68), (69) and (63) for the one-parameter case, as expected. Comparing (73) with (68) shows that the SNF for the twoparameter case has only one more term, −ν 2 u, than that of the one-parameter case, which is the contribution from the non-control parameter µ 2 = ν 2 to the unfolding. It is clear that the non-control parameter µ 2 alters the bifurcation solution, but does not change the stability of bifurcation solutions, since the cubic order coefficient in the amplitude equation, − 3 8 , is unchanged.
Conclusions
The SNF of Hopf bifurcation has been obtained in this paper. It has been shown that the SNF of Hopf bifurcation cannot be found using only near-identity transformations. Time and parameter rescaling must be introduced. The amplitude equation of the SNF, which can be used for bifurcation and stability analysis, only contains two terms: one of them is an explicit unfolding computed based on the original system's parameters and the other is a third-order nonlinear term. Any other higher-order nonlinear terms have been removed using nonlinear transformations. The SNF of Hopf bifurcation with multiple parameters is also constructed, which is useful for practical applications. In addition, an efficient approach for computing the algebraic equations that contain minimum terms at each order is presented. This greatly saves computational time and computer memory. Symbolic computation programs written in Maple have been developed. A physical example is given to show the applicability of the theory and convenience of the Maple programs. The method presented in this paper is being extended to consider the SNF of other singularities.
