Abstract. Detecting objects in clutter is an important capability for a household robot executing pick and place tasks in realistic settings. While approaches from 2D vision work reasonably well under certain lighting conditions and given unique textures, the development of inexpensive RGBD cameras opens the way for real-time geometric approaches that do not require templates of known objects. This paper presents a part-graph-based hashing method for classifying objects in clutter, using an additive feature descriptor. The method is incremental, allowing easy addition of new training data without recreating the complete model, and takes advantage of the additive nature of the feature to increase efficiency. It is based on a graph representation of the scene created from considering possible groupings of over-segmented scene parts, which can in turn be used in classification. Additionally, the results over multiple segmentations can be accumulated to increase detection accuracy. We evaluated our approach on a large RGBD dataset containing over 15000 Kinect scans of 102 objects grouped in 16 categories, which we arranged into six geometric classes. Furthermore, tests on complete cluttered scenes were performed as well, and used to showcase the importance of domain adaptation.
Introduction
In many if not most service robotic applications, the ability to recognize a large amount of objects (in the range of several thousands, as identified by Biederman [1] ) and to localize them is an essential task. In order to match the perception capabilities of humans, Dickinson in [2] advocates that searching for predefined templates is not enough, and that recognition of new exemplars of known categories has to be facilitated. On this premise, Marton et al. [3] use geometric cues for categorization and visual cues for instance classification.
In everyday tasks realistic scenes contain clutter, where objects are not always entirely visible, e.g. due to partial occlusion. Therefore a classification algorithm is presented that deals with detection of general geometric categories of objects in clutter, based on object segments. Learning the different segments and their combinations that form objects is a scalable way to capture the different object categories a robot would encounter. For example, a mug is typically a cylindrical segment, next to a handle, or a teapot is a combination of different rounded shapes with a top and a large handle.
Our approach is similar to the one by Lai and Fox [4] and by Mozos et al. [5] in that it performs part-based categorization in cluttered scenes. We combine the creation of multiple segmentations from [5] with an extended version of creating multiple groupings of these segments [4] , and present our approach that was designed to handle multiple instances of objects from several categories, that were labeled according to their general 3D shape.
As in the earlier work, object "parts" are not predefined, but are the results of a segmentation technique, that possibly over-segments objects. The employed segmentation does not produce the same parts for the same object under all circumstances (something that is hard to achieve), but it proved that it produces similar segments for similar objects in [5] .
In [5] we assigned each part to a part cluster that was created by unsupervised clustering, and used the class distribution in the "activated" cluster to link the detection to the user-given labels. While in that work information coming from the different parts of the object was combined by a Hough voting scheme for identifying the object's 2D centroid, here we take an approach that is more close to [6] . We identify to what object does each segment belong by considering its descriptor and that of neighboring parts, together with the local topology of the scene. In this sense, it is am improvement over the vocabulary of parts and simple vote accumulating approach from [5] .
Although our classification is less complex than the one presented by Lai and Fox [4] it still manages to capture relations between segments in the "soup of segments" approach of Malisiewicz and Efros [7] and can be used to achieve the same effect as their "domain adaptation", as we will show in our experiments. Additionally, we trained on the same number of classes, but with multiple objects per class by grouping objects based on their geometry, and described the topology of the segment groups by graph-theoretic properties in order to improve and speed up classification through hashing.
With the appearance of low-cost 3D sensors like the Kinect, it is expected that large amounts of data will be available for training, and robots can be equipped with it in order to obtain good quality RGB and 3D information at once. Nonetheless, no matter how extensive the training data, a robot might always be confronted with a novel object instance or type when operating in a real dynamic environment. Since teaching all the possible objects a robot might encounter is not always possible, categorization becomes an important step towards learning these novel objects [2] . Thus a mechanism is needed to enable a robot to autonomously acquire new object models as it operates in an environment, and to efficiently add it to its classification framework [3] .
Therefore, in this work, we propose a classification architecture that robots can use to make sense of all this training data efficiently using various methods, and describe our approach for identifying object categories in realistic setups, that is extensible with new objects without requiring a full re-training.
As a summary, the main contributions of this work are as follows:
-an efficient part-based object classification method for cluttered scenes, taking into account relations between parts; -a graph-theoretic hashing method that allows model refinement while having competitive classification performance; -exemplifying the advantages of multiple segmentations, multiple segment groupings, and "domain adaptation"; -and a lightweight framework that enables easy comparison of different combinations of features and methods.
In the next section we will give an overview of the related work, followed by the description of the framework and the proposed classification method. Then we will present the used segmentation and additive feature, and give details on the creation of the segment-graphs' hash table. We present the evaluation of our method in Section 8 and conclude in Section 9, discussing the possibilities for future improvements.
Related Work
Object detection typically involves the computation of descriptive image or 3D features, either for some key-points or for object clusters, for example the ones by Lowe (SIFT) [8] or Rusu et al. (VFH) [9] .
In Fergus et al. [10] the authors are proposing an unsupervised scale-invariant learning scheme, in order to detect objects on a wide range of images. Objects are modeled as flexible constellations of segments using a probabilistic representation for all significant aspects of the object. The work exploits the expectationmaximization algorithm in a maximum-likelihood setting. While our method is somewhat different, it can be viewed as the 3D application of the presented principles. The main difference between our approach and the work done by Huber et. al [11] and Fergus et. al [10] is that we are using an additive feature, that enables considering very efficient segment combinations, aided by a hashing procedure of graph features for fast lookups.
Classification using additive features was also performed by Kanezaki et al. [12] using the Liner Subspace Method on the feature space, as presented by Watanabe and Pakvasa [13] . Since the employed Color-CHLAC feature was rotation variant, they had introduced artificial variations in their training data. The learning method itself does exploit the additive property of the feature for classification based on partial views, but not the relations between the different segments of the objects. A related idea to ours was explored by Mian et. al [14] , but with a hash table built on local 3D features for CAD fitting, while we have feature independent hashing.
Part-based detection, however, grouped with multiple segmentations, offers several advantages, including efficiency scalability as argued by Mozos et al.
[5], Lai and Fox [4] and by Huber et al. [11] . Segmentation of objects is a well researched domain, with various existing approaches [15] [16] [17] [18] , but as argued in [7] , rather then relying on a single segmentation that is possibly erroneous, multiple segmentations should be considered.
Typical graph-based object detection approaches employ complex algorithms to find valid configuration. In contrast, we are using the graph representation of the parts in the scene only to capture their spatial configuration, and use the obtained descriptor as hashing keys. This allows for cheap partial re-training when novel objects need to be added, as the training set is partitioned into multiple parts, and separate classifiers. This is in contrast with our previous work [3] , but obviously assumes known labels of the novel exemplars.
Regarding the classification framework, a related, but more complex framework, the STAIR Vision Library is presented by Gould et al. [19] , designed to support the Stanford AI Robot project. Its machine learning capabilities include SVM, Boosted classifier, classification based on decision trees etc. While the proposed architecture offers roughly the same machine learning capabilities, it is easier to integrate in existing projects as it is implemented as a service in the Robot Operating System framework (www.ros.org). Thus its combination with image and 3D processing tools like OpenCV and Point Cloud Library (www.pointclouds.org) and robotics software is simplified.
Classification Architecture
The framework has a layered architecture consisting of feature extraction tools, dataset tools and the classifier manager.
The feature extraction tools are command line programs for walking directory structures and extracting various 3D and 2D features from the files encountered. The feature extraction process is capable of labeling the instances according to the hierarchical relationships reflected by the directory structure of the dataset.
General Feature Storage and Command line Processing Tools
All the feature extraction tools use a common file format to store the extracted features. The dataset files produced in the feature extraction layer can be further processed by tools from the dataset tools layer. Here various operations are implemented, some of which are:
-serialization tools for loading/saving in ASCII or binary format, -concatenation of features, combination of datasets and dropping of columns, -re-labeling of hierarchical dataset to flatten them, -splitting of datasets for creating training and test partitions (for example for cross-validation), -bag-of-words (BoW) creation from a feature dataset (used for creating global descriptors out of local ones, like SURF), -converting classifier confidences to datasets (used for stacking), -pre-processing like dimensionality reduction, whitening.
Standardized Interface for Classifiers
The classifier manager is integrated in ROS to allow using the trained classifiers in ROS based applications. It manages the life-cycle of classifier instances and acts as a facade for communicating with the classifier instances which must all be derived from a simple interface. Currently Support Vector Machines [20] and mostly classifiers from OpenCV [21] are included. The most common operations for classifiers implemented are shown in Figure  1 . These are ROS services that are handled by a classifier manager node and each service can operate on different classifiers that run in parallel having an unique identifier. Other services that ease and make classification tasks more efficient include adding a common dataset to be shared by all classifiers, computing and storing a confusion matrix, returning various evaluation statistics (e.g. number of true positives) and timing of feature estimation and classification. All of these primitive operations form a simple domain specific language from which experiments can be constructed using shell scripts or ROS nodes, i.e. C++, Python, Java and Lisp code.
The code along with tutorials and the used data labeled using ground-truth information can be downloaded from our svn repository http://code.in.tum.de/svn/iascf.
Part-based Recognition
The basic idea of our classification method is that segmenting objects accurately does not always work robustly and will lead to classification failures, but oversegmentation is easily realizable [7, 4, 5] . These segments that then represent only parts of objects can be used to compute features, and then combined to build up object candidates. We use this approach and use additive features 1 and graph-theoretic description of segment arrangements.
There are of course multiple ways of combining segments and not all of them create a valid object. However, we can test if a combination is valid by checking if the combined feature vector is known. We also exploit the fact that segments and their connections (neighborhood relations) can be treated as a graph, and only certain types of sub-graphs are present in the graph formed by the parts of an object. Checking for subgraph isomorphism is not practical, but there are several descriptors one can employ to rule out isomorphism. Thus, during training we decompose our objects into parts, compute the features for each part, build the part-graph, and generate all sub-graphs along with their combined features. Figure 2 shows an overview of the main steps of our method. These features along with the object's class are then saved in a multi-level hash table, where the keys are the number of parts, and the identifiers of the subgraph topology. When testing, the procedure of decomposition and partgraph building is repeated, and starting at each part, all the subgraphs are grown that are not larger than anything seen during training. These are then checked for which objects can they be parts of. Similarities are accumulated in the source part for final classification.
Segmentation and Part Graphs
We use the segmentation criteria presented in [5] to over-segment the scans, such that patches with a relatively small curvature are considered, as shown in Figure 3 . We use a region-growing approach, that starts at a random point and grows the segment until the deviation from the seed normal does not exceed 45 degrees. This way, selecting different seed points result in multiple segmentations of the point cloud into parts. As discussed in the introduction, this process is not completely reproducible, therefore we rely on the large amount of training data to cover all possible cases. As we can produce multiple segmentations by choosing different (random) seed points, different part decompositions can be used for training, which is useful if not enough training examples are available. This was the case in our earlier experiments based on a smaller laser-based dataset [22] , where this strategy improved classification rates by 5%. Since we are dealing with tabletop scenes, the supporting plane can be removed prior to processing, and only points above it considered as in [3] . Small segments are discarded, and for each segment we subsequently compute the GRSD-feature (more detailed description in section 6) and store it for later use. We then extract the part neighborhoods by checking if the physical distance between two parts falls below a threshold, and build a connectivity matrix.
Starting at each vertex, we create all the possible groupings up to a certain size (number of regions in the grouping) in order to obtain our "soup of segments", and create the groups' hash codes. Note that since the graph vertices can be sorted, it is possible to efficiently enumerate all sub-graphs containing a given vertex without repeating already generated ones.
For the hash codes, apart from the number of vertices/parts, we chose to concatenate the sorted list of vertex degrees as well to form a second level of keys. As an alternative for this second level of keys we experimented with using the eigen values of the graph's Laplacian matrix, but found that the results upon evaluation were the same. For this reason, in the upcoming testings and evaluations we used the sorted list of vertex degrees, as they are simpler to compute. This degree order is unique for isomorph graphs, however different graphs can have the same degree order.
Simplified and Additive GRSD
Pinz [23] defines categorization as being a generic object recognition (generic OR), this being the opposite of a specific OR, which deals with the recognition of a specific object (an instance of those categories). Example categories are cups, plates, boxes, etc. while in a specific OR one aims to recognize a specific box, cup etc. Since most household objects from the same category share similar shape, but distinctive appearance, 3D features are typically used for generic ORs, while visual features for specific ones.
An example where the two were combined is presented in [24] , using a geometric classifier based on Global Radius-based Surface Descriptor (GRSD) and a visual classifier based on SIFT. As described in [25] , we adapted the GRSD feature to be additive, by simplifying it to simple histogram of neighborhoods of surfaces of different type, neglecting the ray-tracing step. This simplified feature (which we called "GRSD-") is very efficient to compute, and we compared its descriptiveness to the original implementation and VFH, a very strong 3D feature.
Sphere
Box Flat (rectangular) Cylindrical Plate (disk) Other bowl (6) food box (4) notebook (5) coffee mug (8) plate (7) cap (4) ball (6) sponge (8) cereal box (5) food cup (3) kleenex (5) food box (8) soda can (4) pitcher (3) food can (14) food jar (6) water bottle (6) Table 1 . Selected object categories from the RGBD Dataset with good 3D data, grouped into general geometric categories. The number of objects in each category is given in parentheses, with the total number of scans being 80k, of which every fifth is used.
For our tests we used the large RGBD dataset from [26] , which contains a total of over 200,000 scans of 300 objects from 51 object categories. As in [26] , we use every fifth point cloud from the dataset in our experiments, because the similarity between consecutive point clouds is extremely high. Since in this work we focus on 3D classification, we selected those object categories that have good 3D data (and excluded very small, shiny, transparent objects or noisy scans) and grouped them into geometric categories as shown in Table 1 . Please note that the "food box" category contained both regular boxes and large flat boxes, so we had to split them up.
The geometric classes we used were sphere, box, flat (rectangular), cylindrical, plate (disk), as they cover well most of the categories present in the RGBD dataset (for the remaining objects we introduced an "other" category), and as argued in [3] these simple geometric shapes can be used to represent most objects from other publicly available databases as well (e.g. KIT object Models Web Database 2 , Household Objects Database from Willow Garage 3 , and TUM Semantic Database of 3D Objects 4 ). A comparison between GRSD ,GRSD-and VFH was done training an SVM classifier on the six geometric categories with an RBF kernel on a reduced version of the dataset described in Table 1 . Results are shown in Figure 4 and Table 2 . As we can see, the new GRSD version has less dimensions (as transitions from empty to empty voxels are no longer possible) but similar descriptiveness.
It approaches the high dimensional VFH's performance, while not being view dependent, and offers the required additive property to easily compute the descriptors of grouped parts.
Object Part Hashing
As mentioned earlier, the summed-up training features are saved in a hash table, a classifier is built for the training exemplars in each entry, and the classifier to be used for a testing features are looked up in it based on the two keys. The structure of the hash table is shown in Figure 5 . Table. For each class, the maximum classification score is kept, and these scores are summed up for each sub-graph source part. In contrast to the product of the class probabilities for each grouping that was used in [4] , we found that this voting approach works better. Similar findings supporting voting were made by Lam and Suen [27] when evaluating combinations of classification results. Similarly, in the case of the experiments with separate objects per point cloud, the parts' scores can be added up (weighted by size) to produce a final classification.
Evaluation
Evaluation of the proposed method was done in several steps. In order to be able to test and compare our method with SVM in a fairly short time we reduced the selected dataset presented in Table 1 to roughly 7000 scans of 57 objects in 9 classes presented in Table 3 . Testing and training data were split up by using every third scan of an objects for testing purposes and training the classifier on the rest of the scans. After finding the optimal setup for our classifier a final evaluation of the proposed method was conducted on the full dataset. Cluttered scenes were tested on several combinations of the training dataset, presented in more detail in subsection 8.3.
Sphere
Box Flat (rectangular) Cylindrical Plate (disk) Other ball (6) food box (4) food box (8) coffee mug (8) plate (7) cap(4) sponge (8) food cup (3) pitcher(3) soda can(4) Table 3 . Reduced object categories from the selected categories. The number of objects in each category is given in parentheses, with the total number of scans being 30k, of which every fifth is used.
Objects as Separate Clusters
In order to quantitatively evaluate our method, we performed the same test as we did with GRSD-using SVM, and presented our results in Table 4 . In addition we tested different distance metrics and found that the Jeffries-Matsuhita distance performs best. Confusion matrices for the different distance metrics using our method are shown in Figure 6 . Table 4 . Classification results using different distance metrics as compared to the baseline obtained for GRSD-.
So far, only whole objects are classified, by summing up the probability distributions of their parts (weighted by size) and selecting the most likely class. As a final evaluation for objects as separate clusters we tested our method on the entire dataset from Table 1 , obtaining a 92% successful classification rate.
In order to quantify the advantage of using the part arrangement keys, we evaluated the results for using only the part numbers as hash keys. On the smaller dataset this increased classification time by 21.4% and dropped the success rate Another interesting observation is shown in Figure 7 (b). When taking into account the cumulative results, considering the second most likely result already improves our classification rate by 5%. Knowing this, we could be able to take advantage of the possible re-segmentations of the testing object in case we obtain similar top votes.
Comparison to Segmentation-based Classification
The main advantage of our approach is that it does not rely on a correct segmentation and that it takes relations between parts into account (both through the . Cluttered scene and its geometry-based segmentation according to [28] .
hashing and the cumulative voting of part groupings). To exemplify this, consider the results for the test scene shown in Figure 8 . Using the GRSD-feature, our approach classifies around 90% of the points correctly, while a geometric segmentation followed by a nearest neighbor classification obtained a correct classification for around 65% of the points. Even though the segmentation has few errors for this scene, misclassification rate is quite hight, but using our partgrouping approach results are much better. For a full evaluation of the method on larger scenes, please see the following subsection.
Complete Cluttered Scenes
Figures 9 and 10 show the two additional tabletop scenes on which we tested our approach. The color red represents the sphere class, blue cylinders, yellow boxes, and cyan the flat class. We are currently in the process of capturing and labeling a larger set of scenes, that will present more varied object types. Manual labeling is a time-consuming process, but we feel that the previous subsection provided enough support for the validity of the method. Based on the results on these datasets, here we will present additional aspects of our work as well. The cluttered scene testing was run on the two tabletop scenes, using different datasets or combinations of datasets as training data shown in Table 5 . As it is expected result vary depending on the type of dataset we used for training. Although results when testing objects as separate clusters were good for the RGBD datasets, when testing the scenes the results were far from satisfying. This is because the scenes contain very different kinds of objects.
In order to diversify our training data we combined the RGBD dataset with the "VOSCH" Kinect scan dataset used in [25] , consisting of 63 similar objects than in our scenes, captured from different viewpoints with an angular step of 15 degrees. Similarly to [4] , we found that this "domain adaptation" improves results, as seen in Table 5 . However, as the results on the larger RGBD dataset suggest, identifying the correct weighting of the two data sources is necessary, possibly based on an evaluation set. Apparently, as the number of objects increases, confusions get more frequent, therefore the weight of the domain specific objects need to be increased. Table 5 . Classification results for tabletop scenes using different training datasets.
In the case of the smaller dataset, the combination with the scans from VOSCH improved over the results on both separate sets of training data, highlighting the importance of mixing various sources of information while keeping specific specialties. Related ideas are discussed in [29] as well, where the task and environment adaptation improves perception capabilities. Thanks to the hashing approach, handling large databases and dynamically adding new objects is alleviated, as training times are reduced, and only affected groups have to be re-trained.
One of the important contributions of our work is the grouping of neighboring parts and taking into account the results of these groups. When grouping neighboring parts there is an upper threshold on the maximum number of parts that can form a grouping. When training the classifier this threshold was set to 8. In the case of tabletop scenes we experimented with this threshold and found that the optimal maximum number of parts that can form a grouping is actually less then the one used for single objects. Results of this evaluation are shown in Figure 11 (a). It can be observed that grouping the segments greatly improves the classification process up to a given number of parts. However, if we choose the threshold to be too high in a cluttered scene, we risk grouping parts together that do not belong to the same object. As a final experiment, we repeated the experiment from Figure 7 (b) for the combined (per-point) results of the two scenes as well, see Figure 11 (b). Again, we found that the top votes are correct in the majority of cases, with the success rate increasing by nearly 12% to 95.8% with the first two votes being considered.
Conclusion and Future Work
In this paper we have shown the advantages of exploiting multiple segmentations and part-graph descriptors to deal with object categorization in clutter. The proposed methods were evaluated on a large RGBD dataset, and on Kinect scans of cluttered tabletop scenes, and showed promising results.
Given the class distributions for the different parts in the complete scenes, a subsequent verification or fitting step would be needed to find the exact object locations and poses. Nonetheless, these probabilities alone provide the assignment of parts to objects, and offer valuable input about likely object hypotheses. Additionally, as argued in [10] , partial occlusion and shape variability is handled well by object part relations, a property we could enhance further by exploiting the additive property of the used feature.
Probably the most critical issue is the relatively non-descriptive simplified GRSD-. Future work will concentrate on using an additive version of the more descriptive VFH or the improved GRSD-/Color-CHLAC combination [25] . Additive features also allow for partial correspondence, by checking if all bins of a feature vector are smaller than those of a trained vector. This way occlusions don't "break" a detection, but special classification methods are needed in order to take advantage of this (for example, Linear Subspace Method as in [25] ).
Currently only nearest neighbors classification is used in combination with hashing, but we plan to exploit the advantages of the classification framework to use more discriminative methods as well.
