Abstract. The piecewise perturbation methods (PPM) have proven to be very efficient for the numerical solution of the linear time-independent Schrödinger equation. The underlying idea is to replace the potential function piecewisely by simpler approximations and then to solve the approximating problem. The accuracy is improved by adding some perturbation corrections. Two types of approximating potentials were considered in the literature, that is piecewise constant and piecewise linear functions, giving rise to the so-called CP methods (CPM) and LP methods (LPM). Piecewise polynomials of higher degree have not been used since the approximating problem is not easy to integrate analytically. As suggested by Ixaru [21], this problem can be circumvented by using another perturbative approach to construct an expression for the solution of the approximating problem. In this paper, we show that there is, however, no need to consider PPM based on higher order polynomials, since these methods are equivalent to the CPM. Also LPM is equivalent to CPM, although it was sometimes suggested in the literature that an LP method is more suited for problems with strongly varying potentials. We advocate that CP schemes can (and should) be used in all cases, since it forms the most straightforward way of devising PPM and there is no advantage in considering other piecewise polynomial perturbation methods.
Introduction
We consider the numerical solution of the one-dimensional time-independent Schrödinger problem y ′′ = (V (x) − E)y, a ≤ x ≤ b.
(1.1)
The problem can both be defined as an initial value probem or as a boundary value problem. The efficient solution of the stationary Schrödinger initial value problem (1.1) is for example crucial in the simulation of the electron transport in nanoscale semiconductor devices (see [4, 5, 6] ). In such applications, macroscopic quantitities such as the electron density or the current density are computed as an integral over the energy variable of single state quantities. For instance the electron density n is derived from the wave function y:
where f represents the injection statistics of the electrons, described by the Fermi-Dirac or the Boltzmann distribution function. Thus, the Schrödinger equation (1.1) has to be solved repeatedly for different E in order to compute the quantity n and consequently efficient methods for the solution of (1.1) lead to a considerable gain in the simulation time.
When boundary conditions are imposed on the Schrödinger equation, the boundary value problem can be seen as a Sturm-Liouville problem in which the eigenvalues E and the associated eigenfunctions y are sought. Schrödinger and Sturm-Liouville eigenvalue problems arise in quantum physics, quantum chemistry, transporty theory, geophysical applications, and vibration and heat flow problems in mechanical engineering. They also arise from the standard separation of variables method applied to a linear partial differential equation, and in connection with the inverse scattering transform for solving nonlinear partial differential equations. Most eigenvalue problems are not analytically solvable and computationally efficient approximation techniques are of great applicability. The numerical computation of the eigenvalues and eigenfunctions can however be a computationally challenging task. In fact, many standard numerical methods involve the approximation of the corresponding eigenfunctions by piecewise polynomials and are therefore inefficient for the computation of higher eigenvalues which have severely oscillatory eigenfunctions. There have e.g. been many developments in the basic approach of reduction to a matrix eigenproblem using finite differences and finite elements [3, 35, 43] . These matrix methods are simple to set up but their main disadvantage is the difficulty in providing high order approximations with uniform error bounds. In this respect, shooting methods perform much better (see [40] ).
Shooting methods are based on the reduction of the boundary value problem to the solution of an initial value problem. The differential equation is solved as an initial value problem over the range [a, b] for a succession of trial values of E which are adjusted till the boundary conditions at both ends can be satisfied at once, at which point we have an eigenvalue. Shooting methods based on standard initial-value library codes are not very effective for the Schrödinger problem. The highly oscillatory behaviour of the solutions corresponding to high eigenvalues, forces a naive integrator to take increasingly smaller steps. Better results are obtained using methods based on coefficient approximation since, for such methods, the step size is not restricted by the oscillations in the solution. The idea is to replace the potential function V (x) by simpler approximationsV (x) (usually low degree polynomials) and then to solve the approximating problem. There is a substantial literature on such methods, dating back at least to the early seventies: [9, 7, 16, 36, 42, 37, 38] . Except voor Gordon [9] , who used linear functions, the early references all used piecewise constant approximations. The replacement of V (x) byV (x) is made piecewisely, i.e., the integration interval [a, b] is first partitioned a = x 0 < x 1 < x 2 < · · · < x n = b and a suitableV (x) is introduced on each subinterval [x i−1 , x i ].
As Pruess showed [37] , when approximating V by a piecewise polynomialV the best option is to approximate V over each mesh interval by a polynomial that interpolates V at the Gauss-Legendre points. This approach is equivalent to developing V over shifted Legendre polynomials. Piecewise polynomial interpolants of degree m give then rise to an O(h 2m+2 ) error (see [40] ). When a piecewise constant approximation is used (m = 0) the approximating problem can be integrated explicitly in terms of trigonometric/hyperbolic functions. Piecewise constant approximation was applied in some successful Sturm-Liouville solvers for second order [34, 39, 41] and higher order problems [10, 11, 12] . Piecewise linear approximations (m = 1) lead to solutions which are expressed in terms of the Airy functions [2, 9] . In practice, it is difficult to use the solutions of a problem with a piecewise polynomialV of a degree higher than one (m > 1) as approximations for the solutions of a Schrödinger problem, since the approximating problem may be no easier to solve numerically than the original. This means that for a long time only second and fourth order coefficient approximation methods were used. A solution was offered by a technique from mathematical physics: the perturbation approximation. The idea is to take forV only the potentials for which the two independent solutions have known, analytic forms which can be calculated efficiently. To further improve the accuracy, some corrections are computed from the perturbation ∆ V (x) = V (x) −V (x) using a perturbative procedure. Such a perturbative approach for a Schrödinger type equation was discussed in detail by Ixaru in [17] and used in the development of a general family of (high order) piecewise perturbation methods (PPM) (see [18, 22, 29] ).
A PPM is well suited for the repeated solution of the initial value problems which appear in the shooting procedure. As shown in [22, 30] , an Eindependent mesh can be computed which is then (re)used in all eigenvalue computations which makes the actual shooting process very fast. The step sizes in the mesh are typically much larger than the solution wavelength, which means that also accurate approximations for higher eigenvalues are computed surprisingly fast. The PPM allow a simple interval truncation algorithm for singular and infinite problems: evaluating the coefficients only at the Legendre nodes effectively regularizes the problem. The PPM formed the basis for the Matlab software package Matslise [30] and were generalized to systems of coupled Schrödinger equations in [19, 31] . These PPM schemes for large systems of coupled channel Schrödinger equations can also be employed in the numerical solution of problems in more than one dimension and problems with a time-dependent Hamiltonian (see [24, 28] ). The piecewise perturbation or coefficient approximation method can e.g. be applied to the linear ODE system which arises after space discretization of a time-dependent Schrödinger equation.
Two ways of implementing a PPM were considered in the literature. As shown in [22] , if on each mesh intervalV (x) is taken as a constant and V (x) is a polynomial, then the perturbation corrections have simple analytic forms. The numerical methods obtained on this basis are referred to as forming the CPM (short for constant (based) perturbation method) family. A piecewise line forV (x) leads to a LPM (linear perturbation method), see [27, 21] . Although a higher degree piecewise polynomial approximationV (x) is closer to the exact potential V (x), one has never succeeded in constructing a PPM with a higher degree polynomialV (x) which is more efficient than a CPM or an LPM scheme. The reason is that the analytic integration of the approximating problems is not easy. We will show in the present paper, however, that even if one would have an efficient procedure to compute the solutions of the approximating problem, this would lead us to a scheme which is equivalent to a CPM or an LPM scheme. In fact all piecewise perturbation methods based on piecewise polynomial approximations of degree larger than zero are equivalent to a CPM scheme. Also the LPM offer no advantage over CPM schemes, although it was suggested in literature that they may be more suited on mesh intervals where the potential exhibits strong variation.
As shown in [8] , the PPM fit into the framework of modified (Magnus or Neumann) integral series methods which were specially designed to integrate highly oscillatory systems. Very similar ideas were also used to compute the highly oscillatory solution of singularly perturbed Schrödinger equations with time-dependent Hamiltonian in [25, 26] . As described in [13, 14] , application of a modified integral series method combines two ideas: a local change of variables with respect to a fast-rotating frame of reference induced by the nearby problem with constant coefficients and the application of a Magnus or Neumann series method. The integrals in the series terms are replaced by Filon quadrature which respects high oscillation (see [15] ). As shown in [32, 33] , applying a modified Neumann or Magnus method in combination with a Filon quadrature rule to a problem of the form (1.1), involves the computation of the exact solution of the problem with constant potentialV and the replacement of V (x) by polynomial approximations to allow the evaluation of the resulting series terms. This illustrates that, next to the PPM, modified Magnus or Neumann schemes also form a natural extension of the coefficient approximation idea to higher order methods. A modified Neumann scheme applied on the problem (1.1) corresponds in fact even exactly to the application of a CPM sheme. When only the first term in the Neumann series is retained, one has exactly the second order method corresponding to a piecewise constant approximation of the potential. Higher order methods are obtained by including more Neumann terms. In [8] it was shown that each extra Neumann term equals a correction term in a CPM. In [14] a modified Neumann scheme (or equivalently a CPM) was applied in a PDE setting, in particular in the semidiscretization of the linear time-dependent Schrödinger equation.
In order not to unnecessary complicate things, we will only consider the implementation of the different PPM schemes here in the context of the time-independent form (1.1) of the Schrödinger equation. How the PPM and related ideas can be extended to time-dependent problems or problems with more dimensions has been described elsewhere and is to a large extent independent of the specific coefficient approximation method used and is consequently not important for the main message of this paper. We first give more details about coefficient approximation methods in section 2. The perturbation approximation ideas are then discussed in section 3. In the literature, different approaches have been presented which can be followed to construct a PPM leading to different subclasses of PPM. We will show here that, when it comes however to the implementation into a practical scheme, these different approaches lead to the same algorithm and that there is e.g. no need to make a distinction between CPM and LPM. This will be illustrated in section 4.
Coefficient approximation methods
We focus on the initial value problem
as it appears in the shooting procedure to solve the eigenvalue problem. Initial conditions are given in one of the endpoints, e.g.
We assume that the potential function V (x) is a well behaved (i.e. real, bounded and continuous) function and E, the energy, is a constant. Let us focus on the current mesh interval [x i−1 , x i ] of steplength h i . Our aim is to construct an algorithm which propagates the solution from one endpoint of this interval x i−1 to the other endpoint x i . We introduce the variable δ = x − x i−1 , δ ∈ [0, h i ] and denote generically X = x i−1 and h = h i . The local one-step problem is then
with some known initial conditions y(X) = α, y ′ (X) = β.
We consider two particular solutions of (2.3), u(δ) and v(δ) which satisfy the initial conditions
The functions u and v are linear independent and their wronskian
is equal to 1. It follows that a solution of (2.3) has the form
where c 1 and c 2 are two constants. From (2.4) and (2.5) we know that c 1 = y(X) and c 2 = y ′ (X). The solution of Eq. (2.3) can thus be written in matrix form as follows
Taking the inverse of this formula, we obtain
The role of the functions u and v is thus to propagate the (exact) solution from X to X + δ and vice versa. Therefore u and v are called exact propagators (see [17] ). It is clear that the knowledge of the propagators u, v and their first derivatives u ′ , v ′ is sufficient to advance the solutions in both directions. However, analytic forms of these u and v are known only for a restricted number of expressions for the function V (x), let such functions be denoted bȳ V (x). The idea behind coefficient approximation is to replace the coefficient V (x) piecewisely by aV (x). That is, we associate to Eq. (2.3) an equation of the same form is chosen in such a way that this equation has known analytic solutions and is typically a low degree polynomial. In particular we are interested in the two solutionsū(δ) andv(δ) which are the propagators of Eq. (2.10) and form approximations for the unknown propagators u(δ) and v(δ).
Constant approximation method
The simplest coefficient approximation method is based on a piecewise constant approximation of the potential function, i.e.V (δ) =V . The following expressions are then obtained for the propagators:
where Z(δ) = (V − E)δ 2 and the functions η −1 and η 0 as defined in the Appendix. Piecewise constant approximation was applied in a shooting process by Pruess and Fulton in their well-known Sturm-Liouville software package [39] . ChoosingV = V (X + h/2) leads to a method of order two.
Linear approximation method (Gordon's method)
Gordon was the first to consider the use of piecewise linear approximations to the potential function. This allowed him to construct a fourth order method. The potential function is replaced by a piecewise linear reference potential
where Ai and Bi are the Airy functions. In the literature some improvements were described for the original method of Gordon mainly concerning the computation of the Airy functions which appear in the reference propagators (see e.g. [2, 27] ). However, the intrinsic problem of linear coefficient approximation methods remained: they often suffer heavy accuracy losses due to the near-cancellation of similar terms. Instead of reducing to the constant approximation progagators, the linear approximation propagators in (2.15)-(2.18) blow up when F 1 → 0, which causes severe near-cancellation effects. In [20] , Ixaru suggested to use a perturbation procedure to rewrite the Airy propagators as combinations of η −1 and η 0 functions, eliminating all near-cancellation effects and avoiding the expensive and delicate evaluation of the Airy functions. Ixaru showed that if the reference potential is written as V 0 + V 1 hP * 1 (δ/h) where P * 1 (γ) = −1 + 2γ is a shifted Legendre polynomial, then the following alternative formulae can be used for the Airy propagators in δ = h (only the values at δ = h are needed during propagation of the solution):
where 
in the socalled CP frame, that is with V 0 as the constant reference potential and V 1 hP * 1 (δ/h) as the perturbation from which correction terms are derived. This CP technique will be discussed in section 3. An infinite number of CP correction terms leads to the exact expressions for the linear approximation propagators (2.19)-(2.22). In practice, the infinite sums in (2.19)-(2.22) can be truncated at some suitable k-value determined by the order desired for the algorithm.
Coefficient approximation method based on higher degree polynomials
Due to the difficulties in obtaining the exact analytic expressions for their solutions, coefficient approximation methods based on piecewise parabolas or higher order polynomials, have not been considered in the literature. However, as suggested by Ixaru in [21] , a perturbation approach can be used here to obtain the reference propagators in terms of the η functions, in a similar way as for the linear approximation method. This suggestion of Ixaru actually exactly corresponds to using piecewise perturbation to add correction terms to the constant (or linear) approximation method as is done in the so-called piecewise perturbation methods, which will be discussed next.
Piecewise perturbation methods
As for the methods described above, the original differential equation is replaced (piecewisely) by a reference equation which can be solved exactly. The idea underlying the Piecewise Perturbation Methods (PPM) is to use the perturbation theory to estimate the deviation between the solution of the reference equation and the solution of the original equation. Some perturbation corrections can then be added to the solution of the reference equation to obtain a more accurate approximation to the solution of the original equation. The PPM are identified by the type of piecewise approximation used for the reference equation. If the coefficient V (x) is approximated by piecewise constants the method is referred to as a CP method (or CPM) while if piecewise lines are used the method is called a LP method (or LPM).
The perturbation corrections
Our purpose is to construct the unknown propagators u and v of the original equation (2.3) in terms of the known reference propagatorsū andv. Actually, the reference propagators form the "zeroth order" approximations of u and v and some perturbation corrections derived from the perturbation
will successively improve this approximation. This perturbative procedure was discussed in [17] . The main result is given by the following theorem. 
where p stands for u or v. The zeroth order propagator p 0 (δ) is exactly the reference propagatorp(δ) and the q-th correction p q (δ), q = 1, 2, 3, . . . is the solution of the problem
Computation of the perturbation corrections
One way to construct the perturbation corrections p q , q = 1, 2, . . . starts from the assumption that each p q is a linear combination of the reference propagators and their first-order derivatives
The functions a q , b q , c q , d q are determined by entering the expression (3.4) into (3.3), leading to the following system of differential equations: 
with a finite number of terms M , i.e. C m (δ) = 0 for m > M and Z(δ) = (V − E)δ 2 . This means that the product ∆ V p q−1 is of the form 8) and the coefficients C 0 (δ), C 1 (δ), . . . are then polynomials in δ which are given by quadrature
The starting functions in
Using this approach, a CPM perturbation correction is obtained in terms of the η functions (defined in the Appendix). Introducing these η functions gives us more transparent formulae for the correction terms which are more convenient for error control and step width adjustment. Unfortunaly, the procedure from theorem 3.2 cannot be extended to PPM with a non-constantV , even not if the reference propagators are written in terms of the η functions, as for the linear reference propagators in (2.19)-(2.22). The reason is that (V (δ) − E)δ 2 no longer equals the Z argument of the η-functions. In [27] and [21] , the procedure (3.4)-(3.5) was followed to construct correction terms for the LPM.
A pilot reference equation
There is an intermediate stage in the procedure in which V (X + δ) is approximated by a polynomial in δ. This ensures that the system (3.3) has an analytic solution. A good choice is to approximate the potential function V (x) (piecewisely) by a series over shifted Legendre polynomials:
The functionV is called the pilot reference function in [17] . The expressions of the first shifted Legendre polynomials P * s (γ), γ ∈ [0, 1] are as follows
By the method of least squares the expressions for the coefficients V n are obtained:
To compute the integrals (3.13), Gauss-Legendre quadrature of sufficient high order is used, i.e. to obtain an overall scheme of order 2ν, it is sufficient to take ν function evaluations of the potential function V . When the coefficients V n are computed by such a ν-point Gauss-Legendre rule, the pilot reference potential (3.11) coincides with the Lagrange interpolation through the ν Legendre quadrature points. This can easily be verified for low values of ν.
Piecewise perturbation schemes
Depending on the number of correction terms included and the degree of the pilot reference polynomialV , methods of different order can be constructed. In [17] , fourth and sixth order CP schemes were introduced based on a second degree pilot reference function and one or two perturbation corrections. Higher order schemes (up to order sixteen) were presented in [22, 29] and implemented in the software packages SLCPM12 [23] and Matslise [30] . In [17, 21, 27 ] LP based schemes were constructed. It was noted in e.g. [21] that the LP algorithm presented "competes very well with a CP version of the same order" and that it has the advantage of "producing smaller errors when the potential function has a strong variation". In the next section, we will show, however, that the latter observation is not true since a CPM of a particular order is equivalent to a LPM of the same order leading to the same set of formulae when both are expressed in terms of η functions. Consequently, there is no advantage is using the one over the other. In fact, our main conlusion will be that there is no need to make a difference between (i) coefficient approximation methods without extra correction terms as we described them in section 2, (ii) CPM, (iii) LPM or (iv) methods based on higher degree reference potentialsV . When the reference propagators are expressed in terms of η functions to ensure their accurate and efficient computation, (i)-(iv) can be seen as just different approaches of obtaining the same numerical scheme.
Practical schemes
In this section, we will discuss the practical construction of some coefficient approximation schemes of different (even) order. Arbitrarely high order methods can be constructed. We first define the following parameters:
• m = ν − 1: the degree of the piecewise polynomial approximationsV in (3.11), sufficient to obtain a method of order 2m + 2.
• K: the degree of the piecewise polynomial reference potential:
). These V n -values will be brought into the numerical scheme through the correction terms. Note that K + L = m. In theory, a method of order 2m + 2 can be constructed in m + 1 ways, since m + 1 different values of K can be chosen: K = 0, 1, . . . , m. As we will see, there is one prefered way, that is based on a constant reference potential (K = 0), leading to propagators expressed in terms of η functions.
Second order scheme
To obtain a second order method, it is sufficient to approximate the potential function by a piecewise constant approximation (m = 0). There is then only one option, namely K = L = 0. This means that the reference potentialV
V (x i−1 + δ)dδ and no perturbation corrections need to be included. The one-node Gauss-Legendre quadrature rule suffices to compute the integral, giving usV = V (x i−1 + h/2). This corresponds to the constant approximation method from section 2.1.
Fourth order scheme
When the potential function V (x i−1 + δ) is approximated by a pilot reference potential of degree one, i.e.V (δ) = V 0 + V 1 hP * 1 (δ/h), a fourth order scheme can be obtained. In order to realize this fourth order scheme, we need to compute the expressions of the propagatorsp =û,v corresponding to the problem with the piecewise linear potentialV . This can be done in two ways, corresponding to the K = 0, L = 1 case and the K = 1, L = 0 case. The K = 0 option consists in using a piecewise constant reference potentialV (0) = V 0 to construct the zeroth order propagators p 0 =p (0) which then form a first approximation for the propagatorsp: . Adding these correction terms ensures that the other part of the pilot reference potential, i.e. ∆ (0,1) V (δ) = V 1 hP * 1 (δ/h) is also taken into account. The K = 1 way of constructingp consists in taking a reference problem with a linear (reference) potentialV
(1) (δ) =V (δ) and using its exact solutions to formp. This corresponds to Gordon's method. As mentioned in section 2.2, the solutions of the reference problem with a piecewise linear potential can be expressed in terms of the Airy functions as in (2.15)-(2.18). Where the K = 0 (CPM) approach expressesp in (an infinite number of) η functions, the K = 1 (LPM) way leads thus to expressions ofp in Airy functions. Assuming that an infinite number of correction terms can be taken in the K = 0 approach and that there are no computational problems in computing the Airy propagators in the K = 1 approach, both approaches return exact expressions forp.
Of course, in practice, the series in (4.1) needs to be truncated. But this presents no problem since the infinite sum over perturbation contributions can be restricted to a relevant number of terms (determined by the order desired for the algorithm or the machine accuracy). In order to have a fourth order scheme, it is sufficient to retain only the terms proportional to h s , s ≤ 4. The notationsV n = V n h n+2 , n = 1, 2, . . . are used in PPM formulae expressed in terms of the η functions, since each V n comes with a h n+2 factor, see e.g. [29] . SinceV 1 ∼ h 3 , only one perturbation correction term is needed to construct a fourth order scheme. A second correction term would lead to terms inV 2 1 ∼ h 6 and including them unaffects the order of the method (taking m = 1 limits the order to four), but can increase the accuracy of the method somewhat. The fourth order scheme with the minimal number of terms resulting when using the K = 0 approach is then (with
Let us again consider the K = 1 counterpart. The difficulties in practice with the propagators in terms of Airy functions are the near-cancellation effects and the efficient and accurate computation of the Airy functions themselves, which is time-consuming. As mentioned in section 2.2, this can be avoided by rewriting the Airy propagators in terms of the η functions. Ixaru obtained the alternative expressions (2.19)-(2.22) by applying a "constant perturbation" procedure with V 0 as constant reference potential and V 1 hP * 1 (δ/h) as the perturbation, which is actually the exact same thing as the K = 0 approach described above. Indeed, when one retains in (2.19)-(2.22) only the terms needed to construct a fourth order scheme, the same formulae as in (4.2) Different fourth order schemes were applied to construct the figures 2 and 3. A first method, denoted by LP(0), consists in the use of reference propagators expressed in terms of the Airy functions as in the formulae (2.15)-(2.18), no correction terms are added. This method suffers from accuracy losses, as seen on the first plot for the Mathieu problem and even fails completely for the Woods-Saxon problem due to heavy near-cancellation effects and blow-up problems, which is why no plot is included for this problem.
The CP(1) method in the figures 2 and 3 consists in the application of a CP approach with one correction term, i.e. the method listed in (4.2)-(4.5). As mentioned, the accuracy of this method can be increased by adding more correction terms. The CP(2) method is the scheme where a second correction term is added to the CP scheme, or equivalently the scheme where alsoV 2 1 terms are retained from (2.19)-(2.22):
Adding theV 2 1 to the algorithm does not change the order of the method but indeed increases the accuracy for our test problems (and this without computing more function evaluations of the potential). Adding more correction terms, e.g. the terms inV It is clear that the CP-based methods should be prefered to be applied in practice. As seen for the two test problems here, the number of correction terms which lead to an increase in accuracy is limited. The contribution of a correction term is decreasing with its order and a substantial small number of terms is usually sufficient to reach machine accuracy in approximatinĝ p. Moreover, next to the error caused by truncating the infinite number of correction terms, there is also the error caused by approximating the potential by the linear potentialV . At some point the latter error will be larger than the error induced by not taking into account more correction terms.
Sixth order scheme
In order to obtain a sixth order method, the potential needs to be approximated by a piecewise polynomial of degree (at least) two:
The following options exist to compute the propagatorsp corresponding to this approximating potential:
The CPM approach (i.e. K = 0) takes a piecewise constant reference potentialV (0) = V 0 and computes extra correction terms to add to the known solution of the reference problem. The quantitiesV l h l+2 , l = 1, 2 = L appear in the correction terms. Since only the terms in O(h s ), s ≤ 6 need to be retained, only two corrections need to be taken. The following sixth order scheme results
The terms between curly brackets can be included to obtain a better accuracy, but are not needed to attain a sixth order scheme. The formulae (4.12)-(4.15) are also obtained for K = 1 when one truncates the expressions (2.19)-(2.22) for the reference propagatorsp (1) and one uses the perturbation technique (3.4)-(3.5) withV
. Equations (3.4)-(3.5) give us, for example, the following expression for the first correction in u(h) (see [21] )
Introducing the expressions (2.19)-(2.22) gives To remove all difficulties whenV 1 → 0, we have to use the identities (A.3) at the appropriate places in (4.17) to obtain
It is clear that the direct CP approach (K = 0), where correction terms are computed via (3.6)-(3.10), immediately results in the most appropriate form, whereas for K = 1 this is not true. For K > 0 values the obtained expressions for the correction terms can be reduced to a similar CP form but this process can be far from trivial. Also for option (iii) (K = 2) computing the solutions of a Schrödinger problem with a piecewise second degree polynomial potential is not trivial and a perturbation procedure should be used to compute expressions for these solutions, where V 0 is taken as constant reference function to form first approximations and correction terms are computed from the perturbation
). This approach corresponds, in fact, to option (i) and again formulae (4.12)-(4.15) can be derived. Figure 4 shows some results for the Woods-Saxon problem.
Higher order methods
Methods of higher order can be developed using a similar approach as described above for the fourth and sixth order algorithm. Approximating the potential piecewisely by a pilot reference polynomialV of degree three, leads to a method of order eight when one takes a sufficient number of correction terms. Order ten is reached for a pilot potential of degree four, order twelve for a pilot potential of degree five and so on. In general, the potential is approximated over the current mesh interval byV (δ) = m n=0 V n h n P * n (δ/h) and a reference potential of degree
). The propagator, denoted here asp =û,v, is constructed as the sum of the reference propagatorp (K) and some correction terms p
is used to denote the qth correction term derived from the perturbation ∆
). The choice K = 0 corresponds to the CP approach. This means that the reference propagator is given here byp (0) = η −1 (Z(δ)) for p = u and p (0) = δη 0 (Z(δ)) for p = v and the propagatorp is computed aŝ
The correction terms p (0,m) q are explicitly evaluated in terms of the η functions using the procedure described in theorem 3.2.
When K is larger than zero, the only practical way to compute the reference propagatorp (K) is by using a (constant) perturbation procedure. This extra perturbation procedure avoids the numerical difficulties/instabilities in the computation of the (Airy) reference propagator for K = 1 and resolves the issue that the analytic expressions for the K > 1 reference propagators are difficult to obtain.p (K) is then constructed as
Adding the correction terms, gives us the following formula for the propagators of the K > 0 scheme: 
. In practice, terms of degree in h larger than a certain value P are ignored and consequently a small number of correction terms is usually sufficient. For instance, . When in the exact expressions for both approaches the same powers of h are ignored, the resulting formulae are of course still equivalent. Consequently, when the relations (A.3) are used to reduce the resulting formulae for both approaches to a form A(Z)η −1 (Z) + B(Z)η 0 (Z), Z = (V 0 − E)δ 2 , exactly the same A and B will be obtained for both approaches.
For practical purposes, it is preferable to have the formulae forp in the specific formp
where the C coefficients depend only onV 1 ,V 2 , . . .V m while the energy dependent Z appears only as argument of the η functions. In this way, numerical difficulties such as near-cancellation effects are avoided and a fast evaluation ofp is made possible: the C s coefficients can be computed once and stored for repeated re-use during a shooting process, only the values of η s (Z) need to be updated at each new E value but their computation is fast. In this respect, approach (4.18) is the most suitable way to construct a PPM scheme since the correction terms are brought in the desired form (4.20) already through the procedure described in theorem 3.2. Approach (4.19) on the other hand, needs two different techniques to construct expressions for the correction terms p for any m (see [29] ). 4.5. Note on {P ,P as } schemes As mentioned above, methods of arbitrarely high order can be developed. With the term "order" we mean the order of the method as it has its counterpart when dealing with the classical numerical methods (multistep, RungeKutta). That is, when the order of the method is P , the one-step error behaves as h P +1 when |Z| is small. To coefficient approximation methods one can, however, associate also an asymptotic order P as . The error for these methods decreases as E is increased and the one-step error behaves as h Pas+1 / √ E when −Z → ∞, i.e. at high (asymptotic) energies E (see [22] ). The notation CPM{P ,P as } was introduced to denote a CPM scheme with order P and asymptotic order P as . In [22] a CPM{12,10} method was described and in [21] a LPM counterpart has been presented. The formulae of the LPM{12,10} scheme from [21] equal the CPM{12,10} ones apart from some small modifications: (i) some terms in h 13 and h 14 are also retained and (ii) the expressions (V 1 +V 3 +V 5 +V 7 +V 9 )/2 and (V 2 +V 4 +V 6 +V 8 +V 10 )/2 which appear in the CPM formulae and in fact equal , requiring an extra function evaluation for each mesh interval. These modifications do not change the order of the method but make the method a bit more accurate (but also a bit more expensive), just as the scheme (4.8)-(4.11) is more accurate than the other fourth order scheme (4.2)-(4.5). The modifications are not intrinsic to the LP method, and could equally well be added to the CPM{12,10} scheme. The slightly better performance of the LPM{12,10} algorithm from [21] should thus not be attributed to the fact that linear (K = 1) reference potentialsV are used instead of constant (K = 0) reference potentialsV and that these present a better approximation of the potential V . If the same pilot reference potentialV is used and terms are retained upto the same power in h, both LP and CP approach will lead to the same scheme. Also piecewise perturbation methods of order {12,10} based on piecewise parabolas or higher order piecewise reference polynomialsV would be equivalent to the CPM{12,10} scheme. In the conclusion of [21] , it was written that "the treatment in this way of a method based on piecewise parabolas may be of acute importance". With "in this way", Ixaru meant to construct expressions for the reference propagatorsp using a CP approach, i.e. with V 0 andV − V 0 as the reference potential and the perturbation resp., and to use these expressions to start computing correction terms from. However, this will lead us again to the same CPM{12,10} formulae.
Conclusion
If in the construction of a piecewise perturbation method (PPM), the potential V is approximated by a (pilot reference) polynomial of degree m of the form V ≈V = m s=0 V s h s P * s (δ/h), it doesn't matter which K value one takes to form the reference potentialV = K s=0 V s h s P * s (δ/h) as long as the remaining part ofV , i.e. the perturbation ∆ V (δ) = m s=K+1 V s h s P * s (δ/h), is taken into account in the form of correction terms. When an infinite number of correction terms are taken, all approaches corresponding to different choices of K give exact expressions for the propagatorsp, (p = u, v) corresponding to the pilot reference problem. In practice, only a limited number of perturbation corrections can be taken into account for all different PPM versions (K = 0, 1, . . . ) and the number of terms is determined by the order of the algorithm one is constructing. Since for K > 0, one experiences difficulties in the computation of the reference propagatorsp, one is forced to use specialized techniques. One way is to reexpress the reference propagators in terms of η functions, and in that case one eventually obtains exactly the same formulae forp as when one constructs a CPM (K = 0), but less directly. There is consequently no reason to distinguish different classes of piecewise perturbation methods or to prefer K > 0 schemes over CP methods for some types of potentials. We can conclude that PPM=CPM=LPM, when we consider them in a form which is the most convenient in practice. When it comes to the construction of practical schemes, the way to construct a coefficient approximation method of a particular order is by using a constant reference potentialV = V 0 and computing correction terms from the perturbation ∆ V =V − V 0 by the procedure described in Theorem 3.2.
Appendix A
The functions η −1 (Z), η 0 (Z), η 1 (Z), . . ., originally introduced in [17] (they are denoted there asξ(Z),η 0 (Z),η 1 (Z), . . .), are defined as follows : 
