This paper presents a time delay neural network (TDNN) model designed for the prediction of nitrogen oxides (NO x ) and carbon monoxide (CO) emissions from a fossil fuel power plant. NO x and CO emissions of the plant are determined as a function of other related time-series such as air ow rates and oxygen levels that are measured during the system operation. Correlation analysis is performed on the data to determine the location and the spread of cross-correlation between pairs of variables and this information is used to form a variable tapped delay line at the input of the network. We also introduce a neural network based preprocessor which employs an iterative regularization scheme to recover missing portions of CO data that are censored due to saturation of the measuring device. Prediction after training with the restored data set is observed to be signi cantly more accurate.
Introduction
Fossil fuel power plants are urged to install highly sophisticated equipment in order to monitor, control, and minimize their gaseous emissions. This necessity adds considerably to the complexity and cost of installation, operation, and maintenance of power plants. Therefore, a cost e ective solution for modeling and controlling these emissions carries great industrial signi cance. Especially, after the passage of 1990 Clean Air Act, plants are required to limit their gaseous emissions such as NO x which is believed to be a major contributor to acid rain 13] . One signi cant cause of increased NO x emissions is the excess air in the boiler during combustion. The furnace temperature from the heat of the combustion can also a ect NO x emissions of a fossil fuel plant. In order to minimize these e ects, there are a variety of possible low-NO x control strategies 7] most of which are industrially funded projects under the U.S. Department of Energy (DOE) Clean Coal Technology (CCT) Program 6] . Obviously, availability of e ective control technologies will assist utilities and industry in meeting the requirements of the Clean Air Act Amendments of 1990.
One of the new control technologies applied to the problem of gas emission prediction has been arti cial neural networks. For example, among the neural network based NO x control technologies, AI WARE Inc., Cleveland, OH, developed a system which combines neural network modeling and multi-objective constrained non-linear optimization capabilities with combustion expertise and custom operator interfaces 4]. They achieved an improvement of 0.5% in the heat rate and 6% in the NO x rate through the utilization of this system. Arti cial neural networks have been also applied to problems in di erent business sectors including industrial process control, commodity demand prediction, and nancial market forecasting. For instance, Boznar 3] applies neural networks for short-term predictions of ambient SO 2 concentrations, whereas Roh 12] reports successful predictions of power in nuclear power plants. Also, Tang 14] compares neural network performance to Box-Jenkins methodology reporting the advantages of neural network approach for time series prediction.
In this paper, we present an arti cial neural network model, namely a time delay neural network (TDNN) structure, for the prediction of NO x and CO emissions of a fossil fuel power plant. We introduce a TDNN with a variable tapped delay line at its input in order to e ectively capture the temporal information presented by the input patterns. For their e cient characterization, the time delay values of the tapped delay line are determined by cross-correlation analysis of the input and output time series. The time delay value at which the maximum cross-correlation occurs is chosen as the center of the window, and the width of the window is determined by the spread of the correlation. Following the discussion of combustion in fossil fuel plants given in Section 2, we introduce the notation and the structure for the variable window TDNN in Section 3. In Section 4, we present an iterative regularization scheme for preprocessing data sets with missing features. We apply this technique to recover the CO data set which is clipped due to the saturation of the measurement device. Prediction after training with the restored data set has been observed to be signi cantly more accurate. The results of experiments with real plant data by using the variable window TDNN structure and the iterative regularization scheme for CO emission prediction are given in Section 5. Superior prediction performance is noted for both NO x and CO emission predictions. Section 6 presents the conclusions.
Combustion in Fossil Fuel Plants
In this section, we discuss combustion in fossil-fueled plants and the generation of the nitrogen oxides during the process. The section, hence, provides the background for the emission prediction problem and gives the motivation for the variable window TDNN scheme introduced for the application.
Combustion in a fossil fueled generation plant is the process of controlling the combustible of a fuel and the oxygen of the air at such a rate as to produce useful heat energy. The principle combustible constituents are elemental carbon, hydrogen, and their compounds. In the combustion process, the compounds and the elements are burned to carbondioxide and water vapor. Air, the usual source of oxygen for combustion in boilers, is a mixture of oxygen (21%), nitrogen (78%), and small amounts of water vapor, carbon dioxide, argon, and other elements. In an ideal situation, the combustion process would occur with the exact proportions of oxygen and a combustible that are called for in theory the stoichiometric quantities. But it is impractical to operate a boiler at the theoretical level of zero percent excess oxygen. In practice this condition is approached by providing an excess of oxygen in the form of excess air from the atmosphere. The amount of excess air varies with the fuel, boiler load, and the type of ring equipment.
In what follows, we brie y discuss the combustion elements: fuel, air ows, oxygen, and the products which constitute the available data for our application.
Fuel
The main types of fossil fuels are; natural gas, oil, and coal. Each fuel type entering the furnace has a unique set of properties such as temperature, heat capacity, net heating value, and chemical composition. The chemical components of each fuel include carbon (C), hydrogen (H 2 ), nitrogen (N 2 ), oxygen (O 2 ), sulfur (S), ash, and liquid water (H 2 O). Modifying the composition of the fuel entering the furnace will a ect the formation of the combustion products and the temperatures in the furnace.
Air Flows
The combustion rate in the furnace is controlled by regulating the ow rates of fuel and air. The fuel supplies the combustible material which releases its total heating value when burned to completion. The required amount of oxygen to complete combustion is the theoretical amount, i.e., the stoichiometric requirement to oxidize each of the reactants to produce the desired exhaust products, plus an excess amount to compensate for incomplete mixing.
Typically the fuel is admitted to the furnace at the igniters or burners. The air enters the furnace at various locations along the ue gas path in the furnace to control the temperature pro le in the furnace while ensuring complete combustion of the fuel. If all the air were admitted at the same location as the fuel, complete combustion would occur at or near the burners. By reducing the air ow at the burners to much less than the required amount for complete combustion, the ame temperature is reduced signi cantly. The ow rate of air supplies the oxygen necessary to support combustion which heats the furnace, but upon entering the furnace, the air is heated to the furnace temperature which simultaneously lowers the furnace temperature. Supplying the balance of the required oxygen downstream in the furnace elongates the combustion zone by forming combustion stages. Therefore heat transfer begins as the ame appears, causing the temperature to drop along the direction of ue gas ow, while combustion continues causing the temperature to rise. The net e ect is a lower initial (maximum) temperature and more gradual temperature than if combustion were completed immediately. The importance of limiting the maximum temperature in the furnace is that certain side reactions (producing NO x ) are promoted by high temperature.
In general, following types of air ows to the furnace are considered: recirculation gas, transport air, inner and outer combustion air, auxiliary air, and over re air. In coal red units, transport-air (will be referred to as primary air from now on) dries the pulverized coal and carries it to the furnace. Since this air enters the furnace with the fuel, it is immediately available for complete combustion. The ratio of primary air ow to pulverized coal ow is determined to ensure that the pulverized coal will remain entrained in the air, and not plug the pulverizer or the pipelines to the furnace. For many low NO x upgrades, the primary air ow is reduced (especially at low ring rates) without causing pluggage. The combustion air (will be referred to as secondary air from now on), on the other hand, may be admitted to the furnace at di erent locations near the burner (inner and outer secondary air). If the secondary air enters via two ports for each burner, the ame is elongated producing a lower maximum temperature. Some new low NO x burners have two entry points for secondary air.
Oxygen
One of the goals of power plant operation is to complete the combustion of all the fuel admitted to the furnace. Complete combustion improves the e ciency of the plant by converting all the chemical energy of the fuel to thermal energy and also keeps the environment cleaner since unreacted fuel components are not emitted from the stack. In order to promote complete combustion, oxygen provided from the air must be supplied to the furnace in an amount greater than the stoichiometric amount indicated by the chemical equations. This extra oxygen is called the excess oxygen. Many factors determine the excess oxygen requirement for a particular furnace: the furnace geometry, the fuel burning equipment, the proportion of inert matter contained in the fuel, the state of the fuel, the size of the fuel par-ticles. Over the range of combustion rates the optimal concentration of excess oxygen may also change due to the amount of turbulence and fuel/air mixing. Incomplete combustion results whenever the oxygen concentration in the ue gas falls below the required value. The primary e ect of low excess oxygen is unconverted carbon monoxide (CO) present in the ue gas with a corresponding reduction in the heat released and the furnace temperature. Therefore, the oxygen concentration should be maintained high enough to ensure complete combustion, yet low enough not to cause excess NO x emission.
Combustion Products
There are four basic desired combustion reactions in a typical fossil fuel furnace:
(1)
Each of these reactions is highly exhothermic and essentially irreversible, so the degree of conversion for each reaction is controlled by a unique extent of reaction coe cient. These conversion coe cients are tuned to match the values of unburned fuel components in the exhaust 11].
The two most important side reactions which produce the nitrogen-oxygen compounds (NO x ) are The sources for nitrogen are the air and the fuel fed to the furnace. The portion of these NO x compounds produced from nitrogen with fuel origin is called \fuel NO x ". The balance of the nitrogen-oxides, \prompt NO x " and \thermal NO x " are formed with nitrogen from the air. Prompt NO x refers to the NO x formed at the ame front as the air is admitted to the hot furnace. Thermal NO x is produced as the hot ue gases travel through the furnace.
The data available for our prediction problem include observations of primary air ow, secondary air ow, total air ow, oxygen level, CO and NO x emissions where the NO x emission data represent the total NO x emission of the plant.
Variable Window TDNN
Due to the physical nature of the NO x and CO formation process, there is a certain time delay between the disturbance (system inputs) and the system response. As a natural result of this delay, a standard tapped delay line which windows the input data such that the last m samples of the input are used to predict the output does not fully utilize the available information and includes redundant data. This observation constitutes the main motivation for the variable tapped delay line structure we introduce next. By using a variable tapped delay line, we capture the part of the data which correlates highly with the predicted output hence reducing the network size while improving the prediction performance. For selection of the time delay values for the variable tapped delay line, we determine the cross-correlation between the inputs and the output. We center the delay line around the point at which maximum cross-correlation occurs, and adjust the window width such that it matches with the spread of the cross-correlation function. Speci cally, relatively narrow widths are used for concentrated and wider widths for at correlation characteristics. This also relates to the framework in 10] which discusses the e ects of mismatch between the choice of time delay values and the temporal location of relevant information on the performance of TDNNs.
We introduce the following notation for our variable window TDNN implementation. Let r k (n) be a variable length input vector such that r k (n) = 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 r k (n ? C k ?
. . . r k (n ? C k + ) 3 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5 (3) where W k is the proposed window size for the kth input variable, C k is the time delay at which the correlation between the target variable and the kth input variable is maximum, and
introduces a constraint on the window size to ensure causality, a condition that has to be satis ed for on-line plant applications. Based on the above de nitions, the propagation of the signal is represented as
where x i is the ith entry of the vector x = 2 6 6 6 6 6 6 6 6 4 r 1 (n)
In the above expression, x I+1 and z J+1 are assigned to unity as the bias of the neurons, J is the number of neurons in the hidden layer, v ij is the connection weight from the ith node in the input layer to the jth neuron in the hidden layer, w j is the connection weight from the jth neuron in the hidden layer to the output neuron, N is the number of input variables, and I is de ned as the total length of the input vector determined by the constraint in (4). The network structure is illustrated in Fig. 1 , where M k represents the number of samples pertaining to the kth input that are included by the variable tapped delay line. Learning is achieved by training the weights with backpropagation such that the mean square error is minimized.
In Fig. 2 , we demonstrate the relation between the cross-correlation functions and the window parameters C k and W k . Speci cally, we show that assigning C k to the maximum cross-correlation point, and assigning W k a value which is proportional to the spread of the cross-correlation function (i.e., selecting large W k for at cross-correlation functions, and small W k for concentrated ones) yield improved predictions compared to the xed tapped delay line case where C k W k ?1 2 : In order to demonstrate the improvements, we use a multivariate time series data with cross correlation peaks at = 6 for the three input variables. We also show that, in addition to the improvement in learning characteristics, the network size is also reduced through the use of variable tapped delay line. We compare three learning curves obtained by using (1) C k = 2 and W k = 5, (2) C k = 4 and W k = 9, and (3) C k = 6 and W k = 5, for k = 1; 2; 3. The rst and second cases correspond to a xed, whereas the third case corresponds to a variable tapped delay line. For our implementation, we use a TDNN with a single hidden layer consisting of 10 neurons. In case (2) an improvement in performance is observed over case (1) as a result of increasing the number of the input nodes from 15 to 27. However, by employing a variable window TDNN, we can achieve the similar performance in terms of nal learning error with a much smaller network size, a reduction of 120 weights out of the 280 weights that are required for case (2) . Also note the faster convergence rate for case (3) due to this reduction in the number of parameters.
Prediction with Missing Data
Real world learning tasks often involve high dimensional data sets with complex patterns of missing features. Missing data mechanisms can be classi ed into three groups assuming that both the data generation process and the missing data mechanism are random 8]:
(1) Missing completely at random: The probability that any sample is missing is independent of the values in the data vector.
(2) Missing at random: The probability that any sample is missing is independent of the value of that sample, but may depend on the values of observed data.
(3) Not missing at random (NMAR): The probability that any sample is missing depends on the value of the missing data. For example, if a sensor fails when its input exceeds some range, its output will be censored.
Likelihood-based methods, especially Expectation-Maximization algorithm, have been the most common method to tackle missing data problems. However NMAR type data sets, such as censored data, cannot be handled by Bayesian or likelihood based methods unless a model of the missing data mechanism is also learned 8]. In this section, we present a neural network based recovery method for NMAR type data sets. In this work, CO emissions of the power plant represent a NMAR type data set, since the missing data are due to the saturation of the sensor when the emissions exceed a certain level. It is not feasible to discard the censored portions since they are frequent and spread. Removing them would destroy the temporal integrity of the time series resulting in drastic decrease in the amount of usable training data. They convey a limited amount of useful information as well. Therefore, the censored data has to be preprocessed before it can be presented to the network.
Our approach is to restore the data by estimating the clipped portions using an iterative regularization scheme. Main idea is to estimate a complete time series for the entire data which minimizes the mean square error for unclipped portions while enforcing a regularity criterion for the whole data set. The imposed regularity criterion is implicit in the overall technique, i.e., the use of a xed architecture network. The iterative scheme can be summarized as follows:
Step 0: Train the network using only the unclipped portion of the data.
Step 1: Predict samples with the weights obtained from the previous step, and replace each clipped sample by the predicted value if the predicted value is greater than the saturation level, otherwise leave samples unchanged.
Step 2: Train the network using the time-series obtained in Step 1 as the target signal, then goto Step 1.
Step 0 initializes the weights of the network to model the time series. In Step 1, the network model is used to generate an estimate for the whole time series. This estimate is then utilized in Step 2 to improve the model by using it as the target in training. A new estimate is then produced by the model obtained in this way to be used for further model improvement. This iteration is carried out a number of times until a regular estimate with an acceptable amount of MSE over the unclipped portions is obtained. It is hard to de ne a stopping criterion which embodies the regularity constraint, but our experiments show that several iterations of the algorithm result in plausible and useful estimates of the data. In the next section, we present these experiments that are performed on the CO emissions data of a fossil fuel power plant.
Experimental Results
In this section, we rst introduce the real plant data we have used in our experiments. We perform correlation analysis on this data and use the results of the correlation analysis to determine the window parameters for the variable window TDNN structure. Results using the variable window TDNN as well as the iterative regularization scheme for recovering CO data are presented. NO x prediction results with TDNN are compared to those of linear regression, and the superior performance of the TDNN scheme is noted.
Data Set
The time series data we have used in our experiments are obtained from a coal burning fossil fuel power plant. The furnace is a circulating uidized bed (CFB) for production of electricity and district heating. There are seven variables |measured during the system operation| which are sampled with a 1 Hz frequency. These variables are: Two sets of measurements have been performed: The measurements for the rst set starts on March 23, 1993 at 6:24pm and ends on March 24, 1993 at 8:25am. A total measurement time of 14 hours and 5 minutes produces 50688 data samples. We refer to this set as the night-time data set. For the second data set, the measurements start on March 23, 1993 at 9:15am and ends on March 23, 1993 at 3:51pm. The total measurement time for this data set is 6 hours and 36 minutes which produces 23808 data samples. We refer to this set as the day-time data set. To simplify data handling, the sampling frequency is reduced from 1 Hz to 0.1 Hz with no signi cant observed loss of information 1]. Since the primary and secondary air ow rate form the total air ow rate for the plant we model, we only consider TOTFL in the implementation.
Due to the di erences in power demand and atmospheric conditions, power plants have di erent operation characteristics during the day and the night. These di erences re ect as o set and/or range variations in the measurements. It should be noted that the di erences may also stem from the particular settings of the measurement instruments at the measurement time. For good generalization performance over all time samples, we form the training data set by mixing the day-time and the night-time data sets. The training data set is formed by concatenating 1600 samples of the night-time and 1600 samples of the day-time data sets. Testing is performed on the whole data set, i.e., on the 5069 night-time and 2381 day-time samples. As will be explained in the next section, for both the data used in the training and the data not seen during training, the variable window TDNN exhibits highly satisfactory prediction performance. Its performance is also compared to that of linear regression analysis using the same variable window structure noting the clear advantage of the TDNN structure.
Correlation Analysis
In order to determine the window size W k and the time delay C k for the variable window TDNN introduced in Section 3, we compute the cross-correlation functions between the target (NO x and CO) and the input variables, O 2 , PRBS, and TOTFL.
PRBS, which is a pseudo random binary sequence, controls the air ow rate (TOTFL) which in turn a ects the oxygen concentration (O 2 ) in the combustion furnace. Consequently, the e ect of the variation in O 2 concentration re ects on the NO x production as shown in the NO x formation equations given in (2) . The basic factors that increase the rate of these reactions are excess oxygen concentration and the temperature in the furnace. Therefore, O 2 and furnace temperature should not be allowed to exceed certain levels. Since PRBS and TOTFL are disturbances that a ect the target variables with a certain time delay, the peaks of the cross-correlation functions occur with certain time delays. However, since the e ect of O 2 re ects on the target variables almost immediately due to the fast nature of the chemical reaction taking place, the correlation peaks at almost zero time delay. In Fig. 3 , we show the cross-correlation characteristics between the input variables and the NO x target variable, which re ect the physical nature of the process just described.
In contrast to NO x production, CO production is negatively correlated with O 2 . Insufcient O 2 concentration in the furnace causes incomplete combustion which increases the emissions of CO. To control CO emissions, the O 2 concentration should be maintained high enough to achieve complete combustion which is represented by the equation given in (1). The negative cross-correlation between O 2 concentration and CO formation is apparent in Fig. 4 where the cross-correlation characteristics between the input variables and the CO target variable are shown.
Prediction of NO x Emissions
The input variables for the NO x emission prediction are O 2 , TOTFL, and PRBS, and the target variable is NO x . The training set is described in Section 5.1. The window centers and widths of the variable window TDNN are chosen based on the cross-correlation characteristics of the training data. Speci cally, by examining the cross-correlation curves of Fig. 3 , we choose the center values of the variable tapped delay lines as C 1 = 1 (O2), C 2 = 6 (PRBS), and C 3 = 6 (TOTFL), the time delays at which the maximum cross-correlations occur, and the window widths are chosen as: W 1 = 41, W 2 = 5, and W 3 = 13. The same window structure is used to de ne the data matrix for the linear regression analysis that is used for performance comparison with the TDNN. The linear regression coe cients are determined by using the training data set of the TDNN, i.e., by using the rst 1600 samples of the night-time and the rst 1600 samples of the day-time data sets. Fig. 5 presents the results of NO x prediction with the TDNN and Fig. 6 by using the linear regression analysis. As seen in the gures, the TDNN yields clearly much better prediction performance. In the gures, the rst and the fourth rows show the test results over the entire day-time and night-time data sets, respectively. Second and third, fth and sixth rows are the close-ups of the rst and fourth rows of the plots, showing results for data not used in training of the TDNN (or in the design of the regression coe cients).
Prediction of CO Emissions
The available CO emission data have missing portions due to the saturation of the measurement device. For the preprocessing (recovery) of the data, we employ the iterative regularization scheme introduced in Section 4. We use 5 iterations which yield plausible recovery of CO data. The results of each recovery step is illustrated in Fig. 7 . After the preprocessing stage, training and testing is carried with the same window sizes and the window centers as in Section 4.1, since the cross-correlations for CO exhibits the same characteristics as those of NO x . The results obtained with this implementation are illustrated in Fig. 8 . Predictions after training with the restored data set have been observed to be signi cantly more accurate. Fig. 9 compares two predictions obtained using the restored CO data set (1) , and the original CO data set (2) in training. Quantitatively, we evaluate the two prediction sets shown in Fig. 9 in two parts: over the healthy portions, and over the clipped portions. For the rst part, we calculate an MSE gure for each prediction set over the healthy portions as:
where S is the number of healthy data samples, d is the desired signal, and y is the output of the network. Expectedly, the MSE values (0:053 for set (1), and 0:054 for set (2) ) are very close to each other since error is reduced over the whole data set. For the second part, we de ne a performance measure for the predictions as the ratio of the number of correct predictions to the number of clipped samples. Here, correct predictions are de ned as the ones that exceed the clipping level, since we know that the actual values are larger than the clipping level. The comparison of the performance measures obtained for two prediction sets (0:276 for set (1), and 0:607 for set (2)) reveals the improvement achieved by the restoration of the data.
Conclusions
In this paper, we present a variable window TDNN for the prediction of NO x and CO emissions of a fossil fuel power plant. We exploit the cross-correlation functions between the target variables and the input variables to determine the position and size of the tapped delay line. Two features of the cross-correlation functions aid the selection of these values: the time delay at which the cross-correlation peak occurs (window center), and the rate of decay of correlation between variables (window width). Using this approach, network size is reduced through the inclusion of the input samples most correlated with the target. We also present a TDNN preprocessor to recover missing CO data due to the saturation of the measurement instrument. TDNN can extract the information on CO emissions from the healthy portions of the data and yield plausible restorations of the CO emissions data. Predictions after training with the restored data set have proven to be signi cantly more accurate.
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