Sectional moment of inertia 
I. Introduction
Numerical flutter identification involves finding the dynamic pressure at which the minimum damping of an aeroelastic system is zero. While frequency-domain methods can be more computationally efficient [1] , time-domain flutter identification remains an important computational tool [2, 3] . In this technical note, we formulate a minimum damping estimate based on the matrix pencil method and demonstrate how to compute its derivative. The matrix pencil method is a technique that can be used to robustly estimate the coefficients in a Prony series (a series of damped sinusoids) from a time-dependent signal [4, 5] . These Prony series coefficients can then be used to evaluate an estimate of the minimum aeroelastic damping. However, a damping estimate alone is not sufficient to implement an efficient method to find the flutter boundary. The derivative of the damping with respect to input parameters, such as dynamic pressure, is required for Newton's method or for gradient-based aeroelastic optimization with damping-constraints. Since the derivative of the damping estimate depends on the samples obtained from time history of an aeroelastic simulation, the proposed technique requires a fully coupled aeroelastic sensitivity method. Several research groups have developed high-fidelity aeroelastic tools that employ adjoint-based gradient evaluation techniques for both steady and unsteady aeroelastic problems [6, 7, 8, 9, 10, 11, 12, 13, 14, 15] that meet this requirement. The proposed matrix pencil method is demonstrated on a pitch-plunge airfoil model modeled using FUN3D within the recently developed FUNtoFEM framework for aeroelastic simulations [11, 16, 17] .
II. Minimum Damping Estimates via Prony Series
The matrix pencil method is a signal processing technique that is based on a Prony series approximation of a scalar signal. A Prony series of a time-varying signal sampled at evenly-spaced intervals can be written as
where the model order is M. In the present analysis, the samples y n are known values extracted as the amplitude of a fixed structural mode from an aeroelastic simulation, while the complex amplitude and exponent, c k and s k , respectively, are to be determined to best represent the sampled values. The exponent s k = (−α k + iω k )∆t contains both the damping α k and the frequency ω k of signal mode k as well as the uniform sampling interval ∆t. The last term in the series, w n , is the unknown signal noise.
To motivate the matrix pencil method, consider the Hankel matrix
where the samples are arranged sequentially in each column of the matrix, with each new column starting from the next sample. Assuming the Prony series representation (1), the Hankel matrix can be written in the matrix form
where S is an iteration-independent matrix containing the terms e s k n defined as
C is a diagonal matrix containing the coefficients c k
and the matrix Λ Λ Λ is diagonal and contains the exponential terms
While the function of the matrix pencil method is to reconstruct a given signal as a sum of M damped sinusoids, our primary interest is in the damping, α k , of the signal modes, which can be extracted from the exponent s k .
In the absence of noise, such that W i = 0, and assuming that A 1 is invertible, we can compute the matrix M ∈
Since the right-hand-side is a similarity transformation, the entries of Λ Λ Λ are the eigenvalues of the matrix M which can be formed from the samples. By taking the natural logarithm of the kth eigenvalue and dividing by the sampling interval, we obtain the complex number −α k + jω k , in which the damping is the real part
Unfortunately, it is not possible to neglect the presence of the noise term and obtain robust damping estimates, even for signals obtained from numerical simulations. As a result, a more sophisticated approach is required.
The matrix pencil method offers a robust approach that is less sensitive to numerical noise. In our implementation, the damping estimation method differs from the simple technique outlined above in three key ways. First, the number of terms, M, in the Prony series is selected based on a criterion on the singular values. Second, the matrix M is computed indirectly via a singular value decomposition (SVD) of a Hankel-like matrix while discarding low-energy components corresponding to noise. Third, a damping aggregate is used to conservatively approximate the minimum damping from among all modes using the Kreisselmeier-Steinhauser (KS) function [18, 19] .
In this technique, we first compute the evenly spaced samples from an interpolation of the true aeroelastic data to avoid numerical issues with large sample sets. This interpolation step is written as
whereŷ are obtained from the structural components of the aeroelastic solution state vector asŷ i = u T i u mode , where u i are the structural state variables at aeroelastic step i, and u mode is a fixed structural mode vector. Note that this linear extraction technique facilitates modular integration with an aeroelastic adjoint method. With the interpolated samples,
Here L is the matrix pencil parameter, and is typically chosen between a value of N/2 and N/3 [4] . In this work we select L = N/2 − 1 for all results. Next, we compute the SVD of the matrix Y, such that
The number of terms, M, in the Prony series is selected by imposing a relative tolerance on the retained singular values such that σ i / max i σ i < 0.01. The first M right singular vectors are kept and placed in the new matrixV ∈ R (L+1)×M , while the remaining singular values and singular vectors are discarded. Next, two matricesV 1 andV 2 are extracted fromV. The matrixV 1 ∈ R L×M is extracted from the first L rows ofV, andV 2 ∈ R L×M is extracted from the last L rows ofV. With these new matrices, the noise-tolerant matrix M is computed as
where
−1 denotes the right pseudoinverse ofV T 1 . This pseudoinverse is well defined since the columns ofV 1 are linearly independent. Note that this pseudoinverse appears on the right-hand side in the filtered case (5) whereas the inverse of A 1 appears on the left-hand-side in noise-sensitive simple method (2) . It can be shown that pre-or post-multiplyingV T 2 by the pseudoinverse V T 1 + produces matrices with the same non-zero eigenspectrum. Using the post-multiplication matrix results in a smaller M × M matrix with only the relevant M eigenvalues.
Next, the eigenvalues and left-and right-eigenvectors of the matrix M are computed
where Λ Λ Λ = diag{λ λ λ }. Once the eigenvalue decomposition of M is computed, the damping estimates are obtained using Equation (3) and compute the damping aggregate with the KS function
where α α α is a vector of the damping of the modes, α min = min(α α α) is the minimum damping, and ρ is the KS parameter that controls aggregation error.
This variant of the matrix pencil method offers two primary advantages over similar techniques, such as polynomialbased Prony methods. The first advantage is that the filtering of noise is embedded within the algorithm, whereas other similar techniques require that filtering be performed as a preprocessing step, adding complexity and compromising robustness. The second advantage of the method is that it finds the exponents using the solution of an eigenvalue problem rather than through a root-finding method for a high-order polynomial, making this variant of the matrix pencil method method faster and more robust.
III. Derivative of the Damping Estimate
To use the damping estimate developed in a Newton method or as a constraint within a gradient-based optimization problem, we must take the derivative of the estimate with respect to the input data, ∂ c/∂ŷ. The aeroelastic adjoint method will then take this derivative as input to evaluate the gradient of the damping with respect to any desired parameters. The step-by-step process for computing this derivative is outlined notionally in Algorithm 1, with specific equations for each step given in the following section.
Algorithm 1 Derivative of matrix pencil-based method
Contribution from the damping extraction (7)
Derivative of the eigenvalue decomposition of M (8)
Contribution from the pseudoinverse (9) and (10)
Derivative of the Hankel matrix construction Algorithm 2
Derivative of the interpolation to uniform samples
The method presented in Algorithm 1 is an application of the chain rule where the forward analysis process is reversed step-by-step. The first step at line 2 of Algorithm 1, evaluates the derivative of the KS function with respect to the modal damping estimates. The kth component of this derivative is
where a ∑ With this expression, the damping (3), can now be expressed as
Now, the derivative of real-valued α with respect to complex-valued λ can be taken by treating the derivatives with respect to the real part λ r and the complex part λ c separately such that
The next contribution on line 4 of Algorithm 1 comes from the eigenvalue decomposition of the matrix M. Given the left and right eigenvectors, Ψ Ψ Ψ = ψ ψ ψ 1 ψ ψ ψ 2 . . . ψ ψ ψ M and Φ Φ Φ = φ φ φ 1 φ φ φ 2 . . . φ φ φ M , that are biorthogonal, the derivative for the kth eigenvalue is
whereψ ψ ψ denotes the complex conjugate of the left eigenvector ψ ψ ψ. This derivative is complex-valued. In this context, the real and complex contributions to the derivative are ∂ λ r /∂ M and ∂ λ c /∂ M, respectively. These contributions are combined using Equation (7). 
The second step comes from the derivative of the right pseudoinverse V T 1 + with respect to matrixV T 1 . In this case, using A and A + to denoteV T 1 and its pseudoinverse, respectively, the derivative can be written as
Details on the derivative of pseudoinverse matrices are given in Golub and Pereyra [20] . we use the reverse mode approach outlined by Giles [21] . Further details can be found in the work of Papadopoulo and Lourakis [22] . Assuming that the singular values are distinct, we first evaluate a skew symmetric matrix F, whose components are F i j = (σ 2 j − σ 2 i ) −1 for i = j, and F ii = 0 along the diagonal. In addition, we define the square diagonal matrix of singular values S 1 = diag{σ 1 , σ 2 , . . . , σ L+1 }, and the matrix
, and compute the
where • denotes the Hadamard component-wise product. 
Algorithm 2 Evaluation of derivative
Finally, the sampling interpolation (4) is accounted for by multiplying the ∂ c/∂ y by the derivative of the samples, y, with respect to the full sample set,ŷ. This derivative is the interpolation matrix H, as is shown on line 10 of Algorithm 1. This final step completes the computation of the desired derivative, ∂ c/∂ŷ.
A. Derivative verification and adjoint demonstration
To demonstrate that the derivative described above is computed correctly, we take the function z(t) = 0.5e t sin(8πt) + 10e −t sin(2πt), and evaluate at the pointsŷ i = z(∆t (i − 1)) for 201 initial points, with ∆t = 3/200. We compute an interpolation to N = 150 sample points, use a KS aggregation parameter of ρ = 100, and apply the damping estimation procedures outlined above to obtain a damping aggregate value of 1.00702. Note that this value overestimates the minimum damping value of α min = 1. Next, we compute the directional derivative of the minimum damping along a randomly generated direction, pŷ. To evaluate this directional derivative by finite-difference, we compute
where h = 1 × 10 −6 . Table 2 shows a comparison between the values of the directional derivative obtained using the finite-difference method and the proposed analytic method. The derivatives match to six digits with a relative error of 7.9 × 10 −8 . Note that we were not able to use complex step approximation to verify the derivative due to the use of the SVD, and eigenvalue problem within the forward algorithm. As a second check, we compute the derivative of the damping in a spring-mass-damper system with respect to the damping factor, ζ . For this test, the governing equation takes the form
and the damping is α = ωζ . The initial conditions are set as u(0) = 1 andu(0) = 0. As a result, the derivative of the damping estimate should give dα dζ ≈ ω.
We run the simulation with ω = 16, and values of the damping factor of ζ = 0.125 and ζ = −0.125. We perform the simulation using an explicit Runge-Kutta 4-5 adaptive integrator with a target error or 10 −8 which takes 1502 time steps over a 1.5 s simulation interval for both simulations. We interpolate the data to N = 250 sample points. The results of the computation of these gradients are shown in Table 3 . While an exact match is not expected due to the damping aggregation method, the gradient value is very close to the natural frequency, as predicted by Equation (12) .
This raises our confidence in the implementation of the derivative and also gives us a positive indication of how it will perform in conjunction with the adjoint method. 
IV. Flutter Identification Demonstration
In this section, we demonstrate the matrix pencil method by finding a portion of the flutter boundary for a pitchplunge aeroelastic model of the NACA 64A010 airfoil [23, 24] for Mach numbers between 0.7 and 0.9. The parameters selected for this study correspond to the aeroelastic model first studied by Isogai [23] , and subsequently examined numerically by several authors [25, 26, 27, 28] .
The flutter boundary is located by solving a series of constrained optimization problems, at fixed Mach number, where the objective is to minimize free stream velocity subject to an equality constraint that the aeroelastic damping predicted by the matrix pencil method must equal zero. In this work, we solve these optimization problems using the SLSQP [29] optimizer through the pyOpt optimization interface [30] . In this study, the aeroelastic simulation and adjoint-based gradient evaluation are performed using the FUNtoFEM aeroelastic framework [11, 16] , which uses FUN3D [31] for aerodynamic simulation and includes a time-dependent aeroelastic adjoint implementation [32] . 
is held fixed at a value of ∆t * = 0.1, throughout all computations, where b is the aerodynamic semi-chord, and a ∞ The structural model consists of a two degree-of-freedom system, illustrated in Figure 2 , with a translational plunge spring and a rotational spring attached at the elastic axis. As formulated in Bisplinghoff et al. [34] , the structure is governed by the following system of equations
where m is the mass per unit span, S α is the static unbalance, I α is the sectional moment of inertia about the elastic axis, h is the plunge, α is the angle of attack or pitch in radians, L is the sectional lift, and M y is the sectional moment about the elastic axis. In this work, the structural governing equations are integrated forward in time using a Newmark-beta method [35, Ch.9 pg. 780] .
The values of the structural model parameters shown in Table 4 are taken from the non-dimensional parameters and natural frequencies used by Isogai [23] . The non-dimensional mass ratio is computed as
and the radius of gyration, r α , is given as
which take values of µ = 60, and r 2 α = 3.48, respectively. Additionally, the non-dimensional flutter speed index is defined as
where U ∞ is the onset velocity.
Within the flutter identification optimization problem, the speed index (15) is treated as the design variable. All other properties of the structural model and the non-dimensionalized properties of the aerodynamic flow are held fixed. Therefore, as the speed index is varied by the optimizer, the dynamic pressure and the physical time step must be adjusted to keep the non-dimensionalized time step (13) fixed. Since the structural governing equations are integrated in physical units, the structural time step is treated as a design-dependent parameter within the simulation and differentiated within the adjoint method.
In each simulation, the aerodynamic initial conditions are set to uniform free stream. For the structural model, the plunge is initially held fixed and the pitch motion is forced at 100 rad/s with an amplitude of 1 • for one period of forcing. After this initial forced motion, the structural degrees of freedom are released and driven by the governing equations (14) . To estimate the aeroelastic damping, the matrix pencil method is applied to the final 1000 steps of the time history of the pitch angle. The pitch time history is down sampled to N = 250 time samples using (4) solution with positive damping, while in the M = 0.875 case, the method converges from an unstable solution with negative damping. These results also demonstrate that relatively short time intervals can be used to obtain a good damping estimate.
V. Conclusions
This study presented a matrix pencil method for evaluating the damping in unsteady aeroelastic simulations. In the proposed method, the matrix pencil method is used to extract the damping from a Prony series and a critical damping estimate is obtained via KS aggregation, providing a conservative bound on the minimum damping. Finite-difference comparisons were used to verify the derivative implementation, since the SVD and eigenproblem solution techniques within the method are incompatible with regular complex-step verification procedures. As a final demonstration, the matrix pencil method was used to identify the flutter boundary of the NACA 64A010 benchmark aeroelastic test case, giving good agreement with established results.
