Abstract-Tbe object of study of this paper b the class of hybrid systems consisting of so-called Linear cnmplementarity (LC) systems, that received a lot of attention recently and has strong connections to piecewise ffine (PWA) systems. In addition to PWA systems, some of the linear or ffine submodels of the LC systems can 'live' at lower-dimensional subspaces and re-initialhations of the state variable at mode changes is possible. For LC systems we study the stability and controllability problem. Although these problems received for various classes of hybrid systems ample attention, necessary and sufficient conditions, wbicb are explicit and easily verifiable, are hardly found in the literature. For LC systems with two modes and a state diinension of two such conditions are presented.
I. INTRODUCTION
In this paper we study stability and controllability for the linear Complementarity class of hybrid dynamical systems. Linear complementarity systems are composed of linear time-invariant systems in which the usual input and output variables are constrained by complementarity conditions. Complementarity conditions are given by a particular set of equalities and inequalities, which are related to the wellknown relations between .the constraint variables and Lagrange multipliers in the Karusb-Kuhn-Tucker conditions for optimality, the voltage-current relationship of ideal diodes, etc. Moreover, strong links exist to piecewise linear and affine systems [I], [Z] , [3] and other classes of hybrid models l i e min-max-plus-scaling systems [4] and mixed logic dynamic systems [5] . Other applications of this framework include mechanical systems subject to unilateral constraints, constrained optimal control problems, variable structure systems, systems with saturation, dead zones or Coulomb friction, projected dynamical systems, relay systems and so on (see [6] for an overview). In view of this wide range of applications, it seems worthwhile to study stability and controllability issues for linear complementarity systems as they form one of the fundamental issues in control and systems theory. However, due to the hybrid nature of the system, these issues are far from being trivial as was pointed out in 171, where it is shown that for simple classes of hybrid systems these questions turn out to be undecidable or computationally intractable.
For switched systems the stability issue has received considerable attention (see 181 for an overview). The main lines of research deal with the case where we have arbitrary switching and one aims at finding a common Lyapunov function for all dynamics. In case of switched linear systems for which we have commuting vector fields (or other conditions on the Lie algebras generated by the matrices defining the linear vector fields), these conditions are explicit [9] . However in the case one is dealing with linear complementarity systems, which are linked to piecewise linear systems (even with certain linear dynamics 'living' at lowerdimensional subspaces), the switching is state-dependent and hence, of a particular form. The approaches above only provide conservative sufficient conditions for stability. For given state-dependent switcbings, the literature provides mainly approaches based for the search of suitable Lyapunov functions, where conservatism is reduced by looking for more general forms of Lyapunov functions (e.g. piecewise quadratic types [lo] , [ll], multiple Lyapunov functions 1121, etc.) and applying the S-procedure. One obtains then implicit tests for the system in the form of feasibility of certain sets of linear matrix inequalities. In this paper we aim at providing explicit necessary and sufficient conditions, that are straightforward to check for bimodal (i.e. consisting of two discrete modes) planar linear complementarity systems (including the case where one of the dynamics is active on a lower-dimensional subspace, which is usually not considered in the piecewise linear case).
Also for controllability similar remarks can be made. Controllability of switched linear systems has received considerable attention, if one has to design the switching sequence (see e.g. [13] , [14] and the references therein) or for discretetime piecewise affine systems [15] , where mixed-integer feasibility problems (for finite time controllability) have to be solved to verify the controllability of such systems. Other approaches are used in 1161, [17], but they do not come up with easily verifiable and explicit conditions. As in the case of stability, we will provide such necessary and sufficient conditions for a subclass of linear complementarity systems.
The following notational conventions will be in force. The symbol R denotes the real numbers, C complex numbers. All vector inequalities must be understood componentwise. The notation x + o for an n-lector x means that either x = o or zj = 0 for 1 < j Q i and xi > 0 where 1 Q i Q n-1.
Let A E XnX" be a matrix of the elements of the set X. We write Aij for the (i,j)th element of A. The transpose of A is denoted by AT. For the vectors x and y, we write x I y if x T y = 0. Given two matrices A E X".
and B E X n b x m , the matrix obtained by stacking A over B is denoted by col (A,B) . The symbol .Ce',oc(W+,Wn) stands for all n-tuples of Lebesgue measurable locally square-integrable functions that are defined on W , .
LINEAR COMPLEMENTARITY SYSTEMS
In this paper, we are interested in the linear complementarity systems (LCSs) of the form such that the equations (1) hold almost everywhere. For detailed treatment of the wellposedness of LCSs with extemal inputs, we refer to [18] .
The complementarity conditions (lc) imply that either z or tu is zero at (almost) each time instant. As a consequence, this gives a system with two modes, i.e. a bimodal system. To see the bimodal structure explicitly, consider first the case d > 0. Then, one can rewrite (1) as 
where P = I -e(cTe)-'cT.
STABILITY
In this section, we will he dealing with the linear complementarity systems (without extemal input a) of the form Note that (2) is replaced by
and ( where
Consider the system (5). Suppose that A has a real eigenvalue, say p. Let U be an eigenvector corresponding to this eigenvalue. We can assume that cTu > 0 without loss of generality. The state trajectory of (5) Remark III. 4 Observe that the conditions derived in Theorem II1.3 item 1 are connected to the ones obtained in [20] , where a stabilizing controller of the type max(0, F z ) was designed for a linear system with nonnegative control inputs.
As the closed-loop actually becomes a linear complementarity system, the design of the matrix F must be such that the closed-loop system satisfies the conditions above.
IV. CONTROLLABILITY
Consider the LCS (1) with n = 2, and d > 0, i.e. the piecewise linear system (2) with n = 2. We say that LCS (11) then &, given by (9) . is either nonnegative or nonpositive.
Note that if

LlLz= f T A b . f T ( A -e d -l c T ) b < O
However, this would mean that zero initial state cannot be steered to certain final states, and hence lack of controllability.
Case 2: cTb = 0 Suppose now that cTb = 0. In this case, one can take f = c. It h " out that the necessary condition of (12) is also sufficient as the following theorem states. Case 1: cTb # 0 Let f , g ER' be such that f T 6 = 0, cTg = 0, and f T g = 1.
Then, we have 
V. CONCLUSIONS
In this paper we studied the stability and conb-ollability problem for the linear complementarity class of hybrid systems with state dimension two and two modes. Easily verifiable and explicit necessary and sufficient conditions were derived for this case and some necessary conditions for the stability of higher order bimodal linear complementarity systems have been presented. Of course, it would be nice to generalize these conditions to higher order and multi-modal systems. However, a direct generalization of the proofs seems to be hard as they use a lot of insight related to the twodimensionality of state space (e.g. phase portraits, explicit computation of trajectories, etc.). It is a very interesting topic of further research to see in which directions extensions are possible. Since Pe = 0, P is of at most rank 1. So, is PA. Then, there can be only two possibilities: either P A has a zero eigenvalue and a real positive eigenvalue or it has two zero eigenvalues. In the former case, we can show that the LCS is unstable as follows. Let U be an eigenvector corresponding to the positive eigenvalue p. Then, we have PAu = pv. By pre-multiplying both sides by cT, we get cTv = 0 since p # 0 and cTP = 0. Due to the observability of (cT,A), we know that cTAu # 0. Therefore, we can assume that cTAv < 0 without loss of generality. It is easy to check that z ( t ) = exp(pt)u satisfies k = PAz, cTx(t) = 0, and cTAx(t) < 0. Positivity of p destroys stability of the LCS.
A. Proof of
In the other case, P A has only zero eigenvalues. Again, there are only two possibilities: either P A = 0, which would immediately lead to instability, or the geomeuic multiplicity of the zero eigenvalue is 1, i.e., there exist U and w such that PAu = 0 and .PAW = U . From the last equality, we get cTu = 0 and the constant trajectoiy starting from the initial state U destroys asymptotical stability. We claim that xo is an eigenvector of P A . To see this, consider any eigenvector v of P A corresponding to the real negative eigenvalue p. Then, we have P A v = pv. By premultiplying both sides by cT, we get c'v = 0 since p # 0 and cTP = 0. Therefore, cTz0 = 0 implies that xo is an eigenvector. Then, the solution of j . = P A X with x ( 0 ) = zo is z(t) = exp(pt)xo. Further, we have cTx(t) = 0 and cTAx(t) < 0. This means that there will be no more mode changes. Negativity of p implies asymptotic stability of the LCS.
m
B. Proof of Theorem IVI
Necessity of (12) has already been proved in the paragraphs preceding the statement of the theorem. The rest of the proof is inspired by [21] . To prove sufficiency, we distinguish two' cases, c' b # 0 and cTb = 0. (14) is controllable with q E Q ( . ,~, T ) for all (a,P) E W ' + ' and T > 0 where
with f2(0) = u,E2(T) = 0). (17) We even claim that controllability of (14) with q E Q(o,o,T)
for some T > 0 would suffice for controllability of (8 
I'
for Some E Q(o,o,T)}.
Basically, RT is the set of aU states which can be reached from zero at time t = T under the dynamics of (18 (18) and apply the same argumentation as above. This would show that any point can be steered to zero. Consequently, the system (18) is controllable and so is LCS (1).
Case 2: cTb = 0
Take f = c. Let g E W2 be such that cTg = 1 and bTg = 0. Suppose that the'initial state' eo E R2 is desired to be steered to the final state tF E Wz. Let <l(t) be a third order polynomial in the indeterminate t such that
