This paper studies the behavior of solutions near the explosion time to the chordal Komatu-Loewner equation for slits, motivated by the preceding studies by Bauer and Friedrich (2008) and by Chen and Fukushima (2018) . The solution to this equation represents moving slits in the upper half-plane. We show that the distance between the slits and driving function converges to zero at its explosion time. We also prove a probabilistic version of this asymptotic behavior for stochastic Komatu-Loewner evolutions under some natural assumptions.
Introduction
In the theory of conformal mappings on the complex plane, it is often useful to consider the evolution of a one-parameter family of conformal maps {g t } t≥0 or, equivalently, regions {D t } t≥0 that are domains or ranges of these maps. One of the main tools to describe such an evolution is the Loewner differential equation, from which some sharp estimates are obtained on the Taylor coefficients of univalent functions, such as Bieberbach-de Branges' theorem. See [13] or [6] for this direction. These days, this equation is well known also in probability theory, especially in the context of stochastic Loewner evolution (SLE) defined by Schramm [14] . This random process was introduced to find the scaling limits of several two-dimensional discrete random processes on lattices, and actually a lot of results have been established so far.
Basically, the Loewner equation concerns maps on simply connected planar domains, such as the unit disk D (radial case) or upper half-plane H (chordal case). However, recent studies [2, 4, 3] generalize this equation to a standard slit domain of the form D = H\ N j=1 C j , where C j , 1 ≤ j ≤ N , are mutually disjoint horizontal slits (i.e., line segments parallel to the real axis). The resulting differential equation is called the chordal Komatu-Loewner equation [2, 4] . In this case, the ranges of the conformal maps {g t } are specified in terms of moving slits {C j (t)} whose dynamics is described by the Komatu-Loewner equation for the slits [2, 3] . See Figure 1 .
Figure 1: Conformal maps and growing hulls
In the Loewner theory on simply connected domains, this slit motion does not appear. Thus, there are few results known on the behavior of the solution to the Komatu-Loewner equation for the slits. In particular, the explosion of this solution is a new obstacle of the theory. Motivated by such a background, we focus on the asymptotic behavior of the slit motion around its explosion time ζ in this paper. Assuming ζ < ∞, we observe that the distance between the slits and a moving point ξ(t) on the real axis, called the driving function below, converges to zero as t → ζ. Moreover, we prove a probabilistic version of this asymptotic behavior for stochastic Komatu-Loewner evolutions, which was introduced by Bauer and Friedrich [2] and by Chen and Fukushima [3] to generalize SLE.
In order to provide a mathematical detail and an appropriate intuition on the asymptotic behavior of the slits, we now briefly recall the concrete form of the chordal Komatu-Loewner equations.
Let us consider a typical case where F t in Figure 1 is given by the trace γ(0, t] of a simple curve γ : [0, t γ ) → D satisfying γ(0) ∈ ∂H and γ(0, t γ ) ⊂ D. Then for each t ∈ [0, t γ ), there exists a unique pair of a standard slit domain D t and conformal map g t : D \ γ(0, t] → D t with the hydrodynamic normalization g t (z) = z + a t /z + o(z −1 ) (z → ∞). The image g t (z) satisfies the chordal Komatu-Loewner equation d dt g t (z) = −πȧ t Ψ Dt (g t (z), ξ(t)), g 0 (z) = z ∈ D, (1.1)
whereȧ t stands for the t-derivative of a t . The dynamics of the range D t is also described by the Komatu-Loewner equation for the slits d dt z j (t) = −πȧ t Ψ Dt (z j (t), ξ(t)), d dt z r j (t) = −πȧ t Ψ Dt (z r j (t), ξ(t)), (1.2) where z j (t) (resp. z r j (t)) is the left (resp. right) endpoint of the j-th slit C j (t) of D t . In the equations (1.1) and (1.2), the driving function ξ(t) is given by g t (γ(t)) = lim z→γ(t) g t (z) ∈ ∂H, and the kernel Ψ Dt is the complex Poisson kernel of Brownian motion with darning (BMD) for the domain D t [4, Lemma 4.1]. If there are no slits (i.e., D = H) and if a t = 2t holds, then the equation (1.2) does not appear, and (1.1) reduces to the celebrated chordal Loewner equation
In the previous paragraph, we start at a given trace F t = γ(0, t] and then obtain the driving function ξ(t) and equations (1.1) and (1.2) . In turn, given a driving function ξ ∈ C([0, ∞); R), we consider the initial value problem of (1.1) and (1.2) . In this case, let [0, t z ) be the maximal time interval of existence of a unique solution g t (z) to (1.1) for each z ∈ D. Then it can be checked that the solutions {g t (z); z ∈ D} constitute a conformal map g t : D \ F t → D t hydrodynamically normalized, where F t is given by F t := {z ∈ D; t z ≤ t}. Though F t is not the trace of a simple curve in general, it is at least a (compact H-)hull in D as in Figure 1 . Here, a hull means a non-empty, bounded and relatively closed subset of H whose complement in H is simply connected. We call {g t } the (decreasing) Komatu-Loewner chain and {F t } the Komatu-Loewner evolution driven by ξ(t) in this article. In particular, the stochastic Loewner evolution with parameter κ > 0, abbreviated as SLE κ , is defined by putting ξ(t) = √ κB t in the Loewner equation (1.3), where B t is the one-dimensional standard Brownian motion.
In the no slit case D = H, the Loewner evolution {F t } is defined on the entire time interval [0, ∞) if so is the driving function ξ(t). However, the Komatu-Loewner evolution {F t } is not necessarily defined on [0, ∞) even if ξ(t) is defined there, because the ranges {D t } in the right-hand side of (1.1) is determined by the slit motion that solves (1.2). Thus, g t and F t are defined only up to the explosion time ζ of the solution to (1.2) . This is a major difference between the Loewner and Komatu-Loewner equations, and hence the explosion of the solution to (1.2) is the main theme of this paper as mentioned above. In particular, our interests are the following two points:
• the asymptotic behavior of the slits C j (t) of D t ,
• the relation between the asymptotic behaviors of C j (t) and of F t .
To give a natural outlook on these two questions, let us formally discuss some possibilities of finite time explosion. The first possibility is a situation where {F t } touches or swallows a certain slit C j at time ζ < ∞. Here, we say that {F t } swallows a point z ∈ H if z is not in the union t<ζ F t but in a bounded component of H \ t<ζ F t . In this case, the unbounded component of D \ t<ζ F t no longer has N boundary slits. Hence the equation (1.2) cannot have a solution representing disjoint N slits at ζ. The second one is the case where F t becomes unbounded in finite time. This situation, however, does not seem to happen if ξ(t) is defined on the entire time interval [0, ∞). Since the 'preimage' of ξ(t) by g t is, loosely speaking, the 'tip' of F t , the driving function ξ(t) should diverge if F t becomes unbounded. As a consequence, we are led to a guess that only the former case occurs when ζ < ∞ and that, if the slit C j is touched or swallowed by F t , then the corresponding slit C j (t) approaches ξ(t).
We now state our main results that are based on our observations above. Needless to say, it is difficult to verify all of these observations. However, we can prove that lim tրζ min 1≤j≤N dist(C j (t), ξ(t)) = 0 (1.4) assuming that ζ < ∞ (Theorem 3.1). We note that (1.4) immediately implies that lim tրζ ℑz j (t) = 0 for some j, which justifies the comment in [2, Theorem 4.1]. Moreover, we can establish the property (1.4) for the stochastic Komatu-Loewner evolution as well. Let us recall that, motivated by [2] , Chen and Fukushima [3] introduced SKLE α,b by the following stochastic differential equation (SDE) for the driving function:
Under mild conditions on α and b, the property (1.4) still holds almost surely for the solution to the system (1.2) and (1.5) (Theorem 3.2). These two results, Theorems 3.1 and 3.2, are the main results of this paper. In the proof of (1.4), we need to transform a Komatu-Loewner chain {g t } into a Loewner one {g 0 t }. Such a transformation method was originally established by Chen, Fukushima and Suzuki [5] and then generalized by the author [11] . See the paragraph after Theorem 2.3 in Section 2 for the background on this transformation method. In the paper [11] , a version of Carathéodory's kernel theorem, which is well known in complex analysis, was formulated and used extensively to establish the general transformation method. This kernel theorem will be used in the proof of (1.4) as well.
The rest of this paper is organized as follows: Section 2 is devoted to a short review on the previous results of [3, 11] . Section 3 is devoted to the formulation and proof of the property (1.4). We formulate (1.4) as Theorem 3.1 and its probabilistic version as Theorem 3.2 in Section 3.1. A key lemma, Lemma 3.4, is also established in the same subsection. Then we prove Theorem 3.1 through Sections 3.2, 3.3 and 3.4. The proof of Theorem 3.2 is given in Section 3.5 based on the proof of Theorem 3.1.
Preliminaries
Let A 1 , ..., A N be disjoint compact continua in H. Here, by a continuum we mean a connected closed sets in C having more than one point. We work on a domain of the form D := H\ N j=1 A j thoughout this paper. A basic fact is that, for any hull (or empty set) F ⊂ D, the canonical map f F : D \ F →D exists by [11, Proposition 2.3] . This means that f F is a conformal map onto a standard slit domainD with the hydrodynamic normalization lim z→∞ (f F (z) − z) = 0, and that the pair (f F ,D) is unique. After taking Schwarz's reflection, the canonical map f F has the Laurent expansion
The positive constant hcap D (F ) is called the half-plane capacity of F relative to D.
Another basic fact that is used later is a variant of Carathéodory's kernel theorem. For a sequence of subdomains D n of H, we define the kernel of {D n } [11, Definition 3.7] as the largest unbounded domain such that its every compact subset is included by D n for all sufficiently large n. Under the assumption that (K.1) all D n contain H ∩ ∆(0, L) for some fixed L > 0, the kernel exists uniquely. Here ∆(a, r) := {z ∈ C; |z − a| > r} for a ∈ C and r > 0. We say that {D n } converges to its kernel in the sense of kernel convergence if all subsequences of {D n } have the same kernel. We consider, on such domains D n , a sequence of univalent functions f n : D n → H such that A j in the sense of kernel convergence, where A 0 is a hull or an empty set, each A j for 1 ≤ j ≤ N is a connected compact subset whose complement in H is simply connected, and all A j 's are disjoint. Then the following are equivalent:
(i) {f n } converges to a univalent function f : D → H locally uniformly on D;
(ii) {D n } converges to a domainD in the sense of kernel convergence.
If one of these holds, thenD = f (D) and f −1 n → f −1 locally uniformly on D. Note that the locally uniform convergence of {f n } makes sense since every compact subset of D is eventually included by D n . (In [11] the abbreviation 'u.c.' is used to indicate 'uniform convergence on compacta' following [6] , but in this paper we avoid using it for the sake of readability.)
Keeping these two basic facts in mind, we proceed to the correspondence between driving functions and families of continuously growing hulls via the Komatu-Loewner equations, which was established in [3, 11] . We regard (1.2) as an ordinary differential equation (ODE) on the open subset
of R 3N as follows: For a vector s = (y 1 , . . . , y N , x 1 , . . . , x N , x r 1 , . . . , x r N ) ∈ Slit, the segment is denoted by C j (s) whose endpoints are z j := x j + iy j and z r j := x r j + iy j . We also put D(s)
are locally Lipschitz continuous on R × Slit by [3, Lemma 4.1] (see also [11, Section 2.2] ). By utilizing these notations, we can write (1.2) in the form
Let ξ(t) be a continuous function on a fixed interval [0, t 0 ) and a t be a strictly increasing and differentiable function on this interval with a 0 = 0. Since the right-hand side of (2.1) satisfies the local Lipschitz condition, there exists a unique solution s(t) with arbitrary initial value in Slit up to its explosion time ζ. The time ζ may be strictly less than t 0 . For this solution s(t), the equation (1.1) is written as
where we put Ψ s := Ψ D(s) for s ∈ Slit. For each point z in D := D(s(0)), this equation has a unique solution g t (z) up to the time
The sets F t := {z ∈ D; t z ≤ t}, t < ζ, constitute a family of growing (i.e. strictly increasing) hulls in D, and the function g t :
Section 5] for further detail. While we have seen in Section 1 that the Komatu-Loewner equations were obtained for the canonical map induced from a simple curve, we now notice that these equations should be established even if we start at a nice family of growing hulls. To explain this fact precisely, let {F t } t∈[0,t0) be a family of growing hulls in a standard slit domain D (of N slits) and g t : D \ F t → D t be the canonical map. We say that
Suppose that {F t } is continuous. Then the range {D t } is continuous in the sense of kernel convergence by [11, Lemma 4.4] . The half-plane capacity hcap D (F t ) is also continuous and strictly increasing. Hence we can take a continuous Slitvalued function . Let a t ∈ C 1 ([0, t 0 ); R) be strictly increasing with a 0 = 0 and ξ(t) ∈ C([0, t 0 ); R). The following are equivalent:
is a family of continuously growing hulls in D, its driving function is ξ(t), and hcap D (F t ) = a t .
(ii) The slits s(t) and map g t (z) solve (2.1) and (2.2) with ζ ≥ t 0 .
The condition (i) in Theorem 2.3 is stable under conformal transformation. More precisely, let V be a subdomain of D with t∈[0,t0) F t ⊂ V ,D be another slit domain of a possibly different number of slits, and h be a univalent function from V intoD. By [11, Theorem 4.8] , the family of the images {h(F t )} t∈[0,t0) by h is again a family of continuously growing hulls inD. Letg t be the canonical map for h(F t ) and h t :
The case whereD = H was examined in [5] to reduce the analysis of SKLE to that of SLE. After that, the general case was proven in [11] to give a full comprehension of the locality of SKLE √ 6,−bBMD [11, Theorem 4.9] and to investigate the existing SLE-type processes on multiply connected domains via the Komatu-Loewner equations.
The study [12] on the relation between SKLE α,β and the Laplacian-b motion [10] illustrates the latter motivation well.
Finally, we note that all the results summarized in this section are also the case for the chordal Loewner equation on H by defining Ψ H (z, ξ 0 ) = π −1 (z − ξ 0 ) −1 except that we do not need to consider the equation for the slits.
is always positive because K * D is the Poisson kernel of BMD. Hence both (2.1) and (2.2) yield downward flows, and the hull F t consists of the points z whose images g t (z) eventually reach the point ξ(t) on ∂H. The flow of g t (z) and the continuity of ξ(t) thus strongly affect the shape of F t . As for the chordal Loewner equation in H, visual and detailed expositions on this relation can be found in some literature, for example, in [8, Chapter 2] . Our observations in Section 1 also comes from such a visual comprehension.
3 Main results and proof 3.1 Asymptotic behavior of the slit motion Thoughout this section, we fix a standard slit domain D of N (≥ 1) slits. The ODEs (2.1) and (2.2) under the half-plane capacity parametrization a t = 2t are written as follows:
We formulate the asymptotic behavior (1.4) in terms of the slit vector s(t). We define a function R(ξ 0 , s) on R × Slit by
This function is clearly invariant under horizontal translation, that is, R(ξ 0 , s) = R(0, s − ξ 0 ). Here, ξ 0 ∈ R 3N stands for the vector whose first N entries are zero and last 2N entries are ξ 0 . The functions b l on the right-hand side of (3.1) are also invariant under horizontal translation by [3, Eq. (3.29)]. For later use, we adopt the notation f (s) := f (0, s) when a function f on R × Slit has this invariance. We have, for example, f (ξ 0 , s) = f (s − ξ 0 ) under this notation. The main result in this section is now stated as follows: (ii) The inequality ζ ≥ 2y 2 0 holds almost surely, where y 0 := min 1≤l≤N s int l . We shall discuss a non-trivial example that satisfies the assumptions of Theorem 3.2 in the forthcoming paper [12] . where D stands for the unit disk centered at the origin.
Recall from [11, Section 2.1] that the function 
Now assume that R(s) = R(0, s) > r for some r > 0. Since T (z) := −1/z is a linear fractional transformation that maps 0 to ∞ and ∞ to 0, the function h(z) := (πr) −1 (T • Ψ s )(rz, 0) is univalent on D. By the expansion (3.5), we have
which yields h ∈ S. Thus we can apply Bieberbach's theorem (see [ 
In particular, for the endpoints z j and z r j of the slit C j (s), we get Theorems 3.1 (ii) and 3.2 (ii) easily follow from the estimate (3.8) in the above proof. We prove only the former here, since the latter is obtained in a quite similar way.
Proof of Theorem 3.1 (ii). By (3.8) we have
.
We thus see from (3.1) and the definition of b l that none of the s l (t)'s goes to zero before Y (t) goes to zero, where Y (t) is the solution to the ODE
It is easy to check that Y (t) satisfies t = 2(y 2 0 − Y (t) 2 ). Hence Theorem 3.1 (ii) follows by letting Y (t) → 0.
Outline of the proof of Theorem 3.1 (i)
Suppose that ξ ∈ C([0, ∞); R) and s int ∈ Slit with D(s int ) = D are given, and let ζ denote the explosion time of the solution s(t) to (3.1) driven by ξ(t) with initial value s int . Moreover we suppose that ζ is finite. Proof. Suppose that (3.9) holds but lim sup tրζ R(ξ(t), s(t)) ≥ 5r for some r > 0. There are then two increasing sequences {t n } ∞ n=1 and {t ′ n } ∞ n=1 both converging to ζ such that R(ξ(t n ), s(t n )) > 4r and R(ξ(t ′ n ), s(t ′ n )) ≤ r. Taking their subsequences if necessary, we may and do assume t n < t ′ n < t n+1 for n ∈ N without loss of generality. By this assumption lim n→∞ (t ′ n − t n ) = ζ − ζ = 0, but, in fact, we can show inf n |t ′ n − t n | > 0 as follows: Let 
Since the right-hand side is independent of n, we have inf n |t ′ n − t n | > 0, which contradicts lim n→∞ (t ′ n − t n ) = 0.
The proof of (3.9) is rather complicated. We assume to the contrary that inf t<ζ R(ξ(t), s(t)) > r (3.10)
holds for some r > 0. 
Hence the right-hand side of (3.1) is integrable in t over the interval [0, ζ).
By Proposition 3.6, the range D t := D(s(t)) converges to a domain D ζ as t ր ζ in the sense of kernel convergence, and the limit domain D ζ is of the form H \ N j=1 C j,ζ , where C j,ζ denotes the j-th 'slit' corresponding to s(ζ). The segment C j,ζ may degenerate to a point or be a subset of ∂H for some j. Our goal is to show that actually s(ζ) ∈ Slit, a contradiction to our assumption that ζ is the explosion time of the solution s(t) to the ODE (3.1) on Slit.
For this purpose, we extend the associated Komatu-Loewner evolution {F t } t<ζ driven by ξ(t) in D continuously beyond ζ by regarding it as a Loewner evolution in H by means of [11, Theorem 4.8] . Let ι : D ֒→ H be the inclusion map and g 0 t : H \ F t → H be the canonical map for F t in H. We define (by Schwarz's reflection)
As explained in Section 2, [5, Theorem 2.6] or [11, Theorem 4.8] implies that {F t } t<ζ is produced by a generalized chordal Loewner equation
In other words, its half-plane capacity and driving function in H are given by
ι ′ s (ξ(s)) 2 ds and U (t) := ι t (ξ(t)), (3.12) respectively. The following three assertions hold under the assumption (3.10):
There exist an open interval J and constants t 1 ∈ (0, ζ) and
Corollary 3.8. The monotone limit a 0 ζ− := lim tրζ a 0 t is finite.
Proposition 3.9. The driving function U (t) converges as t ր ζ. We now puť Proof. For t ∈ [0, ζ), we set h 1 t (z) := (rι ′ t (ξ(t))) −1 (ι t (rz + ξ(t)) − ι t (ξ(t))) . Proof. We consider the two families of domainš
We have seen just after Proposition 3.6 that the former family converges to D ζ as t րζ in the sense of kernel convergence. The latter one also converges toĎ 0 ζ at the same time by Theorem 2.2, sinceǧ 0 t →ǧ 0 ζ locally uniformly on H \Fζ. By Theorem 2.2 again, there exists a conformal map ι −1 ζ :Ď 0 ζ → D ζ , which proves the proposition due to Proposition 3.10.
The claim of Proposition 3.11 is equivalent to s(ζ) ∈ Slit, as was to be proven.
Proof of Proposition 3.7
The aim of this subsection is to prove Proposition 3.7 under the assumption (3.10). By Proposition 3.6, there is a constant L > 0 so that ξ([0, ζ]) ∪ t∈[0,ζ] N j=1 C j,t ⊂ B(0, L), where C j,t := C j (s(t)). Since the conformal map ι t is the composite of three maps hydrodynamically normalized, it satisfies
for some constant c t . We define a normalized function f t on D * := ∆(0, 1) by f t (z) := L −1 ι t (Lz). The function f t is an element of the set
Hence we have C \ f t (D * ) ⊂ B(0, 2) by [11, Lemma 3.5] . In terms of ι t , this means that
If D t had no slits, then the boundedness of ι ′ t (ξ(t)) would follow from (3.14) combined with elementary tools in complex analysis such as Schwarz's lemma. These tools, however, do not work on multiply connected domains. For this reason, we employ the boundary Harnack principle instead: be an open set, K be a compact subset of V , and z 0 ∈ G. Then there exists a constant A > 1 such that, for any two harmonic functions h 1 and h 2 on G taking value zero on V ∩ ∂G, it holds that
We shall apply this proposition to the harmonic functions h 1 (z) = ℑι t (z) and h 2 (z) = ℑz. The sets G, V , K and point z 0 in the assumption are chosen as follows (see Figure 2 For this set V and an arbitrary fixed point z 0 ∈ D with ℑz 0 ≥ 6L, we can take a bounded domain G ⊂ D with smooth boundary so that
Now we apply Proposition 3.12 to h 1 and h 2 with G, V , K := O and z 0 chosen in this way to obtain
15)
for a constant A > 1 independent of z and t.
On the other hand, we can observe from (3.14) that
Here, Z H is an absorbing Brownian motion in H, σ Ct is the hitting time of Z H to C t := N j=1 C j,t , and E H z0 stands for the expectation with respect to Z H starting at z 0 . Hence we have
Since the function ι t is defined across ∂H by Schwarz's reflection, it is easily checked that lim z→ξ0 ℑι t (z)/ℑz = ι ′ t (ξ 0 ) for ξ 0 ∈ ∂H. Thus by taking the limit as z goes to ξ 0 ∈ J in (3.17), we have
which proves Proposition 3.7.
Proof of Proposition 3.9
The aim of this subsection is to prove Proposition 3.9 under the assumption (3.10). To this end, we approximate the continuous function ξ by
hold for ε ∈ (0, r/2). Here, the constant t 1 and interval J are those in Proposition 3.7.
Lemma 3.13. ι t (ξ ε (t)) converges as t ր ζ for each fixed ε ∈ (0, r/2).
Proof. ι t (ξ ε (t)) is represented as 
Thus it suffices to prove that sup s∈[t1,ζ) |(∂ s ι s )(ξ ε (s))| < ∞ in order to establish the lemma. We begin with the computation of ∂ t ι t (z) for z ∈ D. By the definition of ι t and H s(t) , we havė
We denote the first two terms in (3.18) by Θ t (z). Since ι t is holomorphic on the disk B(ξ(t), r), so is Θ t on the punctured disk B(ξ(t), r) \ {ξ(t)}. In fact, ξ(t) is a removable singularity of Θ t because
by [9, Proposition 4.40] . Consequently, the expression (3.18) is valid for all z ∈ D ∪ ΠD ∪ ∂H.
We now give a closer look at Θ t (z). Since the function 2h 1 t (z/2) with h 1 t defined by (3.13) belongs to S, we have
by Proposition 3.7 and Koebe's one-quarter theorem (3.6) . Moreover, we utilize the distortion theorem (see [6, Theorem 14.7 .9 (a)] or [13, Theorem 1.6 (11)]):
(3.20)
The inequality (3.20) with f = h 1 t and Proposition 3.7 yield, for z ∈ B(ξ(t), r) and t ∈ [t 1 , ζ), Hence it holds that sup
It remains to estimate (∂ s ι s )(ξ ε (s))−Θ s (ξ ε (s)) = 2πι s (ξ ε (s))H s(s) (ξ ε (s), ξ(s)). By (3.7) and (3.10), we have
for z ∈ ∂B(ξ(t), r) and t ∈ [0, ζ). By the maximal value principle for H s(t) (·, ξ(t)), we obtain sup
. Recall that sup t∈[t1,ζ] |ξ(t) − ξ ε (t)| < ε is assumed at the beginning of this subsection. It holds that lim sup
by Lemma 3.13 and Proposition 3.7. By letting ε → 0 in this inequality and taking (3.22) into account, we observe that U (t) = ι t (ξ(t)) converges as t ր ζ. The proof of Proposition 3.9 and thus of Theorem 3.1 (i) is now complete.
Proof of Theorem 3.2 (i)
This subsection is devoted to the proof of Theorem 3.2 (i), which proceeds along lines similar to those in Section 3.2. Suppose that functions α ≥ 0 and b on Slit satisfy the assumption of Theorem 3.2. We denote by P w the law of the solution W t = (ξ(t), s(t)) to the SDEs (3.1) and (3.4) with initial value W 0 = w ∈ R × Slit. We write P w int simply as P. As mentioned in Chapter IV, Section 6 of [7] , the solution W = (W t , P w ) becomes a diffusion process on the state space (R × Slit) ∞ := (R × Slit) ∪ {w ∞ }, where w ∞ is the cemetery, with respect to the augmented filtration (F t ) t≥0 of the Brownian motion (B t ) t≥0 in (3.4). We denote the life time of W by ζ. (This is a slight abuse of notation, but there should be no risk of confusion.)
We define an operator Λ r :
Using this operator, we define a process W r t = (ξ r (t), s r (t)) by
The functions Λ r α and Λ r b are bounded by Condition (B). Hence (W r t ) t≥0 is a continuous semimartingale whose local martingale part is a square-integrable martingale. Let τ r := inf{t > 0; W t = w ∞ or R(W t ) < r}. Proposition 3.14. For any starting point w ∈ R × Slit and r ∈ (0, R(w)), it holds that W t = W r t for all t ∈ [0, τ r ) P w -almost surely. In particular, W t converges in R × Slit as t ր τ r P w -almost everywhere on {τ r < ∞}.
Proof. Since α(W t ) = Λ r α(W t ) and b(W t ) = Λ r b(W t ) hold for t < τ r , the conclusion follows from [7, Proposition II.2.2 (iv)] and the localization by an appropriate sequence of stopping times.
For r > 0, we define stopping times {τ r,n } ∞ n=0 , {τ ′ r,n } ∞ n=0 and {σ r,n } ∞ n=0 recursively by τ ′ r,0 := 0 and τ r,n := inf{t > τ ′ r,n ; W t = w ∞ or R(W t ) < r}, σ r,n := inf{t > τ ′ r,n ; W t = w ∞ or |ξ(t) − ξ(τ ′ r,n )| ≥ r}, τ ′ r,n+1 := inf{t > τ r,n ; W t = w ∞ or R(W t ) ≥ 4r}, and events E r and E r,n , n = 1, 2, . . ., by
E r,n := E r ∩ {σ r,n < τ r,n }.
Here we adopt the convention that inf ∅ := ∞. By definition, we have τ r,0 = τ r and τ ′ r,n (ω) < τ r,n (ω) < τ ′ r,n+1 (ω) < ζ(ω) < 1/r for all ω ∈ E r and n ∈ N. Lemma 3.15. It holds that E r = lim inf n E r,n = lim sup n E r,n .
Proof. Assume that there are a sample ω ∈ E r and an increasing sequence {n k (ω)} ∞ k=1 of natural numbers such that σ r,n k (ω) (ω) ≥ τ r,n k (ω) (ω) holds for all k. It follows from definition that τ r,n k (ω) (ω) − τ ′ r,n k (ω) (ω) ≥ r/M , where M is the constant in the proof of Proposition 3.5. By this inequality, however, we have
(τ r,n k (ω) (ω) − τ ′ r,n k (ω) (ω)) = ∞, a contradiction. Therefore, it holds that E r ⊂ lim inf n E r,n . Since it is obvious that lim inf n E r,n ⊂ lim sup n E r,n ⊂ E r , the lemma follows. Proof. We fix an arbitrary r ∈ (0, R(w int )). It follows from the strong Markov property of W that r 2 P (E r,n ) = E (ξ(σ r,n ) − ξ(τ ′ r,n )) 2 1 Er,n ≤ E (ξ(σ r,n ) − ξ(τ ′ r,n )) 2 It follows from the first Borel-Cantelli lemma that P (lim sup n E r,n ) = 0, which implies P (E r ) = 0 by Lemma 3.15. Since E = k E 1/k holds, we obtain P (E) = 0.
By Proposition 3.16, we can establish Theorem 3.2 (i) if we prove that the event
is a P-null set. To do this, we denote by {F t } t<ζ the SKLE α,b driven by ξ(t) and take over the notations in Section 3.2 such as g 0 t , ι t and so on. The relation (3.12) is vaild also in this case. For a moment, we fix a constant r ∈ (0, R(w int )). Proof. For P-a.a. ω ∈ {ζ = τ r < ∞}, it holds that inf t<ζ(ω) R(W t (ω)) ≥ r. Hence the conclusion follows from Propositions 3.14 and 3.7. For ω ∈ {τ r < ζ}, the conclusion is trivial.
Corollary 3.18. The monotone limit a 0 τr− := lim tրτr a 0 t is finite P-almost everywhere on {τ r < ∞}.
Proposition 3.19. The process U (t) = ι t (ξ(t)) converges as t ր τ r P-almost everywhere on {τ r < ∞}.
Proof. While this proposition follows from Proposition 3.9, we can give a shorter proof in this case by using Itô's formula. By [5, Theorem 2.8] or [11, Eq. 
