Developmental genetic analyses were conducted on Extraversion (E) and Neuroticism (N) scale scores from nearly 15,000 male and female Finnish twins, ages 18-53 at baseline, who were tested on 2 occasions, 6 years apart. Significant genetic effects on both traits were found, at all ages, in men and women, on each measurement occasion. For E, heritability was invariant across sex but decreased from late adolescence to the late 20s, with a smaller additional decrease at about 50 years of age. Heritabiiity for N also decreased from late adolescence to late 20s and remained stable thereafter. For all ages after the early 20s, heritability of N was significantly higher among women. Means for E and N were sex-dependent and, apparently, influenced by cohort and time of assessment, as well as by age. There was little evidence of new genetic contributions to individual differences after age 30; in contrast, significant new environmental effects emerged at every age.
Thus, twin studies of Extraversion and Neuroticism, the largest twin studies in the behavior-genetic literature, affirmatively answer the basic question: Do genes contribute to individual variation in personality? But more important questions remain, and this study addresses several: Does the genetic contribution to Extraversion and Neuroticism vary across ages of adulthood? Do genes contribute to consistency and change in Extraversion and Neuroticism during adult development? If so, what is the relative magnitude of genetic contributions to age-to-age consistency? Is the genetic contribution to age-to-age stability modulated by age? By gender? Is the genetic stability different for Extraversion than for Neuroticism?
Despite many twin studies of Extraversion and Neuroticism, few have investigated age-related changes in genetic and environmental effects. Eaves et al. (1989) reanalyzed Swedish twin data reported by Floderus-Myrhed, Pedersen, and Rasmuson (1980) , to evaluate heterogeneity of genetic effects on Extraversion and Neuroticism for three age cohorts; genetic variance for both traits was highest in the youngest twin pairs. In a longitudinal follow-up (average interval 10 years) of twins who were late adolescents or young adults at baseline, McGue, Bacon, and Lykken (1993) assessed age modulation of genetic effects on the Multidimensional Personality Questionnaire (MPQ) and found a consistent tendency for heritabilities to be greater at baseline, when the twins were younger.
Information on gender differences in genetic effects on personality is also very limited, in part because large samples are necessary to establish such effects. In their reanalysis of the Floderus-Myrhed et al. (1980) data from the Swedish Twin Registry, Eaves et al. (1989) found evidence for greater genetic contributions to Extraversion and Neuroticism for female subjects. Similarly, Martin and Jardine (1986) reported significantly higher neuroticism heritability for women, but no significant genetic gender modulation for Extraversion. Thus, there may be gender differences in genetic effects on personality, particularly for Neuroticism.
Many studies have established the relative stability of individual differences in Extraversion and Neuroticism in adulthood 722 (McCrae & Costa, 1990) . Far less is known about age-related changes in stability, although some evidence suggests greater stability among older age cohorts (Finn, 1986) . Finally, very little is known about the age-to-age stability of genetic and environmental effects on personality throughout adulthood. Genes are often thought of as static influences that remain stable throughout life, but there may, in fact, be substantial changes in genetic effects over time. Age-specific genetic variation has been clearly identified during childhood (Cardon, Fulker, DeFries, & Plomin, 1992) , but new genetic variance may emerge at any point in the life span. With genetically informative longitudinal data, it is possible to estimate the stability of genetic and environmental effects, as reflected in the genetic (r g ) and environmental (r e ) correlations across time. Genetic contributions to age-to-age stability are a function of both heritability (proportion of variance explained by genetic variation at any time in development) and r g (the genetic correlation across periods of development). Stable genetic effects can contribute little to stability if heritabilities are low; conversely, if genetic stability is low, genes can contribute little to phenotypic stability, even when heritabilities are high. Thus, estimation of r g and r e allows us to evaluate the extent to which observed phenotypic stability is determined by genetic and environmental effects. Despite the obvious interest and potential importance of such analyses, there is, to our knowledge, only one report on environmental and genetic stabilities for adult personality, and that report is limited to young adulthood. In a longitudinal follow-up (average interval 10 years) of late adolescents and young adults, McGue et al. (1993) found significant genetic stabilities for the higher order MPQ factors of positive affectivity (.81) and negative affectivity (.72), as well as other scales in the MPQ. The magnitude of these estimates suggests that genetic effects were substantial contributors to personality consistency, but suggests, too, that new genetic variance, not present at baseline, was also contributing to personality change. Environmental stabilities were lower, suggesting that genes were the primary contributor to personality consistency during this developmental period.
As this brief review indicates, little is known about age-related changes in genetic or environmental effects on personality, or about age-related change in the stability of genetic and environmental effects. In part, this is because the identification of age-related effects is no simple task. Measures taken to evaluate age effects will always be subject to age effects, birth cohort (generational) effects, and time of assessment (period) effects. Most studies investigating age effects in personality have used crosssectional designs. Cross-sectional studies confound age and cohort effects, such that observed differences may be due to true developmental effects or to differences in the historical periods within which each cohort lived. Schaie and Willis (1991) recently demonstrated how easily cohort effects on personality can be mistaken for age effects when researchers rely on crosssectional designs. Longitudinal studies, which follow a cohort through time, offer an informative alternative. However, singlecohort longitudinal studies require a lifetime to provide data on life-span development, and they have the disadvantage of confounding age effects with effects of time of assessment.
A variety of more sophisticated developmental designs have been proposed to facilitate differentiating age effects from other influences on stability and change (Schaie & Hertzog, 1982) .
One of these is the cross-sequential design, in which multiple cohorts, differing in age at baseline, are assessed during two or more time points. Because multiple age cohorts provide a starting place, longitudinal change can be observed over a much larger age range, without waiting for a single cohort to progress through the life span. More importantly, subjects can be matched on any one of the age, cohort, and time variables while leaving them free to vary on the others. The cross-sequential design is not without its own disadvantages (e.g., long-term "sleeper" effects of early conditions cannot be identified because of the short follow-up), and no practical developmental model provides a perfect solution. Age, cohort, and time are always confounded. Each variable is a linear composite of the others (e.g., age = time -cohort), so that any effect that appears to be due to one of them can always be represented as an interaction of the other two. However, when one cross-sequential effect provides a simple and theoretically coherent explanation of data and the alternative is an improbable, complex interaction of the other two, there is support for the simpler model. In the absence of solutions that are both perfect and practical, it is necessary to use the best design available for the data and compare results across multiple studies using multiple strategies.
In an earlier report, we analyzed genetic and environmental effects on Extraversion and Neuroticism among > 14,000 adult Finnish twins surveyed by postal questionnaire in 1981. These twins, and their 1981 survey data, are included in the present analysis. The Finnish Twin Cohort had also been surveyed 6 years earlier, in 1975, with a questionnaire that included the same measures of Extraversion and Neuroticism. We now report results of longitudinal analyses of the two waves of data collection on this very large, population-based cohort of adult twins. These informative data permit us to extend earlier longitudinal twin studies of personality (Dworkin, Burke, Maher, & Gottesman, 1976 , 1977 Pogue-Geile & Rose, 1985) that, limited by small samples and brief follow-up, could demonstrate only that genes contribute to patterns of continuity and change over time. With a larger, more informative population-based twin registry, we now assess age and gender modulation of genetic and environmental influences on age-to-age stabilities over four decades of adult development.
Method

Sample
The sample consisted of 6,828 twin brothers and 8,104 twin sisters who were aged 18-53 years at the time of baseline testing in 1975. The twins are members of the (older) Finnish Twin Cohort, a populationbased twin registry compiled from the Central Population Registry of Finland (Kaprio, Sarna, Koskenvuo, & Rantasalo, 1978) . Subjects responded to a medical and psychosocial postal questionnaire in 1975 and again in 1981. Zygosity of the twin pairs was determined by a validated questionnaire assessment of perceived similarity and "confusability" by others. Zygosity of approximately 93% of the twin pairs could be classified by the questionnaire items, with an expected error rate below 2%, confirmed by polymorphic blood markers (Sarna & Kaprio, 1980) . Our ability to access updated information from the population registry, together with extremely high compliance of Finnish twins to questionnaire requests (Kaprio, Koskenvuo, Artimo, Sarna, & Rantasalo, 1979) 
Measures
A short form of the Eysenck Personality Inventory developed by Floderus (1974) and subsequently used in collaborative Swedish and Finnish twin surveys was used to assess Extraversion and Neuroticism. Internal consistency (alpha) was .73 for both the 10-item Extraversion scale and the 9-item Neuroticism scale. Behavioral correlates of the short-form Extraversion and Neuroticism scales in Swedish and Finnish samples offer evidence of their construct validity; for example, Neuroticism scores are correlated with smoking, sedentary work and leisure habits, alcohol abuse, prescribed antihypertensive medication, self-reports of impaired sleep, and self-prescribed sleeping medications (Floderus, 1974; Koskenvuo, Langinvainio, Kaprio, Rantasalo, & Sarna, 1979) .
Analyses
To evaluate the contributions of gender, age, birth cohort, and time of assessment to the pattern of observed data, we organized the sample in the form of a cross-sequential design as shown in Figure 1 . Each row of Figure 1 represents a 6-year birth cohort. Thus, the first cohort, the youngest, comprises all subjects born 1952-1957. Moving horizontally across the rows, the figure illustrates that each cohort was assessed at two time points, 1975 and 1981. The 6-year birth cohorts match the 6-year follow-up period, so that the age of each cohort at the 1981 followup is matched with the age of the next cohort at the 1975 baseline. As an illustration, the first cohort was 24-29 years of age in 1981, whereas the second cohort was 24-29 years of age in 1975. The seven resulting age groups are designated across the top of the figure. The sample was also divided by gender and zygosity (monozygotic [MZ] or dizygotic IDZ]). Thus, the basic data structure consisted of 24 groups (6 cohorts X 2 genders X 2 zygosities), each of which was assessed for Extraversion and Neuroticism at two points in time. ' For each personality trait, genetic and environmental components were simultaneously fit to the 24-group covariance structure using maximum likelihood estimation in LISREL (Joreskog & Sorbom, 1989) . For each trait, we fit a general bivariate model (Heath, Neale, Hewitt, Eaves, & Fulker, 1989; Neale & Cardon, 1992) , in which the covariance structure of baseline and follow-up measures was attributed to a combination of additive genetic effects (A), common (shared) environmental effects (C), and unshared environmental effects (E), or ACE, and relationships between baseline and follow-up measures were attributed to longitudinal covariances of the ACE effects.
For both Extraversion and Neuroticism, a standard set of five models was estimated to evaluate the cross-sequential (CS) effects of age, cohort, and time. The CS-invariant model assumed no heterogeneity of ACE effects across age, cohort, or time, and therefore constrained these parameters to be equal across the 12 (6 cohorts X 2 times) cells in Figure  1 . The CS-invariant model would be true if there were no variation in genetic or environmental effects associated with age, cohort, or time.
The CS-free model assumed complete heterogeneity of ACE effects across the 12 cells and allowed all parameters to freely differ across all cells. The age model allowed differences among age groups, but constrained estimates from age-matched subjects (subjects in the same column of Figure 1 ) to be equal. The cohort model allowed differences among birth cohorts, but constrained estimates within each cohort to be equal in 1975 and 1981. Finally, the time model allowed differences across the two occasions of assessment, but constrained the ACE estimates to be equal across cohorts.
The five models were compared by using chi-square difference tests. The goal of these comparisons was to identify the model that best represented the data. Two criteria guided evaluation of alternative models: parsimony (reflected in a small number of free parameters and a corresponding high number of degrees of freedom) and fit (reflected in a small chi-square value). When a more restrictive model (e.g., CS-invariant) is a nested submodel of a less restrictive model (e.g., CS-free), we can make a direct comparison of fit by subtracting the CS-free degrees of freedom from the CS-invariant degrees of freedom and subtracting the CS-free chi-square from the CS-invariant chi-square. The resulting difference is itself distributed as chi-square. In general, a significant ' Correlation matrices for the 96 cohort-time-gender-zygosity variable units are available from us. difference chi-square indicates that the less restrictive model (e.g., the CS-free model) is preferred, because the added constraints of the more restrictive model have resulted in a significant deterioration of fit. For instance, if constraining genetic variance to be equal at 1975 and 1981 resulted in a significant deterioration in fit, then we would choose the less restrictive model allowing 1975 and 1981 parameters to differ. If the difference chi-square is nonsignificant, the more restrictive model is preferred, because it provides a more parsimonious representation of the data without resulting in a significant deterioration in fit.
In these analyses, we always compared the CS-free and CS-invariant models first. If this test indicated that there was significant heterogeneity in the data (i.e., CS-free was preferred), we evaluated the possibility that the age, cohort, or time models, which are less restrictive than the CSinvariant model but more restrictive than the CS-free model, could provide a parsimonious compromise. For example, if birth cohort (each row of Figure 1) were the primary source of heterogeneity in ACE estimates, and if neither time of assessment nor longitudinal change in age were important, then a model that allows estimates to differ across cohorts but constrains them to be invariant across time and longitudinal change in age would provide the best fit to the data. If time of assessment (each diagonal of Figure 1 ) was the primary source of heterogeneity, then the best fitting model would allow estimates to differ across times (diagonals) but would assume invariance across cohorts and cross-sectional ages. If age (each column of Figure 1 ) was the primary source of heterogeneity, then the best fitting model would allow age differences, but would assume invariance across cohort and time for age-matched subjects. As noted above, cross-sequential designs allow only a partial decomposition of the age, cohort, and time effects. If the true model is some combination of or interaction of these factors, for instance, it will not be possible to establish the correct model through formal statistical criteria. Nonetheless, it is possible to establish which models do not fit the data, and therein lies the value of modeling.
To evaluate gender differences, we first estimated the five CS models under an assumption of gender invariance, with ACE values for men and women constrained to be equal, and then under an assumption of gender dependence, with male and female ACE values allowed to differ. Model comparisons by difference chi-square were used to identify significant gender differences. Because the older Finnish Cohort, from which the current sample was obtained, includes only same-sex twin pairs, analysis of gender dependence was limited to genetic and environmental effects common to men and women.
If there are significant differences in phenotypic variances across gender, age, cohort, or time, the unstandardized estimates of ACE components may differ even if the proportions (standardized estimates) remain invariant. For this reason, a second set of models was applied to all of the patterns of CS and gender constraints. The effect of these scalar multiple models was to constrain the standardized estimates of ACE to be equal across groups, while allowing the unstandardized estimates to differ. Results of scalar multiple models are of little intrinsic interest. However, comparing the more restrictive scalar multiple model to the less restrictive variance component model of the same type makes it possible to rule out the possibility that ACE differences are but reflections of differences in phenotypic variances.
Genetic and environmental contributions to personality stability were estimated by fitting a longitudinal correlation between genetic effects at baseline and follow-up (rg) and longitudinal correlations between environmental effects at baseline and follow-up (r c andr c ; Heath et al., 1989; Kaprio, Viken, Koskenvuo, Romanov, & Rose, 1992) . Because the current data include assessments at only two time points, estimation of stabilities must be conducted in a reduced form of the CS model. The basic unit in this reduced form is the age-cohort group (rows of Figure 1 ), so that age and cohort effects can no longer be distinguished. There is no time effect, because both times (1975 and 1981) are necessary to define one stability.
In addition to the usual genetic analysis of covariance structure, we evaluated the structure of sample means. By including sample means in model estimation, we can test the equivalence of mean scores for MZ and DZ pairs and describe mean structure across gender, age, time, and cohort. It should be noted that power to identify mean differences is considerably higher than power to detect variance differences, so that, in a sample of nearly 15,000 individuals, mean differences of no practical significance may be statistically significant.
Separately for Extraversion and Neuroticism, the first step was to evaluate which parameters were necessary in a model with free estimates across age, cohort, time, and gender. All parameters not significantly different from 0.0 or 1.0 were fixed to those values for subsequent analyses. Then, constrained analyses of variance structure were conducted, with mean structure free to vary across age, cohort, time, and gender. Constrained analyses of means were conducted, with variance structure free to vary across age, cohort, time, and gender.
Before we conducted analyses, twins' absolute intrapair differences were regressed on twin pair means to assess mean-variance relationships in the data. Linear, quadratic, and cubic regressions of pair differences on pair means were small for Extraversion (.06 to -. 10) and Neuroticism (.10 to -.03) and were not reduced by standard transformations; accordingly, we used untransformed data in all reported analyses.
Results
There was significant additive genetic variance (A) for both traits and both genders in all cohorts at both times of assessment, minimum x 2 (l) = 9.84. No shared environment effects (C) were significantly different from 0 for either trait, so we set C effects to 0.0 for the remaining analyses.
2 Of the 24 genetic stabilities, 18, which were not significantly different from 1.0, were set to unity for all remaining analyses. The scalar multiple models did not provide a good fit to the data and will not be discussed further.
3
The 6-year phenotypic correlations for Extraversion and Neuroticism, computed for all individual subjects without regard to twin status, are shown in Table 1 , which also provides the number of individual twins in each of the six cohorts.
Extroversion
The process of interpreting the first set of results is described in detail to illustrate our analyses. Once the logic of model eval-2 Given the absence of significant C effects, it would have been possible to estimate nonadditive genetic effects for each separate cohorttime-gender sample. Small nonadditive effects were present for some samples, but they were not consistent across age, cohort, time, or gender. Current versions of LISREL do not allow the types of constraints necessary for a cross-sequential analysis of highly correlated additive and nonadditive genetic parameters, and longitudinal analyses were precluded, because significant nonadditive effects were not present at both assessments for the same cohort. Accordingly, our analyses consider additive effects only. However, as in previous investigations (Eaves, Eysenck, & Martin, 1989) , nonadditive effects were present, and it should be recognized that broad heritability estimates (which include nonadditive variance) for all cohort-gender-time combinations would be larger than are the narrow heritabilities on which our analyses focus.
3 When heterogeneity in A and E effects was identified in the current analyses, the two components always changed in opposite directions. Thus, the scalar multiple models' assumption of proportional change was always incorrect. Interested readers can obtain details of the scalar multiple models from us. Considering the gender-invariant column of the CS factor, the most basic comparison is between the CS-free model, which allows the variance components to differ across any of the CS components, and the CS-invariant model, which constrains estimates to be equal across all CS components. This comparison tells us whether there is significant heterogeneity in the AE estimates across age, time, or cohort. The comparison, x 2 (22) = 78.6, p < .001, is highly significant. Thus, the invariance assumption provides parsimony (22 df), but it results in a significant, and therefore unacceptable, deterioration in fit. As a result, we reject the invariance assumption and infer heterogeneity in the AE estimates.
We next evaluate the possibility that age, cohort, or time models, which are less restrictive than the CS-invariant model but more restrictive than the CS-free model, provide a parsimonious compromise. The age model, which assumes that only age-related differences are important, provided a significantly better fit than the CS-invariant model, x 2 (12) = 46.36, indicating that there were age-related differences in the data. The nonsignificant comparison of the age and CS-free models, x 2 (10) = 17.27, indicated that, once age effects were considered, residual cohort and time effects could be constrained to zero without a significant deterioration in fit. The overall fit of the age model was excellent, x 2 (284) = 306.33, p = . 173, GFI = .98. Although both the cohort, x 2 (10) = 27.13, and the time, x 2 (2) = 19.75, models provided a better fit than the CS-invariant model, they also provided a significantly worse fit, x 2 (12) = 36.6; x 2 (20) = 43.85, than the CS-free model. These results indicate that there was significant heterogeneity associated with cohort and time, but that neither could explain all of the significant variability: Both longitudinal and cross-sectional age differences must be considered to account for variability in the AE estimates. In contrast, there were no significant residual time or cohort effects once age had been considered.
The same comparisons can be made under the gender-dependent condition, where estimates are not constrained to be equal for men and women. Under this condition, the age, cohort, and time models are all superior to the CS-invariant model, but none is superior to the CS-free model. When comparing across gender conditions, the gender-invariant age model is superior to the gender-dependent, CS-free, CS-invariant, and age models. Thus, the gender-invariant age model is the preferred representation of the data.
Heritability estimates for Age 1 (ages 18-23 years) through Age 7 (ages 54-59 years) were .52, . 45, .42, .46, .43, .41, and .41 . These estimates suggest a gradual decrease in heritability of Extraversion through the life span. Just as model fitting allowed us to identify age as the significant source of heterogeneity in the general model, we can fit more restrictive age models to evaluate the significance of individual age differences. In the case of Extraversion, a restricted model with three age-related levels and invariance within levels provided a fit no worse than the general age model, x 2 (8) = 9.97. Estimates from this model, with elements constrained to be equal underlined, were: .52, . 44, .44, .44, .44, .41, and .41 . Separate fo\\ow-up of A and E ternative with no deterioration in fit over the CS-free model, X 2 (5) = 2.73. A more restrictive age model constraining the last four ages to be equal provided a fit as good as the general age model, x 2 (3) = 7.01, /> < .1, although the comparison approached significance. Estimates across the seven ages, with elements constrained to be equal underlined, were 4. 74, 4.43, 4.26,4.16,4.16,4.16, and 4.16 . For women, the age model provided a significantly poorer fit than the CS-free model, x 2 (5) = 19.62, indicating that age effects alone could not explain the pattern of means for women. Women did show a general decrease in Extraversion associated with cross-sectional age and, in the first and last cohorts, a decrease in Extraversion associated with longitudinal increase in age. In the middle cohorts, however, the samples tended to show an increase in Extraversion between 1975 and 1981. None of the basic restricted models that can be evaluated in the current design can account for this pattern. One effect that is clear is the significant drop in mean Extraversion from the ages of 18-23 years to the ages of 24-29 years in both cross-sectional, x 2 (l) = 31.91, and longitudinal, X 2 (l)= 19.67, comparisons.
effects indicated that the decreasing heritabilities were associated with a significant increase in E from the first to the later age levels, x 2 (2) = 23.65, and a nonsignificant decrease in A across all three age levels, x 2 (2) = 5.65. Estimates of genetic and environmental stabilities for Extraversion are shown in Table 3 . For both men and women, the correlation between genetic effects at 1975 and 1981 was significantly different from 1.0 in the first cohort only. The gender difference in r g was not significant, x 2 ( 1) = 0.15. Thus, we found no evidence of significant new genetic influences on Extraversion after the age of 29 years and no evidence of gender modulation of genetic stability. There was significant heterogeneity in r e across both cohort, x 2 ( 10) = 37.08, and gender, x 2 (6) = 14.18. With the exception of lower estimates of r e in the first cohort, however, the pattern of differences in r e was not readily interpretable.
There was no significant zygosity difference in mean Extraversion, x 2 (24) = 34.59. Results of the model fitting for CS and gender contributions to mean structure of Extraversion are found in Table 2 , and means computed on subjects as individuals are found in Table 4 . Note that the AE effects were left free to vary by gender, age, cohort, and time in all of the models on means, just as means were free to vary by gender, age, cohort, and time in the variance component models. For this reason, the gender-dependent CS-free conditions are identical for the two groups of models. Modeling revealed a substantial gender difference in mean Extraversion, x 2 (12) = 110.34. Evaluation of chi-square difference tests indicated that the gender-dependent age model fit significantly better than the CS-invariant model. However, the comparison with the gender-dependent CS-free model was significant, x 2 (10) = 22.35, indicating that there were significant influences on means after age and gender were considered. None of the other models provided a reasonable fit to the data.
Because of the strong gender dependence in the mean structure, the age model was evaluated separately for men and women. In men, the age model provided a parsimonious al-
Neuroticism
Results of model fitting of genetic and environmental effects for Neuroticism are shown in Table 5 . The best fitting model was the gender-dependent age model, which was superior to both the CS-free and the CS-invariant models and provided an excellent fit to the data, X 2 (268) = 294.60, p = . 127, GFI = .97. Heritability estimates for men across the seven ages were .54, .29, .35, .35, .29, .31, and .17; follow-up of the age effects for men indicated that a restricted model specifying only two age levels of heritability (.54 for Age 1 and .31 for all other ages) fit (2) = 38.96. Separate follow-up of A and E effects indicated that there was a significant increase in E with age for both men, x 2 (l) = 31.39, and women, x 2 (l) = 14.18, and a significant decrease in A with age for both men, x 2 (l) = 32.56, and women, x 2 (0 = 7.65. Genetic and environmental stabilities for Neuroticism are shown in Table 3 . Genetic stabilities were significantly different from 1.0 only in the first, x 2 (2) = 31.37, and third, X 2 (2) = 9.71, cohorts, and the difference between men and women was not significant, x 2 (2) = 1.74. Environmental stabilities were heterogeneous across cohorts within gender, x 2 (10) = 49.24, and across gender, x 2 (6) = 12.93. As was the case for Extraversion, however, the pattern of environmental stabilities was not readily interpretable.
There was a significant zygosity difference in mean Neuroticism scores, x 2 (24) = 46.25, with the DZ mean .16 higher than the MZ mean. Although the difference is significant with this large sample, it is very small (0.06 SD) and does not indicate the presence of substantial zygosity differences. Results of model fitting for gender and CS effects on mean Neuroticism scores are shown in Table 4 . Means based on subjects treated as individuals are shown in Table 5 . Although the gender-dependent age, cohort, and time models each provided a substantial improvement over the CS-invariant models, none came close to being an acceptable alternative to the gender-dependent CS-free model. Thus, there was significant heterogeneity of means left after considering each of the CS components, and no simple model could account for the data. There were substantial gender differences, x 2 (12) = 308.20. Differences in means across the life span for men were small: The 12 estimates were all within 0.1 SD of the joint mean. For women, there was a consistent decrease in Neuroticism associated with increasing cross-sectional age and with longitudinal increase in age. In the younger cohorts, however, the decrease associated with the 6-year followup period was greater than the decrease associated with the same change in cross-sectional age. Thus, when samples were matched on age, the sample assessed in 1981 had a lower mean score.
Discussion
Our analysis provides, for the first time, a comprehensive view of genetic effects on extraversion and neuroticism through a 40-year span of adult life. For the first time in any behavior genetic study, the modulating effects of age and gender were evaluated in a cross-sequential model to allow an evaluation of competing cohort and time-related explanations for genetic and environmental heterogeneity. There was significant heritability of both traits at all ages, cohorts, and times, consistent with a broad range of previous work (Loehlin, 1992) . And, consistent also with prior investigations in which shared environmental effects are modeled but not measured (Rose, Kaprio, Williams, Viken, & Obremski, 1990) , we found no evidence of them. For Extraversion, heritabilities were gender invariant, but modeling demonstrated significant age modulation of both genetic and environmental effects for Extraversion, with no significant heterogeneity of effects, once age was considered. The best fitting model indicated a decrease in heritability from the late teens and early 20s to the late 20s and a small additional decrease after the late 40s. Separate estimates of A and E effects indicated a nonsignificant decrease in A with age and a significant increase in E from the late teens and early 20s to later ages. The increase in E may well reflect increased contributions from unshared environments, as cotwins leave a childhood home, marry, and establish separate lives. McGue et al. (1993) have reported a similar longitudinal increase in unshared environmental effects for the related construct of Positive Emotionality from the MPQ, and, as found here for Extraversion, they found that the increase in unshared environmental effects was associated with a decrease in heritability.
In univariate twin designs, effects attributed to E include both unshared environmental effects and error variance, so it is possible that our results suggesting increased E might reflect increased error of measurement. However, both the internal consistencies (Tarkkonen, Koskenvuo, Kaprio, Langinvainio, & Floderus-Myrhed, 1981 ) and the 6-year test-retest correlations of the current measures remain stable or increase with age, suggesting that increased error of measurement cannot explain the increase in E. The correlations between environmental effects at baseline and follow-up were modest, indicating that environmental effects contribute to both change and stability in individual differences in extraversion across the life span. The lowest values of r c were observed in the youngest cohort, reflecting the dramatic change in unshared environmental influences after cotwins leave home, serve in the military, and begin adult lifestyles.
In contrast to the presence of new environmental variance in each age group, there was no evidence of significant new genetic variance after the age of 30 years, and the primary longitudinal contribution of genetic effects was to maintain stability of indi-vidual differences in Extraversion. At all ages, genetic effects made the most important contribution to stable variation in Extraversion. The reduced (< 1.0) genetic stability found for the youngest cohort is consistent with the longitudinal results of McGue et al. (1993) in a young twin sample. Younger twins also exhibited reduced genetic stability in age-to-age patterns of alcohol consumption (Kaprio et al., 1992) .
Mean Extraversion scores were gender-dependent, with higher Extraversion observed among men. A simple age model provided a satisfactory explanation of heterogeneity of means only for men, who showed a substantial decrease in Extraversion from late teens to late 20s and a more gradual decrease thereafter. Women showed a significant decrease of similar magnitude from late teens to late 20s and inconsistent changes in later years. For both men and women, mean changes after age 30 were quite small. A similar pattern of mean changes for Extraversion and Neuroticism has been reported for singleton Finnish adults, who were administered a Finnish translation of the Eysenck Personality Questionnaire (Haapasalo, 1990) .
Genetic and environmental effects on Neuroticism scores were age modulated and gender dependent. Heritability for Neuroticism scores dropped from the first age to all later ages. The decrease in heritability with age was associated with significant decreases in A and significant increases in E for both men and women. McGue et al. (1993) reported a similar decrease in heritability with longitudinal age, associated with a decrease in genetic variance but stable E. In our analyses, the gender differences were significant only at the later ages, with lower heritabilities for men. Increased heritability for women is consistent with work by Martin and Jardine (1986) and the Eaves et al. (1989) reanalysis of the data from the Swedish Twin Cohort. That gender differences were more substantial among older twins is consistent with the data presented by Eaves et al. (1989) , although they did not explicitly test this effect, and it may explain the absence of gender differences in the Loehlin and Nichols (1976) sample, whose members were approximately the age of our younger twins.
As was found for Extraversion, correlations for Neuroticism between environmental effects at baseline and follow-up were modest, indicating that environmental effects were contributing to both stability and change in individual differences for Neuroticism. Modeling indicated that significant new genetic variance was contributing to Neuroticism as late as the age of 40 years. In general, however, genetic effects contributed to stability in individual differences rather than to change. For women, genetic effects were the primary source of age-to-age stability in Neuroticism. For older men, modest heritabilities and high genetic stabilities provided about the same contribution to phenotypic stability as did strong environmental effects coupled with modest environmental stabilities.
Mean structure for Neuroticism was also gender dependent, with higher scores for women. Neuroticism scores for men were the only measures that did not show a decrease from the first to later ages. Although there was heterogeneity of Neuroticism score means for men, the means did not follow any simple pattern, and there were no clear age effects. The pattern of means for women showed a decrease with age, but in younger cohorts, longitudinal increase in age (from 1975 to 1981) was associated with greater change in Neuroticism than cross-sectional age differences. A reasonable explanation for this pattern would combine an age-modulated decrease in Neuroticism across the life span with a secular time-related effect (e.g., public education or attitudes) that influenced younger women between baseline and follow-up. However, a combination of age and cohort effects (e.g., accelerated developmental influences in cohorts born after 1945) could also explain this pattern. Unfortunately, limitations in the current design do not allow us to make a formal comparison of these (or other) alternative models.
The results of our analyses of means and longitudinal stability are consistent with broad evidence that Extraversion and Neuroticism are relatively stable after the age of 30 years (McCrae & Costa, 1990) . Changes in sample means after the age of 30 years were small, and the substantial 6-year retest correlations reflected both stability (primarily genetic) and instability (primarily environmental) in individual differences. However, we note that the self-assessment scales we used in this research were designed to assess stable dispositions; larger age-related effects might well be found with indexes designed to assess characteristics that should be sensitive to developmental influences (e.g., Whitbourne, Zuschlag, Elliot, & Waterman, 1992) . Large-sample longitudinal twin studies and emerging analytic techniques (Williams, Viken, & Rose, 1992) offer robust methods for pursuing developmental issues in adult personality, and we anticipate that this report will be followed by many more.
