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Abstract
Epidemiological data are often characterized by a spatial and/or temporal structure.
To adequately account for spatial and temporal dependence in these data, there are
point-based and area-based spatial and spatio-temporal models in the literature.
However, there is a lack of knowledge about the impact of modelling at different
spatial scales, temporal scales, and spatial structures. This is of practical interest for
diseases such as cancer that can display high and low intensities over a geographical
region, can be subjected to a range of socio-economic and other risk factors, and
can change in spatial pattern over time with demographic and other changes. Given
the importance for epidemiologists to take into account the spatial correlation in
a disease dataset using spatial smoothing techniques, the choice of spatial and
temporal smoothness priors is an acknowledged challenge that motivates the current
research. In view of the fact that the spatial and spatio-temporal models are
hierarchical models in which inference and estimation are not trivial, the research is
conducted using Bayesian techniques to facilitate the inference.
This thesis aims to explore, assess and provide guidance on the suitability of
different spatial scales, spatial smoothness priors and temporal scales in an original
and comprehensive way. We focus on a rich and flexible class of Bayesian spatial and
spatio-temporal models. This research endeavours to fulfil the aim by addressing
the following objectives.
Firstly, we discuss and evaluate a number of spatial models and their suitability
for analysing various structures of spatial point patterns at the grid level. The study
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confirms that different models may be more appropriate for different structures of
point patterns due to their varying complexity and flexibility. Spatially complicated
datasets generally require a spatial prior with greater flexibility.
Secondly, we evaluate the impact of spatial scales and spatial smoothness priors
for various structures of point level binary data. We illustrate the importance of
repeating the spatial analyses at multiple spatial scales for a spatial dataset. It
is shown in the study that different spatial smoothness priors are applicable for
different spatial structures. The intrinsic Gaussian Markov random field (IGMRF)
prior is recommended for spatial smoothing in spatially dense and inhomogeneous
point patterns due to the spatial dependence among first-order neighbours. The
second-order random walk on a lattice prior is a reasonable choice to smooth spatially
sparse point data regardless of the level of inhomogeneity in the data. The Matérn
model is very sensitive to changing spatial scale and has great flexibility in modelling
spatially clustered point data.
Thirdly, we investigate the impact of spatial scales for various structures of
Poisson count data. Complicated spatial patterns such as inhomogeneous point
patterns and spatially clustered patterns appear to be more sensitive towards the
changing spatial scales. The study confirms the importance of repeating the spatial
analyses at multiple spatial scales in order to determine the best scale to analyse
the data.
Fourthly, we develop a spatial model for analysing point level disease data using
a geographically more relevant scale for spatial smoothing. It is found that finer grid
cells perform better than statistical local areas (SLAs) for spatially sparse data while
similar performance between fine grid cells and SLAs is observed for spatially dense
data based on the following criteria: (a) the overall goodness-of-fit of the multilevel
model and the resulting model selection using deviance information criteria and
logarithmic score; (b) the resulting posterior estimation and inference for linear
predictor and the model parameters; and (c) the identification of spatial/localized
disease risks clustering using image plots.
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Fifthly, we demonstrate the selection of an optimum temporal scale by evaluating
the impact of the choice of temporal scales for modelling individual disease outcomes.
The study shows that the model goodness-of-fit, predictive power, and precision
of estimation depend on the scale of temporal aggregation, particularly for the
non-parametric model formulation. The parametric time trend however, was less
susceptible to the changing scale compared to the non-parametric time effect.
Finally, we provide guidance on the choice of spatial scales and spatial smooth-
ness priors based on the aims of spatial smoothing for various structures of spatial
point patterns. The recommendations are as follows: If the aim of investigation is
to identify clusters, the first-order IGMRF prior is a reasonable choice as it allows
for less spatial smoothing compared to two other priors and the preferred spatial
scales are those that show some degree of clustering in the data. When the aim
is to smooth the spatial surface, either the second-order IGMRF on a lattice or
the Matérn model is recommended, depending on the desired degree of smoothing.
These two priors are ideal for the estimation of the surface of regression effect as they
impose higher level of smoothing than the first-order IGMRF prior. With respect
to this aim, spatial scales that show randomness or less clustering in the data are
preferred.
Using a rich class of Bayesian spatial and spatio-temporal models, we address
interesting and crucial issues that are relevant to the applications of spatial and
spatio-temporal modelling. The overall contribution of this research is the advance-
ment of knowledge in spatial and spatio-temporal modelling through the increased
understanding of spatial scales, smoothness priors and temporal scales in terms of
their methodology and applications. This research is of particular significance to
researchers seeking to understand and employ a range of spatial scales, smoothness
priors, and temporal scales in various disciplines.
vii
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Chapter 1
Introduction
Disease mapping has a long history (Howe, 1989) and is becoming an indispensable
tool for epidemiologists with an interest in analysing geographical variation of disease
risks. It was first used as a method of descriptive analysis for communicable
diseases to identify sources of infection and to describe rates of spread (Smans
and Esteve, 1992). Various approaches are available for the modelling of spatial
correlation or dependence across geographical units in small area studies where
data are aggregated to the area level. These include Gaussian Markov random field
or the intrinsic conditional autoregressive models (Besag et al., 1991; Knorr-Held,
2000; Rue and Held, 2005), a joint exponential distance model and bi-dimensional P-
splines (Sauleau et al., 2007), generalized additive mixed models (Brezger and Lang,
2006; Fahrmeir and Lang, 2001), and so on. Advances in Bayesian methodologies
and small area techniques have provided a solid ground for spatial and spatio-
temporal analyses to be conducted in various disciplines (Bernadinelli et al., 1997;
Bernardinelli et al., 1995a; Besag et al., 1991; Clayton and Bernardinelli, 1992;
Clayton and Kaldor, 1987; Cressie and Chan, 1989; Knorr-Held, 2000; Lawson et al.,
2000; Richardson et al., 2006; Waller et al., 1997b).
Epidemiological data are often characterized by a spatial and/or temporal struc-
ture. To adequately account for spatial and temporal dependence in these data, there
are point-based and area-based spatial and spatio-temporal models in the literature.
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However, there is a lack of knowledge about the impact of modelling at different
spatial scales, temporal scales, and spatial structures, especially for diseases such
as cancer, which can display high and low intensities over a geographical region,
can be subjected to a range of socio-economic and other risk factors, and can
change in spatial pattern over time with demographic and other changes. Given
the importance for epidemiologists to take into account the spatial correlation in
a disease dataset using spatial smoothing techniques, the choice of spatial and
temporal smoothness priors is an acknowledged challenge and motivates the current
research. In view of the fact that spatial and spatio-temporal models are hierarchical
models in which inference and estimation are not trivial, the research lies in a
Bayesian paradigm so that the hierarchical formulations can be easily developed.
In this research, Bayesian modelling approaches using point level disease data
will be developed and applied to routinely-collected health information obtained
from Queensland Cancer Registry (QCR). These Bayesian model-based, hierarchical
methods for modelling disease will advance the understanding of the suitability of
existing spatial models for various spatial patterns, as well as the choice of spatial
smoothness priors, spatial scales and temporal scales. Existing spatial and spatio-
temporal models will be applied, evaluated and developed in order to adequately
capture the complex individual level and area level demographic and socio-economic
factors associated with cancer incidence, which vary both spatially and over time.
1.1 Thesis aim and objectives
The aim of this thesis is to explore, assess and provide guidance on the suitability of
different spatial scales, spatial smoothness priors and temporal scales in an original
and comprehensive way. The thesis has a main interest in addressing spatial issues
that are pertinent to disease modelling. A rich and flexible class of Bayesian spatial
and spatio-temporal models are explored. This research endeavours to fulfil the aim
by addressing the following objectives,
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(1) To discuss and evaluate the suitability of a number of spatial models for
analysing various structures of spatial point patterns at the grid level
(2) To evaluate the impact of spatial scales and spatial smoothness priors for
various structures of point level binary data
(3) To investigate the impact of spatial scales for various structures of Poisson
count data
(4) To develop a spatial model for analysing point level disease data using grid
partitions for spatial smoothing as opposed to census regions
(5) To demonstrate the selection of an optimum temporal scale by evaluating
the impact of the choice of temporal scales for modelling individual disease
outcomes
(6) To provide guidance on the choice of spatial scales and spatial smoothness
priors based on the aims of spatial smoothing for various structures of spatial
point patterns
1.2 Case study
In 1996, Australian Health Ministers identified cancer as a National Health Priority
Area (Australian Institute of Health and Welfare, 1997). Cancer is a leading cause of
death in Australia, affecting over 100, 000 people each year (Australian Institute of
Health and Welfare, 2008, 2010). The cost of cancer to society is measured not
only by the cost of providing health services, but also by the economic burden to
the nation. The economic burden of cancer is the cost associated with expenditures
on cancer preventative screening and treatment services. Time and effort spent by
patients and their families undergoing cancer treatment, and loss of productivity
and economic activity due to cancer-related disability and premature mortality are
also deemed as costs of cancer.
According to the Australian Institute of Health and Welfare (2010), among the
Australian population, every one in two men and one in three women would have
been diagnosed with cancer before the age of 85. In 2003, cancer was responsible for
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19% of the total burden of disease in injury in Australia, with lung, colon, breast
and prostate cancers accounting for half of this burden (Begg et al., 2007). Cancer
is anticipated to remain the largest contributor to the health burden in 20 years’
time (Begg et al., 2007).
To address this significant social and financial burden of cancer in a cost-effective
manner, reliable information about current and predicted areas of high cancer risk
and cancer risk factors is necessary. Cancer incidence and survival rates vary both
spatially and temporally, and efforts to monitor and reduce cancer disparities can
benefit greatly from modelling this variation (Chen et al., 2008). The latest mod-
elling developments have focused on the inclusion of temporal variation (Richardson
et al., 2006). For example, recent advances in Bayesian modelling have allowed for
the identification of areas with stable and unstable disease rates over time. Such
models borrow information from data over time and space, then go on to associate
the resulting variability to potential explanatory variables in order to improve the
precision of inference (Abellan et al., 2008).
This research is undertaken in collaboration with the Cooperative Research
Centre for Spatial Information (CRCSI) and Cancer Council Queensland (CCQ).
This is the first study to use geo-coded cancer data in Queensland to investigate
issues associated with spatial and spatio-temporal modelling. Through the CCQ
case study, better understanding of the methodology and applications of spatial
and spatio-temporal models is developed. The project may enable health decision-
making by health service planners, clinicians, epidemiologists and industry groups
to be more accurate and effective.
1.3 Thesis outline and research contribution
This thesis is presented as a series of manuscripts that have been accepted or are
under review by peer-reviewed journals. The status of each manuscript is stated
at the beginning of its corresponding chapter as well as the contribution of all
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listed authors. As all the manuscripts involve multiple authors, I have used “we”
extensively in Chapters 3 − 8. Despite this, the pronoun “I” is applicable in most
contexts, as appropriate. “we” has been used in place of “I” throughout the thesis
for consistency. It should be noted that I am the first author of all the manuscripts
and am responsible for their synthesis and of this thesis.
Each chapter has its own brief literature review outlined in the Introduction
section. Since all the chapters in this thesis are closely related to each other in
terms of background, motivation and methods, there is necessarily some overlap
and repetition of literature, references and citations in the Introduction section
and Methods section across chapters. This is because these chapters have been
written in the format of journal articles and thus a brief review of literature and
methodology is necessary in each chapter. Specifically, some repetition may be
found in the Introduction section of Chapters 4, 5 and 6 in terms of the background
and motivation for using grid level modelling approach as well as the description
of the modifiable areal unit problem. Some other possible overlaps across chapters
include the description of the integrated nested Laplace approximation for Bayesian
computation, the spatial smoothness priors, and the simulated datasets. Despite the
unavoidable repetition across chapters, we note that each chapter addresses a unique
and significant research question. A comprehensive literature review is performed
in Chapter 2. The references in all chapters are compiled into a bibliography that
appears at the end of the thesis.
Chapter 2 comprises a literature review on methodologies for analysing various
types of spatial data, including spatial point pattern and aggregated data. An
overview of the methods available in disease mapping, namely small area studies and
individual level studies is given and methods for analysing aggregated count data
and spatial point patterns are discussed in detail. Several methods for Bayesian
computation are also detailed. We discuss issues relevant to aggregation of spatial
data including ecological fallacy and modifiable areal unit problem. Several spatial
smoothness priors that are important in modelling spatial correlation are described
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in terms of their formulations and applications. Methodologies for spatio-temporal
modelling are reviewed. Lastly, a summary is given at the end of the chapter.
Chapter 3 addresses objective (1) and is a review of methods and models for
handling areal data and point pattern datasets, with a focus on disease mapping
and intensity estimation. We provide a rigorous comparison of several strategies for
analysing point pattern data at the grid level in order to understand the advantages
and drawbacks of the existing spatial models. The model classes are log Gaussian
Cox process models, gamma moving average models, and Bayesian semiparametric
adaptive Gaussian Markov random field models. The results of a large simulation
study are presented and discussed, where these models are used to estimate the
intensity of various realizations of classical point-process models (Study 1) and real-
izations of Poisson processes with various intensity functions on a map of Queensland
(Study 2) .
The original contribution of Chapter 3 is the simulation using continuous inten-
sity functions to obtain a broad spectrum of realistic simulated data that describe
all the usual potential point pattern datasets that have arisen in various areas of
research. This research is significant in that a broad class of spatial models are
described in a repeatable and lucid way. This chapter is a review chapter intended
to provide guidance on the selection of spatial models for various structures of point
patterns based on their formulation and properties, as well as their performance
in intensity estimation. An understanding of these spatial models is important for
handling spatial data in various disciplines where grid level modelling is of interest,
such as epidemiology or disease mapping, ecology, environmental sciences, geology,
and health sciences.
In Chapter 4, objective (2) is addressed. We investigate the impact of spatial
scales and smoothing on the outcomes of modelling spatial point-based data in a
Bayesian framework. The individual disease risk is modelled using a logistic regres-
sion model with the inclusion of spatially unstructured and/or spatially structured
random effects that are modelled on regular grid cells. Three spatial smoothness
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priors are considered, specifically an intrinsic Gaussian Markov random field, a
second-order random walk on a lattice, and a Gaussian field with Matérn correlation
function. We investigate how changes in grid cell size affect model outcomes under
different spatial structures and different spatial priors. A realistic example (the
Humberside data) is analysed and a simulation study is described in this chapter.
The original contribution of Chapter 4 is to assess the sensitivity of the spatial
logistic regression model to the grid cell size and spatial prior specification in a
comprehensive way. To our knowledge, the sensitivity of this class of models to
changing spatial scale has not been previously investigated to this level of detail.
The scope of our investigation on spatial priors is similarly original and significant
in spatial statistics. This contribution is significant in and of itself.
Following the work described in Chapter 4, Chapter 5 addresses objective (3) by
evaluating the impact of varying spatial scales on the outcomes of a spatial Poisson
model for various structures of Poisson count data. A simulation study is designed
to examine how changes in grid cell size affect model goodness-of-fit. The evaluation
criteria used include the spatial correlation coefficient, the coefficient of variation of
the spatially structured effect, and the mean squared error between the observed
counts and the estimated counts.
The novelty of Chapter 5 is to assess the sensitivity of a spatial Poisson model
to changing spatial scale with respect to several patterns of Poisson count data by
inspecting the behaviour of a number of common model evaluation criteria. The
significance of the research is the demonstration of the selection of spatial scale for
Poisson count data using these criteria. The understanding of the sensitivity of the
spatial Poisson model to changing spatial scale is vital for handling spatial count
data.
Objective (4) is addressed in Chapter 6. We propose a grid-based approach for
spatial smoothing in analysing point level disease data. The area-specific random
effects are modelled using regular lattices which are far smaller than the census
regions to allow for better specification and identification of the spatial effect. We
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investigate the impact of differing definitions of geographical areas on the estimation
of individual disease risks using a multilevel model. The selection of an optimum
geographical scale is demonstrated by inspecting the predictive performance of
the estimated linear predictor and random effects, the parameter estimates, as
well as the image plots of the spatial random effects and the aggregate risk at
various geographical scales. The spatial model is applied to breast cancer data in
Queensland, Australia.
The original contribution of Chapter 6 is the proposal of an alternative approach
to area level modelling with an application to realistic disease data. The research
is significant in which a model useful for identifying more localised risk and spatial
effect is developed. Together with simulation results described in previous chapters,
the model has far-reaching applications in disease mapping and epidemiology.
To address objective (5), Chapter 7 investigates the impact of different temporal
scales for modelling individual disease outcomes via Bayesian hierarchical spatio-
temporal modelling. The selection of an optimum temporal scale is demonstrated
using various model selection criteria. Using longitudinal breast cancer data in South
East Queensland, Australia, we examine the impact of various temporal scales using
both parametric and non-parametric formulations for the temporal effects. Two
temporal smoothing priors are considered. For all models, we discuss in detail the
model fit and the precision of estimation of the fixed and random effects.
The original contribution of Chapter 7 is to investigate the sensitivity of spatio-
temporal models to changing temporal scales with an application to realistic disease
data. To our knowledge, no investigation of this scope and scale has been conducted
for spatio-temporal cancer data. We demonstrate the objective selection of the
appropriate temporal scale using a range of selection criteria. This research is of
particular significance in epidemiology where no gold standard exists and no model
sensitivity to temporal scales has been considered.
Chapter 8 addresses objective (6) by describing several spatial smoothness priors
and discussing the contexts in which these priors can be employed based on different
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aims for spatial smoothing. In the literature, two aims for spatial smoothing are
commonly considered, i.e., to identify regions with clustering, and to model spatial
dependence in the data. Our secondary objective is to provide some recommen-
dations on the choice of spatial scales for various point patterns based on the two
aims for spatial smoothing. Determining the right spatial scale is known to be a
challenge in modelling regular lattice data. The choice of grid size depends largely
on the spatial patterns as spatial data exhibit different spatial structures at different
scales of aggregation.
The novelty of Chapter 8 is in providing a framework for non-statisticians to
employ spatial scale and smoothness prior depending on the aim of investigation.
The research is original in that no similar investigation has been done to detail the
suitability of each smoothness prior based on their formulations and flexibility for a
range of canonical examples. The recommendations on the choice of spatial scales for
various point patterns is equally novel. The research is particularly significant and
useful in disease mapping, geography, ecology, and epidemiology where modelling of
spatial data is of great interest.
Chapter 9 summarises the main contributions of this thesis and provides an
overall conclusion. Possible scopes for future research are outlined.
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Chapter 2
Background and literature review
Abstract
The focus of this literature review centres around the modelling strategies imple-
mented in this thesis and relevant issues. Various approaches for modelling disease
data are available in the literature, in light of the fact that disease incidences can
be analysed as a spatial point pattern or can be aggregated to grid or area levels.
The chapter begins by providing an overview of the methods available in disease
mapping, namely small area studies and individual level studies. The review of
various modelling approaches in Section 2.1 has supported the motivation to model
spatial data at a grid level. As this research is undertaken in a Bayesian framework,
several methods for Bayesian computation are detailed in Section 2.2. In Section
2.3, we focus specifically on methodologies for analysing spatial data at the grid
level. This then motivates the development of Chapter 3 in this thesis, in which a
number of spatial models are reviewed and compared. Section 2.4 reviews and states
issues relevant to the aggregation of spatial data including ecological fallacy and
modifiable areal unit problem. Several spatial smoothness priors that are important
in modelling spatial correlation are described in terms of their formulations and
applications in Section 2.5. Spatio-temporal modelling approaches employed in this
thesis are reviewed in Section 2.6. Lastly, the chapter concludes with an outline of
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issues related to spatial and spatio-temporal modelling.
2.1 Overview
Prior to 1990, the focus of small area studies centred around maximum likelihood
estimates of relative risks under a Poisson assumption for each geographical unit
(Clayton and Kaldor, 1987). In the 1990s, the zero-inflated Poisson distribution was
proposed to model aggregated data with a high incidence of zeros (Böhning, 1998;
Lambert, 1992; Ridout et al., 1998; Ridout, 1994). More recently, Held et al. (2005)
have revealed that joint modelling approach serves as a useful and valuable extension
over individual disease analyses. Subsequently, various modelling approaches for
multivariate disease mapping in small area studies have been proposed (Alfó et al.,
2009; Downing et al., 2008; Dreassi, 2007; Greco and Trivisano, 2009; Martinez-
Beneito, 2013; Onicescu et al., 2010). Wakefield (2007) defines disease mapping as a
tool to obtain relative risk estimates for each area of interest; while spatial regression
as an approach to investigate the relationship between relative risk and potential
covariates. By controlling for confounding, the “residual” spatial distribution of risk
can be estimated, and thus, more reliable relative risk estimates will be obtained.
Bayesian hierarchical models are typically used in small area studies. These
models have been described in detail by Banerjee et al. (2004); Elliot et al. (2000) and
Lawson (2008). A comprehensive review of a number of Bayesian spatial models for
disease mapping has been done by Best et al. (2005). Bayesian hierarchical modelling
refers to a generic model building strategy that organises unobserved quantities
from a number of discrete levels (Richardson and Best, 2003). This approach
has been proven to be successful in solving various complex health-environmental,
epidemiological and biomedical problems. It provides a framework for hierarchical
structures to be incorporated into different components of the model, including
baseline risk and exposures.
Bayesian hierarchical modelling approach provides a platform for new types
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of data to be treated in a modular fashion (Richardson and Best, 2003). The
estimation of causal-effect relationship can be improved by integrating all sources
of information, via the formation of a joint model of all variables that comprehends
different modules. The joint hierarchical model quantifies all sources of uncertainty
from each ‘module’ in order to estimate parameters of interest. Hierarchical models
allow borrowing of strength across datasets, and thus result in more stable parameter
estimates. Nevertheless, the modelling framework is able to accommodate data
observed at different scales. A review of the specification of hierarchical structures
for modelling of baseline risk, exposure risk, exposure measurement error, and
various study designs in health-environment studies can be found in Richardson
and Best (2003).
The hierarchical modelling framework for aggregated data commonly seen in
disease mapping is briefly described here. Let y = (y1, . . . , yn) be the observed
incidences in each region, where yi denotes the number of cases in region i,
yi|Ei, Ri ∼ Poisson(EiRi) for i = 1, . . . , n,
log(Ri) = µ+ xTi β + ϕi,
Ei denotes the expected number of cases in region i which is calculated using the
population size and demographic characteristics of the region and Ri denotes the dis-
ease risk in region i. The disease risk in region i is modelled at the logarithmic scale
using an intercept term µ, a set of k demographic covariates xTi = (xi1, . . . , xik) and
a random effect ϕi. In a Bayesian framework, the intercept term µ and the regression
parameters β = (β1, . . . , βk) are commonly assigned Gaussian prior distributions.
The random effects ϕ are used to model spatial correlation of neighbouring regions or
overdispersion in the model and may be specified in various ways in which conditional
autoregressive (CAR) process is the most popular one.
The comparison of a range of priors for modelling spatial correlation has been
done in a number of studies. Lee (2011) describes and compares four types of models
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in the class of CAR prior distributions for modelling ϕ, namely the intrinsic model
(Besag et al., 1995, 1991; Rue and Held, 2005), the convolution model (Besag et al.,
1991), the Cressie model (Cressie, 1993; Stern and Cressie, 2000), and the Leroux
model (Leroux et al., 1999; MacNab, 2003). Amongst these models, the Leroux
model is found to be the most appealing model in terms of theoretical properties
and estimation performance. Sauleau et al. (2007) compare the intrinsic CAR prior
to a joint exponential-distance model (Ruppert et al., 2003) and a bi-dimensional P-
spline (Lang and Brezger, 2004). It is found that spatial smoothing using Bayesian
P-splines results in a more accurate model. Wall (2004) examines the correlation
structures implied by the CAR model and the simultaneously autoregressive (SAR)
model. Goicoa et al. (2012) investigate the performance of P-spline (Lee and Durbán,
2009) and the Leroux model (Leroux et al., 1999) in terms of smoothing, sensitivity,
and specificity.
Despite the popularity of area level disease models, aggregation of data increases
spatial correlation (Song et al., 2011). Other concerns raised about aggregated
data include the biases in estimates due to ecological fallacy (Selvin, 1958), loss of
information, issues of overlapping boundaries, and the artificiality of administrative
or political boundaries (Kirby, 1996; Louie and Kolaczyk, 2006). Ecological fallacy
refers to the difference between individual and group level estimates of risk measures.
In small area modelling, inferences about the nature of individuals are based solely
upon aggregate statistics collected for the group to which those individuals belong.
In general, the fallacy is committed when a correlation observed at the population
level is assumed to apply at the individual level, with some exceptions.
Despite these acknowledged problems, the history of disease mapping has shown
that point level epidemiological models have received less attention than areal data
models (Bithell, 2000). This is due in part to confidentiality issues, lack of geocoding
of disease outcomes and concerns about the impact of spatial misalignment, missing
data and other issues. Nevertheless, point level models are able to uncover local
level inequalities frequently masked by health estimates from large areas such as
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states, regions or cities (Borrell et al., 2010).
Individual level data or point pattern data can be converted to areal data by
aggregating to regional summaries. A spatial point pattern gives the locations
of events occurring in a study region, whose attributes might include presence or
absence of a disease, together with other individual characteristics (such as age,
gender, socio-economic status and so on) that are relevant to the understanding
of that disease (Gatrell and Senior, 2005). The advantage of using point level
data in disease modelling or mapping is that it avoids the possibility of ecological
bias (Robinson, 2009) or fallacy (Selvin, 1958). In general, this fallacy assumes
that individual members of a group have the average characteristics of the group
at large. However, statistics that accurately describe group characteristics do not
necessarily apply to individuals within that group. In reality, point level data are
difficult to access for reasons of confidentiality. However, modelling of point level
data has obvious advantages as it allows estimates to be adjusted for individual level
covariates, while estimating the spatial variation of disease risk (French and Wand,
2004).
In recent years, the analysis of spatial point patterns using spatial point processes
has become a developing research area in many fields of application such as image
processing, spatial epidemic theory, environmental studies, ecology, geography, as-
trophysics, fisheries and forestry. A spatial point process X is a stochastic process
that generates a set of countable events xi in the plane. A realization of such a
process is called a spatial point pattern, where it denotes a collection of points
which are irregularly distributed within a region of space (Diggle, 2003). There are
growing numbers of point pattern datasets being collected in the aforementioned
areas of research due to recent advances in geographical information systems (GIS)
and global positioning systems which enable accurate geocoding of locations of data
collected. Formulation and fitting of realistic models to point pattern data has only
become possible in the last decade. As such, the tools for modelling these datasets
are not as advanced as modelling techniques in other areas of statistics. For this
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reason, there is still plenty of work to be done in spatial point process analyses
including methodological and algorithmic developments (Baddeley, 2008).
Advances in computational statistics in recent years have shifted the focus of
spatial point process to likelihood inference for flexible parametric models, which
often depend on covariates, and are liberated from restrictive assumptions of station-
arity. These approaches have been discussed in detail in the literature (Baddeley,
2006; Diggle, 2003; Møller and Waagepetersen, 2004; Van Lieshout, 2000). One of
the primary interests in modelling a spatial point process is the estimation of the
intensity function. A parametric model is often assumed and fitted to the data
to achieve this aim (Diggle, 2003; Waagepetersen and Guan, 2009; Waagepetersen,
2007). The intensity function can alternatively be estimated non-parametrically
using kernel smoothing (Berman and Diggle, 1989; Diggle, 1985; Guan, 2008), where
the kernel weight is defined by a neighbourhood of points around a point of in-
terest. Alternative approaches in spatial point processes include likelihood-based
inference for log-linear inhomogeneous Poisson processes (Cox, 1972); random field
generalization of conjugate Poisson/gamma-models (Wolpert and Ickstadt, 1998)
and relating all spatially varying quantities to a continuous underlying random field
model (Best et al., 2000a); and extension of Ripley’s (Ripley, 1976) definition of a
reduced second moment measure, or K-function, to include a class of nonstationary
processes (Baddeley et al., 2000). Diggle (1990), Lawson (1993) and Diggle and
Rowlingson (1994) have proposed parametric point process models for individual
case data, in which the risk at a point is modelled using a continuously varying
function of distance from a source of influence.
Given the obvious advantages in modelling point pattern data using spatial
point process methods, software packages for fitting point process models are in-
creasingly common, including the spatstat package (Baddeley and Turner, 2005),
the stpp package (Gabriel et al., 2013), the splancs package (Rowlingson and
Diggle, 1993), the PtProcess package (Harte, 2010), and the ptproc package (Peng,
2003). However, concerns such as computational time and infeasibility may arise
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when dealing with complex and high-dimension datasets where they contain many
points and marks (marked point pattern). When large datasets are involved, the
covariance matrix calculation makes the computation fairly intensive or may render
the computation infeasible. Concerning this, there is now a growing interest in
modelling point pattern data at a grid level, by discretizing the study region into
regular grid cells. The point-referenced data are aggregated into lattices of various
grid cell sizes (usually regular) which are far smaller than administrative districts
and thus, more geographically accurate than areal data aggregated to geo-political
areas. In other instances, spatial data may be collected directly at the grid level
with the aid of sophisticated GIS and related software, which are also known as
pixel or raster data. Briefly speaking, a raster consists of a matrix of cells (or pixels)
organized into rows and columns (or a grid) where each cell carries some information
such as rainfall, concentration, or population density. Raster data play a vital role
in GIS as a tool for representing information on a continuous space, for instance,
satellite imagery, surface maps (e.g. landscape), and aerial photography. Raster
data are a powerful format of data for advanced spatial and statistical analysis due
to its relatively simple data structure. See Chang (2010) and Lai et al. (2008) for
details on raster data.
Modelling spatial data at the grid level has the advantage of allowing the forma-
tion of a generalized linear model (Baddeley et al., 2010). This desirable property
has seen the approach gaining popularity in the disciplines of ecology, epidemiology,
geology and social sciences. For instance, in predicting the occurrence of gold
deposits, Baddeley et al. (2010) divide the study region into pixels, record the
presence or absence of data points in a pixel, and then apply logistic regression
to the data while considering a few other predictors. Li et al. (2012b) employ a
log Gaussian Cox process to make inference about the spatial pattern of Lupus
incidence in Toronto by modelling the continuous risk surface on a fine grid and
taking into account other covariates. The analysis of grid level data based on
discretization of study region has also been explored by Beneš et al. (2005); Biggeri
et al. (2006); Hossain and Lawson (2009); Illian et al. (2012a,b); Kleinschmidt et al.
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(2007); Vanhatalo and Vehtari (2007) and Pati et al. (2011).
In addition, the analysis of spatial data at the grid level allows the covariance
structure to be approximated by a Markov random field where the spatial depen-
dence is determined by a neighbourhood structure. In other words, counts in a
grid cell depend only on neighbouring cells. For this reason, the inverse of the
covariance matrix is highly sparse and the analyses are computationally feasible
even for very fine grid cells. Furthermore, evaluation of the spatial effect at the
grid level provides constant geographical boundaries compared to at census regions
where the boundaries may change over time. Change of geographical boundaries is
most commonly seen in the context of epidemiology and public health where data
collected at different time periods render the analyses infeasible due to differences
in the boundaries of administrative districts (Li et al., 2012b). In this context,
the approximation of a point pattern on grid cells results in Poisson distributed cell
counts and allows the formation of a generalized linear mixed model which is capable
of incorporating covariates and risk factors.
In summary, the analyses of point level data (spatial point pattern) constitute an
individual level study, while the aggregations of incidence counts to geographically
defined regions establish a small area study. In addition to these two types of
studies, multilevel models have been studied extensively in the context of public
health, where point level and area level information is incorporated in a single model.
The multilevel models can be well set up as Bayesian hierarchical models and can
be applied in spatial epidemiology to investigate spatial random effects apart from
point level and area level risk factors. The individual level data control for bias
while the ecological data may provide additional efficiency gains in the estimation
of the parameters of interest (Haneuse and Wakefield, 2008b).
Despite the growing interest in methods for analysing point-based data at the
grid level and the accompanying computational (mainly Markov chain Monte Carlo
(MCMC)) tools, comparison of these models in terms of their applicability and
goodness-of-fit is lacking attention. The first objective of this thesis is to review
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several Bayesian hierarchical spatial models for analysing various structures of grid
level spatial data (see Chapter 3 of this thesis). A detailed description of the spatial
models are presented in Section 2.3 of the chapter. The Bayesian paradigm enables
the hierarchical formulations to be developed easily.
As discussed, spatial data can be analysed at various geographical scales includ-
ing point, regular grids or irregular lattices. There have been few investigations into
the impact of different geographical scales on model outcomes. This is an important
area of research because different geographical scales are known to lead to different
results. The study of spatial smoothness priors also requires attention as different
priors may be more applicable to different spatial patterns. Similarly, the choice
of the scales of temporal aggregation requires care. These issues have motivated
the development of subsequent chapters in this thesis that look into the impact of
spatial scales, spatial smoothness priors, and temporal scales on modelling outcomes.
Sections 2.4− 2.6 of the chapter review the aforementioned issues thoroughly.
2.2 Bayesian inference
Although the vast majority of statistical analysis in practice is still frequentist,
Bayesian methods are now the tools of choice in many application areas, particularly
in spatio-temporal epidemiology modelling. The Bayesian methodology is especially
useful in both the arena of public health policy and clinical setting, where the results
of a study can be used to facilitate a decision (Burton, 1994; Lilford and Braunholtz,
1996).
The Bayesian approach takes its name from the English clergyman Thomas Bayes
(1702-1761). Bayesian statistics can be defined as an approach to data analysis
that focuses on conditional probabilities relating observed and unknown quantities.
Given the observed data, the Bayesian paradigm allows one to assess the likelihood
of a given hypothesis. Therefore, Bayesian methods more closely approximate our
natural thought processes.
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Bayes’ theorem (Gelman et al., 2004) states that
p(θ|x) ∝ p(x|θ)p(θ)
Posterior ∝ likelihood× prior
where x is the observed data and θ is the unobservable vector quantities or pop-
ulation parameters of interest. The probability distribution of a given parameter,
conditional on the observed data, is equal to the product of the prior probability
distribution of the parameter with the likelihood function, divided by the probability
of the data (Austin et al., 2002). The resulting distribution is known as the posterior
distribution. The posterior distribution is centred at a point that represents a
compromise between the prior information and the data, and the compromise is
increasingly controlled by the data as the sample size increases.
The prior distribution allows one to explicitly incorporate existing knowledge
and expert opinion into data analysis. An appropriate prior distribution is usually
chosen based on a combination of the following three sources of information (Gurrin
et al., 2000),
• Evidence from previous studies by examining historical data;
• Consult the experts in the field to elicit their expert opinion;
• Develop theoretical physical or biological models.
Some of the key benefits of the Bayesian approach are (Gurrin et al., 2000;
O’Hagan and Luce, 2003),
• It allows expert knowledge, in the form of prior probability distribution, to be
formally incorporated into the statistical analysis.
• It provides more direct, intuitive and meaningful inferences, including direct
interpretation of confidence intervals and p-values.
• It can answer complex questions clearly and exactly. For instance, compre-
hensive and robust estimation of models that cannot be fitted otherwise, such
as multilevel models, nested random effects and so on.
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• It is particularly well-suited for problems of decision-making.
• It is more transparent than frequentist methods about all the judgements
necessary to make inferences.
• It is suitable for problems with sparse data sets and missing data.
Bayesian approach is an ideal means of dealing with uncertainty in scientific
inference. It has a better foundation, offers greater power and flexibility and provides
results in a more natural and intuitive form. However, there are some difficulties
in applying Bayesian methodology into statistical analysis (Eddy, 2004). One of
the difficulties is quantifying prior beliefs into probability distribution. The struc-
ture requires a prior distribution on the parameters of interest. Using different
priors will produce different results and this “subjectivity” makes the results re-
main controversial. Secondly, calculations needed for Bayesian statistics can be
overwhelming. Bayesian calculations almost invariably require integrations over
uncertain parameters. These integrations often require computationally intensive
numerical integration (such as MCMC algorithms).
Nonetheless, Bayesian hierarchical framework is employed in this thesis as it is
regarded as a flexible modelling approach compared to the frequentist approach. The
Bayesian approach enables the building of a complex model by using a hierarchical
structure. It combines both data information and prior information in making
inference through prior distributions of each parameter.
Development of fast computational algorithms for sampling of complex Bayesian
models (most notably the MCMC approach) has allowed spatial problems to be
addressed within the paradigm of hierarchical Bayesian modelling. Fast computa-
tional algorithms are required in spatial data modelling in order to evaluate the
complex posterior distributions or likelihood surfaces (Lawson and Denison, 2002).
We describe below the MCMC methods and the INLA algorithms employed in this
thesis. Bayesian model fit criteria considered in this thesis are also outlined.
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2.2.1 Markov chain Monte Carlo
One of the popular Bayesian computation approaches is MCMC methods that sim-
ulate direct draws from complex distribution of interest. Using MCMC algorithms,
a Markov chain is generated as the previous sample values are used to randomly
generate the next sample value. The Markov chain usually starts at any arbitrary
starting point and will eventually converge to the correct distribution. In particular,
the Gibbs sampler (Geman and Geman, 1984) and Metropolis algorithm (Metropolis
et al., 1953; Metropolis and Ulam, 1949) have wide applications in a broad class of
Bayesian problems. Here we briefly outline these two MCMC algorithms. More
details and variations on MCMC methods can be found in Gilks et al. (1996) and
Tanner (1996).
2.2.1.1 The Metropolis-Hastings Algorithm
Metropolis-Hastings algorithms involve building a reversible Markov chain. A candi-
date sample value is proposed from an arbitrary candidate generating function Q at
each iteration. This proposed sample value is either accepted or rejected according
to an acceptance ratio. Chib and Greenberg (1995) provide an excellent review on
the algorithm. The Metropolis-Hastings algorithm is briefly outlined below,
Algorithm 1 Metropolis-Hastings algorithm
1: Initialize θ(1), set i = 1.
2: Generate y from function Q(θ(i), .) and U from Unif(0,1).
3: Let θ(i+1) = y if U ≤ min(1, f(y)Q(y,θ(i))
f(θ(i))Q(θ(i),y)), otherwise let θ
(i+1) = θ(i).
4: Increment i = i+ 1, if i < N , return to Step 2.
Here, the acceptance ratio is represented by min(1, f(y)Q(y,θ(i))
f(θ(i))Q(θ(i),y)). Q(θ
(i), y) is the
arbitrary candidate generating function the gives the probability of the new sample y
given the current sample θ(i). The algorithm updates the parameters θ = (θ1, . . . , θd)
simultaneously. The most popular Metropolis-Hastings samplers include the random
walk Metropolis-Hastings sampler and the independence sampler.
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2.2.1.2 The Gibbs sampler
The Gibbs sampler is a special case of the Metropolis-Hastings sampling in which the
proposed value is always accepted. Working as a Markov chain sampler, the Gibbs
sampler (Geman and Geman, 1984) starts at any arbitrary starting point. The
chain updates iteratively for some specified N iterations. It explores each of the d
components of the parameter θ = (θ1, . . . , θd) at every iteration. Conditioning on the
current values of all other parameters, the parameters are updated to a new sample
based on their distributions. The Gibbs sampler requires the availability of the
conditional distributions where direct sampling can be done. An easy explanation
of the Gibbs sampler can be found in Casella and George (1992). Other excellent
illustrations of the Gibbs sampler include Besag et al. (1995); Gelfand and Smith
(1990); Smith and Roberts (1993); Tanner (1996) and Lee (1997). The Gibbs
sampling algorithm for sampling θ = (θ1, . . . , θd) is outlined below,
Algorithm 2 Gibbs sampling algorithm
1: Initialize θ(1)1 , . . . , θ
(1)
d , set i = 1.
2: For j = 1, . . . , d,
(a) Sample θ(i+1)1 from conditional distribution f(θ1|θ(i)2 , . . . , θ(i)d ).
(b) Sample θ(i+1)2 from conditional distribution f(θ2|θ(i+1)1 , θ(i)3 , . . . , θ(i)d ).
(c) ...
(d) Sample θ(i+1)d from conditional distribution f(θd|θ(i+1)1 , . . . , θ(i+1)d−1 ).
3: Increment i = i+ 1, if i < N , return to Step 2.
2.2.2 Integrated nested Laplace approximation
In the past few decades, MCMC methods remain at the forefront of Bayesian
inference since their explosion in the mid 1980s. MCMC methods have some key
advantages, such as their simplicity in programming and incredible flexibility, which
lead to the proliferation of these methods. However, challenges that one has to
deal with MCMC methods are the computational time and cost involved in building
a MCMC scheme that converges. In view of the slow convergence and expensive
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computational cost in MCMC methods, an alternative to sampling-based methods,
namely integrated nested Laplace approximation (INLA) has been proposed by Rue
et al. (2009). The INLA approach performs approximate Bayesian inference for
latent Gaussian models, which are defined in three stages as
y|x ∼ π(y|x,θ) (Observation equation)
x|θ ∼ N(µ(θ),Q(θ)−1) (Latent Gaussian field)
θ ∼ π(θ) (Parameter model)
whereQ(θ) is the precision matrix of the Gaussian random vector x, which is sparse.
Here π(·|·) is used to denote the conditional density of its arguments and x repre-
sents all the n Gaussian variables of the latent field. The density π(x|θ1) is assumed
to be Gaussian with zero mean and precision matrix Q(θ1) with hyperparameters
θ1. The distribution for the observational variables y = {yi : i ∈ I} is denoted by
π(y|x,θ2) and it is assumed that {yi : i ∈ I} are conditionally independent given
x and θ2. For simplicity, here θ = (θT1 ,θT2 ) with dim(θ) = m. The posterior (for a
non-singular Q(θ)) can be written as
π(x,θ|y) ∝ π(θ)π(x|θ)∏
i∈I
π(yi|xi,θ)
∝ π(θ)|Q(θ)|1/2 exp
[
−12x
TQ(θ)x+
∑
i∈I
log{π(yi|xi,θ)}
]
.
The imposed linear constraints (if any) are denoted by Ax = e for a k×n matrix A
of rank k. The main aim is to approximate the posterior marginals π(xi|y), π(θ|y)
and π(θj|y).
The latent Gaussian models satisfy two basic properties that are assumed for the
INLA approach. The first is that the latent field x, which is often of large dimension
(n = 102 − 105), admits conditional independence properties. As such, the latent
field can be viewed as a Gaussian Markov random field (GMRF) with a sparse
precision matrix Q(θ) (Rue and Held, 2005). For this reason, numerical methods
for sparse matrices which are much quicker than general dense matrix calculations
can be used for the approach (Rue and Held, 2005). The second property is that the
2.2. Bayesian inference 25
number of hyperparameters, m, is small, say m ≤ 6. These properties are usually
required to product fast inference.
A Laplace approximation is performed to the joint posterior
π(θ|y) = π(θ)π(x|θ)π(y|x)
π(x|θ,y)
∝ π(θ)π(x|θ)π(y|x)
π˜(x|θ,y)
∣∣∣∣
x=x∗(θ)
where π˜(x|θ,y) is the Gaussian approximation to π(x|θ,y) and x∗(θ) is the mode
of the Gaussian approximation for each x. This allows approximate evaluation of
the (unnormalised) posterior density for θ at any point. Numerical optimisation is
used in this algorithm to find the mode of the posterior. Posterior marginals for
the latent variables xi and the hyperparameters θj are both computed via numerical
integration over θ, which involves another Laplace approximation in calculating the
latent field marginal posterior,
π˜(xi|y) ≈
∫
π˜(xi|θ,y)π˜(θ|y)dθ,
π˜(θj|y) ≈
∫
π˜(θ|y)dθ−j.
The posterior marginals can be used to compute summary statistics of interest, such
as posterior means, variances or quantiles. Other interesting quantities for validating
and comparing models that can be computed through the INLA approach include
the marginal likelihood, predictive measures (probability integral transform) and
the deviance information criteria.
The INLA approach does not only offer computational advantages, but also
allows for greater automation and parallel implementation. The sparse matrix
algorithms, which are the core of the computational machinery, automatically adapt
to any kind of latent field (with varying dimensions). A prototype of the approach
which is interfaced with R (R Development Core Team, 2012) and known as R-INLA,
is freely available; see http://www.r-inla.org for documentation and worked through
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examples.
A number of comparisons between INLA methods and MCMC algorithms have
been done since the increasing popularity of INLA computation in recent years.
These studies have found comparable performance between the two approaches.
Schrödle et al. (2011) have shown that the full Laplace approximation of INLA
produces almost identical results to MCMC simulation. Other studies that have
found very similar results between INLA and MCMC include a bivariate meta-
analysis in Paul et al. (2010), posterior predictive checking in Held et al. (2010),
and survival models in Martino et al. (2011). These studies have motivated the
extensive use of INLA methods in this thesis. We refer the reader to Martins et al.
(2013); Rue et al. (2009) and Blangiardo et al. (2013) for more details on INLA
computation and applications.
2.2.3 Model fit criteria
Deviance information criterion (DIC) is provided by the INLA approach for model
choice and criticism. It is widely used to select the most parsimonious model after
penalizing for model complexity. We note that the DIC has been criticized (Aitkin,
2010; Celeux et al., 2006) and can be problematic in models with many random
effects (Plummer, 2008). Though it fails in some contexts, the use of the DIC is
appropriate in most generalized linear modelling problems and is a popular Bayesian
model choice criterion for comparing complex hierarchical models (Spiegelhalter
et al., 2002). A smaller DIC indicates a better fit of the model. The DIC can
be obtained from R-INLA using the option control.compute=list(dic=TRUE). See
Rue et al. (2009)(Section 6.4) for its calculation in INLA.
The DIC is defined as,
DIC = D¯ + pD,
where D¯ is the posterior mean of the deviance of the model and pD is the effective
number of parameters. In the application of the INLA approach, let y be the
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observational variables, x be the Gaussian variables, and θ be the hyperparameters,
the deviance is
D(x,θ) = −2∑
i∈I
log{π(yi|xi,θ)}+ constant.
The DIC can also be defined as two times the mean of the deviance minus the
deviance of the mean. As suggested by Spiegelhalter et al. (2002), the DIC should
not be used as an absolute measure of the ‘best’ model, but rather a method for
screening alternative formulations in order to provide an indication of the relative fit
of a set of candidate models. Candidate models receiving the DIC within 1−2 of the
‘best’ deserve consideration, while 3−7 have considerably less support (Spiegelhalter
et al., 2002).
Logarithmic score (LS) (Gneiting and Raftery, 2007; Rue et al., 2009) is also
provided by the INLA approach and is used to assess the predictive performance
of the models. Each model is assigned a numerical score based on the predictive
distribution using the cross-validated scoring rules. For discrete observations Yij,
the LS is defined as
LS = − log(πyij),
where πyij = Prob(Yij = yij|y−ij) denotes the cross-validated predictive probability
mass at the observed event. A smaller LS indicates a better predictive power of the
model (Held et al., 2010; Roos and Held, 2011). See Gneiting and Raftery (2007) for
detailed calculation of the score. The predictive scores are useful for the evaluation
of cross-validatory as well as one-step-ahead forecasts.
The LS is related to the Akaike (AIC) and the Bayesian information criterion
(BIC). They are commonly used for model choice within a maximum likelihood
framework (Fahrmeir and Tutz, 2001). If the observations are independent, the
cross-validated mean LS is asymptotically equivalent to the AIC (Stone, 1977). On
the other hand, Dawid (1984) and Gneiting and Raftery (2007)(Section 7.1) have
shown the relationship between the LS and the BIC.
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2.3 Methods for analysing spatial point patterns at the grid
level
Spatial point patterns may arise in various contexts such as locations of disease
incidences in a geographical region, of trees in a tropical rain forest, or of nests in a
breeding colony of birds. The locations are often called events to distinguish them
from arbitrary points x in the plane. Additional information may be attached to
each point in the spatial point process X, resulting in a marked point process. An
example of a marked point pattern is the points given by tree locations and the
marks by stem diameters. In short, a point process is a theoretical stochastic model
or random variable, while a point pattern is the realization of the process.
A fundamental property of a spatial point process is the intensity Λ(s), which is
the expected number of events per unit area at the point s (Møller andWaagepetersen,
2007). There are two different foci of analysis for spatial point patterns. The first
order property is the average number of events per unit area, while the second order
property is the covariance of the number of events per unit area. Point processes can
also be characterized in terms of their stationarity and/or isotropy. A point process
is stationary if all its statistical features are the same at any location. In other words,
the process is termed stationary or homogeneous as it is invariant under translation.
The mean (first-order stationarity) and variance (second-order stationarity) of a
variable, say the intensity, for a stationary point process are constant over the area
under study. An isotropic point process is, on the other hand, invariant to rotation
− that is, the characteristics of the pattern are the same in any direction (Dale, 1999;
Diggle, 2003; Guttorp, 1991). Some of the important characteristics of interest for
the spatial point process analysis include clustering, inhomogeneity, and interaction
between points (Møller and Waagepetersen, 2007).
A number of spatial point processes have been proposed and developed in the
past few decades. Among them, two have been applied in epidemiology, namely
log Gaussian Cox processes (Møller et al., 1998) and Poisson/gamma random field
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models (Wolpert and Ickstadt, 1998). They are both Cox processes (Cox, 1955)
and are also frequently called “doubly stochastic Poisson processes”. The name
“doubly stochastic” arises as they are inhomogeneous Poisson processes with a
random intensity measure. The intensity of the inhomogeneous Poisson process
of both approaches is a realization of a random process, Λ(s). They are both
parametric methods, where they differ in their parametric specifications for Λ(s)
and in the definitions of a prior distribution for the intensity process Λ(s). In
spatial epidemiology, it is of particular interest to estimate the intensity surface
λ(s) which gives rise to the observed data, and to describe the intensity generating
process Λ(s). This section reviews the above-mentioned spatial point processes, in
terms of methodologies and applications in intensity surface estimation. In addition,
a fully Bayesian semiparametric method, namely Bayesian semiparametric adaptive
Gaussian Markov random field (GMRF) model (Yue and Loh, 2011), which is used
to estimate the intensity of an inhomogeneous spatial point process, will also be
discussed.
2.3.1 Log Gaussian Cox process
The log Gaussian Cox process (LGCP) was first described by Rathbun (1996) and
then Møller et al. (1998). It was independently introduced in astronomy by Coles
and Jones (1991). In a LGCP model, the intensity process is defined by Λ(s) =
exp(Z(s)) where Z(s) is a Gaussian random field at s ∈ Rd. The transformation
has to be applied to the field Z(s) as the intensity field of a Cox process cannot take
negative values. The transformation has yielded a mathematically tractable model.
The mean µ(s), variance σ2, and covariance function r(s1 − s2) of the Gaussian
process are shown below,
µ(s) = E(Z(s))
σ2 = var(Z(s))
r(s1 − s2) = cov(Z(s1), Z(s2))/σ2.
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Often, the stationarity of Z(s) is assumed for convenience, which means that the
covariance function is chosen to be stationary and isotropic, i.e. the distribution of
Λ(s) is invariant under translations and possibly also rotations in R2. The covariance
function is also parameterized in terms of a scale parameter. The stationary and
isotropy assumptions are only reasonable for point processes observed within a
homogeneous environment. Once the spatial covariate information is available, the
assumptions are not valid (Møller and Waagepetersen, 2007).
Despite the strong Gaussian assumption of a LGCP model, this model is flexible
and attractive for its relative tractability and simplicity for incorporating adjust-
ments for observed, spatially referenced covariates. The LGCP model is playing a
key role in spatial and environmental epidemiology due to its ability to incorporate a
combination of observed and unobserved environmental factors (Zeger et al., 2004).
Several appealing mathematical properties of LGCP models have been discussed
by Møller et al. (1998) and Møller and Waagepetersen (2004) in detail. They are
flexible models for clustering and can be easily simulated. It is also natural to
extend the definition of a univariate LGCP to a multivariate LGCP. The LGCP
model enjoys easy interpretation and simple methods for parameter estimation and
model checking, due to the fact that its distribution is entirely determined by the
intensity and the pairwise correlation function of the Cox process. Using Bayesian
methods, the prediction of the underlying Gaussian random field and intensity
surface can be made from the realization of the LGCP model observed within a
bounded window. Since the distribution of the LGCP model restricted to a bounded
subset is known, the problem of edge effects can be avoided. Møller et al. (1998)
stress that a discretized LGCP model can be simulated exactly without any problem
with edge effects. Further, the unknown parameters of µ and r can be estimated by
using minimum contrast methods since likelihood methods are intractable for the
LGCP model.
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2.3.1.1 Simulation of a LGCP model
In epidemiological applications, it is of interest how a LGCP model can be ap-
proximated on a fine grid. The simulation of a LGCP model can be done using
two steps (Møller et al., 1998). Let X be a spatial point pattern discretizing the
observation window S into n1 × n2 grid cells sij with area |sij| for i = 1, ..., n1 and
j = 1, ..., n2. Firstly, a Gaussian field is simulated on the chosen discretization grid
sij, and secondly, conditional on the values Z(sij), a Poisson process with intensity
exp(Z(sij)) is generated for each cell of the grid. The smoothness of the Gaussian
field is largely influenced by the choice of discretization level. A coarse level of
discretization might result in an unsatisfactory approximation of the Gaussian field
(Richardson, 2003). Several methods are available for the simulation of a Gaussian
random field (Lantuejoul, 1994), including Cholesky decomposition of the covariance
matrix and the turning bands method (Matheron, 1973).
2.3.1.2 Computation
Using an empirical Bayesian approach, Møller et al. (1998) obtain the posterior
distribution of the intensity process by considering the Gaussian distribution as a
prior that smooths the intensity surface. Since the posterior is not analytically
tractable, they use a Metropolis-adjusted Langevin algorithm (MALA), which is a
Metropolis-Hastings type MCMC method for the simulation of the posterior. This
method is suggested by Besag (1994) in the discussion of Grenander and Miller
(1994), and further studied in Roberts and Tweedie (1997). The simulation of the
posterior results in MCMC estimates of the posterior mean and credibility intervals
for the Gaussian random field and intensity surface.
In the past few decades, MCMC methods remain at the forefront of Bayesian
inference since their explosion in the mid 1980s. This is also the case for the inference
of a LGCP model, where MCMC methods remain a popular choice to perform
Bayesian inference. The lgcp package (Taylor et al., 2013) has recently been
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introduced as an R package for fitting spatial and spatio-temporal LGCP models
using MCMC algorithms. MCMC methods have some key advantages, such as their
simplicity in programming and incredible flexibility, which lead to the proliferation
of these methods. However, challenges that one has to deal with MCMC methods
are the computational time and cost involved in building a MCMC scheme that
converges in feasible time, efficiently, and explores the space adequately. In view of
the possibly slow convergence and expensive computational cost in MCMC meth-
ods, an alternative to sampling-based methods, namely integrated nested Laplace
approximation (INLA) has been proposed by Rue et al. (2009). The investigation
and comparison of the use of MCMC algorithms and INLA computation to perform
Bayesian inference on spatial LGCP models can be found in Taylor and Diggle
(2013). The fitting of a LGCP model using INLA has been demonstrated by Rue
et al. (2009), Illian et al. (2012a) and Illian et al. (2012b).
The posterior inference of a LGCP model using INLA is described here. Consider
a LGCP model which is a hierarchical Poisson process with a random intensity
function defined by Λ(s) = exp(Z(s)) where Z(s) is a Gaussian random field at
s ∈ Rd. The common latent variable Z(.) models the spatial dependence in the
point pattern. Let X be a spatial point pattern discretizing the observation window
S into n1 × n2 grid cells {sij} with area |sij| for i = 1, ..., n1 and j = 1, ..., n2. We
choose n1 = n2, resulting in n1 × n2 regular lattices. Let Nij denote the observed
number of points in grid cell sij. Conditional on the intensities Λ(sij) = exp(Z(sij)),
Nij|Λ(sij) follow a Poisson distribution with mean |sij|Λ(sij), as below
Nij|Λ(sij) ∼ Poisson(|sij|Λ(sij)). (2.1)
Consider a simple LGCP model where the log-intensity of the Poisson process is
denoted by a fixed intercept and a random spatial effect,
log(Λ(sij)) = β0 + fs(sij).
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The posterior marginals of interest can be written as
π(φi|y) =
∫
π(φi|θ,y)π(θ|y)dθ, (2.2)
where φi refer to the components of the latent field, namely β0 and fs(sij). The
vector θ refers to the hyperparameters used in defining prior distributions for the
precision of the Gaussian priors. The posterior marginals of θ are given by
π(θi|y) =
∫
π(θ|y)dθ−i. (2.3)
Nested approximations are constructed to estimate (2.2) and (2.3), and numerical
integration is used to integrate out θ. The INLA methodology applies a Laplace
approximation to the posteriors of hyperparameters, which can be written as
π˜(θ|y) ∝ π(φ,θ,y)
π˜G(φ|θ,y)
∣∣∣∣
φ=φ∗(θ)
,
where π˜G(φ|θ,y) is the Gaussian approximation to the full conditional of φ and
φ∗(θ) is the mode of the Gaussian approximation for each of φ. We refer the reader
to Rue et al. (2009) for more details.
2.3.1.3 Applications
A fully Bayesian approach to perform inference for a LGCP model with covariates
for non-aggregated data has been considered by Beneš et al. (2005). They estimate
the risk map of tick-borne encephalitis (TBE) in Central Bohemia and study the
dependence of the disease risk on the covariates. At the first level of the Bayesian
hierarchical model, the locations of observed TBE cases are assumed to be a re-
alization of a Poisson process with an intensity function which is a product of a
background intensity and a risk function, as below
Λ(s) = ρ(s)π(s),
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where s ∈ S is a location being visited and ρ(s) is the background intensity of
humans visiting s. A log linear model, which incorporates the covariate information
and a Gaussian process, for the risk function is proposed at the second level,
π(s) = exp(βTd(s) + Z(s)),
where Z(s) is a zero-mean Gaussian process, βT are regression parameters, and d(s)
are covariates. The inclusion of the Gaussian process ensures that the uncertainty
of the estimated background intensity is taken into consideration. At the third level,
a posterior distribution is obtained by imposing priors on the unknown parameters
for the covariates and the Gaussian field. The Gaussian field Z is assumed to be
second-order stationary and isotropic with exponential covariance function, i.e.,
Cov(Z(s1), Z(s2)) = c(∥s1 − s2∥;σ2, α) = σ2 exp(−∥s1 − s2∥/α),
where σ2 > 0 is the variance and α > 0 is the correlation parameter. The likelihood
of x, which is the locations of observed tick cases, has the density
p(x|Z, β) = exp
(
|S| −
∫
S
ρˆ(s) exp(βTd(s) + Z(s))ds
)
×∏
ξ∈x
ρˆ(ξ) exp(βTd(ξ) + Z(ξ))
with respect to the unit rate Poisson process on S where |.| denotes area. The
integral in the above equation depends on the continuous random field Z, which
is approximated by a Riemann sum in practice. For the posterior inference to be
feasible, the region S is embedded in a rectangular region and subdivided into a
lattice of M2 subregions. Posterior inferences of the discretized LGCP model can
then be made using a MCMC algorithm discussed by Waagepetersen (2004).
While Beneš et al. (2005) assume that the intensity surface λ(s) is constant
over grid cells and consider only non-spatial covariates in their analysis, Liang
et al. (2008b) accommodate spatially referenced covariates, individual level risk
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factors, and related interactions in a LGCP model. Smoothed maps of marginal
log-relative intensity surfaces for colon and rectum cancer are produced. In the
same spirit as Beneš et al. (2005), a fully Bayesian approach is adopted to make
posterior inference. A random-walk Metropolis-Hastings algorithm is employed to
draw posterior samples. In short, Liang and colleagues account for both location-
specific and non-location-specific covariates in the context of multiple dependent
point processes.
In addition to spatial epidemiology, a recent application of the LGCP model in
geostatistical modelling can be found in the work of Pati et al. (2011), where they
develop a Bayesian approach to the informative locations problem. The locations
are modelled using a LGCP model. Besides adjustment for the location intensity
process, the outcomes are modelled conditionally on the locations with a Gaussian
process to account for the random spatial effect. Evidence of informative sampling is
seen when the method is applied to ozone data over Eastern U.S.A. The application
of the LGCP model is also found in geostatistical marking, which is a procedure
of constructing marked point process models from an unmarked point process.
Focusing on intensity-dependent marking, Diggle et al. (2010); Ho and Stoyan (2008)
and Myllymäki and Penttinen (2009) use a stationary LGCP as an unmarked point
process model. The LGCP model is chosen for its flexibility and nice theoretical
properties. Another interesting application of the LGCP model is demonstrated
in the work of Ghosh and Das (2010), where they present a spatial point pattern
analysis of the Maoist attack and the Maoist losses in India. The LGCP model is
used to account for randomness in the observed locations of Maoist attack or losses.
The rapid development of the INLA methodology and computation has prompted
a number of studies to fit the LGCP model using INLA computation. For instance,
Illian et al. (2013) fit complex point process models to the spatial pattern of a plant
species and anticipate that INLA will be widely used in spatial ecology over the
next decade. The fitting of complex point process models using INLA in various
contexts has also been showcased by Illian et al. (2012a,b); Li et al. (2012b) and Li
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et al. (2012a). Specifically, the applications of the LGCP model in Li et al. (2012b)
and Li et al. (2012a) fall under the area of spatial epidemiology.
2.3.2 Poisson/gamma models
Poisson/gamma models were introduced byWolpert and Ickstadt (1998), for analysing
count data without any arbitrary discretization of the data. These models arise from
the idea that counts from nearby locations are similar, have positive correlation and
exhibit spatial dependence. As with the LGCP model, a Poisson/gamma model has
a hierarchical Cox process structure. Rather than a log Gaussian definition of Λ(s),
the intensity process is a mixture of inhomogeneous, infinitely divisible random
fields. The model is therefore a generalization of the conjugate Poisson/gamma
hierarchical models of Clayton and Kaldor (1987). Poisson/gamma models can
be employed in both continuous and discrete settings, where they differ in the
specification of the latent spatial process. The discrete version of the model involves
the aggregation of data, which leads to some degree of loss of information such
as the exact locations of observed events. The continuous version of the model
requires more extensive analysis, but results in more accurate estimates of unknown
parameters.
2.3.2.1 Poisson/gamma models with continuous latent spatial process
2.3.2.1.1 Model Consider {sn} as a set of observed locations, which is modelled
as the events of a Poisson random field N(s), with uncertain and nonuniform
intensity measure Λ(s); N(s) can thus be thought of as a doubly stochastic Poisson
process. The hierarchical Bayesian Poisson/gamma random field model (Wolpert
and Ickstadt, 1998) can be represented as below,
N(s) ∼ Poisson{Λ(s)},
Λ(s) ≡
∫
S
kθ(s, v)Γ(dv),
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Γ(dv) ∼ Ga{αθ(dv), βθ(v)−1},
θ ∼ π(dθ),
where αθ(dv) is a shape measure, βθ(v)−1 is an inverse scale function, and kθ(s, v)
is a θ-dependent kernel function, on a set S. Contrary to the Gaussian random
field utilized in the LGCP model (see equation (2.1)), Wolpert and Ickstadt (1998)
propose a gamma random field prior for Λ(s). The gamma field prior is a convenient
way to model uncertainty in locations as a discrete sum of infinitely many point
masses.
At the first stage of the hierarchy, given θ and Γ(dv), N(s) is taken to be a Poisson
measure with conditional mean Λ(s). At the second stage of the hierarchy, Γ(dv)
is taken to be a gamma random field. The realizations of the gamma random field
are almost surely discrete with jumps, or a sequence of independent and identically
gamma-distributed impulses, of size γj at countably infinite many places uj. As
such, the intensity process can be written as,
Λ(s) =
∑
j
k(s, vj)γj.
Loosely speaking, Poisson/gamma random field models smooth these impulses. The
degree of smoothing is determined by the ‘decay’ parameter of the kernel function
and the parameters that control the shape and scale of the gamma random field
(Richardson, 2003). In a Bayesian setting, these parameters can be treated as
unknowns. At the top level of the hierarchy, a prior distribution π(dθ) is introduced
to express uncertainty about the coefficients, the kernel, and some aspects of the
distribution of Γ(dv).
One of the commonly used kernel functions is a Gaussian kernel, employed by
Best et al. (2000a), Best et al. (2000b), Heron and Walsh (2008) and Heron and
Walsh (2010). The Gaussian kernel,
k(s, v) =
(
θ2
2π
)
exp
(−θ2|s− v|2
2
)
,
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has an uncertain precision parameter θ, which may be interpreted as the inverse
distance over which the latent point sources exert influence. As the kernel depends
on Euclidean distance, it is clear that the latent influence decreases with increasing
distance from the point source, at a rate determined by the Gaussian kernel. Ickstadt
and Wolpert (1997) on the other hand, consider a sparse nearest-neighbour kernel
and dense distance-based kernel functions at various levels of spatial aggregation in
a hickory tree counts study. Ickstadt and Wolpert (1999) use a four-dimensional
Gaussian kernel instead, to study origin-destination trip data.
2.3.2.1.2 Computation Wolpert and Ickstadt (1998) introduce a MCMC com-
putational scheme to draw dependent samples of θ and Γ(dv) from their joint
posterior distribution of a Poisson/gamma model. A Metropolis-Hastings step is
used for drawing θt at each time-step t; while data augmentation is employed to
permit a Gibbs draw for the then-conjugate gamma random field Γt(dv).
2.3.2.1.3 Applications Several studies have been carried out in the continuous
setting of the Poisson/gamma model. Incorporation of non-spatial covariates into
the Poisson/gamma model is demonstrated by Ickstadt and Wolpert (1999) and
Best et al. (2000a). Besides location-specific covariates, Ickstadt and Wolpert (1999)
incorporate individual-specific attributes and model the remaining intensity varia-
tion that arises from dependence on unobserved or unreported covariates in spatial
regression analysis of origin-destination trip data. Their models treat the point
patterns as doubly-stochastic Poisson random fields with a random inhomogeneous
Poisson intensity given by a spatial mixture of infinitely-divisible independent-
increment gamma random fields.
In the analysis of the effect of traffic pollution on respiratory disorders in children,
Best et al. (2000a) model the data measured at disparate, non-nested scales, includ-
ing spatially varying covariates, latent spatially varying risk factors, and case-specific
individual attributes. The study overcomes the problem of disparate discretization
by relating all spatially varying quantities to a continuous latent random field
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model. By treating incidences as a marked point process, the model is able to
accommodate incidence-specific individual attributes. The Bayesian inference is
carried out using MCMC methods with data augmentation. A recent application
of the continuous Poisson/gamma model can be seen in Heron and Walsh (2008),
where they estimate the effect of both observable and unobservable spatially varying
factors on causing crack initiation in bone cement. The latent influence on crack
initiation is modelled as a gamma random field and Bayesian inference is carried
out using MCMC techniques.
In the notion of the moving average approach, Woodard et al. (2010) use a
similar model to make inference for various risk measures at various spatial scales
in the analysis of nitrate concentrations in groundwater. More recently, Sturtz and
Ickstadt (2013) employ the Poisson/gamma random field model to estimate the
underlying risk surface in the context of disease mapping. In the comparison of
performance to the Markov random field-based ecologic regression model (Clayton
and Bernardinelli, 1992) and the Bayesian detection of clusters and discontinuities
model (Knorr-Held and Raßer, 2000), the Poisson/gamma random field model has
shown its flexibility in estimating the random field structures and incorporation of
covariates.
2.3.2.2 Poisson/gamma models with discrete latent spatial process
2.3.2.2.1 Model The discrete form of a Poisson/gamma model (gamma moving
average (GMA) model) is appropriate in applications where spatially aggregated
counts are available, instead of exact locations of observed events (Ickstadt and
Wolpert, 1997). This model has been discussed by Best et al. (2005) in the review
of Bayesian spatial models for disease mapping. The GMAmodel can be summarized
as follows,
Nij
ind∼Poisson(|sij|Λ(sij)),
Λ(sij) ≡
∑
l∈n1n2
kijlΓl,
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Γlind∼Ga{αl, (βl)−1},
for i = 1, ..., n1, j = 1, ..., n2, and l = 1, ..., n1n2 at s ∈ Rd in an observation window
S. Nij denote the observed number of points in grid cell sij, and kijl is a Gaussian
kernel
kijl =
1
2πρ2 exp
(
−|dijl|
2
2ρ2
)
,
where dijl is the Euclidean distance from the centroid of the grid cell sij to the
centroid of the grid cell of the latent source sl, and ρ is a parameter indicating the
distance over which the latent spatial effects exert influence.
As with the LGCP model in equation (2.1), conditional on the intensities Λ(sij),
the counts Nij follow a Poisson distribution at the first level of the hierarchy. The
Poisson means are taken to be the products of the grid cell area |sij| and unit-
area intensities Λ(sij). Nij’s are independent and identically distributed (i.i.d.) and
thus, this hierarchical Poisson process is also known as a Cox process. At the second
level of the hierarchy, Λ(sij) comprises unobserved independent gamma-distributed
impulses Γl and nonnegative coefficients of a kernel function kijl. The parameter Γl
quantifies the influence of the spatially varying effects on a spatial point pattern.
2.3.2.2.2 Computation Designed specifically for discretized datasets, the GMA
model is computationally simpler where a few gamma variates are drawn at each
iteration instead of the thousands of points needed to simulate a gamma random
field in the continuous setting (Ickstadt and Wolpert, 1997). The model employs a
data augmentation and MCMC computational scheme for the posterior analysis. See
Appendix A of Chapter 3 of this thesis for detailed MCMC scheme. This model is
also applicable to other polygonal lattice structures, as well as non-lattice structures
such as counties or regions in disease mapping, where there is unlikely to be any
concern about arbitrary levels of discretization.
2.3.2.2.3 Applications An illustrative example of the discrete setting of the
Poisson/gamma model can be seen in Ickstadt and Wolpert (1997), where they study
the spatial dependence of hickory tree counts, by partitioning the study area into
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quadrat grids at different levels of discretization. Another application of this model
can be found in a study of the impact of traffic-related air pollution on childhood
respiratory problems (Best et al., 2000b). More recently, Heron and Walsh (2010)
model crack initiations in orthopaedic hip replacement bone cement by using an
identity-link spatial Poisson regression model. This Poisson/gamma model in a
discrete setting, accommodates non-spatial covariates and a latent spatial process.
2.3.3 Bayesian semiparametric adaptive Gaussian Markov random field
model
Yue and Loh (2011) have successfully modelled the log-intensity of a discretized
spatial point pattern in a Bayesian semiparametric framework. After binning the
data points, an adaptive version of GMRF is used to smooth the corresponding
counts on a regular grid. The methodology of the current model relates closely
to the Bayesian adaptive thin-plate spline (BATS) approach introduced by Yue
and Speckman (2010) to model nonstationary spatial data. A thin-plate spline
is a multidimensional smoothing spline which is commonly used in spatial data
interpolation (Nychka, 2000).
Since it employs a global smoothing parameter, the thin-plate spline estimator
often fails to adequately smooth a nonstationary process. Yue and Speckman (2010)
propose the BATS approach to enhance the spatial adaptivity of the thin-plate
spline. The prior of the proposed approach is an intrinsic GMRF, which extends a
Bayesian version of discretized thin-plate splines. This is done by taking a GMRF
prior on a spatially adaptive variance function. The proposed approach can be
viewed as a two-dimensional extension of the one-dimensional adaptive modelling
in the works of Yue et al. (2012) and Lang et al. (2002). Yue and Speckman (2010)
discuss how the proposed nonstationary GMRF overcomes the problems existed in
the Bayesian model proposed by Brezger et al. (2007), via the construction of a
particular GMRF with a full-rank factorization property in the first hierarchy and
then a simpler GMRF prior is taken for the adaptive variance function. Several
Bayesian spatially adaptive models based on splines are referenced by Yue and
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Speckman (2010); please see references therein for further readings.
2.3.3.1 Model
Yue and Loh (2011) apply the BATS approach to estimate the intensity of an
inhomogeneous spatial point process. We briefly describe the model here. Given
a regular grid In with n = n1n2 and a spatial point pattern, consider the following
spatial model,
yij|λij ∼ Poisson(|Cij|λij),
log(λij) = α+X(sij)β + z(sij), (2.4)
for i = 1, ..., n1 and j = 1, ..., n2. yij is the number of points binned to Cij, where
Cij is the grid cell in the ith row and jth column of I. sij is the centre of Cij, X(sij)
denote covariates measured at sij, and λij is the average intensity for each grid cell.
Yue and Loh (2011) propose a Bayesian semiparametric modelling of the intensity
function
λ(s;α,β,z) = exp{α+X(s)β + z(s)}.
The stochastic process z(sij) accounts for spatial variation and uncertainty that are
unexplained by the covariates. z(sij) is modelled using an adaptive GMRF. This
work is an application of the two-dimensional BATS approach proposed by Yue and
Speckman (2010) for a spatial point process. The adaptive GMRF takes into account
local spatial structure and uses information contained in the data to determine the
amount of local smoothing. It is worth noting that Yue and Loh (2011) are the first
to model the latent spatial process using an adaptive GMRF, as it has only been
modelled with either nonadaptive GMRFs or conditionally autoregressive models
(Besag, 1974).
2.3.3.2 Spatially adaptive Gaussian Markov random fields
A brief introduction to spatially adaptive intrinsic GMRF priors is given here.
Letting zij = z(sij), the adaptive GMRF is based on a spatial Gaussian random
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walk model,
(∇2(1,0) +∇2(0,1))zij ∼ N(0, (δγij)−1),
where ∇21,0 and ∇20,1 denote the second-order backward difference operators in the
vertical and horizontal directions respectively,
∇2(1,0)zij = zi+1,j − 2zij + zi−1,j,
∇2(0,1)zij = zi,j+1 − 2zij + zi,j−1,
for 2 6 i 6 n1 − 1 and 2 6 j 6 n2 − 1. It can be seen that the neighbourhood
structure is based on the four nearest neighbours. The positive parameters δ and
γij are smoothing parameters that account for large-scale spatial variation (global
smoothing) and local spatial uncertainty (adaptive smoothing), respectively. The
use of γij is of particular importance in the intensity estimation of an inhomogeneous
point pattern. The prior on the vector γ=Vec([γij]) is taken to be a first order
intrinsic GMRF on a regular lattice (Besag and Higdon, 1999; Rue and Held, 2005),
for consistency, simplicity and efficient computation (Yue and Speckman, 2010).
The prior on z =Vec([zij]) in matrix form is given by
[z|δ,γ] ∝ δ(n−1)/2|Aγ |1/2+ exp
(
−δ2z
′Aγz
)
,
where Aγ = B′ΛγB is an adaptive structure matrix, B is a full rank matrix,
and Λγ is a diagonal matrix of γ. The quantity |Aγ | is the product of nonzero
eigenvalues from Aγ . The above prior is known as an intrinsic GMRF due to its
improper Gaussian density and Markov property; the latter is attractive since it
makes Aγ highly sparse. Subject to a constraint for identifiability, the prior on γ
has the form
[γ|η] ∝ η(n−2)/2 exp
(
−η2γ
′Mγ
)
I(1′γ = 0),
whereM is a constant matrix with rank n−2. The priors on z and γ are collectively
known as a spatially adaptive intrinsic GMRF prior. Its appealing properties for
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Bayesian inference and computation have been demonstrated by Yue and Speckman
(2010).
2.3.3.3 Hyperpriors and computation
In order to carry out a fully Bayesian inference, the hyperpriors on the precision
components τ , δ, and η are required. By reparameterizing the precision components
in terms of “smoothing parameters”, i.e. taking ξ1 = δ/τ and ξ2 = η/δ, the
nonstationary spatially adaptive intrinsic GMRF prior becomes
[z|τ, ξ1,γ] ∝ (τξ1)(n−1)/2|Aγ |1/2+ exp
(
−τξ12 z
′Aγz
)
,
[γ|τ, ξ1, ξ2] ∝ (τξ1ξ2)(n−2)/2 exp
(
−τξ1ξ22 γ
′Mγ
)
I(1′γ = 0).
The new parameterization is thus more interpretable, where it can be seen that ξ1
and ξ2 are considered to be smoothing parameters for z and γ, respectively. More
specifically, ξ1 determines the degree of global smoothing on the whole z field, while
ξ2 controls the degrees of smoothing imposed on the γ. A smaller value of ξ1 yields
a less smooth z field, whereas a smaller ξ2 shows more adaptive smoothing on the
z.
The following hyperpriors are suggested by Yue and Speckman (2010), including
an invariance prior on τ , a Pareto prior on ξ1, and an inverse gamma prior on ξ2, as
below,
[τ ] ∝ 1
τ
,
[ξ1|c] = c(c+ ξ1)2 ,
[ξ2|a, b] ∝ ξ−(a+1)2 exp
(
− b
ξ2
)
,
where ξ1 > 0, c > 0, ξ2 > 0, a > 0, b > 0. The values of a, b and c are chosen to yield
flexible priors and proper posterior distributions (Yue and Speckman, 2010). The
above hyperpriors specification is also considered by Yue et al. (2010) in the adaptive
spatial smoothing of tbe functional Magnetic Resonance Imaging data via the BATS
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approach. Yue and Loh (2011) on the other hand, omitted the reparameterization
step by using i.i.d. gamma priors on γ and a gamma prior on δ.
One of the advantages of the adaptive GMRF in the BATS approach is that the
data are used to choose the amount of smoothing. It allows the amount of smoothing
to vary across the pre-specified space, as well as time. Nevertheless, it should be
noted that the choice of grid size does affect the performance of the model. A grid
size where each cell is roughly homogeneous in counts is generally recommended.
This method works in scenarios with and without covariates (see equation (2.4)).
2.4 Statistical bias caused by data aggregation
Disease mapping or small area epidemiological study is a major area of research
currently. It covers the study of the geographical distribution of diseases. Spatial
data aggregated to geo-political regions are commonly used in these areas of research
due to their availability and patients’ confidentiality. The aggregation of spatial data
is known to suffer from a number of statistical biases including ecological fallacy
(Robinson, 1950) and the modifiable areal unit problem (Openshaw and Taylor,
1979). This section discusses these two problems and states the motivation for the
development of Chapters 4− 8 in this thesis.
2.4.1 Ecological fallacy
It is widely known that spatial or temporal aggregation of data leads to ecological
bias. The bias can be grouped into a few categories, including pure specification bias,
within- and between-area confounding, errors in variable and effect modification
(Greenland, 1992; Greenland and Morgenstern, 1989; Greenland and Robins, 1994;
Piantadosi et al., 1988; Richardson, 1992; Wakefield and Salway, 2001). Ecological
bias arises when the associations observed at the group level do not correlate with
the associations at the individual level. The difference between ecological correla-
tions and individual correlations has been discussed in detail by Robinson (1950).
Ecological fallacy (Freedman, 1999) refers to the difference between individual and
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group level estimates of risk measures. In small area modelling, summary statistics
collected for the group are used to make inference about the nature of individuals
within that group. However, statistics that accurately describe group characteristics
do not necessarily apply to individuals within that group. In general, when a
relationship observed at the group level is assumed to apply at the individual level,
the fallacy is committed. However, there are cases where it’s reasonable to make
the assumption. For instance, if the odds ratio is calculated based on aggregation
over groups (such as when estimated using a generalized estimating equation), then
it will have a different value to the odds ratio when calculated at the individual
level (such as when estimated using a mixed model) and this is not a result of the
ecological fallacy.
Several study designs have been proposed to overcome ecological fallacy, includ-
ing the hybrid ecological models that combine individual and aggregate information,
which are proposed by Guthrie and Sheppard (2001); Prentice and Sheppard (1995);
Sheppard et al. (1996) and Sheppard (2003). The models can be applied when
disease and exposure data are collected independently from different sources. The
estimation of the causal relationship between exposures and outcomes can be greatly
improved by including a small sample of individual level information. Guthrie et al.
(2002) and Best et al. (2001) apply these models to disease mapping while the
implementation of the approaches in a Bayesian paradigm can be found in Wakefield
and Salway (2001) and Salway and Wakefield (2008). In particular, Salway and
Wakefield (2008) suggest a new approach for reducing within-area variability bias
when only small samples of individual data are available.
A number of other studies have also argued that the only solution to overcome
ecological fallacy is to include individual level data in ecological studies and ap-
ply multilevel modelling techniques, as argued by Glynn et al. (2008); Haneuse
and Wakefield (2008a); Jackson et al. (2006, 2008); Wakefield (2004, 2008, 2009);
Wakefield and Haneuse (2008) and Glynn and Wakefield (2013). Combining indi-
vidual and aggregate data has the advantage of increasing the inferential capacity
of the study, reducing ecological bias, and therefore improving parameter estimates.
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Jackson et al. (2006) showcase the reduction of ecological bias using a hierarchical
model framework along with aggregate and individual level information to estimate
individual level associations for limiting long-term illness. The modelling framework
is later extended to handle more complex situations such as a broad range of data
from different sources (Jackson et al., 2008). An alternative method of combining
ecological data with individual case-only data has been proposed by Haneuse and
Wakefield (2008a). The method is also extended to include spatially unstructured
random effects (Haneuse and Wakefield, 2007) and spatially structured random
effects (Haneuse and Wakefield, 2008b) between geographical areas. Glynn et al.
(2008) combine ecological data with subsample data for a linear model to correct
the linear ecological bias. Glynn and Wakefield (2013) demonstrate the removal of
ecological bias by including individual level data in a Poisson modelling framework
and using optimal designs to choose individual samples so as to maximize the
information.
Multilevel models are flexible as they allow the formation of complex nested and
crossed structures, and also dependencies in data through random effects (Wakefield,
2009). Some basic multilevel regression models for ecologic inference are discussed
by Greenland (2002), where the models incorporate observations on all available
levels, including individual and contextual level. For example, a generalized-linear
model for individuals that incorporates both individual and contextual effects is
µjk = f(α + xjkβ + zkγ),
where µjk is the expected outcome for individual j in group k, xjk is the individual
level covariate, and zk is the group level covariate. In a Bayesian hierarchical
framework, Jackson et al. (2006) describe the methods for combining individual level
and aggregate data, while quantifying their benefit in various contexts. The study
has shown that inference is substantially improved using small individual level sam-
ples, ecological bias is reduced and the mean-square error of estimates is decreased.
Further readings on multilevel modelling include Diez-Roux (2000); Langford and
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Bentham (1996); Langford et al. (1999), and Lawson et al. (2003)(Chapter 3).
Smaller geographical units are suggested to be used in an ecological study in order
to reduce ecological bias as the groups are more homogeneous with respect to the
exposure (Morgenstern, 1995). In ecological studies where coarse geographical areas
are used in the analysis, the assumption of homogeneity of exposure within areas is
rarely fulfilled unless the area size is sufficiently small in terms of population size.
If the analysis is done using small geographical units, the homogeneity assumption
for the exposures can be assumed to hold and the ecological bias can be reduced.
This motivates the development of Chapters 4 − 8 of this thesis to look into using
smaller geographical units in spatial modelling.
Specifically, Chapter 5 investigates the sensitivity of a spatial Poisson model to
various geographical scales using spatial count data. In Chapters 4, 6 and 7 of
this thesis, we assume a Bernoulli likelihood for the binary outcomes of a disease.
The combination of aggregate and individual level information using a multilevel
model in Chapter 6 alleviates the ecological bias. The geographical variation in
these chapters is proposed to be modelled at smaller geographical units for better
identification of excess disease risk.
2.4.2 Modifiable areal unit problem
Another problem concerning aggregated data is the modifiable areal unit problem
(MAUP), in which spatial data produce different results when aggregated to different
scales (Openshaw, 1984b; Openshaw and Taylor, 1979, 1981). The MAUP can be
defined as the sensitivity of statistical results to the definition of geographical units
over which data are collected. In general, two closely related problems within the
MAUP are the scale problem and the aggregation problem (Openshaw, 1984b).
The scale problem is the variation in results caused by the aggregation of a set
of geographical units into increasingly larger geographical units for analysis. For
instance, a dataset may exhibit different spatial patterns when viewed at one spatial
scale compared to another, which is known as a ‘scale’ effect (Perry et al., 2002).
The aggregation problem (Openshaw, 1977) is the variation in results due to the
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uncertainty about how the data are to be aggregated to form a given number of
geographical units. The aggregation effect is caused by the way a study area is
divided up, even at the same scale.
Historically, administrative units such as census regions are used to represent
neighbourhoods in ecological studies due to the availability of data at these ge-
ographical units. However, administrative units are artificial boundaries that may
not always be good representations of the operation of the social processes of interest
(Coulton, 2005). The analysis of aggregated data may suffer from changes in
geographical boundaries over time. An excessively large scale of aggregation can
cause the spatial pattern to be obscured (Can, 1992). Many ecological responses
of interest do not recognize areas or borders defined for administrative purposes,
and thus a finer geographical scale of study is often more appropriate for ecological
studies (Rytkönen, 2004). The findings are more relevant and specific to the local
population in a finer geographical area.
Several approaches have been proposed to deal with the MAUP. Fotheringham
(1989) proposes a basic entity approach that performs analysis directly on individual
entities. This approach completely avoids the MAUP as it eliminates the involve-
ment of geographical units and aggregation. Openshaw (1977); Openshaw and
Taylor (1979, 1981) and Openshaw (1984b) suggest an optimal zoning approach that
maximizes interzonal variation and minimizes intrazonal variation. A sensitivity
analysis approach can also be applied to handle the MAUP. A series of sensitivity
analysis would help to identify variables that are sensitive to varying scale and zoning
configuration, and the degree of the sensitivity. Openshaw et al. (1988, 1987) and
Fotheringham and Wong (1991) propose the development of new methods of analysis
in which visualisation of data should be emphasized more than statistical analysis.
Instead of conducting spatial analysis at a certain scale, an alternative suggestion is
to visually represent the data at a range of geographical scales.
One of the focuses in Chapters 4−8 of this thesis is to investigate the sensitivity
of various spatial models to varying spatial or spatio-temporal scales. Without
repeating the analyses at multiple scales, it is difficult to know whether the findings
50 Chapter 2. Background and literature review
at various scales are consistent. It is therefore important to consider analyses at
various spatial resolutions in order to identify the most appropriate geographical
scale that contributes to significant findings for the problem at hand.
2.5 Spatial smoothness priors
Spatial smoothing techniques are widely employed in disease mapping to account
for spatial correlation in the analysis of a disease dataset. Amongst the smoothing
techniques, Markov random fields are a popular approach in which all regions with
a common boundary are treated as neighbours (Paciorek, 2013). Some of the
common aims for spatial smoothing include (i) to identify regions with unusually
high risks (Haran, 2011); (ii) to model spatial dependence in the data (Haran, 2011;
Richardson et al., 2004) or to estimate the surface of regression effect (Fahrmeir and
Kneib, 2011). Modelling spatial dependence using the Markov random field priors
helps to absorb spatial variation and produce improved estimates for each region by
borrowing strength from neighbouring regions. The intuitive conditional structure
of the Markov random field priors produces an estimate based on neighbouring
values and thus works particularly well to smooth out variability not relevant to
the underlying risk (Assunção and Krainski, 2009). The simple and sparse precision
matrix of the Markov random field models is another desirable property.
In this section, we describe three Bayesian spatial smoothness priors which can
be imposed on regular lattices. The spatial smoothness priors considered are a
first-order intrinsic Gaussian Markov random field (IGMRF) (Rue and Held, 2005)
(alternatively known as the intrinsic conditional autoregressive model), a second-
order IGMRF on a lattice (Rue and Held, 2005), and a Gaussian field with Matérn
correlation function (Stein, 1999) which includes a range parameter. These priors
are supported by the R-INLA programme and are easy to implement. The works
built on these priors in Chapters 4 and 8 of this thesis have been developed with
the objective of deepening the understanding of the choice of smoothness priors for
various structures of spatial patterns.
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According to Sørbye and Rue (2013), the IGMRF-based priors contain a preci-
sion parameter in which the hyperprior chosen for this parameter determines the
smoothness of the spatial field. They provide guidelines on hyperprior selection
for the precision parameters of IGMRF-based priors. The first-order IGMRF prior
considers the effect of first-order neighbours while the second-order IGMRF on a
lattice prior accounts for the effect of both first-order and second-order neighbours
for spatial smoothing. Using examples from medical imaging, Thon et al. (2012)
show that the second-order IGMRF produces much smoother images than the first-
order IGMRF and thus the former is usually favoured for modelling smooth natural
images. The Matérn model uses GMRFs with a local neighbourhood to approximate
isotropic Gaussian fields on regular lattices. The priors are based on the GMRF
and lead to sparse covariance matrices which make the computation tractable and
efficient. In a Bayesian spatial model, let vi denotes a spatially structured term that
describes the effect of the i-th region by assuming that geographically close areas
are more similar than distant areas. We describe the formulation of v below for each
of the smoothness priors.
2.5.1 First-order intrinsic Gaussian Markov random field or intrinsic
conditional autoregressive model
Here we discuss the first-order intrinsic GMRF model discussed by Rue and Held
(2005)(Chapter 3.3.2) which is also known as the intrinsic conditional autoregressive
(ICAR) model. The model can be conveniently applied to regular lattices. The
conditional autoregressive (CAR) model and the ICAR model are widely employed
in disease mapping to capture the spatial correlation of disease risk in areal unit
data through the paradigm of Bayesian hierarchical models (Besag et al., 1991;
Clayton and Bernardinelli, 1992; Clayton et al., 1993; Mollié, 1996; Wakefield et al.,
2000). The intuitive conditional structure of the CAR and ICAR models makes these
models a popular choice of prior distribution for random effects. The neighbourhood
in the CAR and ICAR models is often defined in terms of administrative districts
which are irregular lattices. Advances in MCMC techniques and the availability of
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software packages for Bayesian computation such as WinBUGS (Lunn et al., 2000)
have greatly facilitated the implementation of these models to analyse spatially
varying random effects.
The ICAR model is a class of the CAR model when the covariance matrix is not
positive definite. In the ICAR model, any two areas that share a common border
are considered to be neighbours. On a grid, the four nearest grid cells are treated
as neighbours,  ◦ • ◦• ⊗ •
◦ • ◦
 ,
where for grid cell ⊗, the first-order neighbours are labelled as •. Lindgren et al.
(2011) have shown that the ICAR model approximates a Gaussian field with Matérn
correlation function with range parameter r →∞ and smoothness parameter ν → 0.
The ICAR model on a fine grid has been implemented in Paciorek (2013).
The spatial component v is specified such that the spatial structure is induced,
via conditional autoregression (Besag and Kooperberg, 1995), whereby the condi-
tional of vi, i = 1, . . . , I, depends solely on the random effects v−i,i∼k of the k
neighbouring areas. LetWij be an indicator function which takes on the value one if
grid cells i and j are neighbours that share a common boundary, and zero otherwise;
Wii is set equal to zero. We note that other specifications for W are also possible,
for example W could be a function of the distance to the centroid of the area, of
the size of the area, or the length of the common boundary.
A first-order IGMRF for vi is defined as
vi|v−i, τv ∼ Normal
(
1
ni
∑
i∼k
vk,
1
niτv
)
,
where ni is the number of neighbours of region i, v−i denote all elements in v except
for vi, and i ∼ k indicates that the two regions are neighbours that share a common
boundary; see Besag et al. (1991), Besag et al. (1995), and Rue and Held (2005)
for further details. In order to obtain a proper joint density with a finite marginal
variance, a sum-to-zero constraint is imposed for this prior.
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The ICAR specification (Haneuse and Wakefield, 2008b) is given by
vi|v−i ∼ Normal
 1
ni
∑
i∼j
Wijvj,
1
niτv
 ,
where ni =
∑
i∼j Wij is the number of neighbours for grid cell i. The corresponding
precision matrix Q has elements
Qij = τv

∑
i∼kWik i = j,
−Wij i ∼ j,
0 otherwise.
As the precision matrix is not positive definite, the conditional specification
above does not yield a proper joint distribution for v. The density can, however, be
expressed via a pairwise difference distribution as
π(v|W , τv) ∝ τ (N−1)/2v exp
−τv2 ∑i<j Wij(vi − vj)2

∝ τ (N−1)/2v exp
{
−12v
TQv
}
,
where N denotes the total number of grid cells. The prior for vi|v−i is Normal
with mean 1
ni
∑
i∼j Wijvj and precision parameter τv that determines the strength of
dependence between the parameters vi and vj, and is assigned a gamma distribution
τv ∼ Gamma(av, bv) (Bernardinelli et al., 1995a). The choice of the gamma prior
influences the smoothness of the spatial effect. A proper posterior makes the
impropriety of the IGMRF no longer an issue. Sun et al. (1999) discuss conditions
where posterior propriety is guaranteed for the GMRF models.
This prior can be conveniently implemented in the R-INLA package using the
latent model besag. Using INLA computation, Illian et al. (2012b) model the small-
scale spatial interaction (attraction or repulsion) using the first-order IGMRF prior.
Using a low degree of smoothing, the spatial effect can reflect a very local behaviour,
whereas a high degree of smoothing leads to a very smooth spatial surface.
54 Chapter 2. Background and literature review
2.5.2 Second-order intrinsic Gaussian Markov random field on a lattice
The first-order IGMRF can be extended to higher orders to allow for higher de-
pendence. Areas that do not share a common border may also be considered as
neighbours. Here we consider a second-order IGMRF on a two-dimensional regular
lattice ((Rue and Held, 2005, Chapter 3.4.2), (Fahrmeir and Kneib, 2011, Chapter
5.3.1)), alternatively known as a second-order random walk on a lattice. Sørbye and
Rue (2013) demonstrate the choice of a hyperprior for the precision parameters of
the first- and second-order IGMRF models by mapping the precision parameter to
the marginal standard deviation of the model.
Consider a two-dimensional regular lattice In with n = n1n2 nodes, by restricting
attention to the distribution of the increment
vi+1,j + vi−1,j + vi,j+1 + vi,j−1 − 4vi,j,
we can be sure that the covariance structure is sparse and the interior contains
non-zero elements only in the neighbourhood structure of a second-order IGMRF,

◦ ◦ × ◦ ◦
◦ • • • ◦
× • ⊗ • ×
◦ • • • ◦
◦ ◦ × ◦ ◦
 ,
which means that for the grid cell ⊗, the first-order neighbours are labelled as • and
× denotes the second-order neighbours. By assigning specific weights to different
first- and second-order neighbours, the resulting model resembles a thin plate spline
(Sørbye and Rue, 2013).
The density is similar to that of the first-order IGMRF prior,
π(v|W , τv) ∝ τ (N−1)/2v exp
{
−12v
TQv
}
,
except that the precision matrix Q has a different representation. We refer the
reader to Rue and Held (2005) (Chapter 3.4.2) for the technical details to compute
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Q.
Using graphical notation, the full conditionals of the nodes in the interior of the
regular grid are as follows
E(vi|v−i, τv) = 120
8
◦ ◦ ◦ ◦ ◦
◦ ◦ • ◦ ◦
◦ • ◦ • ◦
◦ ◦ • ◦ ◦
◦ ◦ ◦ ◦ ◦
− 2
◦ ◦ ◦ ◦ ◦
◦ • ◦ • ◦
◦ ◦ ◦ ◦ ◦
◦ • ◦ • ◦
◦ ◦ ◦ ◦ ◦
− 1
◦ ◦ • ◦ ◦
◦ ◦ ◦ ◦ ◦
• ◦ ◦ ◦ •
◦ ◦ ◦ ◦ ◦
◦ ◦ • ◦ ◦
 ,
Prec(vi|v−i, τv) = 20τv.
The precision parameter τv is unknown. The full-conditionals are constructed to
mimic the thin plate spline (Rue et al., 2009). The conditional mean of a specific
node is represented using a weight matrix given above. The four nearest neighbours
in the cardinal directions are assigned weight 8, the four nearest neighbours on the
diagonals are assigned weight −2, and the second-order neighbours in the cardinal
directions are assigned weight −1. Corrections to the boundary can be found by
using the stencils in Terzopoulos (1988). A gamma prior is assigned to the precision
parameter τv and it determines the smoothness of the estimated surface.
The second-order IGMRF prior can be implemented in the R-INLA package using
the rw2d prior. Rue et al. (2009) demonstrate its application to a discretized LGCP
where the model approximates a LGCP model when the grid cells are fine enough.
Other applications can be found in Illian et al. (2012a); Willgert et al. (2011) and
Illian et al. (2012b).
2.5.3 Gaussian field with Matérn correlation function
A Gaussian field is a simple and flexible approach to model spatial dependence in the
data. A random field {v(s), s ∈ D} is a Gaussian random field if (v(s1), . . . , v(sk))T
is multivariate normal for any k ≥ 1 and any locations s1, . . . , sk ∈ D, where
D ⊂ Rd. For point-level data, a function of the distance between two points can
be used to model spatial correlation whilst for lattice data, GMRFs using adjacency
and neighbourhood matrices can be employed (Haran, 2011). The Markov property
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of GMRFs results in sparse matrices and greatly reduces computational burden as
compared to the Gaussian processes which are known to have a dense covariance
matrix.
Rue and Held (2005) (Chapter 5) demonstrate the approximation of an isotropic
Gaussian field on regular lattices In with commonly used covariance functions using
GMRFs with a local neighbourhood for computational reasons. Each element in
the covariance matrix of the GMRF is close to the corresponding element of the
covariance matrix of the Gaussian field. In particular, Lindgren et al. (2011) define
a link between Gaussian fields with Matérn correlation function and GMRFs using
stochastic partial differential equation approach along with the INLA algorithms.
The substitution of the dense covariance matrix of a Gaussian field by a GMRF that
has a sparse precision matrix results in fast computations.
The density of a discrete domain Gaussian field with expectation µ and covari-
ance matrix C can be defined as
p(v) = 1(2π)n/2|C|1/2 exp
(
−12(v − µ)
TC−1(v − µ)
)
.
Consider a discrete representation of a continuous-domain Gaussian field {v(s), s ∈
D},
µ(s) = E(v(s)),
C(s, t) = Cov(v(s),v(t)).
The Matérn family of covariance functions (Matern, 1960) is popular in envi-
ronmental statistics due to its popularity and flexibility for modelling at different
degrees of smoothness. Guttorp and Gneiting (2006) provide a fine documentation
on the history of the Matérn family of spatial correlations and its uses in various
areas of research. The Matérn isotropic correlation function C(s, t) = C(d) on an
infinite lattice with d =
√
||s− t|| is given as (Handcock and Stein, 1993; Minasny
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and McBratney, 2005; Stein, 1999),
C(d) = 12ν−1Γ(ν)
(
d
r
)ν
Kν
(
d
r
)
,
where d is the separation distance, Kν is the modified Bessel function of the second
kind of order ν, Γ(·) is the gamma-function, r is the range or distance parameter
(r > 0) which measures how quickly the correlations decay with distance, and ν is
the smoothness parameter (ν > 0). The latent field has marginal variance 1/τv and
range parameter r. Gamma priors are assigned to both parameters. The Matérn
model has great flexibility in modelling the spatial correlation due to the smoothness
parameter ν. A larger value of ν (ν →∞) implies a smoother spatial process.
This prior can be implemented in the R-INLA package using the latent model
matern2d. The Matérn model is recommended by Stein (1999) due to its flexibility
in estimating the smoothness of the process. In practice the smoothness parameter
ν may be difficult to estimate from the data and therefore is usually fixed according
to an a priori belief of the smoothness of the spatial process. For this model, the
stationarity and isotropy assumptions must be fulfilled for the spatial process, so this
model might not be suitable if the spatial dependence varies in different directions
or regions (Haran, 2011).
2.6 Spatio-temporal modelling
Epidemiological data are often characterized by space and time structures. This
necessitates the extension of spatial models to the spatio-temporal case. Character-
isations of the space-time evolution of a disease help identify regions of higher risk
and disease patterns over space and time. As an extension of the spatial case, spatio-
temporal disease mapping models in the literature have an additional temporal
component for exploring changes in disease rates over a relatively long period of
time. Spatio-temporal modelling approaches have been widely explored in the last
two decades. Here we review some of the popular approaches in the literature.
One of the early examples of temporal smoothing of rates is found in Zeger (1988)
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where an autoregressive model is used to smooth temporal count data. Bernardinelli
et al. (1995a) and Bernardinelli et al. (1995b) introduce spatio-temporal effects using
a Poisson log-linear model in which the logarithm of the rates is modelled as a linear
function of time. Using a spatio-temporal CAR-based model, Waller et al. (1997b)
employ a different approach to accommodate temporal effects and spatio-temporal
interactions in which the spatial effects are nested within time so as to examine the
evolution of heterogeneity and spatial patterns over time. The approach is extended
by Waller et al. (1997a) to include a random effect for each year, assuming that
the temporal effects are independent of the spatial effects. Using similar approach,
Sun et al. (2000) and Kim et al. (2001), however, assume that the temporal trend
follows a linear form. Kim and Oleson (2008) propose a modified method to capture
the nonlinearity in the temporal trend using an autoregressive prior of order one.
Other variants of CAR-based models for spatio-temporal disease mapping include
Assunção et al. (2001); Burden et al. (2005); Dreassi et al. (2005); Jin and Carlin
(2005); Knorr-Held (2000); Knorr-Held and Besag (1998); Mugglin et al. (2002);
Schmid and Held (2004); Toledano et al. (2001), and Xia and Carlin (1998).
Spatial age-period-cohort models are another type of extension in the spatio-
temporal setting. The models incorporate temporal effects via time-varying risk
and birth-cohort-specific risks. The application of the age-period-cohort model can
be found in Lagazio et al. (2003); Schmid and Held (2004) and Congdon (2006). On
the other hand, MacNab and Dean (2001) employ cubic B-spline smoothing over the
temporal dimension and autoregressive local smoothing over the spatial dimension
to analyse the spatial and temporal variability of British Columbia infant mortality
rates. Similar approach has also been successfully adopted by Silva et al. (2008) to
model over-dispersed longitudinal spatially correlated binomial data and Torabi and
Rosychuk (2011) to investigate childhood cancer diagnoses. MacNab and Gustafson
(2007) extend the work in MacNab and Dean (2001) by employing an adaptive
regression B-spline method in a fully Bayesian framework and using the deviance
information criterion for knot and model selection. In addition, new multivariate
GMRF spatial priors and non-spatial multinormal priors are proposed by MacNab
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and Gustafson (2007) to explore spatial smoothing through spatially varying and
randomly varying regression B-splines.
Bayesian nonparametric spatial modelling approach has also been used in disease
mapping. Böhning et al. (2000) develop a special dynamic mixture model to identify
space-time clusters simultaneously. Kottas et al. (2008) extend the mixture model of
Böhning et al. (2000) by incorporating spatial dependence and allowing a random
number of mixture components through the Dirichlet process prior, in a spatio-
temporal setting. In contrast, in order to identify disease clusters over space and
time, Yan and Clayton (2006) extend the spatial cluster model of Gangnon and
Clayton (2000) to accommodate space-time clustering for disease counts data.
Richardson et al. (2006) perform a joint modelling of two related diseases that is
beneficial to study the spatio-temporal variation of the disease risks simultaneously.
The risk of disease has two components which include a shared component and a
specific component that captures the differential between the diseases. Musio et al.
(2010) extend the methodology developed in Fahrmeir and Osuna (2006), which
is a combination of model for zero-inflated data and semiparametrically structured
additive predictors, giving rise to the first application of zero-inflated Poisson models
that incorporate space-time interactions as predictors. The interaction effects are
modelled using a varying coefficient model (Gamerman et al., 2003; Hastie and
Tibshirani, 1993) since time is a categorical variable in the dataset.
Torabi and Rosychuk (2010) recently develop a model that incorporates seasonal
effects in addition to spatio-temporal effects to handle underlying rates that may
fluctuate over seasons within a given year, for instance, in the context of infec-
tious diseases such as malaria (Mabaso et al., 2005) and influenza-related mortality
(Greene et al., 2006). Chen et al. (2008) propose a two-stage spatio-temporal
approach that reduces computational burden of fitting Bayesian spatio-temporal
models to large datasets. The first stage of the approach fits a range of spatial models
to each year of data and the second stage analyses temporal trends in the parameter
estimates from each year. The authors argue that temporal autocorrelation is com-
pletely ignored as the year-specific estimates are treated as independent. Abellan
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et al. (2008) use a joint mixture model with two components for the space-time
interactions that characterise the stability of the underlying spatial patterns. The
first component captures residual noise and the second component models departures
from the space and time main effects.
More recently, dynamic spatio-temporal models have been proposed to model
complex processes that involve dependence over space and time, such as precipitation
(Sigrist et al., 2012) and areal data (Ferreira et al., 2011). As stated in Cressie and
Wikle (2011), two basic approaches for modelling complex space-time processes are:
one that models space-time covariance structure without distinguishing between the
time and space dimensions, and a dynamic one that takes the natural ordering in
the time dimension into account. Sigrist et al. (2012) employ a dynamic model for
accounting for spatio-temporal variation, which incorporates knowledge about the
underlying physical processes that determine rainfall. The resulting dynamic model
is nonstationary, anisotropic, and allows for nonseparable covariance structures.
The dynamic model is shown to perform better than a separable, stationary and
isotropic model. On the other hand, Ferreira et al. (2011) develop a new class of
dynamic multiscale models for spatio-temporal processes arising from Gaussian areal
data. The approach uses nested geographical structures to decompose the original
process into multiscale coefficients which evolve through time following state space
equations.
A thorough discussion of spatio-temporal statistical methods for understanding
complex processes is provided by Cressie and Wikle (2011). The discussion incor-
porates ideas from the areas of time series and spatial statistics as well as stochas-
tic processes. Cressie and Wikle (2011) combine modern hierarchical statistical
modelling concepts with the latest computational methods, particularly Bayesian,
with an emphasis on dynamic spatio-temporal models. Works relevant to dynamic
spatio-temporal modelling can be found in various applications (Ferreira et al., 2011;
Gladish and Wikle, 2014; Katzfuss and Cressie, 2011, 2012; Nguyen et al., 2014;
Wikle and Holan, 2011). For instance, Ferreira et al. (2011) develop a methodology
called Fixed Rank Filtering to deal with overwhelmingly high-dimensional statistical
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models for remote-sensing data.
The studies outlined above have proposed and demonstrated a range of space-
time formulations for analysing spatio-temporal data in various areas of research.
Clearly, the choice of temporal scales for analysis is lacking attention. Limited
studies have been published on the investigation of temporal scale and its impact
on inferences regarding disease outcome in space-time analyses. A common practice
in epidemiological studies is to aggregate data over time for privacy reasons, by
grouping information from several years or indivisible units of time. The choice of
scale of aggregation is somewhat arbitrary and dependent on the time interval of the
reported risk factors. This practice in disease mapping may cause bias in estimating
area-specific relative risk and therefore interpretation of the risk maps should be
done with caution for decision-making purposes (Ocaña-Riola, 2007). Given these
reasons, we are motivated to investigate the impact of the choice of temporal scales
for modelling individual disease outcomes, which constituted Chapter 7 of the thesis.
Here we review two formulations of time effect considered in Chapter 7. The
first model follows the classical parametric formulation proposed by Bernardinelli
et al. (1995a) which assumes a linear time trend for each region. The second model
adopts a dynamic non-parametric formulation (Knorr-Held, 2000) which relaxes the
linearity assumption in the model of Bernardinelli et al. (1995a). Two smoothing
priors are imposed on the temporal effects in the second model, including first-order
and second-order random walks (Knorr-Held, 2000; Rue and Held, 2005).
Following the work in Bernardinelli et al. (1995a), the parametric formulation
for the time effect is described below. Let Rij denote the underlying disease rate,
Eij denote the expected number of cases and Yij denote the observed number of
incidences for the i-th area, and the j-th time interval, for i = 1, . . . , N , and j =
1, . . . ,M . A Poisson model is used to model the variation of disease risk over space
and time, and the logarithm of the rate is a linear function of time,
Yij ∼ Poisson(EijRij),
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log(Rij) = (µ+ ϕi) + (β + δi)tj.
Here µ is the mean log-rate over all areas, ϕi is the spatially varying effect, β is the
mean linear time trend over all areas, and δi is the interaction between the time
effect and the spatial effect. Simply, the log-rate is modelled as
Intercept + Area + Time + Area.Time
To ensure the identifiability of the model, two constraints are imposed, namely∑
ϕi = 0 and
∑
δi = 0. The spatial effect ϕi models the differential effect between
the area-specific log-rate and the overall intercept µ. The time effect δi is a differ-
ential trend for each area that identifies the interaction between time and space.
The spatial effect and time effect can be assumed to vary in a structured or an
unstructured form. For instance, when unstructured heterogeneity is of interest for
the time effect, δi follows a Normal distribution
[δi|δj, j ̸= i, σ2] ∼ Normal(0, σ2).
If δi is assumed to vary in a structured way, δi follows a simple Gaussian intrinsic
autoregression (Besag et al., 1991) where the mean of δi depends on the neighbouring
δis.
[δi|δj, j ̸= i, σ2] ∼ Normal
(∑
j ̸=iwijδj∑
j ̸=iwij
,
σ2∑
j ̸=iwij
)
,
where wij = 1 if i and j are neighbours and wij = 0 otherwise.
As an extension of a model with only main effects, Knorr-Held (2000) proposes
four different types of prior specifications for space-time interaction. Here we are
interested in the main effects model of Knorr-Held (2000) that has a dynamic non-
parametric formulation of time trend. The model can be written as
log(Rij) = µ+ θi + ϕi + αj + γj,
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where µ is an overall risk level, θi and ϕi denote area-specific structured and un-
structured random effects, respectively. Similarly, αj and γj are temporal random
effects that, respectively, vary in a structured and an unstructured pattern. The
intercept µ is imposed a flat non-informative prior. The area-specific structured
effect θ = (θ1, . . . , θN)′ follows a simple Gaussian intrinsic autoregression described
above, the spatially unstructured heterogeneity ϕ = (ϕ1, . . . , ϕN)′ is assumed to
follow a Normal distribution with mean zero and variance σ2.
The temporally structured effect α = (α1, . . . , αM)′ can be assumed to follow a
random walk of first-order (RW1) or a random walk of second-order (RW2) (Besag
and Kooperberg, 1995; Rue and Held, 2005). The prior density of RW1 can be
written as
π(α|τα) ∝ exp
(
−τα2
T∑
t=2
(αt − αt−1)2
)
.
The density of RW2 is
π(α|τα) ∝ exp
(
−τα2
T∑
t=2
(αt − 2αt−1 + αt−2)2
)
.
The component γ = (γ1, γ2, ..., γM)′ is a set of time-specific random effects that
are assumed to be independent and identically distributed, γt ∼ Normal(0, 1/τγ),
representing exchangeable effect for each time interval.
The investigation carried out in Chapter 7 of the thesis uses INLA (Rue et al.,
2009) to perform Bayesian computation as it is computationally more efficient than
the well-known MCMC algorithms. The chapter details the model fitting procedures
and prior specifications. The impact of various temporal scales is examined using
both parametric and non-parametric formulations for the temporal effects. Appli-
cations of space-time modelling using the above approaches via INLA can be found
in Schrödle and Held (2011a,b) and Schrödle et al. (2011).
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2.7 Conclusion
The main literature relevant to the topics of this thesis has been reviewed in this
chapter. Further review of pertinent literature is contained in the beginning of
each chapter. As discussed, although there has been an explosion in both the
construction of Bayesian spatial and spatio-temporal models and the accompanying
computational (mainly MCMC) tools, there are several general inferential issues in
the context of spatial and spatio-temporal modelling to be resolved: What is the
right spatial scale to model various spatial patterns? How does the varying spatial
scale affect model outcomes? Is spatial and temporal smoothing necessary and if so,
how much smoothing is required? Chapters 3− 8 of this thesis endeavour to answer
these questions.
Chapter 3
Bayesian hierarchical models for
analysing spatial point-based data at a
grid level: a comparison of approaches
Abstract
Spatial data are now prevalent in a wide range of fields including environmental
and health science. This has led to the development of a range of approaches for
analysing patterns in these data. In this paper, we compare several Bayesian hierar-
chical models for analysing point-based data based on the discretization of the study
region, resulting in grid-based spatial data. The approaches considered include two
parametric models and a semiparametric model. We highlight the methodology and
computation for each approach. Two simulation studies are undertaken to compare
the performance of these models for various structures of simulated point-based
data which resemble environmental data. Goodness-of-fit statistics are computed to
compare estimates of the intensity functions. The results suggest that the adaptive
Gaussian Markov random field model performs well for inhomogeneous point-based
data where there are large variations or clustering across the space; whereas the
discretized log Gaussian Cox process produces good fit in dense and clustered point-
based data. One should generally consider the nature and structure of the point-
based data in order to choose the appropriate method in modelling a discretized
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spatial point-based data.
This chapter addresses objective (1) outlined in Chapter 1. A broad class of
spatial models are described in a repeatable and lucid way. The chapter intends to
provide guidance on the selection of spatial models for various structures of point
patterns based on their formulation and properties, as well as their performance in
intensity estimation.
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3.1 Introduction
Spatial data occur in various disciplines including ecology (Best et al., 2000a; Diggle
et al., 2007; Wolpert and Ickstadt, 1998), geology (Baddeley et al., 2010), transporta-
tion planning (Ickstadt et al., 1998; Ickstadt and Wolpert, 1999), epidemiology or
disease mapping (Beneš et al., 2005; Diggle, 1990; Liang et al., 2008a,b), and health
science (Heron and Walsh, 2008, 2010). Three different types of spatial data are
encountered in the literature of spatial statistics, namely spatial point patterns, area-
based data, and geostatistical data (Banerjee et al., 2004). The methods for handling
these data and key references are given in Table 3.1. Precise locations of objects
are known in both point pattern and geostatistical data. The distinctions between
these two types of data are, however, not always clearcut. In the point pattern case,
the events being observed such as trees, animal nests, domiciles of cancer cases or
galaxies are often fixed whereas the event locations are thought of as the random
variable. In the geostatistical case, point observations of a continuously varying
quantity over a region are of interest. Locations in the geostatistical data usually
correspond to sampling sites or monitoring sites where continuous measurements are
taken. In contrast, area-based data do not contain precise locations but summaries
over well-defined regions. Areal data are most commonly seen in epidemiology and
public health.
In this paper, we restrict our attention to methods of handling spatial point
patterns. Spatial point patterns are essentially realizations of a spatial point process;
see Lawson and Denison (2002); Møller (2003a); Møller and Waagepetersen (2004,
2007); Richardson (2003) for theories and review of spatial point processes. In
recent years, point pattern data have become increasingly common in many fields of
application such as image processing, spatial epidemic theory, environmental studies,
ecology, geography, astrophysics, fisheries and forestry. There are growing numbers
of datasets being collected in these areas of research due to recent advances in
geographical information systems (GIS) and global positioning systems (GPS) which
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Table 3.1: Spatial data
Spatial point
patterns
Area-based data Geostatistical
data
Regular lattice:
Grid-based data
Irregular lattice:
Areal data
Nature of
data
Data contain
precise locations
Data originate
from spatial point
pattern aggregated
to grid level; or
originally collected
at pixel level
(raster data)
Data are collected at
the level of
geographic regions,
e.g. administrative
districts
Precise locations of
objects are known;
point observations
of a continuously
varying quantity
over a region are of
interest
Commonly
used
approaches
Spatial point
pattern analysis
(Diggle, 2003;
Illian, 2008) and
spatial point
process
methodology
(Møller and
Waagepetersen,
2004; Richardson,
2003)
Approximation of
Poisson point
process such as
discretized log
Gaussian Cox
process (Beneš
et al., 2005) and
spatial logistic
regression
(Baddeley et al.,
2010)
Gaussian Markov
random field models
(Besag et al., 1991;
Knorr-Held, 2000;
Rue and Held, 2005),
joint exponential
distance model and
bi-dimensional
P-splines (Sauleau
et al., 2007),
generalized additive
mixed models
(Brezger and Lang,
2006; Fahrmeir and
Lang, 2001), and
zero-inflated Poisson
model (Lambert,
1992)
Kriging (Banerjee
et al., 2004),
Gaussian
predictive process
models (Banerjee
et al., 2008), and
model-based
geostatistics
(Diggle et al.,
2010, 1998)
Discretization
of study
region
required
No Yes, if data are
aggregated from
spatial point
pattern
No (already
discretized)
No
enable accurate geocoding of locations of data collected. In the context of epidemi-
ology, spatial point patterns occur in a study region and can have attributes such as
presence or absence of a disease, together with other individual characteristics such
as age, gender, and socioeconomic status. In a forestry application, locations of a
certain species of tree in a forest are treated as a spatial point pattern.
Diggle (2003) and Illian (2008) have discussed some methods for analysing spatial
point patterns. Formulation and fitting of realistic models to point pattern data
70
Chapter 3. Bayesian hierarchical models for analysing spatial point-based data at
a grid level: a comparison of approaches
has only become broadly accessible in the last decade through the availability of
increased computing power. For instance, software packages are now available
for analysing these types of data, such as spatial (Venables and Ripley, 2002),
sp (Pebesma and Bivand, 2005), spatstat (Baddeley and Turner, 2005) in the
R package, SpPack in Excel (Perry, 2004), and splancs in the S-Plus package
(Rowlingson and Diggle, 1993).
One of the primary interests in modelling a spatial point process is estimating
the intensity function. A parametric model is often assumed and fitted to the data
to achieve this aim (Diggle, 2003; Waagepetersen and Guan, 2009; Waagepetersen,
2007). The intensity function can alternatively be estimated non-parametrically
using kernel smoothing (Berman and Diggle, 1989; Diggle, 1985; Guan, 2008), where
the kernel weight assigned to an event of the process is often defined as a function
of the distance between the event and the point of interest. Alternative approaches
in modelling spatial point processes include: likelihood-based inference for log-
linear inhomogeneous Poisson processes (Cox, 1972); random field generalization of
Poisson/gamma-models (Wolpert and Ickstadt, 1998) and relating all spatially vary-
ing quantities to a continuous underlying random field model (Best et al., 2000a);
and extension of Ripley’s (Ripley, 1976) definition of a reduced second moment
measure, or K-function, to include a class of nonstationary processes (Baddeley
et al., 2000).
The advantage of using point level data in ecological studies (such as disease
modelling or mapping) is that it avoids the possibility of ecological bias or ecological
fallacy that can occur with aggregated data (Robinson, 1950; Selvin, 1958). This
is because individual-level relationships coincide with those at the group level only
under strict circumstances. Modelling of point level data also allows estimates to
be adjusted for individual-level covariates, while estimating the spatial variation of
disease risk (French and Wand, 2004). Area-level covariates can also be added to
the model, if available and relevant, via a hierarchical extension.
In practice, point level disease data can be difficult to access for reasons of
confidentiality. Moreover, concerns such as data quality, data management and
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computational feasibility may arise when dealing with complex and high-dimensional
datasets where they contain many points and marks (marked point pattern). As a
result, there is now a growing interest in modelling data at grid level by discretizing
the study region into regular grid cells which are far smaller than the common areal
regions (e.g., administrative districts) and thus more geographically accurate. In
other instances, spatial data may be collected directly at grid level with the aid of
GIS and related software, in the form of pixel or raster data. Briefly, a raster consists
of a matrix of cells (or pixels) organized into rows and columns (or a grid) where each
cell carries some information such as rainfall, concentration, or population density.
Raster data play a vital role in GIS as a tool for representing information on a
continuous space, for instance, satellite imagery, surface maps (e.g. landscape), and
aerial photography, in a relatively simple data structure (Chang, 2010; Lai et al.,
2008).
Grid-based spatial data comprising a response of interest and a set of covariates
can be analysed using a generalized linear model. Baddeley et al. (2010) consider
predicting the occurrence of gold deposits by dividing the study region into pixels,
recording the presence or absence of data points in a pixel, and then applying logistic
regression to model the data. An alternative method was proposed by Li et al.
(2012b) who employed a log-Gaussian Cox process to make inference about the
spatial pattern of Lupus incidence in Toronto by modelling the continuous risk
surface on a fine grid and taking into account other covariates. The analysis of grid
level data based on discretization of study region has also been widely explored in
various disciplines (Beneš et al., 2005; Biggeri et al., 2006; Hossain and Lawson,
2009; Illian et al., 2012a,b; Kleinschmidt et al., 2007; Pati et al., 2011; Vanhatalo
and Vehtari, 2007).
An appealing feature of analysing spatial data at the grid level is that the
covariance structure can be approximated by a Markov random field where the
spatial dependence is determined by a neighbourhood structure. In other words,
counts in a grid cell depend only on neighbouring cells. For this reason, the inverse
of the covariance matrix is highly sparse and the analyses are more computationally
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feasible even for very fine grid cells. Another advantage of this approach is that
evaluation of spatial effects at grid level provides constant geographic boundaries
compared to census regions where the boundaries may change over time. Change
of geographic boundaries is most commonly seen in the context of epidemiology
and public health where data collected at different time periods render the analyses
infeasible due to difference in the boundaries of administrative districts (Li et al.,
2012b).
Given this identified interest in analysing point-based data at the grid level,
it is of interest to evaluate and compare models that have been proposed for this
purpose. In this paper, we select three popular approaches, review the model and
computational methodology for each approach, and then compare the approaches in
terms of estimation of the underlying intensity and goodness-of-fit under different
spatial structures. We consider dense, sparse, clustered and non-clustered point-
based data, and conduct the comparison using simulated data at similar scales of
discretization of the study region. These point-based data may resemble various
patterns of environmental data which are often spatially referenced. We select three
popular Bayesian approaches: two parametric models (log Gaussian Cox process
and gamma moving average model) and a semiparametric model (adaptive Gaussian
Markov random field model).
A log Gaussian Cox process (LGCP) is a parametric model which is flexible
and attractive for its relative tractability and simplicity (Møller et al., 1998). This
process is able to incorporate adjustments for observed, spatially referenced covari-
ates. A fully Bayesian approach to inference for a LGCP with covariates with non-
aggregated data was proposed by Beneš et al. (2005). They estimated the risk map
of tick-borne encephalitis in Central Bohemia and studied the dependence of the
disease risk on the covariates. While Beneš et al. (2005) assumed that the intensity
surface is constant over grid cells and considered only location-specific covariates in
their analysis, Liang et al. (2008b) accommodated spatially referenced covariates,
individual-level risk factors, and related interactions in a LGCP. Smoothed maps of
marginal log-relative intensity surfaces for colon and rectum cancer were produced.
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In the same spirit as Beneš et al. (2005), a fully Bayesian approach was adopted to
make posterior inference. In short, Liang and colleagues accounted for both location-
specific and non-location-specific covariates in the context of multiple dependent
point processes.
In addition to spatial epidemiology, a recent application of a LGCP in geostatis-
tical modelling can be seen in the work of Pati et al. (2011), where they developed
a Bayesian approach for the informative locations problem. The locations were
modelled using a LGCP. Besides adjustment for the location intensity process, the
outcomes were modelled conditionally on the locations with a Gaussian process to ac-
count for the spatial random effect. Evidence of informative sampling was seen when
the method was applied to ozone data over Eastern U.S.A. Application of LGCP is
also seen in geostatistical marking, which is a procedure of constructing marked point
process models from an unmarked point process. Focusing on intensity-dependent
marking, Ho and Stoyan (2008), Myllymäki and Penttinen (2009), and Diggle et al.
(2010) used a stationary LGCP as an unmarked point process model. Another
interesting application of a LGCP is demonstrated in the work of Ghosh and Das
(2010), where they presented a spatial point pattern analysis of the Maoist attack
and the Maoist losses in India. The LGCPmodel was used to account for randomness
in the observed locations of Maoist attacks or losses.
Doubly-stochastic (Cox) Poisson-gamma random field models were introduced by
Wolpert and Ickstadt (1998) for estimating and interpolating unobserved intensities
of a point pattern. These models are special cases of shot-noise Cox processes
(see Brix (1999); Møller (2003b); Møller and Waagepetersen (2002) for details).
The intensity of the point pattern, Λ(s) is modelled continuously as a moving
average of a latent independent-increment stochastic process in a space. These
models arise from the idea that counts from nearby locations are similar, have
positive correlation and exhibit spatial dependence. Similar to the LGCP, this model
has a hierarchical Cox process structure. Rather than a log Gaussian definition
of Λ(s), the intensity process is a mixture of inhomogeneous, infinitely divisible
random fields (Wolpert and Ickstadt, 1998). Applications of this model can be
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seen in transportation planning (Ickstadt and Wolpert, 1999), ecological regression
and environmental epidemiology (Best et al., 2000a), and estimation of nitrate
concentration in groundwater (Woodard et al., 2010). Poisson-gamma random field
models can be employed in both continuous and discrete settings, where they differ
in the specification of the latent spatial process. The discrete version of the model
involves discretization of the study region and aggregation of data, which leads
to some loss of information such as the exact locations of observed events, but is
computationally less intensive. The continuous version of the model requires more
extensive analysis, but results in more precise estimates of unknown parameters.
In this article, we focus on the discrete version of Poisson-gamma random field
model, which is a gamma moving average (GMA) model. This model was discussed
by Best et al. (2005) in a review of Bayesian spatial models for disease mapping.
The model is computationally simpler, since a few gamma variates are drawn at each
iteration instead of the thousands of points needed to simulate a gamma random
field in the continuous setting. This model is also applicable to other polygonal
lattice structures, as well as non-lattice structures such as counties or regions in
disease mapping, where there is less concern about arbitrary levels of discretization.
An example of the GMA model is given by Ickstadt and Wolpert (1997), where
they studied the spatial dependence of hickory tree counts by partitioning the study
area into quadrat grids at different levels of discretization. Another application
of this model can be seen in the study of impact of traffic-related air pollution on
childhood respiratory problems (Best et al., 2000b). More recently, Heron and Walsh
(2010) modelled crack initiations in orthopaedic hip replacement bone cement using
an identity-link spatial Poisson regression model. The model accommodated non-
spatial covariates and a latent spatial process, which used the notion of the gamma
moving-average approach.
In a Bayesian semiparametric framework, Yue and Loh (2011) described a model
for the log-intensity of a spatial point pattern. After binning the data points, an
adaptive version of Gaussian Markov random fields (GMRF) was used to smooth
the corresponding counts on a regular grid. This methodology relates closely to
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the Bayesian adaptive thin-plate spline (BATS) approach introduced by Yue and
Speckman (2010) to model nonstationary spatial data. A thin-plate spline is a mul-
tidimensional smoothing spline which is commonly used in spatial data interpolation
(Nychka, 2000).
Since it employs a global smoothing parameter, the thin-plate spline estimator
often fails to adequately smooth a nonstationary process, Yue and Speckman (2010)
proposed the BATS approach to enhance the spatial adaptivity of the thin-plate
spline. The prior of the proposed approach is an intrinsic GMRF, which extends
a Bayesian version of discretized thin-plate splines. This was achieved by taking a
GMRF prior on a spatially adaptive variance function. The proposed approach can
be viewed as a two-dimensional extension of the one-dimensional adaptive model
described by Lang et al. (2002) and Yue et al. (2012). The approach constructs a
particular GMRF with a full-rank factorization property in the first hierarchy and
then a simpler GMRF prior for the adaptive variance function.
One of the advantages of the adaptive GMRF in the BATS approach is that the
information from the data is used to choose the amount of smoothing. It allows the
amount of smoothing to vary across the prespecified space, as well as time. Accord-
ing to Yue and Loh (2011), the data-driven nature of the semiparametric adaptive
GMRF model has enabled it to impose adaptive smoothing when a point process
has increasingly local variation and when the point pattern is more homogeneously
distributed, it provides general smoothing. Nevertheless, it should be noted that the
choice of grid size does affect the performance of the model. A grid size in which
each cell is roughly homogeneous in counts is generally recommended. This method
works in both scenarios with and without covariates.
We carry out two simulation studies to compare the performance of these models
for various structures of point-based data, in terms of goodness-of-fit in intensity
estimation. The simulation studies involve discretization of study region at similar
spatial scale for all models for the purpose of comparison. The organization of
this paper is as follows. In Section 3.2, we describe the methods for analysing
spatial point-based data, as well as the specification of priors and computation,
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and compare these methods at the end of the section. The simulation studies and
criteria for model evaluation are described in Section 3.3. In Section 3.4, we discuss
computational requirements and goodness-of-fit of the models based on the results
of simulation studies. Finally, Section 3.5 summarizes and compares the methods
for different structures of point-based data.
3.2 Methods for analysis of grid level spatial data
LetX be a set of point-based data discretizing the observation window S into n1×n2
grid cells {sij} with area |sij| for i = 1, . . . , n1 and j = 1, . . . , n2. We choose n1 = n2,
resulting in n1×n2 regular lattices. Let Nij denote the observed number of points in
grid cell sij and Λ(sij) denote the average intensity for grid cell sij. Conditional on
the intensities Λ(sij), Nij|Λ(sij) follows a Poisson distribution with mean |sij|Λ(sij),
as below,
Nij|Λ(sij) ∼ Poisson(|sij|Λ(sij)). (3.1)
Three methods for estimating the intensities Λ(sij) are described below.
3.2.1 Discretized log Gaussian Cox process
3.2.1.1 Model
A LGCP is a hierarchical Poisson process with a random intensity function defined
by Λ(s) = exp(Z(s)) where Z(s) is a Gaussian random field at s ∈ Rd. The common
latent variable Z(.) models the spatial dependence in the point-based data. In this
paper, we consider a simple discretized LGCP where the log-intensity of the Poisson
process is given by a fixed intercept (β0) and a random spatial effect (fs(sij)) that
captures the underlying trend and name this model as LGCP1,
log(Λ(sij)) = β0 + fs(sij). (3.2)
To account for the unexplained local random variation, we include an independent
and identically distributed (i.i.d.) component, ϵij, to the above model, and name
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this model as LGCP2,
log(Λ(sij)) = β0 + fs(sij) + ϵij. (3.3)
3.2.1.2 Priors
Gaussian priors are assigned to all components of the latent field φ = {β0, fs(sij)}.
The resulting model can thus be viewed as a latent Gaussian model and the (ap-
proximate) Bayesian inference will be performed using integrated nested Laplace
approximation (INLA) (see Section 3.2.1.4). The intercept term, β0, is assigned
a diffuse Gaussian prior. The spatial effect fs(sij) is modelled as a second-order
random walk on the n1 × n2 lattices, with a gamma prior for the precision (inverse
variance) parameter of the spatial effect. These hyperparameters determine the
smoothness of the spatial field. As stated by Illian et al. (2012b), prior parameters
of (1, 0.001), (40, 0.001) and (100, 0.001) result in low, moderate and high degrees of
smoothing, respectively. We note that it is also possible to model the spatial effect
as a Gaussian field with Matérn correlation function (Stein, 1999) which includes a
range parameter.
3.2.1.3 Posterior inference
The posterior marginals of interest can be written as
π(φm|y) =
∫
π(φm|θ,y)π(θ|y)dθ, (3.4)
where φm are the components of the latent field, namely β0 and fs(sij). The vector
θ refer to the hyperparameters used in defining prior distributions for the precision
of the Gaussian priors. The posterior marginals of θ are given by
π(θm|y) =
∫
π(θ|y)dθ−m, (3.5)
where θ−m denote all elements in θ except for θm.
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3.2.1.4 Computation
Markov chain Monte Carlo (MCMC) methods remain a popular computational
choice for a Bayesian LGCP due to their simplicity, flexibility and generality (Simp-
son et al., 2011). Nevertheless, one has to deal with challenges in terms of conver-
gence, computational time and cost involved in building an MCMC scheme. An
alternative is the INLA approach proposed by Rue et al. (2009). This performs
approximate Bayesian inference for latent Gaussian models. The corresponding
software package by the same name can be easily called in the R package by using
library(INLA). The fitting of a LGCP using INLA is demonstrated by Illian et al.
(2012a,b) and Rue et al. (2009).
We apply the INLA methodology to estimate the log-intensity in (3.2) and (3.3).
In calling R-INLA to fit the simple model in (3.2) and (3.3), the model family is
specified as “poisson” and “strategy=laplace” is chosen to apply the Laplace
approximation to estimate the marginals of the components of the latent field. The
Laplace approximation is the most accurate approximation in R-INLA. The call in
R-INLA to fit the model is
formula = y ~ 1 + f(f_s, model="rw2d", nrow=nrow, ncol=ncol,
hyper=<hyper>)
result = inla(formula, family="poisson", data=y, verbose=TRUE,
control.inla = list(strategy = "laplace"))
Nested approximations are constructed to estimate (3.4) and (3.5), and numerical
integration is used to integrate out θ. The INLA methodology applies a Laplace
approximation to the posteriors of hyperparameters, which can be written as
π˜(θ|y) ∝ π(φ,θ,y)
π˜G(φ|θ,y)
∣∣∣∣
φ=φ∗(θ)
,
where π˜G(φ|θ,y) is the Gaussian approximation to the full conditional of φ and
φ∗(θ) is the mode of the Gaussian approximation for each φ. We refer the reader
to Rue et al. (2009) for more details.
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3.2.2 Gamma moving average model
3.2.2.1 Model
Following (3.1), the GMA model can be summarized as follows,
Λ(sij) ≡
∑
l=1,...,n1n2
kijlΓl,
Γlind∼Ga{αl, (βl)−1},
Here Γl denotes the latent influence in grid cell sl and follows a gamma distribution
with shape parameter αl and scale parameter βl. Note that kijl is a Gaussian kernel,
kijl =
1
2πρ2 exp
(
−|dijl|
2
2ρ2
)
,
where dijl is the Euclidean distance from the centroid of the grid cell sij to the
centroid of the grid cell of the latent source sl, and ρ is a parameter indicating the
distance over which the latent spatial effects exert influence. As there are n1 × n2
latent sources, we use l = 1, . . . , n1n2 for simplicity. Λ(sij) comprise unobserved
independent gamma-distributed impulses Γl and uncertain nonnegative coefficients
kijl. The parameter Γl quantifies the influence of the spatially varying effects on
spatial point-based data.
3.2.2.2 Priors
As described in Section 3.2.2.1, we assign gamma priors to Γl, as we believe that
the latent spatial factors exert positive influence on the counts of events. Further,
the mean of the Poisson distribution must be non-negative. The choice of gamma
priors also facilitates the formation of a full conditional distribution for Γl which is
of known form. As guided by Heron and Walsh (2010), a log-normal prior is chosen
for ρ, under the belief that latent influences on counts in a grid cell originate from
surrounding areas only. Also, ρ takes only positive real values. We note that gamma
or inverse-gamma priors may also be suitable for the parameter ρ. The choice of
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priors is discussed in Section 3.3.3.
3.2.2.3 Posterior inference
Let E(Nij) = µij = |sij|Λ(sij), up to a constant of proportionality, the joint
likelihood together with independent prior distributions for the unknown parameters
(π(Γl), π(ρ)) constitute the joint posterior distribution for the GMA model,
P(Γl, ρ|{Nij}) ∝
∏
ijl
{
exp(−µij)(µij)Nij
Nij!
π(Γl)
}
π(ρ).
We refer the reader to Best et al. (2000b); Heron and Walsh (2010); Ickstadt and
Wolpert (1997) for more details on posterior inference for the GMA model.
3.2.2.4 Computation
We carry out posterior inference using an MCMC scheme in the R package. As
proposed by Ickstadt and Wolpert (1997) and Heron and Walsh (2010), we use Gibbs
sampling to sample Γl and a Gaussian random walk Metropolis-Hastings algorithm
(Chib and Greenberg, 1995) to update ρ as the full conditional distribution for ρ
is of unknown form. See Appendix A for the detailed MCMC scheme that can be
used to sample from the posterior distribution of a GMA model.
3.2.3 Bayesian semiparametric adaptive Gaussian Markov random field
model
3.2.3.1 Model
Following (3.1), we employ a Bayesian semiparametric model (Yue and Loh, 2011)
for the intensity function Λ(sij) as below,
log(Λ(sij)) = α + v(sij). (3.6)
The stochastic process v(sij) accounts for spatial variation and uncertainty that are
unexplained by the covariates and is modelled using an adaptive GMRF. Here we
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give a brief introduction to the spatially adaptive GMRF priors and refer the reader
to Yue and Speckman (2010) for details.
Letting vij = v(sij), the GMRF is based on a spatial Gaussian random walk
model,
(∇2(1,0) +∇2(0,1))vij ∼ N(0, δ−1), (3.7)
where ∇21,0 and ∇20,1 denote the second order backward difference operators in the
vertical and horizontal directions respectively,
∇2(1,0)vij = vi+1,j − 2vij + vi−1,j
∇2(0,1)vij = vi,j+1 − 2vij + vi,j−1,
for 2 6 i 6 n1 − 1 and 2 6 j 6 n2 − 1. As explained in Yue and Speckman (2010),
the neighbourhood structure is based on the 12 nearest neighbours.
To achieve an adaptive extension of (3.7), the constant precision δ is replaced by
locally varying precisions δij (Yue and Speckman, 2010). By setting δij = δeγij , δ is
a scale parameter and γij ∈ R serves as the adaptive precision for δij. The positive
parameters δ and γij account for large-scale spatial variation (global smoothing)
and local spatial uncertainty (adaptive smoothing), respectively. The use of γij is
of particular importance in intensity estimation of inhomogeneous point-based data
in order to capture the local spatial structure of the process v(sij). Setting γij ≡ 1
makes (3.7) a nonadaptive GMRF on the lattice.
3.2.3.2 Priors and hyperpriors
The prior on v =Vec([vij]) = (v11, . . . , vn11, v12, vn1n2)′ in the matrix form is given
by
[v|δ,γ] ∝ δ(n−1)/2|Aγ |1/2+ exp
(
−δ2v
′Aγv
)
,
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where Aγ = B′ΛγB is an adaptive structure matrix, B is a full rank matrix, and
Λγ = γij[eγij ]. The quantity |Aγ |+ is the product of nonzero eigenvalues from Aγ .
The prior on γ=Vec([γij]) = (γ21, γ31, . . . , γn1n2)′ is set to be a first order intrinsic
GMRF (IGMRF) on a regular lattice (Besag and Higdon, 1999; Rue and Held, 2005)
for consistency, simplicity and efficient computation (Yue and Speckman, 2010).
Subject to a constraint for identifiability, the prior on γ has the form
[γ|η] ∝ η(n−2)/2 exp
(
−η2γ
′Mγ
)
I(1′γ=0),
for
I(1′γ=0) =
{ 1 if identifiable,
0 otherwise.
whereM is a constant matrix with rank n−2. The priors on v and γ are collectively
known as spatially adaptive IGMRF prior. Appealing properties of this prior for
Bayesian inference and computation are discussed by Yue and Speckman (2010).
In order to carry out a fully Bayesian inference, the hyperpriors on the precision
components τ , δ, and η are required. An appealing reparameterization is to take
ξ1 = δ/τ and ξ2 = η/δ, so that the nonstationary spatially adaptive IGMRF priors
become
{v|τ, ξ1,γ} ∝ (τξ1)(n−1)/2|Aγ |1/2+ exp
(
−τξ12 v
′Aγv
)
,
{γ|τ, ξ1, ξ2} ∝ (τξ1ξ2)(n−2)/2 exp
(
−τξ1ξ22 γ
′Mγ
)
I(1′γ=0).
This parameterization is more interpretable, in that ξ1 and ξ2 can be considered as
smoothing parameters for v and γ, respectively. More specifically, ξ1 determines
the degree of global smoothing on the whole v field, while ξ2 controls the degree
of smoothing imposed on the γ. A smaller value of ξ1 yields a less smooth v field,
whereas a smaller ξ2 shows more adaptive smoothing on the v due to more adaptive
precisions γij.
As pointed out by Yue and Loh (2011), since the null space of Aγ is spanned by
1 = (1, . . . , 1)′, the intercept α has to be removed from model (3.6) for identifiability.
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In terms of hyperpriors, we assign an invariant prior on τ , a Pareto prior on ξ1, and
an inverse gamma prior on ξ2, as suggested by Yue and Speckman (2010),
[τ ] ∝ 1
τ
,
[ξ1|c] = c(c+ ξ1)2 ,
[ξ2|a, b] ∝ ξ−(a+1)2 exp
(
− b
ξ2
)
,
where ξ1 > 0, c > 0, ξ2 > 0, a > 0, b > 0. The values of a, b and c are
chosen to yield flexible priors and proper posterior distributions (Yue and Speckman,
2010). The above specification of the hyperpriors was also considered by Yue et al.
(2010) in adaptive spatial smoothing of functional Magnetic Resonance Imaging
(fMRI) data via the BATS approach. In contrast, Yue and Loh (2011) omitted the
reparameterization step by using i.i.d. gamma priors on γ and a vague gamma prior
on δ.
In order to choose the hyperparameters for the priors on ξ1 and ξ2, we use the
notion of equivalent degrees of freedom (df), as suggested by Yue and Speckman
(2010). In general, the more complicated a surface to be fitted is, the more degrees
of freedom it requires. With guidance from the prior distributions, the data are
used to choose a desirable degree of freedom, as the model is hierarchical. (See Yue
and Speckman (2010) for the guide on choosing priors.) By fixing a, which is the
prior on ξ2, and choosing reasonable df for ξ1 and ξ2, the values of b and c can be
obtained. Different choices of df are employed for different structures of point-based
data. See Section 3.3.3 for the choices of priors.
3.2.3.3 Posterior inference
Based on the likelihood and prior distributions specified in Section 3.2.3.1 and
3.2.3.2, the joint posterior distribution for the adaptive GMRF (AGMRF) model
is
π(v,γ, δ|{Nij}) ∝ L(Nij|v)π(v|γ, δ)π(γ)π(δ),
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where L(Nij|v) is the likelihood function. We refer the reader to Yue and Speckman
(2010) and Yue and Loh (2011) for more details on posterior inference for the
AGMRF model.
3.2.3.4 Computation
We carry out posterior inference for the AGMRF model using MCMC simulation in
FORTRAN, by modifying the FORTRAN and R code available online following the work of
Yue and Speckman (2010) (http://pubs.amstat.org/doi/suppl/10.1198/jcgs.2009.08124).
The full conditionals for v, τ and ξ1 are of known form, and thus can be updated
using Gibbs sampling. As proposed by Yue and Speckman (2010), we use a block-
move sampling method based on a Metropolis-Hastings algorithm to sample γ
in order to speed up the convergence of Markov chains. The adaptive rejection
Metropolis sampling (ARMS) (Gilks et al., 1995a; Gilks and Wild, 1992) is employed
to sample ξ2 due to its log concave conditional distribution.
3.2.4 Model comparison
Table 3.2: Characteristics of the LGCP, GMA and AGMRF models
Characteristics LGCP model GMA model AGMRF model
1. Model Parametric Parametric Semiparametric
2. Discretization
required
Yes Yes Yes
3. Latent process Gaussian random
field
Discrete gamma
impulses
Adaptive GMRF
4. Spatial dependence
is denoted by
Second-order
random walk on a
lattice
Gaussian kernel Neighbourhood
structure of GMRF
5. Bayesian inference
via
INLA MCMC MCMC
6. Priors Gaussian priors Gamma priors Spatially adaptive
IGMRF priors
Table 3.2 shows a comparison of the three methods. Disretization is required in
each method to carry out analysis and posterior inference. The discretized LGCP
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is a parametric model where the latent process is defined by a Gaussian random
field. The GMA model is a parametric model in which the latent process is made up
of unobserved discrete gamma-distributed impulses. The AGMRF model describes
the latent process using an adaptive GMRF. Spatial dependence of point-based
data in a discretized LGCP is modelled as second-order random walk on a lattice,
whereas a Gaussian kernel determines the influence of latent sources in a GMA
model. In contrast, the neighbourhood structure of the GMRF in the AGMRFmodel
represents spatial dependence of the point-based data. For a discretized LGCP,
Bayesian inference is carried out using INLA, a fast computation method, whereas
MCMC methods are employed to sample from the posteriors for the GMA and
AGMRF models. Latent processes in the discretized LGCP are assigned Gaussian
priors. Gamma priors are assigned to the latent impulses in the GMA model,
whereas spatially adaptive IGMRF priors are assigned to the latent processes in
the AGMRF model.
The feature of the comparison in this study is to take the three methods dis-
cussed in Section 3.2.1 to Section 3.2.3 from the literature as how they were being
constructed and applied in various areas. It is noted that these methods differ in
their construction and levels of complexity, in which the AGMRF model has three
hierarchical layers, the LGCP model has two hierarchical layers and the GMA model
has a single layer. The AGMRF model places a prior on v (the spatial random
effects) with hyperparameters δ and γ. Following which, a prior is placed on δ and
γ which have hyperparameters ξ1 and ξ2. ξ1 and ξ2 also have a hyperprior and are
estimated from the data. For the LGCP model, the precision of the spatial random
effects is given a hyperprior. In contrast, in the GMA model, the prior for the spatial
random effects Γl is fixed at Ga(1, 0.01). In light of the construction above for the
models, it is anticipated that the results would reflect to some degree this difference
in flexibility and complexity.
We note that by including an i.i.d. component in the LGCP2 model in addition
to the spatial component, comparison can be made with the LGCP1 model which
contains the spatial component only. For the GMAmodel, there is no need to include
86
Chapter 3. Bayesian hierarchical models for analysing spatial point-based data at
a grid level: a comparison of approaches
an i.i.d. component due to the fact that the latent gamma impulses are essentially
independently distributed. Similarly, for the AGMRF model, the adaptive GMRF
component incorporates local spatial structure into the model while simultaneously
accounting for larger-scale spatial variation and uncertainty, hence there is no need
to include an i.i.d. random effect.
3.3 Simulation studies
In order to understand the performance of our models for different structures of
point-based data, we carried out two simulation studies where the above models
were fitted to simulated datasets. Study 1 involved generating spatial point-based
data from various classical point-process models on the unit square. For Study 2,
we simulated realizations of Poisson processes with different intensity functions on
a map of Queensland, resulting in different structures of point data such as dense,
sparse, clustered and non-clustered point data which may resemble environmental
data in practice.
3.3.1 Study 1
The purpose of this simulation study is to investigate the goodness-of-fit of the
models when dealing with different spatial structures of point-based data. As guided
by Illian et al. (2012a), we considered four different situations: inhomogeneous point
patterns, patterns with local repulsion, patterns with local clustering, and patterns
with local clustering in the presence of a larger-scale inhomogeneity. The inhomoge-
neous point patterns were generated from an inhomogeneous Poisson process (Møller
and Waagepetersen, 2004, Chapter 3.1) with trend function λ = 1000 exp(−2x) on
the unit square. Five replicates were generated and we named these point-based
data as datasets X1. For the patterns with local repulsion, we generated point-
based data from a homogeneous Strauss process (Møller and Waagepetersen, 2004,
Chapter 6.1), with medium repulsion β = 700 (intensity parameter), interaction
parameter γ = 0.8 and interaction radius r = 0.05, on the unit square. Similarly,
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we generated five replicates for these patterns and named them as datasets X2. To
generate the clustered patterns (datasetsX3), we simulated a homogeneous Thomas
process (Møller and Waagepetersen, 2004, Chapter 5.3) with parameters κ = 10 (the
intensity of the Poisson process of cluster centres), σ = 0.05 (the standard deviation
of the distance of a point from the cluster centre) and µ = 50 (the expected number
of points per cluster), on the unit square. For the last spatial pattern (datasets X4),
we generated the data from an inhomogeneous Thomas process with parameters
σ = 0.01 and µ = 5 and a simple trend function for the intensity of parent points
given by κ(x1, x2) = 100x1, on the unit square. Each pattern was then superimposed
with a pattern generated from an inhomogeneous Poisson process with trend function
λ = 500 exp(−2x). See Appendix B for illustrations of the point-based data.
3.3.2 Study 2
In this simulation study, we generated spatial point-based data using three different
approaches. In applications, spatial point-based data in pre-defined geographical
regions such as counties, states, and countries are often of interest, we therefore
simulated the point data on a map of Queensland to produce some point data that
imitated realistic environmental data. Queensland is the second largest state of
Australia, located in the north-east of the country, with total area of 1, 852, 642 km2.
To illustrate inhomogeneity of the point data across the state, the 478 Statistical
Local Areas (SLAs) of Queensland were categorized into 5 regions with different
intensity values. The 5 regions are given in Appendix C. It is acknowledged that
spatial point data exist in various patterns and structures in reality. By simulating
a range of spatial point data with various realistic spatial structures, the study aims
to compare the performance of these models in intensity estimation and provide
guidelines in choosing the appropriate model in analysing a particular pattern of
spatial point data.
To generate the first set of data, we used the rLGCP function in the spatstat R
package (Baddeley and Turner, 2005) to generate realizations of a LGCP. The mean
function of the Gaussian random field was chosen to be a constant value 1 to generate
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point data with a small number of points; and 5 to generate point data with a large
number of points. An exponential covariance function was specified, with µ = 0,
nugget effect equal to 0 and scale parameter equal to 1. We specified σ2 = 0 for the
covariance function to generate non-clustered point data, and σ2 = 1 to generate
clustered point data. When σ = 0, the LGCP reduced to a Poisson process. For
both clustered and non-clustered point data, 7 different patterns were generated,
each with 5 replicates, resulting in a total of 70 datasets. We named the clustered
and non-clustered point data as datasets 1A and 1B, respectively. The point data
differed with respect to the density of the points in the 5 regions. The 14 patterns
of the point data are given in Appendix C, with µ denoting the mean function of
the Gaussian random field.
We then used the rLGCP function in the spatstat R package, with a Matérn
covariance function, to generate the second set of data. All parameter specifications
followed those stated above, in addition to a smoothness parameter, ν for the
covariance function, which was set to 1. As above, 14 patterns of point-based data
were generated, with 5 replicates for each, resulting in 70 datasets. Datasets 2A
and 2B denoted non-clustered and clustered point data, respectively.
To generate the third set of data, we simulated realizations of Poisson processes
whose intensities were the gamma-distributed values driven by a Gaussian kernel.
We first discretized the observation windows (Region 1 to Region 5) into small grid
cells, each with equal area. We then computed the Gaussian kernel density using
the Euclidean distance from the centroid of a grid cell to another grid cell, where the
parameter ρ for the Gaussian kernel was set to 3. Two sets of point-based data were
generated, which differed with respect to the shape parameter (α) of the gamma
distribution. For the first set of point data, α = 1 for all five regions, whereas for
the second set of point data, α =0.5, 1.0, 1.5, 2.0 and 2.5 respectively, across the
five regions. The scale parameter of the gamma distribution, β = 0.01 was chosen
to generate point data with a small number of points; while β = 0.001 was chosen
to generate point data with a large number of points.
We drew random values from a gamma distribution with the specified values of
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α and β. The intensity value for each small grid cell was the sum of the Gaussian
kernel values multiplied by the gamma value. The intensity value was then used as
the mean for the function rpoispp in R to simulate Poisson processes in each grid
cell. It is noted that the intensity values were additive only within each of the five
regions, but not across the entire Queensland. As above, 14 patterns of point-based
data were generated, each with 5 replicates, resulting in 70 datasets. We named
the first and second sets of point data as datasets 3A and 3B, respectively. In
general, both datasets contained clustered point data, while point data in 3A were
less clustered than those in 3B. See Appendix C for illustrations of datasets 1A,
1B, 2A, 2B, 3A and 3B.
3.3.3 Model evaluation and model fitting
Here, we restrict our attention to the consideration of the estimated surfaces λˆ(sij).
In both studies, we measured goodness-of-fit of the models by comparing the ob-
served point counts oij = Nij in grid cell sij to the estimated counts eij = λˆ(sij)|sij|
where i = 1, . . . , n1, j = 1, . . . , n2 and N = n1× n2 for a grid cell sij. We computed
χ2-statistics (∑ij(oij−eij)2/eij) as guided by Heikkinen and Arjas (1998) and Beneš
et al. (2005).
Before conducting the analyses, we carried out a sensitivity analysis on all four
models (LGCP1, LGPC2, GMA and AGMRF) with respect to the choice of priors
using dataset X1 in Study 1. We studied the sensitivity of χ2-statistics to changes
in the hyperparameters of the priors specified in each model. For each model, we
considered a range of hyperparameters and recorded their performance in terms of
χ2-statistics. Table 3.3 gives the χ2-statistics for various hyperparameters for the
spatial prior fs(sij) and the i.i.d. prior ϵij in the LGCP model. The χ2-statistics
for various hyperparameters for the priors of Γl and ρ in the GMA model are shown
in Table 3.4. The sensitivity of χ2-statistics for the AGMRF model with respect
to degrees of freedom for ξ1 (df1) and ξ2 (df2) is illustrated in Table 3.5. From the
sensitivity analysis, we note that the LGCP and GMA models are more sensitive to
prior choices than the AGMRF model.
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Table 3.3: The LGCP model: Sensitivity of χ2-statistics with respect to priors for
fs(sij) and ϵij.
Model Prior for fs(sij) Prior for ϵij χ2-statistics
LGCP1 Ga(1, 0.1) 190.20
LGCP2 Ga(1, 0.1) Ga(1, 0.1) 175.51
LGCP2 Ga(1, 0.1) Ga(1, 0.01) 186.06
LGCP2 Ga(1, 0.1) Ga(1, 0.001) 189.26
LGCP1 Ga(1, 0.01) 204.86
LGCP2 Ga(1, 0.01) Ga(1, 0.1) 189.15
LGCP2 Ga(1, 0.01) Ga(1, 0.01) 200.37
LGCP2 Ga(1, 0.01) Ga(1, 0.001) 203.81
LGCP1 Ga(1, 0.001) 208.71
LGCP2 Ga(1, 0.001) Ga(1, 0.1) 192.70
LGCP2 Ga(1, 0.001) Ga(1, 0.01) 204.23
LGCP2 Ga(1, 0.001) Ga(1, 0.001) 207.75
LGCP1 Ga(50, 0.1) 207.19
LGCP2 Ga(50, 0.1) Ga(1, 0.1) 191.44
LGCP2 Ga(50, 0.1) Ga(1, 0.01) 202.81
LGCP2 Ga(50, 0.1) Ga(1, 0.001) 206.29
LGCP1 Ga(50, 0.01) 209.46
LGCP2 Ga(50, 0.01) Ga(1, 0.1) 193.39
LGCP2 Ga(50, 0.01) Ga(1, 0.01) 205.02
LGCP2 Ga(50, 0.01) Ga(1, 0.001) 208.54
LGCP1 Ga(50, 0.001) 209.78
LGCP2 Ga(50, 0.001) Ga(1, 0.1) 193.67
LGCP2 Ga(50, 0.001) Ga(1, 0.01) 205.36
LGCP2 Ga(50, 0.001) Ga(1, 0.001) 208.88
LGCP1 Ga(100, 0.1) 208.43
LGCP2 Ga(100, 0.1) Ga(1, 0.1) 192.53
LGCP2 Ga(100, 0.1) Ga(1, 0.01) 203.98
LGCP2 Ga(100, 0.1) Ga(1, 0.001) 207.52
LGCP1 Ga(100, 0.01) 209.63
LGCP2 Ga(100, 0.01) Ga(1, 0.1) 193.57
LGCP2 Ga(100, 0.01) Ga(1, 0.01) 205.20
LGCP2 Ga(100, 0.01) Ga(1, 0.001) 208.72
LGCP1 Ga(100, 0.001) 209.81
LGCP2 Ga(100, 0.001) Ga(1, 0.1) 193.68
LGCP2 Ga(100, 0.001) Ga(1, 0.01) 205.35
LGCP2 Ga(100, 0.001) Ga(1, 0.001) 208.90
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Table 3.4: The GMA model: Sensitivity of χ2-statistics with respect to priors for
Γl and ρ.
Prior for Γl Prior for ρ χ2-statistics
Ga(1, 0.01) Lognormal(1,1) 1134.12
Ga(50, 0.01) Lognormal(1,1) 1149.68
Ga(100, 0.01) Lognormal(1,1) 1149.27
Ga(1, 0.001) Lognormal(1,1) 1132.96
Ga(100, 0.001) Lognormal(1,1) 1144.90
Ga(1, 0.01) Lognormal(0.5,1) 1130.35
Ga(1, 0.01) Lognormal(0.1,1) 1115.66
Ga(1, 0.01) Lognormal(1,0.5) 1139.24
Ga(1, 0.01) Lognormal(1,0.1) 1199.23
Table 3.5: The AGMRF model: Sensitivity of χ2-statistics with respect to degrees
of freedom for ξ1 (df1) and ξ2 (df2).
a df1 df2 χ2-statistics
0.5 5 5 121.85
0.5 5 50 122.33
0.5 5 100 122.31
0.5 50 5 118.85
0.5 50 50 119.05
0.5 50 100 118.70
0.5 100 100 119.51
0.5 500 500 119.14
We proceeded with model fitting in Study 1 using the hyperparameters that re-
sulted in the smallest χ2-statistics in the sensitivity analysis. Accordingly, Ga(1, 0.1)
was chosen for the priors of fs(sij) and ϵij in the LGCP model; Ga(1, 0.1) was chosen
for the prior of Γl and Lognormal(0.1, 1) for the prior of ρ in the GMA model; and
for the AGMRF model, we have chosen a = 0.5, df1 = 50, and df2 = 100, resulting
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in c = 8.239 while b varies according to datasets. In order to bin the data points into
grid cells, we chose the row and column dimensions, n1 = n2 = 30, resulting in 900
regular grids. The analysis for the discretized LGCP was carried out using R-INLA.
The GMA analyses were performed using an MCMC scheme in the R package. We
ran 2 chains in the MCMC scheme with 20, 000 iterations each chain, keeping the
last 10, 000 iterations in each chain as samples from the posterior. Trace plots and
CODA diagnostic tests (Plummer et al., 2006) showed convergence to the stationary
distribution fairly quickly. The analysis of the AGMRF model was carried out in
FORTRAN, using 15, 000 MCMC iterations with a burn-in of 5, 000 iterations, which
was sufficient for the convergence of Markov chain based on trace plots and CODA
diagnostics. The block sizes for the block-move sampling of γ were chosen to be 2
and 5, where they were the row dimension and column dimension for block sampling,
respectively.
To conduct the analyses in Study 2, we chose row and column dimensions,
n1 = n2 = 30, and superimposed a rectangular observation window on the map of
Queensland, resulting in 900 grid cells. We carried out another sensitivity analysis
to choose the most suitable priors. As a result, Ga(1, 0.1) was chosen for the priors
of fs(sij) and ϵij in the LGCP model; Ga(1, 0.01) was chosen for the prior of Γl and
Lognormal(0.1, 1) for the prior of ρ in the GMA model; and for the AGMRF model,
we have chosen a = 1, 000, df1 = 100 and df2 = 300, resulting in c = 2.04 while
b increases in accordance with the number of points contained in a dataset. The
analysis for the GMA model was carried out using 2 chains of 150, 000 iterations
each, with a burn-in of 100, 000 iterations; while 15, 000 MCMC iterations with a
burn-in of 5000 iterations for the AGMRF model. The convergence of Markov chains
was confirmed using trace plots and CODA diagnostics.
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3.4 Comparison of model performance
3.4.1 Computational performance
Among the three methods, the LGCP model had the shortest computational time,
whereas the GMA model was the most computationally intensive. For all datasets
in both Study 1 and Study 2, INLA took 4 − 5 seconds to perform inference for
a discretized LGCP, given a discretization level of 30 × 30. For the GMA model,
MCMC computation in the R package took 3−4 hours. It is acknowledged that this
is depended on the computers used and that considerable savings in MCMC time
could also be achieved by using a platform other than R, such as PyMCMC (Strickland
et al., 2011). However, orders of magnitude of difference in computational time
may still remain, due to the nature of the algorithms themselves (sampling from
full conditionals versus approximations). Markov chains in Study 1 showed faster
convergence than in Study 2, thus 20, 000 iterations were sufficient whereas 150, 000
iterations were required for the Markov chains in Study 2 to achieve stationary
distributions. Acceptance rates for the Metropolis-Hastings algorithm for updating
ρ in Study 1 ranged from 19% to 41%, and 7% to 58% for Study 2. There was
consistency in acceptance rates for datasets with similar pattern of point data.
The AGMRF model took 2−3 minutes for MCMC simulation in FORTRAN in both
studies. The Markov chains converged quickly and were very stable and well-mixed,
so 15, 000 MCMC iterations with a burn-in of 5000 were sufficient. Considering
the large number of parameters to be estimated, the MCMC simulation for the
AGMRF model is fairly efficient owing to the sparsity of the GMRF priors. As
expected in all cases, computational time increases accordingly with the row and
column dimension involved for discretization. In other words, the finer the grid is,
the more computational time is required. In the Metropolis-Hastings block-move
updates for γ, the acceptance rates ranged from 10% to 99% in Study 1, and 10%
to 71% for Study 2.
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Figure 3.1: The χ2-statistics for Study 1. The length of the bar indicates the range
of χ2-statistics for 5 replicates in each dataset, and the circle shows the mean value.
3.4.2 Model fit
Figure 3.1 presents the χ2-statistics computed for datasets in Study 1. A smaller
χ2-statistic implies a better fit for a model. The results indicate that the AGMRF
model gives a good fit for datasets X1, X2 and X3. For datasets X4, the LGCP
model yields statistics that are comparable to the AGMRF model. We note that
datasets X4 are relatively dense compared to other datasets which are relatively
sparse. It shows that the AGMRF model performs better for spatially sparse data
than dense data while the LGCP model appears to be a better choice for dense data.
It is clear that the GMA model yields the highest statistics in all datasets, thus poor
fit in all cases.
In Study 2, the χ2-statistics for all four models were computed (see Appendix
D). The GMA model yields the largest statistics in nearly all datasets except for
datasets {1A_2, 1B_2, 2A_2, 2B_2}, where this model performs better than
the LGCP model. These datasets are characterized by a small number of points
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and low intensity in general. Moreover, the GMA model results in large ranges of
χ2-statistics for the 5 replicates in each dataset, especially in clustered spatial point
data. In view of the unsatisfactory results yielded by the GMA model, we restrict
our attention to the χ2-statistics for the LGCP and AGMRF models to make better
comparisons.
Figure 3.2 presents the χ2-statistics for the LGCP and AGMRF models for all
datasets. In datasets 1A and 2A, which are non-clustered point data, the AGMRF
model is observed to perform better than the LGCP model. For datasets 1B and
2B, which are clustered point data, the AGMRF model yields smaller χ2-statistics
in highly sparse point data {1B_2 to 1B_7 and 2B_2 to 2B_7}, whereas the
LGCP model performs relatively well in dense point data {1B_1 and 2B_1}.
We note that datasets 1B_2 to 1B_7 and 2B_2 to 2B_7 are spatially sparse
point data with different degree of sparseness while datasets 1B_1 and 2B_1 are
spatially dense data where the points cover the entire map.
We note that the LGCP1 and LGCP2 models produce rather similar statistics
in most cases. Results for datasets 3A and 3B which are both clustered point data
also suggest that the LGCP model gives better fit in relatively dense point data
{3A_1, 3A_6, 3B_1, and 3B_6}. In highly sparse datasets such as 3A_2
and 3B_2, it is apparent that the AGMRF model performs better than the LGCP
model. Nevertheless, the LGCP and AGMRF models seem to yield comparable
results in some point-based datasets. This suggests that the performance of these
two models is somewhat comparable in some scenarios for the clustered and sparse
point data.
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Figure 3.2: The χ2-statistics for Study 2. The length of the bar indicates the range
of χ2-statistics for 5 replicates in each dataset, and the circle shows the mean value.
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3.5 Discussion
As discussed in Section 3.2.4, the complexity and flexibility of the models are
reflected in the results. Results of Study 1 suggest that the AGMRF model performs
the best among three methods in terms of goodness-of-fit in spatially sparse point
data, whereas the LGCP model gives better fit in dense point data. The GMA
model, on the other hand, gives poor estimates in all cases. When complicated
surfaces are involved as in Study 2, the GMA model outperforms the LGCP model
only for point data with a small number of points and low intensity. Results of Study
2 show that the models perform similarly in analysing non-clustered (datasets 1A
and 2A) and clustered (datasets 1B and 2B) point-based data. This is consistent
with our expectation as both datasets are realizations of a LGCP.
The sensitivity analysis indicates that the LGCP and GMAmodels are somewhat
sensitive to the choice of hyperparameters. Therefore, the performance of the models
could possibly be improved using the appropriate priors based on the study context,
in particular an understanding of the different patterns of spatial point-based data.
The priors chosen essentially affect the level of spatial smoothing. The level of
spatial smoothing involved in a model also affects the χ2-statistics for model fit.
In general, both over-smoothing and under-smoothing of the spatial effect are not
favourable.
Overall, the GMA model seems to give satisfactory results only when point data
with small number of points and low intensity are involved. The acceptance rates
for the Metropolis-Hastings algorithm to update ρ in the GMA model are sensitive
to the number of points in a point-based dataset and the associated clustering.
Thus, there seems to be a need for fine tuning of the Metropolis-Hastings algorithm
when different structures of point-based data are involved. It is noticeable that the
GMA model results in estimated intensities that are averaged across the space, thus
providing poor fits to the observed intensities. We believe the poor fit is due in part
to the fact that the Gaussian kernel is parametrized by a single parameter ρ, thus
resulting in a stationary spatial process. The model fit could possibly be improved
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by specifying ρ(s) in the Gaussian kernel so as to obtain a non-stationary spatial
process.
The GMA model, in the same spirit as the gamma moving average model
discussed by Best et al. (2005), assumes an additive form for the latent impulses
across the space. Best and colleagues (2005) argue that the lack of fit of this model is
not surprising if the datasets were not generated under an additive model. It should
be noted that the intensity values in datasets 3A and 3B in Study 2 are only
additive within a particular region out of the 5 regions specified (to generate sparse
point patterns), but not additive across the whole map. However, the modelling
approach we applied assumes an additive form of latent effects across the whole
map, thus resulting in poor fits. It is expected that the model will perform better in
scenarios where the latent impulses are truly additive. Furthermore, the geograph-
ical partitions chosen for the unobserved independent gamma distributed impulses
are somewhat arbitrary, other choices of partition may have yielded better results.
Despite unsatisfactory results, the GMA model nevertheless has extra flexibility in
modelling data on disparate spatial scales, which is appealing in ecological regression
contexts to evaluate risk factors additively. The GMA model has a further limitation
in that if the dimension of the grid cells of latent sources is too large, it will be
computationally intensive.
We carried out an additional investigation to explore the performance of the
GMA model by dividing the study region into 5 regions (as specified for the data
generation). As such, we assumed that the latent effects are additive within each
respective region. By specifying an appropriate constraint for the gamma impulses in
each region separately, the model fit has greatly improved for all datasets compared
to the model fitting based on the entire region of Queensland. This has further
suggested that there is a need to segregate dense regions from sparse regions to
obtain better estimates due to the averaging nature of the model. However, the
constraints for the gamma impulses should be chosen cautiously as they would affect
the level of spatial smoothing. Since the model fitting was conducted on 5 regions
rather than the entire region, we do not attempt to compare the results obtained
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here with the two other models.
When dealing with realistic surfaces, the results of Study 2 show that the LGCP
model works better than the AGMRF model in dense and clustered point-based
data. The AGMRF model, on the other hand, performs better in sparse datasets
regardless of the degree of clustering of point data. By “sparse”, we are referring
to point data which have a mixture of high and low intensities across the space.
We believe the better fit of the LGCP model in dense and clustered point data is
possibly due to the fact that the Gaussian intensity surface is high-dimensional and
can only be estimated well when there is enough information in the data. In some
situations, the performances of both models seem to be quite comparable as observed
in datasets 3A and 3B. Considering the range of χ2-statistics for the 5 replicates of
a particular dataset, the LGCP model yields larger ranges than the AGMRF model
in most of the cases. This might be one of the points worth considering in choosing
the right model to use.
The INLA computation for the LGCP model is considerably more computation-
ally efficient when compared to the AGMRF model. INLA can generally handle
larger dimensions of grids involved in discretizing an observation window, which
result in finer grid cells, say to 200×100 (Rue et al., 2009), compared to the AGMRF
model at 60× 60 (Yue and Speckman, 2010). It is expected that by using finer grid
cells, better intensity estimation can be obtained for the LGCP model. In view of
the possible change in the results due to varying grid cell size, we investigate the
impact of grid resolution on goodness-of-fit in Kang et al. (2013b), which studies the
impact of spatial scales on the outcome of Bayesian spatial models. As discussed
earlier, the AGMRF model performs well for inhomogeneous point-based data where
there are large variations or clustering across the space due to the flexibility and
extra hierarchical layers of the model. In addition to computational requirement,
one should generally consider the nature and structure of the point-based data in
order to choose the appropriate method in modelling a discretized spatial point-
based data.
As stated Section 3.3, we generated five replicates for each of the simulated point
100
Chapter 3. Bayesian hierarchical models for analysing spatial point-based data at
a grid level: a comparison of approaches
patterns. Given that there were 4 point patterns in Study 1 and 42 point patterns
in Study 2, a total of 230 datasets were generated in the simulation studies. It is
acknowledged that by increasing the number of replicates in the simulation studies,
more reliable results could be produced. However, we note that the analyses in the
present study consumed a considerable amount of time due to the need to fit all
four models to the 230 datasets, especially for the GMA model which required the
longest computational time. Nevertheless, we are of the belief that the number of
simulations used is large enough for the comparisons undertaken.
The paper essentially compares the performance of the methods in providing
estimates of a collection of intensity functions. For this specific purpose, we note
that there are other methods available such as non-parametric kernel estimation or
fitting a Poisson process models with log spline intensity functions, as discussed in
Section 3.1. We stress that the methods chosen in this study are suitable for the
analysis of spatial point-based data where discretization of the study region is of
interest.
The contribution of this work is to assess how existing spatial models perform
for different spatial patterns under more or less the same prior information. We do
not attempt to incorporate a case study of real data in this study since it would
limit the types of spatial patterns that we could look at. Our intention has been to
provide an overview of the performance of existing methods to the different types
of spatial patterns commonly observed. To achieve this aim, we use simulated data
to aid comparison between methods.
3.6 Supplemental Materials
Appendix A: The data augmentation and MCMC computational scheme for the
posterior analysis of the GMA model in Section 3.2.2.
Appendix B: Illustrations of point-based data for Study 1.
Appendix C: Illustrations of point-based data for Study 2.
Appendix D: The χ2-statistics for all four models in Study 2.
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Appendix A
We outline the data augmentation and MCMC computational scheme needed for
the posterior analysis of the GMA model in Section 3.2.2, as discussed by Ickstadt
and Wolpert (1997), as below.
Algorithm 3 MCMC algorithm for posterior sampling of the GMA model
1: Initialize Γl and ρ.
2: Calculate the Gaussian kernel kijl for each pair of grid cells sij and sl.
3: Simulate Nij using a data augmentation scheme.
4: Update Γl using Gibbs scheme.
5: Update ρ using a Gaussian random-walk Metropolis scheme.
6: Repeat steps (1)-(5) until convergence has been achieved.
7: Obtain expected values of interest from the samples of Γl and ρ.
Let I = n1, J = n2 and L = n1×n2. Conditional on the values {γl}l∈L of {Γl}l∈L
and {nij}i∈I,j∈J of {Nij}i∈I,j∈J , set Λij ≡ kijlγl, Λi+ ≡ ∑j∈J Λij, pij ≡ λij/λi+, and
let {Nij}i∈I,j∈J follow an independent multinomial MN(ni, pi.) distribution. The
data can be recovered as the row-sums ni = Ni+ ≡ ∑j∈J Nij.
Conditional on the augmented data the impulses have independent gamma dis-
tributions Γl ∼ Ga(αl + n+j, (βl + k++l)−1), where n+j ≡ ∑i∈I nij but k++l ≡∑
i,j∈I,J |sij|kijl, which leads to the hybrid Gibbs/Metropolis MCMC scheme de-
scribed in Algorithm 2.
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Algorithm 4 MCMC scheme for the GMA model
1: Select a parametric family {αl, β−1l } of shape and scale parameters for impulses’
gamma distributions Γl ∼ Ga(αl, β−1l ) and a Gaussian kernel {kijl}i,j,l∈I,J,L, a
transition probability density q(ρ, ρ∗), and initial values ρ0 and {n0ij}i,j∈I,J ⊂ N
satisfying n0i+ = ni. Generate successive points starting at t = 1 as follows.
2: Gibbs step to update the impulses variables:
Given {nt−1ij }i,j∈I,J and ρt−1,
1. Set αtl ≡ αt−1l + nt−1+j and βtl ≡ βt−1l + kt−1++l;
2. Generate γtl ∼ Ga(αtl , (βtl )−1);
3. Set Λtij ≡ kt−1ijl γtl , Λti+ ≡
∑
j∈J Λtij, and ptij ≡ Λtij/Λti+.
3: Gibbs step to update the augmentation points:
Given {ni}i∈I , {γtl}l∈L, and ρt−1,
1. Generate ntij ∼ MN(ni, pti.), independent for i ∈ I.
4: Metropolis step to update the parameter ρ:
Given {ntij}i,j∈I,J , {γtl}l∈L, and ρt−1,
1. Generate a new candidate ρ∗ ∼ q(ρt−1, ρ∗)dρ∗;
2. Calculate the Metropolis-Hastings ratio
P ∗ = π(ρ
∗)q(ρ∗, ρt−1)
π(ρt−1)q(ρt−1, ρ∗)
∏
i,j,l∈I,J,L
[
k∗ijl
kt−1ijl
]ntij
× exp(−∑
l∈L
(k∗++l − kt−1++l)γtl )
Using a Gaussian random walk Metropolis update and a log-normal
prior for ρ, this ratio is
P ∗ =
∏
i,j,l∈I,J,L
[
kijl(ρ∗)
kijl(ρt−1)
]ntij
× exp(−∑
l∈L
(k++l(ρ∗)− k++l(ρt−1))γtl )
×ρ
t−1
σρ∗
exp
−(log(
ρ∗
ρt−1 )− µ)2
2σ2
 .
3. Generate
ρt ∼
{
ρ∗ with probability min(1, P ∗),
ρt−1 otherwise.
5: Increment t← t+ 1 and return to step 1.
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X1 X2
X3 X4
Figure 3.3: Four patterns of simulated point-based data in Study 1.
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Appendix C
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Region 5
Figure 3.4: Queensland in 5 regions.
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Point-based data in datasets 1A and 1B:
1A: Non-clustered point-based data (σ2 = 0)
1A_1. µ = 5 in all regions;
1A_2. µ = 1 in all regions;
1A_3. µ = 5 in 1 region and µ = 1 in 4 regions;
1A_4. µ = 5 in 2 regions and µ = 1 in 3 regions;
1A_5. µ = 5 in 3 regions and µ = 1 in 2 regions;
1A_6. µ = 5 in 4 regions and µ = 1 in 1 region;
1A_7. µ = 1, 2, 3, 4, 5 in each region, respectively.
1B: Clustered point-based data (σ2 = 1)
1B_1. µ = 5 in all regions;
1B_2. µ = 1 in all regions;
1B_3. µ = 5 in 1 region and µ = 1 in 4 regions;
1B_4. µ = 5 in 2 regions and µ = 1 in 3 regions;
1B_5. µ = 5 in 3 regions and µ = 1 in 2 regions;
1B_6. µ = 5 in 4 regions and µ = 1 in 1 region;
1B_7. µ = 1, 2, 3, 4, 5 in each region, respectively.
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1A_1 1A_2 1A_3
1A_4 1A_5 1A_6
1A_7
Figure 3.5: Seven patterns of point-based data of dataset 1A.
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1B_1 1B_2 1B_3
1B_4 1B_5 1B_6
1B_7
Figure 3.6: Seven patterns of point-based data of dataset 1B.
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2A_1 2A_2 2A_3
2A_4 2A_5 2A_6
2A_7
Figure 3.7: Seven patterns of point-based data of dataset 2A.
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2B_1 2B_2 2B_3
2B_4 2B_5 2B_6
2B_7
Figure 3.8: Seven patterns of point-based data of dataset 2B.
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3A_1 3A_2 3A_3
3A_4 3A_5 3A_6
3A_7
Figure 3.9: Seven patterns of point-based data of dataset 3A.
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3B_1 3B_2 3B_3
3B_4 3B_5 3B_6
3B_7
Figure 3.10: Seven patterns of point-based data of dataset 3B.
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Figure 3.11: The χ2-statistics for Study 2 (four models). The length of the bar
indicates the range of χ2-statistics for 5 replicates in each dataset, and the circle
shows the mean value.
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The impact of spatial scales and spatial
smoothing on the outcome of Bayesian
spatial model
Abstract
Discretization of a geographical region is quite common in spatial analysis. There
have been few studies into the impact of different geographical scales on the outcome
of spatial models for different spatial patterns. This study aims to investigate the
impact of spatial scales and spatial smoothing on the outcomes of modelling spatial
point-based data. Given a spatial point-based dataset (such as occurrence of a
disease), we study the geographical variation of residual disease risk using regular
grid cells. The individual disease risk is modelled using a logistic regression model
with the inclusion of spatially unstructured and/or spatially structured random
effects. Three spatial smoothness priors for the spatially structured component
are employed in modelling, namely an intrinsic Gaussian Markov random field, a
second-order random walk on a lattice, and a Gaussian field with Matérn correlation
function. We investigate how changes in grid cell size affect model outcomes under
different spatial structures and different smoothness priors for the spatial component.
A realistic example (the Humberside data) is analysed and a simulation study is
described. Bayesian computation is carried out using an integrated nested Laplace
113
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approximation. The results suggest that the performance and predictive capacity
of the spatial models improve as the grid cell size decreases for certain spatial
structures. It also appears that different spatial smoothness priors should be applied
for different patterns of point data.
This chapter addresses objective (2) outlined in Chapter 1. The sensitivity of the
spatial logistic regression model to the choice of spatial scale and the sensitivity to
the smoothness priors is assessed in a comprehensive and detailed way. The scope of
our investigation on spatial scales and smoothness priors is original and significant
in spatial statistics.
115
Statement of Authorship for Chapter 4
This chapter has been written as a journal article. The authors listed below have
certified that:
1. they meet the criteria for authorship in that they have participated in the
conception, execution, or interpretation, of at least that part of the publication
in their field of expertise;
2. they take public responsibility for their part of the publication, except for the
responsible author who accepts overall responsibility for the publication;
3. there are no other authors of the publication according to these criteria;
4. potential conflicts of interest have been disclosed to (a) granting bodies, (b)
the editor or publisher of journals or other publications, and (c) the head of
the responsible academic unit, and
5. they agree to the use of the publication in the student’s thesis and its pub-
lication on the QUT ePrints database consistent with any limitations set by
publisher requirements.
In the case of this chapter, the reference for the associated publication is:
Kang SY, McGree J, Mengersen K (accepted and published online October 11, 2013)
The impact of spatial scales and spatial smoothing on the outcome of Bayesian
spatial model. PLoS ONE 8(10): e75957. DOI:10.1371/journal.pone.0075957.
Contributor Statement of contribution
Kang SY Conception of study, model development, data analysis, interpretation
of results, writing of manuscripts, revision of manuscript in responses
to co-author and reviewer comments.
Signature & Date:
McGree J Supervise research, discussion of methods and results, comments on
manuscript.
Mengersen K Conception of study, supervise research, discussion of methods and
results, comments on manuscript.
Principal Supervisor Confirmation: I have sighted email or other correspon-
dence from all Co-authors confirming their certifying authorship.
Name: Signature: Date:
116
Chapter 4. The impact of spatial scales and spatial smoothing on the outcome of
Bayesian spatial model
4.1 Introduction
Spatial data are available in various forms; at point level, grid level or area level.
In the context of epidemiological studies, area level data are usually utilized due
to its availability. This is because some phenomena are expressed naturally as area
level data such as contextual variables in social epidemiology. In addition, disease
incidences are often aggregated to administrative districts in order to protect patient
confidentiality. For convenience, the aggregated data are further used to study small-
scale geographical variation. Consequences of this practice include loss of individual
information and potential ecological fallacy (Robinson, 1950), where the latter refers
to the difference between individual and group level estimates of risk measures. The
aggregated data may also suffer from changes in geographical boundaries over time
which calls into question the value of any analyses. Another problem concerning
the aggregated data is the modifiable areal unit problem, which is defined as the
sensitivity of statistical results to the definition of geographical units over which
data are collected (Openshaw and Taylor, 1979). For instance, various datasets
may exhibit different spatial patterns when viewed at one spatial scale compared to
another, which is known as a ‘scale’ effect (Perry et al., 2002).
In contrast, point level disease data contain desirable individual information and
precise domicile addresses in some instances, alleviating the issue of ecological bias.
However, they are often difficult to access due to confidentiality issues. Another
limitation is that the study of small-scale geographical variation is not practicable
if using individual level disease data. As a compromise, we utilize point level
disease data in this study but employ a grid level modelling approach to study
the geographical variation of residual disease risk using regular grid cells.
We model the individual disease risk using a logistic regression model with
the inclusion of spatially unstructured and/or spatially structured random effects.
Geographical variation of residual disease risk is modelled using a spatial component
that allows for the heterogeneity of random effects and borrows strength from
neighbouring grid cells. The grid cells are far smaller than the typical administrative
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districts and therefore allow for better specification and identification of spatial
random effects. Many ecological responses of interest do not recognize areas or
borders defined for administrative purposes, and thus a finer geographical scale of
study is often more appropriate for ecological studies (Rytkönen, 2004). The findings
are more relevant and specific to the local population in a finer geographical area.
Despite being less common than studying the geographical variation using the
area level data, the grid level modelling approach has rapidly increased in popularity
in recent years (Biggeri et al., 2006; Hossain and Lawson, 2009; Kleinschmidt et al.,
2007; Vanhatalo and Vehtari, 2007). Modelling of disease data at a grid level is
a desirable approach as it is geographically more accurate than using area level
data. Other advantages include the formation of a generalized linear model and
approximation of the covariance structure by a Markov random field, which eases
computation (Baddeley et al., 2010; Li et al., 2012b). The grid level modelling
avoids the need to deal with the problem of changes in administrative boundaries
over time. This approach has the flexibility of allowing the spatial scale at which the
data are modelled to be manipulated to a practically, biologically, geographically or
computationally sensible scale.
One of the challenges in the grid level modelling is the specification of an
appropriate spatial scale for a specific spatial dataset. At present, not much is
known about the impact of different spatial scales on the outcome of spatial models
at different spatial patterns. Without repeating the analyses at multiple scales, it
is difficult to know whether the findings at various scales are consistent. According
to Meliker and Sloan (2011), selection of the spatial scale of analysis should be
guided by the purpose of analysis, i.e., whether to draw conclusions at the individual
level or the aggregated level. It is thus important to consider analyses at various
spatial resolutions in order to identify the most appropriate geographical scale that
contributes to significant findings for the problem at hand.
Given this identified challenge, the study has two main aims: (i) to investi-
gate the impact of changes in spatial scale on model outcome for a set of spatial
structures; (ii) to evaluate the performance of various Bayesian spatial smoothness
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priors for spatial dependence, namely an intrinsic Gaussian Markov random field
(IGMRF), a second-order random walk (RW2D) on a lattice, and a Gaussian field
with Matérn correlation function. Bayesian inference is carried out using integrated
nested Laplace approximation (INLA) throughout the study.
We design a simulation study and utilize a case study to fulfil the aims. The
simulated datasets consist of point data with various spatial structures including
inhomogeneous point patterns, patterns with local repulsion, patterns with local
clustering, and patterns with local clustering in the presence of a larger-scale in-
homogeneity. The case study involves the analysis of the Humberside data on
childhood leukaemia and lymphoma. This dataset portrays a sparse spatial pattern
with potential spatial clustering.
4.2 Methods
4.2.1 Model
LetX be a spatial point-based dataset embedded in an observation window S, which
is discretized into I = n1 × n2 regular grid cells. Let yij denote the event outcome
of the j-th individual in the i-th grid. Here yij is a binary response that follows
a Bernoulli distribution with probability of disease pij. The individual risk, pij, is
modelled via the logistic regression model,
logit(pij) = µj + ui + vi. (4.1)
Spatial variation in the individual risk is modelled using different components in-
cluding µj, ui, and vi, where µj refers to the intercept term for individual j, ui is an
unstructured term that accounts for unexplained variability in the model, and vi is
a spatially structured term that describes the effect of the location by assuming that
geographically close areas are more similar than distant areas. In this study, three
Bayesian spatial smoothness priors for the spatially structured effect are considered,
namely an intrinsic Gaussian Markov random field (IGMRF), a second-order random
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walk (RW2D) on a lattice (Rue and Held, 2005), and a Gaussian field with Matérn
correlation function (Stein, 1999) which includes a range parameter. These three
priors are chosen due to their popularity in spatial modelling (Banerjee et al., 2004).
4.2.2 The IID model
The IID model considers a fixed intercept and unstructured random effects ui.
IIDmodel : logit(pij) = µj + ui.
The IID model defines u to be a vector of independent, identical and Gaussian
distributed random variable (possibly scaled) with mean zero and unknown precision
(inverse variance), τu:
π(u|τu) =
n1×n2∏
i=1
1√
2π
√
siτu exp
(1
2(siτu)u
2
i
)
,
where si > 0 is an optional fixed scale. The precision parameter τu is assigned a
gamma prior.
4.2.3 The IGMRF model
In the IGMRF model corresponding to (4.1), the spatially unstructured component,
ui, is assumed to be independent and identically distributed (i.i.d.) and normally
distributed with mean zero and unknown precision, τu. The spatially structured
component, vi, is given an IGMRF prior (Rue and Held, 2005) with unknown
precision, τv. Gamma priors are assigned to the precision parameters τu and τv.
An IGMRF for vi is defined as
vi|v−i, τv ∼ N
(
1
ni
∑
i∼k
vk,
1
niτv
)
,
where ni is the number of neighbours of grid cell i, v−i denote all elements in v except
for vi, and i ∼ k indicates that the two grid cells are neighbours that share a common
boundary. A sum-to-zero constraint is imposed on vi to ensure identifiability of
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the intercept µ. See Rue and Held (2005), Besag et al. (1991) and Besag et al.
(1995) for further details. This model has been widely applied in disease mapping
to study spatial variation of disease risk (Clayton and Bernardinelli, 1992; Mollié,
1996; Wakefield et al., 2000). The neighbourhoods in these papers were defined in
terms of administrative districts, we consider a finer neighbourhood structure in
terms of (regular) grid cells, however.
4.2.4 The RW2D model
The RW2D model corresponding to (4.1) employs a different formulation for the
spatially structured effect. Here, vi is imposed an RW2D prior on the n1×n2 regular
lattice, which is alternatively known as a second-order polynomial intrinsic GMRF
(Rue and Held, 2005). This choice is motivated by its application in a discretized
log Gaussian Cox process (LGCP) (Rue et al., 2009). The model approximates a
LGCP only when the grid cells are fine enough.
The RW2D model is defined on a regular grid (see Rue and Held (2005), section
3.4.2). The full conditionals of the nodes in the interior (with obvious notation) of
the regular grid are as follows
E(vi|v−i, τv) = 120
8
◦ ◦ ◦ ◦ ◦
◦ ◦ • ◦ ◦
◦ • ◦ • ◦
◦ ◦ • ◦ ◦
◦ ◦ ◦ ◦ ◦
− 2
◦ ◦ ◦ ◦ ◦
◦ • ◦ • ◦
◦ ◦ ◦ ◦ ◦
◦ • ◦ • ◦
◦ ◦ ◦ ◦ ◦
− 1
◦ ◦ • ◦ ◦
◦ ◦ ◦ ◦ ◦
• ◦ ◦ ◦ •
◦ ◦ ◦ ◦ ◦
◦ ◦ • ◦ ◦
 ,
Prec(vi|v−i, τv) = 20τv.
The precision τv is unknown. As stated by Rue et al. (2009), the full conditionals
are constructed to mimic the thin plate spline. Corrections to the boundary can be
found by using the stencils (Terzopoulos, 1988). A sum-to-zero constraint is again
imposed on the spatial term to ensure identifiability of µ. A gamma prior is assigned
to the precision parameter τv.
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4.2.5 The MATERN2D model
The MATERN2D model corresponding to (4.1) is considered. The spatially struc-
tured effect vi is imposed a prior as a Gaussian field with Matérn correlation function
on the n1×n2 regular lattice. The Matérn isotropic correlation function on an infinite
lattice is given as (Handcock and Stein, 1993; Minasny and McBratney, 2005; Stein,
1999),
Corr(d) = 12ν−1Γ(ν)
(
d
r
)ν
Kν
(
d
r
)
,
where d is the separation distance, Kν is the modified Bessel function of the second
kind of order ν, Γ(·) is the gamma-function, r is the range or distance parameter
(r > 0) which measures how quickly the correlations decay with distance, and ν is
the smoothness parameter (ν > 0). The latent field has marginal variance 1/τv and
range r. Gamma priors are assigned to both parameters. The Matérn model has
great flexibility in modelling the spatial covariance due to the smoothness parameter
ν. A large value of ν (ν →∞) implies a smoother spatial process.
4.2.6 Computation
In light of the computational cost of Markov chain Monte Carlo (MCMC) methods
for spatial inference, we adopt the integrated nested Laplace approximation (INLA)
approach proposed by Rue et al. (2009). We note that MCMC might also be
possible with desktop computing, but the Laplace approximation is adequate for
our purposes. INLA performs approximate Bayesian inference for latent Gaussian
models (Simpson et al., 2011), which are defined in three stages as
yij|ζ ∼ π(yij|ζ) (Observation equation)
ζ|θ ∼ N(µ(θ),Q(θ)−1) (Latent Gaussian field)
θ ∼ π(θ) (Parameter model)
whereQ(θ) is the precision matrix of the Gaussian random vector ζ, which is sparse.
The posterior can be written as
π(ζ,θ|y) ∝ π(θ)π(ζ|θ)∏
i∈I
π(y|ζ,θ).
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The latent field ζ = {µj, ui, vi} is a Gaussian random vector with precision
matrix Q(θ). The precision parameters of Q(θ) = {τu, τv} are assigned a prior,
gamma distribution. The desired posterior marginals can be written as
π(ζi|y) =
∫
π(ζi|θ,y)π(θ|y)dθ. (4.2)
The vector θ refers to the hyperparameters used in defining prior distributions for
the precision of the Gaussian priors. The posterior marginals of θ are approximated
by
π(θi|y) =
∫
π(θ|y)dθ−i. (4.3)
In order to estimate (4.2) and (4.3), nested approximations are constructed, and
numerical integration is used to integrate out θ. The Laplace approximation to the
posteriors of hyperparameters can be written as
π˜(θ|y) ∝ π(ζ,θ,y)
π˜G(ζ|θ,y)
∣∣∣∣
ζ=ζ∗(θ)
, (4.4)
where π˜G(ζ|θ,y) is the Gaussian approximation to the full conditional of ζ and
ζ∗(θ) is the mode of the Gaussian approximation for each ζ. We refer the reader to
Rue et al. (2009) for more details on INLA computation. See Sauleau et al. (2010);
Schrödle and Held (2011a,b); Schrödle et al. (2011) and Willgert et al. (2011) for
Bayesian inference using INLA in various applications. See also Illian et al. (2012a,b)
and Li et al. (2012b) on how the approximation of a LGCP on fine grids is carried
out using INLA.
Computation in this study is performed in the R package, by calling the inla
program. Two steps are taken to run the models. First, the linear predictor of a
model is specified using the formula object in R. The specified model can then be
run by calling the inla() function. We choose “strategy=laplace” to apply a Laplace
approximation in (4.4) to estimate the marginals of the components of the latent
field. The output of the inla() function generates various statistics such as marginal
likelihood, deviance information criterion, effective number of parameters, predictive
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measures such as logarithmic score (Gneiting and Raftery, 2007) and probability
integral transform (Czado et al., 2009), useful to compare and validate models.
As an illustration, the call in R-INLA to fit the IGMRF model is
data = list(y, j, region.iid, region.struct)
formula = y ∼ -1 + f(j, model="iid")
+ f(region.iid, model="iid",
hyper=list(theta=list(prior="loggamma",param=c(1,0.01))))
+ f(region.struct, model="besag", graph = "nb5x5.graph",
hyper=list(theta=list(prior="loggamma",param=c(1,0.01))))
result = inla(formula, family="binomial", Ntrials=1, data=data,
verbose=TRUE, control.compute=list(dic=TRUE, cpo=TRUE),
control.inla=list(strategy="laplace"))
4.3 Description of data
4.3.1 Simulated data
We conducted a simulation study to investigate the impact of spatial scales and spa-
tial smoothing on modelling outcomes. As discussed earlier, a spatial pattern may
be present at a given aggregation level and may vanish at other scales. Therefore,
using a range of spatial scales, the purpose of this simulation study was to investigate
the performance of the models when dealing with different spatial structures of
point-based data. We simulated spatial point-based data from various classical
point-process models on the unit square. As guided by Illian et al. (2012a), we
considered various scenarios: inhomogeneous point patterns, patterns with local
repulsion, patterns with local clustering, and patterns with local clustering in the
presence of a larger-scale inhomogeneity. These point-based data include cases and
controls which resemble the Bernoulli outcome of an event (or a disease) in practice.
We simulated cases and controls from two separate point-process models.
In dataset X1, the cases were generated from an inhomogeneous Poisson process
with trend function λ = 50 exp(−x) on the unit square. The controls were generated
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from an inhomogeneous Poisson process with trend function λ = 100 exp(−x) which
were then superimposed with the cases. This resulted in point-based data that were
inhomogeneously distributed across the space with an average intensity of 107 points
per unit square.
Dataset X2 consisted of cases distributed in patterns with local repulsion, which
were generated from a homogeneous Strauss process, with medium repulsion β =
100 (intensity parameter), interaction parameter γ = 0.7 and interaction radius
r = 0.05, on the unit square. The cases were superimposed with the controls
that were generated from an inhomogeneous Poisson process with trend function
λ = 200 exp(−x). The average intensity of this dataset was 210 points per unit
square.
To generate the clustered cases in dataset X3, we simulated a homogeneous
Thomas process with parameters κ = 5 (the intensity of the Poisson process of
cluster centres), σ = 0.05 (the standard deviation of the distance of a point from
the cluster centre) and µ = 50 (the expected number of points per cluster), on the
unit square. Similarly, the controls were generated from an inhomogeneous Poisson
process with trend function λ = 400 exp(−x). After superimposing the cases and
the controls, the average intensity of this dataset was 431 points per unit square.
The cases in dataset X4 were generated from an inhomogeneous Thomas process
with parameters σ = 0.01 and µ = 5 and a simple trend function for the intensity
of parent points given by κ(x1, x2) = 100x1, on the unit square. The cases were
then superimposed with controls generated from an inhomogeneous Poisson process
with trend function λ = 1000 exp(−2x). The average intensity of the cases and the
controls was 648 points per unit square.
In dataset X5, both the cases and controls were generated from an inhomoge-
neous Poisson process with trend function λ = 500 exp(−x) on the unit square. The
resulting point-based data were inhomogeneously distributed across the space with
an average intensity of 605 points per unit square.
The cases in dataset X6 were generated from an inhomogeneous Poisson process
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with trend function λ = 1000 exp(−x) on the unit square. The controls were gener-
ated from an inhomogeneous Poisson process with trend function λ = 500 exp(−x)
which were then superimposed with the cases. This resulted in point-based data
that were inhomogeneously distributed across the space with an average intensity
of 982 points per unit square.
Datasets X1, X5 and X6 were of similar patterns but different degree of dense-
ness. Dataset X3 had bigger clusters than dataset X4. See Figure 4.1(a) for
illustrations of the simulated point-based data.
4.3.2 Humberside data on childhood leukaemia and lymphoma
We considered a realistic example (Figure 4.1(b)) available in the spatstat R
package (Baddeley and Turner, 2005) to illustrate the four models. The data were
first presented and analysed by Cuzick and Edwards (1990). Cuzick and Edwards
(1990) perform the method for detecting spatial clustering of events on this dataset.
It is not the aim of this paper to pursue the detection of spatial clusters. We
use this dataset as a case study that portrays natural phenomena to investigate the
impact of spatial scales and spatial smoothing on modelling outcomes to complement
the simulation study. The data contained 62 cases of childhood leukaemia and
lymphoma diagnosed in the North Humberside region of England between 1974
and 1986, and 141 controls selected at random from the birth register for the same
period. Spatial location of each individual’s home address (actually, the centroid for
the postal code) was given in the dataset. The dataset had a polygonal observation
window; for the analysis, we created a 72.1km × 60.8km rectangular window to
enclose all events.
4.4 Model fitting and evaluations
To evaluate the impact of modelling the random effects at different spatial scales,
we considered the partitions at the grid level by discretizing the study region using
grids 5 × 5, 10 × 10, 15 × 15, 20 × 20, 25 × 25, 30 × 30, 35 × 35, 40 × 40, 45 × 45,
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Dataset X1
case
control Dataset X2
case
control Dataset X3
case
control
Dataset X4
case
control Dataset X5
case
control Dataset X6
case
control
(a) Simulated point-based data
case
control
(b) Humberside data
Figure 4.1: (a) Six patterns of simulated point-based data (top). Various spatial
patterns are considered, including inhomogeneous point patterns, patterns with local
repulsion, patterns with local clustering, and patterns with local clustering in the
presence of a larger-scale inhomogeneity. (b) The Humberside data on childhood
leukaemia and lymphoma (bottom). The dataset portrays a sparse spatial pattern
with a cluster.
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and 50 × 50. The grid 5 × 5 resulted in 25 grid cells over the unit square, the grid
10× 10 resulted in 100 grid cells over the unit square, and so on. So, the grid 5× 5
had the largest grid cell size whereas the grid 50 × 50 had the smallest grid cell
size. The cell2nb function in the spdep R package (Bivand et al., 2011) was used
to generate a list of neighbours for the grid cells, by applying a queen definition
of neighbourhood, where two grid cells were termed neighbours if they shared a
common edge or vertex. The adjacency matrices were required in the fitting of the
IGMRF model.
In terms of prior specification, the precision parameters of the unstructured
random effect and spatial effect, τu and τv, were both assigned gamma priors with
parameters (1, 0.01) to impose the same level of spatial smoothing on the spatial
field for each model throughout the study. We carried out sensitivity analyses to
assess the impact of various choices of prior distributions on the models and found
that the influence of priors are negligible on the basis of minimal changes in the
deviance information criterion (DIC).
For the purpose of model comparison, DIC was used to select the most parsi-
monious model after penalizing for model complexity. We note that DIC has been
criticized (Aitkin, 2010; Celeux et al., 2006) and can be problematic in models with
many random effects (Plummer, 2008). Though it fails in some contexts, the use of
DIC is appropriate in most generalized linear modelling problems and is a popular
Bayesian model choice criterion for comparing complex hierarchical models (Spiegel-
halter et al., 2002). A smaller DIC indicates a better fit of the model. As suggested
by Spiegelhalter et al. (2002), DIC should not be used as an absolute measure of the
‘best’ model, but rather a method for screening alternative formulations in order
to provide an indication of the relative fit of a set of candidate models. Candidate
models receiving DIC within 1 − 2 of the ‘best’ deserve consideration, while 3 − 7
have considerably less support (Spiegelhalter et al., 2002).
The logarithmic score (LS) for each model was also computed (Gneiting and
Raftery, 2007) to assess the predictive performance of these models. Each model
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was assigned a numerical score based on the predictive distribution using the cross-
validated scoring rules. For discrete observations Yij, the LS is defined as
LS = − log(πyij),
where πyij = Prob(Yij = yij|y−ij) denotes the cross-validated predictive probability
mass at the observed event. A smaller LS indicates a better predictive power of the
model (Held et al., 2010; Roos and Held, 2011).
4.5 Results
We describe the results for model fitting on the six simulated datasets and the
realistic example in this section. The DIC for fitting the four models on the six
simulated datasets at various spatial scales are presented in Figure 4.2 and Figure
4.3. Figure 4.4 and Figure 4.5 present the LS for fitting the four models on the six
simulated datasets at various spatial scales.
4.5.1 Dataset X1
The IID, IGMRF and MATERN2D models perform quite similarly at all spatial
scales; whereas the RW2D model has larger DIC and LS than the other models
at the first four spatial scales but its performance gradually improves as the grid
cell size decreases. Across the spatial scales from the largest grid cell size to the
smallest grid cell size, it is observed that the performance of the IID, IGMRF and
MATERN2D models is fairly consistent. However, the RW2D prior appears to
perform increasingly well as the grid cell size reduces. Therefore, for point data that
are sparse and inhomogeneously distributed across the space such as dataset X1,
the RW2D model seems to be a reasonable choice when fitted at small grid cell sizes.
The results also suggest the need to repeat the analyses at multiple scales given the
sensitivity of the models to changing spatial scales.
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Figure 4.2: The estimated DIC of the four models for datasets X1, X2 and X3
at various spatial scales. The RW2D model fitted at small grid cell sizes appears to
be a reasonable choice for dataset X1. For dataset X2, the RW2D model produces
the smallest DIC at all spatial scales. The RW2D model also performs better than
the three other models at grids 15× 15 and above.
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Figure 4.3: The estimated DIC of the four models for datasets X4, X5 and X6
at various spatial scales. The most appropriate spatial scale for fitting dataset X4
is at the grid 20 × 20 using the MATERN2D model or the grid 25 × 25 using the
IGMRF model. For datasetsX5 andX6, the IID, IGMRF and MATERN2D models
perform well at most of the spatial scales.
4.5.2 Dataset X2
Based on the results obtained for dataset X2, the RW2D model produces the
smallest DIC and LS at all spatial scales. It appears that the scores produced by
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Figure 4.4: The estimated LS of the four models for datasets X1, X2 and X3 at
various spatial scales. The RW2D model fitted at small grid cell sizes appears to be
a reasonable choice for dataset X1. For dataset X2, the RW2D model produces the
smallest LS at all spatial scales. The RW2D model also performs better than the
three other models at grids 15× 15 and above.
this model are quite similar at all spatial scales, suggesting that the changes in grid
cell size do not affect the model performance. The performance of the other three
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Figure 4.5: The estimated LS of the four models for datasets X4, X5 and X6 at
various spatial scales. The most appropriate spatial scale for fitting dataset X4 is at
the grid 20× 20 using the MATERN2D model or the grid 25× 25 using the IGMRF
model. For datasetsX5 andX6, the IID, IGMRF and MATERN2D models perform
well at most of the spatial scales.
models is inferior to the RW2D model and is rather consistent across the spatial
scales. We note that the point data in this dataset are sparse and distributed with
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the presence of local repulsion and mild inhomogeneity. The results suggest that
the changes in the spatial scales do not affect the model outcomes for this spatial
pattern.
4.5.3 Dataset X3
In dataset X3 which contains clustered cases and inhomogeneously distributed
controls, the results clearly show the improvement in model fit and predictive
performance for the RW2D model as the grid cell size decreases based on the
decreasing DIC and LS. The RW2D model yields better fit than the three other
models at grids 15 × 15 and above. A great improvement is seen for the RW2D
model from the grid 10× 10 to the grid 15× 15. We note that at the grid 10× 10,
the number of individuals in the grid cells is highly varying with a maximum of 26
and median of 3.5, while less extreme at the grid 15 × 15 with a maximum of 17
and median of 2. There is a lot of inhomogeneity across the grid cells at the grid
10 × 10 which cannot be effectively smooth out by all four models. However, the
discretization at grids 15×15 and above produces less inhomogeneity across the grid
cells and thus the RW2D prior is able to smooth out the clusters more effectively.
This is due in part to the ability of the RW2D prior in taking into account the
first and second-order neighbours in spatial smoothing. For the clustered dataset
presented here, there seems to be a need to discretize the study region into fine
grid cells and the RW2D prior appears to be the most appropriate choice for spatial
smoothing.
4.5.4 Dataset X4
Dataset X4 contains relatively small clusters of cases as compared with dataset X3.
The results suggest that the most appropriate spatial scale for fitting this dataset is
at the grid 20×20 using the MATERN2D model or the grid 25×25 using the IGMRF
model. Too large or too fine grid cell sizes impair the model performance as shown
by the MATERN2D model. The MATERN2D and IGMRF priors both appear to be
good choices for the spatial smoothness prior for this dataset. However, the spatial
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scales should be chosen with caution as they affect model outcomes substantially.
As suggested by the results, some models behave differently at different scales,
e.g., working relatively well at certain scales but not others. This could be related to
the fact that the smoothness priors perform in different mechanisms at various scales
due to the impact from the neighbouring grid cells. For illustration, we present the
estimated precision parameters for the MATERN2D model at various spatial scales
in Table 4.1. It is shown that the mean and standard deviation of the precision
parameters for ui and vi at grids 5 × 5 and 10 × 10 are very different from grids
15 × 15 and above, hence resulting in the varying DIC seen for the MATERN2D
model in dataset X4 (Figure 4.3). The performance of the MATERN2D model is
very similar at grids 15 × 15 and 20 × 20 due to their similarity in the precision
parameters. We note that at different scales, various degree of inhomogeneity across
the grid cells is observed. When there is large inhomogeneity across the cells, a
higher degree of spatial smoothing is imposed while less smoothing when there is
small inhomogeneity. The change in the degree of spatial smoothing results in the
changes in the precision parameters.
Table 4.1: The estimated precision parameters of the MATERN2Dmodel at various
spatial scales for dataset X4
Spatial scale Precision for ui (τu) Precision for vi (τv)
Mean Std dev Mean Std dev
5× 5 0.455 0.092 172.474 44.838
10× 10 0.217 0.043 23.700 12.438
15× 15 46.034 4.236 0.084 0.007
20× 20 49.972 5.169 0.065 0.006
25× 25 40.582 3.022 0.041 0.003
30× 30 41.473 3.413 0.051 0.004
4.5.5 Datasets X5 and X6
DatasetsX5 andX6 contain point data that are inhomogeneously distributed across
the space (similar to dataset X1). They are both denser than dataset X1 and
dataset X6 is denser than dataset X5. The results for both datasets show that the
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IID, IGMRF and MATERN2D models produce good fit to both datasets at most
of the spatial scales. The RW2D model is shown to yield the worst fit across the
spatial scales in both datasets. For both datasets, it appears that all the models
perform rather consistently at all spatial scales. As a result, we note that the spatial
scale is not an issue for dense point data and either one of the IID, IGMRF and
MATERN2D models could be used in modelling.
4.5.6 Humberside data
In order to understand the discretization of the Humberside dataset better, we
provide the summaries of the number of events included in the grid cells for all
the non-zero cell counts at the different spatial scales (Table 4.2). The maximum
number of cases decreases from 33 at the largest grid cell size to four at the smallest
grid cell size while the maximum number of controls decreases from 83 at the largest
grid cell size to nine at the smallest grid cell size. It is shown that the number of
events contained in the grid cells has only slight differences for the grid 30× 30 up
to the grid 50 × 50, which suggests that the grid 30 × 30 might be a suitable scale
and a finer grid cell is not required.
Table 4.2: Summary of the number of events in the grid cells for all the non-zero
cell counts at various spatial scales for the Humberside dataset
Spatial scale Case Control
Min Mean Max Min Mean Max
5x5 1 6.20 33 1 11.75 83
10x10 1 4.77 22 1 6.13 44
15x15 1 2.82 10 1 4.15 29
20x20 1 2.95 11 1 3.62 17
25x25 1 2.39 8 1 3.36 14
30x30 1 1.88 4 1 2.77 10
35x35 1 2.00 6 1 2.71 12
40x40 1 1.77 5 1 2.31 11
45x45 1 1.68 4 1 2.14 8
50x50 1 1.55 4 1 2.10 9
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Based on the results obtained from modelling the Humberside dataset, the IID,
IGMRF and MATERN2D models produce similar DIC and LS at the various spatial
scales (Figure 4.6) but the RW2D model performs slightly worse than the other three
models at all instances. At the grid 30 × 30, a slight improvement is observed for
all the models. Also, at this scale, the MATERN2D model outperforms the other
models substantially. It could be seen that the performance of the MATERN2D
model is rather sensitive to the changes in the spatial scales. In short, the results
suggest that the dataset should be fitted at the grid 30× 30 using the MATERN2D
prior for spatial smoothing. Table 4.3 summarizes the results for fitting the models
at various spatial scales for various datasets described above. The implications of
these results are considered further in the Discussion.
4.6 Discussion
We evaluated the performance of a range of spatial smoothness priors (an intrinsic
Gaussian Markov random field (IGMRF), a second-order random walk on a lattice
(RW2D), and a Gaussian field with Matérn correlation function (MATERN2D))
and spatial scales for various spatial structures using deviance information criterion
(DIC) and logarithmic score (LS). The simulated datasets consist of points that are
distributed across the space at various spatial patterns. The Humberside data are
real phenomena where the data points are spatially sparse and exhibit a cluster.
The results in this study suggest that different spatial smoothness priors and spatial
scales may be appropriate for different patterns of spatial point-based data.
We note that for spatially sparse and inhomogeneously distributed point pattern
(dataset X1), our study shows that it is necessary to include a spatially structured
component, in addition to the unstructured component, to the model. The RW2D
model at small grid cell sizes is an appropriate choice of modelling as it is the most
parsimonious model (based on the DIC) and has the best predictive performance
(based on the LS). Dataset X5 and dataset X6, which are essentially similar struc-
tures to datasetX1 but in a denser pattern, do not produce similar results to dataset
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Figure 4.6: The estimated DIC and LS of the four models for the Humberside
dataset at various spatial scales. The dataset should be fitted at the grid 30 × 30
using the MATERN2D prior for spatial smoothing.
X1. The results suggest that when denser point data are involved, the changes in
spatial scales have little impact on the model outcomes. In addition, the spatial effect
does not necessarily have to be included in the model as the unstructured component
alone suffices. However, if desirable, the IGMRF and MATERN2D priors may be
used as priors for the spatial effect as they do not impair the model performance.
When the point patterns with local repulsion and mild inhomogeneity (dataset
X2) are modelled, the spatial component should be included and assigned the RW2D
prior, in addition to the inclusion of the IID component in the model, as suggested
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Table 4.3: Summary of results for fitting the four models at various spatial scales
for various spatial patterns
Spatial patterns Recommended
spatial smoothness
priors and spatial
scales
Sensitivity of the models
towards the changing spatial
scales
Sparse inhomogeneous
point pattern (dataset
X1)
The RW2D model at
small grid cell sizes.
The IID, IGMRF and
MATERN2D models perform
consistently at all spatial scales;
the RW2D model is sensitive
towards the changing grid cell
sizes.
Sparse point pattern
with local repulsion and
mild inhomogeneity
(dataset X2)
The RW2D model;
spatial scales have little
impact on model
outcomes.
All four models perform rather
consistently at all spatial scales.
Sparse inhomogeneous
point pattern with large
clusters (dataset X3)
The RW2D model at
grids 15× 15 and above.
The IGMRF model performs
consistently at all spatial scales;
the IID, RW2D and
MATERN2D models are
sensitive towards the changing
grid cell sizes.
Sparse inhomogeneous
point pattern with small
clusters (dataset X4)
The MATERN2D model
at the grid 20× 20 or
the IGMRF model at
the grid 25× 25.
The RW2D model performs
consistently at all spatial scales;
the IID, IGMRF and
MATERN2D models are
sensitive towards the changing
grid cell sizes.
Dense inhomogeneous
point pattern (datasets
X5 and X6)
The IID, IGMRF and
MATERN2D models;
spatial scales have little
impact on model
outcomes.
All four models perform rather
consistently at all spatial scales.
Sparse point pattern
with clusters (the
Humberside dataset)
The MATERN2D model
at the grid 30× 30.
The IID, IGMRF and RW2D
models perform rather
consistently at all spatial scales;
the MATERN2D model is
sensitive towards the changing
grid cell sizes.
by the results. Nevertheless, the spatial scales do not seem to matter in modelling
this sort of spatial structure where the points are distributed across the space with
local repulsion and mild inhomogeneity. For the inhomogeneous point pattern with
a few large clusters (as portrayed by dataset X3), the RW2D model at fine grid cell
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sizes is shown to be a good modelling choice.
The sparse inhomogeneous point pattern with a number of small clusters across
the space (dataset X4) appears to be quite sensitive to the changes in the spatial
scales. As shown in the results, the MATERN2D model at the grid 20× 20 and the
IGMRF model at the grid 25 × 25 are the two appropriate modelling approaches
for this point pattern. The model performance (based on the DIC and LS) becomes
worse when larger or smaller grid cell sizes are used in modelling. This has addressed
the need to select the spatial scales with caution when complicated spatial structures
are of interest.
The realistic example studied here (the Humberside dataset) has further con-
firmed that for sparse point pattern with potential spatial clustering, the spatial
scale and spatial smoothness prior have to be chosen carefully in modelling. The
model fit (as guided by the DIC) and predictive performance of the models (as
guided by the LS) differ at the different spatial scales. The results for this dataset
show that the best modelling approach for this dataset is the MATERN2D model
at the grid 30 × 30. This complements the results for dataset X4, in which both
of these sparse datasets with clustering appear to be quite sensitive to the changes
in the spatial scales. Furthermore, the MATERN2D model is shown to be a good
modelling approach for both datasets.
The various spatial smoothness priors considered in this study have been shown
to be applicable for different spatial structures. We note that it is possible to choose
the appropriate prior based on the spatial structures but a range of priors should
generally be considered. As suggested by our study, the RW2D prior is a reasonable
choice for spatial smoothing when spatially sparse point patterns are involved,
regardless of whether the points are homogeneous or inhomogeneously distributed
across the space. The RW2D prior imposes spatial smoothing by taking into account
the first and second-order neighbours. Our study also shows that the IGMRF prior is
suitable for spatial smoothing in spatially dense and inhomogeneous point patterns
as it considers only first-order neighbours. The RW2D prior is essentially a second-
order IGMRF on a lattice. It is quite flexible due to its invariance to addition of a
140
Chapter 4. The impact of spatial scales and spatial smoothing on the outcome of
Bayesian spatial model
linear trend. The RW2D prior imposes a higher level of spatial smoothing than the
IGMRF prior due to the presence of the second-order neighbours. Sparse data need
more spatial smoothing than dense data, therefore the RW2D prior works well in
this context. If spatially dense and homogeneous point patterns are considered, the
model may not include the spatially structured component but only the unstructured
component assigned the IID prior. The MATERN2D prior appears to be well-suited
for capturing the spatial effect in spatially clustered point patterns but it is very
sensitive to the changes in spatial scales. This could be due to the representation
of the smoothness parameter which gives the model great flexibility in modelling
clustered point data that require a relatively high level of spatial smoothing.
In conclusion, we note that it is crucial to repeat the spatial analyses at multiple
spatial scales when modelling inhomogeneously distributed point patterns as the
model fit and predictive performance of the models appear to vary at different
spatial scales. Methods for testing spatial heterogeneity such as Tango’s Index
(Tango, 2000) and Moran’s I (Moran, 1950) could be used to decide if a given
spatial dataset is inhomogeneously distributed. Inspection of detailed plots of
the spatial data may also be a good guide to examine the presence of spatial
inhomogeneity. For the inhomogeneous point patterns that do not contain clusters,
the model performance improves as the grid cell size reduces. For the inhomogeneous
point patterns that contain clusters, the appropriate spatial scale can be chosen by
repeating the analyses at a range of spatial scales. On the other hand, the spatial
scales appear to have little impact for homogeneously distributed point patterns.
Also, it may not be necessary to include the spatially structured component in
modelling of homogeneous point patterns unless desirable.
An acknowledged limitation of the study is that we simulated one scenario for
each point process structure of interest. Therefore, we are reserved about the gen-
erality of the conclusions drawn above. For future work, more than one simulation
scenario for a continuum of point process models with varying spatial structures
could be studied in order to achieve more general conclusions. In this study, we
consider grid cells with equal sizes as it was argued by Wakefield (2007) that in the
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specification of neighbourhood structure, all regions should be of similar size and ar-
ranged in a regular pattern. For regions with different sizes, possible neighbourhood
structure definitions are some known function of the distance between centroid of
areas (Cressie and Chan, 1989); an intrinsic conditional autoregressive (ICAR) prior
(Besag et al., 1991) using weight definition, and alternative specifications within the
CAR class (Lee, 2011). Further investigation could be carried out to examine the
impact of the changes in the shape of the regions including regular and irregular
sizes.
Given the different results observed and different inferences made at the different
spatial scales, it is crucial to repeat the analysis at different scales as the data may
contain useful information at more than just one scale. It is also important to
take into account the spatial scale that is of interest in a particular problem, i.e.,
the scale at which decisions or inferences will be made in practice. Often, disease
management and policy making of subpopulation require modelling at a coarser
scale than that required for understanding individual influences or associations.
The choice of spatial scale is typically influenced by geo-political considerations,
for instance, administrative districts are often used to describe and to understand
geographical variation of a disease, with the aim being to assist public health decision
making. Similarly, the identification of population-based clusters may differ from
local clusters, with different interpretations and decision/action implications.
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Chapter 5
The impact of spatial scales on
discretised spatial point patterns
Abstract
Spatial data are common in health sciences and are available at various spatial scales
such as the point, grid or area level. This research considers modelling of point level
data, which in practice could resemble disease data with exact residential locations,
by discretizing the study region into regular grid cells. Modelling of health data at
the grid level is desirable as it is geographically more accurate than using area level
data. The challenge is to specify an appropriate spatial scale for discretization of
point patterns. We investigate how changes in grid cell size affect model outcomes
for various structures of spatial point patterns. A Bayesian spatial model is used
to evaluate the impact of varying spatial scales on model outcomes. Estimation
is based on a Bayesian spatial smoothness prior to model spatial dependence of
neighbouring grid cells, namely an intrinsic Gaussian Markov random field. Bayesian
computation is carried out using integrated nested Laplace approximation. The
impact of varying spatial scales is studied in a simulation study. The simulated
data consist of various spatial patterns that resemble different patterns of point level
health data in realistic settings, including inhomogeneous point patterns, patterns
with local repulsion, patterns with local clustering, and patterns with local clustering
in the presence of a larger-scale inhomogeneity. The evaluation criteria used in this
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study include the spatial correlation coefficient and the coefficient of variation of the
spatially structured effect. Based on the results, we note that complicated spatial
patterns such as inhomogeneous point patterns and spatially clustered patterns tend
to be more sensitive to the changing spatial scales, compared to homogeneous point
patterns. It is therefore recommended to repeat the spatial analyses at multiple
spatial scales in order to determine the best scale to analyse the data in order to
address the inferential aims of interest. In particular, it is noted that fine grid cell
sizes do not necessarily improve inferential outcomes as there has to be sufficient
information in the grid cells.
Objective (3) outlined in Chapter 1 is addressed in this chapter. The under-
standing of the sensitivity of the spatial Poisson model to changing spatial scale is
vital for handling spatial count data in various areas of applications such as disease
mapping and epidemiology.
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5.1 Introduction
Spatial data are common in health sciences and are available at various spatial scales
such as the point, grid or area level. In the context of health sciences, area level
data are widely available and commonly utilized for convenience. For instance, an
event of interest is often aggregated to administrative districts in order to protect
patient confidentiality. Despite the popularity of modelling health data at the area
level, aggregation of data increases spatial correlation (Song et al., 2011). Other
concerns raised about aggregated data include bias in estimates due to ecological
fallacy (Robinson, 1950), loss of information, and issues of overlapping boundaries
and artificiality of administrative or political boundaries (Kirby, 1996; Louie and
Kolaczyk, 2006). Ecological fallacy refers to the difference between individual and
group level estimates of risk measures. In small area modelling, summary statistics
collected for the group are used to make inference about the nature of individuals
within that group. However, summary statistics that describe group features do not
necessarily hold for individuals within that group. In general, when a relationship
observed at the group level is assumed to apply at the individual level, the fallacy
is committed.
Despite these acknowledged problems, the history of disease mapping has shown
that point level data have received less attention than area level data modelling. This
is due in part to difficult access to individual level data for confidentiality and privacy
reasons, lack of geocoding of disease outcomes, concerns about the impact of spatial
misalignment, missing data and other issues. On the one hand, models based on
individual level data are, however, able to uncover local level inequalities frequently
masked by health estimates from large areas such as states, regions or cities (Borrell
et al., 2010). On the other hand, modelling of point level data is computationally
demanding when large datasets are involved due to dense covariance matrices.
A compromise between these two methods is modelling of spatial data at a
grid level, by discretizing the study region into regular grid cells, or by utilizing
spatial data which are collected directly at the grid level (also known as raster
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data). Raster data are especially useful in representing geographic phenomena that
vary continuously across space such as population density and other demographic
characteristics that are important in health modelling (Chang, 2010; Lai et al., 2008).
Despite being less common than area level data modelling, grid level modelling
approaches have become increasingly popular in recent years (Baddeley et al., 2010;
Li et al., 2012b). Grid level modelling of disease data is geographically more accurate
than using aggregated data. It allows the spatial scale at which the data are to be
modelled to be manipulated to a computationally and practically sensible scale, and
avoids the problem of changing geographical boundaries over time that can occur
with area level data.
Determining an appropriate spatial scale is known to be a challenge in grid level
modelling of spatial data. The same basic data may yield different results when
aggregated in different ways. The sensitivity of spatial analyses to the definition of
spatial scales is so-called the modifiable areal unit problem (MAUP) (Openshaw and
Taylor, 1981) which is widely known in the statistical and geographical literature.
Given the acknowledged MAUP, it is of interest to investigate the effect of changing
scale on the analysis of spatial pattern and process. At present, little is known about
the impact of changing scales on the outcome of spatial models at different spatial
patterns. In this paper, we design a simulation study to examine how changes in
grid cell size effect model outcomes, in particular model goodness-of-fit at various
spatial scales. Bayesian inference is carried out using integrated nested Laplace
approximation (INLA) throughout the study. The simulated datasets consist of
point data with various spatial patterns such as inhomogeneous point patterns,
patterns with local repulsion, patterns with local clustering, and patterns with local
clustering in the presence of a larger-scale inhomogeneity.
5.2 Methods
Let X be a spatial point-based dataset embedded in an observation window S which
is discretized into n1 × n2 grid cells {sij} with area |sij| for i = 1, ..., n1 and j =
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1, ..., n2. Let Nij denote the observed number of points in each grid cell sij. Assume
that Nij are conditionally independent Poisson counts
Nij ∼ Po(|sij|λij),
where λij denote the intensity in each grid cell. We are interested in modelling the
log-intensity (ηij = log(λij)) of the Poisson process. Spatial variation in the log-
intensity is modelled using different components including µ, uij, and vij, where µ
refers to the common intercept term, uij is a spatially structured term that describes
the effect of the location by assuming that geographically close areas are more similar
than distant areas, and vij is an unstructured term that accounts for unexplained
variability in the process.
In this model, the spatially structured component, uij, is assigned an intrinsic
Gaussian Markov random field (IGMRF) prior with unknown precision (inverse vari-
ance) τu. The spatially unstructured component, vij, is assumed to be independent
and identically distributed (i.i.d.) and normally distributed with zero mean and
unknown precision τv; and gamma priors are assigned to the precision parameters
τu and τv.
An IGMRF for uij is defined as
uij|u−ij, τu ∼ N
 1
nij
∑
ij∼kl
ukl,
1
nijτu
 ,
where nij is the number of neighbours of grid cell sij, u−ij denote all elements
in u except for uij, and ij ∼ kl indicates that the two grid cells are neighbours
that share a common boundary. A sum-to-zero constraint is imposed on uij to
ensure identifiability of the intercept µ. We refer the reader to Besag et al. (1991)
and Rue and Held (2005) for further details. This model has been widely applied
in disease mapping to study the spatial variation of disease risk. However, the
neighbourhoods in these papers were defined in terms of administrative districts,
while here we consider a finer neighbourhood structure in terms of (regular) grid
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cells. The IGMRF model can be written as follows,
ηij = log(λij) = µ+ uij + vij.
In light of the computational cost of Markov chain Monte Carlo methods for
spatial inference, we adopt the integrated nested Laplace approximation (INLA)
approach proposed by Rue et al. (2009). INLA performs approximate Bayesian
inference for latent Gaussian models. Computation in this study is performed in
the R package, by calling the inla program.
5.3 Simulation Study
5.3.1 Description of data
The purpose of this simulation study is to investigate the impact of spatial scales at
various spatial structures of point-based data. As guided by Illian et al. (2012a), we
considered four different situations: inhomogeneous point patterns, patterns with
local repulsion, patterns with local clustering, and patterns with local clustering
in the presence of a larger-scale inhomogeneity. The inhomogeneous point pat-
terns (dataset X1) were generated from an inhomogeneous Poisson process with
trend function λ = 1000 exp(−2x) on the unit square. For the patterns with
local repulsion (dataset X2), we generated point-based data from a homogeneous
Strauss process, with medium repulsion β = 700 (intensity parameter), interaction
parameter γ = 0.8 and interaction radius r = 0.05, on the unit square. To
generate the clustered patterns (dataset X3), we simulated a homogeneous Thomas
process with parameters κ = 10 (the intensity of the Poisson process of cluster
centres), σ = 0.05 (the standard deviation of the distance of a point from the
cluster centre) and µ = 50 (the expected number of points per cluster), on the unit
square. For the last spatial pattern (dataset X4), we generated the data from an
inhomogeneous Thomas process with parameters σ = 0.01 and µ = 5 and a simple
trend function for the intensity of parent points given by κ(x1, x2) = 100x1, on the
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           Dataset X1            Dataset X2            Dataset X3            Dataset X4
Figure 5.1: Four patterns of simulated point-based data
unit square. Each pattern was then superimposed with a pattern generated from an
inhomogeneous Poisson process with trend function λ = 500 exp(−2x). See Figure
5.1 for illustrations of the point-based data.
5.3.2 Model fitting and evaluations
We fit the IGMRF model to each dataset which is discretized into n1 × n2 regular
grid cells. The precision parameters of the spatial effect and unstructured effect are
both assigned gamma priors with parameters (1, 0.01) to impose the same level of
spatial smoothing on the spatial field throughout the entire simulation study. To
illustrate modelling at different spatial scales, we set n1 = n2 = 5, 10, 15, 20, 25,
30, 35, 40, 45, 50 in the simulation study, resulting in 25, 100, 225, . . . , 2500 grid
cells, respectively. A neighbourhood structure has to be specified to model spatial
dependence of the grid cells via the IGMRF prior. We use the cell2nb function in
the spdep R package (Bivand et al., 2011) to generate a list of neighbours for the
grid cells, by applying a rook definition of neighbourhood, where two grid cells are
termed neighbours if they share a common edge.
To measure the importance of spatial correlation in the data, the spatial corre-
lation coefficient is calculated at each spatial scale (Flask and Schneider IV, 2013),
ϕ = σu
σu + σv
,
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where σu is the standard deviation of the spatially structured effects u, and σv rep-
resents the standard deviation of the unstructured random effects v. The spatially
structured component becomes increasingly dominant as this statistic approaches
unity.
The coefficient of variation of the spatially structured effect is also calculated,
CVu =
σu
u¯
,
where σu is described above and u¯ is the mean of the spatially structured effects
u. The CVu, a normalized measure of dispersion, shows the variation of the spatial
effect in relation to its mean.
5.4 Results
Figure 5.2 presents the spatial correlation coefficient, ϕ, at various spatial scales
for the four datasets. Dataset X1 which consists of inhomogeneous spatial pattern
appears to have ϕ close to 1 at all scales, which suggests that the spatially structured
component is dominant over the unstructured effect. The change in grid cell size
does not affect ϕ for this spatial pattern. Dataset X2 (point pattern with local
repulsion) produces ϕ that decreases gradually from 0.56 to 0.35 across the changing
spatial scales, signifying the diminishing spatial effect as the grid cell size becomes
smaller. The spatially clustered pattern in dataset X3 results in a drastic increase
in ϕ from 0.01 at the scale 5×5 to 0.99 at all subsequent scales, suggesting an abrupt
dominance of the spatial effect. Dataset X4 which contains small clusters is also
sensitive to the varying spatial scales as ϕ is observed to vary across the scales. The
spatial component in this spatial pattern becomes dominant at small grid cell sizes
(the scale 35× 35 and beyond). The results for all four datasets hence suggest that
complicated spatial patterns such as inhomogeneous and clustered patterns appear
to be sensitive to the change in spatial scales and produce varying ϕ at different
scales.
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Figure 5.2: Spatial correlation coefficient for each dataset
The coefficient of variation of the spatially structured effect (CVu) at the dif-
ferent scales is shown in Figure 5.3. Dataset X1 results in CVu that decreases
slightly across the changing spatial scales. Dataset X2 produces CVu that is rather
consistent across the spatial scales. On the other hand, dataset X3 shows a drastic
drop in CVu from 1.46 at the scale 5 × 5 to 0.22 at the scale 10 × 10 which then
decreases gradually at all subsequent scales. Dataset X4 displays a slight increase
in CVu at coarse spatial scales (scales 5× 5 to 30× 30) which then drops abruptly
from 1.43 at the scale 30 × 30 to 0.14 at the scale 35 × 35. Based on the results
for all datasets, it is observed that modelling at a smaller scale improves the model
performance for inhomogeneous and clustered spatial patterns, by reducing the CVu
which is a measure of dispersion normalized by its mean. However, a very fine scale is
not necessarily favoured as it is shown that CVu becomes consistent after a certain
spatial scale for all datasets. Further discretization into finer grid cells does not
contribute to significant decrease in CVu.
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Figure 5.3: Coefficient of variation of the spatially structured effect for each dataset
5.5 Conclusions
In this study, we investigate the impact of varying spatial scales on the model
outcomes using a simulation study. The simulated data consist of various spatial
patterns that resemble different patterns of point level health data in realistic,
including inhomogeneous point patterns, patterns with local repulsion, patterns
with local clustering, and patterns with local clustering in the presence of a larger-
scale inhomogeneity. The evaluation criteria used in this study include the spatial
correlation coefficient (ϕ) and the coefficient of variation of the spatially structured
effect (CVu). The results of analysing all four datasets in this study suggest that
different spatial scales may be more applicable for different spatial patterns.
Based on ϕ obtained for each dataset, we note that complicated spatial patterns
such as inhomogeneous point patterns and spatially clustered patterns tend to
be more sensitive towards the changing spatial scales, compared to homogeneous
point patterns. For these spatial patterns, it appears that the dominance of spatial
component is largely affected by the size of the grid cells. The CVu produced in each
dataset also supports that inhomogeneous and clustered point patterns are sensitive
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to the spatial scales. Given these results, it is recommended to repeat the spatial
analyses at multiple spatial scales in order to determine the best scale to analyse
the data. One should note that fine grid cell cells do not necessarily improve model
outcomes as there has to be sufficient information in the grid cells.
In this study, we have not included covariates in the model although this is
straightforward to do. The inclusion of covariates may alternate the spatial effects
observed here. The aggregation of counts using grid level modelling approach
may still lead to some degree of aggregation or ecological bias when covariates are
involved. However, if the grid size is sufficiently small in terms of population and
physical characteristics of the exposure, the homogeneity assumption of exposure
within areas can be assumed to hold. Thus, there will be less concern about
ecological bias when covariates are included in the model.
In the health context, analysis of health data at the grid level reduces ecological
bias as the data are geographically more precise than data aggregated by adminis-
trative districts. This approach may be applied to street level data and thus avoid
the need to obtain patient consent. Finally it is also of interest to consider the
inclusion of time components to build spatio-temporal models for discretized spatial
patterns. This is a topic for future research.
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Chapter 6
An investigation of the impact of various
geographical scales for the specification of
spatial dependence
Abstract
Ecological studies are based on characteristics of groups of individuals, which are
common in various disciplines including epidemiology. It is of great interest for
epidemiologists to study the geographical variation of a disease by accounting for
the positive spatial dependence between neighbouring areas. However, the choice
of scale of the spatial correlation requires much attention. In view of a lack of
studies in this area, this study aims to investigate the impact of differing definitions
of geographical scales using a multilevel model. We propose a new approach for
spatial smoothing −− the grid-based partitions and compare it with the popular
census region approach. Unexplained geographical variation is accounted for via
area-specific unstructured random effects and spatially structured random effects
specified as an intrinsic conditional autoregressive process. Using grid-based mod-
elling of random effects in contrast to the census region approach, we illustrate
conditions where improvements are observed in the estimation of the linear predictor,
random effects, parameters, and the identification of the distribution of residual risk
and the aggregate risk in a study region. The study has found that grid-based
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modelling is a valuable approach for spatially sparse data while the SLA-based and
grid-based approaches perform equally well for spatially dense data.
This chapter addresses objective (4) outlined in Chapter 1, where a grid-based
approach for spatial smoothing in analysing point level disease data is proposed.
We demonstrate the selection of an optimum geographical scale using a range of
model evaluation criteria. We focus specifically on spatially sparse and spatially
dense point patterns to study the sensitivity of the multilevel model to the varying
geographical scales.
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6.1 Introduction
Ecological studies are common in many disciplines, including environmental epi-
demiology (Morgenstern, 1995; Salway and Wakefield, 2005), social science (Glynn
and Wakefield, 2010; Goodman, 1953, 1959), political science (Johnston and Pat-
tie, 2000; King, 1997), and geography (King, 2004; Openshaw, 1984a). Ecological
analyses refer to study and inference based on characteristics of groups or aggre-
gates of individuals (Langbein and Lichtman, 1978). These aggregates are typically
geographically defined by census regions, where the population information are
readily available. According to Greenland (2002), there are two main objectives
of ecological analyses, namely inference at the individual level and inference at the
purely contextual level. The former investigates the relationship between group and
individual characteristics and the outcomes of individuals in the groups; while the
latter studies the impact of group attributes to group outcomes.
Acquisition of individual level disease data, which are often more expensive to
obtain than the routinely collected aggregate data, is known to be a challenge in
research studies (Greenland, 2001). Moreover, complete individual level location
data, particularly street address information, are rarely accessible due to reasons
of confidentiality. Ecological analyses are therefore commonly based on group level
data to make inferences about the collective set of individuals within the groups
(Jackson et al., 2006). In general, ecological fallacy (Robinson, 2009; Selvin, 1958) is
committed when a relationship observed at the group level is assumed to exist at the
individual level. In light of this, where possible it is preferable to include individual
level data in ecological studies, and apply multilevel modelling techniques (Jackson
et al., 2006; Wakefield, 2004, 2008, 2009). Multilevel models are flexible as they allow
the formation of complex nested and crossed structures, and also dependencies in
data through random effects (Wakefield, 2009).
Several studies have developed methods for incorporating individual level infor-
mation on the exposure of interest (Best et al., 2001; Goovaerts, 2009a; Haneuse
and Wakefield, 2008a, 2007; Prentice and Sheppard, 1995; Wakefield and Salway,
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2001). However, linking individual and aggregate data can be problematic in practice
(Jackson et al., 2006), as the data typically available at individual level do not match
that available in published census or area-based data collections. For example, the
covariates available at the aggregate and individual level may be different. Some
other issues that arise are as follows. First, the analysis of aggregated data may suffer
from changes in geographical boundaries over time. Second, a problem concerning
aggregated data is the modifiable areal unit problem (MAUP), which is defined as
sensitivity of statistical results to the definition of geographical units over which
data are collected (Openshaw and Taylor, 1979). For instance, various datasets
may exhibit different spatial patterns when viewed at one spatial scale compared to
another, which is known as a ‘scale’ effect (Perry et al., 2002).
To overcome the issue of ecological fallacy and to increase the statistical capacity
to study small-scale geographical variation, we employ both group and individual
level characteristics to study their effect on individual outcomes in a multilevel
(hierarchical) modelling framework. The individual level data control for the bias
while the ecological data may provide additional efficiency gains in the estimation of
the parameters of interest (Haneuse and Wakefield, 2008b). However, the complex
nature of the multilevel models often results in an intractable likelihood function.
A solution to facilitate inference in such cases is the application of a Bayesian hier-
archical multilevel modelling framework accompanied by computational algorithms
such as Markov chain Monte Carlo (MCMC) techniques (Gilks et al., 1995b; Green,
2001). Bayesian hierarchical modelling refers to a generic model building strategy
that organizes unobserved quantities from a number of discrete levels (Richardson
and Best, 2003). This approach has proven to be successful in solving various
complex epidemiological and biomedical problems (Lawson and Song, 2010; Min
et al., 2010; Richardson and Best, 2003; Song et al., 2011).
In ecological studies, the modelling of spatial dependence is often based on the
belief that individuals within areas are more likely to be similar and areas that are
geographically closer exhibit more similar residual relative risks. Ignoring positive
spatial dependence between the residuals of neighbouring areas may underestimate
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standard errors on parameter estimates, and cause confounding by location if the
exposure of interest has a spatial structure (Wakefield, 2003). However, better
understanding of the choice of the scale of the spatial correlation is vital. One of the
most common approaches in defining a neighbourhood structure is to take areas i
and j to be neighbours if they share a common boundary. Wakefield (2007) argues
that this approach is not attractive unless all regions are of similar size and arranged
in a regular pattern. Other possible neighbourhood structure definitions could be
some known function of the distance between centroids of areas (Cressie and Chan,
1989); and both a non-spatial and a spatial random effect assigned as an intrinsic
conditional autoregressive (ICAR) prior (Besag et al., 1991). See Lee (2011) for
more alternative specifications within the CAR class.
The aim of this paper is to investigate the impact of differing definitions of
geographical areas on the estimation of individual disease risks using a multilevel
model that combines both group and individual level characteristics in a Bayesian
framework. Geographical variation of residual disease risk is identified via a spatial
component in the multilevel model specified as ICAR to allow heterogeneity and
borrow strength from neighbouring areas. We model area-specific random effects
using regular lattices which are far smaller than the census regions to allow for
better specification and identification of spatial effect. We investigate the predictive
performance of the estimated linear predictor and random effects at various spatial
scales, as well as the changes in parameter estimates across different scales. We
also explore and compare the spatial random effects and the aggregate risk at the
census region level and grid level by using image plots. The resulting disease maps
can be used to study the geographical distribution of disease burden, and inform
public health resource allocation. By considering two scenarios for spatial clustering
of the data, we illustrate conditions under which improvements are observed in the
parameter estimation, the identification of geographical variation of the residual risk
and disease risk when the random effects are modelled via regular lattices compared
to census region.
To motivate our research, we investigate the relationship between area-disadvantage
164
Chapter 6. An investigation of the impact of various geographical scales for the
specification of spatial dependence
and individual characteristics, and the risk of being diagnosed as having advanced
breast cancer, using breast cancer data in Queensland, Australia. Baade et al. (2011)
employed multilevel analytical methods to investigate the links between geographic
remoteness, area disadvantage, individual level factors and advanced breast cancer
among women aged 30−79 years who were living in Queensland during 1997−2006.
The study was designed to investigate the extent of large-area geographical variation
in advanced breast cancer risk after adjusting for the characteristics of individuals
within those area. In contrast, one of the ultimate aims of our study is to explore
various spatial scales in capturing the geographical variation effectively.
The paper is organized as follows. In Section 2, we provide details about the
case study data and the Bayesian hierarchical modelling framework including model,
likelihood, priors, posteriors and computation. Section 3 outlines the model fitting
procedures and model evaluation criteria. The results of model fitting for spatially
sparse data and spatially dense data are reported in Sections 4 and 5, respectively.
Section 6 summarizes the results from both studies and finally, Section 7 discusses
some of the issues and provides an overall conclusion.
6.2 Methods
6.2.1 Case study data
Ethics and Data Custodian approval was obtained from Queensland Health for
this study (HREC/09/QHC/25). The breast cancer data were extracted from the
population-based Queensland Cancer Registry (QCR). The data consist of all women
diagnosed as having invasive breast cancer in Queensland between 1 January 1996
and 31 December 2009 (inclusive). We obtained data for each case on individual-
level characteristics (i.e., year of diagnosis, age, indigenous status, occupation, and
marital status) as well as measures of geographic remoteness and area disadvantage
defined at the census region level, namely Statistical Local Areas (SLAs). Each
cancer case also contains the longitude and latitude co-ordinates of the patient’s
residential address as well as the SLA variable, which denotes the spatial entity
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where a patient resides. The co-ordinate information is also used to assign patients
to their respective grid cells after partitioning the study region into regular grid
cells. Both the SLA and grid information are used in modelling the spatial random
effects. We follow the definition of advanced breast cancer in Baade et al. (2011).
With respect to the area level covariates, since the information was only measured
at the SLA level, we thus assigned the scores to the patients based on the SLAs in
which they resided. The patients’ characteristics of interest at time of diagnosis are
described below.
6.2.1.1 Individual level characteristics
1. Age group (AGE)
Age at diagnosis was collapsed into five-year age groups from < 30, 30 − 34, . . . ,
75− 79 and 80+ years, resulting in twelve age groups.
2. Occupation (OCCUP)
Five categories of occupation are blue collar (including tradespersons, plant and
machine operators and drivers, and labourers and related workers), white collar
(including clerks, salespersons and personal service workers), professional (including
managers, administrators, professionals and para-professional), not in workforce
(including retired, students, unemployed and home duties) and unknown (no in-
formation available).
3. Marital status (MARITAL)
Women’s marital status includes single, married, widowed, divorced, separated or
not stated.
4. Indigenous status (INDIG)
Women’s indigenous status includes non-indigenous, indigenous or not stated.
5. Year of diagnosis (YEAR)
The year of diagnosis was collapsed into five time periods; 1996−1998, 1999−2001,
2002− 2004, 2005− 2007 and 2008− 2009.
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6.2.1.2 Area level characteristics
1. Geographic remoteness (ARIA)
ARIA+ classification (AIHW, 2004) was used to categorize the remoteness of res-
idence when diagnosed as having breast cancer. This purely geographical measure
of remoteness classifies residence into five categories including Major City, Inner
Regional, Outer Regional, Remote, and Very Remote areas based on road distance
from a locality to the closest service centre in each of five classes of population size.
2. Index of relative socio-economic disadvantage (IRSD)
Socio-economic disadvantage of the SLAs was measured using the Index of Relative
Socio-economic Disadvantage (IRSD) calculated by Australian Bureau of Statistics
(Adhikari, 2006). The IRSD measures disadvantage using factors such as the per-
centage of residents in each SLA with low income, low educational attainment, high
unemployment and jobs in relatively unskilled occupations. The IRSD was collapsed
into five quintiles, with Quintile 5 being least disadvantaged and Quintile 1 being
most disadvantaged.
6.2.2 Overall model
Consider a study region consisting of H census regions discretized into I regular
lattices. Let yhij denote the event outcome of the j-th individual in the i-th grid in
the h-th region, with individual level exposure xhij = (x(1)hij, . . . , x
(r)
hij) and area level
exposure zh = (z(1)h , . . . , z
(p)
h ), where h = 1, . . . , H, i = 1, . . . , nh, j = 1, . . . , ni. Here
yhij is a binary response that follows a Bernoulli distribution with probability of
disease phij = phij({xhij ,zh}), which can be written as yhij|{xhij ,zh}ind∼Bern(phij).
The implied aggregate (ecological) risk (Wakefield, 2008) in the i-th grid in the h-th
region is
phi =
1
ni
ni∑
j=1
phij,
and the aggregate risk in the h-th region is
ph =
1
nh
nh∑
i=1
phi,
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where ni denotes the number of individuals in the i-th grid, and nh denotes the
number of grids in the h-th region.
Using the motivating dataset described above, we are interested in modelling the
individual risk of advanced breast cancer. The study can be thought of as a case
control study where cases are women with advanced breast cancer and controls are
women with non-advanced breast cancer. In this context, yhij denote the Bernoulli
outcome of advanced breast cancer for the j-th individual in the i-th grid in the
h-th SLA and phij denote the individual risk of advanced breast cancer for the j-th
individual in the i-th grid in the h-th SLA. In the spirit of Jackson et al. (2008),
the individual risk is modelled via the logistic regression model with inclusion of
individual level and area level covariates.
In this study, we model the spatial and non-spatial random effects on one of
these two partitions: the SLA level and the grid level. Thus, spatial smoothing is
done based on counts in each SLA or grid cell. At the SLA level, the model is as
follows:
logit(phij) = µ+ uh + vh +
∑
r
αrx
(r)
hij +
∑
p
βpz
(p)
h ,
where µ denotes the intercept, uh and vh denote unstructured and spatially-structured
random effects respectively (Besag et al., 1991), that are both modelled on SLAs,
αr denotes the covariate effect of the r-th individual level covariate, βp denotes the
covariate effect of the p-th SLA level covariate, xhij denote individual level covariates,
and zh denote SLA level covariates. Here, u = (u1, u2, ..., uh) is a set of area-specific
random effects that are assumed to be independent, while v = (v1, v2, ..., vh) is a set
of area-specific spatially structured random effects that are believed to play a role
in the structuring of the hierarchy.
When the random effects are modelled at a grid level, the model is as follows:
logit(phij) = µ+ ui + vi +
∑
r
αrx
(r)
hij +
∑
p
βpz
(p)
h ,
where ui and vi denote unstructured and spatially-structured random effects respec-
tively, that are both modelled on grids, while other components follow the definition
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above.
The likelihood for the individual level model is a Bernoulli distribution,
L(phij|yhij) =
∏
h,i,j
(phij)yhij(1− phij)1−yhij .
To complete the Bayesian specification, we assign prior distributions to the unknown
parameters {u,v,α,β}. We model ui ∼ Normal(0, 1/τu), representing exchangeable
random baseline risks for each grid. The precision parameter τu of component u,
is assigned a gamma distribution τu ∼ Gamma(au, bu) (Bernardinelli et al., 1995a).
The spatial component v is specified such that spatial structure is induced, via
conditional autoregression (Besag and Kooperberg, 1995). The full conditional for
vi, i = 1, . . . , I depends solely on the random effects of neighbouring areas. Let
Wij be an indicator function which takes on the value one if grid cells i and j are
neighbours that share a common boundary, and zero otherwise; Wii is set equal to
zero. We note that other specifications for W are also possible, for example W
could be a function of distance to the centroid of the area, of the size of the area, or
the length of common boundary. The intrinsic conditional autoregression (ICAR)
specification (Haneuse and Wakefield, 2008b) is given by
vi|v−i ∼ Normal
 1
mi
∑
i∼j
Wijvj,
1
miτv
 ,
where mi =
∑
i∼j Wij is the number of neighbours for grid cell i. As the induced
precision matrix is not positive definite, the conditional specification above does not
yield a proper joint distribution for v. The density can, however, be expressed via
a pairwise difference distribution as
π(v|W , τv) ∝ τ (N−1)/2v exp
−τv2 ∑i<j Wij(vi − vj)2
 ,
where N denotes the total number of grid cells and W denotes the I × I matrix of
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adjacency indicators representing the neighbourhood structure. The unknown pre-
cision parameter τv determines the strength of dependence between the parameters
vi and vj, and is assigned a gamma distribution τv ∼ Gamma(av, bv) (Bernardinelli
et al., 1995a). For the elements of the regression components α = (α1, ..., αr) and
β = (β1, ..., βp), we choose univariate normal priors with mean zero and variance σ2α
and σ2β, respectively.
Up to a constant of proportionality, the product of the full likelihood and the in-
dependent prior distributions for the unknown parameters (π(u), π(v), π(α), π(β),
π(τu), π(τv)) constitutes the joint posterior distribution of the model parameters.
That is,
π(u,v,α,β, τu, τv|yhij) ∝ π(yhij|{u,v,α,β, τu, τv})π(u)π(v)π(α)π(β)π(τu)π(τv).
6.2.3 Computation
Since it is not possible to compute the above specification of the posterior distri-
bution of the parameters directly; a popular approach to facilitate computation is
MCMC. However, by building a MCMC scheme for this model, we found that the
computational cost increases proportionally to the number of individuals included in
the model as well as the number of grid cells. In light of this computational burden,
we adopt the integrated nested Laplace approximation (INLA) approach proposed
by Rue et al. (2009), which performs approximate Bayesian inference for latent
Gaussian models. INLA is able to return accurate parameter estimates in relatively
short computational time. In addition, a model choice criterion termed the deviance
information criterion (DIC), and predictive measures including logarithmic score and
probability integral transform (PIT) are provided.
The latent Gaussian models can be defined as a Bayesian hierarchical model with
three levels. The first level is the observational equation y|x ∼ π(y|x), where y
denotes the observations. The following level is x|θ ∼ N(µ(θ),Q(θ)−1), where x
contains all components of the latent Gaussian field. At the last level, θ ∼ π(θ)
denotes the prior distribution for the parameters. Q(θ) is the precision matrix of
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the Gaussian random vector x, which is sparse. The posterior density can be written
as
π(x,θ|y) ∝ π(θ)π(x|θ)∏
i∈I
π(yi|xi,θ).
The components of the latent field, x = {µ,u,v,α,β} are assigned Gaussian
priors with precision matrix Q(θ), resulting in a latent Gaussian field. The latent
field is controlled by a few hyperparameters θ = {τu, τv}. These hyperparameters
are assigned different distributions, as previously described.
The main goal is to estimate the desired posterior marginals
π(xi|y) =
∫
π(xi|θ,y)π(θ|y)dθ, (6.1)
while the posterior marginals of θ are approximated by
π(θi|y) =
∫
π(θ|y)dθ−i. (6.2)
where θ−i denote all elements in θ except for θi. Nested approximations and
numerical integration are used to integrate out θ in order to estimate (6.1) and
(6.2). The Laplace approximation (Tierney and Kadane, 1986) to the posterior of
hyperparameters can be written as
π˜(θ|y) ∝ π(x,θ,y)
π˜G(x|θ,y)
∣∣∣∣
x=x∗(θ)
,
where π˜G(x|θ,y) is the Gaussian approximation to the full conditional of x and
x∗(θ) is the mode of the Gaussian approximation for each x. Posterior marginals
for the latent variables x = {µ,u,v,α,β} and the hyperparameters θ = {τu, τv}
are both computed via numerical integration. The posterior marginals can be used
to compute summary statistics of interest, such as posterior means, variances or
quantiles. We refer the reader to Rue et al. (2009) and Blangiardo et al. (2013) for
more details on INLA computation and applications.
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6.3 Modelling at different scenarios of spatial clustering and
spatial scales
6.3.1 Study 1: Spatially sparse data
In Study 1, we focus on breast cancer cases in a study region with latitude ranges
from −28 to −27.29315 and longitude ranges from 151.91364 to 153.18721 (see
Figure 6.1). The study region extends from Brisbane (on the upper right), the
capital and most populous city in Queensland, to Toowoomba (on the middle left),
the most populous non-capital inland city in Queensland, Australia. A total of
12 443 cancer cases were included in the study, with 2121 advanced breast cancer
cases and 10 322 non-advanced breast cancer cases. It can be seen that the cancer
cases are spatially sparse with of a mixture of dense and scarce points.
(a) Advanced breast cancer (b) Non-advanced breast cancer
Figure 6.1: Distribution of breast cancer cases in the study region which
extends from Brisbane (upper right) to Toowoomba (middle left). (For reasons
of confidentiality, the dots represent random locations within each SLA rather than
actual addresses of cancer patients).
To evaluate the impact of modelling the spatial effect at different spatial scales,
we consider the partitions at the SLA level and the grid level by discretizing the
study region using grids 10×10, 20×20, 30×30, 50×50 and 100×100. The adjacency
matrix for the SLAs is calculated using the program GeoDa (Anselin et al., 2006)
using first order queen definition of adjacency, where the SLAs are considered to
be neighbours if they share a common border or vertex. On the other hand, the
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cell2nb function in the spdep R package (Bivand et al., 2011) is used to generate a
list of neighbours for the grid cells, by applying a queen definition of neighbourhood,
where two grid cells are termed neighbours if they share a common edge or vertex.
For the modelling of the random effects at the SLA level, two settings are: uh
and uh + vh. That is,
logit(phij)= µ + uh + AGEhij + OCCUPhij +MARITALhij + INDIGhij + YEARhij
+ ARIAh + IRSDh,
logit(phij)= µ + uh + vh + AGEhij + OCCUPhij + MARITALhij + INDIGhij
+ YEARhij + ARIAh + IRSDh.
For the modelling of the random effects at the various grid levels, uh is replaced by
ui, and vh is replaced by vi.
In terms of prior specification, the precision parameters of the unstructured
random effect and spatial effect, τu and τv, are both assigned gamma priors with
parameters (1, 0.001) to impose the same level of spatial smoothing on the spatial
field for each model throughout the study. Normal priors with mean zero and
variance σ2α = σ2β = 100 are chosen for the regression parameters α and β. We
carried out sensitivity analyses to assess the impact of various choices of prior
distributions on the models and found that the influence of priors are negligible
based on minimal changes in the deviance information criterion (DIC).
In regard to model selection, DIC was used to select the most parsimonious
model after penalizing for model complexity. A smaller DIC indicates a better fit of
the model. As suggested by Spiegelhalter et al. (2002), DIC should not be used as an
absolute measure of the ‘best’ model, but rather a method for screening alternative
formulations in order to provide an indication of the relative fit of a set of candidate
models. They argued that candidate models receiving DIC within 1−2 of the ‘best’
deserve consideration, while 3 − 7 have considerably less support. We present the
candidate models with DIC within 5 of the smallest DIC in the following section.
In order to assess the predictive performance of these models, the logarithmic
score (LS) for each model is computed (Gneiting and Raftery, 2007). Each model
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is assigned a numerical score based on the predictive distribution using the cross-
validated scoring rules. For discrete observations Yhij, the LS is defined as
LS = − log(πyhij),
where πyhij = Prob(Yhij = yhij|y−hij) denotes the cross-validated predictive proba-
bility mass at the observed event. A smaller LS indicates a better predictive power of
the model. The estimation performance of the models is also evaluated by inspecting
the standard deviation of estimated linear predictor and estimated random effects
as given in the following section.
In order to investigate how the estimation of parameters changes across different
spatial scales, the standard deviation of the posterior estimates are used to provide
guidance for each model. Furthermore, to assist in comparison across various spatial
scales, the plots of the spatial random effect and the aggregate risk at various scales
are also presented in Section 6.4.
6.3.2 Study 2: Spatially dense data
In Study 2, we focus on breast cancer cases in Brisbane only as we are interested
in studying disease distribution of a smaller geographical area. The latitude in the
study region of Brisbane ranges from −27.63009 to −27.29315 while the longitude
ranges from 152.91364 to 153.18721 (see Figure 6.2). There is a total of 8635 female
breast cancer cases in Brisbane, with 1452 advanced breast cancer cases and 7183
non-advanced breast cancer cases. The cancer cases in Brisbane exhibit spatially
dense pattern as Brisbane is a highly populated region.
In this scenario, we consider spatial scales at the SLA level and the grid levels 10×
10, 20×20, 40×40, 50×50 and 100×100. We note that the model fitting and model
evaluation criteria in Study 2 are equivalent to those in Study 1. Nevertheless, the
measure of geographic remoteness (ARIA) is omitted from this study as Brisbane,
the capital city, shows only very slight variation in geographic remoteness. Two
settings for the modelling of the random effects at the SLA level and the various
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grid levels follow those described in Study 1.
Advanced BC
(a) Advanced breast cancer
Non−advanced BC
(b) Non-advanced breast cancer
Figure 6.2: Distribution of breast cancer cases in Brisbane. (For reasons of
confidentiality, the dots represent random locations within each SLA rather than
actual addresses of cancer patients. Actual locations were used in the analysis.)
6.4 Results for Study 1: Spatially sparse data
Based on the DIC and LS described in Section 6.3.1, the five best models for fitting
the breast cancer data are given below. These models are considered because their
DIC values are within five from the smallest DIC value. Thus, we discuss these five
models only for the rest of the section.
Model 1 =
{ logit(phij) = µ+ u+ YEARhij +MARITALhij + IRSDh,
logit(phij) = µ+ u+ v + YEARhij +MARITALhij + IRSDh.
Model 2 =
{ logit(phij) = µ+ u+ YEARhij + IRSDh,
logit(phij) = µ+ u+ v + YEARhij + IRSDh.
Model 3 =
{ logit(phij) = µ+ u+MARITALhij + IRSDh,
logit(phij) = µ+ u+ v +MARITALhij + IRSDh.
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Model 4 =
{ logit(phij) = µ+ u+ YEARhij,
logit(phij) = µ+ u+ v + YEARhij.
Model 5 =
{ logit(phij) = µ+ u+ IRSDh,
logit(phij) = µ+ u+ v + IRSDh.
6.4.1 Model selection - DIC and LS
The DIC and LS for Models 1 to 5 are presented in Figure 6.3. The smaller the
scores for a model, the more favoured the model. Model 2 and Model 5 are observed
to have the smallest DIC and LS. However, we note that the difference compared to
the other models is only small, which suggests that these five models are comparable
based on these criteria. It is also found that the DIC and LS for the models with
random effects modelled at the SLA level are marginally smaller than that of the grid
levels. It is observed that both scores are largest at the grid 10× 10 and gradually
decrease as the grid cell size becomes increasingly fine. In other words, model fit and
predictive performance of the models improve as the grid cell size becomes smaller.
When the grid cell size is fine enough, the model fit and predictive performance of
a model are similar to that at the SLA level. Comparison of both scores at the SLA
level and the grid 100× 100 level for all five models are given in Table 6.1. We note
that the percentage of difference between both spatial scales are relatively small. We
will consider other model comparison criteria before selecting the best fitted model.
Table 6.1: Comparison of the DIC and LS at the grid 100× 100 level to the SLA
level.
Random
effects
Scores Model 1 Model 2 Model 3 Model 4 Model 5
u
DIC 0.005a 0.005 0.006 0.017 0.006
LS 0.005 0.006 0.006 0.017 0.006
u+ v DIC 0.003 0.003 0.003 0.020 0.003
LS 0.003 0.003 0.003 0.020 0.004
a The values are in percentages and are calculated as follows:
Percentage difference = |Score at the grid100×100−score at the SLA levelAverage of both scores | × 100%.
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Figure 6.3: The DIC and LS for Models 1 to 5. Two settings of random effects for
each spatial scale are: u (right), u + v (left). Model 2 and Model 5 have similar
DIC values that are smaller than the other models. The LS gives similar results.
6.4.2 Estimation for linear predictor and random effects
The performance of the models is further examined using box plots of the standard
deviation of the estimated linear predictor as illustrated in Figure 6.4. The linear
predictor refers to logit(phij) which include both the fixed and random effects in
the model. The precision of estimation of each model is noticeably improved at the
grid level compared to the SLA level as 10%− 20% smaller standard deviations are
generally observed. Although there is no substantial difference across different grid
levels, the standard deviation appears to be slightly larger at the grid 100 × 100.
The box plots of the width of the 90% credible intervals of the estimated linear
predictor (see Appendix A) appear to be similar to those in Figure 6.4. The width
indicates the difference of the 95th percentile and the 5th percentile of the credible
interval. Larger values indicate a larger spread of the posterior distribution. Based
on the standard deviation and the width of the 90% credible intervals, Model 5
has better precision in estimation compared to the other models. Nevertheless, the
performance of Model 4 is comparable to that of Model 5.
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Figure 6.4: Box plots of standard deviation of the estimated linear predictor
(logit(phij)) for Models 1 to 5. Two settings of random effects for each spatial
scale are: u (right), u + v (left). Model 5 seems to have a better fit for the
estimation for linear predictor as smaller standard deviations are observed. The
standard deviations of the models with random effects modelled at the grid levels
are marginally smaller than that of the SLA level.
In order to compare the estimation of the random effects at various spatial scales,
box plots of the standard deviation of the estimated unstructured random effect (σu)
178
Chapter 6. An investigation of the impact of various geographical scales for the
specification of spatial dependence
and spatially structured random effects (σv) are presented in Figure 6.5 and Figure
6.6, respectively. The precision of the estimates of u and v at the grid levels is
noticeably larger than at the SLA level. A larger σu and σv at the SLA level may
suggest that the covariates explain less variation in the SLA-based models than the
grid-based models. The grid 10×10 appears to have the smallest standard deviation
for all models which is possibly due to the small number of grid cells. We note that
its difference with other grid levels is marginal, especially with the grid 30× 30. It
is also observed that the increase in the number of grid cells in a model gradually
increases the standard deviation of the random effects. For instance, at the grid
100× 100, many grid cells do not contain any information, which may induce a lot
of unexplained variability in the model. Guided by these results, we suggest that
grids 10× 10 and 100× 100 may not be the most appropriate scales due to the fact
that the former has larger DIC and LS than all other scales while the latter exhibits
marginally larger standard deviations for the estimated linear predictor and random
effects. On the other hand, the grid 30 × 30 appears to be a reasonable choice to
model the random effects in this study.
6.4.3 Parameter estimates
The posterior distributions of the regression parameter estimates for each model
were examined by comparing the posterior mean, standard deviation, and the width
of the 90% credible interval of the estimated parameters. We present the results
for Model 5 only as this model appeared to be the best-fitted model amongst all
models based on their predictive performance. For all five models, the posterior
mean of the parameters differs marginally across different spatial scales (Figure
6.7). The difference is most likely contributed by the changes in spatial dependence
across various spatial scales. It is also observed that the standard deviation of
the posterior estimates are generally smaller at the grid levels compared to at the
SLA level (Figure 6.8). Furthermore, the standard deviation reduces slightly as
the grid cell sizes become increasingly small. We note that the standard deviation
for the model with unstructured random effects only is slightly smaller than the
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Figure 6.5: Box plots of standard deviation of the estimated unstructured random
effects (σu) for Models 1 to 5. Two settings of random effects for each spatial scale
are: u (right), u+v (left). Only σu is presented here. The precision of estimation of
u at the grid levels are noticeably higher than at the SLA level based on the smaller
standard deviation observed.
model with both unstructured and spatially structured random effects. Therefore,
we suggest inspection of the plots of the posterior mean of the spatial effect to
decide if it is necessary to retain the spatial component in modelling. We note that
180
Chapter 6. An investigation of the impact of various geographical scales for the
specification of spatial dependence
0 .
0 0
0 .
0 2
0 .
0 4
0 .
0 6
0 .
0 8
Spatial scale
S t
d  
D e
v
SLA 10x10 20x20 30x30 50x50 100x100
(a) Model 1 (YEAR + MARITAL + IRSD)
0 .
0 0
0 .
0 2
0 .
0 4
0 .
0 6
0 .
0 8
Spatial scale
S t
d  
D e
v
SLA 10x10 20x20 30x30 50x50 100x100
(b) Model 2 (YEAR + IRSD)
0 .
0 0
0 .
0 2
0 .
0 4
0 .
0 6
0 .
0 8
Spatial scale
S t
d  
D e
v
SLA 10x10 20x20 30x30 50x50 100x100
(c) Model 3 (MARITAL + IRSD)
0 .
0 0
0 .
0 2
0 .
0 4
0 .
0 6
0 .
0 8
Spatial scale
S t
d  
D e
v
SLA 10x10 20x20 30x30 50x50 100x100
(d) Model 4 (YEAR)
0 .
0 0
0 .
0 2
0 .
0 4
0 .
0 6
0 .
0 8
Spatial scale
S t
d  
D e
v
SLA 10x10 20x20 30x30 50x50 100x100
(e) Model 5 (IRSD)
Figure 6.6: Box plots of standard deviation of the estimated spatially structured
random effects (σv) for Models 1 to 5. The σv presented here is from the models
with random effects u + v. The precision of estimation of v at the grid levels are
noticeably higher than at the SLA level based on the smaller standard deviation
observed.
the width of the 90% credible interval of the posterior estimates display the same
pattern as the standard deviation of the posterior estimates due to the fact that the
posterior estimates are Gaussian distributed. Posterior probabilities (P(βp < 0)) for
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the regression parameters for Model 5 is presented in Table 6.2. It is shown that
across the various spatial scales, there is only marginal difference in the posterior
probabilities which suggests that the changing spatial scales have a relatively small
effect on the posterior inference of the regression parameters. The results of the
parameter estimates appear to agree with the recommendation made earlier on
choosing the grid 30× 30 for this dataset.
Table 6.2: Posterior probability (P(βp < 0)) of the regression parameters for Model
5 (IRSD).
SLA 10× 10 20× 20 30× 30 50× 50 100× 100
Parameters u u+v u u+v u u+v u u+v u u+v u u+v
Intercept 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
IRSD_1 0.272 0.272 0.287 0.295 0.272 0.276 0.268 0.270 0.268 0.269 0.267 0.268
IRSD_2 0.313 0.307 0.285 0.280 0.270 0.260 0.269 0.259 0.270 0.259 0.270 0.259
IRSD_3 0.999 0.998 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999
IRSD_4 0.885 0.877 0.885 0.881 0.881 0.875 0.886 0.880 0.887 0.882 0.888 0.882
6.4.4 Plots of spatial effect and aggregate risk
Based on the previously discussed results, we present the plots of the posterior
mean of the spatial effect for Model 5 in Figure 6.9. The distribution of the spatial
random effect at the SLA level is observed to be different to those at the grid levels.
When inference is made at the SLA level which contains large geographical units,
only crude estimates of the spatial effect are obtained. As the grid cell becomes
increasingly small, the spatial effect is better captured and identified as a more
localized distribution can be seen. The plots at grids 30× 30 and finer clearly show
that the excess risk exists in the middle right part (darker spot) of the map. It
is therefore apparent that the spatial effect at a smaller spatial scale informs the
presence of excess risk on a map more effectively than at a larger scale.
Plots of the aggregate risk predicted from Model 5 at various spatial scales
are illustrated in Figure 6.10. The plots provide information on the risk of being
diagnosed with advanced breast cancer for each region at various spatial resolutions.
The aggregate risk at the SLA level appears to be different from those at the grid
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Figure 6.7: Posterior mean of the parameter estimates of Model 5 (IRSD). Two
settings of random effects for each spatial scale are: u (right), u + v (left). The
posterior mean of the parameters differs marginally across different spatial scales.
The difference is most likely contributed by the changes in spatial dependence across
various spatial scales.
levels. This can be explained by the fact that the former aggregates the individual
risks to a larger scale and assumes the risk to be constant within a region, hence
crude estimation of the risks. By aggregating the risk to a smaller geographical unit,
the distribution of the aggregate risk is better identified, and is more specific and
relevant to the local population. This provides a reliable map of disease risk that
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Figure 6.8: Standard deviation of the posterior of the parameter estimates of
Model 5 (IRSD). Two settings of random effects for each spatial scale are: u (right),
u + v (left). A larger standard deviation indicates a larger spread of the posterior
distribution. The standard deviation decreases gradually from the SLA level to the
decreasing grid cell size.
may allow more informed decision-making, for example better resource allocation
and risk assessment. Furthermore, the areas of unusually high risk (darker spot)
can be better identified in order to take preventive actions, such as more focused
management strategies or increased resources in these areas. However, a spatial
scale that is too fine (the grid 100× 100) leads to small counts in a grid cell, more
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Figure 6.9: Plots of the posterior mean of the spatial effect at various spatial scales
for Model 5 (IRSD) with random effects u + v. At finer grid cells, more localized
excess risk is identified.
uncertainty, and less robustness in the spatial model; and may produce imprecise
estimates. It is therefore necessary to have sufficient counts in the grid cells.
Figure 6.9 presents the posterior mean of the spatial effect, which is the excess
risk. The excess risk is also known as residual disease risk which is unaccounted for
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Figure 6.10: Plots of the aggregate risk at various levels of aggregation for Model
5 (IRSD) with random effects u+v. A more localized distribution of aggregate risk
is produced at the fine grid cells.
in a model after adjusting for individual and area level covariates. Figure 6.10, on
the other hand, presents the aggregate risk at various spatial scales. The aggregate
risk is obtained by taking the average of the disease risk of the individuals in each
geographical partition. Based on Figures 6.9 and 6.10, it is evident that the SLA
186
Chapter 6. An investigation of the impact of various geographical scales for the
specification of spatial dependence
level is inferior to the grid-based partitions in that estimation can only be made at
a coarse scale. Among the various grid sizes, the grid 50 × 50 appears to produce
the smoothest plot for the spatial effect which displays the presence of excess risk
and a risk map that shows a more localized distribution of aggregate risk. However,
the plots produced by the grid 30 × 30 also appear to adequately serve the same
purposes.
6.5 Results for Study 2: Spatially dense data
The four best models for fitting the breast cancer data in Study 2 are chosen based
on the DIC, where their DIC values are within five from the smallest DIC value. We
do not present the results for Study 2 in great detail but highlight those that are
significantly different from those observed in Study 1. The four models are: Model 1
(INDIG + YEAR + IRSD); Model 2 (INDIG + IRSD); Model 3 (INDIG + YEAR);
and Model 4 (INDIG). Some of the highlights for the results for Study 2 is presented
in Appendix B.
Based on the DIC and LS presented (Figure 6.12), it is apparent that the model
fit and predictive performance at the grid levels are comparable to those at the SLA
level. However, there is no clear improvement in the scores as the grid cell size
becomes increasingly small, despite slight variations that are observed. It is also
noted that the scores at the grid 10×10 are larger than the scores at the other scales
as this geographical partition has the largest area size amongst all scales. Model 3
and Model 4 have similar LS that are smaller than the other models, which implies
that the predictive performance of these two models are comparable. In terms of
DIC, Model 3 and Model 4 are also favoured compared to the other models.
Based on the box plots of the standard deviation of the estimated linear predictor
(Figure 6.13), the precision of estimation of each model is very similar at both the
grid levels and the SLA level. Nevertheless, there are no significant changes in
precision of estimation across various sizes of the grid cell. Model 4 appears to have
the highest precision in estimation compared to the other models. In terms of the
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estimation of the parameters of interest, the results are similar to those observed in
Study 1, in that the posterior mean of the parameters differs across different spatial
scales. The standard deviation and the width of the 90% credible interval of the
posterior estimates fluctuate at various spatial scales. There is no improvement seen
at the grid levels compared to the SLA level.
The results in Study 2 suggest that the inclusion of the spatial component v does
not necessarily improve the model fit and predictive performance. The models with
random effects u+v are found to have slightly higher DIC and LS than the models
with u. This also applies to the standard deviation of the estimated linear predictor
for every model. Based on these results, we suggest that for spatially dense data, the
effect of the spatial component is minimal due to the lack of inhomogeneity across
the geographical regions. Thus, the spatial component v may be removed from the
models.
6.6 Summary of results from both studies
The results from Study 1 and Study 2 are summarized in Table 6.3.
6.7 Discussion
In this article, we investigate the impact of the choice of spatial scale for modelling
individual disease outcomes via Bayesian hierarchical spatial modelling by combining
individual and aggregate information in the context of epidemiology. The hierarchi-
cal model allows for unmeasured covariates and for potential errors in the observed
data using the area-specific random effects. We examine the modelling outcomes for
the scenarios where the random effects are modelled based on regular grid partitions
as opposed to the census region level. The intrinsic conditional autoregressive
(ICAR) specification of spatially structured effects for study regions that contain
highly irregular lattices, such as our SLAs, has often been criticized (Wakefield,
2007). It is more natural and reasonable to implement the ICAR specification for
regular lattices where the geographical areas are of similar size and arranged in a
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Table 6.3: Model performance at various spatial scales for Study 1 and Study 2
Study 1: Spatially sparse
data
Study 2: Spatially dense
data
Model fit - DIC The lowest DIC at the SLA
level but improvements in DIC
are seen as the grid cell size
reduces
Similar DIC at both the grid
levels and the SLA level; no
improvement seen as the grid
cell size reduces
Predictive
performance - LS
The lowest score at the SLA
level but improvements in
score are seen as the grid cell
size reduces
Similar score at both the grid
levels and the SLA level; no
improvement seen as the grid
cell size reduces
Estimation for linear
predictor and random
effects - Standard de-
viation and width of
the 90% credible inter-
val
Poorest estimation at the SLA
level; improvements in preci-
sion of estimation as the grid
cell size reduces; estimation is
worse at fine grid cell (100 ×
100)
Precision of estimation is very
similar at both the grid levels
and the SLA level; no improve-
ment seen as the grid cell size
reduces
Estimation of the
regression parameters
- Standard deviation
and width of the 90%
credible interval
Poorest estimation at the SLA
level; improvements in preci-
sion of estimation as the grid
cell size reduces; for some
models, the estimation is worse
at small grid cells including
30× 30, 50× 50 and 100× 100
Precision of estimation fluc-
tuates across various spatial
scales; no improvement seen as
the grid cell size reduces
Recommendation on
choice of spatial scale
Grid partitions seem to per-
form better; investigate a
range of spatial scales to select
the appropriate scale
Performance at the SLA level
and the grid levels are similar,
there is no apparent advantage
in a finer partition
regular pattern (Wakefield, 2007), such as the grid-based partitions proposed in this
study. By investigating two scenarios for spatial clustering of the data (spatially
sparse data and spatially dense data), we have demonstrated the efficiency gains in
estimation using regular grids in spatially sparse data. For both scenarios, the
plots of posterior mean of the spatial effect and the plots of aggregate risk at
smaller geographical units (grids) were favoured compared to large geographical
units (SLAs).
In the analyses presented in Study 1 (spatially sparse data), the DIC and LS for
the SLA-based models were slightly smaller than the grid-based models. However,
we acknowledge that DIC is not the definitive criterion in choosing the best model
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but rather provides a list of candidate models. Indeed, despite having slightly higher
DIC, the grid-based modelling of random effects has the distinct advantage that
the estimation of linear predictor and random effects is better than the SLA-based
modelling. In addition, the estimation of the regression parameters using the grid-
based approach is increasingly precise as the grid cell size reduces. The performance
of the models at the grid level was superior to that of the SLA-level even when there
are fewer grid cells (100 grid cells) than SLAs (308 regions). This provides evidence
that the modelling of random effects based on regular lattices (grid partitions) is
a valuable approach. We note, however, that it is necessary to have a sufficiently
large sample size in order to discretize the study region into finer grid cells, as
it was observed that the parameter estimation of some models was worse for grid
cells finer than 30 × 30. A further study has to be carried out to determine the
sample size for an optimum spatial scale. Based on the results from Study 1, we
recommend partitioning of the study region into fine grid cells for spatially sparse
data by selecting the most appropriate spatial scale from a range of choices.
On the other hand, based on the results from Study 2 (spatially dense data),
we note that the model fit, predictive performance, and precision of estimation at
the grid levels are similar to those at the SLA level. In other words, there is no
apparent advantage in partitioning the study region into finer scales for spatially
dense data. Modelling of the random effects at the census regions level appears to
be sufficient. Based on the analyses presented in this study, is appears that the
grid-based partitions for the modelling of random effects is able to improve model
estimation and inference in contrast to the SLA-based modelling in the context of
spatially sparse data which has a a mixture of dense and scarce points; whereas
for spatially dense data, the SLA-based and grid-based approaches perform equally
well.
As seen, choosing an appropriate spatial scale is important, particularly for
spatially sparse data. Based on the results of the study, it is recommended to
repeat the spatial analyses at multiple spatial scales in order to determine a suitable
scale. The choice of spatial scale may change according to various inferential aims
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of interest. For instance, based on the plot of the posterior mean of the spatial effect
(Figure 6.7), grids 30 × 30 and finer are favoured as more localized excess risk is
identified compared to the coarser spatial scales. In contrast, the plot of aggregate
risk (Figure 6.8) does not support the grid 100× 100 because the fine grid cells lead
to insufficient information in each grid cell. It is therefore important to consider
model fit, predictive performance and parameter estimation of the models. Although
the analyses conducted in this study were comprehensive, they were deliberately
confined to investigating the impact of SLA and grid-based partitions for a real
disease phenomenon. Thus, they do not allow us to make more definitive statements
about the choice of grid size or spatial scale in general. This remains an open topic
for further research.
Based on the results presented for Study 2, the SLA level is an appropriate
spatial scale with respect to model fit (based on DIC) and predictive performance
(based on LS) for spatially dense data. This could be explained by the fact that with
a lot of data, there is an intrinsic averaging effect, so that homogeneity assumption
is better fulfilled within each SLA. The SLAs thus borrow strength effectively from
neighbouring SLAs and produce good fit. Nevertheless, if the distribution of the
excess risk and the aggregate risk are of interest, it is evident that the SLA level is
inferior to the grid-based partitions as the estimation can only be made at a coarse
scale which is not as specific and relevant to the local population.
The breast cancer data in this study consist of routinely-collected health in-
formation obtained from Queensland Cancer Registry (QCR). The data contain
the population of women diagnosed with female breast cancer who lived within
grid partitions or within ecologic units (SLAs), which makes the multilevel model
particularly attractive. However, in some instances, multilevel studies could face
a major practical limitation where it is expensive or ethically difficult to obtain
routinely collected individual data. Clearly, the modelling of spatial effects at a
smaller grid scale displays the distribution of residual risk and the aggregate risk of
a disease at a more localized scale compared to the census region level. By capturing
the excess and aggregate risks at a finer scale, the resulting disease maps can be
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used to study the geographical variation of the disease more accurately. Reliable
information about current and predicted areas of high disease risk is necessary to
address the social and financial burden of the disease in a cost-effective manner.
Knowledge of the variability in residual spatial risk will greatly assist in disease
surveillance. We note that, similarly to SLAs that are purely administrative regions,
the grid partitions are artificial boundaries and so do not reflect the access to health
services or sense of community. However, the researcher has the power to manipulate
the spatial resolution so as to obtain an appropriate grid cell size. If the data
aggregation is to be undertaken on the grid partitions, one of the challenges is to
obtain population data for the grids.
Throughout the analyses reported here, we have used the ICAR specification
for the latent spatial component. This choice has been made mainly for its broad
usage in Bayesian disease mapping to account for adjacency-based spatial correlation
effects in areal data where small area geographical variation is of interest. It is
appealing in that it incorporates local smoothing via the consideration of each area’s
neighbours (Haneuse and Wakefield, 2008b). This prior can be used regardless of
how the study region is discretized, e.g., into the SLAs or grid partitions. It is also
straightforward to implement the ICAR approach in the R-INLA program, where
different adjacency matrices can be specified according to the various spatial scales.
There are many alternative specifications of the latent spatial process Wakefield
et al. (2000). For example, another approach implemented by the INLA algorithm
is the Gaussian Markov random field (GMRF) approximation to the Matérn field
via stochastic partial differential equations (SPDE). This computational approach
avoids the use of a grid and allows for continuous modelling of latent spatial effects.
This offers several computational advantages. In the context of a geostatistical
model, using the SPDE, Lindgren et al. (2011) construct a mesh based on a trian-
gulation of the sampling points instead of a regular grid. The SPDE is used to find
a GMRF, with local neighbourhood and corresponding sparse precision matrix that
best represents the Matérn field. However, the triangulation mesh constructed for
the observed points is of irregular shape and size. We did not consider the SPDE
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approach in our work because it is not straightforward to implement it on the SLA
partition. We note that it is important to be able to determine the shape and size of
the geographical areas in this study as one of the main aims is to investigate whether
the SLA partition is a reasonable choice of scale to model the latent spatial effect
(residual disease risk) as opposed to the grid partitions, given that the SLA approach
(administrative districts) is a popular choice in studying small area geographical
variation.
In summary, by investigating two scenarios for spatial clustering of the data
(spatially sparse data and spatially dense data), we have demonstrated the efficiency
gains in estimation using regular grids in spatially sparse data. For both scenarios,
the plots of posterior mean of the spatial effect and the plots of aggregate risk
at smaller geographical units (grids) were favoured compared to large geographical
units (SLAs). The presented analyses have suggested that the grid-based partition
for the modelling of random effects is able to improve model estimation and inference
in contrast to the SLA-based modelling in the context of spatially sparse data which
has a mixture of dense and scarce points; whereas for spatially dense data, the
SLA-based and grid-based approaches perform equally well.
6.8 Supplemental Materials
Appendix A: Estimation of the linear predictor in Study 1.
Appendix B: Highlights of the results in Study 2.
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Appendix A
Box plots of the width of the 90% credible interval of the estimated linear predictor
for Models 1 to 5 in Study 1 are presented in Figure 6.11.
Appendix B
Figure 6.12 illustrates the DIC and LS for Models 1 to 4 and Figure 6.13 shows the
box plots of the standard deviations of the estimated linear predictor for Models 1
to 4 in Study 2.
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(c) Model 3 (MARITAL + IRSD)
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(d) Model 4 (YEAR)
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Figure 6.11: Box plots of the width of the 90% credible interval of the estimated
linear predictor for Models 1 to 5. Two settings of random effects for each spatial
scale are: u (right), u + v (left). A larger width indicates a larger spread of the
posterior distribution. Model 5 is observed to have the smallest width among all
models. The widths of the models with random effects modelled at the grid levels
are noticeably smaller than that of the SLA level.
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Figure 6.12: The DIC and LS for Models 1 to 4. Two settings of random effects
for each spatial scale are: u (right), u+ v (left). Model 3 and Model 4 have similar
LS that are smaller than the other models.
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(c) Model 3 (INDIG + YEAR)
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Figure 6.13: Box plots of the standard deviations of the estimated linear predictor
for Models 1 to 4. Two settings of random effects for each spatial scale are: u
(right), u+ v (left). Model 4 seems to have the best fit for the estimation of linear
predictor as smaller standard deviations are observed. The standard deviations of
the models with random effects modelled at the grid levels are comparable to that
of the SLA level.
Chapter 7
The impact of varying temporal scale on
the outcome of Bayesian spatio-temporal
model
Abstract
Researchers familiar with spatial models are aware of the challenge of choosing an
adequate spatial scale and we demonstrate that care must also be taken for the
choice of temporal scale. We investigate the impact of the choice of temporal scales
for modelling individual disease outcomes via Bayesian hierarchical spatio-temporal
modelling. Few studies investigate the impact of the temporal scales on inference
regarding disease outcome. Using longitudinal breast cancer data in South East
Queensland, Australia, we examine the impact of various temporal scales using
both parametric and non-parametric formulations for the temporal effects. Two
temporal smoothing priors are considered separately, where each is modelled with
fixed effects for the covariates and an intrinsic conditional autoregressive prior for
the spatial random effect. For the parametric case, the choice of temporal scale was
largely irrelevant, however for the flexible non-parametric alternatives, the temporal
scale had a large impact on the model performance. For these data, we find that
a 3-year temporal scale produced the best performance in terms of model choice
criteria and the precision of the estimation of fixed and random effects.
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This chapter addresses objective (5) outlined in Chapter 1 to investigate the
sensitivity of spatio-temporal models to changing temporal scale with an application
to realistic disease data. This research has significance in aiding understanding of the
selection of a temporal scale, particularly in epidemiology where little consideration
is taken to select an optimum temporal scale.
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7.1 Introduction
Epidemiological data are often characterized by a spatial and/or temporal structure.
In order to better understand the evolution of a disease over time, it is essential
to study space-time variation of a disease. Historically, the common approach in
disease mapping is the aggregation of disease data over space and time to match the
spatial and temporal scales of census data. Despite the possible loss of information
resulting from this practice, the aggregation in time and/or space is required in some
instances to see non-zero prevalence (Lawson, 2013).
Extension of hierarchical spatial models to include a time dimension has been
explored in the last two decades (Abellan et al., 2008; Bernardinelli et al., 1995a;
Knorr-Held, 2000; Knorr-Held and Besag, 1998; MacNab and Gustafson, 2007; Nobre
et al., 2005; Richardson et al., 2006; Waller et al., 1997b). These studies have
proposed a range of space-time formulations and demonstrated spatio-temporal
analyses of the variation of disease risk. This literature has become the foundation
on which subsequent space-time analyses are based; see, for example, Ugarte et al.
(2009). Among other approaches, Bayesian hierarchical models have been widely
employed in disease mapping due to their flexibility and ability to accommodate
unobserved quantities from a number of discrete levels (Richardson and Best, 2003).
In practice, the choice of spatial scale usually follows that defined by the adminis-
trative districts or census regions, whereas the choice of temporal scale is somewhat
arbitrary and dependent on the time interval of the reported risk factors. The
aggregation of cases over a period of years is often motivated by the belief that this
will stabilize the rates, given the higher numerators and denominators (Ocaña-Riola,
2010). However, studies have shown that aggregation of long time periods may give
rise to a bias in estimates of disease rates and relative risks (Abellan et al., 2008;
Ocaña-Riola, 2007). Despite the required attention and care on the scales of time
aggregation, limited studies have been published on the investigation of temporal
scale and its impact on inferences regarding disease outcome in space-time analyses.
This study aims to assess the impact of various temporal scales on the estimation
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of individual disease risk, as motivated by the importance of using an optimum
scale for time aggregation. Leyk et al. (2011) investigate the impact of changing
temporal scale on spatial distribution of pediatric diarrhea mortality patterns and
their associations with risk factors. However, our objective is different, we study the
impact of modelling at the varying temporal scale in terms of model performance
and estimation.
To motivate our research, we investigate the relationship between area-disadvantage
and individual characteristics, and the risk of being diagnosed as having advanced
breast cancer, using longitudinal breast cancer data in South East Queensland,
Australia. Using information on the different stages of cancer incidence at time of
diagnosis, Knorr-Held et al. (2002) discover large spatial differences in the stage
proportions. In addition to a spatial effect, we incorporate a time dimension by
modelling the temporal variation parametrically or non-parametrically.
The paper is organized as follows. In Section 2, we provide details about the case
study data. Section 3 describes the methods including model, computation, priors,
and model selection criteria. The results of model fitting are reported in Section 4.
Section 5 discusses some of the issues and provides some overall conclusions.
7.2 Case study data
Ethics and Data Custodian approval for this research was obtained from Queensland
Health (HREC/09/QHC/25). The breast cancer data were extracted from the
population-based Queensland Cancer Registry (QCR). The data consist of all women
diagnosed as having invasive breast cancer in Queensland between 1 January 1996
and 31 December 2009 (inclusive). We focus on breast cancer cases in a study
region in south-east Queensland with latitude ranging from −28 to −27.29315 and
longitude ranging from 151.91364 to 153.18721 (see Figure 7.1). The study region
extends from Brisbane (on the upper right), the capital and most populous city
in Queensland, to Toowoomba (on the middle left), the most populous non-capital
inland city in Queensland. A total of 12 443 cancer cases were included in the study,
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with 2121 advanced breast cancer cases and 10 322 non-advanced breast cancer cases.
We follow the definition of advanced breast cancer in Baade et al. (2011). As shown
in Figure 7.1, the cancer cases are spatially sparse with a mixture of dense and
scarce points across the study region.
We obtained data for each case on individual-level characteristics (i.e., age,
occupation, marital status, indigenous status, and time of diagnosis) as well as
measures of geographic remoteness and area disadvantage defined at the census
region level, namely Statistical Local Areas (SLAs). With respect to the area
level covariates, since the information was only obtained at the SLA level, we thus
assigned the scores to the patients based on the SLAs in which they resided.
(a) Advanced breast cancer (b) Non-advanced breast cancer
Figure 7.1: Distribution of breast cancer cases in the study region which extends
from Brisbane (upper right) to Toowoomba (middle left). The solid lines represent
the SLA boundaries. (For reasons of confidentiality, the dots represent random
locations within each SLA rather than actual addresses of cancer patients).
Patients’ characteristics of interest at time of diagnosis
1. Age group (AGE) — Age at diagnosis was collapsed into five-year age groups
from < 30, 30− 34, . . . , 75− 79 and 80+ years, resulting in twelve age groups.
2. Occupation (OCCUP) — Five categories of occupation are blue collar (in-
cluding tradespersons, plant and machine operators and drivers, and labourers and
related workers), white collar (including clerks, salespersons and personal service
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workers), professional (including managers, administrators, professionals and para-
professional), not in workforce (including retired, students, unemployed and home
duties) and unknown (no information available).
3. Marital status (MARITAL) — Women’s marital status includes single, mar-
ried, widowed, divorced, separated or not stated.
4. Indigenous status (INDIG) — Women’s indigenous status includes non-
indigenous, indigenous or not stated.
5. Geographic remoteness (ARIA) — ARIA+ classification (AIHW, 2004) was
used to categorize the remoteness of residence when diagnosed as having breast
cancer. This purely geographical measure of remoteness classifies residence into five
categories including Major City, Inner Regional, Outer Regional, Remote, and Very
Remote areas based on road distance from a locality to the closest service centre in
each of five classes of population size.
6. Index of relative socio-economic disadvantage (IRSD) — Socio-economic
disadvantage of the SLAs was measured using the Index of Relative Socio-economic
Disadvantage (IRSD) calculated by Australian Bureau of Statistics (Adhikari, 2006).
The IRSD measures disadvantage using factors such as the percentage of residents
in each SLA with low income, low educational attainment, high unemployment and
jobs in relatively unskilled occupations. The IRSD was collapsed into five quintiles,
with Quintile 5 being least disadvantaged and Quintile 1 being most disadvantaged.
Spatial scale
Each cancer case also contains the longitude and latitude co-ordinates of the patient’s
residential address as well as the SLA variable, which denotes the spatial entity where
a patient resides. The co-ordinate information was used to assign patients to their
respective grid cells after partitioning the study region into regular grid cells. To
model the spatial random effects, we consider the partitions at the SLA level and
the grid level by discretizing the study region using grid 30 × 30 resulting in 900
grid cells. The choice of the grid 30× 30 is motivated by the findings in Kang et al.
(2013a) where this geographical scale appeared to be a reasonable choice to model
204
Chapter 7. The impact of varying temporal scale on the outcome of Bayesian
spatio-temporal model
the spatial random effects. The adjacency matrix for the SLAs is calculated using the
program GeoDa (Anselin et al., 2006) using first order queen definition of adjacency,
where the SLAs are considered to be neighbours if they share a common border or
vertex. On the other hand, the cell2nb function in the spdep R package (Bivand
et al., 2011) is used to generate a list of neighbours for the grid cells, by applying
a queen definition of neighbourhood, where two grid cells are termed neighbours if
they share a common edge or vertex.
Temporal scale
Information on time of diagnosis of each patient is used to construct various temporal
scales which are used to model temporal random effects. The time of diagnosis (Jan-
uary 1996 to December 2009) was aggregated into various temporal scales, including
4-year, 3-year, 2-year, 1-year, 9-month or 6-month periods. These temporal scales
were chosen (while omitting the exact date of diagnosis) so as to induce an effective
temporal smoothing effect.
7.3 Methods
We extend the study of spatial scale undertaken by Kang et al. (2013a) on the same
data via the inclusion of a time component into the described spatial model to form a
Bayesian spatio-temporal model to estimate the individual disease risk. In addition
to spatial random effects, temporal random effects and space-time interaction effects
will be studied. Two spatial scales are chosen while a number of temporal scales are
selected and the model outcomes are compared in order to determine an optimum
spatio-temporal scale which gives the most information about geographical scale and
time intervals.
We consider both parametric and non-parametric formulations of time effect
with the aim of identifying an appropriate modelling approach. Two smoothing
priors are imposed on the temporal effects including first-order and second-order
random walks (Knorr-Held, 2000; Rue and Held, 2005). Bayesian computation was
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carried out via integrated nested Laplace approximation (INLA) (Rue et al., 2009)
which is computationally more efficient than the well-known Markov chain Monte
Carlo approach. Applications of space-time modelling using INLA can be found in
Schrödle and Held (2011a,b) and Schrödle et al. (2011).
7.3.1 Overall model
Consider a study region discretized into I regular or irregular regions (grid cells or
SLAs). Let yijt denote the event outcome of the j-th individual in the i-th region at
the t-th time interval, with individual characteristics of interest xij = (x(1)ij , . . . , x
(r)
ij ),
where i = 1, . . . , I, j = 1, . . . , N and t = 1, . . . , T . Here yijt is a binary response
that follows a Bernoulli distribution with probability of disease pijt, which can be
written as
yijt|{xij , ξi,νt}ind∼Bern(pijt),
where ξi = {ui, vi} denote the random effects modelled on the regions and νt denotes
the random effects modelled on the temporal scales.
In the context of the motivating dataset described above, yijt denote the Bernoulli
outcome of advanced breast cancer for the j-th individual in the i-th region at the
t-th time interval and pijt denote the individual risk of advanced breast cancer for
the j-th individual in the i-th region at the t-th time interval. In the spirit of
Jackson et al. (2008), the individual risk is modelled via a logistic regression model
with inclusion of patient characteristics of interest and spatial and temporal random
effects. We consider several models in which different assumptions for the time trend
are specified.
7.3.1.1 Linear time trend
The first model follows the classical parametric formulation proposed by Bernar-
dinelli et al. (1995a) which assumes a linear time trend for each region. The model
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(M1) is as follows,
logit(pijt) = µ+
∑
r
αrx
(r)
ij + ui + vi + (β + δi)t, (7.1)
where µ denotes the intercept, αr denotes the covariate effect of the r-th covariate xij,
ui and vi denote unstructured and spatially-structured random effects respectively
(Besag et al., 1991), that are both modelled on the regions, β denotes a main linear
time trend that represents the global time effect, δi is a differential trend for each
region i that identifies the interaction between time and space, and t is the time
interval.
We assign univariate Normal priors with mean zero and precision τα to each of
the regression components α = (α1, ..., αr). The precision parameter τα is assigned
a gamma distribution τα ∼ Gamma(aα, bα). Here, u = (u1, u2, ..., ui) is a set of
area-specific random effects that are assumed to be independent and identically
distributed. We model ui ∼ Normal(0, 1/τu), representing exchangeable random
baseline risks for each region. The precision parameter τu is assigned a gamma
distribution τu ∼ Gamma(au, bu) (Bernardinelli et al., 1995a).
The component v = (v1, v2, ..., vi) is a set of area-specific spatially structured
random effects such that spatial structure is induced via conditional autoregression
(Besag and Kooperberg, 1995; Besag et al., 1991). The full conditional for vi
depends solely on the random effects of neighbouring areas. Let Wik be an indicator
function which takes on the value one if regions i and k are neighbours that share a
common boundary, and zero otherwise; Wii is set to zero. The intrinsic conditional
autoregression (ICAR) specification (Haneuse and Wakefield, 2008b) is given by
vi|v−i ∼ Normal
(
1
mi
∑
i∼k
Wikvk,
1
miτv
)
,
where mi =
∑
i∼kWik is the number of neighbours for region i. As the induced
precision matrix is not positive definite, the conditional specification above does not
yield a proper joint distribution for v. The density can, however, be expressed via
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a pairwise difference distribution as
π(v|W , τv) ∝ τ (N−1)/2v exp
−τv2 ∑i<kWik(vi − vk)2
 ,
where N denotes the total number of regions and W denotes the I × I matrix of
adjacency indicators representing the neighbourhood structure. The unknown pre-
cision parameter τv determines the strength of dependence between the parameters
vi and vk, and is assigned a gamma distribution τv ∼ Gamma(av, bv) (Bernardinelli
et al., 1995a).
The random effects δ capture the interaction between the overall linear time
trend β and the regional random effects u and v. The effect δi can also be defined
as the difference between the region-specific time trend and the global time trend
β. A negative δi indicates the slope of region i is less steep than the main time
trend β, whilst a positive δi implies that the slope of region i is steeper than the
main time trend. Since the spatial structure has been modelled using v, we assume
that δi is spatially unstructured where δi ∼ Normal(0, 1/τδ) and τδ is assigned a
gamma distribution τδ ∼ Gamma(aδ, bδ). However, we note that prior specification
of δ may follow a conditional autoregressive structure (Bernardinelli et al., 1995a;
Schrödle and Held, 2011a). To avoid high correlation between ui, vi and δi, the
time variable t is centred at zero, as proposed by Bernardinelli et al. (1995a). The
parameters estimated by INLA are θ = {µ,α,u,v, β, δ} and the hyperparameters
are represented by ψ = {τα, τu, τv, τδ}.
7.3.1.2 Non-parametric time trend
The following models adopt a dynamic non-parametric formulation which relaxes
the linearity assumption in model M1 (Knorr-Held, 2000). The linear predictor is
logit(pijt) = µ+
∑
r
αrx
(r)
ij + ui + vi + ϕt + γt.
208
Chapter 7. The impact of varying temporal scale on the outcome of Bayesian
spatio-temporal model
Here µ, α, u and v follow the same definition in model M1 (7.1), and ϕt and γt
denote unstructured and temporally-structured random effects respectively that are
modelled on the time periods. The main effects v and γ are centred around zero to
ensure identifiability of the intercept µ.
The component ϕ = (ϕ1, ϕ2, ..., ϕt) is a set of time-specific random effects that are
assumed to be independent and identically distributed. We model ϕt ∼ Normal(0, 1/τϕ),
representing exchangeable effect for each time interval. The precision parameter τϕ
is assigned a gamma distribution τϕ ∼ Gamma(aϕ, bϕ).
The temporally-structured component γ = (γ1, γ2, ..., γt) is assumed to follow a
random walk of first-order (RW1) or a random walk of second-order (RW2) (Besag
and Kooperberg, 1995; Rue and Held, 2005). The prior density of RW1 can be
written as
π(γ|τγ) ∝ exp
(
−τγ2
T∑
t=2
(γt − γt−1)2
)
.
We name this model as M2. The density of RW2 is
π(γ|τγ) ∝ exp
(
−τγ2
T∑
t=2
(γt − 2γt−1 + γt−2)2
)
,
and this model is named as M3. We assign τγ ∼ Gamma(aγ, bγ). The parameters
of interest are thus θ = {µ,α,u,v,ϕ,γ} with hyperparameters represented by
ψ = {τα, τu, τv, τϕ, τγ}.
7.3.1.3 Non-parametric time trend with space-time interaction effect
An interaction between space and time is obtained by expanding models M2 and
M3 using the following specification
logit(pijt) = µ+
∑
r
αrx
(r)
ij + ui + vi + ϕt + γt + ϵit.
The inclusion of the interaction effect in models M2 and M3 results in models M4
and M5, respectively. Here ϵit ∼ Normal(0, 1/τϵ) as we assume no spatial and/or
temporal structure on the interaction effect. The precision parameter τϵ is assigned
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a gamma distribution τϵ ∼ Gamma(aϵ, bϵ). We note that other specifications for the
interaction term are possible (Knorr-Held, 2000) but here we assume that the two
unstructured effects ui and ϕt interact.
Similarly to model M2, the main effects v and γ are centred around zero to
ensure identifiability of the intercept µ. We note that no constraint is required for
the identifiability of the interaction term ϵ as the structural matrix of the Type I
interaction does not induce a rank deficiency (Schrödle and Held, 2011b).
The parameters of interest are now θ = {µ,α,u,v,ϕ,γ, ϵ} and the vector of
hyperparameters is ψ = {τα, τu, τv, τϕ, τγ, τϵ}.
7.3.2 Computation
We adopt the integrated nested Laplace approximation approach proposed by Rue
et al. (2009), which performs approximate Bayesian inference for latent Gaussian
models. INLA is able to return accurate parameter estimates in relatively short
computational time. The latent Gaussian models can be defined as a Bayesian
hierarchical model with three levels. The first level is the observational equation
y|θ ∼ π(y|θ), where y denotes the observations. The second level is θ|ψ ∼
N(µ(ψ),Q(ψ)−1), where θ contains all components of the latent Gaussian field.
At the third level, ψ ∼ π(ψ) denotes the prior distribution for the parameters.
Q(ψ) is the precision matrix of the Gaussian random vector θ, which is sparse. The
posterior density can be written as
π(θ,ψ|y) ∝ π(ψ)π(θ|ψ)∏
i∈I
π(yi|θi,ψ).
The components of the latent field, θ, are assigned Gaussian priors with precision
matrix Q(ψ), resulting in a latent Gaussian field. The latent field is controlled by
a few hyperparameters ψ which vary according to different models, as previously
described.
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The main goal is to estimate the desired posterior marginals
π(θi|y) =
∫
π(θi|ψ,y)π(ψ|y)dψ, (7.2)
while the posterior marginals of ψ are approximated by
π(ψi|y) =
∫
π(ψ|y)dψ−i. (7.3)
where ψ−i denote all elements in ψ except for ψi. Nested approximations and
numerical integration are used to integrate out ψ in order to estimate (7.2) and
(7.3). The Laplace approximation (Tierney and Kadane, 1986) to the posterior of
hyperparameters can be written as
π˜(ψ|y) ∝ π(θ,ψ,y)
π˜G(θ|ψ,y)
∣∣∣∣
θ=θ∗(ψ)
,
where π˜G(θ|ψ,y) is the Gaussian approximation to the full conditional of θ and
θ∗(ψ) is the mode of the Gaussian approximation for each θ. Posterior marginals for
the latent variables θ and the hyperparameters θ are both computed via numerical
integration. The posterior marginals can be used to compute summary statistics of
interest, such as posterior means, variances or quantiles.
7.3.3 Priors
To complete the Bayesian specification, prior distributions must be assigned to all
precision components described above. Since the mean of the fixed effects µ, β
and α are unknown, these parameters are assigned a Normal distribution with
large variance Normal(0, 0.001−1). As guided by Schrödle and Held (2011b) and
Schrödle et al. (2011), the precision parameters τu, τv, τδ, τϕ, τγ, and τϵ are assigned
Gamma(0, 0.01). We note that the prior on τγ might need adjustments in practice
but for simplicity, the prior is fixed throughout the study. Based on the sensitivity
analyses carried out to assess the impact of various choices of prior distributions
on the models (results not reported here), we found that the priors have negligible
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influence as suggested by the minimal changes in the deviance information criterion
(DIC).
7.3.4 Model selection criteria
In the following section, we discuss two approaches for model selection, i.e. DIC
and logarithmic score (LS). The model performance in terms of estimation of the
fixed and random effects is also discussed. DIC is a tool of Bayesian model choice
for selecting the most parsimonious model after penalizing for model complexity. It
is defined as two times the mean of the deviance minus the deviance of the mean.
In this context, the deviance is
D(θ,ψ) = −2∑
i∈I
log{π(y|θi,ψ}+ constant.
A smaller DIC indicates a better trade-off between model fit and complexity. DIC
works well as a method for screening alternative formulations in order to provide
an indication of the relative fit of a set of candidate models (Spiegelhalter et al.,
2002). Candidate models receiving DIC within 1 − 2 of the ‘best’ model deserve
consideration, while 3− 7 have considerably less support.
The logarithmic score (LS) for each model is computed to assess the predictive
quality of these models (Gneiting and Raftery, 2007; Rue et al., 2009). Each model
is assigned a numerical score based on the predictive distribution using the cross-
validated scoring rules. For discrete observations Yijt, the LS is defined as
LS = − log(πyijt),
where πyijt = Prob(Yijt = yijt|y−ijt) denotes the cross-validated predictive probabil-
ity mass at the observed event. A smaller LS indicates a better predictive quality
of the model. See Gneiting and Raftery (2007) for detailed calculation of the score.
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7.4 Results
We started the analyses by fitting all model combinations from the six covariates
(patients’ characteristics). The spatial and temporal effects were not included in the
models in these preliminary analyses. A total of 63 models were fitted to the breast
cancer data, containing all the possible combinations of the six variables. That is,
all the combinations of one variable (6 models), two variables (15 models), three
variables (20 models), four variables (15 models), five variables (6 models) and six
variables (1 model). The combinations of the covariates are illustrated in Table 7.1.
We examined the DIC and the regression parameters of each model. The DIC values
are in the range [11358.98, 11392.22]. The model with covariate IRSD appeared to
have the smallest DIC value and parameter estimates that do not contain zero in
the 90% credible interval. The difference between the smallest DIC value and the
second smallest DIC value is 3.7, which suggests a significant improvement in the
model with IRSD. We thus proceeded with further analyses using this model, for
example, model M1 is as below,
logit(pijt) = µ+ IRSDij + ui + vi + (β + δi)t.
To evaluate the impact of modelling the temporal effect at various temporal
scales, six time periods were considered, comprising 4-year, 3-year, 2-year, 1-year,
9-month, and 6-month periods. Two spatial scales were chosen to model the random
effects over the space, namely the grid level (900 grid cells) and the SLA level (308
SLAs). In this section, we present the results of fitting all five models (M1 to M5)
at the various temporal scales and the two spatial scales.
7.4.1 Model selection
The DIC and LS for models M1 to M5 at all six temporal scales and two spatial scales
are presented in Figure 7.2. The smaller scores indicate a more favourable model.
We note that both scores show very similar results in terms of model performance.
Across the various temporal scales, the models fitted to the 3-year scale appear
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Table 7.1: 63 combinations of the covariates.
Model AGE OCCUP MARITAL INDIG ARIA IRSD
6 covariates 1 ∗ ∗ ∗ ∗ ∗ ∗
5 covariates
1 ∗ ∗ ∗ ∗ ∗
2 ∗ ∗ ∗ ∗ ∗
3 ∗ ∗ ∗ ∗ ∗
4 ∗ ∗ ∗ ∗ ∗
5 ∗ ∗ ∗ ∗ ∗
6 ∗ ∗ ∗ ∗ ∗
4 covariates
1 ∗ ∗ ∗ ∗
2 ∗ ∗ ∗ ∗
3 ∗ ∗ ∗ ∗
4 ∗ ∗ ∗ ∗
5 ∗ ∗ ∗ ∗
6 ∗ ∗ ∗ ∗
7 ∗ ∗ ∗ ∗
8 ∗ ∗ ∗ ∗
9 ∗ ∗ ∗ ∗
10 ∗ ∗ ∗ ∗
11 ∗ ∗ ∗ ∗
12 ∗ ∗ ∗ ∗
13 ∗ ∗ ∗ ∗
14 ∗ ∗ ∗ ∗
15 ∗ ∗ ∗ ∗
3 covariates
1 ∗ ∗ ∗
2 ∗ ∗ ∗
3 ∗ ∗ ∗
4 ∗ ∗ ∗
5 ∗ ∗ ∗
6 ∗ ∗ ∗
7 ∗ ∗ ∗
8 ∗ ∗ ∗
9 ∗ ∗ ∗
10 ∗ ∗ ∗
11 ∗ ∗ ∗
12 ∗ ∗ ∗
13 ∗ ∗ ∗
14 ∗ ∗ ∗
15 ∗ ∗ ∗
16 ∗ ∗ ∗
17 ∗ ∗ ∗
18 ∗ ∗ ∗
19 ∗ ∗ ∗
20 ∗ ∗ ∗
2 covariates
1 ∗ ∗
2 ∗ ∗
3 ∗ ∗
4 ∗ ∗
5 ∗ ∗
6 ∗ ∗
7 ∗ ∗
8 ∗ ∗
9 ∗ ∗
10 ∗ ∗
11 ∗ ∗
12 ∗ ∗
13 ∗ ∗
14 ∗ ∗
15 ∗ ∗
1 covariate
1 ∗
2 ∗
3 ∗
4 ∗
5 ∗
6 ∗a
a This model has the smallest DIC value and parameter estimates that do not contain zero in the 90% credible
interval.
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to have the smallest DIC and LS values whilst the scores at the 4-year and 2-
year scales are relatively similar. The 1-year, 9-month and 6-month scales seem to
perform worse than other scales and also have similar scores to each other. This
suggests that the performance of models M2 to M5 becomes worse when the temporal
effects are modelled at smaller time intervals (1-year, 9-month, and 6-month) as
compared to larger time intervals (4-year, 3-year, and 2-year). This may suggest a
lack of temporal trend at the smaller time intervals which results in less satisfactory
performance in models M2 to M5.
Comparison across the five models indicates that models M2 and M3 are favoured
for the first three temporal scales (i.e., 4-year, 3-year and 2-year) whereas model M1
is favoured for the last three temporal scales (i.e., 1-year, 9-month and 6-month)
where the smallest scores are observed at the 6-month scale. Furthermore, the
performance of model M1 remains relatively consistent across the various temporal
scales, suggesting that the changes in temporal scales have minimal impact on its
performance. We note that model M1 is a parametric model which contains a
main linear time trend and a potentially different trend for each region. A possible
explanation for this observation is that the parametric time trends remain rather
similar across the changing temporal scale. On the other hand, models M2 to M5
are non-parametric models that assume a random walk pattern for the temporal
effects. The inclusion of the interaction effects in models M4 and M5 does not
seem to improve the model performance compared to those observed for models
M2 and M3. This proposes a lack of space-time interaction effects in this dataset.
The modelling of temporal effects using either RW1 or RW2 is satisfactory for this
dataset.
Comparison at the two spatial scales show that the models with spatial effects
modelled at the SLA level consistently perform better than the models fitted at the
grid level. It is noted that the covariate IRSD included in the model was measured
at the SLA level, rather than the grid level. The residual risk at the SLA level could
be better identified compared to the grid level due to the nature of the covariate
itself. Based on the results presented here, the 3-year scale appears to be the most
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Figure 7.2: The DIC (top) and LS (bottom) for models M1 to M5 at all six
temporal scales and two spatial scales. The models fitted to the 3-year scale appear
to have the smallest DIC and LS values whilst the scores at the 4-year and 2-year
scales are relatively similar.
appropriate temporal scale for this dataset, whilst models M2 and M3 give the best
performance among the five models. Further inspection of the results are made
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below to facilitate inference about the impact of changing temporal scale on model
estimation.
7.4.2 Estimation of fixed effects
The standard deviation of the posterior estimates of regression parameters can
provide guidance on how the estimation of the fixed effects changes across various
temporal scales. The covariate IRSD included in the models has five categories and
thus four dummy variables were created, namely IRSD1, IRSD2, IRSD3 and IRSD4.
Figure 7.3 presents the standard deviation of the posterior estimates of IRSD1 at
all six temporal scales and at the grid level for spatial scale. The results for IRSD2,
IRSD3 and IRSD4 are omitted here as they show similar patterns to those produced
by IRSD1. The results suggest that models M2 and M3, at both the grid and SLA
level, have higher precision in the estimation of regression parameters at all temporal
scales and remain consistent regardless of the changes in the temporal scale. Models
M2 and M3 appear to be favoured among the five models. The other three models,
on the other hand, are slightly more sensitive towards the changing temporal scale in
estimating the regression parameters. It can be seen that there are some differences
in the standard deviation across the temporal scales, in which the estimation at the
1-year scale is the best at both the grid and SLA level.
We present the posterior probabilities (P(αp < 0)) for the regression parameters
IRSD1, IRSD2, IRSD3, IRSD4 and TIME in Table 7.2. TIME is only applicable for
model M1 whereas IRSD1 to IRSD4 are applicable to all five models. The posterior
probabilities provide evidence for the coefficients of the regression parameters to
be less than zero given the data. For instance, there is a some evidence that
the coefficients of IRSD3 and IRSD4 are less than zero given that the posterior
probabilities are over 0.8 in all models.
Across the various temporal scales, for all regression parameters, there is only
a slight difference (< 0.01) in the posterior probabilities which suggests that the
changing temporal scales have a relatively small effect on the posterior inference of
these regression parameters. This is observed at both the grid and SLA level. For
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Figure 7.3: Standard deviation of the posterior estimates of IRSD1 at all six
temporal scales at the grid level (top) and the SLA level (bottom). At each temporal
scale, from left to right is models M1 to M5.
IRSD2 and TIME, it appears that the models at the SLA level have larger posterior
probabilities than those at the grid levels. The difference between maximum and
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minimum values for a specific category (highlighted in the table) is greater than
0.01. For instance, IRSD2 in model M1 has the largest posterior probability of
0.381 at the 3-year scale and the SLA level and the smallest posterior probability
of 0.232 at the 2-year scale and the grid level. We note that IRSD is an area-level
covariate measured at the SLA level for the individuals in each SLA. Parameter
estimation of the models at the SLA level is more precise, possibly due to the closer
compatibility between the scale at which the variable is collected and the scale at
which the inference is made.
Table 7.2: Posterior probability (P(αp < 0)) of the regression parameters for models
M1 to M5 at all six temporal scales at the grid and SLA levels.
4-year 3-year 2-year 1-year 9-month 6-month
Grid SLA Grid SLA Grid SLA Grid SLA Grid SLA Grid SLA
Model M1
IRSD1 0.287 0.284 0.286 0.283 0.285 0.286 0.286 0.285 0.283 0.285 0.284 0.285
IRSD2 0.236 0.374 0.234 0.381 a0.232b 0.373 0.234 0.367 0.233 0.366 0.232b 0.368
IRSD3 0.999 0.997 0.999 0.997 0.999 0.997 0.999 0.997 0.999 0.997 0.999 0.997
IRSD4 0.851 0.845 0.853 0.847 0.852 0.850 0.853 0.849 0.853 0.854 0.852 0.853
TIME 0.269 0.274 a 0.255 0.264 0.236b 0.242 0.265 0.266 0.264 0.266 0.264 0.266
Model M2
IRSD1 0.272 0.275 0.274 0.277 0.271 0.274 0.272 0.275 0.272 0.275 0.272 0.275
IRSD2 0.229 0.357 a 0.229 0.357 a 0.228 0.356 0.224b 0.350 0.224b 0.350 0.224b 0.350
IRSD3 0.999 0.997 0.999 0.997 0.999 0.997 0.999 0.997 0.999 0.997 0.999 0.997
IRSD4 0.852 0.851 0.848 0.848 0.852 0.852 0.850 0.850 0.850 0.850 0.850 0.850
Model M3
IRSD1 0.271 0.274 0.273 0.276 0.269 0.272 0.269 0.271 0.269 0.271 0.269 0.271
IRSD2 0.228 0.356 a 0.228 0.355 0.226 0.353 0.221b 0.347 0.221b 0.347 0.221b 0.347
IRSD3 0.999 0.997 0.999 0.997 0.999 0.997 0.999 0.997 0.999 0.997 0.999 0.997
IRSD4 0.851 0.851 0.848 0.847 0.852 0.851 0.849 0.849 0.849 0.849 0.849 0.849
Model M4
IRSD1 0.276 0.274 0.278 0.276 0.274 0.275 0.276 0.275 0.274 0.275 0.274 0.275
IRSD2 0.234 0.368 0.233 0.376 a 0.230 0.368 0.227 0.357 0.225b 0.357 0.225b 0.357
IRSD3 0.999 0.997 0.999 0.997 0.999 0.997 0.999 0.997 0.999 0.997 0.999 0.997
IRSD4 0.850 0.844 0.848 0.843 0.852 0.850 0.850 0.846 0.849 0.850 0.849 0.850
Model M5
IRSD1 0.275 0.273 0.277 0.275 0.272 0.273 0.273 0.271 0.271 0.272 0.271 0.272
IRSD2 0.233 0.367 0.231 0.374 a 0.228 0.366 0.224 0.353 0.222b 0.353 0.222b 0.353
IRSD3 0.999 0.997 0.999 0.997 0.999 0.997 0.999 0.997 0.999 0.997 0.999 0.997
IRSD4 0.850 0.843 0.848 0.842 0.851 0.849 0.849 0.845 0.848 0.849 0.848 0.849
a Maximum values in the respective row are in italic and bold.
b Minimum values in the respective row are in bold.
7.4.3 Estimation of random effects
Box plots of the standard deviation of the random effects for models M1 to M5 at the
grid level are presented in Figures 7.4 to 7.8. We omit the results at the SLA level
due to the similarity to the results produced at the grid level. We note that each
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Figure 7.4: Box plots of the standard deviation of the random effects for model
M1 at all six temporal scales and the grid level. ‘Region.struct’ denotes the spatially
structured random effects, ‘Region.iid’ denotes the spatially unstructured random
effects, and ‘Interaction’ denotes the space-time interaction effects.
model has different specifications of random effects. The plots provide an insight
into the precision of estimation of the random effects at various temporal scales.
The results show that for all models, the estimation of the spatially-related random
effects (u and v) is not influenced by the changing temporal scale. The precision of
estimation of δ in model M1, which is the differential trend that identifies the space-
time interaction, reduces gradually as the time interval decreases. The standard
deviations of the temporally-related random effects (ϕ and γ) in model M2 show
similar patterns to those observed for model M3. The box plots for model M3 have a
larger length nonetheless, suggesting a larger variation and a lower precision. These
two models differ with respect to the temporal smoothing where model M2 employs
a first-order random walk for the temporal component and model M3 imposes a
220
Chapter 7. The impact of varying temporal scale on the outcome of Bayesian
spatio-temporal model
second-order random walk prior. The inclusion of second-order neighbours in model
M3 has possibly resulted in a larger standard deviation. Guided by these results,
model M2 might be more appropriate for this dataset compared to model M3, which
suggests that a first-order random walk for temporal smoothing might be sufficient.
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Figure 7.5: Box plots of the standard deviation of the random effects for model
M2 at all six temporal scales and the grid level. ‘Region.struct’ denotes the
spatially structured random effects, ‘Region.iid’ denotes the spatially unstructured
random effects, ‘Time.struct’ denotes the temporally structured random effects, and
‘Time.iid’ denotes the temporally unstructured random effects.
The temporally-related random effects (ϕ and γ) in models M4 and M5 show
similar trend to those observed for models M2 and M3, respectively. On the other
hand, the standard deviation of the space-time interaction effect (ϵ) in these two
models increases gradually as the time interval decreases, similar to that of model
M1. Moreover, the standard deviations of the interaction effect are observed to be
relatively higher than that of other components of random effects. Based on the
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Figure 7.6: Box plots of the standard deviation of the random effects for model
M3 at all six temporal scales and the grid level. ‘Region.struct’ denotes the
spatially structured random effects, ‘Region.iid’ denotes the spatially unstructured
random effects, ‘Time.struct’ denotes the temporally structured random effects, and
‘Time.iid’ denotes the temporally unstructured random effects.
results discussed here and earlier, it is unnecessary to include the interaction effects
in the models. Across the temporal scales, we notice that the precision of estimation
of the temporal random effects improves gradually as the time interval reduces.
7.5 Discussion
In this study, we investigated the impact of the choice of temporal scales for mod-
elling individual disease outcomes via Bayesian hierarchical spatio-temporal mod-
elling. We examined the impact of various temporal scales using both parametric
(model M1) and non-parametric (models M2 to M5) formulations for the temporal
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Figure 7.7: Box plots of the standard deviation of the random effects for model
M4 at all six temporal scales and the grid level. ‘Region.struct’ denotes the spatially
structured random effects, ‘Region.iid’ denotes the spatially unstructured random
effects, ‘Time.struct’ denotes the temporally structured random effects, ‘Time.iid’
denotes the temporally unstructured random effects, and ‘Interaction’ denotes the
space-time interaction effects.
effect. These models take into account individual characteristics, aggregate infor-
mation, spatial random effects, and temporal random effects. Two choices of scale
used to model the spatial effect are the grid and SLA levels. The grid partitions
used are regular lattices that are finer than the SLAs, in which the discretization of
the study region results in 900 artificial grid cells as opposed to 308 SLAs that are
census regions. We proposed the grid partitions as it is more natural and reasonable
to implement the ICAR specification for geographical areas that are of similar size
and arranged in a regular pattern (Wakefield, 2007). Motivated by Leyk et al.
(2011) who argue that varying temporal scale appears to affect variable selection
and coefficient values, we are interested in studying the impact of various temporal
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Figure 7.8: Box plots of the standard deviation of the random effects for model
M5 at all six temporal scales and the grid level. ‘Region.struct’ denotes the spatially
structured random effects, ‘Region.iid’ denotes the spatially unstructured random
effects, ‘Time.struct’ denotes the temporally structured random effects, ‘Time.iid’
denotes the temporally unstructured random effects, and ‘Interaction’ denotes the
space-time interaction effects.
scales on model performance and precision of estimation. Six temporal scales are
chosen to model the temporal effect for the breast cancer dataset, namely 4-year, 3-
year, 2-year, 1-year, 9-month, and 6-month periods, with the objective of identifying
an appropriate scale to model the temporal effect. Due to the lack of time-related
variables, the current study is not able to identify the relevance between the changing
temporal scale and variable selection.
Based on the analyses presented in this study, the DIC and LS propose that the
temporal component in this dataset should be modelled at the 3-year scale. Small
temporal scales such as 1-year, 9-month, and 6-month result in less satisfactory
results, indicating that there is a lack of temporal trends in these time periods.
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These results suggest that the shorter time periods do not exhibit a trend over time.
As seen, the scale of temporal aggregation has an impact on model performance and
precision of estimation. Given that the temporal trend diminished at certain scales
of temporal aggregation, the temporal scale should be chosen carefully in order to
obtain an adequate model.
Among the five models, the parametric formulation in model M1 is relatively
insensitive to the varying temporal scale in which the DIC and LS remain quite
consistent at all scales. On the other hand, the non-parametric formulation in models
M2 to M5 is rather sensitive toward the changing scale as the DIC and LS fluctuate
at various scales. This may suggest that the parametric time trend is less susceptible
to the changing scale compared to the non-parametric time effect. As seen, models
M2 and M3 appear to be favoured in this dataset based on the evaluation of the
model performance and precision of estimation of regression parameters. Both the
first-order and second-order random walk priors for temporal smoothing are shown
to be satisfactory. However, if the precision of estimation of random effects is taken
into consideration, the first-order random walk prior might be more appropriate
than the second-order random walk prior as a smaller range of standard deviations
is observed. Moreover, the results have shown that there is a lack of space-time
interaction effects in this dataset since the inclusion of the interaction component
deteriorates the model performance.
As shown, the DIC and LS for the SLA-based models are slightly smaller than
those of the grid-based models. We acknowledge that the covariate IRSD is a SLA-
measured variable, and thus the spatial effect is possibly better identified at the
same scale as the data collected, which may explain the better performance of the
models at the SLA level. In contrast, the grid-based models have a higher precision
of estimation in terms regression parameters. We note this contrast and deduce
that the choice of spatial scale may be dependent on the inferential aims, whether
the model performance is of interest or the precision of estimation is emphasized.
Similarly to SLAs that are purely administrative regions, the grid partitions are
artificial boundaries and so do not reflect the access to health services or sense
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of community (Kang et al., 2013a). However, the researcher has the power to
manipulate the spatial resolution so as to obtain an appropriate grid cell size to
suit an inferential aim. If the aggregation of disease counts is to be undertaken on
the grid partitions, one of the challenges is to obtain population data for the grids
to model the disease counts.
Focussing primarily on the scales of temporal aggregation, this study has not
taken the possible age-group effects into consideration due to data sparseness and
insufficient data to include a cohort effect. We note that Bayesian age-period-cohort
model (Held and Riebler, 2012; Knorr-Held and Rainer, 2001; Riebler and Held,
2010) may serve as a good approach to smooth the effects of age, period and cohort
in order to improve estimation and facilitate prediction. This will be an avenue for
future investigation for other datasets.
In summary, in this case study we have identified that the models may perform
differently at different spatial and temporal scales, in terms of model performance
and estimation. A wrong decision on the choice of spatial and temporal scales may
lead to a model that does not describe the data at the best possible way which in turn
results in the wrong interpretation for the data. As such, it might be beneficial to
conduct the space-time analyses at a range of spatial and temporal scales in order to
deduce the scales that give the best details about space and time information. This
is particularly important from a policy perspective where the right interpretation is
crucial to yield effective policy decisions with regard to a disease outcome.
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Chapter 8
Choice of spatial scales and spatial
smoothness priors for various spatial
patterns
Abstract
Given the drawbacks for using geo-political areas in mapping outcomes unrelated to
geo-politics, a compromise is to aggregate and analyse data at the grid level. This
has the advantage of allowing spatial smoothing and modelling at a biologically or
physically relevant scale. This paper addresses two consequent issues: the choice of
the spatial smoothness prior and the scale of the grid. Firstly, we describe several
spatial smoothness priors applicable for grid data and discuss the contexts in which
these priors can be employed based on different aims. Two such aims are considered,
i.e., to identify regions with clustering and to model spatial dependence in the data.
Secondly, the choice of the grid size is shown to depend largely on the spatial
patterns. We present a guide to the selection of spatial scales and smoothness
priors for various point patterns based on the two aims for spatial smoothing.
This chapter addresses objective (6) outlined in Chapter 1 to provide a framework
for non-statisticians to employ spatial scale and smoothness prior depending on the
aim of investigation. This research is of particular significance to researchers with
an interest to model spatial data without delving into the technical details.
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8.1 Introduction
Spatial data are prevalent in various disciplines including epidemiology (Beneš et al.,
2005; Diggle, 1990; Goovaerts, 2009a,b), geology (Baddeley et al., 2010), ecology
(Best et al., 2000a; Diggle et al., 2007; Wolpert and Ickstadt, 1998), weather phe-
nomenon (Elsner et al., 2013; van Lieshout and Stein, 2012), and transportation
planning (Ickstadt et al., 1998; Ickstadt and Wolpert, 1999). A detailed description
of the various types of spatial data can be found in Banerjee et al. (2004). Here
we are interested in spatial point patterns which are realizations of a spatial point
process; see Møller and Waagepetersen (2004) and Møller and Waagepetersen (2007)
for theory and review of spatial point processes.
Point pattern data have become increasingly common in many fields of applica-
tion due to recent advances in geographical information systems (GIS) and global
positioning systems which enable accurate geocoding of locations of data collected.
Methods for analysing spatial point patterns can be found in Diggle (2003) and Illian
(2008). In practice, care must be taken to ensure computationally tractable methods
are available when dealing with complex and high-dimensional point patterns that
contain many points and marks (marked point pattern). As a result, to reduce the
computational burden, point patterns can be aggregated to regular lattices. Regular
lattice data may also be collected directly with the aid of GIS and related software,
in the form of pixel or raster data. A raster consists of a matrix of cells (or pixels)
organized into rows and columns (or a grid) where each cell carries some information
such as rainfall, concentration, or population density (Chang, 2010).
Without loss of generality, we restrict our attention to spatial analysis of regular
lattice data in the context of epidemiology. Historically, the analysis of disease data
involves aggregation of individual data to geo-political areas which are irregular in
shape in order to protect patients’ confidentiality. Individual level disease data are
rarely available due to privacy issues. Furthermore, modelling of point level data is
computationally demanding when large datasets are involved due to dense covariance
matrices. Geo-political areas are commonly used as the geographical boundaries
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in disease mapping due to practical reasons such as the availability of population
data or socio-economic attributes at these geographical scales. However, several
concerns have been raised regarding the aggregation of data, including increase of
spatial correlation (Song et al., 2011), biases in estimates due to ecological fallacy
(Robinson, 1950), loss of information, and issues of overlapping and artificiality
of geo-political boundaries (Kirby, 1996; Louie and Kolaczyk, 2006). Given the
identified drawbacks of using geo-political areas in disease mapping, it is of interest
to model the disease data at a smaller geographical scale that may be more relevant
to the disease of interest, while still allowing for some aggregation. This motivates
the adoption of grid level analysis.
Point pattern disease data can have attributes such as presence or absence of
a disease, together with other individual characteristics such as age, gender, and
socio-economic status. Presuming the availability of point pattern disease data with
continuous coordinate information, to obtain regular lattice data, a discretization
strategy is to overlay the study region with a discrete grid and to assign occurrences
to the grid cells. This results in regularly-shaped regions (grid cells). Despite
being less common than modelling at the geo-political scales, grid level modelling
approaches have increased rapidly in recent years (Biggeri et al., 2006; Hossain and
Lawson, 2009; Kleinschmidt et al., 2007; Vanhatalo and Vehtari, 2007). Modelling
disease data at a grid level is a desirable approach as it is geographically more
relevant than using geo-political area data. It is feasible to construct generalized
linear models and approximate the covariance structure by a Markov random field
which eases computation; see, for instance, Baddeley et al. (2010) or Li et al.
(2012b). Grid level modelling avoids the need to deal with the problem of changing
geo-political boundaries over time and has the flexibility to manipulate the data
aggregation to a practically, biologically, geographically or computationally sensible
scale. The comparison of three types of disease data described above is summarized
in Table 8.1. As indicated in this table, the advantages of using disease data
aggregated to grid cells often outweigh its drawbacks.
Disease data arising from both geo-political areas and regular grid cells, described
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Table 8.1: Comparison of three types of disease data
Disease data aggregated
to geo-political areas
Disease data with
precise geographic
coordinates
Disease data aggregated
to grid cells
Description Disease incidences are
aggregated over
geo-political defined areas
Exact locations of
incidences are given and
form a spatial point pattern
Disease incidences are
aggregated over regular
grid cells
Pros • Accessibility • Avoid ecological fallacy • Geographically more
relevant than geo-political
area data to disease of
interest and thus less
concern about ecological
fallacy
• Availability of population
data and socio-economic
attributes at geo-political
area level
• Avoid loss of information
caused by data aggregation
• Issues of overlapping and
artificiality of geo-political
boundaries
• Adjustment for
individual level covariates
• Computationally
tractable via Markov
random field approximation
• Avoid the issue of
changing boundaries
Cons • Spatial correlations
among neighbouring areas
• Rarely accessible due to
confidentiality issues
• Spatial correlations
among neighbouring grid
cells
• Loss of information
caused by data aggregation
and thus concern about
ecological fallacy
• Computationally
demanding
• Loss of information but
at a smaller degree
above, typically exhibit spatial correlation due to the presence of spatial structure
in the unknown risk factors. While it is of interest to study the relationship between
the response and predictors, ignoring spatial correlation among neighbouring regions
may lead to unstable estimates of underlying risk of disease and false conclusion of
covariate effects (Fahrmeir and Kneib, 2011). In contrast, accounting for spatial
dependence results in improved model inference, prediction and estimation (Haran,
2011). In the context of disease mapping, spatial smoothing may facilitate more
stable diseases rates by incorporating information from neighbouring areas and more
robust risk estimates for each area may be obtained. Spatial smoothing also reduces
the effect of the arbitrary geographical boundaries.
Spatial smoothing involves estimating an effect of interest at a location, using
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the effect values at nearby locations (Wang, 2006). We assume that areas in the
same neighbourhood are likely to share similar environmental exposures and thus
similar disease rates are expected. This results in the reduction of spatial variability
which is particularly important for the small area estimation problem, specifically in
areas with small populations which have very small counts of diseases. For instance,
an unusually high rate may be caused by only one occurrence of disease in a small
region due to the small population size. Considering the notion of neighbourhoods,
spatial smoothing approaches based on Markov random fields are widely employed
in disease mapping (Paciorek, 2013) in which all regions with a common boundary
are treated as neighbours.
Consider the following aims for spatial smoothing,
(a) To identify regions with unusually high risks or clustering (Goovaerts, 2009b;
Haran, 2011).
This is important for the study of possible socio-economic factors. Moreover,
the identification of clusters of high-risk areas is vital for the appropriate re-
medial action to be taken by public health authorities, for example, allocating
resources to areas of greatest need.
(b) To model spatial dependence in the data in order to adjust for an unknown
spatially varying mean (Haran, 2011; Richardson et al., 2004) or to estimate
the surface of regression effect (Fahrmeir and Kneib, 2011).
The spatial surface provides information on unmeasured risk factors. Borrow-
ing information from neighbouring areas leads to improved and more stable
risk estimates for each area. This is particularly important for health policy
makers to better understand the unobserved geographical variation of disease
risk.
Given the importance for epidemiologists to take into account the spatial corre-
lation in a disease dataset using spatial smoothing techniques, we aim to describe
several spatial smoothness priors and discuss the contexts in which these priors can
be employed based on the aims for spatial smoothing described above. In order to
capture the spatial variation of a disease, one of these priors is imposed on the spatial
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component in a Bayesian hierarchical model. These priors are capable of modelling
the spatial dependence in the data using different mechanisms and understanding
how they differ may help in making the right choice for spatial smoothing. In this
article, three Bayesian spatial smoothness priors for the spatially structured effect
are considered. They are all suitable for modelling the spatial dependence of regular
lattice data, and one of the priors can also be applied to irregular lattice data.
These three priors are chosen due to their popularity and their fast, straightforward
implementation using the integrated nested Laplace approximation (Rue et al.,
2009). Implementation of these priors on regular grid cells is described by Kang
et al. (2013b).
One of the main challenges of modelling disease data at the grid level is to
specify an appropriate grid size. The choice of grid size depends largely on the
spatial patterns as it is known that spatial data exhibit different spatial structures
at different scales of aggregation (Illian et al., 2012a; Kang et al., 2013b). In light
of this, the secondary aim of the article is to provide some recommendations on the
choice of spatial scale for various point patterns based on the two aims for spatial
smoothing.
The following discussion is not limited to epidemiological data but is applicable to
spatial data arising from various areas of research. The article is organized as follows.
Several canonical examples are presented in Section 2. In Section 3, we describe three
spatial smoothness priors and summarize their practicability in various contexts.
Section 4 discusses the choice of spatial scale and illustrates the changes in spatial
behaviour at various spatial scales using tests of spatial autocorrelation. A case
study is used to demonstrate the selection of an optimum spatial scale based on
model predictive performance in Section 5. Finally, Section 6 provides some guidance
on the selection of spatial scales and spatial smoothness priors for two different aims
of analysis. Relevant mathematical equations and technical details are appended.
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8.2 Canonical examples
We present four canonical examples of spatial point patterns in this article to com-
plement the following sections: inhomogeneous point patterns, patterns with local
repulsion, patterns with local clustering, and patterns with local clustering in the
presence of larger-scale inhomogeneity (Illian et al., 2012a). We note that these point
patterns are not restricted to epidemiological context, but are also commonly seen in
disciplines such as forestry, geography, biology, and ecology (Baddeley et al., 2000;
Hahn et al., 2003; Smith, 2004). Inhomogeneous point patterns are point patterns
with non-homogeneous intensity. Examples of inhomogeneous point patterns include
the number of trees per unit area in a forest (Hahn et al., 2003), the cell size in plant
and animal tissue (Hahn et al., 2003), and the positions of plants induced by the
spatial variation in soil fertility (Baddeley et al., 2000). An example of patterns with
local repulsion is the locations of plant species having incompatible root systems but
requiring similar soil conditions (Smith, 2004). The species tend to grow together
but compete for light and nutrients.
Spatial clustering in point patterns may occur due to the interaction of points
and is common in geographical epidemiology. The presence of a disease cluster
may be causal (such as environmental exposure linked aetiologically to the health
outcome), or may not (such as geographical variation in proportion of incidences
reported). Examples include clusters of disease incidence caused by environmental
contamination such as nuclear installations (Gatrell et al., 1996) or workplace expo-
sure, and communicable diseases (Sartorius et al., 2013) that spread from one person
to another including colds, flu, whooping cough, chlamydia, tuberculosis and human
immunodeficiency virus. The size and distribution of the clusters may depend on
population size and contagion of the disease. Table 8.2 describes the four canonical
examples of spatial point patterns presented in this article.
The inhomogeneous point patterns (dataset X1) were generated from an inho-
mogeneous Poisson process (Møller and Waagepetersen, 2004, Chapter 3.1) with
trend function λ = 1000 exp(−2x) on the unit square. For the patterns with local
8.3. Spatial smoothness priors 235
Table 8.2: Description of the four canonical examples
Dataset Description Examples
X1 Point patterns with non-homogeneous
intensity
Number of trees per unit area in a
forest, cell size in plant and animal
tissue, positions of plants
X2 Point patterns with local repulsion Locations of plant species requiring
similar soil conditions but competing
for light and nutrients
X3 Point patterns with large and
homogeneously distributed clusters
Locations of disease incidences caused
by environmental contamination or
communicable diseases
X4 Point patterns with small and
inhomogeneously distributed clusters
Locations of disease incidences induced
by population inhomogeneity
repulsion (dataset X2), we generated point-based data from a homogeneous Strauss
process (Møller and Waagepetersen, 2004, Chapter 6.1), with medium repulsion
β = 700 (intensity parameter), interaction parameter γ = 0.8 and interaction radius
r = 0.05, on the unit square. To generate the clustered patterns (dataset X3),
we simulated a homogeneous Thomas process (Møller and Waagepetersen, 2004,
Chapter 5.3) with parameters κ = 10 (the intensity of the Poisson process of cluster
centres), σ = 0.05 (the standard deviation of the distance of a point from the
cluster centre) and µ = 50 (the expected number of points per cluster), on the unit
square. For the last spatial pattern (dataset X4), we generated the data from an
inhomogeneous Thomas process with parameters σ = 0.01 and µ = 5 and a simple
trend function for the intensity of parent points given by κ(x1, x2) = 100x1, on the
unit square. Each pattern was then superimposed with a pattern generated from an
inhomogeneous Poisson process with trend function λ = 500 exp(−2x). See Figure
8.1 for illustrations of the simulated point patterns and Appendix A for descriptions
of the point processes.
8.3 Spatial smoothness priors
This section addresses the first aim of this article, which is to outline and discuss
the contexts in which the spatial smoothness priors can be employed based on the
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           Dataset X1            Dataset X2            Dataset X3            Dataset X4
Figure 8.1: Four simulated spatial point patterns
aims for spatial smoothing listed in Section 8.1. Three Bayesian spatial smoothness
priors are described and their practicalities in different contexts are discussed. In
a Bayesian spatial model, let vi denotes a spatially structured term that describes
the effect of the i-th region by assuming that geographically close areas are more
similar than distant areas. The spatial smoothness priors considered are a first-order
intrinsic Gaussian Markov random field (IGMRF) (Rue and Held, 2005), a second-
order IGMRF on a lattice (Rue and Held, 2005), and a Gaussian field with Matérn
correlation function (Stein, 1999) which includes a range parameter. The first-
order IGMRF prior considers first-order neighbours while the second-order IGMRF
on a lattice prior accounts for both first-order and second-order neighbours for
spatial smoothing. The Matérn model uses GMRFs with a local neighbourhood to
approximate isotropic Gaussian fields on regular lattices. These priors can be readily
implemented using integrated nested Laplace approximation (INLA) computation.
The formulations of the priors are detailed in Appendix B.
The INLA package performs approximate Bayesian inference for latent Gaussian
models and is able to return approximate posterior marginal distributions in rela-
tively short computational time. The posterior marginals can be used to compute
summary statistics of interest, such as posterior means, variances or quantiles. In
addition, a model choice criterion termed the deviance information criterion, and
predictive measures including logarithmic score and probability integral transform
are provided. We refer the reader to Rue et al. (2009) and Blangiardo et al. (2013)
for more details on INLA computation and applications.
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The priors are based on the GMRF and lead to sparse covariance matrices which
make the computation tractable and efficient. The GMRF models and Gaussian
processes are quite flexible and have applications in a wide range of disciplines.
Modelling spatial dependence using the GMRF-based priors help to absorb spatial
variation and produce improved estimates for each region by borrowing strength
from neighbouring regions. The GMRF-based priors are prevalent in small area
estimation problems (Ghosh and Rao, 1994) and disease mapping (Paciorek, 2013),
where estimation of disease rates is based on sparsely populated regions. Incorpo-
rating information from regions with larger populations can reduce the variability of
estimates. The intuitive conditional structure of the GMRF-based priors produces
an estimate based on neighbouring values and thus works particularly well to smooth
out variability not relevant to the underlying risk (Assunção and Krainski, 2009).
The simple and sparse precision matrix of the GMRF models is another desirable
property; see Paciorek (2013) for the use of MRFs on a fine grid.
8.3.1 First-order intrinsic Gaussian Markov random field
The first-order IGMRF on irregular lattices has been widely employed in disease
mapping to study the spatial variation of disease risk (Clayton and Bernardinelli,
1992; Mollié, 1996; Wakefield et al., 2000). The neighbourhood regions in these
papers were defined in terms of administrative districts which are irregular lattices.
Here, we consider a finer neighbourhood structure in terms of grid cells which are
regular lattices. On a grid, the four nearest grid cells are considered as neighbours.
This is known as Rook neighbourhood where two grid cells are termed neighbours
if they share a common boundary.
A first-order IGMRF prior is also known as an intrinsic conditional autoregressive
(ICAR) prior. The spatial component v is specified such that spatial structure is
induced, via conditional autoregression (Besag and Kooperberg, 1995), whereby the
conditional of vi, i = 1, . . . , I depends solely on the random effects v−i,i∼k of the
k neighbouring areas. Let Wij be an indicator function which takes on the value
one if grid cells i and j are neighbours that share a common boundary, and zero
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otherwise; Wii is set equal to zero. We note that other specifications forW are also
possible, for example W could be a function of distance to the centroid of the area,
of the size of the area, or the length of common boundary. See Appendix B.1 for
specification of the first-order IGMRF or ICAR.
This prior can be conveniently implemented in INLA using the latent model
besag. Using INLA computation, Illian et al. (2012b) model the small-scale spatial
interaction (attraction or repulsion) using the first-order IGMRF prior. Using a low
degree of smoothing, the spatial effect can reflect very local behaviour, whereas a
high degree of smoothing leads to a very smooth spatial surface.
8.3.2 Second-order intrinsic Gaussian Markov random field on a lattice
It is possible to extend the first-order IGMRF to higher orders. Here we consider
a second-order IGMRF on a two-dimensional regular lattice ((Rue and Held, 2005,
chapter 3.4.2), (Fahrmeir and Kneib, 2011, chapter 5.3.1)), alternatively known as a
second-order random walk on a lattice. This choice is motivated by its application
to a discretized log Gaussian Cox process (LGCP) where the model approximates a
LGCP when the grid cells are fine enough (Rue et al., 2009). See Appendix B.2 for
specification of the second-order IGMRF.
Using INLA computation with the rw2d prior, Illian et al. (2012b) use a second-
order IGMRF prior to model the large-scale spatial variation and state the im-
portance of choosing the prior parameters carefully to avoid over-fitting, especially
when the gridded data are relatively sparse. Quoting Illian et al. (2012b), it is
recommended to choose the prior parameters at which the spatial effect operates at
a similar spatial scale as the covariate and use a grid that is not finer than the data.
8.3.3 Gaussian field with Matérn correlation function
A Gaussian field is a simple and flexible approach to model spatial dependence in the
data. A random field {v(s), s ∈ D} is a Gaussian random field if (v(s1), . . . , v(sk))T
is multivariate normal for any k ≥ 1 and any locations s1, . . . , sk ∈ D, where
D ⊂ Rd. For point-level data, a function of the distance between two points can
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be used to model spatial correlation whilst for lattice data, GMRFs using adjacency
and neighbourhood matrices can be employed (Haran, 2011). The Markov property
of GMRFs results in sparse matrices and greatly reduces computational burden as
compared to the Gaussian processes which is known to have a dense covariance
matrix.
Rue and Held (2005) (chapter 5) demonstrate the approximation of an isotropic
Gaussian field on regular lattices In with commonly used covariance functions using
GMRFs with a local neighbourhood for computational reasons. Each element in
the covariance matrix of the GMRF is close to the corresponding element of the
covariance matrix of the Gaussian field. See Appendix B.3 for specification of the
Matérn model.
This prior can be implemented in INLA using the latent model matern2d. The
Matérn model is recommended by Stein (1999) due to its flexibility in estimating the
smoothness of the process. In practice the smoothness parameter ν may be difficult
to estimate from data. For this model, stationarity and isotropy assumptions must
be fulfilled for the spatial process, so this model might not be suitable if the spatial
dependence varies in different directions or regions (Haran, 2011).
8.3.4 Summary
Based on the results reported by Kang et al. (2013b) and the discussion of the priors
above, here we make suggestions regarding the use of the priors for various spatial
patterns. When simple spatial structures such as inhomogeneous point patterns are
involved, the first-order IGMRF prior, which is the simplest of the three priors, is
generally preferred. This is because there is no substantive reason to believe that
any one part of the lattice is more important than any other parts. One of the
advantages for using the first-order IGMRF prior is that there is no need to decide
the class of covariance functions. Moreover, there is a lack of concern about the
boundary assumptions of the lattice because it is a simple adjustment and does not
have to be wrapped on a torus to compute the precision matrix.
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When complicated spatial structures exhibiting interaction of points are con-
cerned, such as spatial patterns with repulsion or clustering, more complex priors
are generally required. However, the choice of priors depend largely on the aim of
spatial smoothing. Consider the first aim for spatial smoothing listed in Section 8.1,
where the aim of the analysis is to identify regions with unusually high risks such as
disease clusters, a low degree of spatial smoothing is required and so the first-order
IGMRF prior might be a reasonable choice. Otherwise, the second-order IGMRF
on a lattice prior and the Matérn model with a low degree of smoothing and careful
selection of prior parameters are also applicable. We note that the construction of
the precision matrix for the second-order IGMRF prior is rather complicated since
the lattice has to be wrapped on a torus and corrections to the boundaries have to be
undertaken. It is computationally challenging to implement this prior using Markov
chain Monte Carlo algorithms due to the difficulty in constructing the precision
matrix. However, the implementation of this prior using INLA computation is
straightforward and convenient.
Now consider the second aim for spatial smoothing, where in some contexts
the estimation of the spatial surface is of interest. Since the aim is to reduce the
spatial variation caused by relatively high (or low) estimates, a higher degree of
spatial smoothing is required and so the second-order IGMRF prior might result in
satisfactory estimation of the spatial surface. If the degree of smoothing using the
second-order IGMRF on a lattice prior is not satisfactory, the Matérn model should
be considered due to its flexibility. However, this prior is more technical to use as the
range parameter and smoothness parameter require careful selection. For example,
a larger value of the smoothness parameter implies a smoother process. A deeper
understanding of the model in the context of the spatial structure is preferred. Kang
et al. (2013b) have shown that the Matérn model is sensitive to changes in spatial
scales.
Despite the varying complexity in the formulation of the three priors, Bayesian
computation via INLA eliminates many of the computational concerns with fitting
any of these three priors. Nevertheless, careful selection of prior parameters is
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required and this is specific to the problem at hand as different prior parameters
impose different degree of spatial smoothing. Given the fast computation using
INLA, it is feasible to consider a range of prior parameters to obtain desirable level
of spatial smoothing.
8.4 Spatial scale
This section addresses the second aim of the paper, where the choice of spatial scale
for each canonical example is discussed. The spatial scales that are relevant for a
particular spatial dataset is important in the analysis of a spatial pattern (Illian
et al., 2012b). It is known that spatial structures vary at different spatial scales due
to the underlying mechanisms that drive the spatial pattern (Illian et al., 2012a;
Latimer et al., 2009; Wiegand et al., 2007). Some mechanisms operate at a local
spatial scale while others may require a larger spatial scale. Different datasets may
require different spatial scales due to the different spatial behaviours and aims of
analyses. It is important to identify the aim of the spatial analysis and consider a
range of relevant spatial scales for the problem of interest before conducting concrete
spatial data analyses. Some background knowledge on the problem is necessary in
order to understand the spatial scales at which the underlying mechanisms operate.
In addition, the increasing computational costs and potential loss of stability of
estimation using fine grid cells should also be taken into consideration.
Using Moran’s I test for spatial autocorrelation (Moran, 1948) (described in
Appendix C), we demonstrate how the spatial behaviours vary from one spatial scale
to another for the four canonical examples illustrated in Figure 8.1. We discretized
the study region using grids 5×5, 10×10, 15×15, 20×20, 25×25, 30×30, 35×35,
40× 40, 45× 45, and 50× 50. The grid 5× 5 resulted in 25 regular grid cells over
the region, the grid 10 × 10 resulted in 100 regular grid cells, and so on. As such,
the grid 5×5 had the largest grid cell size whereas the grid 50×50 had the smallest
grid cell size.
Here we do not attempt to draw conclusions about the distribution of the spatial
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patterns but to illustrate how the changes in spatial scale result in different Moran’s
I statistics that suggest the changing spatial behaviours across the various grid sizes
(see Table 8.3). As seen, for dataset X1, across the increasingly small grid cells,
the gradually decreasing Moran’s I statistics suggest that the spatial patterns shift
from being clustered at big cell sizes to being randomly distributed at small grid
cell sizes. On the other hand, dataset X2 exhibits a slightly clustered pattern at
grid 5 × 5 and then a very small degree of dispersion at all other scales. Dataset
X3 is shown to be very close to randomly distributed at grid 5 × 5 but displays
different degree of clustering at subsequent scales. Similar to dataset X2, dataset
X4 displays opposite spatial patterns at the largest and the smallest grid cell sizes,
in which the data show a slight dispersion at grid 5 × 5 but a slight clustering at
grid 50× 50. Several spatial scales are chosen for each dataset and the various ways
of discretization of the study region are illustrated in Figures 8.2, 8.3, 8.4, and 8.5,
with some descriptions included.
Table 8.3: Moran’s I statistics for each dataset at various spatial scales
Spatial
scale
X1 X2 X3 X4
5× 5 0.516 0.199 0.082 -0.215
10× 10 0.553 -0.032 0.474 -0.091
15× 15 0.344 -0.031 0.620 0.008
20× 20 0.330 -0.021 0.612 0.059
25× 25 0.238 -0.082 0.553 0.104
30× 30 0.150 -0.082 0.542 0.107
35× 35 0.157 -0.046 0.501 0.175
40× 40 0.103 -0.052 0.385 0.159
45× 45 0.101 -0.023 0.355 0.177
50× 50 0.084 -0.032 0.323 0.214
To fulfil the second aim of this article, which is to provide suggestions about the
choice of spatial scale for different spatial patterns, we note that Moran’s I statistics
and inspection of the plots may be used as a guide to investigate the distribution
of the spatial patterns. As shown by Moran’s I statistics, the spatial scales have
an impact on the spatial behaviours for each spatial point pattern illustrated here.
Given a point pattern dataset, it is not always clear about the most appropriate scale
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Grid 10x10 Grid 25x25
Grid 35x35 Grid 50x50
Figure 8.2: Inhomogeneous point patterns in dataset X1: At grid 10× 10, the cell
counts are rather inhomogeneous across the space. As the grid cell size becomes
increasingly small, the cell counts become more homogeneously distributed and
eventually form a random distribution which indicates a lack of spatial pattern.
to model the data. Some knowledge about the problem of interest is required such
as the aim of the spatial analysis, what conclusion is the analysis trying to draw, the
scales of the available covariates for analysis, and computational constraint. It is
common to consider a range of spatial scales before conducting the spatial analyses
in order to choose the most suitable scale. Analysis of spatial data under aim (a) or
aim (b) for spatial smoothing, as listed in Section 8.1, will require different spatial
scales.
That is, under aim (a) where we identify regions of high risks, the chosen spatial
scale should be able to demonstrate clustering in the data rather than randomness.
In contrast, under aim (b) where we smooth the spatially varying surface, we may
consider a spatial scale that allows for spatial randomness in the data. We note that
a spatial scale that results in excessive zero cell counts should be avoided as this leads
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Grid 5x5 Grid 10x10
Grid 25x25 Grid 45x45
Figure 8.3: Point patterns with local repulsion in dataset X2: At grid 5×5, the cell
counts are slightly inhomogeneous across the space. At all other grid sizes, a lack
of spatial pattern is observed due to the randomness in the distribution of the cell
counts despite a very small degree of dispersion as suggested by Moran’s I statistics.
to inefficient spatial smoothing. The zero or small cell counts at fine grid cells result
in less information sharing across the grid cells as the spatial variability does not
extend very far. A coarse spatial scale should also be avoided as it leads to a larger
extent of loss of information. With respect to the computational consideration, it
is noted that the increase in the number of grid cells increases the computational
time proportionally. In summary, the question of the choice of spatial scale is not
only related to the spatial structure of the data provided, but also to statistical and
computational feasibility.
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Grid 5x5 Grid 10x10
Grid 15x15 Grid 50x50
Figure 8.4: Point patterns with large and homogeneously distributed clusters in
dataset X3: At grid 5 × 5, Moran’s I statistics suggest a lack of spatial pattern.
Different degrees of clustering are observed at all other scales in which grid 15× 15
displays the highest degree of clustering.
8.5 Case study: selection of spatial scales
In the previous section, we describe how Moran’s I statistics can be used as a
guide to investigate the distribution of the spatial patterns before determining the
right spatial scale. Here we intend to use the four canonical examples described in
Section 2 to demonstrate the selection of spatial scales through the evaluation of
model predictive performance.
The model used to fit datasets X1, X2, X3 and X4 is briefly described here.
Let X be a spatial point pattern embedded in an observation window S which is
discretized into n1×n2 grid cells {sij} with area |sij| for i = 1, ..., n1 and j = 1, ..., n2.
Let Nij denote the observed number of points in each grid cell sij. Assume that Nij
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Grid 5x5 Grid 10x10
Grid 15x15 Grid 50x50
Figure 8.5: Point patterns with small and inhomogeneously distributed clusters in
dataset X4: Across the various grid sizes, there is no obvious spatial pattern in this
dataset as shown by Moran’s I statistics, possibly due to the rather homogeneous
point pattern. However, the data show a slight dispersion at grid 5× 5 but a slight
clustering at grid 50× 50.
are conditionally independent Poisson counts,
Nij ∼ Po(|sij|λij),
where λij denote the intensity in each grid cell. We are interested in modelling
the log-intensity (ηij = log(λij)) of the Poisson process. Spatial variation in the
log-intensity is modelled using different components including µ, uij, and vij, where
µ refers to the common intercept term, uij is an unstructured term that accounts
for unexplained variability in the process, and vij is a spatially structured term
that describes the effect of the location by assuming that geographically close areas
are more similar than distant areas. The spatially structured component, vij,
is assigned an IGMRF prior with unknown precision (inverse variance) τv. The
8.5. Case study: selection of spatial scales 247
spatially unstructured component, uij, is assumed to be independent and identically
distributed (i.i.d.) and normally distributed with zero mean and unknown precision
τu; and gamma priors are assigned to the precision parameters τu and τv.
To evaluate the predictive performance at various spatial scales, we calculate
mean squared error (MSE) between the observed counts in a grid cell, Nij, and the
estimated counts in the respective grid cell, Nˆij,
MSE =
n1×n2∑
i,j=1
(
Nˆij −Nij
)2
n1 × n2 .
A smaller MSE indicates a better predictive performance. The resulted MSE is used
to assist the selection of an appropriate spatial scale.
We first consider a range of spatial scales for a specific aim for spatial smoothing
based on the guidance from Moran’s I statistics (refer to Table 8.3). In this study we
choose a threshold for clustering of 0.3 for Moran’s I statistic (Longley and Batty,
1996) although other thresholds could be chosen in particular contexts. Firstly,
for dataset X1 which is an inhomogeneous spatial point pattern, under aim (a)
where the identification of high risk regions is of interest, we consider spatial scales
at which Moran’s I statistic ≥ 0.3 (spatial clustering), which include grids 5 × 5,
10 × 10, 15 × 15, and 20 × 20. In contrast, under aim (b) where we smooth the
spatially varying surface, we consider spatial scales at which Moran’s I statistic
< 0.3 (spatial randomness), namely grids 25× 25, 30× 30, 35× 35, 40× 40, 45× 45,
and 50 × 50. Figure 8.6 shows the MSE obtained for the spatial scales considered
under aims (a) and (b) for dataset X1. Given these results, under aim (a), grid
20 × 20 is a recommended spatial scale as it produces the smallest MSE amongst
the considered scales. With respect to aim (b), the MSE appears to decrease very
slightly beyond grid 40× 40, which may suggest that further discretization does not
improve prediction much. As such, grid 40×40 would be an appropriate scale under
aim (b).
In regard to dataset X2 which is a point pattern with local repulsion, Moran’s
I statistics given in Table 8.3 are within (−0.3, 0.3) which means that the spatial
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Figure 8.6: The mean squared error between the observed counts and the estimated
counts for dataset X1 under two different aims. Grid 20 × 20 is a recommended
spatial scale under aim (a) — to identify clusters; while grid 40 × 40 would be an
appropriate scale under aim (b) — to smooth the spatial varying surface.
pattern shows randomness at all spatial scales. Therefore, aim (b) is a suitable aim
of analysis for this dataset whereas aim (a) cannot be fulfilled. The MSE shown in
Figure 8.7 suggests that the predictive performance at scales beyond grid 25 × 25
does not improve significantly. Grid 25 × 25 is therefore a favoured spatial scale
under aim (b).
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Figure 8.7: The mean squared error between the observed counts and the estimated
counts for dataset X2 under aim (b) which is to smooth the spatial surface. Grid
25× 25 is a favoured spatial scale.
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We shift our attention to the point pattern with large and homogeneously dis-
tributed clusters in dataset X3. Moran’s I statistics (Table 8.3) suggest a spatial
randomness at grid 5 × 5 while different degrees of clustering are observed at all
subsequent scales (with Moran’s I statistic ≥ 0.3). In view of this, the identification
of high risk regions in aim (a) is suitable for this dataset. As displayed in Figure 8.8,
the predictive performance based on the MSE remains relatively consistent beyond
grid 35×35. This signifies that grid 35×35 should be considered as the appropriate
scale.
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Aim (a)
Spatial scale
M
SE
10x10 15x15 20x20 25x25 30x30 35x35 40x40 45x45 50x50
Figure 8.8: The mean squared error between the observed counts and the estimated
counts for dataset X3 under aim (a) which is to identify high risk regions. Grid
35× 35 is the recommended scale.
With respect to datasetX4 that contains small and inhomogeneously distributed
clusters, similarly to datasetX2, Moran’s I statistics (Table 8.3) are within (−0.3, 0.3),
suggesting the spatial pattern shows randomness at all spatial scales. Again, aim
(a) cannot be fulfilled. In contrast, aim (b) which is to smooth the spatial varying
surface, is a suitable aim of analysis for this dataset. Figure 8.9 suggests that the
predictive performance at scales beyond grid 20× 20 does not improve significantly.
Grid 20× 20 is therefore a recommended spatial scale under aim (b).
In summary, we have demonstrated the selection of an appropriate spatial scale
for different structures of point patterns via the evaluation of the MSE. We note
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Figure 8.9: The mean squared error between the observed counts and the estimated
counts for dataset X4 under aim (b) which is to smooth the spatial varying surface.
Grid 20× 20 is the recommended scale.
that for certain spatial structures, a particular aim of analysis may not be fulfilled
due to the nature of the point pattern itself. For instance, point patterns in dataset
X2 and X4 show spatial randomness at all scales and therefore aim (a) is not a
suitable aim of analysis for these two point patterns. On the other hand, dataset
X3 shows spatial clustering at almost all spatial scales. This renders aim (b) an
inappropriate aim of analysis under these conditions.
8.6 Concluding discussion
The development of this article is motivated by the importance of employing the
right spatial scale and spatial smoothness prior for spatial datasets which are com-
monly encountered in the disciplines of epidemiology, ecology, forestry, geology, and
geography. Kang et al. (2013b), for example, have demonstrated how different
spatial scales and spatial smoothness priors impact on model outcomes. Here, we
provide guidance on the choice of spatial scales and spatial smoothness priors based
on the aims of spatial smoothing for several canonical examples, as summarized in
Table 8.4. Two identified aims for spatial smoothing are identification of clusters
and smoothing of spatial surface, as listed in Section 8.1. We propose that in
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order to identify clusters, the first-order IGMRF prior is a reasonable choice as it
allows for less spatial smoothing compared to two other priors, whereas the preferred
spatial scales are those that show some degree of clustering in the data. When
smoothing of spatial surface is of interest, either the second-order IGMRF on a
lattice or the Matérn model is recommended, depending on the desired degree of
smoothing. These two priors generally impose higher level of smoothing than the
first-order IGMRF prior and therefore are ideal for the estimation of the surface of
regression effect. Meanwhile, spatial scales that show randomness or less clustering
in the data are preferable to fulfil this aim.
Table 8.4: Choice of spatial scales and spatial smoothness priors based on two aims
of spatial smoothing for the simulated spatial point patterns
Dataset
Aims of spatial smoothing
(a) Identify clusters (b) Smooth the spatial surface
Spatial scale Spatial
smoothness
prior
Spatial scale Spatial
smoothness
prior
X1: Inhomoge-
neously
distributed
Spatial scales that
show clustering in
the data such as
grid 10× 10
First-order IGMRF
with low degree of
smoothing
Spatial scales that
show randomness
in the data such as
grid 25× 25
Second-order
IGMRF on a
lattice or the
Matérn model
depending on the
desired degree of
smoothing
X2: Local
repulsion
All spatial scales
show a lack of
spatial pattern and
hence no clusters
can be identified
First-order IGMRF
is sufficient as the
data are randomly
distributed
All spatial scales
show randomness
in the data
First-order IGMRF
is sufficient to
smooth the data
X3: Large and
homogeneously
distributed
clusters
Spatial scales that
show clustering in
the data such as
grid 15× 15
First-order IGMRF
with low degree of
smoothing
Spatial scales that
show less clustering
in the data such as
grid 40× 40
Second-order
IGMRF on a
lattice or the
Matérn model
depending on the
desired degree of
smoothing
X4: Small and
inhomoge-
neously
distributed
clusters
All spatial scales
show a lack of
spatial pattern and
hence no clusters
can be identified
First-order IGMRF
is sufficient as the
data are randomly
distributed
All spatial scales
show randomness
in the data
First-order IGMRF
is sufficient to
smooth the data
Based on the findings discussed above, we present a guide to the selection of
spatial scales and spatial smoothness priors for two different aims of analysis, as
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presented in Figure 8.10. We conclude that the aim of spatial smoothing and the
spatial structures of a point pattern determine the choice of spatial scales and spatial
smoothness priors. We encourage the reader to identify the aim of spatial analysis
for the problem at hand and consider a range of possible spatial scales (using Moran’s
I statistics) before conducting analyses. A preferred spatial scale is the spatial scale
that has the best predictive performance (with the smallest MSE) or the scale at
which subsequent scales do not improve predictive performance significantly. Spatial
modelling can then be conducted using the smoothness prior that suits a specific
aim for spatial smoothing.
Aims of the analysis
Aim (a): Identify clusters Aim (b): Smooth the spatial surface
Consider a range of spatial scales with 
Moran's I statistic ≥ k
Select the spatial scale with the smallest 
MSE or the scale at which subsequent 
scales do not improve predictive 
performance significantly
Select the spatial scale with the smallest 
MSE or the scale at which subsequent 
scales do not improve predictive 
performance significantly
Proceed with spatial modelling using the 
first-order IGMRF prior for spatial 
smoothing
Proceed with spatial modelling using the 
second-order IGMRF on a lattice prior 
or the Matérn model for spatial 
smoothing
Consider a range of spatial scales 
with Moran's I statistic < k
Figure 8.10: A guide to the selection of spatial scales and spatial smoothness priors
for two different aims of analysis. Here, k is a constant threshold for identification
of clustering; see Section 8.5 where k was chosen to be equal to 0.3.
8.7. Supplemental Materials 253
8.7 Supplemental Materials
Appendix A: Descriptions of several point processes.
Appendix B: Formulations of the spatial smoothness priors.
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Appendix A
Appendix A.1: Inhomogeneous Poisson process
Let λ(.) be an intensity function, an inhomogeneous Poisson process (Møller and
Waagepetersen, 2004, Chapter 3.1) can be defined as below,
1. the counts N(S) is Poisson distributed with mean
∫
S λ(u)du, for all S.
2. the n points are independent and identically distributed in S with density
proportional to λ(.), conditional on N(S) = n.
Appendix A.2: Strauss process
A Strauss process (Strauss, 1975) is a pairwise interaction point process. Let ϕ be
an interaction function, if ϕ(ξ) is constant and the second order interaction term is
invariant under motions, i.e. ϕ({ξ, η}) = ϕ2(||ξ − η||), the process is homogeneous.
In a Strauss process (Møller and Waagepetersen, 2004, Chapter 6.2),
ϕ2(r) = γ1[r≤R],
setting 00 = 1. Here γ is an interaction parameter in the range [0, 1] and R > 0 is
the range of interaction. A Strauss process is repulsive and therefore locally stable.
Appendix A.3: Thomas process
A Thomas process (Møller and Waagepetersen, 2004, Chapter 5.3) is a Poisson
cluster process. In a Thomas process, each cluster consists of a Poisson(µ) number
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of random points. Each of the points has an isotropic Gaussian Normal(0, σ2I)
displacement from its parent. With parameters θ = (κ, µ, σ), the K-function of a
Thomas process can be expressed as,
Kθ(r) = πr2 +
1
κ
(1− exp(− r
2
4σ2 )).
Appendix B
Appendix B.1: First-order intrinsic Gaussian Markov random field
A first-order IGMRF for vi is defined as
vi|v−i, τv ∼ N
(
1
ni
∑
i∼k
vk,
1
niτv
)
,
where ni is the number of neighbours of region i, v−i denote all elements in v except
for vi, and i ∼ k indicates that the two regions are neighbours that share a common
boundary; see Besag et al. (1991), Besag et al. (1995), and Rue and Held (2005) for
further details.
The ICAR specification (Haneuse and Wakefield, 2008b) is given by
vi|v−i ∼ Normal
 1
ni
∑
i∼j
Wijvj,
1
niτv
 ,
where ni =
∑
i∼j Wij is the number of neighbours for grid cell i. The corresponding
precision matrix Q has elements
Qij = τv

∑
i∼kWik i = j,
−Wij i ∼ j,
0 otherwise.
As the precision matrix is not positive definite, the conditional specification
above does not yield a proper joint distribution for v. The density can, however, be
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expressed via a pairwise difference distribution as
π(v|W , τv) ∝ τ (N−1)/2v exp
−τv2 ∑i<j Wij(vi − vj)2

∝ τ (N−1)/2v exp
{
−12v
TQv
}
,
where N denotes the total number of grid cells. The prior for vi|v−i is Normal
with mean 1
ni
∑
i∼j Wijvj and precision parameter τv that determines the strength of
dependence between the parameters vi and vj, and is assigned a gamma distribution
τv ∼ Gamma(av, bv) (Bernardinelli et al., 1995a). The choice of the gamma prior
influences the smoothness of the spatial effect.
Appendix B.2: Second-order intrinsic Gaussian Markov random field on
a lattice
Consider a two-dimensional regular lattice In with n = n1n2 nodes, by restricting
attention to the distribution of the increment
vi+1,j + vi−1,j + vi,j+1 + vi,j−1 − 4vi,j,
we can be sure that the covariance structure is sparse and the interior contains
non-zero elements only in the neighbourhood structure of a second-order IGMRF

◦ ◦ × ◦ ◦
◦ • • • ◦
× • ⊗ • ×
◦ • • • ◦
◦ ◦ × ◦ ◦
 ,
which means that for the grid cell ⊗, the first-order neighbours are shown as • and
× denotes the second-order neighbours.
The density is similar to that of the first-order IGMRF prior,
π(v|W , τv) ∝ τ (N−1)/2v exp
{
−12v
TQv
}
,
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except that the precision matrix Q has a different representation. We refer the
reader to Rue and Held (2005) (chapter 3.4.2) for the technical details to compute
Q.
Using graphical notation, the full conditionals of the nodes in the interior of the
regular grid are as follows
E(vi|v−i, τv) = 120
8
◦ ◦ ◦ ◦ ◦
◦ ◦ • ◦ ◦
◦ • ◦ • ◦
◦ ◦ • ◦ ◦
◦ ◦ ◦ ◦ ◦
− 2
◦ ◦ ◦ ◦ ◦
◦ • ◦ • ◦
◦ ◦ ◦ ◦ ◦
◦ • ◦ • ◦
◦ ◦ ◦ ◦ ◦
− 1
◦ ◦ • ◦ ◦
◦ ◦ ◦ ◦ ◦
• ◦ ◦ ◦ •
◦ ◦ ◦ ◦ ◦
◦ ◦ • ◦ ◦
 ,
Prec(vi|v−i, τv) = 20τv.
The precision τv is unknown. As stated by Rue et al. (2009), the full-conditionals
are constructed to mimic the thin plate spline. Corrections to the boundary can be
found by using the stencils in Terzopoulos (1988). A gamma prior is assigned to the
precision parameter τv and it determines the smoothness of the estimated surface.
Appendix B.3: Gaussian field with Matérn correlation function
The density of a discrete domain Gaussian field with expectation µ and covariance
matrix C can be defined as
p(v) = 1(2π)n/2|C|1/2 exp
(
−12(v − µ)
TC−1(v − µ)
)
.
Consider a discrete representation of a continuous-domain Gaussian field {v(s), s ∈
D},
µ(s) = E(v(s)),
C(s, t) = Cov(v(s),v(t)).
The Matérn family of covariance functions (Matern, 1960) is popular in environ-
mental statistics. The Matérn isotropic correlation function C(s, t) = C(d) on an
infinite lattice with d =
√
||s− t|| is given as (Handcock and Stein, 1993; Minasny
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and McBratney, 2005; Stein, 1999),
C(d) = 12ν−1Γ(ν)
(
d
r
)ν
Kν
(
d
r
)
,
where d is the separation distance, Kν is the modified Bessel function of the second
kind of order ν, Γ(·) is the gamma-function, r is the range or distance parameter
(r > 0) which measures how quickly the correlations decay with distance, and ν is
the smoothness parameter (ν > 0). The latent field has marginal variance 1/τv and
range r. Gamma priors are assigned to both parameters. The Matérn model has
great flexibility in modelling the spatial correlation due to the smoothness parameter
ν. A larger value of ν (ν →∞) implies a smoother spatial process.
Appendix C
Moran’s I test is one of the most popular tests for spatial correlation. It was first
adopted by Moran (1948, 1950) and generalized by Cliff (1969). It is a global measure
of spatial autocorrelation that quantifies the degree to which data are clustered,
dispersed or randomly distributed. We describe a model-based Moran’s I (Zhang
and Lin, 2008) that can be used to test the spatial correlation of aggregated cell
counts in the context of grid level modelling. Given a study region that has n
regions indexed by i. Let Xi be the variable of interest in region i. The Moran’s I
statistic for spatial autocorrelation can be written as,
I =
n∑
i=1
n∑
j=1
wij(Xi − X¯)(Xj − X¯)[
n∑
i=1
n∑
j=1
wij
] [
n∑
i=1
(Xi − X¯)2/n
] ,
where X¯ = ∑ni=1Xi/n, and wij with wii = 0 is the spatial weight between regions
i and j of a spatial weight matrix W . W is commonly defined using the adjacency
of spatial units: wij = 1 if regions i and j are adjacent (neighbours) and wij = 0
otherwise. Values of Moran’s I vary in the range [−1, 1]. The former denotes
clustering where similar values located close to one another, whereas the latter
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denotes dispersion where high values located closest to low values and vice versa. A
value close to 0 indicates a lack of spatial pattern or a random distribution.
A test for spatial correlation that is similar to Moran’s I test is Geary’s C test
(Geary, 1954), which is based on the deviations in responses of each observation
with one another,
I =
(n− 1) n∑
i=1
n∑
j=1
wij(Xi −Xj)2
2
n∑
i=1
n∑
j=1
wij(Xi − X¯)2
.
Values of Geary’s C typically range from 0 to 2. Values lower than 1 indicate
increasing positive spatial autocorrelation, whereas values higher than 1 indicate
increasing negative spatial autocorrelation. Moran’s I is a global measurement and
sensitive to extreme values of X, whereas Geary’s C is more sensitive to differences
in small neighbourhoods. Both statistics generally result in similar conclusions but
Moran’s I is preferred as Cliff and Ord (1975, 1981) have shown that it is consistently
more powerful than Geary’s C in detecting spatial autocorrelation.
Chapter 9
Conclusions and Recommendations
In this research, we have met the thesis aim, presented in Chapter 1.1, to explore,
assess and provide guidance on the suitability of different spatial scales, spatial
smoothness priors and temporal scales in a novel and comprehensive way. Using a
rich class of Bayesian spatial and spatio-temporal models, we have addressed several
interesting and crucial issues that were relevant to the applications of spatial and
spatio-temporal modelling but had often been overlooked by researchers. The overall
contribution of this research was the advancement of knowledge in spatial and spatio-
temporal modelling through the increased understanding of spatial scales, smooth-
ness priors and temporal scales in terms of their methodology and applications.
We are of the belief that this research was of particular significance to researchers
seeking to understand and employ a range of spatial scales, smoothness priors, and
temporal scales in various disciplines. The findings, contribution and significance
for Chapters 3 to 8 (correspond to objectives (1) to (6) respectively) are described
in detail in this chapter.
In application of spatial models, the choice of a spatial model usually depends
on whether it provides a useful framework for answering some particular question
or hypothesis and whether it gives a faithful representation of the variation ob-
served in the given data. The main rationale for using complex spatial models
rather than simple smoothing methods is to better address scientific questions with
these models and obtain more realistic representations of the sampling variation.
We have chosen three Bayesian hierarchical models with different complexity and
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flexibility for analysing point pattern data at the grid level in Chapter 3. The
objective was to investigate the suitability of each model for analysing a wide range
of spatial point patterns. We developed guidelines for choosing a spatial model
and discussed computational issues related to the different models. The three
models included a log Gaussian Cox process (LGCP) model with a Gaussian random
field, a gamma moving average (GMA) model with discrete gamma impulses, and
a Bayesian semiparametric model with adaptive Gaussian Markov random field
(AGMRF). The AGMRF model appeared to be an extension of the LGCP model
where the smoothness parameter was allowed to vary in space.
We have met the objective of Chapter 3 by addressing modelling, computational
and inferential issues and providing a thorough comparison of these modelling ap-
proaches. The complexity and flexibility of the models were reflected in the results
which suggested that the AGMRF model was suitable for spatially sparse point
data, the LGCP model worked reasonably well for spatially dense and clustered
point data, and the GMA model resulted in satisfactory estimation for point data
with small number of points and low intensity. The study confirmed that different
models may be more appropriate for different structures of point patterns due to
their varying complexity and flexibility. Complicated datasets generally required a
spatial prior with greater flexibility. Due to computational constraints, five replicates
were simulated for each structure of the point-based data. We acknowledged that
an increase in the number of replicates in the simulation studies will produce more
reliable results and this may be an area for further research.
The original contribution of Chapter 3 was the simulation of a broad spectrum
of realistic point pattern data using continuous intensity functions on a map of
Queensland. The significance of this research lay in the aided understanding of a
broad class of spatial models that are useful for researchers in various areas with
an interest to model spatial data at the grid level such as epidemiology or disease
mapping, ecology, environmental sciences, geology, and health sciences. The chapter
provided guidance on the selection of spatial models for various structures of point
patterns based on their formulation and properties, as well as their performance in
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intensity estimation.
The novelty of Chapter 4 was the assessment of the sensitivity of a spatial
model to changing spatial scale and various smoothness priors for a range of spatial
structures in a lucid and comprehensive way. We have addressed an interesting and
relevant problem to spatial researchers and demonstrated the importance of using
an optimum spatial scale and smoothness prior. It was noted that the study used
one simulation scenario for each point process structure of interest and therefore we
were reserved about the generality of the conclusions drawn in the chapter. In order
to achieve more general conclusion, a continuum of point process models varying
with respect to different aspects may be considered. Nonetheless, the investigation
in the chapter has stressed and illustrated the importance of using the appropriate
spatial scale and smoothness prior for a particular spatial structure.
The objective of Chapter 4 was to investigate the sensitivity of a spatial lo-
gistic regression model to spatial scales and spatial smoothing for various spatial
structures. Three spatial smoothness priors were considered, namely an intrinsic
Gaussian Markov random field (IGMRF), a second-order random walk on a lattice,
and a Gaussian field with Matérn correlation function. We have met the objective
by demonstrating that different spatial smoothness priors and spatial scales were
appropriate for different spatial structures based on two model selection criteria,
specifically deviance information criterion (DIC) and logarithmic score (LS).
The study has confirmed the need to include a spatially structured component
in the model for spatially sparse and inhomogeneously distributed point patterns
whereas for spatially dense point data, the spatial component may be excluded.
It was acknowledged that the conclusions drawn in the study concerning spatial
scales for various spatial structures were not necessarily general, but we illustrated
the importance of repeating the spatial analyses at multiple spatial scales for a
spatial dataset. It was shown in the study that different spatial smoothness priors
were applicable for different spatial structures, which suggested that the second-
order random walk on a lattice prior was a reasonable choice to smooth spatially
sparse point data regardless of the level of inhomogeneity in the data. The IGMRF
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prior was recommended for spatial smoothing in spatially dense and inhomogeneous
point patterns due to the spatial dependence among first-order neighbours. The
Matérn model was very sensitive to changing spatial scale and had great flexibility
in modelling spatially clustered point data.
Chapter 5 focused on the objective to investigate how changes in grid cell size
affect the outcome of a spatial Poisson model using count data, in particular the
goodness-of-fit at various spatial scales. We provided justification for simulated
data specifications, models being utilized, and the criteria used for assessing model
performance. The simulated point-based data were based on several spatial pat-
terns that resembled realistic health data. Complicated spatial patterns such as
inhomogeneous point patterns and spatially clustered patterns appeared to be more
sensitive towards the changing spatial scales. We provided advice and caution about
using finer grid sizes when analysing point-based data aggregated to grid cells. The
study confirmed the importance of repeating the spatial analyses at multiple spatial
scales in order to determine the best scale to analyse the data.
The chapter was novel in the assessment of the sensitivity of a spatial Poisson
model to the choice of spatial scale. We highlighted issues concerning the modifiable
areal unit problem and provided useful information about varying grid level analysis.
The research was significant to the analysis of health data as the grid level modelling
approach reduced ecological bias.
The original contribution of Chapter 6 was to propose modelling spatial random
effects on a regular lattice with different resolutions and make comparison with the
census region level using a multilevel model for binary response data. Bernoulli
likelihood for the binary outcomes of individual level disease or cancer status was
assumed. In particular, the individual specific data were nested under an irregular
lattice (statistical local areas, or SLAs, for Queensland, Australia) or a regular
lattice of n by n grids (n = 10, 20, 40, 50, and 100 were considered respectively).
The linear predictor (the logit of individual risk) included the fixed parameters for
the covariates at the individual and area levels, spatially varying effects assumed an
intrinsic conditional autoregressive prior, and exchangeable random effects assumed
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independent and identically distributed. The primary objective of the study was to
investigate and compare the posterior estimation of the associated model parameters
under the aforementioned spatial scales. The comparisons were made for spatially
sparse and spatially dense multilevel breast cancer data for Queensland, Australia.
The Bayesian hierarchical modelling and resulting posterior estimation were im-
plemented using integrated nested Laplace approximation. The study found that
finer grid cells performed better than SLAs for spatially sparse data while similar
performance between fine grid cells and SLAs was observed for spatially dense data.
We have addressed a significant issue concerning spatial scale through modelling
realistic disease data in Chapter 6. The availability of the individual and group level
data has offered the opportunity to illustrate selection of spatial scale for the most
appropriate and informative Bayesian multilevel spatial modelling and associated
posterior inference. The research has far-reaching applications in disease mapping
and epidemiology. By researching into spatial scale issues, we illustrated how the
issues could be usefully explored and understood with regard to the impact of the
various spatial scales on (a) the overall goodness-of-fit of the multilevel model and the
resulting model selection using DIC and LS; (b) the resulting posterior estimation
and inference for linear predictor and the model parameters (i.e. the fixed effects,
random effects, and the prior parameters (here variance parameters) of the random
effects); and (c) the identification of spatial/localized disease risks clustering using
image plots.
Selection of the temporal scale is equally crucial in applications of spatio-temporal
modelling. Previous chapters have successfully demonstrated the objective selection
of an adequate spatial scale while the novelty of Chapter 7 was the assessment
of model sensitivity to aggregation of various temporal periods. We have met
the objective by investigating the impact of the choice of temporal scales using
longitudinal breast cancer data in South East Queensland, Australia. In particular,
the temporal scales were 4-year, 3-year, 2-year, 1-year, 9-month or 6-month periods.
The model formulation varied slightly to the multilevel spatial model in Chapter 6
with an inclusion of the temporal effects. Various specifications for the temporal
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effects were considered. The issues of temporal scales were explored and understood
with the aid of several model goodness-of-fit criteria and the comparison of the
posterior estimation of the fixed and random effects. The study has shown that
the model goodness-of-fit and precision of estimation were dependent to the scale of
temporal aggregation, particularly for the non-parametric model formulation. The
parametric time trend however, was less susceptible to the changing scale compared
to the non-parametric time effect.
The significance of this study was the exploration and understanding of a range
of temporal scales to assist the selection of an optimum scale. In applications,
spatio-temporal modelling often utilises spatio-temporal data aggregated to certain
spatio-temporal scales on the basis of convenience, without investigating a range
of possible scales. We have showcased the impact of changing temporal scale on
the model outcomes in an original and detailed way. The model evaluation criteria
outlined in the study can be a guide for epidemiologists with similar interest.
Given the in-depth research performed on spatial scales and smoothness priors
for various spatial patterns showcased in previous chapters, the objective of Chapter
8 was to provide some overall recommendations for spatial modelling based on the
findings. Presuming the availability of point pattern disease data with continuous
coordinate information, to obtain regular lattice data, a discretization strategy was
to overlay the study region with a discrete grid and assign occurrences to the
grid cells. This resulted in regularly-shaped regions (grid cells). Using Bayesian
techniques for spatial smoothing, diseases rates may be stabilized by incorporating
information from neighbouring areas and more robust risk estimates for each area
may be obtained. We have met the objective to describe several spatial smoothness
priors and discuss the contexts in which these priors can be employed based on two
aims for spatial smoothing, i.e., to identify regions with clustering and to model
spatial dependence in the data. We also provided some recommendations on the
choice of spatial scale for various point patterns based on the two aims for spatial
smoothing. In short, the aim of spatial smoothing and the spatial structures of a
point pattern were the primary factors that determine the choice of spatial scales
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and spatial smoothness priors.
The recommendations are as follows: We proposed that if the aim of investigation
was to identify clusters, the first-order IGMRF prior was a reasonable choice as it
allowed for less spatial smoothing compared to two other priors and the preferred
spatial scales were those that showed some degree of clustering in the data. When
the aim was to smooth the spatial surface, either the second-order IGMRF on a
lattice or the Matérn model was recommended, depending on the desired degree of
smoothing. These two priors were ideal for the estimation of the surface of regression
effect as they imposed higher level of smoothing than the first-order IGMRF prior.
With respect to this aim, spatial scales that showed randomness or less clustering
in the data were preferred.
The novelty of this study was the development of the framework for the selection
of spatial scales and smoothness priors for a range of realistic spatial point patterns.
This research was particularly useful in assisting researchers from a non-statistical
background to understand important issues relevant to spatial modelling and to
employ the right spatial scale and smoothness prior for a particular spatial dataset.
As discussed, the spatial smoothness priors employed in this research are GMRF-
based and they lead to sparse covariance matrices which make the computation
tractable and efficient. The GMRF-based priors and models are very flexible and
have applications in a wide range of disciplines. Due to the infinitely differentiable
property of the GMRF, the resulting spatial surface induced by the GMRF is very
smooth. The choice of spatial scale is generally guided by the use of the GMRF.
The GMRF is not suitable for handling sharp changes in the spatial surface as this
will cause an over-smoothing of the surface. However, other random fields such as
the so-called auto-models (Besag, 1974) exist in the literature. These other random
fields could better handle abrupt changes in the correlation structure of the spatial
surface in a way that the GMRF simply cannot. Such non-Gaussian models are
often extremely difficult to fit. Their computational intractability leads to psuedo-
likelihood techniques. Furthermore, designing such MCMC schemes for non-GMRFs
is non-trivial.
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It should be noted that non-Gaussian models are not in the mainstream literature
for disease mapping. Given that the primary interest of this research is in epidemio-
logical data and disease mapping where GMRFs are ubiquitous, the investigation of
the impact of different random fields towards the choice of spatial scales is beyond
the scope of this study. The GMRF is usually the best choice for data in disease
mapping. In addition, GMRFs have proved to be robust even in situations where
the process is non-Gaussian and in the case of discrete data (Haran, 2011; Rue et al.,
2004).
The grid level modelling approach for spatial smoothing has been successfully
applied to model individual disease outcomes in this thesis. A limitation of this
research is the abstraction to the grid level modelling approach for realistic Poisson
disease count data that account for underlying population counts. In practice,
population data are often available at the geo-political scales and thus, obtaining
population data at the grid level remains a definite challenge for data collection.
This motivates future research that could develop spatial and spatio-temporal Pois-
son models capable of incorporating gridded population data in epidemiological
applications.
We note that that despite the sophistication in modern spatial modelling of
disease, there remains the difficulty of identifying the background population. This
problem persists due to inaccurate information about the underlying population
sizes and how this changes over the space (Tatem et al., 2012). Typically, census
regions are too coarse to capture such population information and grid-based tech-
niques are an obvious solution to capture the detail at finer scales. For instance,
Linard and Tatem (2012) detail that spatial interpolation can be a useful tool to
represent census population data as gridded population data, where if follows that
the user has the control to set boundaries of interest as opposed to what could be
restrictive census boundaries. Furthermore, Fischer et al. (2008) and Kalipeni and
Zulu (2012) use gridded population data to study infectious diseases using spatio-
temporal models. See Linard and Tatem (2012) and Tatem et al. (2012) for more
detailed documentation on the use of gridded population data.
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In the context of Queensland, instead of using population data available at
the SLAs level, mesh block population data are also a possibility. A mesh block
(Australian Bureau of Statistics, 2010) is the smallest geographical unit in Australian
census data, typically covering 30 − 60 dwellings in residential zones. Queensland
consists of 60, 758 spatial mesh blocks as opposed to 478 SLAs. These mesh block
population data have been used by Naish et al. (2013) to compute the incidence
rates of a common mosquito-borne disease in Queensland. At present, mesh block
population data are not widely used in Queensland yet but as this research has found
that smaller geographical units are generally better in capturing disease rates, we
expect their use to be more prevalent in future research.
Two other avenues for investigation, beyond the scope of this research, would be
the consideration of distributions other than Poisson, such as zero-inflated analogues
or negative binomial distributions to allow for small counts, and the suitability of
various temporal smoothness priors for different structures of spatio-temporal data.
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