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Large time behavior of solutions of the heat equation
with inverse square potential
Kazuhiro Ishige and Asato Mukai
Abstract
Let L := −∆+ V be a nonnegative Schro¨dinger operator on L2(RN ), where N ≥ 2
and V is a radially symmetric inverse square potential. In this paper we assume either L is
subcritical or null-critical and we establish a method for obtaining the precise description
of the large time behavior of e−tLϕ, where ϕ ∈ L2(RN , e|x|2/4 dx).
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1 Introduction
Let L := −∆+ V be a nonnegative Schro¨dinger operator on L2(RN ), where N ≥ 2 and V is
a radially symmetric inverse square potential, that is
V (r) = λ1r
−2 + o(r−2+θ) as r → 0,
V (r) = λ2r
−2 + o(r−2−θ) as r →∞,
for some λ1, λ2 ∈ [λ∗,∞) with λ∗ := −(N −2)2/4 and θ > 0. We are interested in the precise
description of the large time behavior of u = e−tLϕ, which is a solution of{
∂tu−∆u+ V (|x|)u = 0, x ∈ RN , t > 0,
u(x, 0) = ϕ(x), x ∈ RN . (1.1)
Nonnegative Schro¨dinger operators and their heat semigroups appear in various fields and
have been studied intensively by many authors since the pioneering work due to Simon [33]
(see e.g., [1], [2], [4], [6], [9], [10], [13]–[18], [20]–[23], [25], [26], [28]–[36] and references therein).
See also the monographs of Davies [5], Grigor’yan [7] and Ouhabaz [27]. The inverse square
potential is a typical one appearing in the study of the Schro¨dinger operators and it arises
in the linearized analysis for nonlinear diffusion equations and in the asymptotic analysis for
diffusion equations.
Throughout this paper we assume the following condition on the potential V :
(V )


(i) V = V (r) ∈ C1((0,∞));
(ii) lim
r→0
r−θ
∣∣r2V (r)− λ1∣∣ = 0, lim
r→∞ r
θ
∣∣r2V (r)− λ2∣∣ = 0,
for some λ1, λ2 ∈ [λ∗,∞) with λ∗ := −(N − 2)2/4 and θ > 0;
(iii) sup
r≥1
∣∣r3V ′(r)∣∣ <∞.
We say that L := −∆+ V (|x|) is nonnegative on L2(RN ) if∫
RN
[|∇φ|2 + V (|x|)φ2] dx ≥ 0, φ ∈ C∞0 (RN \ {0}).
When L is nonnegative, we say that
• L is subcritical if, for any W ∈ C0(RN ), L− ǫW is nonnegative for all sufficiently small
ǫ > 0:
• L is critical if L is not subcritical.
On the other hand, L is said to be supercritical if L is not nonnegative.
Consider the ordinary differential equation
U ′′ +
N − 1
r
U ′ − V (r)U = 0 in (0,∞) (O)
2
under condition (V). Equation (O) has two linearly independent solutions U (a regular solu-
tion) and U˜ (a singular solution) such that
U(r) ∼ rA
+(λ1), U˜(r) ∼
{
rA
−(λ1) if λ1 > λ∗,
r−
N−2
2 | log r| if λ1 = λ∗,
(1.2)
as r → +0, where
A±(λ) :=
−(N − 2)±
√
(N − 2)2 + 4λ
2
for λ ≥ λ∗. (1.3)
In particular, U ∈ L2loc(RN ). Assume that L is nonnegative on L2(RN ). Then it follows from
[18, Theorem 1.1] that U is positive in (0,∞) and
U(r) ∼ c∗v(r) as r →∞ (1.4)
for some positive constant c∗, where
v(r) :=


rA
+(λ2) if L is subcritical and λ2 > λ∗,
r−
N−2
2 log r if L is subcritical and λ2 = λ∗,
rA
−(λ2) if L is critical.
(1.5)
(See also [26] for the case λ1 = 0.) We often call U a positive harmonic function for the
operator L. When L is critical, following [31], we say that L is positive-critical if U ∈ L2(RN )
and that L is null-critical if U 6∈ L2(RN ). Generally, the behavior of the fundamental solution
p = p(x, y, t) corresponding to e−tL can be classified by whether L is either subcritical, null-
critical or positive-critical. Indeed, in the case of λ1 = 0, by [31, Theorem 1.2] we have:
(L1) If L is subcritical, then
∫ ∞
0
p(x, y, t) dt <∞ for x, y ∈ RN with x 6= y;
(L2) If L is null-critical, that is A−(λ2) ≥ −N/2, then∫ ∞
0
p(x, y, t) dt =∞, lim
T→∞
1
T
∫ T
0
p(x, y, t) dt = 0,
for x, y ∈ RN with x 6= y;
(L3) If L is positive-critical, that is A−(λ2) < −N/2, then
lim
t→∞ p(x, y, t) =
U(|x|)U(|y|)
‖U‖2
L2(RN )
, x, y ∈ RN .
See Corollary 1.1 for (L1) and (L2) in the case of λ1 6= 0.
On the other hand, under condition (V ), the first author of this paper with Kabeya
and Ouhabaz recently studied in [18] the Gaussian estimate of the fundamental solution
p = p(x, y, t) in the subcritical case and in the critical case with A−(λ2) > −N/2. They
proved that
0 < p(x, y, t) ≤ C t−N2 U(min{|x|,
√
t})U(min{|y|,√t})
U(
√
t)2
exp
(
−|x− y|
2
Ct
)
(1.6)
3
holds for all x, y ∈ RN and t > 0, where C is a positive constant (see [18, Theorem 1.3]).
For related results, see e.g., [1], [4], [8], [20], [21], [22], [23], [35], [36] and references therein.
The precise description of the large time behavior of e−tLϕ with ϕ ∈ L2(RN , e|x|2/4 dx) has
been studied in a series of papers [13]–[16] only in the subcritical case with some additional
restrictions such as V ∈ C1([0,∞)), λ2 > λ∗ and the sign of the potential. See also [17].
The purpose of this paper is to establish a method for obtaining the precise description
of the large time behavior of e−tLϕ with ϕ ∈ L2(RN , e|x|2/4 dx) in the subcritical case and in
the null-critical case with A−(λ2) > −N/2, under condition (V). In particular, we show that
the solution u of (1.1) behaves as a suitable multiple of

vreg(x, t) if L is subcritical and λ > λ∗,
(log t)−1vreg(x, t) if L is subcritical and λ = λ∗,
vsing(x, t) if L is critical and A
−(λ2) > −N/2,
as t → ∞ on all parabolic cones {x ∈ RN : R−1t1/2 ≤ |x| ≤ Rt1/2} with R > 1. (See
Theorem 1.4.) Here
vreg(x, t) := t
−N+2A+(λ2)
2 |x|A+(λ2) exp
(
−|x|
2
4t
)
,
vsing(x, t) := t
−N+2A
−(λ2)
2 |x|A−(λ2) exp
(
−|x|
2
4t
)
,
which are self-similar solutions of
∂tv = ∆v − λ2|x|−2v in [RN \ {0}] × (0,∞).
However, due to the fact that vsing(t) 6∈ H1(RN ) for any t > 0, the arguments in [13]–[16]
are not applicable to the critical case. In this paper we study the large time behavior of the
function |x|−Ae−tLϕ, instead of e−tLϕ, with
A := A+(λ2) if L is subcritical, A := A
−(λ2) if L is critical, (1.7)
and overcome the difficulty arising from the fact that vsing(t) 6∈ H1(RN ). As far as we know,
this paper is the first one treating the precise large time behavior of e−tLϕ in the critical
case.
1.1 Radial solutions
In this subsection we focus on radially symmetric solutions of (1.1). Divide the operator L
into the following three cases:
(S) : L is subcritical and λ > λ∗; (S∗) : L is subcritical and λ = λ∗;
(C) : L is critical and A−(λ2) > −N/2.
Set
d := N + 2A, ρd(ξ) := ξ
d−1e
ξ2
4 , ψd(ξ) := cde
− ξ2
4 . (1.8)
Here cd is a positive constant such that ‖ψd‖L2(R+, ρd dξ) = 1, that is cd = [2d−1Γ(d/2)]−1/2,
where R+ := (0,∞) and Γ is the Gamma function.
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Let ϕ be radially symmetric and ϕ ∈ L2(RN , e|x|2/4 dx). Then e−tLϕ is radially symmetric
with respect to x and set
u(|x|, t) = [e−tLϕ] (x), v(|x|, t) := |x|−Au(|x|, t), x ∈ RN , t > 0.
Then v satisfies the Cauchy problem for a d-dimensional parabolic equation
 ∂tv =
1
rd−1
∂r
(
rd−1∂rv
)
− Vλ2(r)v, r ∈ (0,∞), t > 0,
v(r, 0) = r−Aϕ(r), r ∈ (0,∞),
where Vλ2(r) := V (r)− λ2r−2.
In the first and the second theorems we obtain the precise description of the large time
behavior of the radially symmetric solutions of (1.1) in either (S) or (C).
Theorem 1.1 Let N ≥ 2 and assume condition (V ). Let L satisfy either (S) or (C). Let
u = u(|x|, t) be a radially symmetric solution of (1.1) such that ϕ ∈ L2(RN , e|x|2/4 dx). Define
w = w(ξ, s) by
w(ξ, s) := (1 + t)
d
2 r−Au(r, t) with ξ = (1 + t)−
1
2 r ≥ 0, s = log(1 + t) ≥ 0. (1.9)
Then there exists a positive constant C such that
sup
s>0
‖w(s)‖L2(R+,ρd dξ) ≤ C‖w(0)‖L2(R+,ρd dξ).
Furthermore,
lim
s→∞w(ξ, s) = m(ϕ)ψd(ξ) in L
2(R+, ρd dξ) ∩ C2(K) (1.10)
for any compact set K in RN \ {0}, where
m(ϕ) :=
cd
c∗
∫ ∞
0
ϕ(r)U(r)rN−1 dr. (1.11)
In particular, if m(ϕ) = 0, then
‖w(s)‖L2(R+,ρd dξ) + ‖w(s)‖C2(K) = O(e−s) as s→∞. (1.12)
Theorem 1.2 Assume the same conditions as in Theorem 1.1. Set u∗(r, t) := u(r, t)/U(r).
(a) For any j ∈ {0, 1, 2 . . . }, ∂jt u∗ ∈ C([0,∞) × (0,∞)).
(b) lim
t→∞ t
d
2u∗(0, t) =
cd
c∗
m(ϕ) and lim
t→∞ t
d
2
+1(∂tu∗)(0, t) = −dcd
2c∗
m(ϕ).
(c) Let T > 0 and ǫ be a sufficiently small positive constant. Define
Gd(r, t) := u∗(r, t)− [u∗(0, t) + (∂tu∗)(0, t)Fd(r)] for r ∈ [0,∞), t > 0, (1.13)
with
Ud(s) := r
−AU(r), Fd(r) :=
∫ r
0
s1−d[Ud(s)]−2
(∫ s
0
τd−1Ud(τ)2 dτ
)
ds.
5
Then there exists a positive constant C such that
|(∂ℓrGd)(r, t)| ≤ Ct−
d
2
−2r4−ℓ‖ϕ‖
L2(RN ,e|x|
2/4 dx)
(1.14)
for ℓ ∈ {0, 1, 2}, 0 ≤ r ≤ ǫ(1 + t) 12 and t ≥ T .
In case (S∗) we have:
Theorem 1.3 Let N ≥ 2 and assume condition (V ). Let L satisfy (S∗). Let u = u(|x|, t) be
a radially symmetric solution of (1.1) such that ϕ ∈ L2(RN , e|x|2/4 dx).
(i) Let w be as in Theorem 1.1 and K a compact set in RN \ {0}. Then there exists a
positive constant C1 such that
sup
s>0
(1 + s)‖w(s)‖L2(R+,ρ2 dξ) ≤ C1‖w(0)‖L2(R+,ρ2 dξ).
Furthermore,
lim
s→∞ sw(ξ, s) = 2m(ϕ)ψ2(ξ) in L
2(R+, ρ2 dξ) ∩ C2(K),
where m(ϕ) is as in (1.11).
(ii) Let u∗, U2, F2 and G2 be as in Theorem 1.2 with d = 2. Then
∂jt u∗ ∈ C([0,∞) × (0,∞)) for j ∈ {0, 1, 2, . . . },
lim
t→∞ t(log t)
2u∗(0, t) = 2
√
2c−1∗ m(ϕ),
lim
t→∞ t
2(log t)2(∂tu∗)(0, t) = −2
√
2c−1∗ m(ϕ).
Furthermore, for any T > 0 and any sufficiently small ǫ > 0, there exists a positive
constant C2 such that
|(∂ℓrG2)(r, t)| ≤ C2t−3[log(2 + t)]−2r4−ℓ‖ϕ‖L2(RN ,e|x|2/4 dx) (1.15)
for ℓ ∈ {0, 1, 2}, 0 ≤ r ≤ ǫ(1 + t) 12 and t ≥ T .
The function w defined by (1.9) satisfies
∂sw + Ldw + V˜ (ξ, s)w = 0 for ξ ∈ [0,∞), s > 0, (1.16)
where
Ldw := − 1
ρd(ξ)
∂ξ(ρd(ξ)∂ξw)− d
2
w, V˜ (ξ, s) := esVλ2(e
s
2 ξ).
For the proof of Theorems 1.1–1.3, we regard the operator Ld as a d-dimensional elliptic
operator with 

d > 2 in the case of (S),
d = 2 in the case of λ2 = λ∗,
0 < d < 2 in the case of (C) with λ2 > λ∗,
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and study the large time behavior of w = w(ξ, s) by developing the arguments in a series of
papers [11]–[16]. The function ψd defined by (1.8) is the first eigenfunction of the eigenvalue
problem
Ldφ = µφ in R+, φ ∈ H1(R+, ρd(ξ) dξ) (E)
and the corresponding eigenvalue is 0 (see Lemma 2.5). We show that w behaves like a
suitable multiple of ψd as s→∞. Furthermore, combining the radially symmetry of u with
the behavior of w, we prove Theorems 1.1–1.3.
The eigenfunction ψd corresponds to vreg in the subcritical case and vsing in the null-critical
case, respectively. In the null-critical case, vreg is transformed by (1.9) into
e−
A+(λ2)−A
−(λ2)
2
sψ˜d with ψ˜d := ξ
A+(λ2)−A−(λ2)e−
ξ2
4 .
Here ψ˜d is the first eigenfunction of the eigenvalue problem
Ldφ = µφ in R+, φ ∈ H10 (R+, ρd(ξ) dξ)
and the corresponding eigenvalue is [A+(λ2) − A−(λ2)]/2 > 0. In the null-critical case with
λ2 > λ∗, we see that 0 < d < 2 and H10 (R+, ρd(ξ) dξ) 6= H1(R+, ρd(ξ) dξ). This justifies that
the operator Ld has two positive eigenfunctions ψd and ψ˜d.
1.2 Nonradial solutions
We discuss the large time behavior of solutions of (1.1) without the radially symmetry of the
solutions.
Let ∆SN−1 be the Laplace-Beltrami operator on S
N−1. Let {ωk}∞k=0 be the eigenvalues of
−∆SN−1Q = ωQ on SN−1, Q ∈ L2(SN−1).
Then ωk = k(N + k − 2) for k = 0, 1, 2, . . . . Let {Qk,i}ℓki=1 and ℓk be the orthonormal
system and the dimension of the eigenspace corresponding to ωk, respectively. Then, for any
ϕ ∈ L2(RN , e|x|2/4 dx), we can find radially symmetric functions {φk,i} ⊂ L2(RN , e|x|2/4 dx)
such that
ϕ =
∞∑
k=0
ℓk∑
i=1
ϕk,i in L2(RN , e|x|
2/4 dx), ϕk,i(x) := φk,i(|x|)Qk,i
(
x
|x|
)
(see [12] and [13]). Define Lk := −∆+ Vk(|x|) and Vk(r) := V (r) + ωkr−2. Then[
e−tLϕk,i
]
(x) =
[
e−tLkφk,i
]
(x)Qk,i
(
x
|x|
)
,
[
e−tLϕ
]
(x) =
∞∑
k=0
ℓk∑
i=1
[
e−tLkφk,i
]
(x)Qk,i
(
x
|x|
)
in L2(RN ) ∩ L∞(RN ) for any t > 0.
(1.17)
Therefore the behavior of e−tLϕ is described by a series of the radially symmetric solutions
e−tLkφk,i. Furthermore, Vk satisfies condition (V) with λ1 and λ2 replaced by λ1 + ωk and
λ2+ωk, respectively. In particular, Lk is subcritical if k ≥ 1. Therefore, applying our results
in Section 1.1, we can obtain the precise description of the large time behavior of e−tLϕ.
As an application of the above argument, we obtain the following result.
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Theorem 1.4 Let N ≥ 2 and ϕ ∈ L2(RN , e|x|2/4 dx). Assume condition (V ). Let
M(ϕ) :=
1
c∗κ
∫
RN
ϕ(x)U(|x|) dx, κ := 2N+2AπN2 Γ
(
N + 2A
2
)/
Γ
(
N
2
)
.
(a) In cases (S) and (C),
lim
t→∞ t
N+A
2 [e−tLϕ](t
1
2 y) =M(ϕ)|y|Ae− |y|
2
4
in L2(RN , e|y|2/4 dy) and in L∞(K) for any compact set K ⊂ RN \ {0}. Furthermore,
lim
t→∞ t
N+2A
2
[e−tLϕ](x)
U(|x|) = c
−1
∗ M(ϕ)
uniformly on B(0, R) for any R > 0.
(b) In case (S∗),
lim
t→∞ t
N+A
2 (log t) [e−tLϕ](t
1
2 y) = 2M(ϕ)|y|Ae− |y|
2
4
in L2(RN , e|y|2/4 dy) and in L∞(K) for any compact set K ⊂ RN \ {0}. Furthermore,
lim
t→∞ t
N+2A
2 (log t)2
[e−tLϕ](x)
U(|x|) = 4c
−1
∗ M(ϕ)
uniformly on B(0, R) for any R > 0.
As a corollary of Theorem 1.4, we have:
Corollary 1.1 Let N ≥ 2 and assume condition (V). Let x, y ∈ RN . Then
lim
t→∞ t
N+2A
2
p(x, y, t)
U(|x|)U(|y|) = (c
2
∗κ)
−1 in cases (S) and (C),
lim
t→∞ t(log t)
2 p(x, y, t)
U(|x|)U(|y|) = 4(c
2
∗κ)
−1 in case (S∗).
Corollary 1.1 implies the same conclusion as in (L1) and (L2). For related results, see e.g.,
[2], [21], [25], [29] and [31].
The above argument also enables us to obtain the higher order asymptotic expansions of
e−tLϕ. Furthermore, similarly to [11]–[16], it is useful for the study the large time behavior
of the hot spots of e−tLϕ. See a forthcoming paper.
The rest of this paper is organized as follows. In Section 2 we formulate the definition
of the solution of (1.1) and prove some preliminary lemmas. In Section 3 we obtain a priori
estimates of radially symmetric solutions of (1.1) by using the comparison principle. In
Section 4 we obtain the precise description of the large time behavior of radially symmetric
solutions of (1.1) and complete the proofs of Theorems 1.1–1.3. In Section 5, by the argument
in Section 1.2 we apply Theorems 1.1–1.3 to prove Theorem 1.4 and Corollary 1.1.
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2 Preliminaries
We formulate the definition of the solution of (1.1) and obtain some properties related to the
operator L. For positive functions f and g defined in (0, R) for some R > 0, we write
f(r) ∼ g(r) as r → 0 if lim
r→0
f(r)
g(r)
= 1.
Similarly, for positive functions f and g defined in (R,∞) for some R > 0, we write
f(r) ∼ g(r) as r→∞ if lim
r→∞
f(r)
g(r)
= 1.
By the letter C we denote generic positive constants and they may have different values also
within the same line.
2.1 Definition of the solution
Assume condition (V ) and let L := −∆+ V be nonnegative. In this subsection we consider
the Cauchy problem {
∂tu∗ + L∗u∗ = 0 in RN × (0,∞),
u∗(x, 0) = ϕ∗(x) in RN ,
(P)
where
L∗u∗ := −1
ν
div (ν∇u∗), ν := U2 ∈ L1loc(RN ), ϕ∗ ∈ L2(RN , ν dx).
Definition 2.1 Let ϕ∗ ∈ L2(RN , ν dx). We say that u∗ is a solution of (P ) if
u∗ ∈ C([0,∞) : L2(RN , ν dx)) ∩ L2((0,∞) : H1(RN , ν dx)),∫ ∞
0
∫
RN
[−u∗∂th+∇u∗∇h] ν dx = 0 for any h ∈ C∞0 (RN × (0,∞)),
lim
t→+0
‖u∗(t)− ϕ∗‖L2(RN , ν dx) = 0.
Problem (P) possesses a unique solution u∗ such that
‖u∗(t)‖L2(RN , ν dx) ≤ ‖ϕ∗‖L2(RN , ν dx), t > 0,
and we often denote by e−tL∗ϕ∗ the unique solution u∗. Since U ∈ C2(RN \ {0}) and U > 0
in RN \ {0}, applying the parabolic regularity theorems (see e.g., [19, Chapter IV]) to (P),
we see that
∂jt u∗ ∈ C2,1([RN \ {0}] × (0,∞)), j = 0, 1, 2, . . . . (2.1)
Lemma 2.1 Assume condition (V ) and that L is nonnegative. Let ϕ∗ ∈ L2(RN , ν dx) and
u∗ := e−tL∗ϕ∗.
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(i) For any j ∈ {1, 2, . . . }, there exists C > 0 such that
‖(∂jt u∗)(t)‖L2(RN , ν dx) ≤ Ct−j‖ϕ∗‖L2(RN , ν dx), t > 0.
(ii) If ϕ∗ ∈ L2(RN , e|x|2/4ν dx), then
sup
t>0
‖u∗(t)‖L2(RN ,e|x|2/4(1+t)ν dx) ≤ ‖ϕ∗‖L2(RN ,e|x|2/4ν dx).
Proof. Assertion (i) follows from the same argument as in the proof of [12, Lemma 2.1]. We
prove assertion (ii). It follows that∫ t
0
∫
RN
(∂tu∗)u∗e
|x|2
4(1+τ) ν dx dτ
=
1
2
∫
RN
u∗(x, τ)2e
|x|2
4(1+τ) ν dx
∣∣∣∣
τ=t
τ=0
+
1
8
∫ t
0
∫
RN
u2∗
|x|2
(1 + τ)2
e
|x|2
4(1+τ) ν dx dτ
and ∫ t
0
∫
RN
∇u∗∇
[
u∗e
|x|2
4(1+τ)
]
ν dx dτ
=
∫ t
0
∫
RN
|∇u∗|2e
|x|2
4(1+τ) ν dx dτ +
∫ t
0
∫
RN
u∗∇u∗
[
x
2(1 + τ)
]
e
|x|2
4(1+τ) ν dx dτ
≥ −1
8
∫ t
0
∫
RN
u2∗
|x|2
(1 + τ)2
e
|x|2
4(1+τ) ν dx dτ.
Then, by (P) we have ∫
RN
u∗(x, t)2e
|x|2
4(1+τ) ν dx ≤
∫
RN
ϕ∗(x)2e
|x|2
4 ν dx
for t > 0. Thus assertion (ii) follows. (The proof of assertion (ii) is somewhat formal, however
it is justified by use of approximate solutions.) ✷
Furthermore, we have:
Lemma 2.2 Assume condition (V) and that L is nonnegative. Let u∗ be a radially symmetric
solution of (P). Then ∂jt u∗ is continuous in R
N × (0,∞), where j ∈ {0, 1, 2, . . . }.
Proof. Let j ∈ {0, 1, 2, . . . } and set vj = ∂jt u∗. By (2.1) it suffices to prove the continuity of
vj at (0, t) ∈ RN × (0,∞). Since vj is radially symmetric, vj satisfies
∂tvj =
1
rN−1ν(r)
∂r(r
N−1ν(r)∂rvj)
=
1
rN+k−1r−kν(r)
∂r(r
N+k−1r−kν(r)∂rvj), r > 0, t > 0,
(2.2)
for any k ∈ R. Since A+(λ1) > −N/2, we can find k ∈ {1, 2, . . . } such that
−N − k < 2A+(λ1)− k < N + k. (2.3)
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Set v˜j(x, t) := vj(|x|, t) and ν˜(x) := |x|−kν(|x|) for x ∈ RN+k and t > 0. By Definition 2.1,
Lemma 2.1 (i) and (2.2) we see that v˜j satisfies
∂tv˜j =
1
ν˜
divN+k (ν˜∇N+kv˜j) in RN+k × (0,∞),
‖v˜j(t)‖L2(RN+k, ν˜ dx) = ‖vj(t)‖L2(RN , ν dx) ≤ Ct−j‖ϕ∗‖L2(RN , ν dx).
Furthermore, it follows from (1.2) that ν˜(x) ∼ |x|2A+(λ1)−k as |x| → 0. This together with
(2.3) implies that ν˜ is an A2 weight in a neighborhood of 0 ∈ RN+k. By Lemma 2.1 (i),
applying the regularity theorems for parabolic equations with A2 weight (see e.g., [3] and
[11]), we see that v˜j is continuous at (0, t) ∈ RN+k × (0,∞). This means that ∂jt u∗ is
continuous at (0, t) ∈ RN × (0,∞). Thus Lemma 2.2 follows. ✷
We formulate the definition of the solution of (1.1). See also [22] and [23].
Definition 2.2 Let u be a measurable function in RN × (0,∞) and ϕ ∈ L2(RN ). Define
u∗(x, t) :=
u(x, t)
U(|x|) , ϕ∗(x) :=
ϕ(x)
U(|x|) .
Then we say that u is a solution of (1.1) if u∗ is a solution of (P).
In the case where λ1, λ2 > λ∗, we can deduce from (1.2) and (1.3) that U ∈ H1(RN ) and
that a solution u of (1.1) satisfies
u ∈ C([0,∞) : L2(RN )) ∩ L2((0,∞) : H1(RN )).
We remark that ϕ ∈ L2(RN ) if and only if ϕ∗ ∈ L2(RN , ν dx). Furthermore, by (1.6) we
have the following lemma (see also [9, Theorem 1.2] and [10, Theorem 1.1]).
Lemma 2.3 Let u be a solution of (1.1) under condition (V). Assume either L is subcritical
or L is critical with A−(λ2) > −N/2. Then, for any T > 0, there exists C > 0 such that
|u(x, t)|
U(min{|x|,√t}) ≤ Ct
−N
4 U(
√
t)−1‖ϕ‖L2(RN ), x ∈ RN , t ≥ T. (2.4)
Proof. It follows from (1.6) that
|u(x, t)|
U(min{|x|,√t}) ≤
1
U(min{|x|,√t})
(∫
{|y|≤√t}
+
∫
{|y|>√t}
)
p(x, y, t)|ϕ(y)| dy
≤ Ct−N2 U(
√
t)−2
∫
{|y|≤√t}
|ϕ(y)|U(|y|) dy + Ct−N2 U(
√
t)−1
∫
{|y|>√t}
e−
|x−y|2
Ct |ϕ(y)| dy
≤ Ct−N2 U(
√
t)−2‖U‖L2({|y|≤√t})‖ϕ‖L2(RN ) + Ct−
N
4 U(
√
t)−1‖ϕ‖L2(RN )
for x ∈ RN and t > 0. On the other hand, by (1.4) and (1.5) we have
‖U‖L2({|y|≤√t}) ≤ Ct
N
4 U(
√
t)
for t ≥ T (see also (3.7)). These imply (2.4) and Lemma 2.3 follows. ✷
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2.2 Preliminary lemmas
We prove a lemma on the decay of U ′ as r →∞.
Lemma 2.4 Let N ≥ 2. Assume condition (V) and that L = −∆ + V (|x|) is nonnegative.
Let U and v be as in (1.2) and (1.5), respectively. In cases (S) and (C) there exists δ > 0
such that
[v(r)−1U(r)]′ = O(r−1−δ) as r →∞. (2.5)
Proof. Let Vλ2(r) := V (r)− λ2r−2. Set
v+(r) :=
{
r−
N−2
2 log r if L is subcritical and λ = λ∗,
rA
+(λ2) otherwise,
v−(r) := rA
−(λ2).
It follows from (1.4) and (V) (ii) that
τN−1v−(τ)Vλ2(τ)U(τ) = O(τ
N−3−θ+A−(λ2)v(τ))
=


O(τ−1−θ) if L is subcritical and λ2 > λ∗,
O(τ−1−θ−
√
Q) if L is critical and λ2 > λ∗,
O(τ−1−θ) if L is critical and λ2 = λ∗,
(2.6)
as τ →∞, where Q = (N − 2)2 + 4λ2. Then the function
G(r) := v−(r)
∫ r
1
s1−N [v−(s)]−2
(∫ ∞
s
τN−1v−(τ)Vλ2(τ)U(τ) dτ
)
ds
can be defined for any r > 0 and satisfies
G′′(r) +
N − 1
r
G′(r)− λ2r−2G(r) = Vλ2(r)U(r) in (0,∞),
G(r) = o(v+(r)) as r →∞. (2.7)
Since
U ′′(r) +
N − 1
r
U ′(r)− λ2r−2U(r) = Vλ2(r)U(r) in (0,∞),
the function v˜(r) := U(r)−G(r) satisfies
v˜′′(r) +
N − 1
r
v˜′(r)− λ2r−2v˜(r) = 0 in (0,∞). (2.8)
On the other hand, v± satisfy (2.8) and are linearly independent. Therefore, applying the
standard theory for ordinary differential equations, we can find a, b ∈ R such that v˜(r) =
av+(r) + bv−(r) in (0,∞), that is
U(r) = av+(r) + bv−(r) +G(r) in (0,∞). (2.9)
Assume that L is subcritical. By (1.4), (2.7) and (2.9) we have
v(r)−1U(r)
= c∗ + r−
√
Q
[
b+
∫ r
1
s1−N [v−(s)]−2
(∫ ∞
s
τN−1v−(τ)Vλ2(τ)U(τ) dτ
)
ds
]
.
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Since Q = (N − 2)2 + 4λ2 > 0, by (2.6) we can find δ′ > 0 such that[
v(r)−1U(r)
]′
= −
√
Qr−
√
Q−1
[
b+
∫ r
1
s1−N [v−(s)]−2
(∫ ∞
s
τN−1v−(τ)Vλ2(τ)U(τ) dτ
)
ds
]
+ r−
√
Qr1−N [v−(r)]−2
∫ ∞
r
τN−1v−(τ)Vλ2(τ)U(τ) dτ
= O(r−1−δ
′
) as r →∞.
This implies (2.5) in the subcritical case.
Next we assume that L is critical. By (1.4) and (2.7) we see that a = 0 and
v(r)−1U(r) = b+
∫ r
1
s1−N [v−(s)]−2
(∫ ∞
s
τN−1v−(τ)Vλ2(τ)U(τ) dτ
)
ds.
This together with (2.6) implies that
[
v(r)−1U(r)
]′
= r1−N [v−(r)]−2
(∫ ∞
r
τN−1v−(τ)Vλ2(τ)U(τ) dτ
)
ds = O(r−1−θ)
as r →∞, and (2.5) holds with δ = θ. Thus Lemma 2.4 follows. ✷
At the end of this section we state the following lemma on eigenvalue problem (E).
Lemma 2.5 Let {µi}∞i=0 be the eigenvalues of (E) such that µ0 ≤ µ1 ≤ µ2 ≤ . . . . Then,
for any i ∈ {0, 1, 2, . . . }, µi = i and µi is simple. Furthermore, ψd given in (1.8) is the first
eigenfunction of (E).
Proof. We leave the proof to the reader since it is proved by the same argument as in [24,
Lemma 2.1]. ✷
3 A priori estimates of radial solutions
Let T > 0 and ǫ > 0. Define
Dǫ(T ) :=
{
(x, t) ∈ RN × (T,∞) : |x| < ǫt 12
}
.
In this section we prove the following proposition.
Proposition 3.1 Assume condition (V ). Let L satisfy either (S), (S∗) or (C). Let u∗ =
u∗(|x|, t) be a radially symmetric solution of (P) such that ‖ϕ∗‖L2(RN , ν dx) = 1. Assume that
sup
t>0
tD[log(2 + t)]D
′‖u∗(t)‖L2(RN , ν dx) <∞ for some D ≥ 0 and D′ ≥ 0. (3.1)
Let j ∈ {0, 1, 2, . . . }. Then the following holds for any T > 0 and any sufficiently small ǫ > 0.
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(i) There exists C1 > 0 such that
|(∂jt u∗)(|x|, t)| ≤ C1ΓD,D′,j(t)
for (x, t) ∈ Dǫ(T ), where
ΓD,D′,j(t) :=


t−D−
d
4
−j [log(2 + t)]−D′ in the case of (S),
t−D−
d
4
−j [log(2 + t)]−D′−1 in the case of (S∗),
t−D−
d
4
−j [log(2 + t)]−D
′
in the case of (C).
(3.2)
(ii) Let
F jN (r, t) :=
∫ r
0
s1−N [ν(s)]−1
(∫ s
0
τN−1ν(τ)(∂j+1t u∗)(τ, t) dτ
)
ds.
Then
(∂jt u∗)(|x|, t) = (∂jt u∗)(0, t) + F jN (|x|, t) in RN × (0,∞).
Furthermore, there exists C2 > 0 such that
|F jN (|x|, t)| ≤ C2ΓD,D′,j+1(t)|x|2, |(∂rF jN )(|x|, t)| ≤ CΓD,D′,j+1(t)|x|,
for (x, t) ∈ Dǫ(T ).
For the proof, we construct supersolutions of problem (P) in Dǫ(T ).
Lemma 3.1 Assume condition (V ). Let γ1 ≥ 0 and γ2 ≥ 0. Set
ζ(t) := t−γ1 [log(2 + t)]−γ2 .
Then, for any T > 0 and any sufficiently small ǫ > 0, there exists a function W∗ = W∗(x, t)
such that
∂tW∗ + L∗W∗ ≥ 0 in RN × (0,∞), (3.3)
ζ(t) ≤W∗(x, t) ≤ 2ζ(t) in Dǫ(T ). (3.4)
Proof. Let T > 0 and ǫ > 0. Let κ be a positive constant such that
|ζ ′(t)| ≤ κt−1ζ(t), t > 0. (3.5)
Let
F (x) :=
∫ |x|
0
s1−N [ν(s)]−1
(∫ s
0
τN−1ν(τ) dτ
)
ds,
which satisfies −L∗F = 1 in RN . Set
W∗(x, t) := 2ζ(t)
[
1− κt−1F (x)] . (3.6)
Since ζ is monotone decreasing, by (3.5) we have
∂tW∗ + L∗W∗
≥ 2ζ ′(t) [1− κt−1F (x)]+ 2κζ(t)t−2F (x) + 2κt−1ζ(t)
≥ 2ζ ′(t) + 2κt−1ζ(t) ≥ 0 in RN × (0,∞).
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This implies (3.3). On the other hand, by (1.2), (1.4) and (1.5) we have∫ s
0
τN−1ν(τ) dτ ≤ Cs2A+(λ1)+N for 0 < s ≤ 1,
∫ s
0
τN−1ν(τ) dτ ≤


s2A
+(λ2)+N in the case of (S),
s2[log(2 + s)]2 in the case of (S∗),
s2A
−(λ2)+N in the cases of (C),
for s > 1.
These imply that ∫ s
0
τN−1ν(τ) dτ ≤ CsNν(s), s ≥ 0. (3.7)
Then it follows that 0 ≤ F (x) ≤ C|x|2 for x ∈ RN . Taking a sufficiently small ǫ > 0 if
necessary, we obtain
0 ≤ κt−1F (x) ≤ Cǫ2κ ≤ 1
2
, (x, t) ∈ Dǫ(T ).
This together with (3.6) implies (3.4). Thus Lemma 3.1 follows. ✷
Applying the same argument as in [16, Lemma 3.2], we have:
Lemma 3.2 Assume the same conditions as in Proposition 3.1. Furthermore, assume (3.1)
for some D ≥ 0 and D′ ≥ 0. Let T > 0 and let ǫ be a sufficiently small positive constant.
Then, for any j ∈ {0, 1, 2, . . . }, there exists C > 0 such that
|(∂jt u∗)(|x|, t)| ≤ CΓD,D′,j(t) in Dǫ(T ). (3.8)
Proof. Let j ∈ {0, 1, 2, . . . }. Set vj := ∂jt u∗ and uj := U(|x|)vj(x, t). Since
vj(·, t) = ∂jt
[
e−(t/2)L∗u∗(t/2)
]
, t > 0,
Lemma 2.1 together with (3.1) implies that
sup
t>0
tD+j[log(2 + t)]D
′‖uj(t)‖L2(RN ) = sup
t>0
tD+j[log(2 + t)]D
′‖vj(t)‖L2(RN , ν dx) <∞.
Let T > 0 and let ǫ be a sufficiently small positive constant. Since uj satisfies
∂tuj = ∆uj − V (|x|)uj in RN × (0,∞),
by Lemma 2.3 we have
|uj(|x|, t)| ≤ Ct−
N
4 ‖uj(t/2)‖L2(RN ) ≤ Ct−D−
N
4
−j[log(2 + t)]−D
′
for all x ∈ RN and t > T with |x| ≥ ǫ(1 + t)1/2. This together with (1.4), (1.5), (1.7), (1.8)
and (3.2) implies that
|vj(|x|, t)| ≤ C uj(|x|, t)
U(ǫ(1 + t)
1
2 )
≤ CΓD,D′,j(t) (3.9)
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for all (x, t) ∈ RN×[T,∞) with |x| = ǫ(1+t) 12 . On the other hand, it follows from Lemma 2.2
that
|vj(|x|, T )| ≤ C for x ∈ RN with |x| ≤ ǫ(1 + T ) 12 . (3.10)
LetW∗ be as in Lemma 3.1 with ζ replaced by ΓD,D′,j. Then, by Lemma 3.1, (3.9) and (3.10)
we apply the comparison principle to obtain
|vj(|x|, t)| ≤ CW∗(x, t) ≤ 2CΓD,D′,j(t) in Dǫ(T ).
This implies (3.8), and the proof is complete. ✷
Now we are ready to complete the proof of Proposition 3.1.
Proof of Proposition 3.1. By Lemma 3.2 it suffices to prove assertion (ii). Let T > 0 and
let ǫ be a sufficiently small positive constant. By (3.7) and (3.8) we obtain
|F jN (|x|, t)| ≤ CΓD,D′,j+1(t)
∫ |x|
0
s1−N [ν(s)]−1
(∫ s
0
τN−1ν(τ) dτ
)
ds
≤ CΓD,D′,j+1(t)|x|2,
|(∂rF jN )(|x|, t)| ≤ CΓD,D′,j+1(t)|x|,
for (x, t) ∈ Dǫ(T ). Set
vˆj(|x|, t) := (∂jt u∗)(|x|, t) − F jN (|x|, t), uˆj(|x|, t) := U(|x|)vˆj(|x|, t).
Since F jN satisfies
1
ν(r)rN−1
∂r(ν(r)r
N−1∂rF
j
N ) = (∂
j+1
t u∗)(r, t) for r > 0 and t > 0,
by Lemma 2.2 and (2.2) we have
1
ν(r)rN−1
∂r(ν(r)r
N−1∂rvˆj) = 0 for r > 0 and t > 0, (3.11)
lim sup
r→0
|vˆj(r, t)| <∞ for any t > 0. (3.12)
It follows from (3.11) that uˆj satisfies (O) for any fixed t > 0. On the other hand, since U
and U˜ are linearly independent solutions of (O), for any t > 0, we can find constants cj(t)
and cˆj(t) such that
uˆj(r, t) = cj(t)U(r) + cˆj(t)U˜(r) for r > 0.
This implies that
vˆj(r, t) = U(r)
−1uˆj(r, t) = cj(t) + cˆj(t)U(r)−1U˜(r) for r > 0.
Then, by (1.2) and (3.12) we have cˆj(t) = 0 and see that vˆj(r, t) ≡ cj(t) for r ≥ 0. Therefore
we have
(∂jt u∗)(|x|, t) = cj(t) + F jN (|x|, t) in RN × (0,∞), cj(t) = (∂jt u∗)(0, t).
Thus assertion (ii) follows, and the proof of Proposition 3.1 is complete. ✷
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4 Large time behavior of radially symmetric solutions
In this section, under condition (V), we study the large time behavior of radially symmetric
solution u = u(|x|, t) of (1.1) and prove Theorems 1.1–1.3.
Let A, d and w be as in Section 1.1. Set Ud(r) := r
−AU(r) and νd := U2d . By (1.2), (1.4)
and Lemma 2.4 we have:
1
rd−1
∂r
(
rd−1∂rUd
)
− Vλ2(r)Ud = 0 in (0,∞);
Ud(r) ∼ rA+(λ1)−A = rA
+
d (λ) as r → 0;
Ud(r) ∼ c∗, U ′d(r) = O(r−1−δ) as r →∞ in cases (S) and (C). (4.1)
Here c∗ is as in (1.4), λ := λ1 − λ2 and
A+d (λ) :=
−(d− 2) +
√
(d− 2)2 + 4λ
2
.
Furthermore, similarly to Lemma 2.4, we see that
Ud(r) ∼ c∗ log r, U ′d(r) = O(r−1) as r→∞ in case of (S∗). (4.2)
Then the function F jN given in Proposition 3.1 satisfies
F jN (r, t) = F
j
d (r, t) :=
∫ r
0
s1−d[νd(s)]−1
(∫ s
0
τd−1νd(τ)(∂
j+1
t u∗)(τ, t) dτ
)
ds, (4.3)
where j ∈ {0, 1, 2, . . . }. Furthermore, it follows from (3.7) that∫ s
0
τd−1νd(τ) dτ ≤ Csdνd(s), s ≥ 0. (4.4)
Assume the same conditions as in Theorem 1.1. Let θ be the constant given in condi-
tion (V) and set
θ∗ =
θ
4(2 + θ)
∈
(
0,
θ
8
)
.
Since V˜ (ξ, s) = esVλ2(e
s
2 ξ), it follows from (V) (ii) that
|V˜ (ξ, s)| ≤ Cξ−2|e s2 ξ|−θ ≤ C exp
[
−θ
2
s+ (2 + θ)θ∗s
]
= Ce−
θ
4
s (4.5)
for ξ ∈ (e−θ∗s,∞) and s > 0. Let δ be as in Lemma 2.4. Then, taking a sufficiently small
θ > 0 if necessary, we have
0 < θ < min{1, d, d−1}, σ :=
(
1
2
− θ∗
)
(1 + δ)− 1
2
> θ∗ > 0. (4.6)
We prepare some lemmas on estimates of w.
Lemma 4.1 Let ‖ϕ∗‖L2(RN , νe|x|2/4 dx) = 1. Assume the same conditions as in Theorem 1.1.
Then
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(i) sup
s>0
e−
d
4
s‖w(s)‖L2(R+,ρd dξ) <∞:
(ii) Assume that
sup
s>0
eγs‖w(s)‖L2(R+,ρd dξ) <∞ (4.7)
for some γ ≥ −d/4. Then
w(e−θ∗s, s) = O(e−γs), (4.8)
(∂ξw)(e
−θ∗s, s) = O(e−γs−θ∗s), (4.9)∫ e−θ∗s
0
|w(ξ, s)|2ρd dξ = O(e−2γs−dθ∗s), (4.10)
for all sufficiently large s > 0.
Proof. Since
w(ξ, s) = (1 + t)
d
2 r−Au(r, t) = (1 + t)
d
2 r−AU(r)u∗(r, t) = (1 + t)
d
2Ud(r)u∗(r, t)
with ξ = (1 + t)−
1
2 r and s = log(1 + t),
(4.11)
it follows from Lemma 2.1 (ii) that
‖w(s)‖2L2(R+,ρd dξ) = (1 + t)
d
2
∫ ∞
0
|u∗(r, t)|2U(r)2rN−1e
r2
4(1+t) dr
= (1 + t)
d
2 |SN−1|−1‖u∗(t)‖2L2(RN ,e|x|2/4(1+t)ν dx)
≤ (1 + t) d2 |SN−1|−1‖ϕ∗‖2L2(RN ,e|x|2/4ν dx)
= (1 + t)
d
2 |SN−1|−1‖ϕ‖2
L2(R+,e|x|
2/4 dx)
<∞
(4.12)
for s > 0 and t > 0 with s = log(1 + t), where |SN−1| is the volume of (N − 1)-dimensional
unit sphere, that is |SN−1| = 2πN2 /Γ(N/2). Thus assertion (i) follows.
We prove assertion (ii). It follows from (4.12) that
‖w(s)‖L2(R+,ρd dξ) ≥ (1 + t)
d
4 |SN−1|−1/2‖u∗(t)‖L2(RN , ν dx) (4.13)
for s > 0 and t > 0 with s = log(1 + t). Assume (4.7) for some γ ≥ −d/4. Then
sup
t>0
(1 + t)γ+
d
4 ‖u∗(t)‖L2(RN , ν dx) <∞.
Applying Proposition 3.1 with D = γ + d/4 and D′ = 0, we obtain
u∗(|x|, t) = u∗(0, t) + F 0N (|x|, t) in RN × (0,∞). (4.14)
Furthermore, for any T > 0 and any sufficiently small ǫ > 0,
|u∗(|x|, t)| ≤ Ct−γ−
d
2 ,
|F 0N (|x|, t)| ≤ Ct−γ−
d
2
−1|x|2 ≤ Cǫ2t−γ− d2 ,
|(∂rF 0N )(|x|, t)| ≤ Ct−γ−
d
2
−1|x| ≤ Cǫt−γ− d2− 12 ,
(4.15)
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for (x, t) ∈ Dǫ(T ). Then, by (4.1), (4.11) and (4.15) we have w(e−θ∗s, s) = O(e−γs) for all
sufficiently large s > 0. Furthermore,
(∂ξw)(e
−θ∗s, s) = (1 + t)
d+1
2 [U ′d(r)u∗(r, t) + Ud(r)(∂ru∗)(r, t)]
= (1 + t)
d+1
2 [O(r−1−δ)u∗(r, t) + (c∗ + o(1))(∂rF 0N )(r, t)]
= (1 + t)−γ+
1
2O(r−1−δ) + (1 + t)−γ−
1
2O(r)
= O(e−γs−σs) +O(e−γs−θ∗s) = O(e−γs−θ∗s)
for all sufficiently large s > 0, where r = e
1
2
s−θ∗s, s = log(1 + t) and σ is as in (4.6). So we
have (4.8) and (4.9).
On the other hand, by (4.1), (4.4), (4.11), (4.14) and (4.15) we have
∫ e−θ∗s
0
|w(ξ, s)|2ρd dξ = (1 + t)
d
2
∫ (1+t) 12−θ∗
0
|u∗(r, t)|2Ud(r)2rd−1e
r2
4(1+t) dr
≤ Ct−2γ− d2
∫ (1+t) 12−θ∗
0
νd(r)r
d−1 dr
≤ Ct−2γ−dθ∗Ud((1 + t)
1
2
−θ∗)2 = O(e−2γs−dθ∗s)
for all sufficiently large s > 0 and t > 0 with s = log(1 + t). This implies (4.10). Thus
assertion (ii) follows, and the proof is complete. ✷
Lemma 4.2 Assume the same conditions as in Lemma 4.1. Then
sup
s>0
‖w(s)‖L2(R+,ρd dξ) <∞. (4.16)
Proof. Assume that (4.7) holds for some γ ≥ −d/4. Let I(s) := (e−θ∗s,∞). It follows from
(1.16) that
d
ds
∫
I(s)
|w(ξ, s)|2ρd dξ = 2
∫
I(s)
w(∂sw)ρd dξ + θ∗e−θ∗s|w(e−θ∗s, s)|2ρd(e−θ∗s)
= 2
∫
I(s)
w∂ξ(ρd∂ξw) dξ + d
∫
I(s)
|w(ξ, s)|2ρd dξ
− 2
∫
I(s)
V˜ w2ρd dξ + θ∗e−θ∗s|w(e−θ∗s, s)|2ρd(e−θ∗s)
= −2w(e−θ∗s, s)ρd(e−θ∗s)(∂ξw)(e−θ∗s, s)− 2
∫
I(s)
|∂ξw|2ρd dξ + d
∫
I(s)
|w(ξ, s)|2ρd dξ
− 2
∫
I(s)
V˜ w2ρd dξ + θ∗e−θ∗s|w(e−θ∗s, s)|2ρd(e−θ∗s)
for s > 0. This together with Lemma 4.1 and (4.5) implies that
d
ds
∫
I(s)
|w(ξ, s)|2ρd dξ ≤ −2
∫
I(s)
|∂ξw|2ρd dξ + d
∫
I(s)
|w(ξ, s)|2ρd dξ
+ Ce−
θ
4
s
∫
I(s)
|w(ξ, s)|2ρd dξ +O(e−2γse−dθ∗s)
(4.17)
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for all sufficiently large s > 0.
Set
wˆ(ξ, s) :=
{
w(ξ, s) if ξ ≥ e−θ∗s,
w(e−θ∗s, s) if 0 ≤ ξ < e−θ∗s. (4.18)
It follows from Lemmas 2.5 and 4.1 that
− 2
∫
I(s)
|(∂ξw)(ξ, s)|2ρd dξ + d
∫
I(s)
|w(ξ, s)|2ρd dξ
= −2
∫ ∞
0
|(∂ξwˆ)(ξ, s)|2ρd dξ + d
∫ ∞
0
|wˆ(ξ, s)|2ρd dξ +O(e−dθ∗sw(e−θ∗s, s)2)
≤ −2µ0
∫ ∞
0
|wˆ(ξ, s)|2ρd dξ +O(e−dθ∗sw(e−θ∗s, s)2) = O(e−2γs−dθ∗s)
(4.19)
for all sufficiently large s > 0. This together with (4.17) implies that
d
ds
∫
I(s)
|w(ξ, s)|2ρd dξ ≤ Ce−
θ
4
s
∫
I(s)
|w(ξ, s)|2ρd dξ +O(e−2γse−dθ∗s) (4.20)
for all sufficiently large s > 0.
On the other hand, by Lemma 4.1 (i) we see that (4.7) holds with γ = −d/4. Without
loss of generality, we can find j ∈ {0, 1, 2, . . . } such that
jθ∗ <
1
2
< (j + 1)θ∗. (4.21)
Since θ∗ < 1/4, applying (4.20) with γ = −d/4, we have∫
I(s)
|w(ξ, s)|2ρd dξ = O(e
d
2
s−dθ∗s)
for all sufficiently large s > 0. This together with Lemma 4.1 implies that
sup
s>0
e−
d
4
s+ d
2
θ∗s‖w(s)‖L2(R+,ρd dξ) <∞. (4.22)
By (4.21), repeating this arguments, we obtain
sup
s>0
e−
d
4
s+ jd
2
θ∗s‖w(s)‖L2(R+,ρd dξ) <∞.
Applying (4.20) with γ = −d/4 − jdθ∗/2 again, by (4.21) we have
sup
s≥1
∫
I(s)
|w(ξ, s)|2ρd dξ <∞.
Then, similarly to (4.22), we obtain (4.16). Thus Lemma 4.2 follows. ✷
Combining Lemma 4.2 with assertion (ii) of Lemma 4.1, we have:
Lemma 4.3 Assume the same conditions as in Lemma 4.1. Let wˆ be as in (4.18). Then
sup
s≥1
|w(e−θ∗s, s)| <∞, sup
s≥1
eθ∗s|(∂ξw)(e−θ∗s, s)| <∞,
sup
s≥1
‖wˆ(s)‖L2(R+,ρd dξ) <∞, sup
s≥1
edθ∗s
∫ e−θ∗s
0
|w(ξ, s)|2ρd dξ <∞.
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Next we study the large time behavior of wˆ and prove the following proposition.
Proposition 4.1 Let ‖ϕ∗‖L2(RN , νe|x|2/4 dx) = 1. Assume the same conditions as in Theo-
rem 1.1. Let wˆ be as in (4.18). Set
a(s) :=
∫ ∞
0
wˆψdρd dξ = cd
∫ ∞
0
wˆ(ξ, s)ξd−1 dξ.
Then ‖wˆ − a(s)ψd‖L2(R+,ρd dξ) = O(e−θ
′s) as s→∞, where θ′ := min{dθ∗/2, θ/8}.
For the proof of Proposition 4.1, we prepare the following lemma.
Lemma 4.4 Assume the same conditions as in Proposition 4.1. Then
sup
s≥1
|a(s)| <∞, (4.23)
sup
s≥1
e2θ
′s|a′(s)| <∞, (4.24)
sup
s≥1
∣∣∣∣ ddsw(e−θ∗s, s)
∣∣∣∣ <∞. (4.25)
Proof. It follows from Lemma 4.3 that
sup
s≥1
|a(s)| ≤ sup
s≥1
‖wˆ‖L2(R+,ρd dξ)‖ψd‖L2(R+,ρd dξ) <∞.
So we have (4.23).
We prove (4.25). By Proposition 3.1 (ii) and (4.11) we have
w(e−θ∗s, s) = e
d
2
sUd(r(s))u∗(r(s), t(s)) = e
d
2
sUd(r(s))[u∗(0, t(s)) + F 0N (r(s), t(s))]
for s > 0, where r(s) = e
1
2
s−θ∗s and t(s) = es − 1. Then
d
ds
w(e−θ∗s, s) =
d
2
w(e−θ∗s, s) +
U ′d(r(s))
Ud(r(s))
r′(s)w(e−θ∗s, s)
+ e
d
2
sUd(r(s))(∂tu∗)(0, t(s))t′(s)
+ e
d
2
sUd(r(s))[(∂rF
0
N )(r(s), t(s))r
′(s) + (∂tF 0N )(r(s), t(s))t
′(s)]
(4.26)
for s > 0. It follows from (4.1) that
Ud(r(s)) ∼ c∗, U ′d(r(s))r′(s) = O(r(s)−1−δr′(s)) = O(e−δ(
1
2
−θ∗)s), (4.27)
for all sufficiently large s > 0. On the other hand, by Lemma 4.2 and (4.13) we have
sup
t>0
(1 + t)
d
4 ‖u∗(t)‖L2(RN ,ν dx) <∞. (4.28)
Then we apply Proposition 3.1 with D = d/4 and D′ = 0 to obtain
(∂tu∗)(0, t(s)) = O(e−
d
2
s−s),
(∂rF
0
N )(r(s), t(s)) = O(e
− d
2
s−sr(s)),
(∂tF
0
N )(r(s), t(s)) = F
1
N (r(s), t(s)) = O(e
− d
2
s−2sr(s)2),
(4.29)
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for all sufficiently large s > 0. By Lemma 4.3, (4.26), (4.27) and (4.29) we have (4.25).
Furthermore, by Lemma 2.5, Lemma 4.3, (4.5), (4.16) and (4.25) we obtain
a′(s) =
cd
d
e−dθ∗s[w(e−θ∗s, s)]′ − cdθ∗e−dθ∗sw(e−θ∗s, s)
+ cdθ∗e−dθ∗sw(e−θ∗s, s) +
∫
I(s)
∂swψdρd dξ
= O(e−dθ∗s) +
∫
I(s)
∂ξ(ρd∂ξw)ψd dξ +
d
2
∫
I(s)
wψdρd dξ −
∫
I(s)
V˜ wψdρd dξ
= O(e−dθ∗s) +
∫
I(s)
w∂ξ(ρd∂ξψd) dξ +
d
2
∫
I(s)
wψdρd dξ +O(e
− θ
4
s)
= O(e−dθ∗s) +O(e−
θ
4
s)
for all sufficiently large s > 0. This implies (4.24). Thus Lemma 4.4 follows. ✷
Proof of Proposition 4.1. Set w˜(ξ, s) := wˆ(ξ, s) − a(s)ψd(ξ). It follows from Lemma 2.5
and (1.16) that
∂sw˜ = ∂swˆ − a′(s)ψd = −Ldwˆ − V˜ wˆ − a′(s)ψd = −Ldw˜ − V˜ wˆ − a′(s)ψd
for ξ ∈ I(s) and s > 0. By Lemma 4.3, Lemma 4.4 and (4.5) we have
d
ds
∫
I(s)
|w˜(ξ, s)|2ρd dξ = 2
∫
I(s)
w˜(∂sw˜)ρd dξ + θ∗e−θ∗s|w˜(e−θ∗s, s)|2ρd(e−θ∗s)
= 2
∫
I(s)
[
w˜∂ξ(ρd∂ξw˜) +
d
2
w˜2ρd − V˜ wˆw˜ρd − a′(s)ψdw˜ρd
]
dξ +O(e−dθ∗s)
= −2w˜(e−θ∗s, s)ρd(e−θ∗s)(∂ξw˜)(e−θ∗s, s)
− 2
∫
I(s)
|(∂ξw˜)(ξ, s)|2ρd dξ + d
∫
I(s)
|w˜(ξ, s)|2ρd dξ
− 2
∫
I(s)
V˜ wˆw˜ρd dξ − 2a′(s)
∫
I(s)
w˜ψdρd dξ +O(e
−dθ∗s)
= −2
∫
I(s)
|(∂ξw˜)(ξ, s)|2ρd dξ + d
∫
I(s)
|w˜(ξ, s)|2ρd dξ +O(e−dθ∗s) +O(e−
θ
4
s)
(4.30)
for all sufficiently large s > 0. Furthermore, similarly to (4.19), by Lemmas 2.5, 4.3 and 4.4
we obtain∫
I(s)
|(∂ξw˜)(ξ, s)|2ρd dξ − d
2
∫
I(s)
|w˜(ξ, s)|2ρd dξ
≥
∫ ∞
0
|(∂ξw˜)(ξ, s)|2ρd dξ − d
2
∫ ∞
0
|w˜(ξ, s)|2ρd dξ − a(s)2
∫ e−θ∗s
0
|∂ξψd|2ρd dξ
=
∫ ∞
0
|(∂ξw˜)(ξ, s)|2ρd dξ − d
2
∫ ∞
0
|w˜(ξ, s)|2ρd dξ +O(e−(d+2)θ∗s)
≥
∫ ∞
0
|w˜(ξ, s)|2ρd dξ +O(e−(d+2)θ∗s) ≥
∫
I(s)
|w˜(ξ, s)|2ρd dξ +O(e−(d+2)θ∗s)
(4.31)
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for all sufficiently large s > 0. Therefore we deduce from (4.30) and (4.31) that
d
ds
∫
I(s)
|w˜(ξ, s)|2ρd dξ ≤ −2
∫
I(s)
|w˜(ξ, s)|2ρd dξ +O(e−dθ∗s) +O(e−
θ
4
s)
= −2
∫
I(s)
|w˜(ξ, s)|2ρd dξ +O(e−2θ′s)
(4.32)
for all sufficiently large s > 0. Since dθ∗ < dθ < 1 (see (4.6)), by (4.32) we have∫
I(s)
|w˜(ξ, s)|2ρd dξ = O(e−2θ′s) (4.33)
for all sufficiently large s > 0. Combining (4.33) with Lemmas 4.3 and 4.4, we obtain∫ ∞
0
|w˜(ξ, s)|2ρd dξ = O(e−2θ′s)
for all sufficiently large s > 0. Thus Proposition 4.1 follows. ✷
Proposition 4.2 Let ‖ϕ∗‖L2(RN , νe|x|2/4 dx) = 1. Assume the same conditions as in Theo-
rem 1.1. Then
|a(s)−m(ϕ)| = O(e−2θ′s), (4.34)
‖wˆ(s)−m(ϕ)ψd‖L2(R+,ρd dξ) = O(e−θ
′s), (4.35)
for all sufficiently large s > 0. Furthermore, if m(ϕ) = 0, then
‖wˆ(s)‖L2(R+,ρd dξ) = O(e−s), ‖w(s)‖L2(R+,ρd dξ) = O(e−s), (4.36)
for all sufficiently large s > 0.
Proof. By (4.24) we can find a constant a∞ such that
|a(s)− a∞| = O(e−2θ′s) as s→∞. (4.37)
On the other hand, by Lemma 4.3 we have
∣∣∣∣∣
∫
I(s)c
wˆξd−1 dξ
∣∣∣∣∣ ≤
(∫
I(s)c
wˆ2ρd dξ
)1/2(∫
I(s)c
ξd−1e−
ξ2
4 dξ
)1/2
= O(e−dθ∗s) (4.38)
for all sufficiently large s > 0, where I(s)c := R+ \ I(s). By Lemma 4.3, (4.1), (4.11) and
(4.38) we obtain
a(s) = cd
∫
I(s)
wξd−1 dξ +O(e−dθ∗s)
= cd
∫ ∞
(1+t)
1
2−θ∗
u∗(r, t)Ud(r)rd−1 dr +O(e−dθ∗s)
=
cd
c∗
∫ ∞
(1+t)
1
2−θ∗
u∗(r, t)νd(r)rd−1 dr + o(1)
(4.39)
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for all sufficiently large s > 0 and t > 0 with s = log(1 + t).
On the other hand, by (4.28) we apply Proposition 3.1 with D = d/4 and D′ = 0 to
obtain
sup
0≤r≤(1+t) 12−θ∗
|u∗(r, t)| = O(t−
d
2 ) (4.40)
for all sufficiently large t > 0. Combining (4.40) with (4.4), we see that
∫ (1+t) 12−θ∗
0
u∗(r, t)νd(r)rd−1 dr = O(t−
d
2 )
∫ (1+t) 12−θ∗
0
νd(r)r
d−1 dr
= O(t−
d
2 )O(t
d
2
−dθ∗) = O(t−dθ∗)
(4.41)
for all sufficiently large t > 0. Therefore, by (4.39) and (4.41) we obtain
a∞ = lim
s→∞a(s) = limt→∞
cd
c∗
∫ ∞
0
u∗(r, t)νd(r)rd−1 dr. (4.42)
On the other hand, since u∗ is a radial solution of problem (P), we have∫ ∞
0
u∗(r, t)νd(r)rd−1 dr =
∫ ∞
0
u∗(r, t)ν(r)rN−1 dr =
∫ ∞
0
ϕ∗(r)ν(r)rN−1 dr. (4.43)
We deduce from (4.42) and (4.43) that a∞ = m(ϕ). This together with (4.37) implies (4.34).
Furthermore, by Proposition 4.1 and (4.34) we have (4.35).
It remains to prove (4.36). Assume that m(ϕ) = 0. Then it follows from (4.35) and
Lemma 4.3 that
‖wˆ(s)‖L2(R+,ρd dξ) = O(e−θ
′s), ‖w(s)‖L2(R+,ρd dξ) = O(e−θ
′s), (4.44)
for all sufficiently large s > 0. Applying the same argument as in the proof of (4.32), we see
that
d
ds
∫
I(s)
|w˜(ξ, s)|2ρd dξ ≤ −
∫
I(s)
|w˜(ξ, s)|2ρd dξ +O(e−4θ′s)
for all sufficiently large s > 0. Furthermore, similarly to (4.44), we have
‖wˆ(s)‖L2(R+,ρd dξ) = O(e−2θ
′s), ‖w(s)‖L2(R+,ρd dξ) = O(e−2θ
′s),
for all sufficiently large s > 0. Repeating this argument, we can find θ˜ > 1 such that
d
ds
∫
I(s)
|w˜(ξ, s)|2ρd dξ ≤ −
∫
I(s)
|w˜(ξ, s)|2ρd dξ +O(e−θ˜s)
for all sufficiently large s > 0, instead of (4.32). This implies that
‖wˆ(s)‖L2(R+,ρd dξ) = O(e−s), ‖w(s)‖L2(R+,ρd dξ) = O(e−s),
for all sufficiently large s > 0. Thus (4.36) holds. Therefore the proof of Proposition 4.2 is
complete. ✷
We are ready to complete the proof of Theorems 1.1 and 1.2.
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Proof of Theorem 1.1. By the linearity of the operator L it suffices to consider only the
case
1 = ‖ϕ‖
L2(RN ,e|x|
2/4 dx)
= ‖ϕ∗‖L2(RN , νe|x|2/4 dx) = |SN−1|1/2‖w(0)‖L2(R+, ρd dξ). (4.45)
Let R > 1. By Lemma 4.2 we apply the parabolic regularity theorems (see e.g., [19]) to
(1.16). Then we can find α ∈ (0, 1) such that
‖w‖C2,α;1,α/2({R−1≤|y|≤R}×(S,∞)) <∞ (4.46)
for any R > 1 and S > 0. Then, by Proposition 4.2 and (1.16) we apply the Ascoli-Arzela`
theorem and the diagonal argument to obtain
lim
s→∞ ‖w(s)−m(ϕ)ψd‖C2({R−1≤|y|≤R}) = 0, lims→∞ ‖(∂sw)(s)‖C2({R−1≤|y|≤R}) = 0. (4.47)
Furthermore, if a∞ = m(ϕ) = 0, then, similarly to (4.46), by (4.36) we have
sup
{∣∣∣(∂ℓξw)(ξ, s)∣∣∣ : R−1 ≤ |y| ≤ R, s ≥ S} = O(e−s) as s→∞
for any R > 1, where ℓ = 0, 1, 2. These together with Proposition 4.2 imply (1.10) and (1.12).
Thus Theorem 1.1 follows. ✷
Proof of Theorem 1.2. Similarly to the proof of Theorem 1.1, we can assume (4.45)
without loss of generality. Let T > 0 and let ǫ be any sufficiently small positive constant. By
Lemma 4.2 and (4.3), applying Proposition 3.1 with D = d/4 and D′ = 0, we obtain
(∂jt u∗)(|x|, t) = (∂jt u∗)(0, t) + F jd (|x|, t) in RN × (0,∞), (4.48)
where j ∈ {0, 1, 2, . . . }. Furthermore,
|F jd (r, t)| ≤ Ct−
d
2
−j−1r2, |(∂rF jd )(r, t)| ≤ Ct−
d
2
−j−1r, (4.49)
for 0 ≤ r ≤ ǫ(1 + t)1/2 and t ≥ T . Then it follows from (4.48) and (4.49) that
|(∂ru∗)(r, t)| ≤ C2t−
d
2
−1r (4.50)
for 0 ≤ r ≤ ǫ(1 + t)1/2 and t ≥ T . Furthermore, by (4.3) and (4.48) we have
F 0d (r, t) =
∫ r
0
s1−d[νd(s)]−1
(∫ s
0
τd−1νd(τ)(∂tu∗)(τ, t) dτ
)
ds
=
∫ r
0
s1−d[νd(s)]−1
(∫ s
0
τd−1νd(τ)
[
(∂tu∗)(0, t) + F 1d (τ, t)
]
dτ
)
ds
= (∂tu∗)(0, t)Fd(r) +Gd(r, t)
(4.51)
for r ≥ 0 and t > 0, where Fd is given in Theorem 1.2 and
Gd(r, t) =
∫ r
0
s1−d[νd(s)]−1
(∫ s
0
τd−1νd(τ)F 1d (τ, t) dτ
)
ds. (4.52)
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Then (1.13) holds. In addition, by (4.4), (4.49) and (4.52) we have
|Gd(r, t)| ≤ Ct−
d
2
−2
∫ r
0
s1−d[νd(s)]−1
(∫ s
0
τd+1νd(τ) dτ
)
ds
≤ Ct− d2−2
∫ r
0
s1−d[νd(s)]−1 · sd+2νd(s) ds ≤ Ct−
d
2
−2r4
(4.53)
for 0 ≤ r ≤ ǫ(1 + t)1/2 and t ≥ T . A similar argument with (4.1) implies that
|(∂ℓrGd)(r, t)| ≤ Ct−
d
2
−2r4−ℓ
for 0 ≤ r ≤ ǫ(1 + t)1/2 and t ≥ T , where ℓ ∈ {1, 2}. Thus (1.14) holds for ℓ ∈ {0, 1, 2}.
It remains to prove assertion (b). By (4.11) and (4.48) we have
w(ξ, s) = (1 + t)
d
2Ud(r)u∗(r, t) = (1 + t)
d
2Ud(r)
[
u∗(0, t) + F 0d (r, t)
]
(4.54)
for ξ ∈ (0,∞) and s > 0 with ξ = (1 + t)−1/2r and s = log(1 + t). Let 0 < ξ < ǫ. By (4.1),
(4.49) and (4.54) we obtain∣∣∣w(ξ, s) − (1 + t) d2 (c∗ + o(1))u∗(0, t)∣∣∣ ≤ Cξ2 (4.55)
for all sufficiently large s > 0 and t > 0 with s = log(1 + t) and 0 < ξ < ǫ. On the other
hand, it follows from (4.47) that
lim
s→∞w(ξ, s) = cdm(ϕ)e
− ξ2
4 . (4.56)
Then we deduce from (4.55) and (4.56) that
lim
t→∞ t
d
2u∗(0, t) =
cd
c∗
m(ϕ). (4.57)
Furthermore, it follows from (4.11) that
(∂sw)(ξ, s) =
d
2
w(ξ, s) + e
(d+1)s
2 U ′d(e
s
2 ξ)
ξ
2
u∗(e
s
2 ξ, t)
+ e
(d+1)s
2 Ud(e
s
2 ξ)
ξ
2
(∂ru∗)(e
s
2 ξ, t) + e
ds
2
+sUd(e
s
2 ξ)(∂tu∗)(e
s
2 ξ, es − 1).
This together with (4.1), (4.50) and (4.56) implies that
(∂sw)(ξ, s) =
d
2
w(ξ, s) + e
s
2
U ′d(e
s
2 ξ)
Ud(e
s
2 ξ)
ξ
2
w(ξ, s)
+O(ξ2) + e
ds
2
+s(c∗ + o(1))(∂tu∗)(e
s
2 ξ, es − 1)
=
d
2
m(ϕ)cde
− ξ2
4 + o(1) +O((e
s
2 ξ)−δ)
+O(ξ2) + e
ds
2
+s(c∗ + o(1))(∂tu∗)(e
s
2 ξ, es − 1)
(4.58)
for all sufficiently large s > 0. On the other hand, by (4.48) and (4.49) we have
e
ds
2
+s(∂tu∗)(e
s
2 ξ, es − 1) = e ds2 +s(∂tu∗)(0, es − 1) +O(ξ2) (4.59)
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for all sufficiently large s > 0. Therefore, by (4.47), (4.58) and (4.59) we obtain
lim sup
s→∞
∣∣∣∣(c∗ + o(1))e ds2 +s(∂tu∗)(0, es − 1) + d2cdm(ϕ)
∣∣∣∣ ≤ Cξ2.
Since 0 < ξ < ǫ, we deduce that
lim sup
s→∞
∣∣∣∣e ds2 +s(∂tu∗)(0, es − 1) + dcd2c∗m(ϕ)
∣∣∣∣ = 0.
This together with (4.57) implies assertion (b). Thus Theorem 1.2 follows. ✷
Proof of Theorem 1.3. Similarly to the proof of Theorem 1.1, we can assume (4.45)
without loss of generality. Assume the same conditions as in Theorem 1.3. Then d = 2
and Vλ2 satisfies condition (V) with λ1 and λ2 replaced by λ1 − λ2 (≥ 0) and 0, respectively.
Applying a similar argument as in the proof of argument as in [15, Proposition 3.1], we have
lim
s→∞ sw(ξ, s) =
1
c∗
[∫ ∞
0
w(r, 0)Ud(r)r dr
]
e−
ξ2
4 = 2m(ϕ)ψd(ξ) (4.60)
in L2(R+, ρ2 dξ) ∩ C2(K), for any compact set K in R2 \ {0}. Furthermore,
lim
t→∞ t(log t)
2u∗(0, t) = 2
√
2c−1∗ m(ϕ), lim
t→∞ t
2(log t)2(∂tu∗)(0, t) = −2
√
2c−1∗ m(ϕ).
On the other hand, similarly to (4.48), we have
(∂jt u∗)(|x|, t) = (∂jt u∗)(0, t) + F j2 (|x|, t) in RN × (0,∞),
where j ∈ {0, 1, 2, . . . }. It follows from (4.60) that
sup
t>0
(1 + t)
d
4 log(2 + t) ‖u∗(t)‖L2(RN ,νe|x|2/4(1+t) dx) <∞.
Let T > 0 and ǫ be a sufficiently small positive constant. Then, by (4.3) we apply Proposi-
tion 3.1 with D = d/4 and D′ = 1 to obtain∣∣∣F j2 (r, t)∣∣∣ ≤ Ct−1−j−1[log(2 + t)]−2r2
for 0 ≤ r ≤ ǫ(1 + t)1/2 and t ≥ T . Similarly to (4.51) and (4.52), we have
F 02 (r, t) = (∂tu∗)(0, t)F2(r) +G2(r, t),
G2(r, t) =
∫ r
0
s−1[ν2(s)]−1
(∫ s
0
τν2(τ)F
1
2 (τ, t) dτ
)
ds,
for r ≥ 0 and t > 0. Furthermore, similarly to (4.53), we obtain
|G2(r, t)| ≤ Ct−3[log(2 + t)]−2
∫ r
0
s−1[ν2(s)]−1
(∫ s
0
τ3ν2(τ) dτ
)
ds
≤ Ct−3[log(2 + t)]−2r4
for 0 ≤ r ≤ ǫ(1 + t)1/2 and t ≥ T . A similar argument with (4.2) implies that
|(∂ℓrG2)(r, t)| ≤ Ct−3[log(2 + t)]−2r4−ℓ, ℓ = 1, 2,
for 0 ≤ r ≤ ǫ(1 + t)1/2 and t ≥ T . So we see that (1.15) holds for ℓ ∈ {0, 1, 2}. Thus
Theorem 1.3 follows. ✷
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5 Proof of Theorem 1.4
We use the same notation as in Section 1.2. Let m ∈ {1, 2, . . . }. Then
Lm := −∆+ V (|x|) + ωm|x|2
is subcritical and problem (O) corresponding to Lm possesses a positive solution Um satisfying
Um(r) ∼ r
A+(λ1+ωm) as r → +0, Um(r) ∼ cm rA+(λ2+ωm) as r →∞, (5.1)
for some positive constant cm. Set
u(x, t) := e−tLϕ, um(x, t) := u(x, t)−
m−1∑
k=0
ℓk∑
i=1
e−tLϕk,i.
Lemma 5.1 Let m ∈ {1, 2, . . . }. Then there exists C1 > 0 such that
‖um(t)‖L2(RN ,e|x|2/4(1+t) dx) ≤ C1t−
dm
4 ‖um(0)‖L2(RN ,e|x|2/4 dx) (5.2)
for t > 0, where dm := N + 2A
+(λ2 + ωm). Furthermore, there exists C2 > 0 such that∣∣∣∣ um(x, t)U(min{|x|,√t})
∣∣∣∣ ≤ C2t−N+dm4 U(√t)−1‖um(0)‖L2(RN ,e|x|2/4 dx) (5.3)
for x ∈ RN and t > 0.
Proof. Let m ∈ {1, 2, . . . }. The comparison principle implies that∣∣∣[e−tLkφk,i] (x)∣∣∣ ≤ [e−tLk |φk,i|] (x) ≤ [e−tLm |φk,i|] (x) in RN × (0,∞)
for k ∈ {m,m + 1, . . . } and i ∈ {1, . . . , ℓk}. On the other hand, by Theorem 1.1 and (5.1)
(see also (4.28)) we have∥∥∥e−tLm |φk,i|∥∥∥
L2(RN ,e|x|
2/4(1+t) dx)
≤ C(1 + t)− dm4 ‖φk,i‖
L2(RN ,e|x|
2/4 dx)
, t > 0,
for k ∈ {m,m+ 1, . . . } and i ∈ {1, . . . , ℓk}. These together with (1.17) implies that∥∥∥e−tLϕk,i∥∥∥
L2(RN ,e|x|
2/4(1+t) dx)
= |SN−1|− 12
∥∥∥e−tLkφk,i∥∥∥
L2(RN ,e|x|
2/4(1+t) dx)
≤ C(1 + t)− dm4 ‖φk,i‖
L2(RN ,e|x|
2/4 dx)
≤ C(1 + t)− dm4 ‖ϕk,i‖
L2(RN ,e|x|
2/4 dx)
for t > 0. Therefore we deduce from the orthogonality of {Qk,i} that
‖um(t)‖2L2(RN ,e|x|2/4(1+t) dx) =
∞∑
k=m
ℓk∑
i=1
∥∥∥e−tLϕk,i∥∥∥2
L2(RN ,e|x|
2/4(1+t) dx)
≤ C(1 + t)− dm2
∞∑
k=m
ℓk∑
i=1
‖ϕk,i‖2
L2(RN ,e|x|2/4 dx)
≤ C(1 + t)− dm2 ‖um(0)‖2L2(RN ,e|x|2/4 dx)
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for t > 0. This implies (5.2). On the other hand, by Lemma 2.3 we have
|um(x, 2t)|
U(min{|x|,√t}) ≤ Ct
−N
4 U(
√
t)−1‖um(t)‖L2(RN ), x ∈ RN , t > 0.
This together with (5.2) implies (5.3). Thus Lemma 5.1 follows. ✷
Proof of Theorem 1.4. Let ϕ ∈ L2(RN , e|x|2/4 dx) and v := e−tL0ϕ0,1. Let K be any
compact set in RN \ {0} and R > 0. In cases (S) and (C), by Theorems 1.1 and 1.2 we have
lim
t→∞ t
N+A
2 v
(
t
1
2 y, t
)
= cdm(ϕ
0,1)|y|Ae− |y|
2
4 in L2(RN , e|y|
2/4 dy) ∩ L∞(K),
lim
t→∞ t
N+2A
2
v(x, t)
U(|x|) =
cd
c∗
m(ϕ0,1) in L∞(B(0, R)).
(5.4)
In case (S∗), Theorem 1.3 implies that
lim
t→∞ t
N+A
2 (log t)v
(
t
1
2 y, t
)
= 2cdm(ϕ
0,1)|y|Ae− |y|
2
4 in L2(RN , e|y|
2/4 dy) ∩ L∞(K),
lim
t→∞ t
N+2A
2 (log t)2
v(x, t)
U(|x|) =
2
√
2
c∗
m(ϕ0,1) =
4cd
c∗
m(ϕ0,1) in L∞(B(0, R)).
(5.5)
Here
cdm(ϕ
0,1) =
c2d
c∗
∫ ∞
0
ϕ0,1(r)U(r)rN−1 dr =
c2d
c∗
|SN−1|−1
∫
RN
ϕ0,1(|x|)U(|x|) dx
=
c2d
c∗
|SN−1|−1
∫
RN
ϕ(x)U(|x|) dx =M(ϕ).
(5.6)
Taking a sufficiently large integer m, by Lemma 5.1 we have
lim
t→∞ t
N+A
2 um
(
t
1
2 y, t
)
= 0 in L2(RN , e|y|
2/4 dy) ∩ L∞(K),
lim
t→∞ t
N+2A
2
um(x, t)
U(|x|) = 0 in L
∞(B(0, R)),
(5.7)
for any compact set K ⊂ RN \ {0} and R > 0. On the other hand, Lk is subcritical and
A+(λ2+ωk) > A for k ∈ {1, 2, . . . ,m−1}. Then, taking a sufficiently small ǫ > 0 if necessary,
by Theorems 1.1 and 1.2 we obtain
lim
t→∞ t
N+A
2
[
e−tLkφk,i
] (
t
1
2 y, t
)
= 0 in L2(RN , e|y|
2/4 dy) ∩ L∞(K),
lim
t→∞ t
N+2A
2
[
e−tLkφk,i
]
(x)
Uk(|x|) = 0 in L
∞(B(0, R)),
(5.8)
for any compact set K ⊂ RN \ {0} and R > 0. On the other hand, it follows from (1.2) that
(5.1) that Uk(r)/U(r) is bounded on (0, R) for any R > 0. This together with (5.8) implies
that
lim
t→∞ t
N+2A
2
[
e−tLkφk,i
]
(|x|)
U(|x|) = 0 in L
∞(B(0, R)) (5.9)
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for any R > 0. Since
[e−tLϕ](x) = v(x, t) +
m−1∑
k=1
[
e−tLkφk,i
]
(|x|)Qk,i
(
x
|x|
)
+ um(x, t),
by (5.4)–(5.9) we obtain assertions (a) and (b). Thus the proof is complete. ✷
Proof of Corollary 1.1. Let p = p(x, y, t) be the fundamental solution corresponding to
e−tL. Let y ∈ RN and τ > 0. Set ϕ(x) = p(x, y, τ) for x ∈ RN . Taking a sufficiently small
τ > 0 if necessary, by (1.6) we see that ϕ ∈ L2(RN , e|x|2/4 dx). On the other hand, since
p(x, y, t) = p(y, x, t), we have∫
RN
ϕ(x)U(|x|) dx =
∫
RN
p(x, y, τ)U(|x|) dx =
∫
RN
p(y, x, τ)U(|x|) dx = U(|y|)
for y ∈ RN and τ > 0. Then, applying Theorem 1.4 and letting τ → +0, we obtain the
desired results. Thus Corollary 1.1 follows. ✷
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