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A ‘LIQUID-SOLID’ PHASE TRANSITION IN A SIMPLE
MODEL FOR SWARMING, BASED ON THE ‘NO FLAT-SPOTS’
THEOREM FOR SUBHARMONIC FUNCTIONS
RUPERT L. FRANK AND ELLIOTT H. LIEB
Abstract. We consider a family of non-local shape optimization problems, which
are motivated by a simple model for swarming and other self-assembly/aggregation
models, and prove the existence of different phases for several of them. A technical
key ingredient, which we establish, is that a strictly subharmonic function cannot be
constant on a set of positive measure.
1. Introduction and main result
We are interested in the following minimization problem, depending on a parameter
α > 0, which was recently introduced by Burchard, Choksi and Topaloglu in [5]. For
measurable functions ρ ≥ 0 on R3 one sets
Eα[ρ] =
1
2
∫∫
R3×R3
ρ(x)
(
1
|x− y|
+ |x− y|α
)
ρ(y) dx dy
and, for m > 0,
Eα(m) = inf
{
Eα[ρ] : 0 ≤ ρ ≤ 1 ,
∫
R3
ρ(x) dx = m
}
.
This is a simple model problem for flocking of birds or some other condensation
phenomenon. The function ρ describes the density of birds (or ’particles’). The energy
functional Eα[ρ] has two terms. The first, |x−y|
−1, is a two-body repulsive interaction
between pairs of birds or particles. The second, |x − y|α is a two-body attractive
interaction that engenders condensation (or ’flocking’). The condition that ρ ≤ 1,
introduced in [5], is a many-body hard-core repulsion at short range. It imposes a
maximum density, beyond which the birds would be crushed. Its analogy in statistical
physics is a bound on the allowed density of atoms in a liquid, namely the density of
the solid state. For background on mathematical models for biological aggregations
we refer, for instance, to [2, 4, 12] and references therein.
We know from [9] that for any α > 0 and m > 0, the problem Eα(m) has a
minimizer.
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It is natural to think of the following three phases of the model, as described by the
level set {ρ = 1} of a minimizer ρ of the Eα(m) problem:
Phase 1: |{ρ = 1}| = 0 ,
Phase 2: 0 < |{ρ = 1}| < m ,
Phase 3: |{ρ = 1}| = m.
(Since we do not know whether minimizers are unique (modulo translations), it is
possible to have mixtures of these phases.) We think of phase 1 as a ‘liquid phase’,
phase 3 as a ‘solid phase’ and of phase 2 as an ‘intermediate phase’.
The following two theorems establish rigorously the existence of phases 1 and 3.
Theorem 1. For any α > 0 there is an mc1(α) > 0 such that for m < mc1(α) any
minimizer ρ for Eα(m) satisfies |{ρ = 1}| = 0.
Theorem 2. For any α > 0 there is an mc2(α) < ∞ such that for m > mc2(α) any
minimizer ρ for Eα(m) satisfies |{ρ = 1}| = m.
Our results do not establish the existence of an intermediate phase 2. In the exactly
solvable case α = 2 [5] it is shown that phase 2 does not occur, but we believe that
this is an un-typical behavior. (This belief is supported by the candidates from [11]
for minimizers for Eα(m) when m is small and α 6= 2, which are not characteristic
functions. Note that the computations in [11] do not impose the constraint ρ ≤ 1.
Therefore, by the arguments in the proof of Lemma 12 below, they are relevant for
our problem for small m.)
Results similar to ours were obtained in [5] for kernels of the form |x|−p + |x|2 with
1 < p < 3 in the analogue of Theorem 1 and 0 < p < 3 in the analogue of Theorem 2.
The proofs of these results, however, rely heavily on the algebraic properties of |x|2.
It is conjectured in [5] that these qualitative facts should be true for a larger class of
interaction kernels and our results confirm this expectation in another class of kernels.
Our results are not restricted to Coulomb singularities |x|−1. For example, we can
extend Theorem 2 to the case of interaction kernels of the form
|x|−β + |x|α with 0 < β < 1 and α > 0 .
We explain this in Subsection 5.4. Neither for this extension nor for our main results
do we need that the kernels have an exact power law behavior, but we prefer to stick
to this model case in order to make the arguments as simple as possible.
We end this introduction with the discussion of a related shape optimization prob-
lem, which was the main focus of the work of Burchard, Choksi and Topaloglu in [5].
For m > 0 one sets
Iα(m) = inf
{
Eα[χΩ] : Ω ⊂ R
3 , |Ω| = m
}
.
As a consequence of Theorems 1 and 2 we obtain the existence of a phase transition
with respect to the parameter m.
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Corollary 3. For any α > 0 there are 0 < m˜c1(α) ≤ m˜c2(α) < ∞ such that Iα(m)
has a minimizer for m > m˜c2(α) and has no minimizer for m < m˜c1(α).
It is natural to conjecture that m˜c1(α) = m˜c2(α) and to wonder whether minimizers,
whenever they exist, are spherically symmetric. These properties are true for α = 2,
where the model is explicitly solvable [5]. The following proof gives mc1(α) ≤ m˜c1(α)
and m˜c2(α) ≤ mc2(α). (The strict inequality mc1(α) < m˜c1(α) occurs if for some
m ∈ (mc1(α), m˜c1(α)) all minimizers ρ of the problem Eα(m) satisfy |{0 < ρ < 1}| >
0. Similarly, the strict inequality m˜c2(α) < mc2(α) would occur if for some m ∈
(m˜c2(α), mc2(α)) the problem Eα(m) had both a minimizer which is a characteristic
function and one that is not.)
Proof of Corollary 3. We clearly have Eα(m) ≤ Iα(m). The important observation
from [5] is that, in fact,
Eα(m) = Iα(m) .
Moreover, the problem Iα(m) has a minimizer if and only if the characteristic function
of a set is a minimizer for the relaxed problem Eα(m). Thus, according to Theorem
2, the Iα(m) problem has a minimizer for m > mc2(α) and, according to Theorem 1,
has no minimizer for m < mc1(α). 
Acknowledgements. The authors are grateful to Luis Silvestre and to Mikhail Sodin
for showing us how to prove Proposition 14 for continuous and for L1 functions, re-
spectively, to Almut Burchard and Paul Gauthier for their careful reading and many
helpful comments and to Haim Bre´zis for references related to Proposition 4. Support
by U.S. National Science Foundation grants DMS-1363432 (R.L.F.) and PHY-1265118
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2. Weak derivatives on sets of constancy
The following result about functions in Sobolev spaces will play an important role
in our proof.
Proposition 4. Let Ω ⊂ Rd be an open set, k ∈ N and u ∈ W k,1loc (Ω) real-valued. Then
for any Borel set A ⊂ R of zero measure and any multi-index α ∈ Nd0 with 0 < |α| ≤ k,
∂αu = 0 almost everywhere on u−1(A) .
Proof. For k = 1 this is a classical result [19, 17, 1] (see also [15, Thm. 6.19] for a
textbook proof) and we now show that this implies the general result by a simple
induction argument. Thus, let k ≥ 2 and 0 < |α| ≤ k and write ∂α = ∂j∂
β for
some 1 ≤ j ≤ d and some multi-index β with 0 ≤ |β| ≤ k − 1. By induction,
we have v := ∂βu = 0 almost everywhere on u−1(A), so v−1({0}) ⊃ u−1(A) (up to
sets of measure zero). Moreover, since v ∈ W 1,1loc (Ω), we have again by the Almgren–
Lieb result ∂jv = 0 almost everywhere on v
−1({0}). In particular, ∂jv = 0 almost
everywhere on u−1(A), which proves the assertion. 
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From this proposition we deduce, in particular, that ∆u = 0 almost everywhere on
{u = τ} which leads immediately to the following interesting corollary about strictly
subharmonic functions.
Corollary 5 (Strictly subharmonic functions have no flat spots). Let Ω ⊂ Rd, d ≥ 2,
be an open set and assume that u ∈ W 2,1loc (Ω) satisfies −∆u ≤ −ε in Ω for some ε > 0.
Then |{x ∈ Ω : u(x) = τ}| = 0 for any τ ∈ R.
The need of some strict subharmonicity assumption to deduce the absence of flat
spots can be seen from the example u(x) = (x1)+, which is subharmonic and constant
on the half-space {x1 ≤ 0}.
The conclusion of the corollary remains valid if the assumption u ∈ W 2,1loc (Ω) is
replaced by continuity and the equation −∆u ≤ −ε is understood in viscosity sense.
In fact, it remains valid for u ∈ L1loc(Ω) under the assumption that Lebesgue measure
is absolutely continuous with respect to the measure ∆u. We will not need these
results but, since they might be of independent interest, we present their proofs in two
appendices.
3. The Euler–Lagrange equation and the ‘chemical potential’
In order to emphasize the general nature of the arguments in this section, we consider
more general interaction kernels k which are
locally integrable, non-negative, lower semi-continuous,
and satisfy lim
|x|→∞
k(x) =∞ . (1)
We set
E [ρ] =
1
2
∫∫
R3×R3
ρ(x)k(x− y)ρ(y) dx dy (2)
and
E(m) = inf
{
E [ρ] : 0 ≤ ρ ≤ 1 ,
∫
R3
ρ(x) dx = m
}
. (3)
Existence of minimizers has been proved under the above conditions on k in [7, 20]
for the problem without the L∞ constraint. The case of the L∞ constraint is, in fact,
simpler. Moreover, the assumption of spherical symmetry of k in [20] is not necessary.
Let ρ be a minimizer for E(m) and let
ϕ(x) =
∫
R3
k(x− y)ρ(y) dy (4)
be its potential. In [5] it is shown that there is a constant µ > 0 such that for almost
every x ∈ R3
ϕ(x) ≤ µ if ρ(x) = 1 ,
ϕ(x) = µ if 0 < ρ(x) < 1 , (5)
ϕ(x) ≥ µ if ρ(x) = 0 .
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We now identify µ with the ‘chemical potential’ (that is, the derivative of E with
respect to m) of the minimization problem.
Lemma 6. Let ρ be a minimizer of E(m) for some m > 0 and let µ be as in (5).
Then
lim sup
m′↓m
E(m′)− E(m)
m′ −m
≤ µ ≤ lim inf
m′↑m
E(m′)−E(m)
m′ −m
.
Note that this implies, in particular, that E is a continuous function of m and that
the singular part of its distributional derivative is non-positive.
Proof. Let ε > 0. Since the potential ϕ is continuous (see, for instance, the remark
before [5, Thm. 4.4]) the set Fε = {µ < ϕ ≤ µ + ε} has positive measure. Since
lim|x|→∞ ϕ(x) =∞ (see, for instance, the proof of [5, Lem. 4.3]), the set Fε is bounded.
Note that according to (5), ρ = 0 on Fε. For any m < m
′ ≤ m + |Fε| we consider
ρ˜ := ρ+((m′−m)/|Fε|)χFε which clearly satisfies the constraints of the E(m
′) problem.
Moreover,
E(m′) ≤ E [ρ˜]
= E [ρ] +
m′ −m
|Fε|
∫∫
R3×R3
χFε(x)k(x− y)ρ(y) dx dy +
(
m′ −m
|Fε|
)2
E [χFε]
= E(m) +
m′ −m
|Fε|
∫
Fε
ϕ(x) dx+
(
m′ −m
|Fε|
)2
E [χFε]
≤ E(m) + (µ+ ε)(m′ −m) +
(
m′ −m
|Fε|
)2
E [χFε] .
Letting m′ ↓ m we find
lim sup
m′↓m
E(m′)−E(m)
m′ −m
≤ µ+ ε ,
and, since ε > 0 is arbitrary, we obtain the left inequality in the lemma.
To prove the reverse inequality we distinguish two cases. First, assume that inf ϕ <
µ. Then, for fixed ε > 0, we choose Fε := {µ − ε ≤ ϕ < µ}, which has positive
measure and is bounded. Moreover, by (5), ρ = 1 on Fε. For any m > m
′ > m− |Fε|
we consider ρ˜ = ρ− ((m−m′)/|Fε|)χFε and bound, similarly as before
E(m′) ≤ E [ρ˜]
= E(m)−
m−m′
|Fε|
∫
Fε
ϕ(x) dx+
(
m−m′
|Fε|
)2
E [χFε]
≤ E(m)− (µ− ε)(m−m′) +
(
m−m′
|Fε|
)2
E [χFε] .
This implies (note m′ −m < 0)
lim inf
m′↑m
E(m′)−E(m)
m′ −m
≥ µ−
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which proves the right inequality in the lemma.
Now assume that inf ϕ = µ. In this case we simply choose ρ˜ = (m′/m)ρ for any
m′ < m and obtain
E(m′) ≤ E [ρ˜]
≤
(
m′
m
)2
E(m)
= E(m)−
m2 − (m′)2
2m2
∫
Rd
ρϕ dx
≤ E(m)−
m2 − (m′)2
2m
µ .
That is,
E(m′)−E(m)
m′ −m
≥
m+m′
2m
µ ,
which again implies the right inequality in the lemma. 
4. Diameter bound
It is known [5] that, even for the general interaction kernels of the previous sec-
tion, the support of minimizers is bounded. An important ingredient in the proof of
Theorems 1 and 2 is a quantitative version of this result which controls the size of
the support in terms of m. More precisely, we show that the diameter of the support
of ρ grows at most like m1/3 for large m. We emphasize that, while the results in
this subsection can be extended to more general interaction kernels, for the sake of
simplicity we restrict ourselves to the case k(x) = |x|−1 + |x|α.
Theorem 7. For any α > 0 there is a constant C such that for any m > 0 and any
minimizer ρ of Eα(m) one has
diam supp ρ ≤ Cmax{1, m1/3} .
The proof will rely on two auxiliary lemmas which we state and prove next. With
any ρ we associate its potential
ϕ(x) =
∫
R3
(
1
|x− y|
+ |x− y|α
)
ρ(y) dy . (6)
The first lemma does not require ρ to be a minimizer. In fact, this lemma can be used
to prove the existence of a minimizer.
Lemma 8. For any ρ ≥ 0 with
∫
R3
ρ(y) dy = m we have
sup
a∈R3
∫
BR(a)
ρ(y) dy ≥ m−
2 Eα[ρ]
mRα
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Proof. We bound
ϕ(x) ≥
∫
R3\BR(x)
|x− y|αρ(y) dy
≥ Rα
(
m−
∫
BR(x)
ρ(y) dy
)
≥ Rα
(
m− sup
a∈R3
∫
BR(a)
ρ(y) dy
)
and obtain
Eα[ρ] =
1
2
∫
R3
ρ(x)ϕ(x) dx ≥
m
2
Rα
(
m− sup
a∈R3
∫
BR(a)
ρ(y) dy
)
,
which is the claimed inequality. 
The second lemma provides an upper bound on the potential on the support of ρ.
The method of proof is reminiscent of some arguments in geometric measure theory,
see, for instance, [16, Lem. 4].
Lemma 9. Let ρ be a minimizer for Eα(m) for some m > 0 and let x ∈ R
3 be a
Lebesgue point of ρ with ρ(x) > 0. Then
ϕ(x) ≤
6 + α
3
Eα(m)
m
.
Proof. For fixed r > 0 we define χ< := χBr(x) and χ> = 1− χ<. We consider
ρ˜(y) := ρ(y/ℓr)χ>(y/ℓr) with ℓr :=
(
m∫
χ>ρ dy
)1/3
,
which satisfies
∫
R3
ρ˜(y) dy = m and therefore, by optimality of ρ,
Eα[ρ] ≤ Eα[ρ˜] . (7)
With the notation
D(β)[σ] :=
1
2
∫∫
R3×R3
σ(y)|y − y′|βσ(y′) dy dy′ , ϕ(β)(y) :=
∫
R3
|y − y′|βρ(y′) dy′ ,
we have
Eα[ρ˜] = ℓ
5
rD
(−1)[χ>ρ] + ℓ
6+α
r D
(α)[χ>ρ]
= ℓ5r
(
D(−1)[ρ]−
∫
Br(x)
ρ(y)ϕ(−1)(y) dy +D(−1)[χ<ρ]
)
+ ℓ6+αr
(
D(α)[ρ]−
∫
Br(x)
ρ(y)ϕ(α)(y) dy +D(α)[χ<ρ]
)
.
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Therefore (7) becomes
ℓ5r
∫
Br(x)
ρ(y)ϕ(−1)(y) dy + ℓ6+αr
∫
Br(x)
ρ(y)ϕ(α)(y) dy
≤
(
ℓ5r − 1
)
D(−1)[ρ] +
(
ℓ6+αr − 1
)
D(α)[ρ] + ℓ5rD
(−1)[χ<ρ] + ℓ
6+α
r D
(α)[χ<ρ] .
Since ℓr ≥ 1 we can bound the left side from below by
ℓ5r
∫
Br(x)
ρ(y)ϕ(−1)(y) dy + ℓ6+αr
∫
Br(x)
ρ(y)ϕ(α)(y) dy ≥
∫
Br(x)
ρ(y)ϕ(y) dy .
On the other hand, since ρ ≤ 1 we can bound the last two terms on the right side by
D(−1)[χ<ρ] ≤ D
(−1)[χ<] = C1r
5 , D(α)[χ<ρ] ≤ D
(α)[χ<] = C2r
6+α ,
for some constants C1 and C2. Therefore we obtain
1
|Br(x)|
∫
Br(x)
ρ(y)ϕ(y) dy ≤
ℓ5r − 1
|Br(x)|
D(−1)[ρ]+
ℓ6+αr − 1
|Br(x)|
D(α)[ρ]+C ′1ℓ
5
rr
2+C ′2ℓ
6+α
r r
3+α .
We now want to let r → 0. Since x is a Lebesgue point of ρ and since ϕ is continuous,
we have
lim
r→0
1
|Br(x)|
∫
Br(x)
ρ(y)ϕ(y) dy = ρ(x)ϕ(x) .
On the other hand, we have
ℓ3r − 1
|Br(x)|
=
1
m−
∫
Br(x)
ρ(y) dy
1
|Br(x)|
∫
Br(x)
ρ(y) dy →
ρ(x)
m
.
Since
ℓ5r − 1
ℓ3r − 1
→
5
3
and
ℓ6+αr − 1
ℓ3r − 1
→
6 + α
3
,
we finally conclude that
ρ(x)ϕ(x) ≤
(
5
3
D(−1)[ρ] +
6 + α
3
D(α)[ρ]
)
ρ(x)
m
.
Bounding 5 ≤ 6 + α and recalling that ρ(x) 6= 0 we obtain the lemma. 
Proof of Theorem 7. If we choose
R =
(
4Eα(m)
m2
)1/α
and ρ is a minimizer, then m−2Eα[ρ]/(mR
α) ≥ m/2 and therefore Lemma 8 (and the
continuity of a 7→
∫
BR(a)
ρ(y) dy) implies that there is an a ∈ R3 such that
∫
BR(a)
ρ(y) dy ≥ m/2 .
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From this we conclude that for any x ∈ R3 with |x− a| > (σ + 1)R, where σ > 0 is a
parameter to be determined later,
ϕ(x) ≥
∫
BR(a)
|x− y|αρ(y) dy ≥ (|x− a| − R)α
∫
BR(a)
ρ(y) dy ≥ (|x− a| − R)αm/2
> σαRαm/2 = σα2Eα(m)/m .
We choose σ = (1+α/6)1/α, so that 2σα = (6+α)/3, and then Lemma 9 implies that
ρ(x) = 0 whenever |x− a| > (σ + 1)R. Thus,
diam supp ρ ≤ 2(σ + 1)R = 2((1 + α/6)1/α + 1)(4Eα(m)/m
2)1/α .
Finally, by computing with trial functions we obtain
Eα(m) ≤ Eα[mχB
(3/(4pi))1/3
] = C1m
2 if m ≤ 1 ,
(the radius has not been optimized) and
Eα(m) ≤ Eα[χB
(3m/(4pi))1/3
] = C2m
5/3 + C3m
2+α/3 if m > 0 ,
which implies that Eα(m)/m
2 ≤ C4max{1, m
α/3}. Inserting this into the diameter
bound, we obtain the theorem. 
The following consequence of Theorem 7 will be used in the proof of Theorems 1
and 2.
Corollary 10. Let ρ be a minimizer for Eα(m) and x ∈ supp ρ. Then, if α ≤ 2,
min
{
m,m(α+1)/3
}
.
∫
R3
|x− y|α−2ρ(y) dy . m(α+1)/3
and, if α ≥ 2,
m(α+1)/3 .
∫
R3
|x− y|α−2ρ(y) dy . max
{
m,m(α+1)/3
}
with implicit constants depending only on α.
Proof. By the ‘bathtub principle’ [15, Theorem 1.14] we have, since 0 ≤ ρ ≤ 1 and∫
ρ dy = m,∫
R3
|x− y|α−2ρ(y) dy ≤
∫
B
(3m/(4pi))1/3
(x)
|x− y|α−2 dy = Cm(α+1)/3 if α ≤ 2
and∫
R3
|x− y|α−2ρ(y) dy ≥
∫
B
(3m/(4pi))1/3
(x)
|x− y|α−2 dy = Cm(α+1)/3 if α ≥ 2 .
(Note that these inequalities are valid for any x ∈ R3.)
We now prove the opposite inequalities. Let d = Cmax{1, m1/3}, where C is the
constant from Theorem 7, so that the support of ρ is contained in a ball B of radius
d. We shall prove the inequalities in the corollary for every x ∈ B and therefore, in
particular, for all x ∈ supp ρ. Note that for any x ∈ B, supp ρ is contained in a ball
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of radius 2d around x. Let c := 2(1 − 3m/(4π(2d)3))1/3, so that the spherical shell
between radii cd and 2d has volume m. Then, again by the ‘bathtub principle’, if
x ∈ B,
∫
R3
|x− y|α−2ρ(y) dy ≥
∫
B2d(x)\Bcd(x)
|x− y|α−2 dy = C ′dα+1
(
2α+1 − cα+1
)
if α < 2
and∫
R3
|x− y|α−2ρ(y) dy ≤
∫
B2d(x)\Bcd(x)
|x− y|α−2 dy = C ′dα+1
(
2α+1 − cα+1
)
if α > 2 .
To complete the proof of the corollary, we note that
dα+1
(
2α+1 − cα+1
)
≈ m if m ≤ 1
and
dα+1
(
2α+1 − cα+1
)
≈ m(α+1)/3 if m ≥ 1
where ≈ means that there are upper and lower bounds on the ratio with finite, positive
constants depending only on α. 
5. Proof of the main results, Theorems 1 and 2
5.1. Outline of the proof. Both proofs of Theorems 1 and 2 rely on Proposition 4,
which implies that ∆ϕ = 0 on {ϕ = µ}. In order to apply this proposition, we need
to verify that ϕ ∈ W 2,1loc (R
3) and in the following lemma we will show that in fact
ϕ ∈ W 2,ploc (R
3) for any p <∞.
We recall that given ρ, ϕ is defined by (6).
Lemma 11. For any ρ ∈ L∞ with |x|αρ ∈ L1(R3) one has ϕ ∈ W 2,ploc (R
3).
Proof. It is easy to see that ϕ is a continuous function, so it is enough to show that
∂i∂jϕ ∈ L
p
loc(R
3) for any i, j. We decompose ϕ = ϕ−1 + ϕα as in the proof of Lemma
9. We have −∆ϕ−1 = 4πρ in the sense of distributions. Since ρ ∈ L
p(R3) for any
p < ∞, we deduce from the Calderon–Zygmund inequality (see, e.g., [13, Thm. 9.9])
that ∂i∂jϕ−1 ∈ L
p(R3).
In fact, let us give an elementary proof of the weaker fact that ∂i∂jϕ−1 ∈ L
2(R3)
(which, however, is sufficient for our application of Proposition 4). Since ρ ∈ L2(R3)
and since the Fourier transform of e−|x|/|x| is a constant times 1/(1 + p2), we deduce
that e−|x|/|x| ∗ ρ ∈ H2(R3). Moreover, since |∂i∂j(1− e
−|x|)/|x|| . |x|−2(1+ |x|)−1 and
ρ ∈ Lp(R3) for 3 < p <∞, we conclude that ∂i∂j(1− e
−|x|)/|x| ∗ ρ ∈ L∞.
For the ϕα piece we use the fact that |∂i∂jϕ| ≤ C|x|
α−2. Using ρ ∈ L∞ and
|x|αρ ∈ L1 we again deduce that ∂i∂jϕα ∈ L
∞. 
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5.2. The regime of small mass – Proof of Theorem 1. Let us consider the
minimization problem
E∗α := inf
{
E [ρ] : ρ ≥ 0 ,
∫
R3
ρ(x) dx = 1
}
.
We know from [7, 20] that a minimizer exists and from [8] that any minimizer is
bounded, so
M∗(α) := sup
{
‖ρ‖−1∞ : ρ minimizer for E
∗
α
}
> 0 .
The following simple fact is essentially contained in [5, Proof of Thm. 1.1(i)], but for
the sake of completeness we provide a proof.
Lemma 12. If m ≤M∗(α), then Eα(m) = m
2E∗α.
Proof. We begin by proving ≥ for any m > 0. For any ρ with 0 ≤ ρ ≤ 1 and∫
R3
ρ dx = m we can take ρ/m as a trial state for the E∗α problem and obtain, by
homogeneity,
E∗α ≤ Eα[ρ/m] = Eα[ρ]/m
2 .
Taking the infimum over all such ρ we obtain E∗α ≤ Eα(m)/m
2, which is ≥ in the
lemma.
For the converse inequality, let m < M∗(α) and choose a minimizer ρ∗ for E
∗
α with
‖ρ∗‖
−1
∞ ≥ m. Then mρ∗ is an admissible trial state for the Eα(m) problem and we
obtain, again by homogeneity,
Eα(m) ≤ Eα[mρ
∗] = m2Eα[ρ∗] = m
2E∗α ,
which is ≤ in the lemma. The equality extends to m = M∗(α) by continuity. 
Proof of Theorem 1. Let m ≤ M∗(α) and let ρ be a minimizer for Eα(m). We infer
from Lemma 12 that E ′α(m) = 2mE
∗
α (form = M
∗(α) this holds for the left derivative)
and therefore, by Lemma 6, that µ = 2mE∗α. Thus,
µm = 2m2E∗α = 2Eα(m) =
∫
R3
ϕ(x)ρ(x) dx
= µ
∫
R3
ρ(x) dx+
∫
R3
(ϕ(x)− µ)ρ(x) dx
= µm+
∫
R3
(ϕ(x)− µ)ρ(x) dx ,
that is, ∫
R3
(ϕ(x)− µ)ρ(x) dx = 0 .
According to the Euler equation (5), ϕ ≤ µ a.e. on {ρ > 0}. Therefore we conclude
that
ϕ = µ a.e. on {ρ > 0} .
By Proposition 4 and Lemma 11 we deduce that
−∆ϕ = 0 a.e. on {ρ > 0} . (8)
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On the other hand, by an explicit calculation, we have
−∆ϕ(x) = 4πρ(x)− α(α+ 1)
∫
R3
|x− y|α−2ρ(y) dy . (9)
Using Corollary 10 we can bound for almost every x ∈ R3 with ρ(x) = 1
4πρ(x)− α(α+ 1)
∫
R3
|x− y|α−2ρ(y) dy ≥ 4π − Cmax{m,m(α+1)/3} . (10)
For α ≤ 2 the maximum can be replaced by m(α+1)/3. In any case, if |{ρ = 1}| >
0, we learn from (8), (9) and (10) that 4π ≤ Cmax{m,m(α+1)/3}, that is, m ≥
max{4π/C, (4π/C)3/(α+1)} (and m ≥ (4π/C)3/(α+1) if α ≤ 2). This proves the theo-
rem. 
5.3. The regime of large mass – Proof of Theorem 2. According to the Euler
equation (5), ϕ = µ a.e. on {0 < ρ < 1} and so again by Proposition 4 and Lemma 11
we deduce that
−∆ϕ = 0 a.e. on {0 < ρ < 1} . (11)
As in the previous proof we will compare this with the formula for −∆ϕ from (9).
Using Corollary 10 we can bound for almost every x ∈ R3 with 0 < ρ(x) < 1
4πρ(x)− α(α + 1)
∫
R3
|x− y|α−2ρ(y) dy ≤ 4π − Cmin{m,m(α+1)/3} . (12)
For α ≥ 2 the minimum can be replaced by m(α+1)/3. In any case, if |{0 < ρ <
1}| > 0, we deduce from (11), (9) and (12) that 4π ≥ Cmin{m,m(α+1)/3}, that is,
m ≤ max{4π/C, (4π/C)3/(α+1)} (and m ≥ (4π/C)3/(α+1) if α ≥ 2). This proves the
theorem. 
5.4. Extension to more general kernels. In this subsection we consider the min-
imization problem (3) with the energy function (2) involving a general kernel k satis-
fying (1).
Proposition 13. Assume that the distributional Laplacian ∆k is bounded from below
by a locally integrable function and satisfies lim inf |x|→∞∆k > 0. Then there is an
m∗ <∞ such that for m > m∗ any minimizer ρ for E(m) satisfies |{ρ = 1}| = m.
Proof. We argue as in the proof of Theorem 2 and therefore it suffices to show that
∆ϕ > 0 if m is large enough. By assumption there is a κ ∈ L1loc(R
3) and constants
c > 0 and R > 0 such that ∆k ≥ κ and κ(x) ≥ c if |x| ≥ R. Thus,
∆ϕ(x) ≥
∫
R3
κ(x− y)ρ(y) dy ≥ −
∫
{|x−y|<R}
κ−(x− y)ρ(y) dy + c
∫
{|x−y|≥R}
ρ(y) dy
≥ −
∫
{|z|<R}
κ−(z) dz + c
(
m− (4π/3)R3
)
.
The right side if clearly positive if m is large enough. 
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This proposition applies, for instance, to k(x) = |x|−β + |x|α with 0 < β < 1 and
α ≥ 2. The same result holds also for 0 < α < 2, with a proof that is parallel to that
of Theorem 2 and, as in that case, one needs in addition a bound on the diameter of
the support of ρ. Such bound can be obtained by the same way as in Section 4 and
we omit the details.
Appendix A. A theorem about subharmonic functions. I
In this appendix we complement Corollary 5 by a similar result under different as-
sumptions, which is interesting in its own right. While Corollary 5 concerns Sobolev
functions and has a relatively straightforward proof, we now discuss the case of con-
tinuous functions without any integrability assumptions on derivatives. The proof is
technically significantly more difficult and we are greatly indebted to Luis Silvestre
for showing us how to extend the result from C1,1 functions to continuous functions.
A further generalization will be discussed in the following appendix.
We recall that, if u is a continuous, real function on an open set Ω, we say that
−∆u ≤ f in Ω in viscosity sense if for any x ∈ Ω and any ϕ ∈ C2(Ω) for which u− ϕ
has a local maximum at x one has −∆ϕ(x) ≤ f(x).
Proposition 14. Let Ω ⊂ Rd, d ≥ 1, be an open set and assume that u ∈ C(Ω)
satisfies −∆u ≤ −ε in Ω in viscosity sense for some ε > 0. Then |{x ∈ Ω : u(x) =
τ}| = 0 for any τ ∈ R.
This proposition has an elementary proof under the additional assumption u ∈
C1,1(Ω), but remarkably it also holds without this assumption. We also note that the
statement is wrong if we only assume −∆u ≤ 0 in Ω, as the example u(x) = max{x1, 0}
shows.
For the proof we define for any set Ω ⊂ Rd and any u ∈ C(Ω)
Θ(u,Ω)(x) := inf
{
A ≥ 0 : there is a p ∈ Rd such that for all y ∈ Ω,
u(y) ≤ u(x) + p · (y − x) + (A/2)|y − x|2
}
with the convention that inf ∅ = +∞. We shall use the following deep result [6, Ch.
7] (see also [3, Prop. 3.1]).
Lemma 15. Let B ⊂ Rd be a ball and B′ a concentric ball with twice the radius. If
u ∈ C(B′) satisfies −∆u ≤ 0 in B′ in viscosity sense, then
lim
t→∞
∣∣{x ∈ B : Θ(u,B′)(x) > t}∣∣ = 0 .
In fact, there are bounds on how fast the measure of the set in the lemma tends to
zero, but they are not important for us.
Proof. Replacing u by u− τ we may assume that τ = 0. We will show that for every
ball B such that B′ ⊂ Ω (where B′ denotes the concentric ball with twice the radius)
one has |{u = 0} ∩ B| = 0. This will clearly imply the result.
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We argue by contradiction and assume that |{u = 0} ∩ B| > 0. According to
Lemma 15 we can choose t so large that |{Θ(u,B′) > t} ∩ B| < |{u = 0} ∩ B|. This
implies that {Θ(u,B′) ≤ t} ∩ {u = 0} ∩ B has positive measure and we choose x to
be a Lebesgue point of this set and assume, after a translation, that x = 0. Thus, we
have u(0) = 0 and there is a p ∈ Rd such that
u(y) ≤ p · y + (t/2)|y|2 for all y ∈ B′ .
Let Br = {y : |y| < r}. Since 0 is a Lebesgue point of {u = 0} ∩ B, we have
|Br|
−1|{u = 0}∩Br| → 1 as r → 0 and therefore p = 0. (Indeed, otherwise u(y) would
be negative in the cone {y ∈ Rd : p · y ≤ −δ|y| , |y| < 2δ/t} where δ < |p| is a fixed
constant.) Therefore, we can bound for every r > 0 such that Br ⊂ B
′∫
Br
u(y) dy ≤
∫
{u 6=0}∩Br}
u(y) dy ≤ (t/2)r2 |{u 6= 0} ∩Br| . (13)
On the other hand, let us derive a lower bound on the left side. Using the Green’s
function for the ball we find that for any C2 function v on Bρ one has
v(0) = −cd
∫
Bρ
(
1
|y|d−2
−
1
ρd−2
)
∆v(y) dy +
(d− 2)cd
ρd−1
∫
|y|=ρ
v(y) dσ(y) .
with cd = ((d − 2)|S
d−1|)−1. (The formula for d = 1, 2 is similar and is omitted.)
Multiplying by ρd−1 and integrating with respect to ρ, we obtain
|Br|v(0) = −
1
d − 2
∫
Br
(
1
d
rd − |y|d
|y|d−2
−
1
2
(
r2 − |y|2
))
∆v(y) dy +
∫
Br
v(y) dy .
We apply this inequality to v = ηδ ∗ u, where ηδ(y) = δ
−dη(y/δ) with some mollifier
η ≥ 0 and note that −∆v ≤ −ε. Using this inequality for the first term on the right
side and then letting δ → 0, we obtain, since u(0) = 0,
0 ≤ −
ε
d− 2
∫
Br
(
1
d
rd − |y|d
|y|d−2
−
1
2
(
r2 − |y|2
))
dy +
∫
Br
u(y) dy ,
that is, ∫
Br
u(y) dy ≥ εc′dr
2|Br| (14)
with a constant c′d > 0 depending only on d.
Comparing (13) and (14), we find that for every r > 0 such that Br ⊂ B
′,
|{u 6= 0} ∩ Br|
|Br|
≥
2c′dε
t
This contradicts the fact that 0 is a Lebesgue point of the set {u = 0} ∩ B. This
proves the theorem. 
Appendix B. A theorem about subharmonic functions. II
In this appendix we generalize Corollary 5 to general subharmonic functions. We
learned the argument from Mikhail Sodin, to whom we are grateful.
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B.1. Statement of the result and outline of the proof. If u is a subharmonic
function on an open set Ω ⊂ Rd, then the distribution ∆u is non-negative and therefore
extends to a non-negative, locally finite, regular Borel measure on Ω, which we denote
by µu. (Here, ‘regular’ means that µu(A) = inf{µ(O) : O ⊃ A open} and µu(A) =
sup{µ(K) : K ⊂ A compact} for every measurable set A ⊂ Ω. Moreover, for us
‘measurable’ always means Borel measurable.)
Theorem 16. Let Ω ⊂ Rd be open and u ∈ L1loc(Ω) subharmonic such that µu(E) > 0
for any measurable E ⊂ Ω with |E| > 0. Then |{u = τ}| = 0 for any τ ∈ R.
The proof of this theorem hinges on the following two results. The first one extends
an argument of Eremenko–Sodin [10] (see also their references to earlier work by
Øksendal) to arbitrary dimensions.
Proposition 17. Let Ω ⊂ Rd be open and u ∈ L1loc(Ω) be subharmonic and non-
negative. Then
µu
({
x ∈ Ω : lim
r→0
|{y ∈ Br(x) : u(y) = 0}|
|Br|
= 1
})
= 0 .
In other words, ∆u vanishes on the set of Lebesgue points of {u = 0}. In fact, our
proof shows that there is an εd > 0, depending only on d, such that
µu
({
x ∈ Ω : lim inf
r→0
|{y ∈ Br(x) : u(y) = 0}|
|Br|
> 1− εd
})
= 0 .
The second ingredient in our proof of Theorem 16 is a special case of Grishin’s
lemma, see [14] and also [21] and references therein.
Proposition 18. Let Ω ⊂ Rd be open and let u, v ∈ L1loc(Ω) be subharmonic with
v ≥ u. Then
(µv − µu) |{u=v>−∞} ≥ 0 .
Assuming these two propositions we now show how they imply Theorem 16.
Proof of Theorem 16. Replacing u by u− τ , we may assume that τ = 0. The function
v := u+ is subharmonic and, setting
E =
{
x ∈ Ω : lim
r→0
|{y ∈ Br(x) : u(y) ≤ 0}|
|Br|
= 1
}
,
we deduce from Proposition 17 that µv(E) = 0. Therefore, if
E ′ =
{
x ∈ Ω : lim
r→0
|{y ∈ Br(x) : u(y) = 0}|
|Br|
= 1
}
,
then E ′ ⊂ E and therefore also µv(E
′) = 0. On the other hand, since v ≥ u,
Proposition 18 implies that
(µv − µu) |{u≥0} ≥ 0 .
Therefore, if
E ′′ = {x ∈ Ω : u(x) = 0} ,
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then µu(E
′ ∩ E ′′) ≤ µv(E
′ ∩ E ′′) ≤ µv(E
′) = 0, so µu(E
′ ∩ E ′′) = 0. The assumed
strict subharmonicity of u therefore implies that |E ′ ∩ E ′′| = 0. But, by Lebesgues’s
theorem, |E ′′ \ E ′| = 0 and therefore |E ′′| = 0, as claimed. 
B.2. Tools for the proof of the propositions. Thus, it remains to prove Propo-
sitions 17 and 18. Their proofs rely on two ingredients. The first one is a variant of
Green’s formula and the second one a general result about measures. For the first
result we recall that the Green’s function for the unit ball B ⊂ Rd is given by
G(x, y) =


1
(d−2)|Sd−1|
(
1
|x−y|d−2
− 1
(1−2x·y+x2y2)(d−2)/2
)
if d ≥ 3 ,
1
2pi
(
ln 1
|x−y|
− ln 1
(1−2x·y+x2y2)1/2
)
if d = 2 .
Therefore, if u is, say, C2 in the unit ball and continuous up to the boundary, then we
have Green’s representation formula
u(x) = −
∫
B
G(x, y)∆u(y) dy−
∫
Sd−1
∂G
∂νy
(x, y)u(y) dσ(y) .
One consequence of this formula is that, if u is subharmonic,
u(x) ≤ −
∫
∂B
∂G
∂νy
(x, y)u(y) dσ(y) =
1
|Sd−1|
∫
Sd−1
1− x2
(1− 2x · y + x2)d/2
u(y) dσ(y) . (15)
Using a simple density argument, based for instance on [15, Thm. 9.3], this inequality
extends to any (not necessarily smooth) subharmonic function in the unit ball.
Next, we assume again that u is, say, C2 in B and continuous on B and take x = 0
in Green’s representation formula. For d ≥ 3 we obtain
u(0) = −
1
(d− 2)|Sd−1|
∫
B
(
1
|y|d−2
− 1
)
∆u(y) dy +
1
|Sd−1|
∫
Sd−1
u(y) dσ(y) .
We note that for any α > 0,
α−1
(
|y|−α − 1
)
= α−1
∫ ∞
0
χ{t<|y|−α−1} dt =
∫ 1
0
χ{|y|<ρ}
dρ
ρα+1
.
Thus,
u(0) = −
1
|Sd−1|
∫ 1
0
µu(Bρ)
dρ
ρd−1
+
1
|Sd−1|
∫
Sd−1
u(y) dσ(y) . (16)
This formula is also true if d = 2. Moreover, by a density argument, based for instance
on [15, Thm. 9.3], it extends to any function u which is subharmonic in a neighborhood
of the unit ball.
The second ingredient in the proof of the propositions is the following measure
theoretic result.
Lemma 19. Let µ be a signed, real, locally finite, regular Borel measure on Rd and
let E ⊂ Rd be a measurable set such that for any x ∈ E,
lim sup
r→0
µ(Br(x))
|Br|
≥ 0 .
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Then µ|E ≥ 0.
Proof of Lemma 19. Let A ⊂ E be measurable. We show that µ(A) ≥ 0. We may
assume that A is bounded. (Otherwise we choose a tiling of Rd by half-open, disjoint
cubes Qj and consider A ∩Qj for each fixed j.)
Let ε > 0. By assumption, for any x ∈ A there is a monotone decreasing sequence
(rn(x))n∈N ⊂ (0, 1], tending to zero, such that µ(Brn(x)(x)) ≥ −ε|Brn(x)| for all n. We
apply [18, Thm. 2.8], which is a consequence of the Besicovich covering theorem, to
the family {Brn(x)(x) : x ∈ A , n ∈ N} and obtain a countable subfamily of disjoint
balls Bj such that |µ|(A \
⋃
j Bj) = 0. We write
µ(A) = µ(
⋃
Bj) + µ(A \
⋃
j
Bj)
and bound
µ(
⋃
Bj) =
∑
j
µ(Bj) ≥ −ε
∑
j
|Bj | = −ε|
⋃
j
Bj | ≥ −εC ,
where C = |{x ∈ Rd : dist(x,A) ≤ 1}|, which is finite since A is bounded. On the
other hand, ∣∣∣∣∣µ(A \
⋃
j
Bj)
∣∣∣∣∣ ≤ |µ|(A \
⋃
j
Bj) = 0 ,
so µ(A) ≥ −εC. Since ε > 0 is arbitrary, we conclude that µ(A) ≥ 0, as claimed. 
B.3. Proof of the propositions. With these tools at hand we can now prove Propo-
sitions 17 and 18 and thereby complete the proof of Theorem 16.
Proof of Proposition 17. Let εd = (1− 2
−d)/(2d+2 3) and
E :=
{
x ∈ Ω : lim inf
r→0
|{y ∈ Br(x) : u(y) = 0}|
|Br|
> 1− εd
}
.
We shall show that for any x ∈ E,
lim inf
r→0
µu(Br)
|Br|
= 0 .
This fact, together with Lemma 19 (applied to µ = −µu), yields that µu|E ≤ 0. On
the other hand, by subharmonicity µu ≥ 0, which implies that µu(E) = 0. (In fact,
since one knows µu ≥ 0, the proof of Lemma 19 can be somewhat abbreviated.)
Fix x ∈ E and ε ∈ (1 − lim infr→0 |{y ∈ Br(x) : u(y) = 0}|/|Br|, εd). We choose
r0 > 0 such that dist(x,Ω
c) < r0, M0 := sup|y−x|=r0 u(x) <∞ and
|{y ∈ Br(x) : u(y) 6= 0}| ≤ ε|Br| for all 0 < r ≤ r0 .
Moreover, let
θ(r) = Hd−1({ω ∈ Sd−1 : u(x+ rω) 6= 0})/|Sd−1| .
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We claim that for any 0 < r ≤ r0 there is an r
′ ∈ (r/2, r) such that θ(r′) ≤ ε/(1 −
2−d) =: η. In fact, if we had θ(s) > η for all s ∈ (r/2, r), we had
ε|Br| = η|S
d−1|
∫ r
r/2
sd−1 ds < |Sd−1|
∫ r
r/2
θ(s)sd−1 ds ≤ |Sd−1|
∫ r
0
θ(s)sd−1 ds
= |{y ∈ Br(x) : u(y) 6= 0}| ≤ ε|Br| ,
a contradiction.
Applying this claim iteratively we obtain a sequence (rk) with 1/4 ≤ rk+1/rk ≤ 1/2
and θ(rk) ≤ η. Let Mk := sup|y−x|=rk u(x). Green’s representation formula (16)
together with the fact that u(x) ≥ 0 implies that∫ rk
0
µu(Bρ(x))
dρ
ρd−1
≤
∫
Sd−1
u(x+ rkω) dσ(ω) .
Bounding the right side from above and the left side from below, we obtain
2d−2 − 1
d− 2
µu(Brk/2(x))r
−d+2
k = µu(Brk/2(x))
∫ rk
rk/2
dρ
ρd−1
≤ |Sd−1|Mk .
(If d = 2, the constant (2d−2 − 1)/(d− 2) is replaced by ln 2.) This is the same as
µu(Brk/2(x))
|Brk/2|
≤
d− 2
2d−2 − 1
d 2d
Mk
r2k
.
Thus,
lim inf
r→0
µr(Br)
|Br|
≤
d− 2
2d−2 − 1
d 2d lim inf
k→∞
Mk
r2k
,
and the proposition will follow if we can show that Mk/r
2
k → 0 as k →∞.
In order to show this, we observe that, after rescaling, inequality (15) implies that
for any y with |y − x| = rk+1,
u(y) ≤
1
|Sd−1|
∫
Sd−1
rd−2k
(
r2k − r
2
k+1
)
(r2k − 2rk(y − x) · ω + r
2
k+1)
d/2
u(x+ rkω) dσ(ω) .
Thus, recalling that u ≥ 0,
u(y) ≤
rd−2k (r
2
k − r
2
k+1)
(rk − rk+1)d
1
|Sd−1|
∫
Sd−1
u(x+ rkω) dσ(ω) .
We bound
1
|Sd−1|
∫
Sd−1
u(x+ rkω) dω ≤Mkθ(rk) ≤ Mkη .
Moreover, since rk+1/rk ≤ 1/2 we have
rd−2k (r
2
k − r
2
k+1)
(rk − rk+1)d
=
rd−2k (rk + rk+1)
(rk − rk+1)d−1
≤
3/2
(1/2)d−1
= 2d−2 3 .
Since this bound is valid for any y with |y − x| = rk+1 we conclude that
Mk+1 ≤ 2
d−2 3ηMk .
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Since rk+1/rk ≥ 1/4, this implies that
Mk+1
r2k+1
≤ 2d−2 3η
r2k
r2k+1
Mk
r2k
≤ 2d+2 3η
Mk
r2k
.
Iterating this, we obtain
Mk+1
r2k+1
≤
(
2d+2 3η
)k+1 M0
r20
.
Since
2d+2 3η =
2d+2 3ε
1− 2−d
<
2d+2 3εd
1− 2−d
= 1 ,
we infer that Mk+1/r
2
k+1 → 0 as k →∞, which concludes the proof. 
Proof of Proposition 18. Let x ∈ Ω such that u(x) = v(x) > −∞. We shall show that
there is a sequence (rn) ⊂ (0,∞), tending to zero, such that (µv − µu)(Brn(x)) ≥ 0.
According to Lemma 19 this will imply that µv − µu ≥ 0 on {u = v > −∞}.
For any R < dist(x,Ωc), we have according to (16) and rescaling,∫ R
0
(µv(Bρ(x))− µu(Bρ(x)))
dρ
ρd−1
=
∫
Sd−1
(v(x+Rω)− u(x+Rω)) dσ(ω) .
Since the right side is non-negative by assumption, there is an 0 < r0 < dist(x,Ω
c)
such that µv(Br0(x)) − µu(Br0(x)) ≥ 0. We now use the formula with R replaced by
r0/2. Again, the right side is non-negative and therefore there is an 0 < r1 < r0/2
such that µv(Br1(x))− µu(Br1(x)) ≥ 0. Continuing in this way we obtain a sequence
with the claimed properties. This concludes the proof of the proposition. 
References
[1] F. J. Almgren, Jr., E. H. Lieb, Symmetric decreasing rearrangement is sometimes continuous.
J. Amer. Math. Soc. 2 (1989), no. 4, 683–773.
[2] I. Aoki, A simulation study on the schooling mechanism in fish. Bull. Jap. Soc. Scientific Fisheries
48 (1982), no. 8, 1081–1088.
[3] S. N. Armstrong, L. E. Silvestre, C. K. Smart, Partial regularity of solutions of fully nonlinear,
uniformly elliptic equations. Comm. Pure Appl. Math. 65 (2012), no. 8, 1169–1184.
[4] A.J. Bernoff, C.M. Topaz, A primer of swarm equilibria. SIAM J. Appl. Dyn. Syst. 10 (2011),
no. 1, 212–250.
[5] A. Burchard, R. Choksi, I. Topaloglu, Nonlocal shape optimization via interactions of attractive
and repulsive potentials, Indiana Math. J., to appear.
[6] L. A. Caffarelli, X. Cabre´, Fully nonlinear elliptic equations. American Mathematical Society
Colloquium Publications 43. American Mathematical Society, Providence, RI, 1995.
[7] J. A. Can˜izo, J. A. Carrillo, F. S. Patacchini, Existence of compactly supported global minimisers
for the interaction energy. Arch. Ration. Mech. Anal. 217 (2015), no. 3, 1197–1217.
[8] J. A. Carrillo, M. G. Delgadino, A. Mellet, Regularity of local minimizers of the interaction
energy via obstacle problems. Comm. Math. Phys. 343 (2016), no. 3, 747–781.
[9] R. Choksi, R.C. Fetecau, I. Topaloglu, On minimizers of interaction functionals with competing
attractive and repulsive potentials. Ann. Inst. H. Poincare´ Anal. Non Line´aire 32 (2015), 1283–
1305.
20 RUPERT L. FRANK AND ELLIOTT H. LIEB
[10] A. E`. Ere¨menko, M. L. Sodin, A proof of the conditional Littlewood theorem on the distribution
of the values of entire functions. (Russian) Izv. Akad. Nauk SSSR Ser. Mat. 51 (1987), no. 2,
421–428, 448; English translation in Math. USSR-Izv. 30 (1988), no. 2, 395–402.
[11] R. C. Fetecau, Y. Huang, Equilibria of biological aggregations with nonlocal repulsive-attractive
interactions, Physica D 260 (2013), 49–64.
[12] R. C. Fetecau, Y. Huang T. Kolokolnikov, Swarm dynamics and equilibria for a nonlocal aggre-
gation model. Nonlinearity 24 (2011), no. 10, 2681–2716.
[13] D. Gilbarg, N. S. Trudinger, Elliptic partial differential equations of second order. Classics in
Mathematics. Springer-Verlag, Berlin, 2001.
[14] A. F. Grishin, Sets of regular growth of entire functions. I. (Russian) Teor. Funktsi Funktsional.
Anal. i Prilozhen. No. 40 (1983), 36–47.
[15] E. H. Lieb, M. Loss, Analysis. Second edition. Graduate Studies in Mathematics 14, American
Mathematical Society, Providence, RI, 2001.
[16] J. Lu, F. Otto, Nonexistence of minimizer for Thomas-Fermi-Dirac-von Weizsa¨cker model. Pure
Appl. Math. 67 (2014), no. 10, 1605–1617.
[17] M. Marcus, V. J. Mizel, Absolute continuity on tracks and mappings of Sobolev spaces. Arch.
Rational Mech. Anal. 45 (1972), 294–320.
[18] P. Mattila, Geometry of sets and measures in Euclidean spaces. Fractals and rectifiability. Cam-
bridge Studies in Advanced Mathematics, 44. Cambridge University Press, Cambridge, 1995.
[19] J. Serrin, D. E. Varberg, A general chain rule for derivatives and the change of variables formula
for the Lebesgue integral. Amer. Math. Monthly 76 (1969), 514–520.
[20] R. Simione, D. Slepcˇev, I. Topaloglu, Existence of ground states of nonlocal-interaction energies.
J. Stat. Phys. 159 (2015), no. 4, 972–986.
[21] M. L. Sodin, Hahn decomposition for the Riesz charge of δ-subharmonic functions. Math. Scand.
83 (1998), no. 2, 277–282.
Rupert L. Frank, Mathematisches Institut, Ludwig-Maximilans Universita¨t Mu¨n-
chen, Theresienstr. 39, 80333 Mu¨nchen, Germany, and Department of Mathematics,
California Institute of Technology, Pasadena, CA 91125, USA
E-mail address : rlfrank@caltech.edu
Elliott H. Lieb, Departments of Mathematics and Physics, Princeton University,
Princeton, NJ 08544, USA
E-mail address : lieb@princeton.edu
