Aims. To date, metallicity is the only parameter of a star that appears to clearly correlate with the presence of planets and their properties. To check for new correlations between stars and the existence of an orbiting planet, we determine accurate stellar parameters for several metal-rich solar-type stars. The purpose is to fill the gap of the comparison sample presented in previous works in the high metal-content regime. Methods. The stellar parameters were determined using an LTE analysis based on equivalent widths (EW) of iron lines and by imposing excitation and ionization equilibrium. We also present a first step in determining these stellar parameters in an automatic manner by using the code DAOSPEC for the EW determination. Results. Accurate stellar parameters and metallicities are obtained for our sample composed of 64 high metal-content stars not known to harbor any planet. This sample will in the future give us the possibility of better exploring the existence of differences in the chemical abundances between planet-host stars and stars without known planets in the metal-rich domain. We also report stellar parameters for some recently discovered planet-host stars. Finally, we present an empirical calibration for DAOSPEC based on the comparison between its EW measurements and the standard "hand made" measurements for the FEROS sample presented in this paper.
Introduction
There are about 180 known stars that host planets at the moment. One well established characteristic of these stars is that they are very rich in metal when compared with stars not known to host any planet (Gonzalez 1997 (Gonzalez , 1998 Santos et al. 2001) . At the present time the observed dependence of planet frequency on stellar metallicity is the only well-established correlation known to exist between the presence of planets, their properties, and stellar characteristics. But other suggested connections between planetary properties and the metal content of the host stars exist, such as the possible period-metallicity correlation (Sozzetti 2004; Santos et al. 2006 ) and the correlation between the heavyelement content of transiting planets and the stellar metallicity (Guillot et al. 2006) .
Interesting is that there are hints that the well-established correlation between stellar metallicity and and the presence of a planet may only be present for stars hosting giant planets, while, for the stars orbited by very low-mass Neptune-like planets, the Based on observations collected at La Silla Observatory, ESO, Chile, with the FEROS spectrograph at the 2.2-m MPI/ESO telescope (074.C-0135), with the CORALIE spectrograph at the 1.2-m Euler Swiss Telescope, and with the SARG spectrograph at the TNG telescope, operated at the island of La Palma.
Tables 2-4 are also available in electronic form at the CDS via anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via http://cdsweb.u-strasbg.fr/cgi-bin/qcat?J/A+A/458/873 correlation may not be present (Udry et al. 2006 ). This conclusion, which is compatible with the most recent models of planet formation (C. Mordasini, private communication), was the output of the continuous follow-up study of the chemical abundances of planet-host stars, and it illustrates how important it is to continue to enlarge the samples.
Current studies seem to indicate that the excess metallicity found for stars harboring giant planets has a primordial origin; i.e., that the high metal content of the stars was common to the cloud of gas and dust that originated the star-planet system (Pinsonneault et al. 2001; Santos et al. 2001 Santos et al. , 2003 . However, the debate about the origin of this metallicity excess is still not settled (Vauclair 2004) . It was already shown that although it is not the major source, element pollution may indeed occur Laws et al. 2003) . The search for trends in metallicity with condensation temperature got carried away with the main results that they have not found any significant differences between planet-host stars and a comparison sample of stars. This is consistent with a "primordial" origin to the metal excess in planet-host stars (Ecuvillon et al. 2006a; Gonzalez 2006; Sozzetti et al. 2006 ). However, there seems to be a few stars found by Ecuvillon et al. (2006a) that show significant trends.
To understand how much "pollution" phenomena might have been able to change the metal content of the stellar atmospheres, we need to continue following the chemical abundances for several elements on planet-host stars as new planets are found, as well as for stars with no planets found, to see if there are any significant differences.
On the other hand, the studing element abundances may shed some new light on the process of planetary formation. Robinson et al. (2006) found some statistical evidence of silicon and nickel enrichment in planet-host stars. This putative enhancement, not observed however by other authors (cf. Gilli et al. 2006) , may have to do with the influence that different types of elements may have on the process of planetary formation. Such scenarios have been proposed by e.g. Gaidos (2000) .
The main results of a uniform study, concerning the metallicity of planet-host stars, were presented in Santos et al. (2000 . In this paper we present results for a new sample of stars not known to harbor any planet. The purpose is to increase the comparison sample of stars with high metal content, since only a relatively small sample of metal-rich ([Fe/H] ≥ 0.20) comparison field stars without known planets had been analyzed.
In a future paper this sample will be used to analyze elemental abundances with the goal of extending previous works in this field (Bodaghee et al. 2003; Beirão et al. 2005; Ecuvillon et al. 2004a Ecuvillon et al. ,b, 2006b Gilli et al. 2006) . With this high metalcontent sample we will be able to search for new possible correlations between planet-host and "single" stars by comparing abundances for several other elements in the high [Fe/H] regime.
We also present in this paper stellar parameters for some recently discovered planet-host stars. The purpose is to update the series of Papers I-V that, together with this one, will have the largest set of the stellar parameters available to date for planethost stars while using the same uniform analysis.
Finally, we compare the measurements of line EW obtained in the regular way with the ones obtained by a new automatic code named DAOSPEC (Pancino & Stetson 2006) . The impact on the derived stellar parameters is discussed.
Sample and observations
The stars in this sample belong to the CORALIE southern planet search program (Udry et al. 2000) , have spectral types between F and K, and were not announced as harboring any planetary companion. From these stars we selected the ones with at least 3 measurements of radial velocity spanning at least one year and ones that did not present any significant variation that could correspond to the RV signal induced by a low-mass companion. The majority of the stars have a typical rms on the radial velocity lower than 10 m/s, and for a few of them this value is between 10 m/s and 20 m/s. Moreover, we chose the ones that have [Fe/H] ≥ 0.1 determined using the CORALIE cross-correlation function as presented in the work of .
The majority of the spectra were collected with the FEROS spectrograph (2.2 m ESO/MPI telescope, La Silla, Chile) on October 2004 (program 074.C-0135). Data reduction was done using the FEROS pipeline, and the wavelength calibration used the spectrum of a Th-Ar lamp. The final spectra have a resolution R = ∆λ/λ = 48 000 and S /N between ∼200 and 400. More spectra were obtained with a resolution of 57 000 using the SARG spectrograph at the TNG telescope (La Palma Observatory, Spain). For these the data was reducted using IRAF 1 tools in the echelle package. Some planet-host stars not previously studied by our team were also observed. The spectra for these were collected using 4 different instruments: FEROS, SARG, the CORALIE spectrograph (R = 50 000) at the 1.2-m Swiss telescope (La Silla, Chile) and the HARPS spectrograph (R = 110 000) at the 3.6-m ESO (La Silla, Chile).
Spectroscopic analysis and stellar parameters
The spectroscopic analysis was done in LTE using the 2002 version of the code MOOG 2 (Sneden 1973 ) and a grid of Kurucz Atlas plane-parallel model atmospheres (Kurucz 1993 Table 1 were added to the lists presented in Santos et al. (2004) and James et al. (2006) . The EW were measured using IRAF "splot" and "bplot" routines within the echelle package. The stellar parameters are determined using an Downhill simplex method (Press et al. 1992) to find the best solution for the measured EW. The results of this analysis are presented in Tables 2 and 3 . The results for the planet-host stars are presented in Table 4 , but some of the parameters for these stars have already been presented elsewhere.
In Table 4 we also present metallicities for HD 34445 and HD 196885, although these stars are still to be confirmed as planet-host stars, since no announcement paper has been published. The reason they appear in this table is that they are presented as planet-hosts in the extra-solar planets encyclopedia 3 . The errors in T eff , log g, ξ t , and [Fe/H] were derived as in Paper IV. The procedure is described in detail in Gonzalez & Lambert (1996) (except for the case of log g, in this case we divided the dispersion of the Fe ii lines by the square root of the number of lines used). The values are typically on the order of 50 K, 0.1 dex, 0.1 km s −1 , and 0.05 dex, respectively. Higher uncertainties are found for lower temperature stars.
The masses presented in the tables were determined from an interpolation of the theoretical isochrones of Schaller et al. (1992) and Schaerer et al. (1993a,b) , using M V obtained through the Hipparcos parallaxes (ESA 1997), a bolometric correction (BC) from Flower (1996) and T eff obtained from the spectroscopy. We adopted a typical uncertainty of 0.05 M for the masses. In some cases, no mass estimates are presented, since these involve large extrapolations of the isochrones.
We also derived the "trigonometric" surface gravities for our stars from the estimated masses, the spectroscopic temperature, and BC, using the same basic formula as was presented in Santos et al. (2004) . As seen in previous works we also found that the two surface-gravity estimates are correlated well (see Fig. 1 ). Fig. 2 . Figure 3 shows a comparison between the metallicity obtained through the cross-correlation function and the spectroscopic metallicity obtained in this work. From this figure we see that the former provides a good preliminary metallicity determination.
Determining stellar parameters with the help of DAOSPEC
The present discovery rate of planets means there is now a problem with the large amount of data to analyze. We need to analyze each planet-host in detail and also a significant and increasing amount of stars without planets hoping to find some relevant clues to the formation and evolution of the planets themselves.
To face this problem we are trying to automate the spectroscopic stellar-parameter determination.
In this paper we used a standard technique based on the iron excitation and ionization balance of Fe i and Fe ii lines.
Using this method we needed to measure the equivalents widths of several iron lines in the stellar spectra. Among other tasks this code measures EW in an automatic manner. 
Testing DAOSPEC: using the solar spectrum
Our main purpose is to test EW measurements. Therefore we compare the measurements done with DAOSPEC with the "hand made" measurements obtained using the IRAF "splot" routine within the "echelle" package. As a first test we used the Kurucz Solar Atlas to produce several spectra with different levels of artificial noise and resolution. The noise was created using a Gaussian distribution, and the instrumental resolution was introduced using the "rotin3" routine in SYNSPEC 4 (Hubeny et al. 1994) .
We then measured EW of iron lines in two different regions of the solar spectrum. We chose 27 iron lines in the interval [4400 Å-4650 Å] and 36 iron lines in the interval [6000 Å-6300 Å]. These iron lines were chosen so that they would not blended with other lines. The first wavelength interval is more line-populated than the second one.
In Fig. 4 we show the comparison of the measurements made by DAOSPEC (y axes) and the "hand made measurements" (x axes) for spectra with S /N ∼ 100 and an artificial instrumental resolution R = ∆λ/λ ∼ 50 000. In the figures we indicate the slope of the linear fit to the points, the number of lines identified by DAOSPEC, the rms and mean difference of the results (in mÅ). The points are all very close to the identity line. We note a slightly better result for the less line-populated region of the spectrum, as expected.
In Fig. 5 we illustrate how the values displayed in the box in Fig. 4 change when fixing resolution and varying the signal to noise ratio. We can see the slope is always very close to 1, meaning that there is good agreement between the two measurements. The results are generally very good except for the spectra with high noise level where it becomes more difficult to identify the lines. Even for low resolutions, the results are still reasonable with good typical observational values of signal to noise ratio. We note, however, that increasing the resolution decreases the mean difference of EW. This result may be from DAOSPEC taking false lines generated by the noise. Since DAOSPEC subtracts the identified lines in each loop of the code from the spectrum, the value for the strength of real lines will be underestimated, thus providing there lower values for the EW measurement. When the noise is high, it may identify those false lines that are removing strength to the real lines.
We have also tested setting the signal to noise ratio ∼100 and varying the resolution. The results show similar behavior to the ones presented in Fig. 5; i.e. the slope of the linear fit of the points is also very close to 1, and almost all lines are identified until we reach very low values for the spectral resolution (R ∼ 10 000). The results are always better in the less line-populated regions of the spectrum for the different kinds of spectra, as expected. For instance, the values for the rms and mean difference presented in 4 are higher in the 4500 Å region when compared to those found for the 6000 Å region. The number of identified lines in both cases are high. Only 2 lines in each region were not found by DAOSPEC for this spectral resolution and noise level. 
Testing with real data
DAOSPEC seems to work well with different sets of resolutions and even with high noise levels. In this section we describe the results obtained by using DAOSPEC on our sample of stars with FEROS spectra. We used the same line list as before.
One of the parameters of DAOSPEC is the spectral wavelength interval for the continuum fitting and the EW measurements. Using the full individual spectrum interval, we got a large dispersion on the measurements. This result may come from the bad fitting of the continuum level to the large wavelength interval used in the computation. To fix this problem, we used smaller intervals of 500 Å, 250 Å, and 100 Å wide, at a time, for the computation, making it easier to obtain the correct fit to the continuum level. The results for all stars improved considerably. The derived EW can be seen in the left panel of Fig. 6 when using 100 Å wavelength intervals. We can see that most of the points lie near the identity line. However, there seems to be a small underestimate of the measurements made by DAOSPEC with a mean value of about 3 mÅ. When using smaller wavelength intervals, we obtain only slightly better results in terms of the dispersion. Considering our results, we recommend the use of 100 Å intervals for the measurements.
Other DAOSPEC parameters also deserve some particular comment 5 . One of them is the order of the Legendre polynomial that fits the continuum level in the spectra, for which we used order 8. For the value controlling the relative core flux we used a value of 0. It is mentioned in the "DAOSPEC cookbook" that this parameter can be important for measuring strong and saturated lines (>200 mÅ). In our case we did not consider these cases because our lines are all weaker than 200 mÅ (the majority being weaker than 100 mÅ). In what concerns the parameter that controls the smallest EW for the lines, we used the default value of 5 mÅ; i.e., DAOSPEC will not show lines with strengths weaker than 5 mÅ. The initial guess for the FWHM resolution of the spectrum was taken as 14 pixels (typical in our case). This value was not fixed during the computation.
We tried to use the EW derived using DAOSPEC for our set of Fe i and Fe ii lines to derive stellar parameters. Preliminary results give us some offsets when compared with the ones determined in the regular way. Mean differences for the stellar parameters showed ∆T eff ∼ −50 K, ∆ log g ∼ 0.03 dex, ∆ξ t ∼ −0.06 km s −1 , and ∆[Fe/H] ∼ −0.07 dex. These significant offsets must be due to the small offset presented by the EW derived using DAOSPEC.
Calibrating DAOSPEC results
In this section we present a calibration that we can use to correct for the small offset in EW observed between DAOSPEC and the "hand made" measurements. The measurements of EW can be dependent on several aspects. First, we expect different responses for different types of stars. We are focusing on F, G, and K stars, therefore the spectra can change considerably with the different effective temperatures. Another important cause of a different reaction is the local density of lines in the spectrum as a function of the wavelength, as seen in Fig. 4 . Finally, a constant offset is clearly present, probably due to the way EW are measured with DAOSPEC.
Given the above measurement dependences we calibrated the DAOSPEC EW using the linear fit:
where for each ith line we have the calibrated value, EW cor , the DAOSPEC measured EW, EW dao , the respective (B − V) value for the star that produced the line, (B − V) i , and its wavelength λ i . The B − V is used here as a proxy for effective temperature. After applying this calibration to the DAOSPEC EW we compared the results with the "hand made" values in Fig. 6 . The stars used in this comparison have values of (B − V) ranging from 0.5 to 1.2. We have a few stars that have lower temperature and for which measured EW can be less reliable. By taking these stars out of the comparison, the rms presented in the right panel of Fig. 6 is reduced to 2.7 mÅ for ∼94% of the stars.
We note that since our sample is basically composed of stars with high metal content, this calibration may only be valid for metal rich stars. We expect that this calibration may change slightly with metallicity due to the intrinsic difference of the spectra; high metal-content spectra have more lines than low metal-content spectra, making it harder to determine accurate 5 For details on the input variables of DAOSPEC please see the "DAOSPEC's Cookbook" "manual" that is available on the DAOSPEC webpage: http://www.bo.astro.it/∼GC/personal/ epancino/projects/daospec.html measurements. This fact must be verified with a sample of low metal-content stars in the future.
Conclusions
In this work we have presented accurate stellar parameters for a sample of 64 high metal-content stars. We have also presented metallicities and stellar parameters for 17 planet-host stars, most of which were not studied in our previous series of papers (Papers I-V) . Adding these new 14 stars, we count a total sample of 133 planet-host stars with high accuracy and uniform stellar parameters. This list is available at http:// astro.oal.ul.pt/∼nuno/table_star_planets.dat
As in previous works, these two samples of solar type stars were analyzed using the same method and model atmospheres to determine stellar parameters and [Fe/H] . Therefore the samples are uniform, unique, and appropriate for future studies of stellar metallicity-giant planet connection.
We present the results of a new code that we expect to use to measure EW for the stellar parameter determination. We show that we can use DAOSPEC (Pancino & Stetson 2006) to automatically measure EW. However, one has to be careful in how to use it. A significant increase in the number of iron lines in the line list used for the parameter determination may be needed in order to have a high statistical strength in the results.
Using higher-resolution spectra such as the ones collected by HARPS , we should obtain better results. Another possible improvement for the results of an automatic determination of stellar parameter is a possible, fully relative analysis, i.e. using DAOSPEC to obtain the EW measurements in order to measure the EW in the solar spectrum.
