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ON THE ARITHMETIC OF Zp-EXTENSIONS
MICHIEL KOSTERS AND DAQING WAN
Abstract. This paper was motivated by the possible Newton slope stable
property [2] of the zeta function in a Zp-tower of curves over a finite field of
characteristic p. Our aim here is to develop the foundational materials for Zp-
extensions of a global function field of characteristic p. This paper contains
three parts.
In the first part, we give a thorough overview of the theory of Artin-Schreier-
Witt extensions: this theory allows one to understand the Z/pnZ-extensions
of any field K of characteristic p via p-typical Witt vectors. Let Wn(K) be
the ring of p-typical Witt vectors of K of length n and let ℘ = F − id :
Wn(K) −→Wn(K), where F is the Frobenius map and id is the identity map.
Artin-Schreier-Witt theory tells us that the abelian group Wn(K)/℘Wn(K)
represents the set of Z/pnZ-extensions of K. Since this theory is hard to find
in literature, we have included a complete treatment in the paper.
In the second part of the paper, we study Zp-extensions of a local field
K = k((T )) of characteristic p > 0 where k is a finite field. Local class field
theory and Artin-Schreier-Witt theory give us the Schmid-Witt symbol
[ , ) : W (K)/℘W (K)× K̂∗ →W (Fp) = Zp,
which contains the ramification information of Zp-extensions of K. We present
a new simplified formula for [ , ). This formula allows one to compute ramifi-
cation groups, conductors and discriminants in an easy way.
In the third part, we study Zp-extensions of global function fields over a
finite field. First, we give a formula for computing the genus in such a tower.
We show that a previously obtained lower bound for the genus growth in a Zp-
extension is incorrect and we give a sharp lower bound. We also study when
the genus behaves in a ‘stable’ way. Finally, we find unique representatives of
Zp-extensions of the rational function field k(X), and compute the genus in
such a tower.
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1. Introduction
1.1. Zp-extensions in characteristic p. Let K be a field of characteristic p > 0.
Let l be a positive integer. We would like to classify the cyclic Galois extensions of
K of degree l.
Assume first that l is coprime to p. Kummer-theory solves this problem, pro-
vided that K contains a primitive l-th root of unity: it essentially shows that such
extensions are given by polynomials of the form X l = a with a ∈ K. This theory
can be found in many books, such as in [7].
Assume now that l = p. The situation changes slightly: Artin-Schreier theory
tells us that cyclic extensions of degree p are given by equations of the form Xp −
X = a, where a ∈ K. This theory can also be found in many books, such as in [7].
It is less well-known that this theory can be extended to the case when l = pn.
Assume l = pn with n ≥ 1. The theory of Artin-Schreier-Witt extensions handles
this case ([7], [19]). This theory tells us that all Z/pnZ-extensions of K are given
by equations of the form Xp −X = a, where a ∈Wn(K) is a p-typical Witt vector
of length n over K (see Section 3). Similarly, Zp-extensions are given by equations
of the form Xp −X = a, where a ∈W (K) is a p-typical Witt vector over K.
In Section 3, we try to give a complete description of the Artin-Schreier-Witt
theory. Most results in this section are known, but the authors could not find a
source which contains a similar amount of details.
1.2. Zp-extensions of k((T )). Set K = k((T )), where k is a finite field. Local
class field theory studies the abelian Galois extensions of K. Combining local class
field theory and the theory of Artin-Schreier-Witt extensions gives us the so-called
nth Schmid-Witt pairing (Proposition 4.2):
[ , )n : Wn(K)×K∗ →Wn(Fp) = Z/pnZ.
In Section 4 we study this symbol. This pairing has a simple well known formula
when n = 1. In that case W1(K) = K, and one has
[x, y)1 = Trk/Fp (Res(xdy/y)) ,
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where Res : K → k is the residue map and d is the differentiation map. For n > 1,
and for the limit symbol
[ , ) : W (K)×K∗ →W (Fp) = Zp,
less satisfying formulas were known (for example, Theorem 4.5, [19], [17]). Our first
achievement is a new formula for [ , ), which resembles the simple formula when
n = 1. Let us explain the result. The left kernel of [ , ) is a subgroup called ℘W (K).
We first get a better understanding of the abelian quotient group W (K)/℘W (K).
For a ∈ K we set [a] = (a, 0, 0, . . .) ∈ W (K), the Teichmu¨ller lift of a. Fix α ∈ k
with Trk/Fp(α) 6= 0. Let β = [α] ∈ W (k). We show (Proposition 4.3) that any
element of x ∈W (K)/℘W (K) has a unique representative of the form
x ≡ cβ +
∑
(i,p)=1
ci[T ]
−i (mod ℘W (K))
with c ∈W (Fp) and ci ∈W (k) with ci → 0 as i→∞. We set
x˜ = cβ +
∑
(i,p)=1
ciT
−i ∈W (k)[[T−1]].
Any y ∈ K∗ can be written uniquely as
y = a · T e ·
∞∏
(i,p)=1
∞∏
j=0
(1− aijT i)pj
with a ∈ k∗, aij ∈ k, e ∈ Z. Set
y˜ = [a] · T e ·
∞∏
(i,p)=1
∞∏
j=0
(1− [aij ]T i)pj ∈W (k)[[T ]].
We let Res be the residue of an element in (an enlargement of) W (k)[[T ]], and we
let d be the derivative operator on W (k)[[T ]]. One then has the following theorem
(Theorem 4.7).
Theorem 1.1.
[x, y) = TrW (k)/W (Fp) (Res(x˜ · dy˜/y˜) .
The simple nature of the above formula, simplifies ramification group and con-
ductor computations (Theorem 4.12, Proposition 4.14, compare to [17] and [12]).
We also establish a small set of properties which determine the symbol [ , ) com-
pletely (Proposition 4.2, Proposition 4.4).
1.3. Zp-extensions of function fields. Let K be a function field over a finite
field k of characteristic p. Using the theory from the previous paragraph, one can
study Zp-extensions of K. This is the topic of Section 5. In particular, using the
conductors, one can compute the genus of curves in such towers (Theorem 5.2,
compare to [12]). In particular, let K∞/K be a Zp-extension with Z/pnZ sub-
extensions Kn. Let nu be maximal such that Knu/K is unramified. Fix  > 0. For
n large enough, one has (Corollary 5.3),
g(Kn) ≥ p
2(n−nu)−1
3 + 
,
where g(Kn) denote the genus of Kn. Our results also show that the previously
obtained lower bound for the genus in the literature is incorrect: the  cannot be
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dropped (Remark 5.4). We also give criteria for towers for which the genus for large
enough n satisfies
g(Kn) = ap
2n + bpn + c
for some a, b, c ∈ Q (Proposition 5.5). These are the so-called genus stable towers.
Classification of genus stable Zp-towers is completed in this paper, which was our
main motivation. We hope that zeros of the zeta function in such a genus stable
tower behave in a nice p-adic way [2].
Finally, we specifically discuss Zp-extensions of K = k(X). Just as in the local
case, we manage to find a unique representative of each Zp-extension of K and
compute the conductors in all such towers.
2. Prerequisites
2.1. Witt vectors. For a detailed description, see [17], [11], or follow the exercises
from [7, Chapter VI, Exercises 46-48]. We will give a brief summary which we will
use as a black box.
Let p be a prime number. Let R be a commutative ring with identity. We define
the ring of p-typical Witt vectors W (R) as follows.
Definition 2.1. Let C be the category of commutative rings with identity. Then
there is a unique functor W : C → C such that the following hold:
• For a commutative ring R, one has W (R) = RZ≥0 as sets.
• If f : R → S is a ring morphism, then the induced ring morphism satisfies
W (f)((ri)i) = (f(ri))i.
• The map g = (g(i))i : W (R)→ RZ≥0 defined by
(ri)i →
 i∑
j=0
pjrp
i−j
j

i
.
is a ring morphism (where RZ≥0 has the product ring structure).
It turns out that W (Fp) = Zp. If k is a finite field, then W (k) is isomorphic to
the ring of integers of the unramified field extension of Zp with residue field k.
The zero element of W (R) is (0, 0, . . .) and the identity element is (1, 0, 0, . . .).
The above map g is called the ghost map, and this map is an injection if p is not a
zero divisor in R. This ghost map, together with functoriality, determines the ring
structure. Furthermore, we have the Teichmu¨ller map
[ ] : R→W (R)
r 7→(r, 0, 0, . . .),
This map is multiplicative: for r, s ∈ R one has [rs] = [r][s]. Note that g([r]) =
(r, rp, rp
2
, . . .). We have the so-called Verschiebung group morphism
V : W (R)→W (R)
(r0, r1, r2, . . .) 7→(0, r0, r1, r2, . . .).
We make W (R) into a topological ring as follows. The open sets around 0 are the
sets of the form V iW (R). We call this the V -adic topology. With this topology,
W (R) is complete and Hausdorff. Furthermore, a ring morphism R → S induces
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a continuous map W (R) → W (S). Any r = (r0, r1, . . .) ∈ W (R) can be written
as r =
∑∞
i=0 V
i[ri]. For n ∈ Z≥0, the subgroup V nW (R) is an ideal, and we can
consider the quotient ring of truncated Witt-vectors of length n:
Wn(R) = W (R)/V
nW (R),
endowed with the discrete topology. For example, Wn(Fp) = Z/pnZ. We write
pin : W (R) → Wn(R) for the natural map (also for m ≥ n we consider pin :
Wm(R)→Wn(R)). One has W1(R) = R, meaning that in W (R) one has
(r0, . . .) + (r
′
0, . . .) = (r0 + r
′
0, . . .),
(r0, . . .) · (r′0, . . .) = (r0 · r′0, . . .).
Sometimes we write W∞(R) instead of W (R).
Now let us restrict to the case where R = K is a field of characteristic p. The
ring W (K) has the subring W (Fp) = Zp. Witt vectors (x0, x1, . . .) ∈ W (K) with
x0 6= 0, have a multiplicative inverse (note that W (K) is not a field, since p is not
invertible). The Frobenius map x 7→ xp on K induces a ring morphism
F : W (K)→W (K)
(r0, r1, . . .) 7→(rp0 , rp1 , . . .).
In fact, one has V F = FV = ·p and hence we have an induced ring morphism
F : Wn(K) → Wn(K). One also sees that W (K) is a torsion-free Zp-module.
Similarly, Wn(K) is a torsion-free Z/pnZ-module. Let K ′/K be a Galois extension
and let g ∈ G = Gal(K ′/K). Then we have a map W (g) : W (K ′) → W (K ′). If
K ′/K is finite, we define the following W (K)-linear trace map as follows
TrW (K′)/W (K) : W (K
′)→W (K)
x 7→
∑
g∈G
W (g)x.
2.2. Pontraygin duality. See [10] for more details.
We call a topological group G locally compact if G is Hausdorff and if every point
has a compact neighborhood. Let C be the category of locally compact groups with
continuous group morphisms. We will now construct a duality on C.
We let S1 ∼= R/Z be the circle topological group. We define the Pontryagin dual
of G to be
G∨ = Homcont(G,S1),
where cont means that the morphisms are continuous. We endow G∨ with the
compact-open topology, that is, a subbasis of the topology is given by the sets of
the form
{χ ∈ G∨ : χ(K) ⊆ U, K ⊆ G compact, U ⊆ S1 open}.
This makes G into a topological group. If G is discrete, then the topology on G∨
agrees with the topology coming from the product (S1)G. Furthermore, if G→ H is
a continuous morphism, then we have an induced continuous morphism H∨ → G∨.
This makes ∨ : C → C into a contravariant functor.
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Theorem 2.2 (Pontryagin Duality). The functor ∨ : C → C is an anti-equivalence
of categories with quasi-inverse ∨. It induces anti-equivalences between the subcat-
egories
{G ∈ C : G is X} ←→ {G ∈ C : G is Y }
where
(X,Y ) ∈ {(compact, discrete), (profinite, discrete torsion), (finite,finite),
(finite cyclic,finite cyclic)}.
Furthermore, for G ∈ C there is an inclusion reversing bijection
{closed subgroups of G} ←→{closed subgroups of G∨}
U 7→U⊥ = {χ ∈ G∨ : U ⊆ ker(χ)}
V ⊥ =
⋂
χ∈V
ker(χ) 7 →V.
One has the natural isomorphism
G→ (G∨)∨
g 7→ (ψ 7→ ψ(g)) .
3. Zp-extensions in characteristic p
Fix a prime p and let K be a field of characteristic p. Note that Z/pZ-extensions
of K are given by solving equations of the form Xp − X − a = 0 with a ∈ K by
Artin-Schreier theory. Below we develop Artin-Scheier-Witt theory which allows us
to study Z/pnZ-extensions for any n.
3.1. Artin-Schreier-Witt extensions. Let Ksep be a separable closure of K.
Let n ∈ Z≥1. We define a group morphism
℘ = F − id : Wn(Ksep)→Wn(Ksep)
x 7→Fx− x,
with kernel Wn(Fp) (we suppress the n in the notion for ℘). This map is surjective
(one can see this by using induction on the length n). For a ∈ Wn(K) and x =
(x0, . . . , xn−1) ∈ ℘−1a ⊂ Wn(Ksep), we set K(℘−1a) = K(x0, . . . , xn−1). This
extension does not depend on the choice of x. In fact, K(℘−1a) = K(℘−1b) if a ≡ b
(mod ℘Wn(K)). For a subset B ⊆ Wn(K) we set K(℘−1B) = K(℘−1b : b ∈ B).
We similarly define K(℘−1B) if B is a subset of Wn(K)/℘Wn(K). Finally, we
consider the projection morphisms pii : Wn(K)/℘Wn(K) → Wi(K)/℘Wi(K) for
i ≤ n.
Proposition 3.1 (Hilbert 90). Let K ′/K be a cyclic extension of degree m with
Galois group G = 〈σ〉. Then we have a short exact sequence
0→Wn(K ′)/Wn(K) a7→a−σa→ Wn(K ′)
TrWn(K′)/Wn(K)→ Wn(K)→ 0
Proof. Similar to the proof of [7, Chapter VI, Theorem 6.3]. 
Theorem 3.2. Let K be a field of characteristic p.
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i. Let K ′/K be a non-trivial cyclic Galois extension of degree pn with group
G = 〈σ〉. Then there is an a ∈ Wn(K) with K ′ = K(℘−1a), and pi1(a) 6∈
℘K.
ii. Let a ∈ Wn(K)/℘Wn(K). Then K ′ = K(℘−1a) is Galois over K and the
maps
ψ1 : Gal(K
′/K)→Hom(〈a〉,Wn(Fp))
g 7→ (℘b 7→ gb− b)
and
ψ2 : 〈a〉 →Hom(Gal(K ′/K),Wn(Fp))
℘b 7→ (g 7→ gb− b)
are well-defined isomorphisms. Set r = max{m ∈ {0, 1, . . . , n} : pim(a) = 0}
and s = n− r. Then one has (non-canonical) isomorphisms
Z/psZ ∼= Gal(K ′/K) ∼= Hom(〈a〉,Wn(Fp)) ∼= 〈a〉 ∼= Hom(Gal(K ′/K),Wn(Fp)).
Proof. i: Consider the Witt vector 1 ∈ Wn(K) with TrWn(K′)/Wn(K)(1) = pn = 0.
By Theorem 3.1 there is an α = (a0, . . . , an−1) ∈ Wn(K ′) with 1 = α − σα. One
finds K ′ = K(α) = K(a0, . . . , an−1). Furthermore, one has
σ℘α = σ(Fα− α) = F (σα)− σα = F (α+ 1)− α+ 1 = Fα− α = ℘α.
Hence we have ℘α ∈Wn(K). The last statement follows from the proof in ii.
ii: Note that on Wn(K)/℘Wn(K), ·p = V . Hence one can read off the order
of a as stated, and we find 〈a〉 ∼= Hom(〈a〉,Wn(Fp)) ∼= Z/psZ. It is obvious that
K(℘−1a)/K is Galois, say with group G, and that ψ1 is a well-defined injective
group morphism. If r = n, the result follows easily. Assume r < n. Consider the
following commutative diagram:
G 

//

Hom(〈a〉,Wn(Fp)) ∼= Z/psZ

Gr+1 = Gal(K(℘
−1pir+1(a))/K)
  // Hom(〈pir+1(a)〉,Wr+1(Fp)) ∼= Z/pZ.
We claim that the second horizontal map is an isomorphism. Indeed, the extension
K(℘−1pir+1(a))/K is given by a single Artin-Schreier equation of the form xp −
x − b which has no roots in K and hence has degree p over K. Since Gr+1 and
Hom(〈pir+1(a)〉,Wr+1(Fp)) have the same order, the map is an isomorphism. Hence
the map G→ Z/pZ is surjective. The map Z/psZ→ Z/pZ is the natural projection
map, and it follows that the map G → Z/psZ is surjective. We conclude that the
first horizontal map is an isomorphism.
The map ψ2 is the Pontryagin dual of the isomorphism ψ1, and hence it is an
isomorphism (Theorem 2.2). 
In fact, one easily sees if ℘−1a = (b0, b1, . . . , bn−1), then K(℘−1a) = K(bn−1).
Indeed, bn−1 does not belong to any of the subfields of the extension.
Remark 3.3. Similarly, one can study W (Fp)∗ = Z∗p-extensions by considering
W (K)∗ and using the map x 7→ Fx/x.
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3.2. Artin-Schreier-Witt theory. We will now give a more topological interpre-
tation of the above results, with the help of Pontryagin duality. This also allows us
to understand any abelian extension of exponent pn.
Let M be a Zp-module. We make M into a topological group by picking a basis
around 0 consisting of the sets of the form piM . We call this topology the p-adic
topology. Any group morphism between Zp-modules is automatically continuous.
Let H be an abelian group. We define its p-adic completion, a Zp-module, to be
Ĥ = lim←
i
H/piH.
Let M/K be an Galois extension with Galois group H = Gal(M/K). We endow H
with the Krull topology as follows. If L/K is finite Galois subextension, we endow
Gal(L/K) with the discrete topology. We endow
H = lim←
L: L/K finite
Gal(L/K)
with the induced topology coming from the product topology on the product group∏
L: L/K finite Gal(L/K). This makes H into a compact topological group. If H is
abelian, we consider the quotient
Hp = lim←
L: L/K finite p−power order
Gal(L/K) = lim←
i
H/piH,
with the Krull topology (this does not coincide with the p-adic topology usually,
see Remark 3.12 below).
Let n ∈ Z≥1 unionsq {∞}. We endow Wn(K) with the V -adic topology, that is,
a basis of open sets around 0 are of the form V iWn(K). If K is perfect, one
has V iWn(K) = p
iWn(K) and this is just the p-adic topology. If n is finite,
Wn(K) has the discrete topology. Note that ℘Wn(K) is a closed subgroup. The
group Wn(K)/℘Wn(K) becomes a topological group. Note that V = V F = ·p
on the quotient, and hence the Zp-module Wn(K)/℘Wn(K) always has the p-adic
topology.
Theorem 3.4. Let K be a field of characteristic p with group G = Gal(Kab/K).
Let n ∈ Z≥1. Then we have a well-defined perfect pairing
( , ) : G/pnG×Wn(K)/℘Wn(K)→Wn(Fp)
(g, ℘a (mod Wn(K))) 7→ga− a
and the maps
ϕ1 : G/p
nG→Hom(Wn(K)/℘Wn(K),Wn(Fp))
g 7→ (℘a (mod Wn(K)) 7→ ga− a)
and
ϕ2 : Wn(K)/℘Wn(K)→Homcont(G/pnG,Wn(Fp))
℘a 7→ (g 7→ ga− a)
are well-defined homeomorphism of topological groups. The same statements remain
true if we set n =∞ and replace G/pnG by Gp.
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Proof. It is not hard to see that ( , ) is well-defined group-morphism and by Theo-
rem 3.2, the pairing is non-degenerate, that is, the left and right kernel are trivial.
Now let n ∈ Z≥1. It is not hard to see that the pairing induces an injec-
tive group morphism ϕ1. We will now show that the map is surjective. Let
χ ∈ Homcont(G/pnG,Wn(Fp)). By Theorem 3.2 it follows that there is an a ∈
Wn(K)/℘Wn(K) such that χ factors through
χ : G/pnG→ G′ = Gal(K(℘−1a)/K)→Wn(Fp)
(Theorem 3.2i). By Theorem 3.2ii we have an isomorphism 〈a〉 ∼= Hom(G′,Wn(Fp)).
Hence there is a multiple of a which maps to χ. Note that Wn(K)/℘Wn(K) has
the discrete topology, and so has (G/pnG)∨ by Pontryagin Duality (Theorem 2.2).
Hence ϕ1 is a homeomorphism. By Theorem 2.2) the dual map ϕ2 is a homeomor-
phism.
Taking the projective limit, gives isomorphisms
W (K)/℘W (K) ∼= lim←
n
Wn(K)/℘Wn(K) ∼= lim←
n
Homcont(G/p
nG,Wn(Fp))
∼= Homcont(Gp,W (Fp))
and
Gp ∼= lim←
n
Hom(Wn(K)/℘Wn(K),Wn(Fp)) ∼= Hom(W (K)/℘W (K),W (Fp)).
It is not hard to see that these maps are in fact homeomorphisms. 
Remark 3.5. We have chosen not to give a cohomological approach. Let us briefly
sketch the cohomological approach. Consider the exact sequence
0→Wn(Fp)→Wn(Ksep) ℘→Wn(Ksep)→ 0
of G = Gal(Ksep/K)-modules. Taking G-invariants gives us an exact sequence
0→Wn(Fp)→Wn(K) ℘→Wn(K)→ H1(G,Wn(Fp))→ H1(G,Wn(K))→ . . .
Since Wn(Fp) has trivial G-action, H1(G,Wn(Fp)) = Homcont(G,Wn(Fp)). We
claim H1(G,Wn(K)) = 0. This follows essentially from Proposition 3.1. Hence we
obtain Wn(K)/℘Wn(K) ∼= Homcont(G,Wn(Fp)).
One can then apply the Pontryagin duality theorem to prove the following result.
We fix a separable closure K of K.
Theorem 3.6. Let K be a field of characteristic p. Let n ∈ Z≥1. Then there is an
inclusion preserving bijection
{subgroups of Wn(K)/℘Wn(K)} ←→
{
K ⊆ L ⊆ K : Gal(L/K) is a Z/pnZ-module}
B 7→K(℘−1B)
℘Wn(L) ∩Wn(K)/℘Wn(K) 7 →L.
Furthermore, for a subgroup B of Wn(K)/℘Wn(K) we have a natural commutative
diagram
G/pnG
∼//

Hom(Wn(K)/℘Wn(K),Wn(Fp))

Gal(K(℘−1B)/K) ∼ // Hom(B,Wn(Fp)).
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If B is finite, one has |B| = [K(℘−1B) : K]. Finally, for 0 ≤ i ≤ n one has, where
H = Gal(K(℘−1B)/K):
K(℘−1B)
piH
K
(
℘−1
(
B ∩ pn−i(Wn(K)/℘Wn(K))
))
H/piH
K.
Proof. Let Kn be the maximal abelian extension of exponent p
n. By Theorem
2.2, (closed) subgroups of Wn(K)/℘Wn(K) correspond to closed subgroups of
G/pnG. In this case, B corresponds to {g ∈ G/pnG : gb = b, b ∈ ℘−1B} =
Gal(Kn/K(℘
−1B)) and hence to K(℘−1B) by Galois theory. This gives us the in-
clusion preserving bijection. It is not hard to see that an extension L/K of exponent
dividing pn, corresponds to ℘Wn(L) ∩Wn(K)/℘Wn(K).
Let L = K(℘−1B). We have a natural injective map
B → Homcont(Gal(L/K),Wn(Fp))
between two groups with the discrete topology. Take χ ∈ Homcont(Gal(L/K),Wn(Fp)).
Then χ factors as
χ : Gal(L/K)→ Gal(K(℘−1a)/K)→Wn(Fp)
for some a ∈ Wn(K) (Theorem 3.2). By the previous statement, it follows a ∈ B.
By Theorem 3.4ii we have an isomorphism 〈a〉 ∼= Hom(G′,Wn(Fp)) and hence
there is a multiple of a which maps to χ. This shows that the map is surjective and
hence a homeomorphism. By Pontryagin duality we see that the map Gal(L/K)→
Hom(B,Wn(Fp)) is a homeomorphism as required. It is easy to see that the diagram
commutes. The first vertical map is surjective, and we have seen before that the
horizontal maps are isomorphisms (Theorem 3.4). Hence it follows that the right
vertical map is surjective. The statement about the cardinalities now follows easily.
The last statement follows from Theorem 3.2. 
Since V commutes with ℘, the injective group morphism V : Wi(K)→Wi+1(K)
induces an injective group morphism V : Wi(K)/℘Wi(K) → Wi+1(K)/℘Wi+1(K)
with image p (Wi+1(K)/℘Wi+1(K)).
Corollary 3.7. Let K be a field of characteristic p. Let S be the set of se-
quences (B1, B2, . . .) with Bi ⊆ Wi(K)/℘Wi(K) a subgroup with V Bi = Bi+1 ∩
p (Wi+1(K)/℘Wi+1(K)). We say that (B1, B2, . . .) ⊆ (B′1, B′2, . . .) if Bi ⊆ B′i for
all i. Then there is an inclusion preserving bijection
S ←→{K ⊆ L ⊆ K : Gal(L/K) is a Zp-module}
(B1, B2, . . .) 7→lim→
i
K(℘−1Bi) = K(℘−1B1, ℘−1B2, . . .)
(℘Wi(L) ∩Wi(K)/℘W (K))i 7 →L.
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Furthermore, for (Bi)i ∈ S we have a commutative diagram for n ∈ Z≥1:
Gp
∼ //

Hom(W (K)/℘W (K),W (Fp))

H = Gal(lim→
i
K(℘−1Bi)/K)
∼ //

lim←
i
Hom(Bi,Wi(Fp))

H/piH = Gal(K(℘−1Bi)/K)
∼ // Hom(Bi,Wi(Fp)).
Here Hom←
i
(Bi,Wi(Fp)) is the set of morphisms (ψi)i such that all diagrams
Bi
ψi //
V

Wi(Fp)
V

Bi+1
ψi+1
// Wi+1(Fp).
commute.
Proof. The map is well-defined by Theorem 3.4 and one has lim→
i
K(℘−1Bi) =
K(℘−1B1, ℘−1B2, . . .). By Theorem 3.6 the map is a bijection and all diagrams
follow. 
Example 3.8. Let us study a couple of specific cases of Corollary 3.7. Let L/K
be a Galois extension such that G = Gal(L/K) is a Zp-module with corresponding
groups (B1, B2, . . .). Below we study the cases when G is Z/pnZ-torsion, torsion-
free, finitely generated and torsion.
First, G is a Z/pnZ-module if and only if Bn+i = V iBn for all i ≥ 0 (equivalently,
just for i = 1). In that case L = K(℘−1Bn) and
lim←
i
Hom(Bi,Wi(Fp)) = Hom(Bn,Wn(Fp))
and we recover Theorem 3.6.
Secondly, G is torsion-free if and only if all maps pii : Bi+1 → Bi are surjective
(meaning that each Z/piZ-extension extends to a Z/pi+1Z-extension). In that case
we can form a group B = lim←
i
Bi ⊆W (K)/℘W (K) with pii(B) = Bi. One has
B ∩ p (W (K)/℘W (K)) = pB.
It is not hard to see that we have an isomorphism of topological groups
lim←
i
Hom(Bi,Wi(Fp)) = Hom(B,W (Fp))
(ψi)i 7→
(
b 7→ lim
i→∞
ψi(piib)
)
.
Conversely, a group B ⊆W (K)/℘W (K) with
B ∩ p (W (K)/℘W (K)) = pB
gives rise to a sequence (pi1(B), pi2(B), . . .) ∈ S with B = lim←
i
pii(B).
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Thirdly, G is finitely generated if and only if {dimFp Bi/pBi : i} has a maximum,
and this maximum is the minimal number of generators.
Finally, G is torsion if and only if for all i and x ∈ Bi there is a j ≥ i with
x 6∈ pii(Bj) with pii : Wj(K)/℘Wj(K)→Wi(K)/℘Wi(K) the natural map.
Consider a sequence (B1, B2, . . .) with Bi ⊆ Wi(K)/℘Wi(K), not necessarily in
S. The unique sequence of subgroups corresponding to K(℘−1B1, ℘−1B2, . . .) is
given by (C1, C2, . . .) with
Cn =Bn + V
−1(Bn+1 ∩ p (Wn+1(K)/℘Wn+1(K))
+ V −2(Bn+2 ∩ p2 (Wn+2(K)/℘Wn+2(K)) + . . . .
Let R be a commutative ring. We say that an R-module M is torsion-free if for
every m ∈M , m 6= 0, the set {r ∈ R : rm = 0} is equal to 0.
Lemma 3.9. Let n ∈ Z≥1 unionsq {∞}. Let M be a torsion-free W (Fp)-module with
M = M̂ . Let B be a basis of M/pM over Fp. Then the map
̂⊕
B
Wn(Fp)→M/pnM(
cb
)
b∈B 7→
∑
b∈B
cbb
is a homeomorphism of topological groups, where M/p∞M = M by definition.
Proof. Since both groups have the p-adic topology, it is enough to show that the
map is a bijection. We give a proof for n =∞, the finite n case is a corollary.
Assume that
∑
b∈B cbb = 0 is a non-trivial combination. Let m be the minimal
valuation of the cb. Modulo pM one obtains∑
b∈B
cb/p
mb = 0,
which is a contradiction with the independence of the b. This shows that the map
is injective.
For the surjectivity, let x ∈ M . Then one can write x = ∑b∈B dbb. Hence
x −∑b∈B[db]b ∈ pM . Since M is complete, we can continue this procedure. This
shows that the map is surjective. 
Proposition 3.10. Let K be a field of characteristic p and let n ∈ Z≥1unionsq{∞}. Let
B be a basis of K/℘K over Fp. Then the map
̂⊕
B
Wn(Fp)→Wn(K)/℘Wn(K)
(ab)b∈B →
∑
i
ab[b] (mod ℘W (K))
is an isomorphism of topological groups.
Proof. We prove the case n =∞. The other cases are similar. SetH = W (K)/℘W (K).
On H, one has ·p = V 1. This shows that H is a complete torsion-free W (Fp)-
module. One has ℘W (K) + piW (K) = V iW (K) + ℘W (K). This gives
H/pH ∼= W (K)/(℘W (K) + pW (K)) = W (K)/(V 1W (K) + ℘W (K)) ∼= K/℘K.
The result follows from Lemma 3.9.
Zp-EXTENSIONS 13

Corollary 3.11. Let K be a field of characteristic p and let n ∈ Z≥1 unionsq {∞}. Let
B be a basis of K/℘K over Fp and for b ∈ B let b′ ∈ ℘−1[b] ⊂ Wn(Ksep). Then
the map
G/pnG→
∏
B
Wn(Fp)
g 7→(gb′ − b′)b∈B
is an isomorphism of topological groups. The statement is also true when n = ∞
and G/pnG is replaced by Gp.
Proof. By Proposition 3.10 and Theorem 3.4, we have for finite n
G/pnG ∼= Hom( ̂
⊕
B
Wn(Fp),Wn(Fp)).
We have a natural homeomorphism
Hom(
̂⊕
B
Wn(Fp),Wn(Fp))→
∏
B
Wn(Fp).
The same proof works for n =∞ and Gp. 
Remark 3.12. By the above, one has Gp ∼=
∏
B Zp where B is a basis of K/℘K.
It follows that Gp has the p-adic topology if and only if B is finite.
Example 3.13. In certain cases, one can easily find a basis of K/℘K over Fp.
Below we will construct a subset D of K which injects into K/℘K and such that its
image forms an Fp-basis of K/℘K. For this it is enough to show that SpanFp(D)∩
℘K = 0 and SpanFp(D) + ℘K = K.
• Assume K = Ksep. Then one can take D = ∅.
• Assume K is a finite field. Take any vector b with b 6∈ ℘K, that is, take any
b ∈ K with TrK/Fp(b) 6= 0. One can take D = {b} (Proposition 3.1).
• Assume K = k((T )) for a perfect field k. Let B be a subset of k giving a
basis of k/℘k over Fp and let C be a basis of k over Fp. Then one can take
D = B unionsq {cT−i : c ∈ C, (i, p) = 1, i ≥ 1}.
Let us prove this result. If f ∈ Tk[[T ]], then set g = −∑∞i=0 fpi ∈ Tk[[T ]].
One has ℘g = f . Note that aiT
−ip ≡ a1/pi T−i (mod ℘K) (where we use
that k is perfect). Hence we find SpanFp(D) + ℘K = K. Let f =
∑
i aiT
i.
One has ℘f =
∑
i a
p
i T
ip −∑i aiT i. We find SpanFp(D) ∩ ℘K = 0.
• Assume K = k(X) for some perfect field k. Let B be a subset of k giving a
basis of k/℘k over Fp and let C be a basis of k over Fp. Then one can take
D = Bunionsq
⊔
f
{bX
i
f j
: (j, p) = 1, j ≥ 1, 0 ≤ i < deg(f), b ∈ C}
unionsq{bXj , (j, p) = 1, j ≥ 1, b ∈ C},
14 MICHIEL KOSTERS AND DAQING WAN
where f ∈ k[x] runs over monic irreducible polynomials. Indeed, by partial
fractions, one can write any a ∈ K uniquely as a finite sum
a = a0 +
m∑
i=1
aiX
i +
∑
f
∞∑
i=1
gf,i
f i
with ai ∈ k, gf,i ∈ k[X] with 0 ≤ deg(gf,i) < deg(f) ([7, Chapter IV,
Section 5]). One has SpanFp(D) + ℘K = K. Indeed, a term like g/fp
j
can
be replaced as follows. One has g = hp1 + fh2 for some polynomials h1, h2,
because k[X]/(f) is perfect. Then one has
gf/f
pj = (h1/f
pj−1)p + h2/f
pj−1 ≡ h1/fpj−1 + h2/fpj−1 (mod ℘K).
From the expression of a, one easily obtains SpanFp(D) ∩ ℘K = 0. See
Lemma 5.8 for a different way of representing W (K)/℘W (K).
4. Zp-extensions of k((T ))
Let k be a finite field of cardinality q = pm and characteristic p. Let K = k((T )).
The field K has a natural valuation. If f =
∑
i≥v aiT
i with av 6= 0, then the
valuation is v. Elements of K with valuation 1, such as T , are called uniformizers.
We set p = Tk[[T ]], the unique maximal ideal of k[[T ]].
4.1. Construction of [ , ). Let Kab be the maximal abelian extension of K. Let
G = Gal(Kab/K). Let Gp = lim←
n
G/pnG, endowed with the Krull topology. Set
K̂∗ = lim←
n
K∗/(K∗)p
n
, the p-adic completion of K∗ with its natural p-adic topology.
Note that K̂∗ ∼= TZp×U1 where U1 = 1+Tk[[T ]] are the one units of K (the p-adic
topology on U1 does not coincide with the topology coming from the valuation on
K). We usually identify K̂∗ with TZp × U1. We have a natural map K∗ → K̂∗,
with kernel k∗.
The Artin map (or Artin reciprocity law) from Class field theory is a certain
group morphism K∗ → G (see [13]). This map is usually the best way to understand
the group G and to understand ramification in abelian extensions of K. This Artin
map induces a homeomorphism
ψ : K̂∗ → Gp.
Theorem 3.4 gives a homeomorphism Gp ∼= Hom(W (K)/℘W (K),W (Fp)). Note
that W (K)/℘W (K) is a W (Fp)-module. If we combine both maps, we obtain a
Zp-bilinear, hence continuous, symbol
[ , ) : W (K)/℘W (K)× K̂∗ →W (Fp) = Zp
(℘x, y) 7→ψ(y)x− x.
This symbol is often called the Schmid-Witt symbol. The main problem of this
section is to find a useful explicit formula for computing [ , ) efficiently.
Remark 4.1. Most text on this topic consider the following symbol for n ∈ Z≥1:
[ , )n : Wn(K)/℘Wn(K)×K∗/(K∗)pn →Wn(Fp) = Z/pnZ
[℘x, y)n =pin (ψ(y)x− x) .
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We will focus on the symbol [ , ), because the symbols [ , )n can be computed
from this symbol: [pinx, y)n = pin[x, y) for x ∈ W (K) and y ∈ K∗. Conversely, the
symbol [ , ) can be obtained from the symbols [ , )n by taking a projective limit.
4.2. Defining properties of [ , ). We will now state some properties of [ , ).
Proposition 4.2. The symbol [ , ) has the following properties:
i. the symbol is Zp-bilinear;
ii. for a ∈W (k) and T ′ ∈ K∗ a uniformizer one has [a, T ′) = TrW (k)/W (Fp)(a);
iii. for a uniformizer T ′ ∈ K∗, c ∈ k and i > 0 with p - i one has [[cT ′−i], T ′) =
0.
Proof. i: Follows from the construction.
ii: The extension corresponding to a is unramified. Hence by class field theory,
a uniformizer T ′ is mapped to the Frobenius element. Assume ℘b = a. Then one
has
[a, T ′) = Fmb− b =
m−1∑
i=0
F i(Fb− b) =
m−1∑
i=0
F ia = TrW (k)/W (Fp)(a).
iii: This is the main theorem in [16]. 
Let α ∈ k with Trk/Fp(α) 6= 0. Set β = [α] ∈ W (k) ⊂ W (K). We will now
discuss the structure of W (K)/℘W (K).
Proposition 4.3. Let T ′ be a uniformizer of K. Then any x = (x0, x1, . . .) ∈
W (K) has a unique representative in W (K)/℘W (K) of the form
cβ +
∑
(i,p)=1
ci[T
′−i]
with c ∈ W (Fp) and ci ∈ W (k) with ci → 0 as i→∞. Furthermore, the following
hold:
i. if v(xj) > 0 for all j, then x ∈ ℘W (K);
ii. if v(xj) ≥ 0 for all j, then x ≡ cβ (mod ℘W (K));
iii. let j be minimal such that v(xj) < 0, and assume p - v(xj), then mini(v(ci)) =
j.
Proof. The first part follows from Proposition 3.10 and Example 3.13. Property i
and ii follow directly from the proof. For iii, one has x ≡ c′β + pj(xj , xj+1, . . .)
(mod ℘W (K)) by ii. Since p - v(xj) < 0, one has v(ci) = j for some i. 
We will now show that the properties in Proposition 4.2 uniquely determine the
symbol.
Proposition 4.4. There is a unique map 〈 , 〉 : W (K)/℘W (K)×K̂∗ → Zp having
the properties of Proposition 4.2.
Proof. Let 〈 , 〉 be such a map.
Let x ∈ W (K) and y ∈ K̂∗. One can write y = T v−1T ′ with T ′ of valuation 1.
By property i, one has 〈x, y〉 = (v − 1)〈x, T 〉 + 〈x, T ′〉. Hence we can restrict to
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the computation of 〈x, T ′〉 with T ′ a uniformizer. Modulo ℘W (K), we can write
x = cβ +
∑
(i,p)=1 ci[T
′−i] (Proposition 4.3). By property i one has
〈x, T ′〉 = c〈β, T ′〉+
∑
(i,p)=1
〈ci[T ′−i], T ′〉.
We claim that 〈ci[T ′−i], T ′〉 = 0. Let B be a basis of k over Fp. We can write ci =∑
b∈B ab[b] with ab ∈W (Fp). By property i, it is enough to show 〈[bT ′−i], T ′〉 = 0.
This follows from property iii. Hence one finds by property ii
〈x, T ′〉 = c〈β, T ′〉 = cTrW (k)/W (Fp)(β).

Technically speaking, the above proof gives us an algorithm for computing the
symbol [ , ), but it involves changing the uniformizer and hence the decomposition
as in Proposition 4.3. This makes the computation of the symbol not very flexible.
We are mostly interested in fixing an element x ∈W (K)/℘W (K), fixing one repre-
sentation in Proposition 4.3 and computing [x, ·), in order to for example compute
conductors and ramification groups. In the next sections, we discuss methods for
doing this.
4.3. Classical formula for [ , ). We will describe a classical formula for comput-
ing the Schmid-Witt symbol. In the next subsection, we will discuss a simplified
formula. The classical formula comes from [19, Satz 18] and [12], and a more
modern treatment can be found in [17, Proposition 3.4]. The idea is to lift the
computation to characteristic 0 and work explicitly with ghost components. Let R
be a ring. We denote by g = (g(0), g(1), . . .) : W (R) → RZ≥0 the ghost component
map.
The ring morphism pi1 : W (k)→W1(k) = k induces ring morphisms
P1 = W (pi1) : W (W (k))→W (k)
(ai)i 7→ (pi1(ai))i,
and
P2 : W (k)((T ))→K = k((T ))∑
i
aiT
i 7→
∑
i
pi1(ai)T
i,
and
P3 = W (P2) : W (W (k)((T )))→W (K) = W (k((T )))
(
∑
j
aijT
j)i 7→(
∑
j
pi1(aij)T
j)i.
Furthermore, we have the logarithmic derivative map (a group morphism)
dlog : W (k)((T ))∗ →W (k)((T ))
f 7→df/f
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where df is the derivative of f (formally as power series). Finally, we have the
residue map (a group morphism)
Res : W (k)((T ))→W (k)∑
i
aiT
i 7→a−1.
Let x ∈ W (K) and y ∈ K∗. Let X ∈ W (W (k)((T ))) with P3X = x and
Y ∈ W (k)((T )) with P2Y = y. One has dlogY, g(i)X ∈ W (k)((T )), and set Z =(
Res(dlogY · g(i)X))∞
i=0
∈ W (k)Z≥0 . One then considers Z ′ = g−1Z ∈ W (W (k))
(it requires some work to show that the inverse of the ghost map lands in W (W (k)))
and P1Z
′ ∈ W (k). Finally one can take the trace to obtain an element of W (Fp).
This construction does not depend on the choice of X and Y .
Theorem 4.5. Let x ∈W (K) and y ∈ K∗. Let X ∈W (W (k)((T ))) with P3X = x
and Y ∈W (k)((T )) with P2Y = y. Then one has
[x, y) = TrW (k)/W (Fp)
(
P1g
−1
(
Res(dlogY · g(i)X)
)∞
i=0
)
.
Proof. See [17], Proposition 3.4. 
Remark 4.6. From the above formula, it is quite easy to see that for a fixed
x ∈ W (K) there is an integer i with [x, 1 + T ik[[T ]]) = 0, and this implies the
existence of the conductor corresponding to x. We can phrase this in the following
way. We can endow K̂∗ ∼= TZp × U1 with a different topology. On U1 we take the
topology coming from the valuation on k((T )), with open sets around 1 of the form
1 + T jk[[T ]]. Then the symbol [ , ) : W (K)/℘W (K)× K̂∗ →W (Fp) is continuous
with this new topology.
Unfortunately, it is not obvious to see from the above formula that the properties
in Proposition 4.2 are satisfied.
From the formula above, one can deduce the following simplified formula [17,
Proposition 3.5] with X and Y as above:
[x, y)n = pin(TrW (k)/W (Fp)Res(g
(n−1)X · dlogY )).
This formula can then be used to compute conductors in Z/pnZ-extensions. How-
ever, computations turn out to be quite tedious, and this formula is not a conve-
nient formula for computing [x, y) itself. Furthermore, it still involves computing
one ghost component. The formula for n = 1 is particularly easy:
[x, y)1 = Trk/Fp
(
Res(x
dy
y
)
)
.
In the next section, we deduce a formula for [ , ) which is strikingly similar to
the formula for n = 1. Also, our formula resembles formulas for similar symbols
constructed by using Kummer theory when K is a finite field extension of Qp.
4.4. A new formula for [ , ). Consider the ring
R =
{∑
i∈Z
aiT
i : ai ∈W (k), lim
i→−∞
ai = 0
}
= lim←
i
W (k)/V iW (k)((T ))
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of two sided power series with some convergence property. We have a residue map
Res : R→W (k)∑
i
aiT
i →a−1.
Let x ∈ W (K). Let cβ + ∑(i,p)=1 ci[T ]−i be its unique representative modulo
℘W (K) as in Proposition 4.3. We define
˜: W (K)/℘W (K)→R
cβ +
∑
(i,p)=1
ci[T ]
−i (mod ℘W (K)) 7→cβ +
∑
(i,p)=1
ciT
−i.
Any element y ∈ K̂∗ ∼= TZp × (1 + Tk[[T ]]) can uniquely be written as
y = T e ·
∞∏
(i,p)=1
∞∏
j=0
(1− aijT i)pj
with e ∈ Zp and aij ∈ k. We first set
˜: K̂∗ ∼= TZp × (1 + Tk[[T ]])→TZp × (1 + TW (k)[[T ]])
T e ·
∞∏
(i,p)=1
∞∏
j=0
(1− aijT i)pj 7→T e ·
∞∏
(i,p)=1
∞∏
j=0
(1− [aij ]T i)pj .
Note that for y ∈ K∗ one has P2y˜ = y. Furthermore, we define the group morphism
dlog : TZp × (1 + TW (k)[[T ]])→W (k)((T ))
T e · f 7→ e
T
+
df
f
where df is the formal derivative of f .
Theorem 4.7. Let x ∈W (K) and y ∈ K̂∗. Then one has
[x, y) = TrW (k)/W (Fp) (Res(x˜ · dlogy˜)) .
Equivalently, let x ≡ cβ + ∑(i,p)=1 ci[T ]−i (mod ℘W (K)) as in Proposition 4.3,
and y = T e ·∏∞(i,p)=1∏∞j=0(1− aijT i)pj ∈ K̂∗ with aij ∈ k and d ∈ Zp. Then one
has:
[x, y) = ceTrW (k)/W (Fp)(β)−
∞∑
j=0
pjTrW (k)/W (Fp)
 ∑
(i,p)=1
ci
∑
l|i
l[alj ]
i/l
 ∈W (Fp).
Proof. We show that the formula agrees with Theorem 4.5. By Remark 4.6 and
the bilinearity one finds
[x, T e ·
∞∏
(i,p)=1
∞∏
j=0
(1− aijT i)pj ) = e[x, T ) +
∞∑
(i,p)=1
∞∑
j=0
pj [x, 1− aijT i),
and a similar decomposition holds for our proposed formula. By Proposition 4.3 and
bilinearlity, one can restrict to the following three cases: (x, y) = (x, T ), (x, y) =
(β, 1− aT i) and (x, y) = ([bT−l], 1− aT i) with a, b ∈ k, p - li. By Property i, ii, iii
from Proposition 4.2 with x ≡ cβ +∑(i,p)=1 ci{T}−i (mod ℘W (K)), one finds:
[x, T ) = [cβ, T ) = TrW (k)/W (Fp)(cβ).
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By Proposition 4.2 ii one has
[β, 1− aT i) = 0.
Our formula gives the same in the first two cases. Finally, we consider the case
(x, y) = ([bT−l], 1− aT i). We follow Theorem 4.5 and pick the following lifts. Set
Y = 1− [a]T i = y˜ ∈W (k)((T )). Set X = [[b]T−l] ∈W (W (k)((T ))). One has
dlogY = dlogy˜ = −i
∑
k≥1
[a]kT ik−1
and g(X) = ([b]p
s
T−lp
s
)∞s=0. One then has(
Res(dlogY · g(s)X)
)∞
s=0
=
Res(−i∑
k≥1
[a]kT ik−1 · [b]psT−lps)
∞
s=0
=
{ −i([al/ib]ps)∞s=0 = −ig([[al/ib]]) if i | l
0 if i - l.
One then finds:
[x, y) =
{
TrW (k)/W (Fp)
(−i[al/ib]) if i | l
0 if i - l
=TrW (k)/W (Fp)
Res([b]T−l · −i∑
k≥1
[a]kT ik−1)

=TrW (k)/W (Fp) (Res(x˜ · dlogy˜)) .
The explicit formula follows from an explicit computation, where
dlogy˜ = e/T −
∞∑
j=0
pj
∞∑
(i,p)=1
i
∑
k≥1
[aij ]
kT ik−1.
and
x˜ = cβ +
∑
(i,p)=1
ciT
−i.
The formula then follows from
Res(x˜ · dlogy˜) = ceβ −
∞∑
j=0
pj
∑
(i,p)=1
ci
∑
l|i
l[alj ]
i/l.

Remark 4.8. The formula in Theorem 4.7 can be used to compute [x, y)n given
x, y, n in polynomial time (if enough precision of x, y are given). We leave the
details to the readers.
When K is a finite extension of Qp with residue field k containing a primitive
pnth root of unity ζ, there is a similar symbol ( , )pn : K
∗ ×K∗ → 〈ζ〉 obtained
from combining local class field theory and Kummer theory. There exists a formula
for this symbol which is quite similar to our formula for [ , ). In the notation of [3,
Chapter VII] one has for p > 2
(x, y)pn = ζ
TrW (k)/W (Fp)(Res(fx,yg))
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where fx,y is a power series in W (k)((X)) depending on x and y and g is a power
series in W (k)((X)) depending on K. For p = 2, a similar formula exists.
Furthermore, there is a deterministic polynomial time algorithm which on input
a local number field K, an integer pn and x, y,∈ K∗ checks if K contains a primitive
pnth root of unity and if so, computes the symbol (x, y)pn [1].
Remark 4.9. Let y ∈ K∗ be a polynomial with constant term 1. Factor y =∏n
i=1(1 − αiT ) ∈ k[T ]. One can lift y by taking Y =
∏n
i=1(1 − [αi]T ) ∈ W (k)[T ].
Let x ∈ W (K) with x ≡ ∑(i,p)=1 ci[T ]−i (mod ℘W (K)). Then one finds, by
following the above proof,
[x, y) = −TrW (k)/W (Fp)
(
n∑
i=1
x˜([αi]
−1)
)
.
Hence one can view the symbol as an evaluation symbol. This formula simplifies
to −TrW (k(αj))/W (Fp)
(
x˜[αj ]
−1) if y is irreducible.
Remark 4.10. Let us give another interpretation of the symbol [ , ). Consider
the map ψ : K̂∗ → Gp from class field theory. One has K̂∗ ∼= TZp × U1. One has
Gp ∼= Hom(W (K)/℘W (K),W (Fp)). Note that
Hom(W (K)/℘W (K),W (Fp)) ∼= Hom(W (Fp),W (Fp))×
∏
(i,p)=1
Hom(W (k),W (Fp))
χ 7→ ((a 7→ χ(aβ)), (b 7→ χ(b[T−i]))i) .
The natural map
W (k)→Hom(W (k),W (Fp))
a 7→(x 7→ TrW (k)/W (Fp)(xa)).
is an isomorphism because the map Trk/Fp and TrW (k)/W (Fp) are non-degenerate.
Combining givues us an isomorphism
Hom(W (K)/℘W (K),W (Fp)) ∼= W (Fp)×
∏
(i,p)=1
W (k).
Class field theory gives K̂∗ ∼= Hom(W (K)/℘W (K),W (Fp)). Using our explicit
formule in Theorem 4.7, we obtain an isomorphism
TZp × U1 ∼=W (Fp)×
∏
(i,p)=1
W (k),
T e ·
∞∏
(i,p)=1
∞∏
j=0
(1− aijT i)pj 7→
eTrW (k)/W (Fp)(β),
 ∞∑
j=0
pj
∑
l|i
l[alj ]
i/l

i
 .
This map induces isomorphisms TZp ∼= W (Fp) and U1 ∼=
∏
(i,p)=1W (k). The
second map is known, see for example [5, Proposition 1.10]. We can use these map
to define [ , ). To check that the properties of Proposition 4.2 hold, it is important
to show invariance when a different uniformizer is chosen: how the decomposition
in W (K)/℘W (K) as in Proposition 4.3 and the map U1 ∼= ∏(i,p)=1W (k) change.
Remark 4.11. Generalizations of [ , ) exist, see for example [6, 6.4]. Formulas here
use ghost components explicitly and it would be interesting to see if our approach
can be generalized.
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4.5. Conductors, discriminants, and ramification groups.
4.5.1. Ramification groups. For r ∈ Z≥−1, let Grp denote the rth upper ramification
group of Gp (see [13, Chapter IV] for more details). Our goal is to compute the
image Hr of Grp under the isomorphism
τ : Gp → H = Hom(W (K)/℘W (K),W (Fp))
from Theorem 3.4. Let ψ : K̂∗ → Gp be the homeomorphism from class field
theory. One can compute the ramification groups from ψ as follows ([13, Chaper
XV, Theorem 2]). Set U i = 1 + T ik[[T ]] ⊂ K̂∗ for i ∈ Z≥1. One has H−1 =
τ ◦ ψ(K̂∗) = H (decomposition group) and
H0 = τ ◦ ψ(k∗U1) = {χ ∈ H : χ(β) = 0}.
corresponding to the unramified extension (inertia group). For r ∈ Z≥1, one has
Hr = τ ◦ ψ(Ur).
Note that k∗U1 = U1 as subgroups of K̂∗. It follows that H0 = H1 (there is only
wild ramification). Since we know the map τ ◦ψ explicitly due to the Schmid-Witt
symbol, we can compute the ramification groups explicitly. Recall that we have
explicit isomorphisms (Remark 4.10)
φ1 : U
1 = 1 + Tk[[T ]]→
∏
(i,p)=1
W (k)
∞∏
(i,p)=1
∞∏
j=0
(1− aijT i)pj 7→
 ∞∑
j=0
pj
∑
l|i
l[alj ]
i/l

i
and
φ2 :
∏
(i,p)=1
W (k)→H0
(ai)i 7→
(
cβ +
∑
i
ci[T ]
−i 7→ TrW (k)/W (Fp)(
∑
i
aici)
)
.
such that φ2 ◦ φ1 = ψ. One has for r ∈ Z≥1
Ur =

∞∏
(i,p)=1
∞∏
j=0
(1− aijT i)pj : ipj < r =⇒ aij = 0
 ⊆ U1.
Theorem 4.12. For r ∈ Z≥1, one has
φ1(U
r) = (pdlogp(
r
i )eW (k))i
and
Hr = {χ ∈ H0, v(χ([T ]−i)) ≥ dlogp(r/i)e, (i, p) = 1}.
Proof. The condition ipj < r is equivalent to j < logp(r/i). It follows that
φ1(U
r) ⊆ (pdlogp( ri )eW (k))i.
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To prove the other inclusion, we fix i with (i, p) = 1 and take j = dlogp
(
r
i
)e. One
checks that (1− aijT i)pj ∈ Ur and
φ1((1− aijT i)pj ) = (bk)(k,p)=1, bi = pji[aij ], bk = 0 (k 6= i).
By linearity and continuity, this proves the other inclusion. The second result
follows by applying φ2, since TrW (k)/W (Fp) is non-degenerate. 
See [17, Theorem 1.1] for a different description of the upper ramification groups.
If L/K is Galois with groups H1 and L
′/K is an intermediate Galois extension
with group H1/H2, then one has
(H1/H2)
r = Hr1H2/H2.
Hence this allows us to compute upper ramification groups of intermediate exten-
sions.
4.5.2. Conductors and discriminants. Let L/K be a finite abelian extension. By
class field theory, we have a surjective map ψL : K
∗ → Gal(L/K) (which is the
restriction of the global Artin map). The conductor of L/K is f(L/K) = pi with i
minimal such that U i ⊆ ker(ψL). Here we set U0 = k[[T ]]∗ = k∗U1. If L = L1L2,
then one has
f(L/K) = lcm(f(L1/K), f(L2/K)).
Hence to study the conductor of extensions of exponent dividing n, it is enough
to study the conductor of an extension of the form K(℘−1x)/K with x ∈ Wn(K).
Let x ∈ W (K). Our goal is to study the ramification in K(℘−1x)/K. We have a
natural ‘valuation’ v on W (k) with v(x0, x1, . . .) = i where i is minimal with xi 6= 0.
We set Kn = K(℘
−1pin(x))/K. We first study the extensions Kn/K.
Lemma 4.13. Let x ≡ cβ +∑(i,p)=1 ci[T ]−i (mod ℘W (K)) in reduced form. Let
nc = min{v(ci) : i}, n0 = min{nc, v(c)}.
Then Kn0/K0 is a trivial extension, Knc/K is unramified cyclic of degree p
nc−n0
and Kn/K for n > nc is cyclic of degree p
n−n0 with ramification index pn−nc . The
extension Knc/Kn0 is a constant field extension, and Kn/Knc for n ≥ nc is totally
ramified.
Proof. One has pin0(x) ∈ ℘Wn(K), and hence Kn0/K is trivial. It is easy to see
that Knc/Kn0 just extends the residue field, and after that, it becomes totally
ramified. 
We call x ∈ W (K) primitive if n0 as in the above theorem is 0. In general one
can find y ∈ W (K) with pn0y = x ∈ W (K)/℘W (K) and such an y is primitive
and one has K(℘−1pin(y)) = Kn+n0 . We set fn = f(Kn/K). In other words, it
is equal to pi with i minimal such that for all y ∈ U i one has [pin(x), y)n = 0,
equivalently, [x, y) ∈ pnW (Fp) for all y ∈ U i. Let us use the above formula to
compute conductors (see also [17, Corollary 5.1] or [12]).
Proposition 4.14. Let x ∈ W (K) with x ≡ cβ +∑(i,p)=1 ci[T ]−i (mod ℘W (K))
with n0 as above. Let y ∈W (K) be such that ℘y = x. Consider the isomorphism
H ′ = Gal(K(℘−1x)/K)→Hom(〈x〉,W (Fp)).
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Let r ∈ Z≥1 and set
b =
{
min{v(ci) + dlogp
(
r
i
)e : (i, p) = 1} if r ≥ 1
min{v(ci) : (i, p) = 1} if r = 0.
Under this isomorphism H ′r corresponds to
{τ : v(τ(x)) ≥ b} ⊆ Hom(〈x〉,W (Fp)).
Let n ∈ Z≥1. One has fn = f(K(℘−1pin(x))/K) = pun where
un =
{
1 + max{ipn−v(ci)−1 : (i, p) = 1 : v(ci) < n} if ∃i : v(ci) < n
0 otherwise.
Proof. The first statement follows from the computation of H ′r in Theorem 4.12.
The exponent of the conductor ofKn/K is 0 if for all i one has v(ci) ≥ n. Otherwise,
it is the smallest integer r ≥ 1 such that
min
{
v(ci) + dlogp
(r
i
)
e : (i, p) = 1
}
≥ n.
That is, the minimal r ≥ 1 such that for all i one has
v(ci) + dlogp
(r
i
)
e ≥ n,
equivalently dlogp
(
r
i
)e ≥ n − v(ci). Fix an integer i. The above condition is
automatically satisfied if v(ci) ≥ n. We now assume that v(ci) < n. Note that
logp(r/i) is a strictly increasing function of r. One has logp(r/i) = n− v(ci)− 1 at
the integer r = ipn−v(ci)−1. Hence one finds dlogp
(
r
i
)e ≥ n− v(ci) if and only if
r ≥ ipn−v(ci)−1 + 1
and the results follow.
The result for n0 > 0 follows in a similar way, by replacing x by ‘x/p
n0 ’. 
As expected, the conductor is fn = p
0 for n ≤ nc. For n > nc we find
un ≥ 1 + pn−nc−1 ≥ 2
That un ≥ 2, means that the ramification, as expected, is wild.
Let us now compute the discriminant ∆n, a power of p, of Kn/K0. See [13,
Chapter III] for a definition involving the norm of the different.
Proposition 4.15. Let n ∈ Z≥0 and let n0 be as above. Then
∆n =
{ ∏n
i=n0
f
ϕ(pi−n0 )
i if n > n0
p0 if n ≤ n0
with ϕ(ps) = ps−1(p− 1).
Proof. The Fu¨hrerdiskriminantenproduktformel [13] gives
∆n =
∏
χ∈Hom(Gal(Kn/K),C∗)
f(Kker(χ)n /K) =
n∏
i=n0
f
ϕ(pi−n0 )
i .

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5. Zp-extensions of function fields
Let k be a finite field. Let K = K0 be a function field over k (a finitely generated
field extension of k of transcendence degree 1) with full constant field k. Let
x = (x0, x1, . . .) ∈ W (K). This Witt vector defines a field extension K∞/K. For
simplicity, we assume that x0 6∈ ℘W (K). Set Ki = K(℘−1pii(x)). One then has
a chain of field K = K0 ⊆ K1 ⊆ K2 ⊆ . . . ⊂ K∞ with Gal(Kn/K) ∼= Z/pnZ and
Gal(K∞/K) ∼= Zp.
5.1. Genus formula. Let p be a place of K with residue field kp and uniformizer
pip. Then, locally, this extension is given by x = (x0, x1, . . .) ∈ W (Kp) where
Kp ∼= kp((pip)) is the completion at p (by the Cohen structure theorem). Let
αp ∈ kp with Trkp/Fp(αp) 6= 0. Set βp = [αp] ∈W (kp). One has
x ≡ cpβp +
∑
(i,p)=1
cp,i[pip]
−i (mod ℘W (Kp))
with cp ∈W (Fp) and cp,i ∈W (kp) and cp,i → 0 as i→ −∞ (Proposition 4.3). We
set
np,c = min{v(cp,i) : i}, np,0 = min{np,c, v(cp)}.
Proposition 4.14 then shows that the conductor at p of Kn/K is equal to fp,n =
pup,n with
up,n =
{
1 + max{ipn−v(cp,i)−1 : (i, p) = 1 : v(cp,i) < n} if ∃i : v(cp,i) < n
0 otherwise.
The conductor of Kn/K is
fn = f(Kn/K) =
∏
p
fp,n,
which is a finite product.
Let gn be the genus of Kn. We let nc be maximal such that Knc/K is a constant
field extension. For all p this implies fp,i = p
0 for i ≤ nc.
Proposition 5.1. Let ∆n be the discriminant of Kn/K. One has:
∆n =
∏
p
n∏
i=0
f
ϕ(pi)
p,i
Proof. A prime p of K has pmin(n,np,0) extensions in Kn. We then use [13, Chapter
III] and Proposition 4.15 to compute the discriminant, since fp,i = p
0 for i ≤ np,0:
∆n =
∏
p
∆p
min(n,np,0)
p,n =
∏
p: n>np,0
n∏
i=np,0+1
f
ϕ(pi−np,0 )·pnp,0
p,i
=
∏
p: n>np,0
n∏
i=np,0+1
f
ϕ(pi)
p,i
=
∏
p
n∏
i=0
f
ϕ(pi)
p,i .

The following result was already obtained in [12].
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Theorem 5.2. One has:
pmin{nc,n}(2gn − 2) =pn(2g0 − 2) +
∑
p
[kp : k]
n∑
i=0
ϕ(pi)up,i.
Proof. Let Dn be the different of Kn/K. Let kn be the full constant field of Kn.
Then the Riemann-Hurwitz formula gives ([15] or [18, Corollary 9.4.3]):
[kn : k](2gn − 2) =pn(2g0 − 2) + degkDn.
One has [kn : k] = p
min{nc,n} and degkDn = degk ∆n as in Proposition 5.1. The
result follows. 
5.2. Genus lower bounds. Let nu be maximal such that Knu/K is unramified.
One has nu ≥ nc.
Corollary 5.3. Let n ≥ nu. The following statements hold:
i.
pnc(2gn − 2) ≥ pn(2g0 − 2) + pn − pnu + pnu p
2(n−nu) − 1
p+ 1
.
ii.
lim inf
n→∞
gn
p2n
≥ 1
2pnu+nc(p+ 1)
.
iii. For any  > 0, there is an integer m such that for all n ≥ m one has
gn ≥ p
2n−nu−nc
2(p+ 1) + 
≥ p
2n−nu−nc−1
3 + 
.
Proof. We try to make the genus as small as possible in the genus formula. The
smallest genus is obtained if only one prime p is ramified with [kp : k] = 1, such
that up,n = 1 + p
n−nu−1 for n > nu, and up,n = 0 for n ≤ nu (see Proposition
4.14). One finds for n ≥ nu by Theorem 5.2:
pnc(2gn − 2) ≥pn(2g0 − 2) +
n∑
i=nu+1
ϕ(pi)
(
1 + pi−nu−1
)
=pn(2g0 − 2) + pn − pnu + pnu p
2(n−nu) − 1
p+ 1
.
The first part is proved. The second and third part follow by looking at the last
term of the formula from the first part. 
Remark 5.4. The bounds in Corollary 5.3 are often sharp when the p-part of the
class group of K is 0. In particular, the bounds are sharp when K = k(X), the
projective line. We will give explicit examples later.
Gold and Kisilevsky in [4, Theorem 1] state that for large n, if nc = 0:
gn ≥ p
2(n−nu)−1
3
.
This result contains a small error which makes the result incorrect for p = 2, g0 = 0
(one really needs the  in that case, see Proposition 5.9). Secondly, in their proof
they reduce to the case nu = 0, but they forget that if nu > 0, then more primes
must ramify and hence the genus will grow faster.
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Assume from now on that nu = 0. In fact Gold and Kisilevsky prove in an
intermediate step
lim inf
n→∞
gn
p2n
≥ p− 1
2p2
.
Our result actually gives the tight bound
lim inf
n→∞
gn
p2n
≥ 1
2(p+ 1)
.
Li and Zhao in [8] construct a Zp-tower with the property
lim
n→∞
gn
p2n
=
1
2(p+ 1)
.
Li and Zhao furthermore write “It would be interesting to determine if the bound
of Gold and Kisilevsky is the best and find some Zp-extension which realizes it.”
Our results show that their tower actually attains our limit, and there does not
exist a Zp-extension reaching the lower bound of Gold and Kisilevsky.
5.3. Stable genus. For future arithmetic applications on the stable property of
zeta functions in the spirit of Iwasawa theory [2], we are interested in classifying the
cases when gn for large enough n stabilizes. The following result gives a complete
answer.
Proposition 5.5. Let K∞/K be a Zp-extension. Assume that nc = 0. Then the
following are equivalent:
i. The extension K∞/K is ramified at only finitely many places and for all p
the set
{ip−v(cp,i) : (i, p) = 1}
has a maximum.
ii. The extension K∞/K is ramified at only finitely many places and for each
p which ramifies there are ap ∈ Q>0 and np ∈ Z≥0 such that for n ≥ np
one has
up,n = 1 + app
n.
iii. There are a, b, c ∈ Q, m ∈ Z≥0 such that for n ≥ m one has
gn = ap
2n + bpn + c.
Proof. i ⇐⇒ ii: This follows directly from Theorem 5.2. Assume that the maxi-
mum at p is obtained at i = ip. The formula gives for n ≥ v(cp,ip) + 1 = np:
up,n = 1 +
(
ipp
−v(cp,ip )−1
)
pn.
i =⇒ iii: Let m = max{v(cp,ip) + 1 : p}. Set
d1 =
∑
p
[kp : k]
m−1∑
j=0
ϕ(pj)up,j , d2 = −pm−1
∑
p
[kp : k], rp = ipp
−v(cp,ip ).
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By Corollary 5.3, we deduce that for n > m,
2gn − 2 =pn(2g0 − 2) + d1 +
∑
p
[kp : k]
n∑
j=m
ϕ(pj)up,j
=pn(2g0 − 2) + d1 +
∑
p
[kp : k]
n∑
j=m
ϕ(pj)(1 + rpp
j−1)
=
p2n − p2(m−1)
p+ 1
(∑
p
[kp : k]rp
)
+ pn
(
2g0 − 2 +
∑
p
[kp : k]
)
+ (d1 + d2)
=p2na′ + pnb′ + c′.
iii =⇒ i: One easily obtains
lim
n→∞
2gn − 2
p2n
= lim
n→∞
∑
p[kp : k] max{ip−v(cp,i) : v(cp,i) < n}
p+ 1
From this expression, one directly sees that only finitely many primes can ramify,
and for each p the limit limn→∞max{ip−v(cp,i) : v(cp,i) < n} exists. The genus
stability further implies that for each p, max(i,p)=1{ip−v(cp,i)} exists. In fact, the
maximum is attained at a unique finite level, since these rational numbers (if non-
zero) are distinct. 
Definition 5.6. A Zp-tower K∞/K is called geometric if nc = 0. A geometric Zp-
tower K∞/K is called genus-stable if one of the equivalent conditions of Proposition
5.5 is satisfied.
Remark 5.7. In future research, we would like to find relations between the zeros
of L-functions of Zp-towers. We want to understand how the valuations of the
zeros of the L-functions change in such a tower. The remarkable stable relations
for L-functions as in [2] can only exist if the genus in the tower behaves in a nice
way, that is, if the corresponding geometric Zp-tower is genus-stable.
5.4. Example: the projective line. Let K = k(X) be the function field of the
projective line where k is a finite field. Set K ′ = k(X) where k is an algebraic
closure of k. We will study Zp-towers over K. For x ∈ k we set pix = X − x ∈ K ′
and we set pi∞ = 1/X ∈ K ′. Let α ∈ k with Trk/Fp(α) 6= 0. Set β = [α]. Analagous
to Example 3.13, one can prove:
Lemma 5.8. Every a ∈ W (K) is equivalent modulo ℘W (K) to a unique vector
b ∈W (K) of the form
b = cβ +
∑
x∈P1k(k)
∑
(i,p)=1
cx,i[pix]
−i ∈W (K) ⊂W (k(X))
with c ∈W (Fp), cx,i ∈W (k) such that
i. for σ ∈ Gal(k/k), x ∈ P1k(k): cσx,i = σcx,i
ii. for every integer n ∈ Z≥1, there are only finitely many cx,i with v(cx,i) ≤ n.
We can then study Zp-towers ofK given by a reduced vector a. Note that reduced
vectors a, a′ ∈ W (K)/℘W (K) induce the same tower if and only 〈a〉 = 〈a′〉 if and
only if a = ca′ with c ∈ W (Fp)∗ = Z∗p. One can easily read this off from the
expressions of a and a′.
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Proposition 5.9. Let a = cβ +
∑
x∈P1k(k)
∑
(i,p)=1 cx,i[pix]
−i ∈ W (K) be given in
the unique form as in Lemma 5.8. Assume
min({v(cx,i) : x ∈ P1k(k), (i, p) = 1} ∪ {v(c)}) = 0.
Consider the tower K∞/K given with field Kn = K(℘−1pin(a)) of genus gn. For
x ∈ P1k(k), set
ux,n =
{
1 + max{ipn−v(cx,i)−1 : (i, p) = 1 s.t. v(cx,i) < n} if ∃i : v(cx,i) < n
0 otherwise.
One has [Kn : K] = p
n,
nu = nc = min(v(cx,i) : x ∈ P1k(k), (i, p) = 1)
and
pmin(nc,n)(2gn − 2) = −2pn +
∑
x∈P1k(k)
n∑
j=0
ϕ(pj)ux,j .
Furthermore, a prime p is ramified in Kn/K if and only if for a representative
x ∈ P1k(k) of p one has ux,n > 0.
Proof. The first assumption on a assures that [Kn : K] = p
n for all n. We will now
compute gn. Let k
′ = k(x : ∃i, v(cx,i) < n), a finite field extension of k. We define
K ′i = Kik
′. One has gi = g(Ki) = g(k′Ki), in particular gn = g(K ′n). Consider
the extension K ′n/K
′
0, which ramifies precisely at the x such that there is an i
with v(cx,i) < n, that is, all the ramifying primes became rational and for such a
prime x one has [k(x)k′ : k′] = 1 (Proposition 4.3). One can apply Theorem 5.2,
Proposition 4.14 and Proposition 4.3, to see ux,n corresponds to the exponent in
the conductor at x in the extension K ′n/K
′
0 and one has
pmin{nc,n}(2gn − 2) =pn(2g0 − 2) +
∑
x
[k(x)k′ : k′]
n∑
j=0
ϕ(pj)ux,j .
Since g0 = 0, the result follows. 
Example 5.10. Consider the unit root Zp-extension (called the Artin-Schreier-
Witt extension in [2] ) given by the unit root coefficient polynomial
x =
d∑
(i,p)=1
[biX
i] =
d∑
(i,p)=1
[bi][X
i] ∈W (K)
with bi ∈ k and bd 6= 0, d > 0 not divisible by p. By the above equation, this defines
a Zp-extension which is totally ramified at ∞. One finds for n ≥ 1:
u∞,n = 1 + dpn−1.
and
2gn − 2 =− 2pn +
n∑
j=1
ϕ(pj)(1 + dpj−1) = −2pn + pn − 1 + dp
2n − 1
p+ 1
=
d
p+ 1
p2n − pn − p+ 1 + d
p+ 1
.
This is an example of a genus-stable tower. The stable arithmetic properties of
these extensions have been studied and established in [2].
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Remark 5.11. Let a = (a0, a1, . . .) ∈ W (K) with a0 6∈ ℘W (K). Consider the
corresponding Zp-extension given by a. Let p be a prime of K(X) of degree d′ over
Fp which does not ramify in the tower. We give a geometric way to compute the
Frobenius element (p,K∞/K). Let z ∈ P1(k) be a representative of p. Assume
that z is not a pole of the ai (otherwise, we have to find another representative
of a (mod ℘W (K)); or one can assume a is in our unique reduced form). Set
a(z) = (a0(z), a1(z), . . .) ∈W (k(z)). Let y ∈ ℘−1z ∈W (k). One has
F d
′
y = y +
d′−1∑
j=0
F j(Fy − y) = y + TrW (k(z))/W (Fp)(a(z)).
This shows that the Frobenius is equal to
(p,K∞/K) =
(
a 7→ −TrW (k(z))/W (Fp)(a(z))
) ⊆ Hom(〈a〉,W (Fp)) ∼= Gal(K(℘−1a)/K).
A similar formula works for primes which are not ramified in say Kn/K. See [15,
Theorem 3.3.7] and [9, Section 3.2.4] for more details on this geometric approach.
Furthermore, this formula generalizes when K is replaced by another function field.
Remark 5.12. Some related work on global function fields has been done in the
PhD thesis of Shabat [14]. In his thesis, one uses Artin-Schreier-Witt extensions to
construct curves with a lot of points in comparison to its genus. Explicit formulae
for computing the genus and number of points of the composite of Artin-Schreier-
Witt extensions can be found there.
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