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11. GENERAL INTRODUCTION
The motivation of my study came from the interest of producing functional nanopar-
ticles with unique optical (1; 2), mechanical (1), chemical (3; 4) and biological (5; 6; 2)
properties. A novel technique–” Flash Nanoprecipitation (FNP)”–has been researched
for such nanoparticles production and stabilization. My purpose of study is to have a
comprehensive understanding of this technique in order to develop a model in predicting
the products and optimizing the process. The mixing in the microscale reactor, a crucial
component of the FNP process, was studied as the first step, and then more detailed
fluid dynamics were investigated to validate the computational models. Later, the model
study of nanoparticle aggregation and stabilization process was carried out in solving a
population balance equation system and to be integrated with the knowledge of mixing
and fluid dynamics for the completion of the comprehensive Nanoprecipitation model.
Flash Nanoprecipitation
Functional nanoparticles are becoming increasingly important in the development
of materials for dyes(7) , cosmetics (8), pharmaceuticals (9; 10; 11; 8), and numerous
other applications (12; 13; 14), resulting in great interest in the techniques controlling
the stability and size range in their production. For example, studies have shown that
colloidal drug carriers such as liposomal and micellar dispersions consisting of particles
50-400 nm in diameter have great promise in formulating anticancer therapeutics, which
can selectively target the tumor (15).
2The FNP technique—a novel approach to produce functional nanoparticles stabilized
by amphiphilic copolymer directed assembly—is able to produce particles in such size
needs. In addition, the nanoparticles encapsulated by copolymer also make it possible to
afford long circulations: the ligand-decorated immunoliposomes capable of evading the
reticuloendothelial system (RES) can be developed using hydrophilic polymers (PEG)
stabilization to prevent adsorption of components of the immune system and increase the
binding and circulation time(16).
Figure 1.1 Illustration of MIV applied in Flash Nanoprecipitation
As illustrated in Figure 1.1, during the process, the drug and copolymer are dissolved
in the solvent and injected in a customized mixing device. The solvent was mixed with
non-solvent to create supersaturation and therefore precipitate the particles. While the
copolymer was aggregating, the hydrophobic block attached the organic aggregates and
the hydrophilic block remained outside of the aggregates in the solvent stabilizing the
3particle by preventing further aggregation(17)(18).
The FNP approach employs rapid mixing of solvent and non-solvent to create high
supersaturation to start precipitation; the mixing part is uncoupled from the particle
aggregation process to attain homogeneous kinetics for the precipitation, which is a
crucial operation point in obtaining particles within a narrow size range. When the
mixing is fast and homogeneous throughout the reactor, the precipitations of the organic
actives and the copolymers will take place within small enough time intervals that small
particles are obtained as they are stabilized by the copolymers quickly. On the other
hand, when the mixing is slow, the chance of getting large particles is bigger because the
growth of particles fails to be stopped by copolymer stabilization.
Overview of Approaches to Nanoprecipitation
Mixing Evaluation of the Micro-Reactor
Since rapid mixing is an important characteristic of FNP that it induces uniform
and high supersaturation to provide homogeneous kinetics of precipitation, it is useful
to improve the process by study the mixing effects in the custom-designed reactor. This
process has been carried out and tested in different microscale devices such as confined
impinging jets (CIJ) (18) and multi-inlet vortex (MIV) reactors. MIVR’s were especially
of great interest in terms of its flexibility.
An MIV reactor is comprised of a round mixing (reacting) chamber and four injectors
arranged in directions allowing vortex turbulent flow. Due to the geometry and opera-
tions, turbulent flow is generated by strong collision and redirection of the injected flows.
As the injected flows have a swirling manner instead of impingement, an MIV reactor
does not require equal inlet momenta as the CIJ reactor. Thus, the choices of chemi-
cals are more flexible and different intensity of supersaturation can be easily attained by
arranging different amount of solvent and non-solvent injected.
4To investigate the mixing process in the MIV reactor, a computational fluid dynam-
ics (CFD) model was developed to predict and compare the experimental data. The
characteristic mixing times were measured by applying a parallel reaction system, which
employs two competitive reactions (acid-base reaction and DMP hydrolysis) as chemi-
cal ruler, where the mixing effects can be evaluated by the conversion of DMP(19). In
this simulation work, the two-environment DQMOM-IEM model was applied to solve
the mixture fraction and reaction progress variables. The further model description and
other details are presented in Chapter 2.
Investigation of Fluid Dynamics in the MIV Reactor
In order to validate the turbulence model applied in the mixing study, the fluid dynam-
ics were investigated using CFD and microscopic particle image velocimetry (microPIV),
a technique for measuring instantaneous velocity field data in microfluidic devices. In
addition, this work was carried out as the first step of developing a reliable computa-
tional model for the FNP process in MIVR capable of predicting the output products
and therefore improving reactor operations.
The laser-based flow diagnostic techniques have developed rapidly in the past decade,
among which PIV, an optical technique of obtaining velocity vector field by tracking the
movement of particle-seeded flow, has shown promise of providing reliable measurement
of flow field(20).
The microPIV data were used to evaluate the accuracy of using existing CFD models
in simulating the flow within the MIVR. Laminar simulations were performed for low
Reynolds number cases, and large eddy simulations (LES) using the Smagorinsky-Lilly
subgrid model (21; 22) were performed for the higher Reynolds number case. LES was
chosen for the turbulent simulations due to its lower computational cost compared to
direct numerical simulation (DNS). The geometry used in the simulations was identical
5to the geometry of the reactor model used in the experiments with a grid consisting of
1,513,324 cells. The 3-dimensional single-phase simulations were performed using inlet
conditions matching those measured in the experiments. The detailed experimental setup
and CFD model descriptions are included in Chapter 3.
Model Study for the Nanoprecipitation Process
After obtaining reliable CFD data for the MIV reactor, the next step was developing
a model accounting for the organic actives precipitation and amphiphilic block copolymer
stabilization process to be integrated in the CFD model for the completion of the study
of FNP.
To describe the particle formation and distribution as functions of mixing time and
physical properties of inlet streams, an aggregation model is developed and knowledge
of particle properties is obtained by solving population balance equations (PBEs) of the
system. In this system, the number density function solved in each PBE represents
an aggregate containing information of aggregation numbers of the organic actives (O-
type) and di-block copolymers (P-type). The major task here is to develop an accurate
aggregation kernel as a function of aggregation numbers of O-type and P-type accounting
for the complex aggregation process.
In the FNP process, the nanoparticle aggregation is arrested by copolymer assembly
on the particle surface. The di-block micelle unimer is in a chain shape composed of
hydrophobic block (A-block) and hydrophilic block (B-block). When a micelle unimer
is aggregating with organic particles, the A-block part is attaching the particle and the
B-block ”deactivates” the attached area where no other particles can attach; when the
number of micelles attaching organic particles increases, that is, while the deactivated
area extends, the particles are stabilized since it is harder for other organic beads or
micelles to pass the barrier. The organic particles are then stabilized, capsuled in star-like
6micelles. Thus, conceptually, as aggregation number of P-type increases, the aggregation
slows down and the aggregate is stabilized.
A model has been developed to account for the micellization kinetics, and the aggre-
gation kernel based on this micellization model is applied in the bivariate PBE system.
The aggregation mechanisms were discussed as three different micellization cases based
on different aggregation numbers of P-type: free coupling, unimer insertion, and micelle
fusion(23). The detailed descriptions of the kernel and other numerical approaches to
solve the complicated bivariate PBE system are discussed in Chapter 4.
FNP Modeling Coupled with CFD
As our ultimate goal is to build a comprehensive model for FNP, it is very important
to account this process from different aspects, from fluid dynamics to the molecular level
of kinetic modeling. One of the most challenging part in this comprehensive study is the
implementation of the PBE system in a CFD simulation. A novel approach conditional
quadrature method of moments (CQMOM) has been proposed to solve bivariate PBE.
The idea of CQMOM is to let a set of moments represent the bivariate system, com-
prising a primary variable and a conditional one. A double inversion method has been
demonstrated to find weights and abscissas to close the moment equations. The detailed
model derivation and case validation are included in Chapter 5.
As CQMOM is introduced, the number of transport scalars is successfully reduced to
make CFD implementation possible. Therefore, the PBE with FNP model is coupled with
a CFD code and a series of simulations are performed. The detailed model description
and discussion are reported in Chapter 6.
The following list serves as a reminder of how these chapters are organized.
1. An overview of the comprehensive study of FNP was given (Chapter 1).
72. The MIV reactor was first studied in terms of its mixing (Chapter 2) and the CFD
model is validated by the microPIV experiment (Chapter 3).
3. The FNP process was modeled using a population balance equation (Chapter 4).
4. A numerical method was proposed to enable implementation of the PBE in a CFD
simulation (Chapter 5).
5. A comprehensive model covering topics from Chapter 2 to Chapter 5 was estab-
lished (Chapter 6).
6. A chapter to summarize this study (Chapter 7).
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Introduction: Mixing and the MIV Reactor
The mixing performance of the MIV reactor was researched as the first step because
it is a crucial component of the Nanoprecipitation process. In the FNP process, particle
size growth is arrested by the di-block copolymer directed assembly on the surface of
organic actives. The mixing plays an important role in this process in determining the
particle size and product quality.
First, the organic actives and the copolymers have different solubility in the non-
solvent that results in different induction times for precipitation; usually, the organics
have lower solubility and therefore precipitate first. In other words, they have a period
of free aggregation time before the copolymer precipitate, and the growth of particles
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9starts to slow down when the copolymers are precipitated and deposited on the organic
particles. When the mixing is fast, the difference of the induction times is reduced, that
is, the free aggregation time for organics is shortened. Under such conditions, small
particles are obtained since the growth of particles is rapidly arrested.
In addition to the capacity of providing rapid mixing, a customly-made reactor that is
able to produce homogeneous distribution of high-intensity supersaturation is a necessity
to Nanoprecipitation. When the mixing is inhomogeneous that leads to non-uniform
supersaturation regions, a narrow range of particle size distribution is unattainable while
some particles fail to be stabilized due to the local absence of the micelle copolymers.
Thus, a mixing device is required to produce a region of high energy dissipation as well
as ensure that all of the initially separate streams pass this region.
Mixing
The study of mixing in the micro-reactor requires the understanding of different mix-
ing scales–macro-, meso-, and micromixing. ”Macromixing” occurs on the scale of the
vessel allowing two or more bulk fluids blending; ”mesomixing” on the scale of turbu-
lent vortices, introducing the inertial-convective mixing mechanism; ”micromixing” on
the Kolmogorov scale and the Batchelor scale, eliminating the segregations by molecular
diffusion on the stretching lamellae resulting from daughter eddies deformation(25).
The Nanoprecipitation process requires rapid mixing on a molecular scale, which
means a mixing device that provides rapid mixing to the micromixing level is necessary.
Since each scale of mixing is a prerequisite to the next (i.e. macro-→ meso-→ micromix-
ing), each step can be rate limiting and thus should be taken into consideration while
designing the mixer. For injected microreactors such as CIJ and MIV, the macromixing
is usually not an issue since the inlet streams are injected into the reacting chamber that
ensures the bulk mixing of two (or more) fluids. The collision and redirection of flows
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in these microreactors form a highly turbulent energy dissipation region where turbulent
eddies appear, creating a mesomixing volume. The input kinetic energy is ultimately
dissipated by viscous deformation through the formation of the daughter vortices and
finally the lamellar structure that allows micromixing.
The MIV Reactor
The CIJ reactor has been studied and characterized; it is capable of providing mixing
as fast as milliseconds, and energy dissipation rates up to 105W/kg (compared to single
turbulent jets ∼= 104W/kg)(26). However, the CIJ reactor is limited by the number of
inlets and the requirement of equal momenta of the solvent and non-solvent streams. The
final concentration of the eﬄuent is the average of the two stream concentrations which
may compromise particle stability.
The MIV reactor was proposed to overcome the limitations of the CIJ reactor, as well
as to retain its ability to provide rapid mixing up to the micromixing level, scalability,
and ease of operation(24). Conceptually, the momentum from each stream of a MIV
reactor contributes independently to drive micromixing in the reacting/mixing chamber.
Therefore, it is possible to operate one or more streams at high volumetric flow rate
and another stream at a lower flow rate and retain the good mixing performance. The
multiple inlets and the possibility for the MIV reactor to be operated at different flow
rate increases the flexibility of the choices of chemicals. Thus, different materials can be
tested and different ratio of solvent to non-solvent can be experimented, which has an
operational advantage that the final fluid phase can be predominantly non-solvent, which
increases the stability of the nanoparticles by depressing the rate of Ostwald ripening
(27; 28; 29; 30).
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Computational Approach
In the study of mixing of the MIV reactor, the functionality of the mixing time has
been established with Reynolds number, inlet velocity, physical properties of the streams
and the geometry of the reactor based on experimental work. However, the scale-up or
the change of reactor geometry will require new operations of experiments that cannot be
done in an efficient way, which turns the investigation approach in favor of computational
methods. In theory, the computational approach based on CFD models can be employed
to simulate the process and predict the products and therefore improve the operations,
scale-up, or testing new reactor geometry in an ”experiment-free” way. In addition, the
computational approach enables visualization of mixing process, and thus more detailed
investigation, such as identifying the different scale segregation zones, can be conducted
and further improve the process. Practically, the experiments will only be required to
determine the reaction rate constants and once determined, they can be applied to predict
different cases. My major task here is to develop a computational model for the mixing
in the MIV reactor and validate it against the experimental data to demonstrate the
model accurate and reliable.
Methods
Parallel Reaction System
Reaction Kinetics
The study of mixing in the MIV reactor employs the parallel-reaction system, compris-
ing two competitive second-order reactions that result in different product distributions
under circumstances affected by different mixing effects(19). This competitive reaction
scheme has stable reactants and products that are as well easy to be quantified by gas
chromatography (GC), and the reaction is fast enough to probe the mixing performance
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of the MIV reactor.
The fast reaction is the neutralization of acid and base with rate constant kI =
1.4 × 108m3/mol · s, which is essentially instantaneous relative to the mixing. The slow
reaction is the hydrolysis of dimethoxypropane (DMP) with kII = 0.63m
3/mol · s. The
reaction stoichiometry can be expressed as
OH−(B) + H+(A)
kI−−−→ H2O. (2.1)
CH3C(OCH3)2CH3(D) + H
+(A)(+H2O)
kII−−−→ CH3COCH3 + 2CH3OH+H+. (2.2)
Note that the slow reaction (Eq. 2.2) is catalytic so reagent A appears on both the
reactant and product sides. The reagents for the competitive reactions are segregated
in two or more flow streams, one containing reagent A and the other containing B and
D. They were fed at molar ratio all near unity to create the competitive reactions. The
illustration of the mixing-sensitive reactions are shown in Figure 2.1:
1. τmix ≪ τrxn. If the mixing is faster than the slow reaction kinetics, the reaction
kinetics approach the homogeneous condition, and thus the conversion of the limit-
ing reagent in the slow reaction (D) will correspond to the ratio of the two reaction
rate constants. In this system, since kI ≫ kII, the conversion of D is undetectable;
when the streams containing reagent A is rapidly mixed with the ones containing
B+D, A reacts with B immediately and is depleted since the fast mixing makes
molar ratio remain unity as initially arranged, leaving D unreacted.
2. τmix ≫ τrxn. If the characteristic mixing time is comparable to that of the reactions,
the mixing streams form a segregated lamellar structure within which unequal molar
ratios of reagents exist locally during the reaction. In this case, the conversion of
the slow reaction reagent D is detectable as the competitive fast reaction reagent
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Figure 2.1 Mixing effects on product distribution. (a) Rapid mixing en-
ables ”homogeneous kinetics” state, conversion of slow reaction
reagent undetectable. (b) Slow mixing leads to uneven distribu-
tion of reagents, conversion of slow reaction reagent detectable
as the competitive fast reagent is locally absent.
B is locally absent due to the diffusion limitations; when the slow mixing results
in unequal distribution of reagents, B reacts with locally available A, leaving D a
chance to react as long as the characteristic diffusion time for A to arrive from the
neighboring lamellae is shorter than that for B.
Since the conversion of D is a sensitive measure for the mixing extent, it had been
measured at various experimental operational points. The computational work has been
done to simulate the same conditions using the given operational parameters, and com-
pare the predictions of the conversion of D with experimental data.
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Model Variables
In this parallel-reaction system, two scalar variables were introduced to describe the
mixing and represent the reactions as discussed by Fox and Liu(31; 32).
• Mixture fraction variable:
The extent of mixing can be described by a mixture fraction variable ξ, which
is independent of chemistry. By convention, we will set ξ = 0 in the streams
containing A, and ξ = 1 in the streams containing B and D. The value of the
average mixture fraction at the outlet is
ξ =
m2
m1 +m2
, (2.3)
where m2 is the summation of the mass flow rate of the inlet streams containing B
and D and m1 is the summation of the mass flow rate of the other streams.
• Reaction progress variable:
Similarly, the progress of the reactions from Eq. 2.1 and 2.2 can be described by
the reaction progress variables YI and YII, respectively. The reaction variables are
defined as 0 at the inlet streams and nonzero elsewhere in the reactor where the
reactions take place.
The reactant concentrations can be described in terms of the mixture fraction ξ and
reaction progress variables YI and YII.
cA = A0[1− ξ − (1− ξsI)YI] (2.4)
cB = B0(ξ − ξsIYI) (2.5)
cD = D0(ξ − ξsIIYII) (2.6)
15
where
ξsI =
A0
A0 + B0
(2.7)
and
ξsII =
A0
A0 +D0
(2.8)
are the stoichiometric mixture fractions.
and A0, B0, and D0 are the inlet molar concentrations of reagents A, B, and D,
respectively. Note that if the mixing flows are non-reacting, that is, YI = YII = 0
throughout the reactor, after complete mixing the reaction concentrations will depend
only on ξ = ξ. Using the formulas in Eqs. 2.4-2.6, the reaction rates for the competitive
reactions (Eq. 2.1 and 2.2) are expressed as
SI(ξ, YI) =
kI
B0ξsI
cAcB
= B0ξsIkI
(
1− ξ
1− ξsI − YI
)(
ξ
ξsI
− YI
) (2.9)
and
SII(ξ, YI, YII) =
kII
D0ξsII
cAcD
= B0ξsIkII
(
1− ξ
1− ξsI − YI
)(
ξ
ξsII
− YII
)
.
(2.10)
Ideally, by solving these scalars using the source terms expressed in Eqs. 2.9 and 2.10
along with the turbulent flow field in the MIV reactor will suffice to resolve the parallel
reaction system. However, the large value of kI invites numerical difficulties associated
with treating the instantaneous reaction with a finite-rate chemistry solver. In order
to avoid these difficulties, an infinite-rate approximation was applied while solving the
system in CFD simulations.
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Limiting Cases
In the parallel reaction system, the fast reaction takes place instantaneously once the
streams are mixed. Since the characteristic reaction time for the fast reaction is negligible
compared to the mixing time, the reaction rate is simply controlled by the mixing rate.
Thus, the fast reaction variable YI can be written in terms of ξ by setting the reaction
rate expression SI (Eq. 2.9) equal to zero
YI∞ = min
(
ξ
ξsI
,
1− ξ
1− ξsI
)
, (2.11)
which implies reagents A and B cannot coexist at any point in the reactor. Using this
infinite-rate approximation for any YI, only the mixing fraction ξ and the slow reaction
progress variable YII need to be solved. The source term for YII in Eq. 2.10 changes to
SII∞(ξ, YII) = B0ξsIkII
(
1− ξ
1− ξsI − YI∞
)(
ξ
ξsII
− YII
)
. (2.12)
Since SII∞ must be non-negative, the above expression only holds while the values of
ξ and YII satisfy this condition. Thus,
SII∞(ξ, YII) =


A0kII
(
1− ξ
ξsI
)(
ξ
ξsII
− YII
)
if 0 < ξ ≤ ξsI and 0 ≤ YII ≤ ξ/ξsII
0 otherwise.
(2.13)
CFD Model
The Direct-Quadrature-Method-of-Moments (DQMOM) and Interaction-by-Exchange-
with-the-Mean (IEM) models implemented by Fox was applied to solve the parallel re-
action system in an MIV reactor. This two-environment DQMOM-IEM model had also
been applied to solve a similar system in a CIJ reactor by Liu (31).
The conserved scalars solved in this system are:
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• p1, p2: The probabilities (mass fractions of the fluid) of Environment 1 and Envi-
ronment 2.
• p1ξ1, p2ξ2: The weighted mixture fraction variables of Environment 1 and Environ-
ment 2.
• p1Y1, p2Y2: The weighted reaction progress variables of Environment 1 and Envi-
ronment 2. Note that Y = YII is the slow reaction variable and 1, 2 denote the first
and second environment.
The transport equation for the probability in the two environments are given by
∂ρp1
∂t
+∇ · ρ〈U〉p1 = ∇ · (ρΓT∇p1) (2.14)
and
∂ρp2
∂t
+∇ · ρ〈U〉p2 = ∇ · (ρΓT∇p2) (2.15)
where 〈U〉 denotes the mean fluid velocity and ρ denotes the mean density, and the
turbulent diffusivity is defined as
ΓT =
Cµ
ScT
k2
ε
(2.16)
with Cµ = 0.09 and ScT = 0.7. k, ε denote the turbulent kinetic energy and turbulent
dissipation rate, respectively, which are computed using the k − ε model (33).
Note that Eq. 2.15 does not need to be solved since the probability p2 = 1 − p1 can
be easily calculated in the two-environment system.
The transport equations for the mixture fractions are
∂ρp1ξ1
∂t
+∇ · (ρ〈U〉p1ξ1) = ∇ · [ρΓT∇(p1ξ1)]
+ ργp1p2(ξ2 − ξ1) + ρΓT
ξ1 − ξ2 (p1|∇ξ1|
2 + p2|∇ξ2|2)
(2.17)
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and
∂ρp2ξ2
∂t
+∇ · (ρ〈U〉p2ξ2) = ∇ · [ρΓT∇(p2ξ2)]
+ ργp1p2(ξ1 − ξ2) + ρΓT
ξ2 − ξ1 (p1|∇ξ1|
2 + p2|∇ξ2|2)
(2.18)
where
γ =
Cφ
2
ε
k
(2.19)
is the micromixing parameter. The nominal value of the mechanical-to-scalar time-
scale ratio Cφ is a function of local turbulent Reynolds number (34) and has a polynomial
expression (32)
Cφ =
6∑
n=0
an(log10Rel)
n for Rel ≥ 0.2
with a0 = 0.4093, a1 = 0.6015, a2 = 0.5801, a3 = 0.09472,
a4 = −0.3903, a5 = 0.1461, and a6 = −0.01604
(2.20)
The local Reynolds number used to quantify local turbulence level is defined by the
ratio of turbulence integral time scale τu = k/ε to the Kolmogorov time scale τη =
(ν/ε)1/2:
Rel =
k
(εν)1/2
. (2.21)
where ν denotes the kinematic viscosity.
The two terms in the second rows of Eqs. 2.17, 2.18 represent micromixing. If these
terms are neglected, ξ1 and ξ2 will remain their initial values throughout the reactor,
which indicates that no mixing occurs on the molecular level and thus no reactions take
place.
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The transport equations for the reaction variable in the two environments have the
similar form
∂ρp1Y1
∂t
+∇ · (ρ〈U〉p1Y1) = ∇ · [ρΓT∇(p1Y1)] + ρp1SII∞(ξ1, Y1)
+ ργp1p2(Y2 − Y1) + ρΓT
Y1 − Y2 (p1|∇Y1|
2 + p2|∇Y2|2)
(2.22)
and
∂ρp2Y2
∂t
+∇ · (ρ〈U〉p2Y2) = ∇ · [ρΓT∇(p2Y2)] + ρp2SII∞(ξ2, Y2)
+ ργp1p2(Y1 − Y2) + ρΓT
Y2 − Y1 (p1|∇Y1|
2 + p2|∇Y2|2).
(2.23)
Note that the chemical source term SII∞ is evaluated by Eq. 2.12 using mixture frac-
tion and reaction progress variable in the particular environment. The average chemical
source term 〈SII∞(ξ, Y )〉 is not equal to the chemical source term computed from the av-
erage mixture fraction and reaction progress variable SII∞(〈ξ〉, 〈Y 〉) unless micromixing
is much faster than the slow reaction, which is usually not the case.
After the scalars are solved using the transport equations (Eqs. 2.14, 2.17, 2.18, 2.22
and 2.23), the concentrations of the reagents can be solved for the nth environment using
similar formulas to Eqs. 2.4-2.6:
cAn = A0[1− ξn − (1− ξsI)YIn] (2.24)
cBn = B0(ξn − ξsIYIn) (2.25)
cDn = D0(ξn − ξsIIYIIn). (2.26)
The mean concentrations are then obtained from
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〈cA〉 = p1cA1 + p2cA2 (2.27)
〈cB〉 = p1cB1 + p2cB2 (2.28)
〈cD〉 = p1cD1 + p2cD2. (2.29)
Since the rate constant of the fast reaction is more than 108 times the rate constant
of the slow reaction, the reaction time can be expressed as a pseudo first-order time
constant of the slow reaction
τrxn =
1
kIIcD0
(2.30)
where cD0 is the average concentration of D after mixing as if no reactions occur, thus
cD0 = C0ξ = 0.5C0 (2.31)
The fraction of D converted can therefore be evaluated numerically
XD =
〈cD,outlet〉
cD,inletξ
, (2.32)
where cD,inlet is the molar concentration of D at the inlet and
〈cD,outlet〉 = 1
m1 +m2
∫
ρcD, outlet
−→
U · −→n dS (2.33)
is the ”mixing-cup” average of molar concentration of D at the outlet. Note that if
D were completely mixed at the outlet, which is usually not the case, 〈cD,outlet〉 would be
equal to the outlet concentration of D (cD, outlet).
Scales of Mixing
At high Re, there is generally a separation of mixing scales. The large-scale motions
are mainly influenced by the geometry of the reactor, and the small-scale motions are
determined by energy dissipation rate and viscosity(33).
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An advantage of the CFD approach is the easy access to identify the different mixing
scales by defining the mixture fraction mean and variance described below. The mean is
defined by
〈ξ〉 = p1ξ1 + p2ξ2; (2.34)
the variance
〈ξ′2〉 = p1ξ21 + p2ξ22 − 〈ξ〉2. (2.35)
Note that the transport equation of 〈ξ〉 can be obtained by summing together the
transport equations of the weighted mixture fraction Eq. 2.17 and Eq. 2.18:
∂ρ〈ξ〉
∂t
+∇ · (ρ〈U〉〈ξ〉) = ∇ · (ρΓT∇〈ξ〉) (2.36)
The transport equation of the variance can also be obtained using some algebraic
manipulations (32). Starting from Eq. 2.35, the transport equation of the variance is
written as
∂ρ〈ξ′2〉
∂t
=
∂ρ(p1ξ
2
1)
∂t
+
∂ρ(p2ξ
2
2)
∂t
− ∂ρ〈ξ〉
2
∂t
(2.37)
The first term on the right-hand side can be written as
∂ρ(p1ξ
2
1)
∂t
=
∂
∂t
ρ(p1ξ1)
2
p1
= 2ξ1
∂ρp1ξ1
∂t
− ξ21
∂ρp1
∂t
.
(2.38)
Similarly, the second term in Eq. 2.37 can be written in the same manner
∂ρ(p2ξ
2
2)
∂t
= 2ξ2
∂ρp2ξ2
∂t
− ξ22
∂ρp2
∂t
. (2.39)
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Inserting Eqs. 2.14, 2.17 and 2.15, 2.18 into Eqs. 2.38 and 2.39, respectively, and
summing together Eqs. 2.36-2.39 using definition of the variance (Eq. 2.35) yields
∂ρ〈ξ′2〉
∂t
+∇ · (ρ〈U〉〈ξ′2〉) = ∇ · (ρΓT∇〈ξ′2〉) + 2ρΓT|∇〈ξ〉|2 − 2ργ〈ξ′2〉 (2.40)
The second term on the right-hand side is a production term due to gradients in the
mixture-fraction mean. The final term is a dissipation term due to micromixing that the
variance decays toward zero during mixing.
Conventionally, the large-scale mixing, known as ”blending” of fluids or ”macromix-
ing,” can be described by the mixture fraction mean. To obtain quantitative measure,
a large-scale-segregation (LSS) variance is introduced, defined by the deviations of 〈ξ〉
from the complete mixing ξ (Eq. 2.3):
〈ξ′2〉LSS = (〈ξ〉 − ξ)2. (2.41)
The transport equation for the LSS variance can be found using Eqs. 2.36 and 2.40
∂ρ〈ξ′2〉LSS
∂t
+∇ · (ρ〈U〉〈ξ′2〉LSS) = ∇ · (ρΓT∇〈ξ′2〉LSS)− 2ρΓT|∇〈ξ〉|2 (2.42)
〈ξ′2〉LSS is maximum at the inlet where no mixing occurs yet and fluids are separate,
and it decays toward zero at the outlet. In our case, the maximum of 〈ξ′2〉LSS is 0.25
(ξ1 = 0 and ξ2 = 1 at inlets and ξ = 0.5 for complete mixing). From the transport
equation, the decay time for LSS variance is characterized by
tLSS =
〈ξ′2〉LSS
2ΓT|∇〈ξ〉|2 (2.43)
The small-scale segregation (SSS) is simply represented by the variance 〈ξ′2〉 and the
characteristic decay time can be retrieved from Eq.2.40
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tSSS =
1
2γ
, (2.44)
which is also know as the micromixing time.
Simulation Conditions
The parallel reaction system applied in an MIV reactor was solved using commercial
CFD code Fluent 6.3. Standard k − ε model with enhanced wall treatment was chosen
to solve the turbulence field and the transport equations for scalars were closed by the
implementation of DQMOM-IEM model as described in Sec. 2. The CFD model and
numerical simulation method setup are listed in Table 2.1.
Table 2.1 Simulation Setup
Solver
segregated
implicit
steady-state
Viscous model k-ε (two equation) model
Discretization second order upwind
The simulation geometry was separated into three parts: the inlets, main mixing
cavity and the outlet. The inlet ports have L/D1 = 10, where D1 is the longer side of
the section (D1=0.0571 inch). The inlet profiles of the velocity components, turbulent
kinetic energy and turbulent dissipation rate were read from a separately run simulation
case of an infinitely long channel at the same flow rate. The main mixing chamber has
165,200 hexahedral cells for grid-independent solutions. The geometry and the grid of
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Figure 2.2 Geometry and grid for simulations of the MIV reactor.
the main mixing cavity is shown in Fig. 2.2. The fluid density and viscosity of all the
streams are 964 kg/m and 0.0021 kg/m-s, respectively.
Table 2.2 Boundary Conditions
Inlets containing: p1 p1ξ1 p2ξ2 p1Y1 p2Y2 p2
A 1 0 0 0 0 0
B+D 0 0 1 0 0 1
The mixture fraction and reaction progress variable were solved as user-defined scalars
in Fluent. By convention, Environment 1 represents the streams initially containing
reagent A; Environment 2 represents the other streams containing reagent B and D. Note
that ξ1 was set as 0 and ξ2 was set as 1 at all inlet streams. The boundary conditions at
inlets for the scalars are listed in Table 2.2.
The inlet velocities and reagent concentrations were set corresponding to the following
experimental cases:
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Case I [2A2B ] The arrangement of the inlet streams is symmetric as shown in Fig.
2.3(a). The streams have equal velocities. Two opposing streams are reagent A
with initial concentration (A0) 33.0 mole/m
3, and the other two opposing streams
are B and D streams with B concentration (B0) 34.65 mole/m
3 and D concentration
(D0) 33.0 mole/m
3. The ratio of acid to base to DMP is 1:1.05:1. After homogenous
mixing without reaction, the DMP concentration would be 16.5 mole/m3, which
gives a characteristic reaction time is 96.2 ms by Eq. 2.30.
(a) Case I:2A2B (b) Case II: 3A1B-V (c) Case III: 3A1B-C
Figure 2.3 Arrangement of inlet streams for Case I, Case II, and Case III.
Case II [3A1B-V ] The arrangement of the inlet streams is shown in Figure 2.3(b).
Three streams are acid streams with the same velocity. The last stream is the
base and DMP stream with velocity three times that of the acid streams. The A
concentration in each of the A streams is A0 = 33.0 mole/m
3. B0 = 34.65 mole/m
3,
and D0 = 33.0 mole/m
3. The stoichiometric ratio of the acid, base and DMP is
1:1.05:1. The reaction time is 96.2 ms.
Case III [3A1B-C ] The arrangement of the inlet streams is shown in Figure 2.3(c).
All the streams have the same velocity. Three of them are streams containing A
with concentration A0=22.0 mole/m
3. The fourth stream is B+D stream with B0 =
69.3 mole/m3 and D0 = 66.0 mole/m
3. The ratio of A, B and D is 1:1.05:1. The
characteristic reaction time is 96.2 ms.
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The definition of the Reynolds number (Re) in this work is
Re =
N∑
i=1
ViD
ν
(2.45)
where Vi is the velocity of nth inlet stream, D is the chamber diameter (D=0.2333 inch
as shown in Fig. 2.2), ν is the kinematic viscosity of the nth inlet stream, and N is the
number of inlet streams.
Results and Discussions
Turbulence Flow Fields
Figure 2.4 Contours of turbulent kinetic energy on the Z = 0 horizontal-cut
plane and Y = 0 vertical-cut plane with: (a) Re=1371, (b)
Re=2285 and (c) Re=4227.
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The highest turbulent kinetic energy (TKE, or k) is near the outlet of the chamber,
the place where streams coming from different directions collide and frequently redirect.
Fig. 2.4 shows the contour plots of TKE of Case I (all inlet streams had the same
velocity) at different values of Re, and the same maximum TKE location is also observed
in other cases. The contours of turbulent kinetic energy dissipation rate (ε) shown in
Fig. 2.5 for corresponding Re also report that the peak value at the connecting part of
reactor chamber and the outlet. Note that the maximum ε is observed at the wall of
outlet entrance where streams enter a small cavity from a bigger volume.
(a) Re=1371 (b) Re=2285 (c) Re=4227
Figure 2.5 Contours of turbulent kinetic energy dissipation rate (ε) on the
Z = 0 horizontal-cut plane and Y = 0 vertical-cut plane.
Micromixing occurs in the regions with high values of TKE and ε. For low values
of Re, the very center of the chamber has a low TKE and higher values are observed in
the outlet. With increasing Re, the zone of highest TKE moves into the center of the
chamber. This observation is in contrast to the previous results for the CIJ mixer (18; 31)
in which the kinetic energy dissipation is maximum in the center of the mixing chamber.
Since the MIV reactor provides a swirling motion of the flow instead of impingement
like a CIJ, at low Re, the flow is laminar-like and becomes more turbulent while all the
streams meet in the outlet, and a result considerable mixing occurs in the exit region of
the MIVM.
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(a) Re=2285 (b) Re=4227
Figure 2.6 Contour slices of the local turbulence Reynolds number Rel. The
flow is considered turbulent locally at the point where Rel ≥ 20.
As described in Sec. 2, the local turbulence level can be measured by the local
Reynolds number Rel obtained from Eq. 2.21. Generally speaking, the flow is considered
turbulent locally at the point where Rel ≫ 1. Thus, by examining the regions where
Rel ≥ 20 in Fig. 2.6, the turbulent zones can be identified as well as micromixing volumes
as the micromixing parameter Cφ is a function of Rel (Eq. 2.20). In Fig. 2.6(a), the Rel
contours for a lower Re case, the peak Rel is at the connecting part of mixing chamber
and outlet (red contour) and Rel ≥ 20 is confined by the yellow contour, indicating that
the micromixing only occurs in the region at the center of the reactor. On the other hand,
in the higher Re case as shown in Fig. 2.6(b), regions with Rel ≥ 20 can be observed in
the green contour, which indicates that the most part inside the reactor is turbulent and
thus a larger mixing volume is attained.
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Figure 2.7 Mass fraction of A (p1) for case I with equal stream velocities and
concentrations at: (a) Re=1371, (b) Re=2285 and (c) Re=4227.
Scalar Fields
Probability pn
The contours of probability, the mass fraction of streams representing one environ-
ment, can help illustrate how two or more environments of fluids are mixed. In our
two-environment model, the values of pn are easily interpreted:
pn = 1 streams contain only the nth environment,
pn = 0 streams contain only the other environment than the nth,
pn = 0.5 streams of both environments are well mixed.
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Figure 2.8 Contours of reagent concentrations mean (left:〈cA〉, middle:
〈cB〉, and right: 〈cD〉) for Case I at Re = 2285.
Fig. 2.7 presents the contours of p1 at different Re for Case I, the case with a pair
of opposing streams containing A and others containing B+D. p1 the mass fraction of
streams containing A, thus it is unity (red) at two opposing inlets and null (blue) at
others. Inside the reactor, streams containing A are mixed with streams containing B+D
thus p1 = p2 = 0.5 (green). As Re increases, the macromixing zone shown in green
contours also increases. Fig. 2.7 (a) indicates that mixing zone only takes place in the
center at Re = 1371 while Fig. 2.7 (c) shows that at higher Re, mixing occurs in the
whole reactor chamber.
Reynolds-Averaged Concentrations 〈cA〉, 〈cB〉, and 〈cD〉
The concentrations of reagents at each environment are expressed by the mixture
fraction ξ and reaction progress variable Y using Eqs. 2.4-2.6 and the means are obtained
using Eqs. 2.27-2.29. From the contours of 〈cA〉, 〈cB〉, and 〈cD〉 for Case I shown in Fig.
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Figure 2.9 Contours of reagent concentrations mean (left:〈cA〉, middle:
〈cB〉, and right: 〈cD〉) for Case III at Re = 2285.
2.8, the reagent distributions in the parallel reaction system can be observed. Once A
entered the reactor chamber, it reacted very fast with B and was depleted at the outlet.
The slow reagent D was mostly left unreacted that 〈cD〉 stayed half of its inlet value.
Fig. 2.9 shows the contours of the mean concentrations for Case III (with the same
inlet velocity and asymmetric inlet concentrations arrangement) at the same Re. Gen-
erally speaking, the reagent distributions also show the kinetics of the parallel reaction
system. However, the reagent A tends to linger in an extended part inside the reactor,
indicating poorer mixing. In case I, the two acid streams swirl down the exit tube as
thin filaments. For case III, with the single concentrated acid stream the length scale
of acid segregation is obviously larger, and therefore mixing more poorly. From the iso-
surface plot of the concentration 〈cA〉 shown in Fig. 2.10, this characterization is more
pronounced.
Fig. 2.11 shows the variations of reagent distributions at different values of Re. The
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(a) Case I (2A2B) (b) Case III (1A3B-C)
Figure 2.10 Iso-surface of 〈cA〉 = 16.5mole/m3 for Case I and Case III.
mixing performance can be evaluated to see if the reagent is depleted at the outlet. Also,
since reactions take place at the molecular scale, the occurrence of reactions is also an
indication of whether or not the fluids are mixed to the micromixing level. At lower Re,
the reagent A remains unreacted till it reaches the center part of the reactor chamber.
It is mostly reacted in the region close to the center and yet a considerable region of
unreacted A is observed at the right center. It is due to the laminar-like motion flow at
low Re in this case, where the inlet streams bypass the mixing zone from the bottom.
Thus, a considerable amount of A can be observed at the outflow. At Re = 2285 shown
in Fig. 2.11 (b), the same pattern of reagent A distribution was observed. The flows
were mixed at a higher rate, and thus smaller amount of A was observed at the outlet.
At even higher Re (Re = 4228) shown in Fig. 2.11 (c), most of A is reacted inside the
reactor chamber. Unreacted mixing flow (with 〈cA〉 = ξA0 = 16.5mole/m3 represented
in green contour) is rarely observed in this case, indicating that the streams are mixed
at a good micromixing level, with which overlapped well with the macromixing.
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Figure 2.11 Contours of reagent concentrations mean for Case I at (a)
Re=1371, (b) Re=2285 and (c) Re=4227.
Mixture Fraction ξ
As discussed in Sec. 2, when the flow is turbulent, there is usually a separation of
mixing scales. Examining the change of LSS variance and SSS variance will give an idea
of how the different scales of mixing take place.
Considering case I (the case with one opposing pair of inlets containing A and the
other containing B+D), extracting data at different heights of the reactor can provide
more detailed information about the variations of 〈ξ′2〉LSS and 〈ξ′2〉SSS = 〈ξ′2〉. The
heights are chosen to emphasize the changes in mixing variables. In the reactor chamber,
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Figure 2.12 Profiles of LSS variance data extracted at different heights on
the Y = 0 plane for (a) Re=5600 and (b) Re=7880.
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ξ is not equal to ξ, indicating the presence of LSS. As seen in Fig. 2.12, 〈ξ′2〉 decays
quickly after inlet streams enter the reactor. At Z = 0, where Z = Z/H and H is half
the thickness of the reactor chamber, 〈ξ′2〉LSS remains 0, indicating that mixing is mainly
affected by SSS in this zone. On the other hand, 〈ξ′2〉LSS has slight variations at Z = 0.8
and Z = −0.8, indicating mixing is affected by LSS in these regions.
As can be seen in Eq. 2.40 and 2.42, the loss of LSS variance leads to the production
of SSS variance. Thus, as shown in Fig. 2.13, 〈ξ′2〉 is null at the inlets where there is no
gradients of 〈ξ〉, that is, no LSS mixing occurs yet; 〈ξ′2〉 rises after the bulk fluids meet
and decays toward 0 due to micromixing taking place.
Considering the change of 〈ξ′2〉 at Z = 0 in Fig. 2.13, the SSS mixture-fraction
variance 〈ξ′2〉 is slightly lower at the edge area for the lower Re than higher Re; on the
other hand, it changes faster and is higher near the reactor center (Z = 0) for lower
Re. The same characteristics are also shown at Z = 0.8, 〈ξ′2〉 is much larger for lower
Re than higher Re. These differences arise when Re is small the flow motions are more
laminar-like that lacks micromixing driven by turbulent energy dissipations and thus Cφ
(Eq. 2.20) is smaller. The flow streams are mostly dominated by the geometry of the
reactor as they enter and swirl from periphery to the center, where the velocity is the
highest and therefore the change of mixture-fraction is greatest. Compared to a low Re
case, better mixing takes place at higher Re. Since the flow motions tend to be more
turbulent, the variation of mixture-fraction is not as great.
Segregation Zones
The segregation zones can be determined using the LSS variance (Eq. 2.41) and SSS
variance (Eq. 2.35).
The LSS zone, the region where mixing and reactions are controlled large scale motions
of flow, can be determined using
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Figure 2.13 Profiles of SSS variance data extracted at different heights on
the Y = 0 plane for (a) Re=5600 and (b) Re=7880.
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〈ξ′2〉LSS > σ2 and 〈ξ′2〉 < σ2 (2.46)
where σ is the cut-off standard deviation. The reactions are controlled by SSS alone
if
〈ξ′2〉LSS < σ2 and 〈ξ′2〉 ≥ σ2. (2.47)
The reactions are controlled by both LSS and SSS if
〈ξ′2〉LSS ≥ σ2 and 〈ξ′2〉 ≥ σ2. (2.48)
Figure 2.14 Distribution of segregation zones defined by σ=0.0122 for
Re=5600 for case I.
In case I, both LSS + SSS and SSS overlap with the reaction zone at the center planes
as shown in Fig. 2.14, where the cut-off standard deviation σ was defined as the distance
in mixture-fraction space from the end of the reactions ξsI (Eq. 2.7) to complete mixing
ξ (Eq. 2.3); i.e., σ = ξ − ξsI = 0.0122.
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While in case I the reaction zone overlaps with both SSS and LSS+SSS zones, in case
III, decays much more slowly and only an LSS+SSS zone can be identified as shown in
Fig. 2.15. These results show that in case III, mixing and reaction are influenced mainly
by the geometry of the MIV reactor, resulting in relatively poorer mixing performance.
(a) Case I (2A2B) (b) Case II (3A1B-C)
Figure 2.15 Distribution of Segregation Zones σ=0.0122 for Re=5600: case
I (a) and case III (b).
Conversion of D
As discussed in Sec. 2, the conversion of reagent D can provide quantitative evaluation
for the mixing effects in the parallel reaction system. From the simulation results, XD
can be calculated using Eq. 2.32. Also, it can be easily quantified by GC from the
experiments, and thus it is a good measure to validate the computational models.
The conversion of D for each case is plotted in Figs. 2.16-2.18.
In Case I (Fig. 2.16), the simulation results and the experimental measurements are
in close agreement in the range 500-5000. At higher Re, experimental measurements
reach a lower limit, since the slow reaction is catalytic that D can be hydrolyzed in
water solution even without the presence of acid. The conversion of D plot has shown an
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Figure 2.16 Conversion of D vs. Re in the MIV reactor for Case I with
equal flow rates and concentrations.
obvious slope change, which is an indication of flow transition from laminar to turbulent.
In the laminar regime, the conversion decreases faster as Re increases, since the mixing
is all based on the flow rate. On the other hand, in the turbulent regime, the conversion
decreases at a more leveled slope as Re increases, showing that a homogeneous mixing
region has formed. The numerical simulation shows that when Re > 1000, essentially
all of the mixing is completed in the main mixing chamber, all the acid is consumed at
the outlet of the main mixing cavity, and DMP conversion ceases to increase. But with
lower Re, reaction continues in the outlet tube. Computational studies were conducted
using an extended outlet tube. Each time a tube with a length ten times of the outlet
diameter was added at the end and the solution was recomputed. This procedure was
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continued until the D conversion was complete (i.e., A was completely consumed).
Figure 2.17 Conversion of D vs. Re in the MIV reactor for Case II with
unequal stream velocities.
In Case II (Fig. 2.17), the mixing effect in Case II is very close to that in Case I. Also,
once more it was observed that both experimentally and numerically that at higher Re,
the mixing was improved, and the slope-change point appears near Re = 1000, where
the flow transforms from laminar to turbulent.
The experimental and numerical simulation data of the D conversion versus Reynolds
number are reported in Fig. 2.18 for a comparison of Case I and Case III. It shows that
at low Re the symmetric arrangement of the inlet streams (Case I) results in somewhat
better mixing; that is the conversion of D is always lower for the symmetric arrangement.
Concentrating the reagents in a single stream (case III) results in somewhat worse mixing.
This observation in the result of D conversion measurement is consistent with that in the
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Figure 2.18 Conversion of D vs. Re in the MIV reactor for Case III with
equal flow rates and unequal concentrations compared with
Case I with equal flow rates and concentrations.
concentration field discussed in Sec. 2.
Conclusion: Mixing in the MIV Reactor
A CFD model accounting for scalar mixing has been successfully developed and vali-
dated to predict the mixing of the MIV reactor in a parallel reaction system.
Changes in the flow rate of individual streams, or concentration of reactants in one
stream rather than distribution between two streams makes a relatively minor change in
the performance of the MIV reactor and this characterization was captured by the CFD
model and then visualized to attain more detailed explanations for the mixing effects.
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There are observable, second-order, differences between operations with different inlet
configurations. Four equal velocity streams with the reactants distributed symmetrically
between the four streams (Case I) is more efficient than either unequal stream velocities
(Case II) or equal stream velocities but unequal reactant distributions (Case III).
The slope change shown in the conversion plots (Figs. 2.16, 2.17, and 2.18) indicates
the flow transition from laminar to turbulent. Operation of the MIV reactor at Reynolds
number above 1000 ensures homogeneous mixing for reactions with time constants longer
than 50 ms. This insensitivity of the MIVM to inlet stream configuration makes it a
flexible and useful mixing device as multiple inlets provide more operation choices and
vortex mixing rather than impingement makes unequal inlet flow rate possible.
The simulation was validated only against the overall conversion of D that demon-
strates the accuracy of the DQMOM-IEM model for scalar mixing. Thus, an extent study
of detailed fluid dynamics will be necessary to further more validate the turbulence flow
field inside the reactor. This can be done by performing the simulation with more com-
plicated models as well as conducting the microPIV experiments (35; 36; 20) reported in
the next chapter.
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3. INVESTIGATION OF FLUID DYNAMICS
IN THE MIV REACTOR
A paper modified from a publication in Applied Physics Letters 1
Janine Chungyin Cheng2 3, Michael G. Olsen4 5, and Rodney O. Fox2 6
In the previous chapter, the mixing in an MIV reactor was investigated by applying
the parallel reaction system solved using DQMOM-IEM model for the scalar mixing.
The model was validated by comparing the conversion of D XD with the experimental
data. The XD data were collected at the outlet and have shown good agreement (Sec.
2) and thus successfully validate the DQMOM-IEM model. However, the data that can
be collected from the experiments were limited to the outflow products, and thus the
turbulence flow fields as well as the related scalar fields inside the reactor cannot be
validated. In order to validate the turbulence model, the microPIV experiment was
performed in the MIV reactor, which is the fundamental step to establish a reliable
comprehensive computational model for Flash Nanoprecipitation.
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Introduction
After the rapid development of the nonintrusive optically based techniques in the past
two decades, particle image velocimetry (PIV) has been proven capable of providing reli-
able high-quality measurement of the velocity and related properties such as the kinetic
energy of the flow(38).
In the operation of typical PIV, the seeded flow is illuminated by a double-pulsed
laser sheet. The illuminated particles are imaged by a CCD camera. An ensemble of
realizations are taken and the velocity field for each realization is obtained by correlation
of the images. The volume of measurement is the thickness of the laser sheet if it is
smaller than the depth-of-focus of the camera.
In double-pulsed PIV, the digital computer-based interrogation system for particle
image velocimetry (PIV) had been developed by Meinhart et al.(39). It utilized parallel
array processing technology to achieve high computational speeds, and high-resolution
image acquisition equipment to achieve the data input rates necessary for high-speed
analysis of PIV images.
The major difference between microPIV and the traditional PIV is the presence of
the laser sheet. In the microscopic system, as the reactors are too small to place the
laser sheet, an alternative was adopted to define the volume of measurement. Instead
of inserting the laser sheet, the entire reactor chamber is illuminated. The volume of
measurement is the ”depth of correlation,” which is determined by properties such as
particle size, focal number, laser wavelength, and etc. (35).
The first successful micro-PIV experiment was conducted by Santiago et al.(20). The
micro-PIV technique was applied to measure velocities in a Hele-Shaw flow around a
30 µm (major diameter) elliptical cylinder, with a bulk velocity of approximately 50
µm · s−1. The system utilizes an epifluorescent microscope, 100-300 nm diameter seed
particles, and an intensified CCD camera to record high-resolution particle-image fields.
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The Hg-arc lamp continuously illuminated the particles, and the light signal was gated
electronically by the CCD intensifier plate. Velocity vector fields can be measured with
spatial resolutions down to 6.9× 6.9× 1.5µm in this work.
Another PIV system had been developed by Meinhart, Wereley, and Santiago (40) to
measure velocity fields with order 1 µm spatial resolution. Instead of using the Hg-arg
lamp, a 5 ns pulsed Nd: YAG laser was used to illuminate fluorescent particles with 1
mJ of light energy. The accuracy of this PIV system was demonstrated by measuring the
known flow field in a 30 µm-300 µm microchannel. The resulting velocity yields have a
spatial resolution of 13.6× 0.9× 1.8µm,
The turbulent flow regime has also been investigated using the microPIV technique.
Islam et al. carried out an experimental study to investigate the turbulent water-flow
structure over one-side micro-repeated ribs in a narrow two-dimensional rectangular chan-
nel by PIV (41). Zeighami et al. studied the turbulent transition in microchannels using
micron-resolution particle imaging velocimetry with epifluorescent microscopy of 950 nm
particles (42). Silicon channels with dimensions 150 µm× 100 µm× 1 cm were fabricated
using deep reactive ion etching and sealed using a glass plate. In this work velocity field
data for 200 < Re < 1600 suggested transition for 1200> Re >1600, which was lower
than values near 2200 measured previously for larger channels with similar shapes, which
discrepancy was also discussed and factors such as wall roughness, viscous heat genera-
tion, or electrokinetic effects were taken into account. This experimental approach has
provided the groundwork for a detailed study of turbulence transition in microchannels.
In the previous study of mixing reported in Chapter 2, the k − ǫ model was applied
to solve the turbulence field. A more detailed CFD simulation has been conducted with
a more complicated turbulence model concerning the complexity of the 3-dimensional
vortex flow in the MIV reactor. In theory, it is possible to directly resolve the whole
spectrum of turbulent scales using the direct numerical simulation (DNS) approach (33).
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This highly reliable approach requires no modeling since it resolves the flow field to the
smallest scale. However, DNS is not feasible for general engineering problems involving
highly turbulent flows due to the high computational expenses. Alternatively, large eddy
simulation (LES) requires much less grids than DNS and has shown good performance
in predicting turbulent flows (21; 22). In LES, while large eddies are resolved directly,
the small eddies are modeled. The rationale is, the large eddies are influenced by the
geometry of the reactor and are not universal in different cases. On the other hand, small
eddies are mainly determined by the viscous dissipation and tend to be isotropic. Thus,
the small eddies are more likely to be solved by a universal model (33; 32).
In the study the MIV reactor, the microPIV technique has been applied to obtain
instantaneous velocity fields of flow. To determine the onset of turbulence, the velocity
profile has been compared with the CFD simulation using both laminar and turbulence
(LES) model. The comparison of mean velocity fields and the turbulent kinetic energy
has been reported. Also, the transitional point, from which the laminar flow turns to be
turbulent, has been identified and compared with the results from the previous study of
mixing.
Methods
The microPIV system is depicted in Fig. 3.2. The micro-reactor chamber is illumi-
nated by PIV laser and image planes are taken by adjusting the microscopic focus.
MicroPIV System
The seed particles that are illuminated by the laser with light matching wavelength
are captured by the CCD camera attached to an inverted fluorescence microscope. Two
images are captured per realization, and are then analyzed using a cross-correlation
technique to yield the instantaneous velocity vector field; The raw image is divided
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Figure 3.1 Schematic of the experiment setup. Nd:YAG laser goes through
the optical arrangement to reach the microscope system. The
microscale MIV reactor is positioned subjected to the laser beam
to be illuminated. Four identical gear pumps are used in the flow
facility.
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Figure 3.2 Schematic diagram of the microPIV system.
into small interrogation windows, each of which contains 5-10 particles that together
contribute to a vector by correlating with the other image taken at a given interval △t.
Fabrication of the MIV Reactor
A micro-scale MIV reactor was customly made for the microPIV experiment. The
key points to make this device are:
1. The device needs to comprise the same size and geometry as the original MIV
reactor used in FNP and mixing experiments and simulations.
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Figure 3.3 The custom-designed micro MIV reactor with optical window
allowing laser light to pass through.
2. At least one face of the reactor needs to be made of transparent material allowing
PIV laser to go through for image taking.
3. The materials of the reactor need to be stable and inert to the chemicals used in
microPIV experiments.
4. The reactor is optimally able to be opened and cleaned; there is usually fluorescent
particles sedimented on the interior of the reactor, which may block the optical
window and lower the quality of images.
5. Since the reactor is likely to have multiple compartments, it is very important to
make the air-tight assembly in case of leakage that leads to failure of flow field
recording or, in a worse case, jeopardizing the microscope system.
As shown in Fig. 3.3, the micro- MIV reactor was made of stainless steel and a quartz
window. The mixing cavity and four inlets were grooved in a stainless steel disk with
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the same geometry as the original reactor. The outlet was formed by drilling through
the metal disk. The reactor and channel height is 1.53 mm, the inlet channel width is
1.19 mm, the reactor chamber diameter is 6.26 mm, and the outlet diameter is 1.40 mm.
The length of the inlet is 20 times of the inlet hydraulic diameter, allowing formation of
fully developed flow before entering the mixing chamber. The quartz window was placed
on the open face of the groove, where is the bottom of the reactor. Around the mixing
cavity on the stainless steel disk, a groove was made to place the O-ring in between the
quartz and the metal. The optical window was made sure to seal the reactor by a plastic
lid. The lid worked like a big screw on the metal disk, which can guarantee that the two
pieces are leveled and thus ensure air-tight seal.
The place of the optical window allows images recorded at any plane that is parallel to
it. Thus, in this design, the flow in the inlets and the reactor chamber on any horizontal-
cut planes can be recorded.
MicroPIV Experiment Setup
A schematic description of the experiment setup is shown in Fig. 3.1. The system
setup and the experimental methodology are based on the microPIV study of turbulent
and transitional flow in rectangular micro-channels by Li and Olsen(43).
Nd:YAG laser with frequency doubler was adopted to yield wavelength 532 nm to
match that of the fluorescent particles (FluoSpheres carboxylate-modified 2 µm micro-
spheres F8825 by Invitrogen Co., 1600 Faraday Ave. Carlsbad CA 92008; Excitation
maxima: 535 nm; emission maxima: 575 nm). The Stokes number St ∼ 10−7 ≪ 1,
and thus particles will follow the fluid streamlines closely, which is a key component of
obtaining reliable PIV data.
The flow was imaged using a 4X 0.13 NA objective, and the CCD camera was mounted
to the microscope using a 0.45X coupling, resulting in an overall magnification of 1.8X
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and thus images scale 3.6 µm per pixel. The interrogation windows were chosen 32 square
pixels with 50% overlap, resulting in an in-plane vector spacing of 57.6 µm. To describe
the measurement volume, an experimental parameter, Zcorr, was introduced, defined as
the distance from the object plane beyond which the contribution of particles to the
image correlation function becomes insignificant (35):
Zcorr = [
1−√ε√
ε
(f#2d2p +
5.95(M + 1)2λ2f#4
M2
)]1/2, (3.1)
where ε = 0.01; f# is the focal number of the lens (= 1/2NA); dp is the particle
diameter; M is the magnification; λ is the wavelength of light emitted by the particle.
The measurement depth, depth of correlation, is equal to 2Zcorr, which is calculated as
162 µm in our case.
For each flow condition and location investigated, an ensemble of 1200 velocity field
realizations were acquired.
The fluorescent particle seeded solution was prepared with nano-purified water to
avoid agglomeration of the particles. The minimum concentration C of the solution was
prepared as to allow at least 5-10 particles in each interrogation window (44) and can be
estimated by
C =
N
A(2Zcorr)
, (3.2)
where N is the minimum number of particles in each interrogation volume, A is the area
of each interrogation window, and Zcorr is given by Eq.3.1.
The minimum concentration C ≈ 4.6×109#/ml is equal to 0.0156% volumetric ratio
of particle to solvent, which is small enough that the fluid can be considered single-phase.
The solution was pumped trough rigid tubing to the micro reactor using four iden-
tical digitally controlled gear pumps (Model 75211-30 by Cole-parmer Co.), providing
operations ranging 60-3600 rpm. Coupled with 0.092 ml/rev pump head, the pump set
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can provide volumetric flow rates 5ml-330ml. The gear pump was chosen over commonly
used syringe pump due to the need of continuous operations to collect a large ensemble
of images. In this case, the gear pump can provide stead flows at very little pulsations
that the error can be controlled within 2%. The picture of these apparatus is shown in
Fig. 3.4.
Figure 3.4 MicroPIV apparatus: Nd:YAG laser for PIV of the microfluidics
operated with gear pumps; the microscope system connected
with CCD camera.
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Data Recording and Processing
Data were recorded at three planes at different height in the reactor chamber–center
plane, quarter of reactor height from the top, and quarter reactor height from the bottom
as illustrated in Figure 3.2. At each plane, data were taken at different operations of the
jet Reynolds number. The jet Reynolds number Rej is defined by
Rej =
d1U1
ν1
, (3.3)
which is based on the hydraulic diameter d1, mean velocity U1, and kinematic viscosity
ν1 at one inlet. In this work, all inlets were operated at the same flow rate and thus Rej
were identical at four inlets.
Three sets of data were taken at three different jet Reynolds number:
Case I (Rej = 53): The jet Reynolds number Rej = 53 corresponds to the Reynolds
number Re = 698 defined in Eq. 2.45. This case falls in the range before the
transitional point on the D conversion plot (Fig. 2.16) done in the previous mixing
study of MIV reactor (Chapter 2).
Case II (Rej = 93): Rej = 53 corresponds to Re = 1013, which is at the transitional
point of slope change on the D conversion plot.
Case III (Rej = 240): Rej = 240 corresponds to Re = 1960, which falls in the range
after the transitional point.
The experimental data recorded in the cartesian coordinate were post-processed by
transforming into polar coordinate to obtain tangentional and radial velocity components
to have more meaningful interpretation for the vortex flow. The quantitative comparison
was accomplished by extracting the center data-line from the 2-D plane of experimental
data and compared with the corresponding data-line from the CFD simulations.
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CFD Model
The microPIV data were used to evaluate the accuracy of using existing CFD models
in simulating the flow within the MIVR. Laminar simulations were performed for low
Reynolds number cases, and large eddy simulations (LES) using the Smagorinsky-Lilly
subgrid model (45; 46) were performed for the higher Reynolds number case. LES was
chosen for the turbulent simulations due to its lower computational cost compared to
direct numerical simulation (DNS). The governing equations for LES are obtained by
filtering the Navier-Stokes equations. The general filtering operation (47) is defined by
φ(x, t) =
∫
D
G(r,x)φ(x− r, t)dr (3.4)
where the integration is over the fluid domain D, and G is the filter function that
determines the scale of resolved eddies. G satisfies the normalization condition
∫
G(r,x)dr = 1 (3.5)
Filtering the Navier-Stokes equations, the model equations are obtained:
∂ρ
∂t
+
∂
∂xi
(ρui) = 0 (3.6)
and
∂
∂t
(ρui) +
∂
∂xj
(ρuiuj) =
∂
∂xj
(
µ
∂σij
∂xj
)
− ∂p
∂xi
− τij
∂xj
(3.7)
where σij is the stress tensor due to molecular viscosity defined by
σij ≡
[
µ
(
∂ui
∂xj
+
∂uj
∂xi
)]
− 2
3
µ
∂ul
∂xl
δij (3.8)
and τij is the subgrid-scale stress defined by
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τij ≡ ρuiuj − ρuiuj, (3.9)
which needs to be modeled. Employing the Boussinesq hypothesis, the subgrid-scale
turbulent stresses are computed from
τij − 1
3
τkkδij = −2µtSij (3.10)
where µt is the subgrid-scale turbulent viscosity. The isotropic part τkk is not modeled
but added to the filtered static pressure term. The rate-of-strain tensor for the resolved
scale is defined by
Sij ≡ 1
2
(
∂ui
∂xj
+
uj
∂xi
)
. (3.11)
In this work, the Smagorinsky-Lilly model was used to model the subgrid-scale tur-
bulent (eddy) viscosity
µt = ρL
2
s|S|, (3.12)
where |S| ≡
√
2SijSij, and Ls is the mixing length for subgrid scales
Ls = CS△ (3.13)
where △ is the filter width and CS is the Smagorinsky constant, which was chosen to
be 1 in this work.
The geometry used in the simulations was identical to the geometry of the reactor
model used in the experiments with a grid consisting of 1,513,324 cells. The inlet bound-
ary conditions were matching those measured in the experiments. The 3-dimensional
single-phase simulations were performed using commercial CFD code Fluent 6.3.26, the
model settings are listed in Table 3.1.
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Table 3.1 Simulation Setup
Model Settings
Space 3D
Time Unsteady, 2nd-order implicit
Viscous Large Eddy Simulation (LES)
Sub-grid scale model Smagorinsky-Lilly
Variable Discretization scheme
Pressure Standard
Momentum Bounded central differencing
Sub-grid kinetic energy Second order upwind
Results and Discussion
Case I: Rej = 53
For the Rej = 53 case, the low Reynolds number results in laminar flow within the
reactor, and the flow patterns at different heights within the reactor chamber are fairly
distinct. In Fig. 3.5, the tangential velocity profile indicates that the vortex flow swirls
faster at the location closer to the top, suggesting that the flow is mainly influenced by
the geometry of the reactor, which also indicates a non-homogeneous mixing area. This
increase in tangential velocity is to be expected, since vortex lines are stretched as the
flow accelerates toward the exit of the reactor.
The radial velocities shown in Fig. 3.6 remain negative, indicating a simple laminar
flow pattern where the the injected flow is directed to the outlet without much colli-
sion and redirection (note negative radial velocity indicates flow towards the center of
the reactor). The tangential and radial velocity components are of the same order of
magnitude, suggesting a poorly developed vortex flow.
For this Reynolds number, good agreement between experiment and simulation was
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Figure 3.5 Tangentional velocity profile comparison of microPIV and CFD
at Rej=53. Data extracted from center-plane of reactor chamber
are represented by △, quarter-top plane: , quarter-bottom
plane: ⋄, where solid symbols represent CFD simulation results
and open symbols represent microPIV experiments.
only achieved when the turbulence subgrid model used in the LES code was turned
off (i.e., when a laminar simulation was performed). The flow with Rej=53 was then
identified within the laminar flow regime, which is consistent with the observation in
the previous mixing study. As reported in Chapter 2, the conversion of reagent D plot
has shown a slope-change point, which was interpreted as the transitional point from
which the laminar flow turned to be turbulent, where Rej=53 was a data point taken
before the slope change. The success in finding agreement in experiments and simulations
for laminar flow has proven the reliability of this microPIV experiment operation and
confidence in conducting higher Reynolds number cases to validate the turbulence model.
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Figure 3.6 Radial velocity profile comparison of microPIV and CFD at
Rej=53. The symbol description is same as Fig. 3.5.
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Figure 3.7 Tangentional velocity profile comparison of microPIV and CFD
at Rej=93. The symbol description is same as Fig. 3.5.
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Figure 3.8 Radial velocity profile comparison of microPIV and CFD at
Rej=93. The symbol description is same as Fig. 3.5.
Case II: Rej = 93
Unlike the previous case, at Rej = 93, a higher measured ratio of tangential to radial
velocity is indicative of a more developed vortex flow. The tangential velocity profiles at
different heights shown in Figure 3.7 are very close to one another, indicating that there
is a more homogeneous mixing region. The slower tangential velocity at quarter-bottom
than the other two higher locations suggests the flow is still affected by the geometry; the
vortex is not as strong at the bottom of this vortex reactor since as the flow is directed
upwards toward the outlet, the vortex lines are once again stretched.
The observation of smaller tangentional velocity close to the bottom can be compared
with the concentration field (Fig. 2.11) of an MIV reactor obtained from the previous
mixing study in Chapter 2. The mixing was relatively poor at the bottom and thus some
reagent A was left unreacted.
The radial velocity profile shown in Fig. 3.8 differs from the lower Reynolds number
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(and laminar) case with the presence of non-negative radial velocity at the center-plane,
indicating a more complex flow pattern that the injected streams do not simply swirl
inward towards the outlet of the reactor. Instead, the flow streams collide and are
redirected, contribution to the observation of positive radial velocity. When this case was
modeled by LES (with the turbulence sub-grid scale model turned on), good agreement
with the experimental results for both the radial and tangential velocity was observed.
Since the flow has been successfully modeled by LES, a turbulent transition is observed
at this point, which is consistent with the observation from the conversion plot shown in
Fig. 2.16.
Case III: Rej = 240
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Figure 3.9 Tangentional velocity profile comparison of microPIV and CFD
at Rej=240. The symbol description is same as Fig. 3.5.
A similar comparison was done for Rej = 240. In this case, the tangentional velocity
profiles from the different measurement planes shown in Fig. 3.9 are very close to one
another, showing a homogeneously developed mixing vortex flow. It is worth noting
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that among these velocity profiles, the profile extracted from the top-quarter plane was
slightly slower than the other two. This comparison is different from the Rej = 93 case,
which had a slower tangential velocity at the bottom; this represents a strong vortex flow
in this case that the inlet streams collide and have an extended circulation zone to the
bottom.
The radial velocity profile shown in Figure 3.10 tells a pretty unpredictable flow
pattern. The radial velocities are of a different order of magnitude in this case that
the ratio of radial to tangentional velocity is ∼ 0.1, which indicates that the flow is
highly vortex. While the tangentional velocity has a satisfactory comparison with the
LES results, the radial velocity does not match as well as the previous cases, resulting
from the too small magnitude (< 10% of the tangentional velocity) and thus rises the
difficulty of measurement. As the comparison fails at 100 % matching the experiment
and simulation in radial velocity, however, the simulation is capable of predicting the
magnitude of variations at each height.
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Figure 3.10 Radial velocity profile comparison of microPIV and CFD at
Rej=240. The symbol description is same as Fig. 3.5.
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For this high inlet Reynolds number, the turbulent kinetic energy (TKE) was mea-
sured for comparison with the simulations as shown in Fig. 3.11. Note that since only
planar velocity fields can be obtained from the microPIV technique, only a 2-dimensional
TKE can be calculated using the formula
k2D =
1
2
(u′ + v′), (3.14)
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Figure 3.11 2-dimensional TKE profile comparison of microPIV and CFD
at Rej=240. The symbol description is same as Fig. 3.5.
where u′ and v′ are the RMS velocity components. k2D was also calculated from planar
velocity fields extracted from the CFD simulations in order to validate the simulation
results against the experimental data. The TKE results for the simulations agree well
with the experiments except along the axis of the reactor, where, unlike the simulations,
the microPIV experiments measure a non-zero TKE due to the finite measurement volume
at this location.
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Conclusion: MicroPIV and LES within an MIV Reactor
In this study of fluid dynamics, the microPIV technique has been applied to measure
the instantaneous velocity and related flow property. A custom-designed micro-MIV
reactor has been fabricated allowing performance of the microPIV experiment. The MIV
reactor was made with identical geometry of the reactor used in the mixing study in the
previous chapter. Data points were taken in the laminar flow regime, the transitional
point, and the turbulence regime, which were referenced from the reagent conversion
plot in the mixing study. A more detailed CFD simulation has also been performed to
investigate the MIV reactor: LES was performed to model the turbulent flow, and the
sub-grid model was turned off to simulate the laminar flow.
The experimental data and simulation results have been compared in terms of the
tangentional and the radial velocity, as well as 2-dimensional TKE (for turbulent flow).
Also, the flow patterns have been used to interpret the scalar field from the mixing study.
It has shown that both the laminar and turbulent flow regimes within a microscale multi-
inlet vortex reactor can be accurately measured using microPIV, and these data can be
used to validate simulations of the flow obtained using computational fluid dynamics.
This finding is an important first step in the development of computer models of
the nanoprecipitation process within a microscale MIVR, since the output of such a
process is highly dependent on fluid mixing within the reactor. The development of
computer models that can accurately predict the output of such microreactors will result
in a powerful design tool for customizing reactors to produce nanoparticles with desired
characteristics.
As the flow field has been investigated, the next step in establishing a comprehensive
Flash Nanoprecipitation model will be the study of the aggregation mechanisms of the
particles, which is reported in the following chapter.
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4. A COMPETITIVE AGGREGATION MODEL FOR
FLASH NANOPRECIPITATION
A paper published in Journal of Colloid and Interface Science 1
Janine Chungyin Cheng 2 3, R. D. Vigil2 4, R. O. Fox2 5
Abstract
Flash NanoPrecipitation (FNP) is a novel approach for producing functional nanopar-
ticles stabilized by amphiphilic block copolymers. FNP involves the rapid mixing of a
hydrophobic active (organic) and an amphiphilic di-block copolymer with a non-solvent
(water) and subsequent co-precipitation of nanoparticles composed of both the organic
and copolymer. During this process, the particle size distribution (PSD) is frozen and
stabilized by the hydrophilic portion of the amphiphilic di-block copolymer residing on
the particle surface. That is, the particle growth is kinetically arrested and thus a nar-
row PSD can be attained. To model the co-precipitation process, a bivariate population
balance equation (PBE) has been formulated to account for the competitive aggrega-
tion of the organic and copolymer versus pure organic-organic or copolymer-copolymer
1J. C. Cheng, R. D. Vigil, and R. O. Fox. A competitive aggregationmodel for flash nanoprecipitation.
Journal of Colloid and Interface Science, 2010, doi:10.1016/j.jcis.2010.07.066. (48)
2Department of Chemical & Biological Engineering, Iowa State University, 2114 Sweeney Hall, Ames,
Iowa 50011-2230, USA
3Primary researcher, author
4Model developer, instructor
5Author for correspondence
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aggregation. Aggregation rate kernels have been derived to account for the major aggre-
gation events: free coupling, unimer insertion, and aggregate fusion. The resulting PBE
is solved both by direct integration and by using the conditional quadrature method of
moments (CQMOM). By solving the competitive aggregation model under well-mixed
conditions, it is demonstrated that the PSD is controlled primarily by the copolymer-
copolymer aggregation process and that the energy barrier to aggregate fusion plays a key
role in determining the PSD. It is also shown that the characteristic aggregation times
are smaller than the turbulent mixing time so that the FNP process is always mixing
limited.
keyword:Flash NanoPrecipitation, Competitive Aggregation, Conditional Quadrature
Method of Moments, Stabilized Functional Nanoparticles, Micellization Kinetics, Particle
Size Distribution
Introduction
One method for producing nanoparticles is precipitation of an active (organic) com-
pound using a non-solvent (water) (27); however, the obtainable particle size distribution
(PSD) is usually not optimal (49; 50; 51; 52; 53; 54; 55; 56; 57; 58; 59). A promising alter-
native is Flash NanoPrecipitation (FNP) (17; 60; 61), wherein the PSD is controlled by co-
precipitating an amphiphilic di-block copolymer. The FNP process has been used to pro-
duce nanoparticles from a wide range of organic compounds (62; 63; 64; 65; 24; 66; 67; 68).
In the FNP process, the organic compound and the block copolymer are initially dissolved
in a good solvent in either a pre-mixed or in separate feed streams (17). This solution
is then rapidly mixed in a few milliseconds with the non-solvent in a microreactor to
induce precipitation of the organic compound and micellization of the block copolymer.
As with precipitation (50; 52; 53; 54; 56; 57), the FNP process is known to be sensitive
to the rate of turbulent mixing between the solvent and non-solvent (61).
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Using Brownian dynamics simulations (69; 70), it has been shown that during the
FNP process organic particles aggregate with each other or onto the hydrophobic block
(A-block) of the copolymer, while the hydrophilic block (B-block) of the copolymer
stretches in the non-solvent to stabilize the resulting nanoparticles. As the resulting
copolymer-organic particle aggregates form micelles, organic protected nanoparticles are
formed in the interior of the micelles and further growth is arrested. Micellization
kinetics in block copolymer solutions have been observed by using the stopped-flow
method (71), temperature-jump experiments (T-jump), time-resolved light scattering
(72; 73; 74; 75), non-radiative energy transfer and fluorescence-quenching techniques
(76; 77; 78), transmission electron microscopy (79; 80), and sedimentation velocity meth-
ods for co-micellization experiments (81; 82). Theoretical models describing micellization
kinetics have also been proposed (83; 84; 23). In these studies, two distinct mechanisms
have been identified. The first is unimer exchange, during which the micelles grow by
consecutive incorporation of one block copolymer molecule at a time: Cp−1 + C1 ↔ Cp,
where Cp denotes micelles with aggregation number p (i.e., the number of block copolymer
molecules in a micelle). The second is micelle fusion/fission, which involves association
between two micelles: Cp + Ci ↔ Cp+i.
It is important to note that the initial precipitation process, which we model as
Brownian aggregation, occurs on much faster time scales than the mixing process. Hence,
the initial organic nanoparticle formation kinetics will be mixing limited. However, as
the nanoparticles grow in mass and are diluted by mixing, their number concentration
decreases rapidly and the kinetics of the aggregation process, which is second order
in the number concentration, becomes substantially slower. Furthermore, the presence
of the hydrophilic block in the co-precipitated nanoparticles creates a steric hindrance
to aggregation that further slows the aggregation kinetics. Eventually, the combined
effects of dilution and steric hindrance effectively stop the aggregation process, and thus
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the properties of the protected nanoparticles will be determined by the kinetics of the
mixing-limited competitive aggregation process.
In previous work, we have developed flow models for mixing-limited chemical reac-
tions and validated them in the flow devices used for the FNP process (31; 24; 37). Thus,
the primary objective of this work is to develop a competitive aggregation model for the
co-precipitation of organic and block copolymer that can be combined with turbulent flow
models to describe the FNP process. By making use of the Brownian motion assumption
and known micellization kinetics, an aggregation kernel for protected nanoparticles is
formulated. In order to develop an appropriate reactor-scale model of this system, we
employ a mean-field aggregation population balance equation (PBE). Because the com-
petitive aggregation mechanism depends upon whether or not a pair of aggregating parti-
cles consists of two free organic particles (unattached to any copolymer), two copolymer
molecules/clusters without any organic particles attached, or particle-copolymer mix-
tures, the first step in developing the competitive aggregation model is to construct ag-
gregation rate kernels that depend upon the particle composition (the number of organic
particles and co-polymer molecules).
The remainder of this work is organized as follows. In Sec. 4 we introduce the compet-
itive aggregation model and derive expressions for the aggregation kernels by extending
the micellization kinetics proposed by (23). In Sec. 4 we introduce and validate a novel
numerical method, conditional quadrature method of moments (CQMOM), for solving
the bivariate PBE that results from the competitive aggregation model. In compari-
son to direct quadrature method of moments (DQMOM)(85), which was formulated to
solve multivariate problems by tracking the primitive variables weights and abscissas,
CQMOM has the advantage of tracking the conserved variables, the moments, to always
yield realizable abscissas. In Sec. 4 we use solutions to the PBE for well-mixed systems
to investigate the effect of physical parameters appearing in the competitive aggregation
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Figure 4.1 A typical solubility diagram for the Flash NanoPrecipitation pro-
cess. The straight solid line connecting the solvent (0, 1) and the
non-solvent (1, 0) is the mixing line. The solubility curves for or-
ganic and block copolymer are shown by dashed curves, to the
right of which the compounds are insoluble. The value of the
mixture fraction after complete mixing is ξmix. During the mix-
ing process, the organic becomes insoluble first at ξo, followed
by the copolymer at ξp.
model and of operating condition on the PSD. Conclusions are drawn in Sec. 4. Details
on the diffusion-limited aggregation model are given in 4.
The Competitive Aggregation Model
Nanoparticle aggregation occurs when the solubility limits of the organic and polymer
compounds are crossed due to dilution by the non-solvent. A typical solubility diagram
for the FNP process is shown in Fig. 6.3. In order to quantify the solubility, we
introduce the mixture fraction ξ (32), which has value ξ = 0 in the solvent and ξ = 1 in
the non-solvent. Intermediate values of ξ correspond to the mole fraction of non-solvent
in the mixture, and ξmix is the value of the mixture fraction in the final mixture. Let ξo
and ξp be the solubility limits of the organic and block copolymer, respectively. In the
FNP process, ξo and ξp are chosen to be less than ξmix, and hence the organic and block
copolymer precipitate together from the final mixture. In this work, we assume that once
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the solubility limit is crossed, diffusion-limited aggregation of the organic and polymer
will occur spontaneously due to the extremely poor solubility of these compounds in
the non-solvent. The final PSD will depend on the relative rates of organic-organic,
polymer-polymer, and organic-polymer aggregation, which we refer to as competitive
aggregation. In general, the aggregation kernels will depend on the value of ξ (i.e.,
whether the compounds are soluble or insoluble). However, under well-mixed conditions
ξ = ξmix so that both compounds are insoluble.
Population Balance Equation
In the FNP process, nanoparticle aggregation is arrested by the presence of block
copolymer. The di-block unimer has a chain shape composed of a hydrophobic block
(A-block) and a hydrophilic block (B-block). When a unimer aggregates with an organic
nanoparticle, the A-block attaches to the nanoparticle and the B-block ‘deactivates’ the
attached area so that no other organic nanoparticles can attach. When the number of
unimers attached to organic nanoparticles increases sufficiently, the nanoparticles are
stabilized since it is impossible for other organic nanoparticles or unimers to pass the
energy barrier needed to aggregate. The composite organic nanoparticles are then stabi-
lized, encapsulated in star-like micelles. To obtain a description of the nanoparticle size
distribution, which is crucial for applications, the system can be modeled by a bivariate
PBE. In the FNP process, different aggregation mechanisms are determined by the way
the aggregates are coupled, which is highly dependent on the aggregate types.
In this work, a nanoparticle aggregate is denoted as Cp,q and consists of p unimers
and q organic molecules as illustrated in Fig. 4.2. Letting n(p, q) denote the number
concentration of such aggregates, a bivariate PBE can be formulated to describe the time
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Figure 4.2 Illustration of a composite nanoparticle. The unimer is com-
prised of the A-block (white beads) and B-block (black tails).
An organic molecule is represented by a gray bead.
evolution of n(p, q) due to aggregation:
dn(p, q)
dt
=
1
2
p∑
i=0
q∑
j=0
β(i, j; p− i, q − j)n(i, j)n(p− i, q − j)
− n(p, q)
∞∑
i=0
∞∑
j=0
β(p, q; i, j)n(i, j) (4.1)
where β(p, q; i, j) is the kernel describing aggregation between Cp,q and Ci,j:
Cp,q + Ci,j
β(p,q;i,j)−−−−−→ Cp+i,q+j. (4.2)
Note that we do not explicitly account for an energy barrier to free coupling of organic
molecules as in done in classical nucleation theory (27). Instead, we assume that the
super-saturations of both compounds are large enough that ‘homogeneous nucleation and
growth’ follows a diffusion-limited aggregation process (e.g., C0,1 + C0,1 → C0,2 would
represent ‘homogeneous nucleation’). In the following, we derive specific expressions
for β(p, q; i, j) based on the underlying chemical and physical mechanisms in the FNP
process. Note that in formulating Eq. (4.1) we implicitly assume that both the organic
and the copolymer are insoluble, and thus no disaggregation processes are included. In
general, this will be true for the FNP process whenever excess non-solvent is mixed
with the solvent (e.g., ξo, ξp ≪ ξmix). Our competitive aggregation model will thus be
restricted to such cases.
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Given the initial conditions for n(p, q), Eq. (4.1) can be solved to determine how the
number concentrations change with time in a homogeneous (well-mixed) system. For
the FNP process, only pure organic molecules (n(0, 1)) and unimers (n(1, 0)) are present
at t = 0. Thus, all other n(p, q) are initially zero, and the values of n(0, 1) and n(1, 0)
are computed from the initial molar concentrations of the organic and block copolymer,
respectively. Note that n(p, q) can easily be re-expressed as a molar concentration by
dividing it by Avogadro’s number (NAvo). Finally, we can note that n(0, 0) will be null
for all t.
Bivariate Aggregation Kernel
In order to construct the bivariate aggregation kernel, we introduce the following
three particle types:
1. Pure organic aggregates (C0,q≥1) formed by organic particles without block
copolymer.
2. Unimer aggregates (C1,q≥0) formed by a unimer with an arbitrary number of
organic particles attached. Note that the organic particles only aggregate on the
hydrophobic block of the copolymer. Since it is the hydrophilic block that deter-
mines the ‘deactivation’ mechanism, the presence of organic particles on a unimer
is assumed not to change the aggregation mechanism.
3. Larger aggregates (Cp≥2,q≥0) formed by more than one unimer and an arbitrary
number of organic molecules (see Fig. 4.2). This type of composite nanoparticle is
more stable due to the presence of multiple B-block chains forming a corona region
protecting the core formed by the organic and the A-blocks.
These particle types are involved in the following aggregation processes (see (23) for more
details):
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1. Free coupling: In the initial stage of aggregation, pure organic aggregates and/or
unimer aggregates can freely aggregate (i.e., there is no energy barrier) to form
pure organic aggregates, unimer aggregates, or dimer aggregates:
C0,q + C0,j
βfree0 (q;j)−−−−−→ C0,q+j (4.3a)
C1,q + C0,j
βfree1 (q;j)−−−−−→ C1,q+j (4.3b)
C1,q + C1,j
βfree2 (q;j)−−−−−→ C2,q+j (4.3c)
where βfreep+i(q; j) denotes the aggregation rate for free coupling.
2. Unimer insertion: When a pure organic aggregate (C0,q) or a unimer (C1,q)
aggregates with a larger aggregate, the unimer (or organic) must penetrate the
corona region formed by the B-block polymer chains (i.e., there is an associated
activation energy barrier):
C0,q + Ci≥2,j
βins0 (q;i,j)−−−−−→ Ci,q+j (4.4a)
C1,q + Ci≥2,j
βins1 (q;i,j)−−−−−→ Ci+1,q+j (4.4b)
where β insp (q; i, j) with p = 0, 1 and i ≥ 2 denotes the aggregation rate for unimer
insertion.
3. Aggregate fusion: Fusion of two large aggregates requires rearrangement and
disentanglement of the B-block chains (i.e., there is a substantial energy barrier):
Cp≥2,q + Ci≥2,j
βfus(p,q;i,j)−−−−−−→ Cp+i,j+n (4.5)
where βfus(p, q; i, j) denotes the aggregation rate of aggregate fusion.
The forms of the kernels for each of these processes are discussed below.
The aggregation processes introduced above will occur whenever the organic and the
block copolymer are insoluble in the solvent/non-solvent mixture. Let Θo(ξ) = Θ(ξ− ξo)
73
and Θp(ξ) = Θ(ξ − ξp) be Heaviside functions6 where ξo and ξp are the solubility limits
of the organic and block copolymer, respectively. (See Fig. 4.1.) In other words, Θo =
Θp = 0 in the solvent, and Θo = Θp = 1 in the non-solvent. For the FNP process,
since the mixture fraction after complete mixing has excess solvent (i.e., ξmix ≫ ξo, ξp),
Θo(ξmix) = Θp(ξmix) = 1. In the aggregation model derived below, we will use Θo and
Θp to account for the effect of solvent mixing on the probabilities of aggregation given
that two composite nanoparticles collide by Brownian diffusion.
Free coupling
When the aggregation of organic particles and/or unimers is concerned, they are
considered to have similar free-coupling mechanisms since there is no energy barrier to
pass at this stage of aggregation. The free-coupling mechanism is applied to three types
of aggregates: pure organic aggregates, unimers, and composite aggregates composed of
organic particles and a single unimer. Note that an aggregate containing only one unimer
is treated as a pure unimer with a different size A-block, on which the organic particles
can aggregate.
For free coupling, particle collisions will occur due to Brownian diffusion. It will
thus be necessary to estimate the diffusion coefficients for Cp,q using the Stokes-Einstein
relation:
Dp,q =
kBT
6πηsRp,q
for p = 0, 1; (4.6)
where kB is the Boltzmann constant, T is the solvent temperature, ηs is the viscosity of
the solvent, and Rp,q is the diffusion radius. The latter can be approximated for organic
particles and unimers by
Rp,q = (qvc + pNAv)
νA + pNνBB v
1/3 for p = 0, 1; (4.7)
6Θ(x) = 0 if x < 0 and Θ(x) = 1 if x ≥ 0.
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where vc is the unit volume of one organic molecule. A unimer is composed of NA
hydrophobic sites (A-block) and NB hydrophilic sites (B-block), both sites with unit
volume v. The Flory exponents, the inverse fractal dimension of the polymer chain
approximated by mean-field theory(86; 87), are νA = 1/3 for poor solvent such as water,
and νB = 3/5 for good solvent such as THF.
For free coupling of organic particles, the Brownian aggregation kernel (88) is applied
so that
βfree0 (q; j) = 4πΘo(D0,q +D0,j)(R
coll
0,q +R
coll
0,j ) (4.8)
where the collision radius of Cp,q is defined by
Rcollp,q = (qvc + pNAv)
1/3, (4.9)
which corresponds to the radius of the hydrophobic sites. (Collisions with the hydrophilic
sites do not result in aggregation.) Likewise, for free coupling of aggregates consisting of
a unimer and an arbitrary number of organic particles, the aggregation kernel is
βfree1 (q; j) = 4πΘ
∗
p(D1,q +D0,j)(R
coll
1,q +R
coll
0,j ), (4.10)
where Θ∗p = ΘoΘp and we thus assume that both the block copolymer and the organic
must be insoluble in order for the organic to aggregate on the block copolymer. (Other
definitions of Θ∗p are possible.) A similar expression is obtained for aggregation between
two unimers with arbitrary numbers of organics:
βfree2 (q; j) = 4πΘp(D1,q +D1,j)(R
coll
1,q +R
coll
1,j ). (4.11)
Note that we do not need to treat separately the case where Θp = 1, but Θo = 0 (i.e.,
where only the block copolymer aggregates) because n(1, q > 1) will be null for such
cases.
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Figure 4.3 Illustration of the two-diffusion-zone model for unimer insertion.
The aggregation process of a unimer and a large aggregate is
modeled as the unimer traveling first through the solvent mix-
ture with diffusivity D and then through the corona region (with
radius Rcor) of the aggregate with diffusivity D∗ to reach the
core. Rcoll denotes the collision radius for aggregation.
Unimer insertion
When the polymer aggregation number is greater than two, the aggregation mech-
anism is no longer by free coupling (23). Since a composite nanoparticle has a corona
made of B-blocks covering its core composed of organic particles and A-block, it takes
more time for another unimer to penetrate the corona. To describe the unimer insertion
mechanism, a two-diffusion-zone model is used to account for the process of a unimer
traveling through the corona to reach the core (see 4 for details). For unimer insertion
illustrated in Fig. 4.3, the aggregation rate is determined by finding the flux of unimers
towards a fixed large aggregate. The steady-state two-diffusion-zone model yields the
total arrival rate (i.e., the flux multiplied by the surface area of the core) to the immobile
core. Generalizing the result to account for a diffusing Ci,j aggregate with i ≥ 2, the
aggregation kernel for unimer insertion (i.e., Cp,q with p = 0, 1) is
β insp (q; i, j) = 4πΘpA
ins
p,q;i,j(Dp,q +Di,j)D
∗
p,q;i,j×
(Rcollp,q +R
coll
i,j )(R
coll
p,q +R
coll
i,j +R
cor
i )
D∗p,q;i,j(R
coll
p,q +R
coll
i,j ) + (Dp,q +Di,j)R
cor
i
. (4.12)
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In this expression, the corona radius of the Ci,j aggregate is
Rcori = N
νB
B i
(1−νB)/2v1/3. (4.13)
The diffusion constant for the unimer in the corona is
D∗p,q;i,j = Dp,q
(
cp
ccori,j
)3/2
for p = 0, 1; (4.14)
where the polymer concentration in the corona is
ccori,j =
3iNB
4π[(Rcolli,j +R
cor
i )
3 − (Rcolli,j )3]
(4.15)
and cp < c
cor
i,j is the block copolymer number concentration. The diffusion constant of the
micelle in the solvent Di,j is estimated using the Stokes-Einstein relation with a diffusion
radius Ri,j = R
coll
i,j +R
cor
i . The term
Ainsp,q;i,j = exp
(−α(q, j)i1/2p) (4.16)
is an efficiency factor that accounts for the energy barrier for unimer insertion estimated
using Kramer’s theory (23) and α(q, j) is a constant of order one. Note that in this work
we will neglect the dependence of α(q, j) on q and j by setting α constant. Nevertheless,
it is likely that the presence of organic in the hydrophobic core will increase the energy
barrier for insertion since the organic will inhibit polymer rearrangement. In future work,
it would be straightforward to incorporate an organic-dependent efficiency factor into the
competitive aggregation model.
Aggregate fusion
The fusion of two larger aggregates (i.e., aggregation of Cp≥2,q and Ci≥2,j) requires a
disentanglement mechanism among the B-block chains that are protecting the cores (23).
(See Fig. 4.4.) In a polymer entangled solution, the distance between entangled points
is the correlation length:
χp,q;i,j =
v1/3
(ccorp,qv + c
cor
i,j v)
3/4
. (4.17)
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Figure 4.4 Illustration of two-diffusion-zone model for aggregate fusion.
The fusion of two large aggregates is described as the smaller
aggregate traveling first through the solvent with diffusivity D
and then through the corona of the larger aggregate with diffu-
sivity Dfus to reach the core.
The conformation of entangled hydrophobic tails is described as a series of ‘blobs’ with
characteristic length χp,q;i,j. The disentangle movement is in fact the reptation of a mobile
chain along the corresponding tube. The contour length of the tube is
Lp,q;i,j =
(Rcorp +R
cor
i )
2
χp,q;i,j
. (4.18)
Note that the length L is scaled by χ, the step length of the primitive chain, since
the mean square end-to-end vector of the primitive chain is Lχ using a Gaussian chain
description (89).
Considering that the chains are moving along the ‘tube’ filled with solvent, the ag-
gregate fusion diffusion coefficient is
Dfusp,q;i,j =
kBT
ηsNp,q;i,jχp,q;i,j
(Rcorp +R
cor
i )
2
(Lp,q;i,j)2
(4.19)
where Np,q;i,j = NB/(χp,q;i,j/v
1/3)5/3 is the number of blobs in the B-block chains and
(χp,q;i,j/v
1/3)5/3 is the number of monomers contained in one blob. When dealing with
aggregate fusion, the two-diffusion-zone model is applied using the corona of both ag-
gregates. The aggregation process slows down significantly due to the entanglement of
the B-block brushes forming the ‘tube region’. The diffusion coefficient Dfusp,q;i,j is applied
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Table 4.1 The complete set of kernels for free coupling.
β(p, q; i, j) range
βfree0 (q; j) = 4πΘo(D0,q +D0,j)(R
coll
0,q +R
coll
0,j ) p = 0, q ≥ 1; i = 0, j ≥ 1
βfree1 (q; j) = 4πΘ
∗
p(D1,q +D0,j)(R
coll
1,q +R
coll
0,j ) p = 1, q ≥ 0; i = 0, j ≥ 1
βfree1 (j; q) = 4πΘ
∗
p(D1,j +D0,q)(R
coll
1,j +R
coll
0,q ) p = 0, q ≥ 1; i = 1, j ≥ 0
βfree2 (0; 0) = 16πΘpD1,0R
coll
1,0 p = 1, q = 0; i = 1, j = 0
βfree2 (q; j) = 4πΘ
∗
p(D1,q +D1,j)(R
coll
1,q +R
coll
1,j ) p = 1, q > 0; i = 1, j ≥ 0
βfree2 (j; q) = 4πΘ
∗
p(D1,j +D1,q)(R
coll
1,j +R
coll
1,q ) p = 1, q ≥ 0; i = 1, j > 0
when the aggregate brushes pass through the tube region. The kernel for aggregate fusion
is then given for p, i ≥ 2 by
βfus(p, q; i, j) = 4πΘpA
fus
p,q;i,j(Dp,q +Di,j)D
fus
p,q;i,j×
(Rcollp,q +R
coll
i,j )(R
coll
p,q +R
cor
p +R
coll
i,j +R
cor
i )
Dfusp,q;i,j(R
coll
p,q +R
coll
i,j ) + (Dp,q +Di,j)(R
cor
p +R
cor
i )
(4.20)
where
Afusp,q;i,j = exp
(−α(q, j)max(p1/2, i1/2)min(p, i)) (4.21)
is an efficiency factor accounting for the energy barrier to aggregate fusion (23). As
noted earlier, in this work we will assume that α(q, j) is constant (i.e., independent of
the amount of organic in the hydrophobic cores).
For convenience, the complete set of aggregation kernels needed to describe the FNP
process are presented in Tables 4.1–4.3. The kernels are applied for the ranges of (p, q)
and (i, j) indicated in the tables. For all other values of these indices, β = 0. Note that
by symmetry β(p, q; i, j) = β(i, j; p, q).
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Table 4.2 The complete set of kernels for unimer insertion.
β(p, q; i, j) range
β ins1 (0; i, 0) = 4πΘpA
ins
p,0;i,0
(D1,0+Di,0)D
∗
1,0;i,0(R
coll
1,0 +R
coll
i,0 )(R
coll
1,0 +R
coll
i,0 +R
cor
i )
D∗1,0;i,0(R
coll
1,0 +R
coll
i,0 )+(D1,0+Di,0)R
cor
i
p = 1, q = 0; i ≥ 2, j = 0
p = 0, 1, q > 0; i ≥ 2, j ≥ 0
β insp (q; i, j) = 4πΘ
∗
pA
ins
p,q;i,j
(Dp,q+Di,j)D∗p,q;i,j(R
coll
p,q +R
coll
i,j )(R
coll
p,q +R
coll
i,j +R
cor
i )
D∗p,q;i,j(R
coll
p,q +R
coll
i,j )+(Dp,q+Di,j)R
cor
i
or
p = 0, 1, q ≥ 0; i ≥ 2, j > 0
β ins1 (0; p, 0) = 4πΘpA
ins
1,0;p,0
(D1,0+Dp,0)D1,0;p,0(Rcoll1,0 +R
coll
p,0 )(R
coll
1,0 +R
coll
p,0 +R
cor
p )
D∗1,0;p,0(R
coll
1,0 +R
coll
p,0 )+(D1,0+Dp,0)R
cor
p
p ≥ 2, q = 0; i = 1, j = 0
p ≥ 2, q ≥ 0; i = 0, 1, j > 0
β insi (j; p, q) = 4πΘ
∗
pA
ins
i,j;p,q
(Di,j+Dp,q)D
∗
i,j;p,q(R
coll
i,j +R
coll
p,q )(R
coll
i,j +R
coll
p,q +R
cor
p )
D∗i,j;p,q(R
coll
i,j +R
coll
p,q )+(Di,j+Dp,q)R
cor
p
or
p ≥ 2, q > 0; i = 0, 1, j ≥ 0
Table 4.3 The complete set of kernels for aggregate fusion.
β(p, q; i, j) range
βfus(p, 0; i, 0) = 4πΘpA
fus
p,0;i,0
(Dp,0+Di,0)D
fus
p,0;i,0(R
coll
p,0 +R
coll
i,0 )(R
coll
p,0 +R
cor
p +R
coll
i,0 +R
cor
i )
Dfusp,0;i,0(R
coll
p,0 +R
coll
i,0 )+(Dp,0+Di,0)(R
cor
p +R
cor
i )
p ≥ 2, q = 0; i ≥ 2, j = 0
p ≥ 2, q > 0; i ≥ 2, j ≥ 0
βfus(p, q; i, j) = 4πΘ∗pA
fus
p,q;i,j
(Dp,q+Di,j)Dfusp,q;i,j(R
coll
p,q +R
coll
i,j )(R
coll
p,q +R
cor
p +R
coll
i,j +R
cor
i )
Dfusp,q;i,j(R
coll
p,q +R
coll
i,j )+(Dp,q+Di,j)(R
cor
p +R
cor
i )
or
p ≥ 2, q ≥ 0; i ≥ 2, j > 0
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Solution of the Bivariate PBE
Considering the large number of equations to solve in Eq. (4.1) (one for each value
of p and q), it is important to construct an appropriate solution method. The most
common approach is the discretized population balance (DPB) (90), which is based on
a suitable ‘coarse’ discretization of the particle internal coordinates. The DPB approach
can describe the population balance accurately, but it usually involves a large number
of variables (especially for bivariate cases). The method of moments (MOM) (50; 52;
54; 53; 55) is an attractive alternative in terms of the computational expense. However,
it requires a closure of the moment equations when the aggregation kernel is nonlinear
(as in our case). In this work, we will make use of the particular physical properties of
nanoparticle aggregates to construct a conditional version of the quadrature method of
moments (QMOM) (91), applicable to bivariate distributions.
Conditional QMOM
For univariate distribution functions, QMOM solves the closure problem using a
quadrature approximation (91) and has a demonstrated accuracy (92). Instead of solv-
ing for the complete distribution function, only a small set of lower-order moments are
solved. In the bivariate case, n(p, q) can be used to compute conditional moments by
summing over the organic aggregation number q for a fixed value of p. We will refer
to this approximation as the conditional quadrature method of moments (CQMOM). In
order to apply CQMOM, the kth conditional moment is defined by
mk(p) =
∞∑
q=0
qkn(p, q). (4.22)
The reason that conditioning on p is chosen is that in the FNP process a nanoparticle
aggregate is usually comprised of a relatively small number of unimers (i.e., the maximum
value of p needed to treat the FNP process will be small).
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Multiplying Eq. (4.1) by qk and summing over q yields
dmk(p)
dt
= Bk(p)−Dk(p), (4.23)
where the birth and death terms are defined, respectively, by
Bk(p) =
1
2
p∑
i=0
∞∑
q=0
q∑
j=0
qkβ(i, j; p− i, q − j)n(i, j)n(p− i, q − j) (4.24)
and
Dk(p) =
∞∑
i=0
∞∑
q=0
∞∑
j=0
qkβ(p, q; i, j)n(i, j)n(p, q). (4.25)
Note that neither Bk nor Dk can be expressed as simple functions of the conditional
moments.
Using CQMOM, the sums over q and j in Eqs. (4.24) and (4.25) are replaced with
finite sums of length N over a set of p-dependent abscissas, denoted by qα(p). Each
abscissa has an associated weight wα(p). For a given value of p, the weights and abscissa
are chosen such that (93; 92)
mk(p) =
N∑
α=1
wα(p)[qα(p)]
k for k = 0, . . . , 2N − 1. (4.26)
To obtain the N weights wα(p) and N abscissas qα(p) from the conditional moments
mk(p), the product-difference (PD) algorithm (93) can be used. Once the weights and
abscissas are obtained from the moments, the birth and death rates are approximated by
Bk(p) ≈ 1
2
p∑
i=0
N∑
α=1
N∑
β=1
β(i, qα(i); p− i, qβ(p− i))×
wα(i)wβ(p− i)[qα(i) + qβ(p− i)]k (4.27)
and
Dk(p) ≈
M∑
i=0
N∑
α=1
N∑
β=1
β(p, qα(p); i, qβ(i))wα(p)wβ(i)[qα(p)]
k, (4.28)
whereM is the maximum number of unimers (i.e., 0 ≤ p ≤M). Together with Eq. (4.23),
Eqs. (4.27) and (4.28) represent a closed set of equations that can be used to compute
the conditional moments.
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Table 4.4 Parameters used in CQMOM validation test case.
Parameter Value Units
ηs 0.0021 kg/m·s
v 1× 10−28 m3
vc 9.16× 10−28 m3
α 1 -
n0 1.50×NAvo #/m3
kB 1.38× 10−23 m2·kg·s−2K−1
T 298 K
NA 10 #
NB 68 #
NAvo 6.022× 1023 #
Validation
In order to test the accuracy of CQMOM, a simple case is solved using Eq. (4.23) and
compared to complete solutions of the bivariate PBE given in Eq. (4.1). The initial condi-
tions used for this test case are n(0, 1) = n(1, 0) = n0, and we fixM = 4 as the maximum
number of unimers in an aggregate. In this simple setting, we test the aggregation models
for three cases (free coupling, unimer insertion, and fusion). The aggregation kernels are
applied with the parameters given in Table 4.4, which are typical of the FNP process. A
characteristic aggregation time can be defined as t∗ = ηs/(kBTn0) = 5.67 × 10−7 s, and
is used to scale the time variable (τ = t/t∗). Likewise, n0 is used to scale the moments
(e.g., m∗k(p) = mk(p)/n0).
The moments are computed from the fully resolved bivariate PBE as well as obtained
from CQMOM. Example results are shown in Fig. 4.5. In this case, the zeroth moment
for the organic m0(0), representing the total number density of Cp=0,q, decays toward
zero while aggregating with the polymer as shown in Fig. 4.5(a). On the other hand,
in Fig. 4.5(b), m0(4) for the teramers (Cp=4,q) starts at zero and approaches a constant
value since M = 4 is the maximum aggregation number. The higher-order conditional
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Figure 4.5 Moment plots for organics (Cp=0,q): left column, and tetramers
(Cp=4,q): right column. Moments computed from fully resolved
PBE are represented by solid lines (—); those obtained from
CQMOM are represented by circles (◦).
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moments shown in Fig. 4.5 exhibit similar trends. Note that in all cases the CQMOM
results are in excellent agreement with the full solution to the bivariate PBE. Also note
that the competitive aggregation process is complete by τ ≈ 104, which corresponds
to approximately 6 ms in real time. This result is consistent with Brownian dynamic
simulations of rapid assembly kinetics of a single micelle (69).
When applying CQMOM, the detailed PSD information is not available, but the
lower-order moments provide us with the statistical information of greatest interest. The
conditional moments give an idea of how the aggregation number of the organic is dis-
tributed. The conditional average organic aggregation number 〈q〉p can be approximated
by finding the ratio ofm1(p), the total aggregation number, tom0(p), the number density.
As shown in Fig. 4.6(a), 〈q〉0 starts at unity (single molecule) and grows to 12 before the
organic is exhausted by aggregating with the polymers. Figure 4.6(b) shows 〈q〉4, which
starts at 0 and approaches a constant value. While 〈q〉p can provide information on the
average number of organic molecules attached to the polymers, the conditional standard
deviation σp can be calculated from m0(p), m1(p), and m2(p):
σp =
√
m2(p)
m0(p)
− 〈q〉2p, (4.29)
and provides information about how the conditional organic particle size is distributed.
The mean and standard deviation of Cp=0,q and Cp=4,q are shown in Fig. 4.6. The
mean of Cp=0,q in Fig. 4.6(a) shows the average organic aggregation number, which in-
creases to 10–15 before the pure organic is exhausted. The standard deviation for Cp=0,q
in Fig. 4.6(c) shows that the organic molecules start as monomers (σ0 = 0 initially) and
have a wider distribution as aggregation progresses. Similarly, the mean and standard
deviation of Cp=4,q in Figs. 4.6(b) and 4.6(d) show the average aggregation number and
distribution of organic molecules in an aggregate containing four unimers. In Fig. 4.7,
two times are chosen for comparison with the fully resolved PSD. At the earlier stage of
aggregation (time A), Cp=4,q has zero or one organic molecule attached as shown in the
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Figure 4.6 Conditional average organic particle size 〈q〉p = m1(p)/m0(p)
and its standard deviation (σp). Moments computed from fully
resolved PBE are represented by solid lines (—); those obtained
from CQMOM are represented by circles (◦).
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PSD, which is consistent with the mean (〈q〉4 ∼ 0.5) and standard deviation (σ4 ∼ 0.5)
obtained from CQMOM. At time B, the particles have a wider PSD, which is also reflected
in the magnitude of the standard deviation.
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Figure 4.7 Mean and standard deviation of C4,q calculated using CQMOM.
Inserts show PSD at two selected times: A, τ = 4 × 10−2; B,
τ = 4× 102.
This sample problem has successfully validated CQMOM for the competitive aggre-
gation model. Overall, the CQMOM approach is found to be accurate and can be solved
at a fraction of the computational cost needed to solve the bivariate PBE. We can thus
conclude that CQMOM is a reliable method for approximating the bivariate PBE for the
FNP process.
Results and Discussion
In order to illustrate the behavior of the competitive aggregation model, we consider
first the case where only the polymer is present. This polymer-only case is then compared
to the full bivariate case where both polymer and organic are present. In all cases, we
assume that the system is well mixed and that Θo = Θp = 1 (i.e., both the organic and
polymer are insoluble). Our main interest is to determine how the operating parameters
of the FNP process affect the PSD under well-mixed conditions. Note that under these
conditions, increasing the overall number concentrations of organic and polymer (while
keeping all other parameters fixed) will simply decrease the characteristic aggregation
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time (t∗) (and vice versa). Thus, the four important experimentally manipulable param-
eters in the competitive aggregation model are (i) the copolymer block lengths NA and
NB, (ii) the Flory exponents νA and νB, (iii) the energy barrier constant α, and (iv) the
organic-to-polymer concentration ratio.7 Note the first three of these parameters depend
on the chemical properties of the copolymer and the non-solvent, while the fourth pa-
rameter is fixed by the initial concentrations of organic and polymer. Finally, we note
that in the organic-only case the aggregation kernel reduces to Brownian aggregation of
organic molecules. Due to the lack of a mechanism to arrest cluster growth (e.g., steric
hindrance), the organic-only case results in a PSD with undesirable properties (i.e., a
large mean particle size and a large standard deviation).
Polymer Aggregation Process
To see how the polymer aggregation model works, first we can observe the initial ag-
gregation stage where all of the aggregation mechanisms (free coupling, insertion and fu-
sion) are concerned. Only polymer aggregation is included in this case (i.e., np = n(p, 0)),
since the different aggregation mechanisms are mainly affected by the presence and the
composition of the polymer. Unless specified otherwise, for these computations the max-
imum polymer aggregation number is set to M = 50, and the aggregation parameters
are the same as for the CQMOM validation case given in Table 4.4.
Number density
The initial micellization and the characteristics of the polymer aggregation kinetics
can be observed by plotting the variations of number density for small aggregates. In
Fig. 4.8(a), the NDFs normalized by the total number of aggregates (n∗p = np/
∑
p np) of
small aggregation number p = 1–12 are plotted against scaled time (τ = t/t∗). Because
7The solution viscosity and temperature can also be manipulated experimentally, but only affect the
rate of aggregation and not the final PSD. Likewise, the molecular volume ratio v/vc could in theory be
varied, but would have the same effect as changing the hydrophobic block length.
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Figure 4.8 Normalized NDF versus time (scaled) for polymer aggregation.
unimers diffuse relatively quickly, the NDF of p = 1 (n∗1) decreases rapidly, and the
number of polymer aggregates increases. For example, dimers are rapidly formed and
then consumed as they aggregate with unimers and other polymer aggregates. At no
time are dimers the dominant species. This observation is consistent with the fact that
compared to large micelles, dimers are only slightly covered by the B-block and therefore
they can easily aggregate with other small aggregates. Similarly, trimers are formed
rapidly and are never the most abundant species. Tetramers, on the other hand, are
dominant for a very short period of time before giving way to pentamers. Hexamers are
formed almost simultaneously as pentamers, and both species persist for a relatively long
time, which can be attributed to the depletion of unimers. Once most of the unimers
are consumed, the only mechanism of growth is micelle fusion, which is a much slower
process than unimer insertion, and therefore it takes successively longer times to deplete
aggregates with increasing sizes.
Figure 4.8(b) shows the evolution of n∗p for aggregation numbers p = 7–12. As was
observed for particles with aggregation numbers p = 4–6, these larger aggregates suc-
cessively increase in concentration until they become the most abundant species, before
eventually depleting. With increasing p these aggregates persist for successively larger
times, although their maximum concentrations become progressively smaller. Notice
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also that the shape of the concentration versus time curves for these larger values of p
is different than for the smaller values of p considered above. In particular, for a given
value of p, two growth regimes are observed before the concentration begins to decay.
First, the concentration rises rapidly, and then growth slows down considerably as the
maximum concentration is approached. The rapid growth regime for aggregates of size
p corresponds to the time when aggregates of sizes approximately p/2 are near their
maximum concentrations, which is expected since the aggregation rate is proportional to
the product of concentrations of the aggregating species. The slow growth regime occurs
because aggregates of sizes p/2 have been depleted and further growth requires collisions
between a relatively large and a relatively small cluster whose total size adds to p. Since
the small clusters have mostly been consumed, the growth rate slows considerably. Note
that the behavior of the number density plots is consistent with the micellization model
in (23).
Finally, it is also interesting to note that the residence time in the microscale reactors
used for FNP (18; 37) is approximately 0.01 s, corresponding to τ = 104–105 in Fig. 4.8.
For this residence time the most probable polymer aggregation number is p = 5.
Average polymer aggregation number
The information that is of greatest interest for applications is the average particle
size. The average polymer aggregation number is given by
〈p〉 =
∑M
p=1 pnp∑M
p=1 np
, (4.30)
where the numerator
∑M
p=1 pnp is the total number of unimers. Since the total number
of unimers does not change in a batch reactor, Eq. (4.30) can be simplified as
〈p〉 = n1(0)∑M
p=1 np(t)
. (4.31)
The evolution of 〈p〉 is shown in Fig. 4.9. Consistent with (23), three polymer
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Figure 4.9 Log-log plot of average polymer aggregation number versus
time (scaled). The intersection of the two slopes occurs at
τ = 2.748× 103 and 〈p〉 = 8.95.
aggregation regimes can be identified from this log-log plot:
1. An initial induction period during which 〈p〉 grows very slowly. During this time
the main aggregation process that occurs is unimer dimerization, since dimerization
is virtually uninhibited by the presence of the screening B-blocks.
2. A rapid period of growth during which unimer insertion and fusion of small micelles
(p ≤ 5, identified from Fig. 4.8) dominates the growth kinetics.
3. A slow-growing asymptotic regime dominated by the fusion of larger micelles, which
requires overcoming a high energy barrier due to entanglement of a large number
of B-blocks.
Although the average aggregate size continues to increase monotonically (due to the
absence of any breakage mechanism), the growth in the asymptotic regime at large times
is exceedingly slow (as can be seen from the log scale) so that for all practical purposes
the mean aggregate size can be considered to have attained its final value (〈p〉 = 8.95)
when the slope crosses over from the fast-growing regime to the asymptotic regime. This
occurs at approximately 0.001 s, which is significantly smaller than the residence and
mixing times in the microreactors used for FNP (31; 24; 37).
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Table 4.5 Parameters used in polymer-only case with various NA/NB. All
other parameters are the same as in Table 4.4.
Parameter Value Units
NA : NB 10:70, 40:40, 70:10 #
Effect of polymer chain composition
In the FNP process, the PSD is strongly influenced by the chemical and physical
properties of the polymer and organic compounds, the choices of solvent and non-solvent,
as well as the mixing time. Here we consider the effects of polymer chain composition
(i.e., NA and NB), which can be expected to influence the sizes of the micelle cores and
coronas. These quantities in turn determine the energy barriers that must be overcome
for unimer insertion and fusion. Once again the case in which only copolymer is present
is considered, using the same parameters as in the previous section but with various
values of the ratio of the number of A-blocks (hydrophobic) to the number of B-blocks
(hydrophilic), NA/NB, as given in Table 4.5.
The evolution of the NDF for three values of p are plotted in Fig. 4.10. Note
that the NDFs are scaled by n0 and the time is scaled by t
∗ = ηs/(kBTn0), so that real
time is given by t = 5.67 × 10−7τ s. The effect of the ratio NA/NB (for fixed total
copolymer chain length) on the polymer aggregation process can be observed in time-
variation plots of the concentrations of unimers, small aggregates (dimers) and larger
aggregates (pentamers), as shown in Fig. 4.10. It is apparent that unimers with larger
NA/NB aggregate more quickly than those with lower A-block to B-block ratios. This is
because for a fixed number of blocks, unimers with larger NA/NB have shorter B-block
chains that are stretched in the non-solvent, and therefore they have higher mobility.
Figure 4.10(b) shows that dimers with larger NA/NB form more quickly than those
with lower NA/NB. On the other hand, the plot for pentamers (Fig. 4.10(c)) shows that
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Figure 4.10 Evolution of scaled NDF for unimers, dimers and penta-mers
and average polymer aggregation number for increasing hy-
drophobic/hydrophilic block-size ratios.
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aggregates with smaller NA/NB prevail for longer times. This observation is consistent
with the fact that aggregates composed of unimers with small values of NA/NB form
larger corona regions, creating a higher energy barrier for unimer insertion or fusion.
Thus, pentamers composed of unimers with small NA/NB are stabilized more quickly
than those comprised of unimers with large NA/NB.
The polymer chain composition also influences the average polymer aggregation num-
ber, 〈p〉, which is calculated using Eq. (4.31). Figure 4.10(d) shows that block copolymers
with large NA/NB produce slightly larger aggregates than those with small NA/NB, given
a constant total chain length. A-blocks form the micelle cores that serve as collision sites
for aggregation and B-blocks form the corona that hinders aggregation. Thus, for block
copolymer unimers with the same total chain length, as NA decreases and NB increases
there is more resistance to aggregation, which results in a smaller average aggregation
number.
Overall, the results in Fig. 4.10 suggest that the polymer chain composition has a
relatively minor influence on the average aggregate size when all other parameters remain
the same. This model prediction is consistent with experimental observations (64).
Effect of Flory exponent νB
The Flory exponent describes how intra-chain interactions influence polymer chain
conformation. The Flory exponent for the B-block chains νB is of specific interest, since
the steric inhibition provided by the micelle corona formed by the B-blocks is responsible
for arresting micelle growth due to aggregation. In order to better understand how the
Flory exponent influences micelle growth kinetics, once again simulations were carried
out in the absence of any organic precipitate and by using the following three values of
νB:
1. 1/3: representative of compact polymer conformations in poor solvents,
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Figure 4.11 Evolution of polymer number densities of
unimers, dimers, trimers, and tetramers
for different Flory exponents for B-block:
νB = 1/3 (poor solvent), 3/5 (good solvent), and 1 (perfect solvent).
2. 3/5: representative of relatively stretched polymer conformations in good solvents,
3. 1: completely stretched (linear) polymer conformation in a perfect solvent.
The evolution of the number density for unimers, dimers, trimers and tetramers are shown
in Fig. 4.11 for each value of νB. By comparing the number density plots for unimers
for the two extreme values of νB = 1/3 and νB = 1, it can be seen that unimers with
a low value of νB are consumed more quickly. The more compact unimers (νB = 1/3)
have a smaller radius of gyration and therefore a higher mobility as predicted by the
Stokes-Einstein relation in Eq. (4.6). The plots for the evolution of number density for
aggregates such as dimers, trimers and tetramers (Figs. 4.11(b), 4.11(c), and 4.11(d))
demonstrate more complicated effects of νB. In particular, for the case νB = 1 (fully
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Figure 4.12 Evolution of average polymer aggregation number for different
energy barrier constants (α).
stretched B-blocks) the formation of dimers is impeded by the relatively lower unimer
mobility, but the linear B-blocks also result in a lower energy barrier for micelle growth
via unimer insertion and micelle fusion (no entanglements). In contrast, aggregates with
νB = 1/3 form dimers rapidly but are slow to form trimers; tetramers only start to appear
after the unimers are exhausted. In general, when νB is smaller (i.e., a less hydrophilic
B-Block) the most probable NDF is larger, suggesting that a smaller standard deviation
for the PSD can be obtained by lowering νB. Nevertheless, it is unlikely that νB can
be varied enough (i.e., by changing the non-solvent or the chemical composition of the
B-block) to strongly effect the average aggregation number in the FNP process.
Effect of energy barrier constant α
For unimer insertion and micelle fusion, a large activation energy must be overcome,
particularly as the micelle size increases. This energy barrier is represented in the ag-
gregation kernel as an efficiency factor parameterized by an energy barrier constant α
as given by Eqs. (4.16) and (4.21), respectively. The dependence of the average ag-
gregation number on α is depicted in Fig. 4.12. In order to accommodate at wide
range of values for α, these simulations are carried out using QMOM with three nodes
to represent the polymer PSD. When α = 0, there is no energy barrier and aggregation
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proceeds unhindered and indefinitely. For non-zero values of α, the aggregation number
approaches a slow-growth asymptote at long times. If we assume that α does not de-
pend on the amount of organic in the aggregates, because FNP produces micelles with
aggregation numbers between 10–100, the range of physically realistic values for α is
approximately 0.01–0.1. In any case, as the results in Fig. 4.12 clearly demonstrate, α
is a key parameter in determining the average aggregation number in the FNP process.
This observation would suggest that if α could be controlled experimentally by modifying
the copolymer composition, then it would be possible to obtain a NDF with a desired
average aggregation number using the FNP process.
Bivariate Case: Polymer Micelles and Organic Particles
In the previous section, micellization kinetics was considered in the absence of an
organic precipitate. Here, we consider how the presence of the organic influences key
statistical properties, such as the average aggregation number, by numerically solving
the bivariate PBE. However, since the bivariate case rapidly becomes intractable if the
number density function n(p, q) is computed for each possible p and q, the CQMOM
approach is used to compute low-order conditional moments of the PSD rather than
n(p, q) directly. Specifically, the polymer aggregation number of polymer micelles 〈p〉
is computed for a maximal size of M = 100, and for each p, the conditional organic
aggregation number 〈q〉p is found from the abscissas of the quadrature approximation.
Note that the case p = 0 represents pure organic aggregates. A CQMOM approximation
of order N = 3 is used in all calculations, and therefore 2N = 6 conditional moments
for each p are computed. A monodispersed initial condition is used (only unimers and
organic molecules are initially present) so that the initial values of the scaled moments
are given by m∗0(p = 0, t = 0) = 1, m
∗
1(p = 0, t = 0) = m
∗
2(0, 0) = m
∗
3(0, 0) = m
∗
4(0, 0) =
m∗5(0, 0) = 1 (organic); m
∗
0(p = 1, t = 0) = 0.133, and m
∗
1(p = 1, t = 0) = m
∗
2(1, 0) =
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Table 4.6 Parameters used in bivariate case. All other parameters are the
same as in Table 4.4.
Parameter Value Units
np0 5.91×NAvo #/m3
no0 44.50×NAvo #/m3
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Figure 4.13 Evolution of the normalized organic conditional moment m∗0(p)
for competitive aggregation.
m∗3(0, 0) = m
∗
4(0, 0) = m
∗
5(0, 0) = 0 (unimers). Unless noted otherwise, the ratio of the
initial concentrations of block copolymer and organic is np0/no0 = 0.133, thereby ensuring
that on average each micelle will contain aggregates comprising several organic particles.
The other parameters used in the bivariate PBE simulations are listed in Table 4.6.
Initial aggregation
The zeroth conditional moment is normalized by the total number density m∗0(p) =
m0(p)/
∑M
p=1m0(p) and plotted against scaled time in Fig. 4.13 for aggregation numbers
p = 0–12. The quantity m0(p) denotes the total number density of aggregates
containing p unimers, regardless of the number of organic particles in the aggregate.
Pure organic particles (p = 0) rapidly couple with unimers to form unimer composites
(p = 1). Unimer composites are the most abundant species for a short time before
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larger composites predominate and then decay in succession as p increases. For large
values of p (≥ 7), the evolution of m0(p) is very similar to the case in which no organic
particles are present (Fig. 4.8). This result is consistent with the fact that the energy
barrier for producing larger micelles is due mainly to the steric hindrance provided by
copolymer unimers rather than any effects on mobility or collision cross-section caused
by the presence of attached organic particles.
The rapid increase inm∗0(1) can be interpreted as a form of ‘heterogeneous nucleation’
of organic onto the hydrophobic block of the unimer. For the FNP process, it is important
to note that free coupling between the organic and unimer will be considerably faster
than organic-organic free coupling (i.e., ‘heterogeneous nucleation’ will be faster than
‘homogeneous nucleation’). This fact can be quantified by taking the ratio of the free-
coupling kernels:
βfree1 (0; 1)
βfree0 (1; 1)
=
1
4
(
1 +
D1,0
D0,1
)(
1 +
Rcoll1,0
Rcoll0,1
)
≈ 1
4
N
1/3
A , (4.32)
where the last term on the right-hand side is true for large NA. Physically, the larger
collision cross-section of the hydrophobic block will tend to scavenge nearly all of the
available organic so that within approximately 1 µs all of the organic is associated with
polymer. From that point on, the dynamics of the competitive aggregation process are
essentially the same as the polymer-only case. Thus, as long as there are enough unimers
in the system to provide sufficient ‘heterogeneous nucleation’ sites for the organic, the
FNP process should be nearly independent of the chemical composition of the organic
(provided that it is at most weakly soluble in the non-solvent). This observation is
consistent with experiments (17; 63; 64; 65; 24; 66; 67; 68).
Average aggregation number
When a moment method such as CQMOM is applied, the detailed information of
the PSD is missing. However, the lower-order moments suffice to provide statistical
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Figure 4.14 Evolution of the average aggregation number of polymer and
organic for competitive aggregation.
information, which is usually of greatest interest. In our case, the abscissas was chosen to
be the p-conditional aggregation number of organic so thatm1 =
∑
pm1(p) represents the
total organic aggregation number. The average number of organic in an aggregate for each
p can simply be obtained by finding 〈q〉p = m1(p)/m0(p) as discussed in Sec. 4. While 〈q〉p
provides the organic aggregation number in each p-mer composite aggregate, finding the
average aggregation number is usually more practical for comparing with experimental
data. The average polymer aggregation number in a composite 〈p〉 is obtained from a
formula similar to Eq. (4.30):
〈p〉 =
∑M
p=1 pm0(p)∑M
p=1m0(p)
. (4.33)
The average organic aggregation number over all the composite aggregates is given by
〈q〉 =
∑M
p=0m1(p)∑M
p=0m0(p)
. (4.34)
The plots of 〈p〉 and 〈q〉 versus τ are shown in Fig. 4.14. Similar to Fig. 4.9, four char-
acteristic periods of aggregation can be identified from both plots and the expected ag-
gregation numbers of the micelles and the organic can be read from the slope-intersection
points of Figs. 4.14(a) and 4.14(b), respectively. For this example, we find 〈p〉 ≈ 6 and
〈q〉 ≈ 50, indicating that the average nanoparticle contains 6 unimers and 50 organic
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Table 4.7 Parameters used in bivariate case with different initial polymer
and organics concentrations. All other parameters are the same
as in Table 4.4.
Parameter Value Units
np0 + no0 44.50×NAvo #/m3
np0/no0 0.11, 1, 9 -
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Figure 4.15 Evolution of the average aggregation number of polymer and
organic for three different initial polymer-to-organic concentra-
tion ratios: np0/no0 =0.11, 1, 9.
molecules.
Effect of organic-to-polymer ratio
To examine if the initial concentrations of organic and polymer affect the aggregate
composition and size, the bivariate case was run with different organic-to-polymer ratios
(np0/no0). The parameters used in this case are shown in Table 4.7.
Figure 4.15 shows the average aggregation numbers of polymer and organic. As
shown in Fig. 4.15(a), 〈p〉 = 1 initially since the polymers start with monomers. As
aggregation progresses, 〈p〉 for all cases approaches a single curve. At the scaled time
τ = 1 × 108, corresponding to t = 2.86 s, 〈p〉 for all cases is ≈ 8.79. Unlike the polymer
aggregates, the average organic aggregation numbers 〈q〉 vary depending on np0/no0. As
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Figure 4.16 Evolution of the aggregation number standard deviation for
polymer and organic for three different initial polymer-to-or-
ganic concentration ratios: np0/no0 =0.11, 1, 9.
shown in Fig. 4.15(b), larger np0/no0 results in smaller 〈q〉. At τ = 1× 108, 〈q〉 ≈ 80 for
np0/no0 = 0.11 while 〈q〉 ≈ 1 for np0/no0 = 9. The strong dependence of 〈q〉 on np0/no0 is
easily understood as a direct result of ‘diluting’ the number of organic molecules available
to attach to each unimer.
The standard deviation of the aggregation number gives more information about how
the aggregate size is distributed. For the polymer, the standard deviation is found from
σp =
√√√√∑Mp=1 p2m0(p)∑M
p=1m0(p)
− 〈p〉2. (4.35)
As shown in Fig. 4.16(a), σp is approximately equal to 10-20 % of 〈p〉 for all cases.
Initially, the polymer starts with monomers and thus σp starts at zero (which is not
shown on the log scale). As aggregation progresses, σp increases to approximately 10%
of 〈p〉 and does not progress further. Similar to 〈p〉, the value of np0/no0 does not
significantly affect σp, especially at the later stages of aggregation. For the organic, the
standard deviation is found from
σo =
√√√√∑Mp=0m2(p)∑M
p=0m0(p)
− 〈q〉2. (4.36)
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The results for σo are shown in Fig. 4.16(b). For the cases with np0/no0 = 1 and 0.11, σo
stays approximately equal to 50% of 〈q〉. However, for the case np0/no0 = 9, σo ≈ 〈q〉,
indicating the existence of pure polymer aggregates without organic.
To sum up, we have shown that the organic-to-polymer ratio does not significantly
affect the aggregation of polymer and all cases end up with the same 〈p〉 and σp. On
the other hand, the organic-to-polymer ratio has a strong effect on the organic aggrega-
tion number distribution. Generally speaking, larger np0/no0 leads to a smaller organic
aggregation number. Also, since the organic tends to couple with aggregates already con-
taining organic, there are many polymer-only aggregates when the organic-to-polymer
ratio is small.
Conclusions
We have developed a competitive aggregation model that can be coupled with a
turbulent flow code to simulate Flash NanoPrecipitation. A novel computational method
(CQMOM) was derived to solve the bivariate PBE using conditional moments, and the
method was validated by comparison with exact solutions. The competitive aggregation
model contains a number of physical/chemical parameters that can affect the final PSD.
In order to understand the importance of each parameter, simulations were carried out
for different parameter sets assuming homogeneous (well-mixed) conditions. Based on
the results of these simulations, we arrive at the following conclusions:
1. Under well-mixed conditions, the energy barrier constant α essentially determines
the final PSD, regardless of the organic. This is not surprising since the height
of the energy barrier fixes the maximum micelle aggregation number. For the
FNP process, it is likely that α depends on the presence of organic in the micelle
core, thereby completely stopping the aggregate fusion process when the amount
of organic is sufficiently elevated.
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2. In comparison to the organic-only case (where aggregation leads to an undesirable
PSD), the presence of the copolymer (and in particular the hydrophobic block)
favors a form of ‘heterogeneous nucleation’ where the organic molecules attach
preferentially to the unimers. This process effectively short-circuits the organic-
organic aggregation route, resulting in mixed aggregates whose PSD is controlled
by the micellization kinetics.
3. Under well-mixed conditions, the characteristic time scales for competitive aggre-
gation are significantly smaller than those for turbulent mixing. Thus, the FNP
process will always be coupled to the turbulent mixing (as is the case for almost all
precipitation processes (56)). From experiments, it has been observed that when
the flow Reynolds number is sufficiently large, the mean particle size becomes in-
dependent of the flow rate (18; 65; 24). This observation can be reconciled with
the fact that the characteristic time scales for aggregation are smaller than the flow
time scales by recalling that at large Reynolds numbers the turbulent time scales
will become independent of the flow geometry (33; 32).
In order to fully understand the role of turbulent mixing in the FNP process, it will be
necessary to couple the competitive aggregation model to a turbulent mixing model. In
the latter, the non-solvent mixture fraction ξ (see Fig. 4.1) will play an important role
since it determines the ‘locally well-mixed conditions’ at every point in the reactor. A
properly formulated turbulent mixing model (32) will allow us to investigate the role of
the solubility limits of the organic (ξo) and polymer (ξp) and the dependence on the ratio
of solvent to non-solvent (ξmix) on the PSD in the FNP process. For the FNP model
implemented in a CFD simulation, please refer to (94) for details.
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Appendix
Two-Zone Diffusion Model
Consider a copolymer aggregate and a unimer (single copolymer molecule with an
arbitrary number of organic molecules attached) undergoing aggregation, as illustrated
in Fig. 4.17.
Using a spherical coordinate system with the origin at the center of the aggregate
nanoparticle, at least three distinct regions can be considered. Specifically, the aggregate
core (r < r0) contains hydrophobic organic molecules as well as the hydrophobic parts of
the copolymers (A-blocks), the aggregate corona (r0 < r < r1) contains the hydrophilic
B-blocks of the copolymer molecules, and the region external to the aggregate (r > r1)
contains solvent molecules, other aggregates, and free organic and copolymer molecules.
Hence, in order for a unimer to combine with an aggregate nanoparticle, it must diffuse
through both the solvent (with diffusion coefficient D2) and the aggregate corona (with
diffusion coefficient D1) before finally merging with the aggregate core. Therefore, the
rate constant for aggregation of unimers and aggregates can be computed by considering
the steady-state rate of arrival of unimers at aggregate cores after diffusion through two
different mediums (solvent and corona).
Denoting w(r) as the spherically-symmetric concentration of unimers (with core ra-
dius r2 = 0) as a function of distance from the aggregate center, the steady-state diffusion
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problem can be described by
D1∇2w1 = 0 for r0 < r < r1,
D2∇2w2 = 0 for r1 < r,
(4.37)
with boundary conditions
w1 = 0 for r = r0,
w1 = w2 and D1
∂ (r2w1)
∂r
= D2
∂ (r2w2)
∂r
for r = r1,
w2 = wo for r →∞,
(4.38)
where wo is the mean concentration of unimers in solution. After solving the above equa-
tions for the unimer concentration profiles in the corona (w1) and outside the aggregate
nanoparticle (w2), the rate of arrival (q) of unimers to the nanoparticle aggregate core
can be obtained from the following expression:
q = −4πD1 d
dr
(r2w1)
∣∣∣∣
r=r0
=
4πr0r1D1D2
D2(r1 − r0) + r0D1wo. (4.39)
Generalizing this expression to unimers with core radius r2 undergoing diffusion with
diffusion constant Di (see Fig. 4.17), it follows that the rate constant for unimer insertion
into an aggregate nanoparticle is given by
ktwo-region =
4π(r0 + r2)(r1 + r2)D1(D2 +Di)
(D2 +Di)(r1 − r0) + (r0 + r2)D1 . (4.40)
This aggregation rate is in a generalized form that can also be applied to the aggregate
fusion case discussed in the main text with appropriate definitions for the parameters.
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Figure 4.17 Illustration of two-diffusion-zone problem: unimer insertion.
The association process of a unimer and a large aggregate
nanoparticle is described as the unimer with radius r2 migrating
through the solvent with diffusivity D2 and the corona region
of the aggregate nanoparticle with diffusivity D1 to reach the
core. The total radius of the nanoparticle aggregate is r1 and
the core radius is r0.
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5. SOLUTION OF BIVARIATE POPULATION BALANCE
EQUATIONS: CONDITIONAL QUADRATURE METHOD
OF MOMENTS
A paper to be submitted to Journal of Colloid and Interface Science
Janine Chungyin Cheng 1 2 and Rodney O. Fox1 3
Abstract
A major challenge in implementation of a population balance equation (PBE) in a
computational fluid dynamics (CFD) code is the computational expense. A novel nu-
merical approach, the conditional quadrature method of moments (CQMOM) has been
formulated to target this problem. CQMOM has the ability to handle bivariate prob-
lems and is highly accurate and efficient, tracking only a limited number of moments. In
this work, CQMOM was applied in solving a PBE with constant, Brownian, and Flash
Nanoprecipitation (FNP) kernels and have been successfully validated against the fully
resolved solution.
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Introduction
In modeling a particulate flow system, a population balance equation (PBE) is usu-
ally solved to track the evolution of the particle size distribution (PSD) (95; 96). The
application of PBE in modeling particle precipitation, aggregation and breakage usu-
ally requires implementation of computational fluid dynamics (CFD), especially when
these processes are strongly coupled with the mixing. Flash Nanoprecipitation (FNP),
the technique featuring nanoparticles formation and stabilization by amphiphilic block
copolymer assembly, is a typical process that requires solving a bivariate PBE coupled
with a turbulent mixing model. In the FNP process, the solvent and non-solvent are
mixed rapidly in a custom-designed microreactor such as a confined impinging jets (CIJ)
(17; 31) or a multi-inlet vortex reactor (MIVR) (37; 24) that provides mixing times as
short as ∼ 1 ms, while the characteristic aggregation time is ∼ 1× 10−5 ms(48). Thus, a
comprehensive modeling of the process requires integration of the PBE into a CFD code.
In this paper, our major interest is developing a numerical solution for such a system.
In implementation of a PBE in a CFD code, a general issue is the computational
expense concerning the number of transport scalars. Thus, several numerical approaches
have been proposed, among which the method of moments (95) has shown promise in
accurate prediction and cost reduction. The quadrature method of moments (QMOM)
(91; 97) was proposed and validated to solve the closure problem by inversion of the lower-
order moments to yield weights and abscissas using the product-difference (PD) algorithm
(93). It had demonstrated success in applications of a univariate PBE implemented in
a CFD code (92). However, when the problem is extended to bivariate, using QMOM
becomes complex and loses the advantage of economical computing. As a solution, the
110
direct quadrature method of moments (DQMOM)(85) was introduced and validated with
its capacity to solve bivariate/multivariate problems. In DQMOM, the primitive variables
(the weights and abscissas), are tracked instead of the conserved variables (the moments),
which has the advantage of reducing the total variables needed to solve a multivariate
case. However, based on different applications, only tracking the primitive variables does
not guarantee to yield realizable abscissas. To overcome this difficulty, a novel approach,
conditional quadrature method of moments (CQMOM), is formulated and validated.
In this work, we present the CQMOM approach to close a simplified bivariate PBE.
Different aggregation kernels are applied and validated against the fully resolved solution.
In particular, we apply the FNP kernel derived from previous work (48), which is highly
sensitive with the bivariate coordinates and therefore a good measure for validity of
CQMOM. This work also plays a crucial role in our ultimate goal to build a comprehensive
FNP model as it makes possible the integration of the PBE for FNP into the CFD
simulation.
CQMOM for Bivariate PBE
Moment transformation
For simplicity, we consider a bivariate PBE comprised of only aggregation terms for
a number density function in terms of the aggregation number. In a particulate system
comprised of two different types of primary particles, the PBE is
dn(p, q)
dt
=
p∑
i=0
q∑
j=0
β(i, j; p− i, q − j)n(i, j)n(p− i, q − j)
− n(p, q)
∞∑
i=0
∞∑
j=0
β(p, q; i, j)n(i, j) (5.1)
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where n(p, q) is the number density of aggregates containing p first type and q second
type of primary particles, and β is the aggregation kernel.
To apply CQMOM, first the number density is transformed to moments. The kth
order in p and lth order in q moment is defined by
m(k, l) = 〈pkql〉 =
∞∑
p=0
∞∑
q=0
pkqln(p, q) (5.2)
Inserting Eq. 5.2 into Eq. 5.1 yields
dm(k, l)
dt
=
1
2
∞∑
p=0
∞∑
q=0
pkql
p∑
i=0
q∑
j=0
β(i, j; p− i, q − j)n(i, j)n(p− i, q − j)
−
∞∑
p=0
∞∑
q=0
pkqln(p, q)
∞∑
i=0
∞∑
j=0
β(p, q; i, j)n(i, j). (5.3)
The moment-based PBE can thus be derived by letting r = p − i, s = q − j and
changing the order of summation:
dm(k, l)
dt
=
1
2
∞∑
i=0
∞∑
j=0
∞∑
r=0
∞∑
s=0
[(r + i)k(s+ j)l − rksl − ikjl]β(i, j; r, s)n(i, j)n(r, s) (5.4)
In continuous form,
1
n0
dm∗(k, l)
dt
=
1
2
∫ ∞
0
∫ ∞
0
∫ ∞
0
∫ ∞
0
[(p+ q)k(p′ + q′)l − pkql − p′kq′l]
β(p, q; p′, q′)f(p, q)f(p′, q′)dpdqdp′dq′, (5.5)
where the probability density function (PDF) f(p, q) is n(p, q) scaled by the inital
total number density n0 =
∑
p
∑
q n(p, q)t=0 and the normalized moment m
∗ = m/n0.
n0 = m(0, 0) represents the total number of particles, and thus the normalized moment
m∗(0, 0) is always 1.
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The bivariate PDF can be approximated by the quadrature:
f(p, q) = f(p)f(q|p) =
Np∑
i=1
Nq∑
j=1
wiwijδ(p− pi)δ(q − qij) (5.6)
where f(q|pi) is the conditioned PDF for q given p = pi. In general, we choose the more
dispersed variable to be independent and the other to be conditional, based on the fact
that more dispersed variable requires more nodes to be accurate.
Thus, Eq. 5.5 is closed:
1
n0
dm∗(k, l)
dt
=
1
2
Np∑
i=1
Nq∑
j=1
Np∑
m=1
Nq∑
n=1
[(pi + qij)
k(pm + qmn)
l − pki qlij − pkmqlmn]
β(pi, qij; pm, qmn)wiwijwmwmn (5.7)
Finding weights and abscissas
To find weights and abscissas in Eq. 5.6, the following steps are performed:
1. Given m∗(k, 0) = 〈pk〉 for k = 0, · · · , 2Np−1, use PD algorithm (93) to find {wi, pi}
for i = 1, · · · , Np.
2. For each l = 1, · · · , 2Nq− 1, solve for 〈ql〉i by the linear algebra from the definition
of the moment
m∗(k, l) = 〈pkql〉 =
Np∑
i=1
wip
k
i 〈ql〉i for k = 0, · · · , Np − 1. (5.8)
To perform this step, first let A be the matrix composed of element wip
k
i on the
ith column and the kth row. For each l, the unknowns 〈ql〉i form the column ma-
trix x for i = 1, 2, ..., Np on the ith row. m
∗(k, l) form the column matrix B for
k = 0, 1, ..., Np − 1 on the kth row. Eq. 5.8 is then expressed as Ax = B and the
solution can easily be found x = A−1B.
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For example (l = 1, Np = 3),
m∗(k, l = 1) =
∑Np
i=1wip
k
i 〈q〉i


w1 w2 w3
w1p1 w2p2 w3p3
w1p
2
1 w2p
2
2 w3p
2
3




〈q〉1
〈q〉2
〈q〉3

 =


m∗(0, 1)
m∗(1, 1)
m∗(2, 1)


Solve for 〈q〉i:


〈q〉1
〈q〉2
〈q〉3

 =


w1 w2 w3
w1p1 w2p2 w3p3
w1p
2
1 w2p
2
2 w3p
2
3


−1 

m∗(0, 1)
m∗(1, 1)
m∗(2, 1)


Note that since 〈ql〉i is the conditional moment, 〈q0〉i = 1 for each i.
3. For each i, use PD Algorithm to invert 〈ql〉i for l = 0, · · · , 2Nq−1 to yield {wij, qij}.
The moments needed to solve the bivariate case are:
• The independent moments at step 1: m∗(k, 0) = 〈pk〉 for k = 0, · · · , 2Np − 1.
• The cross moments: m∗(k, l) = 〈pkql〉 for k = 0, · · · , Np − 1 and l = 0, ..., 2Nq − 1.
• The total number of independent moments needed is Np(2Nq + 1).
Table 5.1 lists the moments needed for a CQMOM case with Np = Nq = 3.
Verification
Constant aggregation kernel
The bivariate CQMOM was first tested with a constant aggregation kernel. The
closed moment-based PBE in Eq. 5.7 was solved with β(p, q; i, j) = β0 = 1 × 10−6m3/s.
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Table 5.1 Moment list for the CQMOM case Np = Nq = 3
m∗(0, 0) m∗(0, 1) m∗(0, 2) m∗(0, 3) m∗(0, 4) m∗(0, 5)
m∗(1, 0) m∗(1, 1) m∗(1, 2) m∗(1, 3) m∗(1, 4) m∗(1, 5)
m∗(2, 0) m∗(2, 1) m∗(2, 2) m∗(2, 3) m∗(2, 4) m∗(2, 5)
m∗(3, 0) ↓ ↓ ↓ ↓ ↓
m∗(4, 0) 〈q〉1 〈q2〉1 〈q3〉1 〈q4〉1 〈q5〉1 → {w1j , q1j}
m∗(5, 0) 〈q〉2 〈q2〉2 〈q3〉2 〈q4〉2 〈q5〉2 → {w2j , q2j}
↓ 〈q〉3 〈q2〉3 〈q3〉3 〈q4〉3 〈q5〉3 → {w3j , q3j}
{wi, pi}
The scaled time is τ = n0t. n0 = 0.931 × NAvo#/m3 with the Avogadro constant
NAvo = 6.022 × 1023. Both p and q particles are set to be mono-distributed initially
with n(1, 0) = 0.8n0 and n(0, 1) = 0.2n0, in correspondence to the initial moments
m∗(0, 0) = 1, m∗(1, 0) = m∗(2, 0) = m∗(3, 0) = m∗(4, 0) = m∗(5, 0) = 0.8 and m∗(0, 1) =
m∗(0, 2) = m∗(0, 3) = m∗(0, 4) = m∗(0, 5) = 0.2. The rest of initial moments are null.
The case was solved using CQMOM with Np = Nq = 3 and compared with fully resolved
PSD, where Eq.5.1 is solved with p = 0− 99 and q = 0− 99.
The comparison of independent p moments m∗(0, 0), m∗(1, 0), m∗(2, 0), m∗(3, 0),
m∗(4, 0) and m∗(5, 0) are plotted in Fig. 5.1(a) and that of the q moments m∗(0, 0),
m∗(0, 1), m∗(0, 2), m∗(0, 3), m∗(0, 4) and m∗(0, 5) are plotted in Fig. 5.1(b). The nor-
malized moments obtained from CQMOM are represented by the circles (◦) and the same
moments calculated from the fully resolved PSD by Eq. 5.2 are represented by the solid
lines (—). It has shown that CQMOM yields the same results as the exact solution and
successfully verified the constant kernel case.
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Figure 5.1 Normalized moment plots for constant aggregation kernel. Fully
resolved PSD: —, CQMOM: ◦.
Adaptive CQMOM
Adaptive nodes and alternation of variables
As mentioned in the Introduction, the major difference between DQMOM(85) and
CQMOM is tracking the primitive variables (weights and abscissas) and conserved vari-
ables (the moments). While tracking only the primitive variables in problems with com-
plicated kernels, they can be missing and yield unrealizable abscissas, which especially
increases the difficulty of implementing DQMOM in a CFD simulation. CQMOM, on the
other hand, can overcome this problem by tracking the conserved variables and obtaining
the weights and abscissas in an adaptive way:
1. At each time-step, the number of nodes (N∗p and N
∗
q ) can be different.
2. The choices of primary and conditional variables can alternate. This especially
applies when the number of nodes changes.
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When using CQMOM, a set of weights and abscissas are obtained at each time-step.
To ensure realizable abscissas, a check function can be applied to reduce the number of
nodes while detecting unrealizable abscissas or simply too small weights. This step keeps
the tracked variables in check and improves the stability of the solution.
The change of node number usually requires the switch of primary and conditional
variables. For the purpose of accuracy, the more dispersed variable (i.e. requiring more
nodes), is chosen to be primary and the other is therefore let to be conditional. In this
order of performing double inversions, we keep the minimum number of nodes required.
In the process of CQMOM with adaptive node number, we simply choose p to be the
primary variable and q to be the conditional at the time-steps N∗p ≥ N∗q and alternating
them while N∗q > N
∗
p .
Finding weights and abscissas
1. Given m∗(k, 0) = 〈pk〉 for k = 0, · · · , 2Np − 1, use PD algorithm to find {wi, pi}
for i = 1, · · · , Np. Check if pi is realizable (≥ 0 in our case) and wi is substantial
(wi > ǫ × m∗(0, 0), ǫ = 1 × 10−6 ∼ 1 × 10−3). Reduce the nodes until these
conditions are satisfied with the node number N∗p . Similarly, perform PD algorithm
and the check function on m∗(0, l) = 〈ql〉 for l = 0, · · · , 2Nq − 1 to get {wj, qj} for
j = 1, · · · , N∗q . Note Np and Nq are the fixed node numbers given in the beginning,
N∗p and N
∗
q are the adapted ones after the check function.
2. If N∗p ≥ N∗q , solve the linear algebra from the definition of the moment as de-
scribed in Sec. 5. For each l = 1, · · · , 2N∗q − 1.
m∗(k, l) = 〈pkql〉 =
N∗p∑
i=1
wip
k
i 〈ql〉i for k = 0, · · · , N∗p − 1. (5.9)
Let C be the matrix composed of element wip
k
i on the ith column and the
kth row. 〈ql〉i for i = 1, 2, · · · , N∗p construct the unknown column matrix x1.
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m(k, l) compose the column matrix D for k = 0, 1, · · · , N∗p −1 on the kth row.
We can therefore find x1 = C
−1D.
If N∗q > N
∗
p , solve the linear algebra in a similar way with alternation of variables.
For each k = 1, · · · , 2N∗p − 1,
m∗(k, l) = 〈pkql〉 =
N∗q∑
j=1
wjq
l
j〈pk〉j for l = 0, · · · , N∗q − 1. (5.10)
Let E be the matrix composed of element wjq
l
j on the jth column and the
lth row. 〈pk〉j for j = 1, 2, · · · , N∗q construct the unknown column matrix x2.
m(k, l) compose the column matrix F for l = 0, 1, · · · , N∗q − 1 on the lth row.
We can therefore find x2 = E
−1F.
3. Finally, apply the second PD algorithm inversion on the conditional variables.
If q is the conditional variable (N∗p ≥ N∗q ), for each i, find {wij, qij} from 〈ql〉i,
l = 0, · · · , 2N∗q − 1.
If p is the conditional variable (N∗q > N
∗
p ), for each j, find {wji, pji} from 〈pk〉j,
k = 0, · · · , 2N∗p − 1.
The moments needed for adaptive CQMOM are:
• Primary variablesm∗(k, 0) for k = 0, · · · , 2Np−1 andm∗(0, l) for l = 0, · · · , 2Nq−1.
• Conditional variablesm∗(k, l) for k = 0, · · · , N∗p−1, l = 1, · · · , 2N∗q−1, andm∗(k, l)
for l = 0, · · · , N∗q − 1, k = 1, · · · , 2N∗p − 1. Note since N∗p and N∗q variate at each
time-step, we track the moments with the fixed numbers Np, Nq since N
∗
p ≤ Np
and N∗q ≤ Nq.
• The total number of independent moments required are therefore (2Np+2Nq−1)+
[(Np − 1)× (2Nq − 1) + (Nq − 1)× (2Np − 1)− (Np − 1)× (Nq − 1)] = 3NpNq.
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Figure 5.2 Moments for adaptive CQMOM. Solid line: N∗p = 3, N
∗
q = 3.
Dash line: N∗p = 2, N
∗
q = 3.
Fig. 5.2 shows an example of required moment set for Np = Nq = 3. The moments
framed by the solid line are for the case N∗p = 3, N
∗
q = 3. The dash line frames the set of
moments needed for the case N∗p = 2, N
∗
q = 3.
Validation
Brownian aggregation kernel
The adaptive CQMOM is tested with the Brownian kernel:
β(p, q; i, j) = αβ0
(
1
r1
+
1
r2
)
(r1 + r2)
with r1 =
[
(pvp + qvq)
3
4πφ
]1/df
r2 =
[
(ivp + jvq)
3
4πφ
]1/df
(5.11)
where β0 = kBT/ηs (kB: Boltzmann constant, T : temperature and ηs: solvent vis-
cosity) and the sticking coefficient α = (p × i)0.5. The particle volume vp = 10 nm3
and vq = 100 nm
3. We assume a sphere packing case and thus the packing num-
ber φ = 0.74 and the fractal dimension df = 3. This case is solved by fully resolved
PSD, CQMOM with fixed node number and the adaptive CQMOM, both of which
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Figure 5.3 Normalized moment plots for FNP kernel. Fully resolved PSD:
—, CQMOM: △, Adaptive CQMOM: ◦. .
have Np = Nq = 3. In the initial condition, both p and q are mono-distributed
with n(1, 0) = n(0, 1) = 0.5n0, corresponding to the initial moments m
∗(0, 0) = 1,
m∗(1, 0) = m∗(2, 0) = m∗(3, 0) = m∗(4, 0) = m∗(5, 0) = 0.5 and m∗(0, 1) = m∗(0, 2) =
m∗(0, 3) = m∗(0, 4) = m∗(0, 5) = 0.5. The rest of initial moments are null. The scaled
time τ = n0β0t.
The results are compared in Fig. 5.3. The exact solution from fully resolved PSD
is represented by the solid line, the fixed CQMOM by the triangles and the adaptive
CQMOM by the circles. The independent moments for p in Fig. 5.3(a) have shown
very good agreement among these three methods. For the independent moments for q as
shown in Fig. 5.3(b), as both of the CQMOM approaches show satisfactory agreement
with the fully resolved results, at higher order of moments, the adaptive CQMOM has
predicted the exact solution more accurately.
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Application of CQMOM in Flash Nanoprecipitation
FNP aggregation kernel
CQMOM was originally proposed due to our special interest in simulating the FNP
process. The system comprises two types of aggregates, the amphiphilic di-block copoly-
mers (p) and the organic actives (q). A di-block copolymer is composed of NA hy-
drophobic and NB hydrophilic monomers. This process involves the hydrophilic block of
polymer sterically hindering further aggregation and thus stabilizing the particle while
aggregation number is large enough. In previous work, three major aggregation mech-
anisms were discussed and the aggregation kernels were derived accordingly. They are
simply discussed below and the formula of β are given. For detailed model description
and derivation, please refer to (48).
1. Free coupling: When only the unimers of copolymer and the organic clusters
(p = 0, 1 and q arbitrary) are concerned, the aggregation can occur freely without
having energy barriers to pass and thus the kernel is very similar to brownian ag-
gregation:
β(p, q; i, j) = 4πΘ(Dp,q +Di,j)(R
coll
p,q +R
coll
i,j ), (5.12)
where the diffusion rate Dp,q = kBT/(6πηsRp,q) and the diffusion radius Rp,q =
(qvc + pNAv)
νA + pNνBB v
1/3 with v is the average monomer size and vc the organic
molecule size. The collision radius Rcollp,q = (qvc + pNAv)
1/3.
Θ is the Heaviside function that works as a switch depending on whether the
nonsolvent-to-solvent ratio is high enough for particles to precipitate. In this work,
since we are only considering a batch mode, Θ is always set to 1.
2. Unimer insertion: When a unimer or a organic cluster is coupling with a big
micelle composite (p = 0, 1 vs. i ≥ 2, q and j arbitrary), comprising a core formed
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by organic and hydrophobic block and a corona formed by hydrophilic block. Since
the large micelle is protected by the hydrophilics, the unimer or the organic cluster
has to pass a higher energy barrier to reach the core. The aggregation kernel for
this case has a modification derived from a two-region diffusion zone model(48):
β ins(p, q; i, j) = 4πΘpA
ins
p,q;i,j(Dp,q +Di,j)D
∗
p,q;i,j×
(Rcollp,q +R
coll
i,j )(R
coll
p,q +R
coll
i,j +R
cor
i )
D∗p,q;i,j(R
coll
p,q +R
coll
i,j ) + (Dp,q +Di,j)R
cor
i
, (5.13)
where the efficiency factor Ains = exp
(−α(q, j)i1/2p) with constant α ranging
10−1 ∼ 100. The diffusion in corona D∗p,q;i,j = Dp,q (cp/ccor/i,j) with cp the ini-
tial polymer concentration and ccor the corona polymer concentration. Rcori is the
corona radias = NνBB i
(1−νB)/2v1/3. νB is the Flory exponent for hydrophilic block.
3. Large aggregate fusion: When two large micelle composites are merging (p ≥
2 vs. i ≥ 2) , it involves complex disentanglement and rearrangement of the
hydrophilic chains and thus has the highest energy barrier to pass among these
three aggregation cases. The two-region diffusion zone model is again applied to
yield the kernel for fusion:
βfus(p, q; i, j) = 4πΘpA
fus
p,q;i,j(Dp,q +Di,j)D
fus
p,q;i,j×
(Rcollp,q +R
coll
i,j )(R
coll
p,q +R
cor
p +R
coll
i,j +R
cor
i )
Dfusp,q;i,j(R
coll
p,q +R
coll
i,j ) + (Dp,q +Di,j)(R
cor
p +R
cor
i )
. (5.14)
The efficiency factor Afus = exp
(−α(q, j)max(p1/2, i1/2)min(p, i)). The diffusion
for fusion Dfusp,q;i,j = (kBT/ηsNp,q;i,jχp,q;i,j)(R
cor
p +R
cor
i )
2/(Lp,q;i,j)
2, where the num-
ber of primitive steps in a corona tube Np,q;i,j = NB/(χp,q;i,j/v
1/3)5/3, the primitive
step length of the tube χp,q;i,j = v
1/3/(ccorp,qv + c
cor
i,j v)
3/4, and the contour length of
corona tube Lp,q;i,j = (R
cor
p +R
cor
i )
2/χp,q;i,j.
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Figure 5.4 Normalized moment plots for FNP kernel. Fully resolved PSD:
—, CQMOM: ◦.
Mono-distributed case
To validate CQMOM in solving FNP aggregation cases, we again compare this method
with the fully resolved PSD. The general parameters are listed in Table 5.2. The ini-
tial concentrations are n(1, 0) = n(0, 1) = 0.5n0, corresponding to the initial moments
m∗(0, 0) = 1, m∗(k, 0) = 0.5 for k = 1, · · · , 2Np − 1 (Np = 3), m∗(0, l) = 0.5 for
l = 1, · · · , 2Nq − 1(Nq = 3). The scaled time τ = n0(kBT/ηs)t.
The aggregation kernel β(p, q; i, j) for FNP has different formula based the aggregation
numbers of the polymer (p and i). However, when applying CQMOM, the abscissas are
continuous and thus we set such criteria for choosing the aggregation cases:
1. The aggregation process of 0 ≤ p < 2 vs. 0 ≤ i < 2 is considered free coupling.
2. The aggregation process of 0 ≤ p < 2 vs. i ≥ 2 or p ≥ 2 vs. 0 ≤ i < 2 is considered
unimer insertion.
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3. The coupling process of p ≥ 2 vs. i ≥ 2 is considered large aggregate fusion.
Table 5.2 Parameters used in CQMOM validation for FNP.
Parameter Value Units
ηs 0.0021 kg/m·s
v 1× 10−28 m3
vc 9.16× 10−28 m3
α 1 -
n0 1.50×NAvo #/m3
kB 1.38× 10−23 m2·kg·s−2K−1
T 298 K
NA 10 #
NB 68 #
NAvo 6.022× 1023 #
The results are plotted in Fig. 5.4. CQMOM has very good agreement with the
exact solution. FNP features rapid aggregate coupling in the early stage and stabilized
particles in the later process, resulting in two distinct slopes in the log-log plot. At the
early and transitional stage, the free coupling and unimer insertion dominates and the
time-step is small compared to the later stage, where the fusion mechanism dominates and
the aggregation slows down. CQMOM has accurately predict the transition, where the
aggregation mechanisms are complex (i.e. combination of free coupling, unimer insertion
and aggregate fusion).
Poly-distributed case
The major challenge of developing a numerical method for solving FNP is its complex
aggregation kernel. To test if CQMOM remains reliable on more complicated problems,
a poly-distributed case was studied using fully resolved PSD, CQMOM with fixed node
number and adaptive CQMOM, Np = Nq = 3. The parameters used are the same as
the monodistributed case as listed in Table 5.2. The initial concentration of organic
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Figure 5.5 Normalized moment plots for FNP kernel with polydispersed
initial concentration. Fully resolved PSD: —, CQMOM with
fixed node number: △, adaptive CQMOM: ◦.
molecules n(0, 1) = 0.5n0, the polymer unimers n(1, 0) = 0.25n0 and the pentamers
n(5, 0) = 0.25n0. The corresponding initial moments are m
∗(0, 0) = 1, m∗(0, 1) =
m∗(0, 2) = m∗(0, 3) = m∗(0, 4) = m∗(0, 5), m∗(1, 0) = 1.5, m∗(2, 0) = 6.5, m∗(3, 0) =
31.5, m∗(4, 0) = 156.5, and m∗(5, 0) = 781.5. The rest of moments are null at t = 0.
The moments are plotted in Fig. 5.5 for comparison. The exact solution from fully
resolved PSD is represented by the solid line, the fixed CQMOM by triangle symbols and
the adaptive CQMOM by the circles. Both of the CQMOM approaches have successfully
predicted the exact solution for the independent moments p as shown in Fig. 5.5(a). For
the independent moments q as shown in Fig. 5.5(b), both methods have yielded accurate
predictions at lower order. The adaptive CQMOM has slightly better performance at
the transitions for the higher order moments. In general, both CQMOM and adaptive
CQMOM have very satisfactory agreements with the fully resolved PSD for the poly-
distributed case.
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The efficiency of CQMOM is shown in Table 5.3, where the CPU times are compared
for each case. It has shown that by using CQMOM, the CPU time can be saved as much
as 99%. It is also worth noting that while CQMOM(adaptive) consumes close amount of
time as the fixed method for the mono-distributed FNP, it takes 250% of the CPU time
of the fixed method in the poly-distributed case.
Table 5.3 CPU times for the fixed CQMOM, the adaptive CQMOM, and
fully resolved (unit: ms)
CQMOM(fixed) CQMOM(adaptive) Fully resolved
constant 170 600 149,730
Brownian 2,920 3,710 6,210,000
FNP (mono) 8,610 8,530 180,960,000
FNP (poly) 5,100 13,140 210,730,000
Conclusion
We have developed a numerical method (CQMOM) that is a reliable solution of
bivariate PBE. The major idea is the bivariate PDF can be written in terms of a PDF
for the primary variable combined with a conditional PDF. The moment PBE is closed
by the quadrature, where the weights and abscissas are found by performing double
PD algorithm inversions. In general, CQMOM can significantly reduce the number of
equations. For a case with Np = Nq = 3, which has proven enough to yield accurate
predictions, the number of independent moments need solving is Np × (2Nq + 1) = 21.
Compared to the fully resolved case 100 × 100 = 10, 000, CQMOM is very efficient and
has made it possible to solve the computational prohibitive problems (such as coupling
a CFD simulation).
CQMOM has the advantage of flexibility in node numbers. For each time-step, a
specific set of moments can be selected to yield realizable abscissas and the primary
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and conditional variables can be switched according to the node needs. When applying
CQMOM with the adaptive nodes, the number of independent moments increases to
3NpNq = 27 (same as the DQMOM approach(85)) , and yet provides better predictions
in cases with more complex aggregation kernels.
The choice of CQMOM with fixed or adaptive node number needs to be determined
on a case-by-case basis. The adaptive method is more accurate especially for complex
aggregation kernels, and the fixed CQMOM is faster since it requires less moments and no
check function. In general, both methods are very accurate in lower orders of moments.
That is, if we are only interested in statistical information such as the aggregation number
mean (〈p〉 = m(1, 0)/m(0, 0)) and variance (σ2 = m(2, 0)/m(0, 0)− 〈p〉2), the fixed node
number method is satisfactory. However, if we demand accuracy of the higher order
moments in complex cases, or simply the fixed node number method yields unrealizable
results, the adaptive CQMOM is preferable.
In general, CQMOM have proven reliable in solving bivariate PBE’s with both simple
and complex aggregation kernels. The success in validating CQMOM has shown promise
in implementation of the FNP model in a CFD code(94). This is a crucial step to develop
comprehensive models for reactions that are highly mixing-sensitive and require coupling
with a flow solver.
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6. KINETIC MODELING OF NANOPRECIPITATION
USING CFD COUPLED WITH A POPULATION BALANCE
A paper published in Industrial & Engineering Chemistry Research1
Janine Chungyin Cheng2 3 and Rodney O. Fox2 4
Abstract
A model study has been conducted for Flash Nanoprecipitation(FNP)) – a novel
approach to produce functional nanoparticles. A population balance equation with the
FNP kinetics has been integrated into a computational fluid dynamics (CFD) simulation
of a custom-designed microscale multi-inlet vortex reactor (MIVR) to yield conditions
comparable to the real experimental settings. In coping with the complicated aggregation
model in the CFD code, a new numerical approach, conditional quadrature method of
moments (CQMOM), has been proposed, which is capable of solving the multivariate
system efficiently and accurately. It is shown that the FNP process is highly influenced
by mixing effects in the microreactor and thus coupling CFD with the kinetics model is
essential in obtaining valid comparisons with experiments.
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Figure 6.1 Illustration of FNP process in MIVR. Drug and polymer are
dissolved in solvent and mixed with non-solvent to precipitate
the particles. Protected nanoparticles are obtained after the
stabilization by copolymer self-assembly.
Introduction
Functional nanoparticles are becoming increasingly important in the development of
materials for dyes(7), cosmetics (8), pharmaceuticals (9), and numerous other applica-
tions (12), resulting in great interest in the techniques controlling the stability and size
range in their production. For example, studies have shown that colloidal drug carriers
such as liposomal and micellar dispersions consisting of particles 50–400 nm in diameter
have great promise in formulating anti-cancer therapeutics, which can selectively target
the tumor (15).
The Flash Nanoprecipitation (FNP) process – a novel technique to produce func-
tional nanoparticles stabilized by amphiphilic copolymer directed assembly – is able to
produce particles in the optimal size range. In addition, the nanoparticles encapsulated
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by copolymer also make it possible to afford long circulations. The ligand-decorated
immunoliposomes capable of evading the reticuloendothelial system (RES) can be de-
veloped using hydrophilic polymers (polyethylene glycol, PEG) stabilization to prevent
adsorption of components of the immune system and increase the binding and circulation
time (16). During the FNP process, the drug and copolymer are dissolved in the solvent
and injected into a customized mixing device. The solvent is mixed with a non-solvent
to create supersaturation and therefore precipitate the particles, where the hydrophobic
block of copolymers attaches to the organic aggregates and the hydrophilic block remains
in the solvent stabilizing the particle by preventing further aggregation (17). The FNP
process employs rapid mixing of the solvent and non-solvent in a microreactor to create
high supersaturation to start precipitation (see Figure 6.1). The mixing is assumed to be
uncoupled from the particle aggregation process to attain homogeneous kinetics for the
precipitation, which is a crucial operation point for obtaining particles within a narrow
size range.
Mixing in different microreactors, such as confined impinging jets (CIJ) and multi-
inlet vortex reactors (MIVR), has been investigated both experimentally and through
simulations (18; 24). An MIVR is comprised of a round mixing (reacting) chamber and
four injectors arranged in directions allowing vortex turbulent flow and it is especially of
interest in terms of its flexibility as it does not require equal inlet momenta, unlike the
CIJ. To investigate the mixing process in the MIVR, a computational fluids dynamics
(CFD) model was developed to predict and compare with the experimental data. The
characteristic mixing times were measured by applying a parallel reaction system, which
employs two competitive reactions (acid-base reaction and DMP hydrolysis) as ‘chemical
rulers’, where the mixing effects can be evaluated by the conversion of DMP (19). In this
simulation work, the two-environment DQMOM-IEM model was applied to solve for the
mixture fraction and reaction progress variables. The comparison of the concentration
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of DMP showed good agreement between the simulations and experiments and therefore
successfully validated the scalar mixing model (24).
To describe the particle formation and size distribution as functions of mixing time
and physical properties of inlet streams in the FNP process, a competitive aggregation
model has been developed (48). Using this model, knowledge of particle properties can be
obtained by solving a bivariate population balance equation (PBE). In this kinetic model,
the PBE represents an aggregate containing the organic actives and the di-block copoly-
mer. In the FNP process, nanoparticle aggregation is arrested by copolymer assembly
on the particle surface. Thus, conceptually, as the aggregation number of copolymer
increases, the overall aggregation process slows down and the nanoparticle is stabilized.
However, because the main aggregation processes occur very rapidly once the non-solvent
is introduced into the system, the overall kinetics are strongly coupled to the fluid mixing
process, and thus the PBE implemented in a CFD simulation is required for accurate
prediction
For solving the PBE, due to the large number of equations, moment methods(95)
have been applied and shown to be reliable for implementing in a CFD code. For exam-
ple, the quadrature method of moments (QMOM) has proven to be an efficient numerical
approach for dealing with the closure problem(91; 97). QMOM is efficient in monovariate
cases, but becomes too complex for multivariate cases. The direct quadrature method
of moments (DQMOM) was proposed based on the idea of tracking directly the vari-
ables in the quadrature approximation(85). However, for treating accurately a complex
aggregation process such as FNP, tracking the primitive variables can yield unrealizable
abscissas. To overcome this difficulty, the conditional quadrature methods of moments
(CQMOM) has been formulated to track conservative variables (moments) in a highly
adaptive way in bivariate or multivariate applications.
Our goal in this work is to establish a computational model for the complete FNP
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process in order to have a comprehensive understanding of the process and therefore
optimize its operation. This is mainly carried out in two directions: (1) a CFD study
of the microreactor and (2) a model study for aggregation kinetics. The CFD study on
the microreactor reveals information that experiments do not easily show, which helps
predict the effect of mixing on the reactions and evaluate the FNP process in an efficient
way. In our case, CFD can especially help in providing details of the solvent mixing,
which is the key component of the FNP process. The aggregation model study examines
operating parameters, such as polymer concentration and chain length, as well as predicts
the product size and drug loading. By integrating the kinetics model into the CFD code,
the actual FNP process can be simulated.
Comprehensive Model for FNP Process
CFD model
In order to build a comprehensive model for the FNP process, the first step is to
construct a reliable CFD model for microreactors. In previous work,(37) micro-PIV data
have been used to evaluate the accuracy of using existing CFD models in simulating the
flow within the MIVR. Laminar simulations were performed for low-Reynolds-number
cases, and large-eddy simulations (LES) using the Smagorinsky-Lilly subgrid model(21;
22) were performed for the higher-Reynolds-number cases.
In this work, the MIVR is meshed into 949,521 cells containing 2,740,800 faces using
blockMesh, a distribution in open source software OpenFOAM(98). The flow field is
solved using simpleFoam (using SIMPLE pressure correction) and the turbulence field is
modeled by a k-ǫ model with wall function. The LES results(37) are used to validate the
accuracy of the k-ǫ model results for the turbulence fields. Please refer elsewhere(99) for
details.
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Scalar mixing model
Model Equations
In the FNP process, the precipitation occurs after the solvent is mixed with non-
solvent and thus the mixing rate can be crucial in determining the aggregation since
the compounds have different solubility. In this work, the mixing effects were ex-
amined by applying the two-environment composition PDF equation using the direct-
quadrature-method-of-moments (DQMOM) (32). The micromixing term is closed with
the interaction-by-exchange-with-the-mean (IEM) model (32; 31).
The DQMOMmodel is applied to generate the transport equations for the probability
p(t) and the mean scalar 〈φ〉n(t) of a presumed PDF, which has the form:
fφ(Ψ;x, t) =
Ne∑
n=1
pn(x, t)
Ns∏
α=1
δ[ψα − 〈φα〉n(x, t)], (6.1)
where fφ is the PDF of scalar φ, Ne is the number of environments, and Ns is the number
of species. For a homogeneous flow, the model equations for the probability p(t) and the
scalar 〈φ〉n(t) are given by
dp
dt
= γG (6.2)
and
d〈s〉n
dt
= γM(n) + pnS(〈φ〉n), (6.3)
where 〈s〉n = pn〈φ〉n is the probability-weighted mean scalars in the nth environment,
γG is the rate of change of pn due to micromixing, and γM is the micromixing term for
〈s〉.
By inserting the presumed PDF (Eq. 6.1) into a closed joint composition PDF trans-
port equation with the IEM mixing model, the DQMOM approach can generate the
correction terms for Eqs. 6.2 and 6.3. The governing equations for a two-environment
DQMOM-IEM model are
∂p
∂t
+∇ · (〈U〉p) = ∇ · (ΓTp), (6.4)
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∂〈s〉1
∂t
+∇ · (〈U〉〈s〉1) = ∇ · (ΓT〈s〉1) + γ(p2〈s〉1 − p1〈s〉2) + p1S(〈φ〉1) (6.5)
and
∂〈s〉2
∂t
+∇ · (〈U〉〈s〉2) = ∇ · (ΓT〈s〉2) + γ(p1〈s〉2 − p2〈s〉1) + p2S(〈φ〉2). (6.6)
The micromixing rate γ is modeled by
γ =
Cφ
2
ε
k
(6.7)
where the mixing parameter Cφ is the nominal value of the mechanical-to-scalar time-scale
ratio. Generally, Cφ ≈ 2 for high-Reynolds-number flow. For lower-Reynolds-number
flow, Cφ is described as a function of local Reynolds number(32).
In this work, the probabilities (p1 and p2), the mixture fraction variables (ξ1 and ξ2)
and the moments are solved as scalars. ξ1(t = 0) is defined as 0 and ξ2(t = 0) is defined
as 1. In the solvent, p1(t = 0) = 1 and in the non-solvent, p2(t = 0) = 1. The governing
equations for ξ are
∂p1ξ1
∂t
+∇ · (〈U〉p1ξ1) = ∇ · [ΓT∇(p1ξ1)] + γp1p2(ξ2 − ξ1) (6.8)
and
∂p2ξ2
∂t
+∇ · (〈U〉p2ξ2) = ∇ · [ΓT∇(p2ξ2)] + γp1p2(ξ2 − ξ1). (6.9)
These equations are solved with Eq. 6.4 to investigate scalar mixing.
Validation
The scalar mixing model has been applied to a parallel-reaction system(19) in MIVR
to examine the mixing performance of the reactor. This system comprises two competitive
reactions. The fast reaction is the neutralization of sodium hydroxide with a second-order
rate constant k1 = 1.4× 108m3/mol · s
OH−(B) + H+(A)→ H2O. (6.10)
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The slow reaction is the acid catalyzed hydrolysis of 2,2-dimenthoxypropane (DMP) with
rate constant k2 = 0.63m
3/mol · s:
CH3C(OCH3)2CH3(D) + H
+(A)(+H2O)→ CH3COCH3 + 2CH3OH+H+. (6.11)
The reagents are injected into MIVR with a feed ratio A:B:D=1:1.05:1. Two inlets
have streams containing A and the others have those containing B+D. Since k1 ≫ k2, if
the mixing is fast that provides a homogeneous condition where A:B:D remains its initial
feed ration, B will be depleted and D unreacted. On the other hand, D is consumed if B
is locally absent due to poor mixing. The mixing effects are measured by the conversion
of D
XD = 1− CD
CD0
, (6.12)
where CD is the concentration of D from the outlet and CD0 is the concentration of D at
complete mix but before reaction.
In the CFD simulation, in addition to the mixing scalars (ξ1, ξ2), the reaction-progress
variables (Y1, Y2) are solved to describe the progress of slow reaction. Note that since
the fast reaction happens instantaneously, it is described simply by the mixture fractions
instead of being solved computationally. The transport equations for Y1, Y2 are
∂p1Y1
∂t
+∇ · (〈U〉p1Y1) = ∇ · [ΓT∇(p1Y1)] + γp1p2(Y2 − Y1) + S∞(ξ1, Y1) (6.13)
and
∂p2Y2
∂t
+∇ · (〈U〉p2Y2) = ∇ · [ΓT∇(p2Y2)] + γp1p2(Y1 − Y2) + S∞(ξ2, Y2), (6.14)
where S∞ is the chemical source term for the slow reaction for the case k1 →∞ compares
to k2,
S∞(ξe, Ye) =A0k2
(
1− ξe
ξs1
)(
ξe
ξs2
− Ye
)
e : environment 1 or 2
if 0 ≤ ξe ≤ ξs1 and 0 ≤ Ye ≤ ξe/ξs2,
(6.15)
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Figure 6.2 Conversion of D vs. Rej.
where ξs1 = A0/(A0 + B0) and ξs2 = A0/(A0 + D0). A0,B0,D0 are the concentrations
before mixing. After solving Eqs. 6.4, 6.8, 6.9, 6.13 and 6.14, CD can be found using the
mixture fraction and reaction progress variables:
CD = D0(ξ − ξs2Y ), (6.16)
XD can then be calculated from
XD = 1−
∫ 〈CD〉〈U〉 · ~n dSout
QD0ξ
(6.17)
where Q is the volumetric flow rate at the outlet and ~n is the unit vector in outflow
direction.
In this work, the simulation is carried out using open source CFD code OpenFOAM.
The XD results have been compared with previous work (24) using commercial CFD code
Fluent and experiments as shown in Figure 6.2. The results have good agreement over
the entire operation range in experiments, proving the DQMOM-IEM a reliable scalar
mixing model.
Kinetic model
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Figure 6.3 Solubility diagram for FNP process. The straight solid line con-
necting the solvent (0, 1) and the non-solvent (1, 0) is the mixing
line. The solubility curves for organic and block copolymer are
shown by dashed curves, to the right of which the species are
insoluble. The value of the mixture fraction after complete mix-
ing is ξmix. During the mixing process, the organic becomes
insoluble first at ξo, followed by the block copolymer at ξp.
In the FNP process, the organic species and the block copolymer are initially dissolved
in a good solvent in either a pre-mixed or in separate feed streams. This solution is then
rapidly mixed in a few milliseconds with the non-solvent in a multi-inlet vortex reactor
to induce precipitation of the organic species and micellization of the block copolymer.
A solubility diagram for the FNP process is shown in Figure 6.3 based on experimental
measurements in a β-carotene and PEG-b-PS system. In order to quantify the solubility,
we introduce the mixture fraction ξ, which has value ξ = 0 in the solvent and ξ = 1 in
the non-solvent. Intermediate values of ξ correspond to the mole fraction of non-solvent
in the mixture, and ξmix is the value of the mixture fraction in the final mixture. Let ξo
and ξp be the solubility limits of the organic and block copolymer, respectively. In the
FNP process, ξo and ξp are chosen to be less than ξmix, and hence the organic and block
copolymer precipitate together from the final mixture.
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It is important to note that the initial precipitation process, which we model as Brown-
ian aggregation,(48) occurs on much faster time scales than the mixing process (τagg ∼ 10
ns while τmix ∼ 1 ms). Hence, the initial organic nanoparticle formation kinetics will be
mixing limited. However, as the nanoparticles grow in mass and are diluted by mixing,
their number concentration decreases rapidly and the kinetics of the aggregation pro-
cess, which is second order in the number concentration, becomes substantially slower.
Furthermore, the presence of the hydrophilic block in the co-precipitated nanoparticles
creates a stearic hindrance to aggregation that further slows the aggregation kinetics.
Eventually, the combined effects of dilution and stearic hindrance effectively stops the
aggregation process, and thus the properties of the protected nanoparticles will be deter-
mined by the kinetics of the mixing-limited aggregation process. The overall competition
aggregation process is described by a PBE.
Population balance equation
A bivariate PBE has been implemented for the FNP process to describe the aggre-
gation phenomena. In this bivariate system, a composite nanoparticle is denoted as
Cp,q containing p polymer chains and q organic molecules. The number density function
np,q represents the number of Cp,q per unit volume. Due to the nature of FNP process,
breakage rarely occurs and thus is omitted in our system, The PBE of np,q is given by:
dn(p, q)
dt
=
1
2
p∑
i=0
q∑
j=0
β(i, j; p− i, q − j; ξ)n(i, j)n(p− i, q − j)
− n(p, q)
∞∑
i=0
∞∑
j=0
β(p, q; i, j; ξ)n(i, j), (6.18)
where β(p, q; i, j; ξ) is the kernel describing aggregation between Cp,q and Ci,j.
In previous work (48), an aggregation model for FNP has been proposed to establish
a PBE kernel that can accurately predict the coupling mechanisms between two different
kinds of particles. Three major aggregation mechanisms were considered:
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1. Free coupling: In the initial stage of aggregation, pure organic aggregates and/or
unimer aggregates can freely aggregate (i.e., there is no energy barrier) to form
pure organic aggregates, unimer aggregates, or dimer aggregates.
2. Unimer insertion: When aggregation progresses, larger composite particles are
formed. They have the structure of a core formed by organic solutes and hydropho-
bic blocks, and a corona region formed by hydrophilic polymer blocks. Since the
hydrophilic block repels other active aggregates, polymer unimer or pure organic
clusters need to pass an energy barrier in the corona to reach the core before merg-
ing with the large aggregate.
3. Aggregate fusion: Fusion of two large aggregates requires rearrangement and dis-
entanglement of the hydrophilic-block chains (i.e., there is a substantial energy
barrier).
Note that the kernel β(p, q; i, j; ξ) is a function of the aggregate numbers and the solution
composition.(48) When solving the PBE, the aggregation mechanisms are determined
based on size of the aggregates (p, q, i, j) and the kernel is activated if the mixture fraction
ξ reaches a desired solvent/non-solvent ratio. β(p, q; i, j; ξ) for the above three cases are
listed in Table 6.1. For the detailed model equations and discussion, please refer to
the previous model study(48). In solving the PBE, one difficulty is the computational
expense, especially when the PBE is implemented in a CFD code (i.e., when solving a
general FNP case, p usually ranges from 20–50 and q from 50–300, resulting in 50×300 =
15, 000 equations to solve).
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Table 6.1 Aggregation kernel β in competitive aggregation
β(p, q; i, j) Case Conditions Formula
free coupling p = 0, 1 4πΘ(Dp,q +Di,j)(R
coll
p,q +R
coll
i,j )
i = 0, 1
Θ: Heaviside function of ξo or ξp
Dp,q: Diffusion rate = kBT/(6πηsRp,q)
Rp,q: Diffusion radius = (qvc + pNAv)
νA + pNνBB v
1/3
Rcollp,q : Collision radius = (qvc + pNAv)
1/3
insertion p = 0, 1 4πΘAinsp,q;i,j(Dp,q +Di,j)D
∗
p,q;i,j
(Rcollp,q +R
coll
i,j )(R
coll
p,q +R
coll
i,j +R
cor
i )
D∗p,q;i,j(R
coll
p,q +R
coll
i,j )+(Dp,q+Di,j)R
cor
i
i ≥ 2
Ains: Efficiency factor = exp
(−α(q, j)i1/2p), α: constant
D∗p,q;i,j : Diffusion in corona = Dp,q
(
cp/c
cor
i,j
)3/2
Rcori : Corona radius = N
νB
B i
(1−νB)/2v1/3
fusion p ≥ 2 4πΘAfusp,q;i,j
(Dp,q+Di,j)D
fus
p,q;i,j(R
coll
p,q +R
coll
i,j )(R
coll
p,q +R
cor
p +R
coll
i,j +R
cor
i )
Dfusp,q;i,j(R
coll
p,q +R
coll
i,j )+(Dp,q+Di,j)(R
cor
p +R
cor
i )
q ≥ 2
Afus: Efficiency factor = exp
(−α(q, j)max(p1/2, i1/2)min(p, i))
Dfusp,q;i,j : Diffusion for fusion = (kBT/ηsNp,q;i,jχp,q;i,j)(R
cor
p +R
cor
i )
2/(Lp,q;i,j)
2
Np,q;i,j : Number of primitive steps in a corona tube = NB/(χp,q;i,j/v
1/3)5/3
χp,q;i,j : Primitive step length of corona tube = v
1/3/(ccorp,qv + c
cor
i,j v)
3/4
Lp,q;i,j : Contour length of corona tube = (R
cor
p +R
cor
i )
2/χp,q;i,j
Parameters kB: Boltzmann constant
T : Temperature
ηs: Solvent viscosity
vc: Unit volume of organic molecule
v: Unit volume of polymer monomer
NA, NB: Unit number of monomers in A-block or B-block
νA, νB : Flory exponent
cp: Initial polymer concentration
ccor: Corona polymer concentration
To make solving the PBE computationally tractable, as well to make its implemen-
tation in a CFD simulation of an MIVR possible, a conditional quadrature method of
moments (CQMOM) has been proposed. CQMOM is similar to the quadrature method
of moment (QMOM) (91; 54) in the sense of obtaining N sets of weights and abscissas to
represent the moments. N -point accuracy requires inversion of 2N moments. Typically,
N = 3 is enough to provide accurate predictions. QMOM has been applied to PBE
systems and with prove accuracy and efficiency in univariate problems(92). However, in
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our bivariate system, QMOM can only reduce the equation number in one direction.(48)
(usually q is chosen to be solved with moment methods since it has a larger range), which
makes it easier to solve the ODEs but still difficult to couple with a CFD flow solver.
CQMOM, on the other hand, keeps the accuracy of QMOM while extending the moment
solution to multivariate cases. The idea of CQMOM is to find weights and abscissas of
the second variable conditioned on each set of weights and abscissas of the first variable.
In our FNP case, we can first find a set of weights and abscissas in the p direction (ob-
taining wi and pi), and for each wi and pi, find wij and qij in the q direction to construct
the moment-based PBE. This process is described below.
First, apply a moment transformation to the PBE in Eq. 6.18. The moment of kth
order in p and lth order in q is defined by
m(k, l) = 〈pkql〉 =
∞∑
p=0
∞∑
q=0
pkqln(p, q). (6.19)
The equation for the moments can then be derived as
dm(k, l)
dt
=
1
2
∞∑
i=0
∞∑
j=0
∞∑
m=0
∞∑
n=0
[(m+i)k(n+j)l−mknl−ikjl]β(i, j;m,n; ξ)n(i, j)n(m,n),
(6.20)
and can be written in continuous form as
dm(k, l)
dt
=
1
2
∫ ∞
0
∫ ∞
0
∫ ∞
0
∫ ∞
0
[(p+ q)k(p′ + q′)l − pkql − p′kq′l]
β(p, q; p′, q′; ξ)f(p, q)f(p′, q′)dpdqdp′dq′. (6.21)
Next, the bivariate number density function can be written in conditional form:
f(p, q) = f(p)f(q|p) =
Np∑
i=1
Nq∑
j=1
wiwijδ(p− pi)δ(q − qij) (6.22)
where f(q|p) is the conditional PDF of q given p. In CQMOM, the variable requiring
more nodes is chosen to be the independent variable and the one requiring less nodes is
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chosen to be the conditional variable. In our case, both p and q need three nodes to be
accurate, and thus the choices of independent and conditional variables can be switched
without affecting the results. Inserting the quadrature form of conditional PDF Eq. 6.22,
Eq. 6.21 can be closed in terms of the weights and abscissas:
dm(k, l)
dt
=
1
2
Np∑
i=1
Nq∑
j=1
Np∑
m=1
Nq∑
n=1
[(pi + qij)
k(pm + qmn)
l − pki qlij − pkmqlmn]
β(pi, qij; pm, qmn; ξ)wiwijwmwmn. (6.23)
To find the weights and abscissas in Eq. 6.22, the following steps are performed:
1. Given m(k, 0) = 〈pk〉 for k = 0, · · · , 2Np− 1, use the PD algorithm to find {wi, pi}
for i = 1, · · · , Np.
2. For each l = 1, · · · , 2Nq − 1, solve for 〈ql〉i using a linear system derived from
m(k, l) = 〈pkql〉 = ∑Npi=1wipki 〈ql〉i for k = 0, · · · , Np − 1. For example for l = 1,
m(k, 1) =
∑Np
i=1wip
k
i 〈q〉i generates the linear system:

w1 w2 w3
w1p1 w2p2 w3p3
w1p
2
1 w2p
2
2 w3p
2
3




〈q〉1
〈q〉2
〈q〉3

 =


m(0, 1)
m(1, 1)
m(2, 1)

 ,
which is solved to find 〈q〉i:

〈q〉1
〈q〉2
〈q〉3

 =


w1 w2 w3
w1p1 w2p2 w3p3
w1p
2
1 w2p
2
2 w3p
2
3


−1 

m(0, 1)
m(1, 1)
m(2, 1)

 .
Note that since 〈ql〉i is the conditional moment, 〈q0〉i = 1 for each i.
3. For each i, use the PD algorithm to invert the moments 〈ql〉i for l = 0, · · · , 2Nq−1
to find {wij, qij}.
The moments needed to solve this bivariate-CQMOM case are given in Table 6.2 for
Np = Nq = 3.
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Table 6.2 Moment list for bivariate-CQMOM case with Np = Nq = 3
m(0,0) m(0,1) m(0,2) m(0,3) m(0,4) m(0,5)
m(1,0) m(1,1) m(1,2) m(1,3) m(1,4) m(1,5)
m(2,0) m(2,1) m(2,2) m(2,3) m(2,4) m(2,5)
m(3,0) ↓ ↓ ↓ ↓ ↓
m(4,0) 〈q〉1 〈q2〉1 〈q3〉1 〈q4〉1 〈q5〉1 → {w1j , q1j}
m(5,0) 〈q〉2 〈q2〉2 〈q3〉2 〈q4〉2 〈q5〉2 → {w2j , q2j}
↓ 〈q〉3 〈q2〉3 〈q3〉3 〈q4〉3 〈q5〉3 → {w3j , q3j}
{wi, pi}
The conditional moment 〈q0〉i = 1 for each i.
When applying N=3-point QMOM to the p × q = 50 × 300 = 15, 000 case in the q
direction, the number of ODEs reduces to p × (2N) = 50 × (2 × 3) = 300. When the
second inversion is applied, 3-point-by-3-point CQMOM further reduces the number of
ODEs to 2 × Np + Np × (2Nq − 1) = 21, which makes it possible to couple the FNP
aggregation model with the CFD simulations.
The moment equation are implemented in the two-environment mixing model in the
CFD simulation. The governing equations for the moments of kth order for p and lth
order for q (m(k, l)) in environments 1 and 2 are modified from Eq. 6.23:
∂p1m(k, l)1
∂t
+∇ · (〈U〉p1m(k, l)1) = ∇ · [ΓT∇(p1m(k, l)1)] + γp1p2(m(k, l)2 −m(k, l)1)
+
1
2
p1
Np∑
i=1
Nq∑
j=1
Np∑
m=1
Nq∑
n=1
[(pi,1 + qij,1)
k(pm,1 + qmn,1)
l − pki,1qlij,1 − pkm,1qlmn,1]
β(pi,1, qij,1; pm,1, qmn,1; ξ1)wi,1wij,1wm,1wmn,1 (6.24)
and
∂p2m(k, l)2
∂t
+∇ · (〈U〉p2m(k, l)2) = ∇ · [ΓT∇(p2m(k, l)2)] + γp1p2(m(k, l)1 −m(k, l)2)
+
1
2
p2
Np∑
i=1
Nq∑
j=1
Np∑
m=1
Nq∑
n=1
[(pi,2 + qij,2)
k(pm,2 + qmn,2)
l − pki,2qlij,2 − pkm,2qlmn,2]
β(pi,2, qij,2; pm,2, qmn,2; ξ2)wi,2wij,2wm,2wmn,2. (6.25)
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Note that β(i, j; p, q; ξ) is a function of the mixture fraction ξ that the last two terms
in Eqs. 6.24 and 6.25 are only turned on when the non-solvent/solvent ratio reaches a
certain value depending on the solubility of the compounds. By solving Eqs. 6.8–6.25,
the mixing-sensitive problem can be resolved, which accounts for a realistic setting in
experimental operations.
Simulation setup
The simulation case comprises two opposing inlet streams containing solvent and the
other two containing nonsolvent. Inlet velocities are set constant and all feed streams
have the same magnitude. The velocity and turbulence fields are obtained first by solving
the k-ǫ model. Next, the following variables in the two-environment model are solved as
passive scalars:
• Probabilities of environments 1 and 2: p1 and p2.
• Probability-weighted mixture fractions: p1ξ1 and p2ξ2.
• Probability-weighted moments p1m(k, l)1 and p2m(k, l)2 for { k = 0, . . . , 2Np − 1,
l = 0} and {k = 0, 1, 2, l = 1, . . . , 2Nq − 1} with Np = Nq = 3.
The boundary conditions at the inlet for the scalars are given in Table 6. Since in the
FNP process, both the polymer and organic are dissolved in the solvent, the boundary
conditions for the moments in environment 1 correspond to all polymers as unimers
and organics as molecules. The zero-th order of moment m(0, 0)1, representing the total
number density, has a normalized initial value as 1. As the mono-dispersed inlet condition
is given, only m(k = 1 − 5, l = 0)1 and m(k = 0, l = 1 − 5)1 have the value of initial
concentrations normalized by the total particle number and the rest of the moments in
environment 1 are 0. Since there are no particles in the non-solvent at the inlet, all the
moments in environment 2 are 0.
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Table 6.3 Boundary conditions for scalars
solvent non-solvent
p1 1 0
p2 0 1
ξ1 0 0
ξ2 1 1
m(0, 0)1 1 1
m(k = 1− 5, l = 0)1 pinipini+qini
pini
pini+qini
m(k = 0, l = 1− 5)1 qinipini+qini
qini
pini+qini
m(k = 1− 2, l = 1− 5)1 0 0
m(k, l)2 0 0
pini and qini are initial concentrations of polymer and organic, respectively.
The initial concentration of polymer is pini = 5.583mol/m
3, and that of organics is
cini = 49.496mol/m
3. The solvent temperature is 297 K and the solvent viscosity is
ηs = 1 × 10−3 kg/m · s. The Boltzmann constant is kB = 1.38 × 10−23m2 · kg · s−2K−1.
The characteristic aggregation time τagg can be approximated by
τagg =
ηs
kBT
1
NAvo(cini + pini)
≈ 1× 10−8 s, (6.26)
where NAvo is Avogadro’s number = 6.022× 1023#/mol. Note that τagg is much smaller
than the characteristic mixing time (≈ 1 ms), and thus a time-splitting method is used
with the flow solver (100). Steps to solve the competition aggregation system are shown
below:
1. First solve the steady-state flow and turbulence field 〈U〉, k, and ǫ.
2. Solve for steady-state mixing field p1 and p2, pξ1 and pξ2.
3. Find the time-dependent solution for probability-weighted moments
(φ = p1m(k, l)1, p2m(k, l)2) using splitting method (100; 101)
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(a) φ∗ = φn +
∫ △t/2
0
S(φ)dt. S(φ) is the source term due to micromixing and
aggregation in Eqs. 6.24 and 6.25 with the FNP aggregation kernel reported
in Table 6.1.
(b) φ∗∗ = φ∗+ transport by convection and diffusion terms.
(c) φn+1 = φ∗∗ +
∫ ∆t
∆t/2
S(φ) dt.
with fixed ∆t calculated from CFL condition ∆t = min(0.5∆l/〈U〉cell), where ∆l is the
average cell length and 〈U〉cell is the corresponding cell velocity. Step 3 is performed until
a steady state is reached.
Results and Discussion
Turbulence field in MIVR
Since an MIVR generates vortex flow, it can be observed that the flow is more turbu-
lent near the center, which is also the place where mixing and reactions occur. As shown
in Figure 6.4, the highest TKE (k) in MIVR is located at the center of the reacting
chamber through the connecting part to the outlet. The kinetic energy dissipation (ǫ) is
also increasing toward the center where most flow redirection and collisions are observed.
The highest ǫ takes place at the connecting part of the outlet tube and reacting chamber,
where the flow strongly collides with the wall while entering a small volume from a big
chamber.
It can be expected that when the inlet velocities are increased, which also means
jet Reynolds number Rej increases, the turbulent flow area will increase and provide a
more homogeneous mixing flow. This is also indicated in the micro-PIV and LES results
(37), where stronger vortex flow and more homogeneous mixing zones were shown in the
comparison of velocity profiles. The turbulence field is indicative of the mixing effects.
However, in dealing with mixing-sensitive cases such as the FNP process, it is necessary
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(a) k (b) ǫ
Figure 6.4 Turbulence fields for Rej = 240.
to further analyze the mixture variables and the aggregation statistics to see how Rej is
closely linked the the FNP results.
Mixture fraction
The mixture fraction represents the mixing progress. Initially, ξ1 = 0 and ξ2 = 1,
through micromixing, ξ1 increases and ξ2 decreases toward the mean 〈ξ〉 = p1ξ1 + p2ξ2.
At complete mixing, ξ1 = ξ2 = ξ (= 0.5 in our equal feed ratio case). As shown in Figure
6.5(a), ξ1 starts from 0 and increases inside the reacting chamber due to mixing with
ξ2. On the other hand, ξ2 starts from 1 and decays toward 0.5 in the reactor as shown
in Figure Figure 6.5(b). At the outlet, the outflow-averaged mixture fraction 〈ξ〉 can be
obtained using the similar formula in Eq. 6.17:
〈ξ〉 = 1
Q
∫
〈ξ〉〈U〉 · ~n dSout. (6.27)
In all cases, 〈ξ〉 = 0.5 when the simulation is fully converged.
The value of ξ in the FNP process plays a crucial role. As discussed before and shown
in Figure 6.3, the solvent and non-solvent need to reach a certain ratio for the polymer
or organic solute to precipitate. Typically, organic solutes have smaller solubility so that
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(a) ξ1 (b) ξ2
Figure 6.5 Contours of mixture fraction for Rej = 240.
ξo < ξp. In this work, ξo = 0.1 and ξp = 0.4. Thus, after complete mixing ξ will be greater
than ξo and ξp. Since in the non-solvent, ξ2 starts from 1 and decreases toward ξ so that
it is always larger than the critical mixture fraction for polymer ξp = 0.4, the aggregation
always takes place in Environment 2 as soon as there is organic and polymer present due
to mixing with environment . On the other hand, the particles in Environment 1 remain
soluble until ξ1 > ξo for organics and ξ1 > ξp for polymers.
Based on Figure 6.3, three major aggregation mechanisms can be identified in the
mixing-sensitive FNP process. In the solvent-rich stream (environment 1):
1. When ξ1 ≤ ξo, particles are dissolved and thus no aggregation occurs.
2. When ξp ≥ ξ1 > ξo, only organics are precipitated. Note that since at this stage
the polymers are still dissolved, the organics can aggregate freely without being
stabilized.
3. When ξ1 > ξp, both organics and polymers are aggregating. At this time, the
aggregation process will be slowed down by polymer stabilization.
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In the non-solvent-rich stream (environment 2):
1. When ξ2 = 1, there is no mixing yet and thus no presence of organic or polymer in
environment 2.
2. When ξ2 < 1, aggregates appear in environment 2 through micromixing, both
organics and polymer are precipitated in the non-solvent since ξ2 ≥ 0.5 > ξp =
0.4 > ξo = 0.1. Thus, in Environment 2, organics do not have a pure free coupling
period as in environment 1.
Aggregation zones
Since it has been observed that ξ causes different aggregation mechanisms, the fol-
lowing aggregation zones can be identified due to different distribution of ξ:
1. No aggregation zone (N): ξ1 ≤ ξo and ξ2 = 1.
2. Organic only aggregation zone (O): ξp ≥ ξ1 > ξo.
3. All aggregation zones: ξ1 > ξp.
How these zones are distributed is of a great interest. In Figure 6.6, the N-, O-, and P&O-
zones in environment 1 are found by finding the iso-surfaces of ξ1 = 0.1 and ξ1 = 0.4.
In environment 2, O-zone does not exist since ξ2 > ξ > ξo, N- and P&O-zone can be
found by finding 1 > ξ2 > 0. At Rej = 240, the P&O-zone is eye-shaped, which is caused
by the vortex flow being not well macromixed. At higher Rej = 475, the P&O-zone
becomes rounder and smaller due to the higher flow velocity. The shrinkage of the P&O
zone indicates macromixing dominates micromixing in the MIVR and thus even when
the flow is more turbulent, the homogeneous mixing zone does not increase accordingly.
This feature can also be observed in contours of the characteristic macro- and micro-
mixing times (τmac and τmic, respectively) in Figure 6.7. The micromixing time, also
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(a) Environment 1, Rej = 240 (b) Environment 2, Rej = 240
(c) Environment 1, Rej = 475 (d) Environment 2, Rej = 475
Figure 6.6 Aggregation zones in MIVR.
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(a) τmic, Rej = 240 (b) τmic, Rej = 475
(c) τmac, Rej = 240 (d) τmac, Rej = 475
Figure 6.7 Contours of micro- (τmic) and macro- (τmac) mixing times.
151
known as small-scale segregation time, is modeled by
τmix =
1
2γ
(6.28)
where γ is the micromixing parameter given in Eq. 6.7. τmac is given by the characteristic
decay time for the large-scale segregation variance 〈ξ′2〉LSS (31):
τmac =
〈ξ′2〉LSS
2Γ|∇〈ξ〉|2 (6.29)
where
〈ξ〉LSS = (〈ξ〉 − ξ)2. (6.30)
In Figure 6.7(a) and Figure 6.7(b), it is shown that for Rej = 475 the flow is more
turbulent and thus the micromixing time is smaller throughout the reactor. However,
in Figure 6.7(c) and Figure 6.7(d), it is shown that τmac only slightly reduces at higher
Rej. This shows that in the MIVR, the mixing is always macromixing controlled, and
moderate turbulent flow will yield similar mixing results as highly turbulent flow.
Aggregation in MIVR
When the mixture fraction changes to ξ1 > 0.1 in environment 1 and ξ2 < 1 in envi-
ronment 2, aggregation starts and we observe the FNP features by looking at the moment
fields and related properties derived from them. When moment methods are applied to
solve the PBE, the details on the particle size distribution are missing. However, the
moments themselves represent important statistics such as number density and particle
mean size.
The zeroth-order momentm(0, 0), representing the total number density of aggregates
is shown in Figure 6.8 and Figure 6.9. In environment 1, where all the polymer and or-
ganics were dissolved initially, m(0, 0) has a normalized value of 1 in the inlet containing
solvent. m(0, 0)1 decreases from 1 toward the mean 〈m(0, 0)〉 = p1m(0, 0)1 + p2m(0, 0)2
when entering the reacting chamber from the inlet streams. After entering the reacting
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(a) m(0, 0)1 (b) m(0, 0)2
Figure 6.8 Contours of m0,0 for Rej = 240.
chamber, m(0, 0)1 decays rapidly and has a different distribution due to different mixing
levels. Close to the center, where the flow is better mixed and corresponds to the previ-
ously discussed P&O-zone, m(0, 0)1 has a distinctly lower value, indicating more solutes
are precipitated and aggregating.
In environment 2, there is no organic solutes or polymers existing initially, m(0, 0)2
remaining 0 at the inlet, and increases toward 〈m(0, 0)〉 while entering the reacting cham-
ber. As shown in Figure 6.8(b), in the reacting chamber, unlike m(0, 0)1, m(0, 0)2 has a
noticeable but not as distinct pattern in the center, which indicates a more homogeneous
aggregation zone distribution in environment 2. At the outlet, the outflow-averaged
moments are calculated by integrating over the outlet cross-section:
m(k, l)e =
1
Q
∫
m(k, l)e〈U〉 · ~n dSout. e : enviroments1, 2 (6.31)
At Rej = 240, m(0, 0)1 = 1.1908 × 10−2 and m(0, 0)2 = 1.1924 × 10−2 (+0.13%). At
Rej = 475, m(0, 0)1 = 1.2370 × 10−2 and m(0, 0)2 = 1.2304 × 10−2 (−0.5%). This
indicates that mixing and aggregation are complete at the outlet for both cases.
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(a) m(0, 0)1 (b) m(0, 0)2
Figure 6.9 Contours of m0,0 for Rej = 475
The average aggregation numbers, 〈p〉 and 〈q〉, can be obtained from the moments:
〈p〉e = m(1, 0)e
m(0, 0)e
(6.32)
and
〈q〉e = m(0, 1)e
m(0, 0)e
(6.33)
where e = 1, 2 represents the eth environment. Figure 6.10 shows the contours of
average aggregation numbers for p and q in both solvent and nonsolvent environments
on the plane located at the middle height of the reacting chamber. 〈p〉1 ( Figure 6.10(a))
shows an inhomogeneous aggregation zone in the center, where the average aggregation
number is higher. As discussed before, the eye shape is influenced by the flow pattern
due to poor macromixing. Similar observations can be made in Figure 6.10(c), where 〈q〉1
is especially high near the center of reactor. These observations are made in different
aggregation zones:
1. N-zone: pure solvent environment where 〈p〉1 and 〈q〉1 remain at their initial values
pini/(pini + qini) = 0.1174 and qini/(pini + qini) = 0.8826, respectively.
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2. O-zone: organics start aggregating but not polymer. 〈p〉1 only increases due to the
reduction of m(0, 0)1 (caused by organic aggregation) and exchange with environ-
ment 2. This zone corresponds to mixture fractions in the range ξp ≥ ξ1 > ξo.
3. P&O-zone: both polymer and organics are aggregating.
In environment 2, 〈p〉2 and 〈q〉2 are on the other hand more homogeneous, since it
has been discussed before that ξ2 always passes the aggregation threshold. Only two
aggregation zones can be identified in environment 2:
1. N-zone: nonsolvent does not contain organic solutes or polymers and thus no ag-
gregation.
2. P&O-zone: both organics solutes and polymers are always insoluble in environment
2 and thus aggregation happen upon the appearance of the polymer unimer and
organic molecules. The eye-shaped zone has higher values of average aggregation
numbers, and this is due to the fact that these two environments constantly change
toward the mean by micromixing. Since in environment 1 the eye-shaped zone has
higher average aggregation numbers, environment 2 is also affected.
Figure 6.11 and Figure 6.12 show the extracted dataline of the means (〈p〉, 〈q〉) and
standard deviations (〈p′2〉, 〈q′2〉) plotted along the x-axis (crossing the middle-height of
the reactor chamber) for Rej = 240 and Rej = 475, respectively. The standard deviation
is obtained by
〈p′2〉 =
√
m(2, 0)
m(0, 0)
− 〈p〉2 (6.34)
and
〈q′2〉 =
√
m(0, 2)
m(0, 0)
− 〈q〉2. (6.35)
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(a) 〈p〉1 (b) 〈p〉2
(c) 〈q〉1 (d) 〈q〉2
Figure 6.10 Contours of aggregation statistics for Rej = 240.
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Figure 6.11 Aggregation number statistics at the centerline crossing the
middle-height reactor chamber for case Rej = 240.
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At steady state, the locations inside the reactor correspond to the aggregation progress.
The particles are soluble in the inlets, and precipitate upon entering the aggregation
zones (O- or P&O- zones, depending on the particle types), continuing aggregating while
flowing toward the center to exit from the reacting chamber to the outlet.
For Rej=240, it is easily seen that both 〈p〉1 and 〈p〉2 are highest in the center (Figure
6.11(a)), corresponding to a later stage of aggregation. 〈p〉2 is generally larger than 〈p〉1
other than the center because the polymer can aggregate throughout the reactor chamber
in environment 2 and yet only in the center part in environment 1. In Figure 6.11(b),
〈q〉 has a similar shape to 〈p〉. Note that in environment 1, the organic aggregation takes
place in both O-zone and P&O-zone. However, the calculation of the mean aggregation
number is based on total particle numbers, and thus does not show obvious difference on
the 〈q〉1 plot.
From the standard deviation plots in Figure 6.11(c) and Figure 6.11(d), it has shown
that 〈p′2〉1 and 〈q′2〉1 have similar shapes to 〈p〉1 and 〈q〉1, respectively. In environment
1, only organics are aggregating in the O-zone, resulting in little change of total particle
numbers, and thus reflect small variations on both aggregation numbers. In P&O-zone,
all particles are aggregating, showing significantly larger 〈p′2〉 and 〈q′2〉. In environment
2, the particles have all P&O- zone throughout the reactor, and therefore the distribution
of 〈p′2〉 and 〈q′2〉 is more homogeneous. Generally, 〈q〉 > 〈p〉 and 〈q′2〉 > 〈p′2〉, indicating
that the organics are more active in aggregating than the polymers.
Similar observations are made for the case Rej = 475. The profiles have “sharper”
shapes, indicating faster flow toward the center. In this case, all the statistics have similar
values. At the center point of the dataline, 〈p〉 is 0.8% smaller than that at Rej = 240.
For the standard deviation, 〈p′2〉 at Rej = 475 is 6.74% smaller than that at Rej = 240,
indicating that higher Rej can slightly narrow the particle size distribution.
To obtain the overall product statistics at the outlet, the outflow-averaged moments
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Figure 6.12 Aggregation number statistics at the centerline crossing the
middle-height reactor chamber for case Rej = 475.
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are calculated using Eq. 6.31. After 〈m(k, l)〉 is obtained, the mean and standard devi-
ation are calculated using Eqs. 6.32, 6.33, 6.34 and 6.35. The results are listed in Table
6.4. It has shown that the mean particle size is smaller at higher Rej, and the parti-
cle size distribution is narrower. However, while Rej increases significantly, the particle
size mean and variance only improves slightly, indicating that mixing is limited by the
reactor, which is in accordance with the discussion of mixing in the aggregation zones
section.
Table 6.4 Product statistics at the outlet
Rej = 245 Rej = 475 difference %
〈p〉 4.9279 4.7505 -3.73%
〈q〉 37.0601 35.7198 -3.75%
〈p′2〉 19.5738 18.1398 -7.90%
〈q′2〉 174.7719 160.4703 -8.91%
Conclusions
A comprehensive model of Flash NanoPrecipitation has been proposed in this work.
The model combines a PBE with aggregation and scalar mixing models in a CFD simu-
lation of a MIV reactor. The FNP process is represented by a bivariate PBE containing
organic particles and amphiphilic copolymer chains. A competitive aggregation model is
applied to describe particle formation. A new numerical approach (CQMOM) for solving
the PBE has been described and applied to the CFD simulation. CQMOM has shown
its efficiency in reducing the number of moments required to model the bivariate system.
The CFD model has been successfully validated by previous work and serves as a reliable
basis for integration with kinetics modeling.
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In the CFD simulation results, different aggregation zones have been located and ac-
counted for the different particle size distributions for cases with different Rej. The dis-
tribution of the non-aggregation zone, organic-only aggregation zone, and all-aggregation
zone is highly influenced by different segregation patterns of the mixing zones. It has
also been shown that the MIVR is macromixing and has to be operate carefully to obtain
homogeneous mixing.
Future work will further examine the FNP process by testing reactors with different
geometries. Also, by testing different cases such as changing jet Reynolds number or
the aggregation model parameters, it should be possible to optimize the operations and
predict the product properties in a fast and economic way.
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7. SUMMARY
In the previous chapters, we have acquired the fundamental knowledge of the MIV
reactor and the basic model for Flash Nanoprecipitation(FNP) has been established.
In Chapter 2, the mixing study of the MIV reactor employing the parallel reaction
system was reported. A computational fluid dynamics (CFD) model has been developed
and successfully validated against the experimental data. The simulation work has pro-
vided good visualization of the flow field and helped interpretation of mixing effects. The
fields of velocity, turbulence, chemical reagent concentration, mixture-fraction scalar...,
etc. have been observed with different operations. The conversion of the slow reagent,
which is served as the ”chemical ruler” in the parallel-reaction system, is found to be a
function of the Reynolds number Re. From the plot of conversion vs. Re, a transitional
point at Re ≈ 1000 can be identified at which the flow turns from laminar to turbulent.
As an extension from the mixing study, the microPIV experiment has been conducted
and more detailed computational approach LES has been employed to investigate the de-
tailed flow in the MIV reactor and further validate the turbulence model applied in the
previous work. The detailed experiment description and data analysis are reported in
Chapter 3. It has shown that both the laminar and turbulent flow regimes within a mi-
croscale multi-inlet vortex reactor can be accurately measured using microPIV, and thus
this work is going to serve as the fundamental step in the development of computational
models of the Nanoprecipitation process within a microscale MIV reactor.
Since a reliable CFD model for the flow within an MIV reactor has been established,
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the research work on Nanoprecipitation has been then carried onto the model study for
the precipitation process, which details are reported in Chapter 4. In this work, a bivari-
ate PBE system has been proposed to model the aggregation phenomenon among the
organic particles and copolymer micelles. The concept of conditional quadrature method
of moments (CQMOM) has been introduced and applied to solve the equations contain a
large number of variables, where p has been still solved discretely while q has been solved
as abscissas. In this system, the number density solved contains information of the aggre-
gation numbers of organics (q for O-type) and that of the polymer micelles (p for P-type).
The aggregation kernel has been modeled based on different aggregation mechanisms in-
cluding the Brownian aggregation for pure O-type particles or the micellization while
P-type micelles are involved, where the two-region model has been developed to describe
the aggregate stabilization mechanism. The results have shown that the aggregation
model is successful in predicting micelle aggregation in a homogeneous condition.
To further bring the FNP process to a study accounting for the mixing, we then fo-
cused on developing a numerical solution that is accurate and computationally economic.
The task in implement of PBE in the CFD simulation of the flow within an MIV reactor
encounters the scalar limit problem. In Chapter 4, we applied QMOM approximation
on only one variable, which reduces the number of scalars to 2N × pmax. However, the
average aggregation number of polymer is usually on the order of 102 and thus for a case
with N = 3, we still need to solve 2 × 3 × 100 = 600 scalars in a single environment,
which makes it computationally prohibitive to couple PBE with CFD. To overcome this
problem, the idea of conditional moments is extended. In Chapter 5, we extended the
idea of CQMOM and demonstrated the novel method to apply quadrature approxima-
tion on both variables, yielding very reliable results. This method significantly reduced
the scalar number to Np(2Nq + 1) for the fixed node number method or 3NpNq for the
adaptive node method, and therefore established the bridge between PBE and CFD.
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In Chapter 6, we ultimately were able to build a comprehensive model of FNP by
coupling the PBE with CFD. The bivariate PBE was integrated into a CFD code with
CQMOM. In this work, we were able to identify different aggregation zones in the MIV
reactor, which was strongly influenced by the mixing zones. Our results show that the
MIV reactor is macromixing controled, that is, the mixing is majorly influenced by the
geometry of the reactor and the needs careful operation.
This comprehensive study of FNP has covered topics from fluid dynamics to molecular
scale of kinetic modeling. A few points can be addressed in the future work:
1. According to our study, the mixing in MIV reactor is affected by the geometry,
and thus a mixing study can be conducted on the reactor with different height-to-
diameter ratios for process optimization.
2. In our study, we validated the scalar mixing model by the products due to the
limitation of experiments. With an optical technique allowing visualization of inside
of the reactor, such as Laser-induced fluorescence (LIF), we can further prove the
validity of the model.
3. The comprehensive kinetic model for FNP needs to be tested with different param-
eters.
4. The numerical approach CQMOM can be extended to multivariate and applied to
other studies than population balance.
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