A class of nonlinear processes which have a root that is not constant, but is stochastic, and varying around unity is introduced. The process can be stationary for some periods, and mildly explosive for others. Stochastic unit roots are seen to arise naturally in economic theory, as well as in everyday macroeconomic applications. It is shown that standard tests, such as the augmented Dickey-Fuller test, cannot easily distinguish between exact unit roots and stochastic unit roots. An alternative test which has difference stationarity as the null suggests that exact unit roots models are often rejected in favor of more general nonlinear stochastic unit root (STUR) models. Estimation is discussed, and, a forecast comparison of linear random walk and AR(p) models, time varying parameter models, and STUR models suggests that this new class of processes is potentially useful, particularly when the objective is multistep ahead forecasting.
Introduction
It is well established that many economic series contain dominant, smooth components, even after removal of simple deterministic trends. This is particularly true for series from finance and macroeconomics. A traditional way to model these components is as random walks, leading to I(1) and ARIMA (p,l,q) models in the Box and Jenkins' (1970) terminology. The success of such models with economic data and relationships between groups of such series, including the idea of cointegration, has resulted in a considerable literature and special statistical techniques to handle the problems of inference with data having this property. A small part of this literature is included in the book of readings by Engle and Granger (1991) .
If a series is such that its first difference is stationary (and has positive spectrum at zero frequency) then the series has an exact (or pure) unit root. It is quite possible that such roots occur in practice. However, there is little economic theory that produces them, and, in practice, there are many types of processes that have near unit roots and are very difficult to distinguish from perfect unit root processes, given a finite sample. In this paper, a particular class of such processes are introduced, having a root that is not constant, but is stochastic, and varying around unity. In this way, the process is stationary for some periods, and mildly explosive for others. However, on average, the series may seem to be I(1), according to standard tests.
The class of processes here is a stochastic version of the time-varying and seasonal unit root processes suggested by Osborn (1988) , and considered by Franses (1994) , where, for instance x t =  s x t 1 +  t and x t is observed quarterly. The parameters,  s , are allowed to change each quarter, such that s =1  4  s = 1. Alternately, the stochastic unit root (STUR) process can be thought of as a special case of the time-varying parameter processes discussed in Andel (1976) , with the special feature that the variable is nonstationary. In this sense, STUR processes combine unit root as well as time varying parameter characteristics which are of some interest in economics.
Interestingly, many economic series appear to be modeled well as STUR processes, based on a forecasting analysis which compares four types of models: (i) random walk (with drift) processes; (ii) fixed parameter autoregressive processes; (iii) time varying parameter models (using a Kalman filter for estimation); and (iv) STUR processes. In particular, STUR models perform well at multi-step ahead forecast horizons.
The rest of the paper is organized as follows. STUR processes are introduced in Section 2, and various properties are derived. Standard I(1) tests are discussed in Section 3. Section 4 presents a STUR test, and Section 5 examines estimation strategies. Section 6 compares the forecasting ability of the STUR model with standard time varying parameter models, linear autoregressive models, and random walk models. The final section briefly discusses bivariate extensions, and concludes.
Stochastic Unit Root Processes
Consider a series x t generated by with  t a Gaussian stationary series having mean m, variance   2 and power spectrum g  (  ). This is an example of a doubly stochastic process as considered by Tjøstheim (1986) , and has been specifically analyzed by Brandt (1986) , and Pourahmadi (1986 Pourahmadi ( , 1988 . However, the exponential form (2.2) is a convenient case for consideration of the long-run properties of the series. A particular example that will be used to illustrate the results is the case where  t is given by an AR(1) process
where |  | < 1, and  t is i.i.d. normally distributed N(0,  2 ) and is independent of the series  t . It will be assumed throughout this section that  t is generated exogenously from x t , so that
where g( | I) is a conditional distribution. For the example (2.3), m = /(1  ) and   2 =   2 /(1   2 ).
(2.1) can be solved as for any integer k, 0  k  t, where,  t, j = exp(S t (j)) , and,
with the notation S t (0) = 1. It should be noted that for j>0 5) and,
(jr)  (r)] (2.6)
where   (r) = corr( t ,  t r ). For j large (2.6) can be approximated as
as shown in Koopmans (1974, page 171) where
A standard result that is useful in this analysis is that if a random variable
It follows that for k large,
where,
Assuming for convenience that x 0 is deterministic, and taking expectations of (2.4) with k = t gives
and, as the  t are i.i.d.,
where,  = m + f  (0). 1 Thus,
Turning to consideration of (linear) regression coefficients  t,k as in:
where E L ( . ) is an expectation using only the components of the conditioning sets in a linear form and E( . )
is an unconditional expectation. Thus, from (2.9),
Using the identity corr(
var(x t k ) ________ thus gives the following approximate expressions for this autocorrelation when t and k are both large:
is the spectrum of  t at zero frequency. Empty cells are cases that cannot occur, since by definition,   .
The autocorrelations decline exponentially (approximately) in all cases except when  =  = 0, so that f  (0) = 0 and m = 0. This special case occurs, for example, if  t = 0, all t, since it then follows that E[e  t ] = 1, and x t is then a perfect unit root process.
Two alternative characterizations of the STUR process given by (2.1) and (2.2) are
The persistence which arises when the restrictions given by (2.15) or (2.16) are met is similar to the persistence exhibited by perfect unit root processes. For instance, as in the case a random walk, shocks from the distant past continue to have an impact on current values of the process.
More precisely, the properties of STURA depend on the relative size of   2 and f  (0). Suppose that Recall that
where, S t (j) has mean jm, variance jf  (0), for j large. If  t is normally distributed, then  t, j will have a lognormal distribution. With the constraint that E [ t, j ] = 1, which implies that m is negative, standard results then give
Also, a 95% confidence interval (about the median) is
Thus, as j increases,  t, j has a constant mean, an increasing variance, a mode and median which tend towards zero, and a 100(1  )% confidence interval that tends towards very small values. This implies that the form of persistence which is displayed is very fragile.
For a theoretical perspective, stochastic unit roots may be seen to arise quite naturally in economics. As an example, it is well known that many basic formulations of the permanent income hypothesis involve the term 1 + R t 1 +  ______ (see Hall (1978) , for example). Using the standard approach,  is the marginal rate of time preference, and R t is the real rate of interest. A frequently made assumption is that this term is identically unity. However, when that assumption is relaxed, and R t is allowed to vary stochastically, then the term may well vary around unity, and probably has a mean very close to unity, as expected in the STUR case.
To summarize, the above results indicate that the properties of STUR processes are often markedly different from comparable properties of perfect unit root processes. Another characteristic of stochastic unit roots is that they are quite difficult to distinguish from perfect unit roots. This is not surprising given that evidence presented below indicates that variances of stochastic unit roots are often quite small. In this sense the usual power failures associated with unit root tests should apply. Nevertheless, before discussing an appropriate testing strategy for the presence of STUR, we provide an example of a STUR process which is readily mistaken for a pure unit root process based on a standard Dickey-Fuller test.
An Augmented Dickey-Fuller Test with a STUR Alternative
It is interesting to ask whether the oft applied augmented Dickey-Fuller (ADF) test has power against STUR alternatives. ADF tests have as the null hypothesis, that the series in question is distributed as I (1) . However, with the amount of data available in macroeconomics, these tests are unlikely to have much power against a variety of processes which are, in some sense, near I(1). Processes against which unit root tests have little power may be called "generic unit root" processes (Granger (1993) ).
In order to shed light on the power properties of the ADF test in the presence of STUR, two experiments were performed. In both experiments, a process was generated by (2.1), (2.2), (2.3). In the first Augmented Dickey-Fuller tests using the regression
where then run. 
, where mtr=0.4 is the marginal tax rate, i t is a quarterly average of the 3 month t-bill rate and p t is the gross domestic income price deflator).
From both experiments, it is clear that the ADF(1) test cannot distinguish between the given STUR model and a standard pure unit root process. In particular, using the 95% critical value, the null of a pure unit root (I(1)) fails to reject about a 95% of the time. Thus, the power of the test is very close to the size.
However, it should be noted that the results vary slightly depending on whether an intercept or trend is added to the regression, and depending on the number of lags, p. The above results represent only a brief glimpse at the properties of the ADF test for STUR processes. Various other experiments were also run, but are not reported here. Perhaps not surprisingly, it turns out that the pure unit root null fails to reject around 95% of the time for   2 values both larger (i.e.   2 = 0.01) and smaller than the values reported on.
In the next section, a test is discussed which has some power even when   2 = 0.0001. Overall, these results seem to support the proposition that STUR processes are generic unit root processes and are often not rejected by an ADF unit root test having I(1) as the null.
Testing For Stochastic Unit Roots
That ADF tests have low power against some STUR alternatives is not particularly surprising, since the test is well known to exhibit limited power against a variety of "near" I (1) processes. In the STUR case it would be ideal if one were to construct a test which has STUR as the null hypothesis. This is difficult, though, given the rather complex nature of STUR processes, and is not considered in this paper.
The approach adopted here has difference stationarity as the null hypothesis, and a random coefficient AR(p+1) model as the alternative. Leybourne, McCabe, and Tremayne (1994) develop the LM type test which we will discuss. Interestingly, the test is also applicable to STUR processes, and is robust to various departures under the null such as ARCH and GARCH. Of note is that the test starts by assuming that a series is non-stationary. In this way, the test has the null of a fixed unit root (or a linear I (1) process) and the alternative of some more general non-stationary data generating mechanism.
The model treated by Leybourne et al. has
, and q is a non-negative integer. Trends may also be incorporated into (4.1), and some dependence is allowed between the a t and  t . Also, note that under the null hypothesis that  2 = 0, x t is seen to be an AR(q+1) process with a unit root, since all of the coefficients sum to unity. The version of (4.1) which we will consider has q=1 and  1 =1:
and is examined by Leybourne, McCabe and Tremayne (1994) and McCabe and Tremayne (1995) . In this framework, consider:
Before writing the statistic, three features of the test should be mentioned. First, Leybourne et al. show that the test statistic below remains unchanged when the natural log of a t in (4.2) is allowed to follow a stationary AR(1) process, as in (2.1), (2.2) and (2.3). Second, randomized coefficient models such as (4.1) and (4.2) can be written as models of conditional variation. However, the lagged level of the process itself drives the conditional heteroskedasticity, while in many G(ARCH) formulations it is the innovations that drive the conditional variation. Leybourne et al. have shown that assuming the  t are stationary is sufficient to ensure that the test has no power against G(ARCH). They have also shown that the empirical size of the test in the G(ARCH) case is less than its' nominal value so that the test is conservative. 2 Unfortunately, this result doesn't hold when the form of heteroskedasticity is IGARCH. These and other related issues will be left to future work. Third, it should also be noted that the test is augmented in the same way as ADF tests to allow for various forms of serial correlation in the differences of x t .
Assuming normality, using the standard conditioning argument, and substituting  2 = 0 in the first order condition, yields
The statistic is
where,  t is the residual from a regression of x t on a constant, a trend (and lags of x t ), with the number of lags, q chosen accordingly (i.e. so that the  t are not autocorrelated), Leybourne et al. show that the size and power of the statistic is not significantly affected by overfitting. Thus, they suggest that to err on the side of too many lags is better than underspecifying the number of lags. Ẑ T converges weakly to a sum of functionals of generalized Brownian bridges and Brownian motions, given by
where
the limit processes W 1 and W 2 are independent Brownian motions, G 1 is a generalized Brownian bridge, and the nuisance parameter  is the covariance between  t and  t 2 . The critical values reported in the footnote of Table 2 are simulated under the assumption that  t is symmetrically distributed so that =0.
However, the distribution could be tabulated for different values of , and an estimated value used to __________________ calibrate the critical value. 
and is independent of the series  t , and E (a t ) = 1. Since the test has difference stationarity as the null, it may have power against STUR, as STUR processes are clearly not difference stationary, in theory. As might be expected Ẑ T has very good power against the STUR alternative for larger values of   2 and for larger sample sizes (i.e.   2 = 0.1 -0.001, T=500, and 1000). As   2 falls, the power of the test tails off significantly. The size of the test is also given in Table 1 , and corresponds to the case where   2 = 0. For sample size T=250, the sizes reported are exactly 0.01, 0.05, and 0.10 because critical values were not reported for this sample size in Leybourne et al., and are calculated here using 10000 simulations. Based on the limited Monte Carlo evidence presented in Tables 1 and 2, as well as evidence from a number of other ADF test simulations (see discussion above), it seems that the difference-stationarity test has more power against STUR alternatives than standard ADF tests.
For example, given that the ADF and Ẑ T tests are invariant to the scale of the data (  2 ), one may compare the results from Panel (A) in Table 1 with those from Table 2 , column 3. For a sample size of 250 observations, the power of the Ẑ T test is fairly low (0.152 for nominal size of 5%), but is still around three times as high as the power of the ADF test. In order to examine the relationship between ADF and Ẑ T tests further, the experiments reported in Table 1 where repeated for T=500. We found that the relative performance of the two tests remains approximately the same as for the T=250 case. Some test results for actual macroeconomic series are given in Section 6. Before discussing a series of forecasting experiments (Section 6), we briefly outline some strategies for estimating STUR processes.
Estimation Strategies
Two methods for estimating the parameters of STUR processes are considered. The first is the approximate maximum likelihood method discussed in Guyton, Zhang, and Foutz (1986) . In contrast to
Guyton et al., though, conditions are not found for the existence of a stationary generalized autoregressive process. Rather, the parameters of a nonstationary STUR process are estimated. Assume that
and  t is a stationary stochastic process, thus generalizing (2.3) to be an AR(p) process. (The STUR model may also be extended in the current context by adding lags of x t , as in (4.1), for example.) Of course, for the sake of estimation, we will not assume that E(a t ) = 1 or that  = 0, as we do not wish to impose that the process must be STURA or STURB according to (2.15) or (2.16). Another possible variation of the above STUR process is the addition of a time varying intercept, say c t , to the measurement equation. In this way, the upward trending behavior of many economic series could, potentially, be better modeled. As we will see below, such generalizations pose no problem for the approximate maximum likelihood (AML) estimation technique.
Assume that the  t and the  t are normally distributed with zero means, and variances   2 and   2 , respectively, and are independent. Thus, a t is distributed as a lognormal random variable. The unknown parameters are gathered into a vector,
. In order to construct a likelihood function, use the well known property that
, is a joint density. Then, noting that likelihood is proportional to probability, assuming a value of unity for the constant of proportionality, carrying the conditioning argument one step further, and introducing a randomization parameter, K yields
and,
where by E a |  we mean the expectation over a conditional on the parameter , and assuming that the density of x 1 is the same as the conditional density of x t , given x t 1 , and that x 0 = 0. This is a standard result, except that the a t are unobserved so that we construct an estimate, L ( . ) by randomly sampling across different distributions of a t .
In order to calculate values of the likelihood function for various points in the parameter space, various sequences, a k = {a k,t }, are generated for each {,  i, i =1,...,p,   2 } in the parameter space.
Thus, the approximate maximum likelihood function given as (5.2) is a random variable, and is an esti-
. Maximization of (5.2) proceeds by first generating K sequences { t,k }, t=1,...,T. Then, L ( . | . ) and its derivatives are calculated for each point in the parameter space
). This iterative procedure is carried out until a  is found which optimizes L ( . | . ), according to some convergence criterion. Following accepted techniques from the simulation-based estimation literature, the same K sequences, { t,k }, t=1,...,T, are used throughout the optimization. Approximate maximum likelihood methods are also considered in the disequilibrium literature. For example, Laroque and Salanie (1994) show that simulated pseudo ML estimators have good finite sample properties, even for values of K as low as 15. It should be noted that   2 cannot be concentrated out of the approximate likelihood function (since the sum of logs is not equal to the log of sums).
The finite sample properties of the AML method were examined using a series of Monte Carlo experiments. STUR processes were generated according to (5.1) with p=1, A second estimation technique was also considered, and consists simply of minimizing the sum squared residuals, the  t , in (5.3). In this formulation,  t is assumed to be the AR(1) process given by (2.3). Using a procedure very similar to the AML method, K fixed sequences, { k,t }, t=1,...,T are first generated. Then, K sequences of {â k,t }, t=1,...,T are generated for a point,  , in the parameter space.
From these, a function value 
where â k,t * uses the "optimal" estimates,  * . Of note is that estimates from the AML and AMSS methods can be used to construct estimates the STURB condition, (2.15), where
Thus, the STUR condition, (2.15), can easily be checked, although we do not provide standard errors for these estimates.
Unfortunately, AML only simplifies to AMSS if either: (i) the randomization parameter, K, is unity (which results in wild estimates for obvious reasons); or (ii) lnL(
be shown (using a bit of algebra) that AML reduces to AMSS when the following conditions hold:
where   2 is the variance estimator which arises when one attempts to concentrate   2 from L(x | . ), and when terms of the form
are identically zero. 3 Thus, while intuitively appealing, there is no obvious reason why AMSS should provide reasonable estimates. In order to further examine AMSS, a number of simulations analogous to those carried out for the AML method were done. Perhaps not surprisingly, the AMSS method produced wild estimates much of the time, and failed to converge at all for many of the simulations. Thus, at this juncture, we include discussion of AMSS primarily as a curio, acknowledging that further examination of the method may be of some interest, particularly given that it is computationally inexpensive.
Other estimation techniques may also be of some interest for STUR, but for the sake of brevity we have limited our introductory examination to two. Clearly, there is also a lot of other interesting work which remains to be done in this area in the future. For example, state space models which incorporate STUR conditions, and which employ the Kalman filter are of potential interest. In the next section STUR models, which are estimated using AML, are examined from an empirical perspective. One model which is compared to STUR has a t distributed as an AR (1) process. The model is estimated using the Kalman filter, and differs from the STUR model in that a t  AR(1) rather than a t =exp( t ) with  t  AR(1).
Forecasting and Test Results
One clear way to judge the relevance of a model is to ask how well it performs compared to other models when analyzing actual data. In this section the relative forecasting performance of a simple STUR model is compared to a linear autoregressive model with constant parameters, an standard autoregressive model with a time-varying parameter which is estimated using the Kalman filter algorithm, and a random walk model. Of note is that the Kalman filter is a natural estimation technique for time varying parameter models, while AML may be a natural method when the log of the AR parameter follows an AR __________________ 3 A full derivation of these conditions is available upon request from the authors, and follows by taking the log of the likelihood in (5.2), and attempting to concentrate out   2 . This in turn yields conditions which are sufficient to ensure that the AML estimator is the same as the standard OLS estimator (i.e. conditions whereby we can use the standard argument that the likelihood is maximized when the sum of squared residuals is minimized). It is these conditions that are reported above as equations (5.4) and (5.5).
process. Along these lines we emphasize that our analysis focuses on which model best represents the data, and does not attempt to compare the performance of the different estimation techniques. Many more sophisticated forecasting models are available for the series, so that the forecast comparison below is meant just as a guide to the usefulness of the four models studied, from the perspective of multi-step ahead forecasting.
The series analyzed are listed in Table 4 In practice, model builders often work with log (x t ) and with growth rates, or "rates of return", defined by r t = (x t  x t1 )/x t 1 which are usually very well approximated by log(x t ). However, note that if x t is actually generated by (2.1), (2.2) and is positive then
As usual,  t is thought to be small compared to x t . It follows that  t is approximately equal to r t . Consequently, if r t is well modeled by a stationary series, as is often assumed, then log(x t ) will be an exact unit root process and x t will be approximately STUR. This has implications for the original level variable which are rarely discussed. The original variable will not have a perfect unit root but something like a STUR model is more appropriate. Of course, (6.1) illustrates that estimating STUR processes using growth rates introduces heteroskedasticity into the model. For this reason, we estimate the models in this section using levels data. This is not meant, however, to imply that using log data isn't preferred, and future research should shed more light on the issue. Rather, we keep the current forecasting exercise simple by focusing on STUR models using levels data, and ignore heteroskedasticity in our empirical analysis.
The series were all found to be "generic" I(1), using augmented Dickey-Fuller tests (see Table 5 ).
However, as discussed above, the ADF test has low power against some STUR alternatives. Thus, the series were also tested using the Ẑ T statistic. Table 5 contains test results for the series. The results suggest that the null of difference stationarity should be rejected for 6 of the 10 series at a 1% level. This suggests that some macro-economic series might be better specified when the pure unit root restriction is relaxed, although the caveats mentioned in Section 4 certainly apply. Furthermore, the particular form of non-linear model which is appropriate will naturally vary for each series, and is an currently an area of considerable research in economics. However, since the test considered has some power against STUR, these types of models should be of some interest. 4 For each of the actual series, forecasting models were formed as follows:
(a) RW: standard random walk with drift models. (1) process is fitted to each series. The parameters of this model are determined insample by a grid search procedure. The parameter a t is estimated recursively by using the Kalman filter algorithm, as described in Anderson and Moore (1979) and in Harvey and Phillips (1982) . Two alternative multi-step forecasting procedures were considered and compared, and are discussed in Appendix I.
In the comparisons, the more successful technique, called here the "chain-rule" method is used.
(d) STUR: models of the type given in (2.1), (2.2) and (2.3) are fitted, with no constants placed on the parameters, using the AML method discussed above. Parameter estimates are given in Table 4 , Panel (B), assuming that  t follows an AR (1) process. Forecasts using the AMSS estimates are simulation based, analogous to the methods discussed in Section 5. The number of randomization steps, K, is set at 100. The h period ahead forecasts are constructed as Swanson and White (1995) , for example) to future work.
In order to reduce possible biases in any of the forecasts, a regression was run (in-sample), of the form
where x t +h f is one of the four forecasts described above, and  h ,  h are the bias adjustment parameters used to calculate the final forecasts. There is no obvious reason to believe that the constant parameter AR(p), or Kalman forecasts are biased, but they were put through the same procedure so that a direct comparison could be made.
To ask if one method is statistically significantly better than another, suppose that at time t, the two forecasting methods produce errors u t , v t , from
The null hypothesis to be tested is that var(u) = var(v), which is equivalent to r = corr (s t , d t ) = 0. To perform this particular test, a stan-dard z-statistic for correlation is used where z = ⁄ 1 2 log(1+r)/(1r) (Anderson (1984) ). Under the null  n  1 z is asymptotically distributed as a N (0 , 1) random variable where n is the post-sample size. A low p-value indicates rejection of the null hypothesis. Diebold and Mariano (1995) discuss various versions of this test. Table 6 summarizes the forecasting comparison results. For the 1-step, 5-step and 10-step ahead forecast horizons, the first four columns of figures contain out-of-sample mean squared errors, while the last 4 columns contain the results of the comparisons. In particular, "ranks" from 1 (best) to 4 (worst) are assigned to each model for each variable. Total ranks for each model at each horizon are also given, with the lowest corresponding to the "best" score, in a crude sense. Whenever a model was found to be statistically superior to another model, for a given series, a * (5%) or @ (10%) was placed beside the models' rank score. The total number of "wins" based on *s and @s is also given for each model, again offering a crude indication of model superiority.
Various provocative results are apparent. For example, the AR model ties for the lowest number of "wins" at all horizons, except for forecast horizon, h=1, when the AR model "wins" more frequently that STUR. Furthermore, 7 of AR's 16 "wins" are for models of unemployment. This agrees with a hypothesis that unemployment is best modeled as a stationary process, at least based on our limited analysis. For h=1, Kalman has the best "rank" sum, while STUR has the worst rank sum. Furthermore, STUR has no "wins". However, for h=5 and h=10, the results change dramatically. Interestingly, the constant parameter AR model "ranks" worst for both multi-step horizons. At h =5, STUR "ranks" second, behind RW, while for h =10, STUR clearly ranks first. Also, for both multi-step horizons, STUR ranks second in terms of "wins", while RW wins for h =5 and Kalman wins for h =10.
Overall, the results are rather mixed. All of the models appear to offer useful forecasts, at least for some of the series. However, the constant parameter AR model appears to under-perform the other models for most of the series, most of the time. The STUR model, on the other hand, performs very well outside of the one-step ahead case. These STUR results are encouraging, and suggest that further analysis of such models may be useful. Nevertheless, the issue of why STUR performs so poorly for h =1 remains a quandry. More light should be shed on the issue, as more sophisticated estimation and testing techniques become available.
In general, much care needs to be taken when constructing forecasts for any given economic time series. Thus, the four forecasting methods considered here are necessarily limited in scope. Further experiments, for instance, might compare STUR forecasts with more complicated alternative forecasts.
Nevertheless, the testing and forecasting results of this Section suggest that STUR processes offer a complementary modeling option, and, as such, should be entertained when forecasting economic time series. This is, perhaps, not a surprising result, as it is hard to find many macroeconomic theories which suggest that the perfect unit root model is preferable over more general, near unit root models.
Bivariate Generalizations and Conclusions
If x t ,y t are a pair of series having a decomposition x t = Aw t + x t (7.1)
where x t , ỹ t are both stationary and w t is STUR, then z t = x t  Ay t will be stationary, and a standard cointegration situation occurs in that x t , y t will both be extended memory in mean but there exists a linear combination that is stationary. However, a more interesting situation occurs from considering the logs of a pair of economic variables, lx t , ly t . If, as is often assumed, the changes of these variables are stationary, then lx , ly have perfect unit roots, and, as sometimes indicated by tests, lx t and ly t are cointegrated, so that lz t = lx t  cly t is I(0), then lx t , ly t can be thought of as being generated by a (linear) error-correction model
where all terms in this model are I(0). It follows that there is a decomposition lx t = clw t + lx t ly t = lw t + lỹ t when lw t has a perfect unit root, and the last terms are each I(0). Gonzalo and Granger (1995) discuss how the terms in this decomposition can be estimated from (7.2) giving, essentially lx t = (1+c)lz t , lỹ t = lz t . It is also frequently observed that for cointegration involving the logs of variables, c = 1, and this value will be assumed (see Engle and Granger (1987) for an introductory discussion of cointegration and error correction). Taking exponentials gives
suggesting that, in practice x t , y t will be cointegrated with a stochastic parameter, in that x t  y t exp(lz t ) will be I(0). As nothing has been estimated about the properties of lz t , except that it is stationary and has zero mean, exp(lz t ) can have virtually any positive expected value. However, if the variance of lz t is small, then the characteristics of exp(lz t ) match those of the stochastic unit roots discussed above. Thus, even a procedure as innocuous as finding that two logged series are cointegrated does have potentially important implications for the stochastic behavior of the series. Even this simplistic analysis suggests that random coefficient cointegration may be a consequence of the analysis of the logs of variables, in many cases. Of course, the error-correction model (7.2) could also have stochastic coefficients, leading to deeper questions concerning testing for, and defining appropriate forms of cointegration. These questions, and other multivariate extensions, in the area of stochastic cointegration, for instance, are the subject of future research.
The results presented in this introduction to stochastic unit root processes are, we believe, sufficiently promising for further discussion and analysis of these and similar processes to occur. They allow the theorist and the econometrician to get away from the very tight constraints on a process imposed by a perfect unit root and to generate data of a more realistic kind. It is seen that STUR models have the potential to provide improved forecasts for macroeconomic time series, at least relative to The STUR model estimated is, x t = a t x t 1 +  t , where a t = exp ( t ) , and,  t =  +  t 1 +  t . The parameter, , is set at 0.6, while  is fixed so that E(a t )=1. The two error processes are simulated as independent, each being distributed i.i.d. normal with   2 = 1.0 and   2 = 0.0001, and 0.000001, respectively, for Panels (A) and (B). Results are shown for the Augmented Dickey Fuller tests with an intercept and a trend using  x t as the dependent variable when the null hypothesis is x t  I(1). The regressions were run using various augmentations (lags) of the dependent variable. The the number of lags used, (p), the average value of the coefficient  2 in (3.1), and the corresponding average tˆ2 value aer all shown. In each case, 10000 simulations were performed. The sample size was set at 250 observations, and the critical values used correspond to a 5% and a 95% cumulative probability under the null hypothesis, and are given in Fuller (1976) . 
. Critical values for sample sizes 50, 100, 500, and 1000 are from Leybourne et al. (1994) 122} at the 1%, 5%, and 10% levels respectively. The STUR alternative used in the power simulations (  2 > 0) is x t = a t x t 1 +  t , where a t = exp ( t ) ,  t =  +  t 1 +  t , and E (a t ) = 1. The two error processes are assumed to be independent, each being distributed i.i.d. normal with respective variances,   2 and   2 . =0.60, and   2 = 0.01, 0.1, 1.0, 10.0 for   2 = 0.0001, 0.001, 0.01, 0.1, respectively. The parameter  is fixed so that E(a t ) = 0. 10000 simulations were used for the Monte Carlo experiment. The parameters listed are averages based on 1000 simulations using the approximate maximum likelihood method discussed above. Bracketed values are standard errors across replications. The data is simulated using the STUR model: x t = a t x t 1 +  t , where a t = exp ( t ) , and,  t =  +  t 1 +  t . The parameter, , is set at 0.6, while  is fixed so that E(a t )=1. The two error processes are simulated as independent, each being distributed i.i.d. normal with   2 = 1.0 and   2 = 0.0001, and 0.000001. Sample sizes of T=100, 250, and 500 are considered. , where x t = a t x t 1 +  t , and a t = exp ( t ) ,  t =  +  t 1 +  t .
In order to account for potential trending behavior, the series were demeaned before estimating the STUR parameters tabulated above. To facilitate an ex-post forecast comparison, STUR estimates are based on the sample 1955: 1-1987:12 . The STURA condition, (2.15), is estimated as sĉ = (1) 1 + ⁄ :12 for all series. All data is monthly (see Table 6 .1). The 2nd and 3rd columns report STUR test results. Lags of x t denotes the order p of the autoregression in x t used to 'whiten' the original series. The order, q, was chosen by analysis of the first 15 estimated autocorrelations using the region (2/T 1/2 , +2/T 1/2 ). ** denotes rejection of the difference stationary null hypothesis at the 1% level, and * denotes rejection at the 5% level using the critical values of 0.279 and 0.171 from Table 2 . The test assumes that the series are non-stationary, and has H 0 : difference stationarity, H A : STUR. All series were previously found to be "generic" I(1), as evidenced by examining the last 3 columns in the table. In particular, the null hypothesis of I(1) fails to reject for all ten series, where the ADF test statistics were calculated from the regression model given as (3.1) above, as were the number of augmentations, p. 
