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Summary
Segmentation of complex scenes to aid surveillance is still considered an open re-
search problem. In this thesis a computational model (CM) has been developed
to classify a scene into foreground, moving-shadow and background regions. It has
been demonstrated how the CM, with the optional use of a channel ratio test, can
be applied to demarcate foreground shadow regions in indoor scenes illuminated by
a fixed incandescent source of light.
A combined approach, involving the CM working in tandem with a traditional mo-
tion cue based segmentation method, has also been constructed. In the combined
approach, the CM is applied to segregate the foreground shaded regions in a current
frame based on a binary mask generated using a standard background subtraction
process (BSP). Various popular outlier detection strategies have been investigated
to assess their suitabilities in generating a threshold automatically, required to de-
velop a binary mask from a difference frame, the outcome of the BSP.
To evaluate the full scope of the pixel labeling capabilities of the CM and to es-
timate the associated time constraints, the model is deployed for foreground scene
segmentation in recorded real-life video streams. The observations made validate
the satisfactory performance of the model in most cases.
In the second part of the thesis depth based cues have been exploited to perform
the task of foreground scene segmentation. An active structured light based depth-
estimating arrangement has been modeled in the thesis; the choice of modeling an
active system over a passive stereovision one has been made to alleviate some of
the difficulties associated with the classical correspondence problem. The model
developed not only facilitates use of the set-up but also makes possible a method to
increase the working volume of the system without explicitly encoding the projected
structured pattern.
Finally, it is explained how scene segmentation can be accomplished based solely
on the structured pattern disparity information, without generating explicit depth-
maps. To de-noise the difference frames, generated using the developed method,
two median filtering schemes have been implemented. The working of one of the
schemes is advocated for practical use and is described in terms of discrete morpho-
logical operators, thus facilitating hardware realisation of the method to speed-up
the de-noising process.
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Chapter 1
INTRODUCTION
Scene segmentation, perhaps, is the most crucial step to properly analyse the con-
tents of an image. The step is so critical that the complexity of subsequent processing
and eventual success of reaching the desired solution depends, by and large, solely
upon it. In fact, Gonzalez and Woods in their book ‘Digital Image Processing’ [1]
have clearly mentioned that an effective subdivision of an image into its constituent
parts rarely fails to lead to a successful solution of the problem at hand. However,
the irony is that development and implementation of an autonomous and efficient
scene classification method is one of the most difficult tasks in the field of digital
image processing. Consider a 2-D bi-valued sequence shown in Fig. 1.1(a). The
pixels in the background have a flat intensity value of 128 and those inside the box
a constant value of 250. In such an image the box inside can be easily segmented
out by constructing a pixel gray-value histogram and choosing a value in the trough
region of the bimodal distribution as a threshold to segment the image. However,
scenes in reality are rarely this simple. Think of a monochrome image of a busy
tube station (Fig. 1.2)†, where the task is to segment the passengers standing on
the platform waiting for a train to arrive and the complexity and the difficulty of
the problem becomes evident. Traditionally automatic methods to accomplish the
objective of demarcating objects of interest in a scene to prepare for high-level fea-
ture based processing can be broadly classified into the following categories: (a)
†The image has been taken from the Imagery Library for Intelligent Detection Systems (iLIDS)
dataset produced by the Home Office Scientific Development Branch in partnership with Security
Services, United Kingdom.
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discontinuity based segmentation; (b) similarity based segmentation; (c) segmen-
tation using motion cues; and (d) segmentation based on depth estimates. Each
of these different automatic scene segmentation methods is briefly discussed in the
following paragraphs.
Detection of pixel intensity discontinuities in monochrome images is usually achieved
through the use of edge detectors and edge-linking algorithms [1], [2]. However, it
should be noted that presence of weak features (edges) in an image and noise, more
or less, stymies the working performance of any edge detector [1], [2], [3], [4] and
edge linking algorithms are usually heuristic in nature [1], [3]. Moreover, edge detec-
tors also segment shaded regions in an image, usually, as separate regions of interest;
in many applications this is regarded as a misclassification step necessitating addi-
tional processing measures to be undertaken to ignore the mis-segmented regions
[1]. Note here that a method originally developed to detect edges in monochrome
images can also be applied in colour images through the deployment of the same
detection scheme in each of the bands of the colour image [2]. However, applying
an edge detecting scheme to each of the colour bands of a colour image calls for the
subsequent requirement of an edge linking algorithm. How edge maps of each colour
band can be linked in multiband images and other methods of segmenting regions
of interest in multiband/multispectral images have been extensively discussed in [2].
A thorough literature survey reveals a plethora of methods based on similarity to
classify regions in an image. These methods form clusters by grouping pixels in
an image either based on some basic similarity measure like intensity or association
among pixel-predicates that may be derived using the spectral, temporal and spatial
properties of each of the pixels in the image.
If the objective is to segment moving foreground objects from a background then
motion cues can be effectively used to perform the task of classification [1]. In gen-
eral, motion based segmentation can be further sub-categorised under two broad
classes: spatial domain techniques and frequency domain techniques. An early work
on motion based segmentation in the spatial domain can be found in [5]; for a com-
prehensive study of Fourier based methods to perform segmentation and measure
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Figure 1.1: (a) A 2−D bivalued sequence — the background has got a flat intensity
value of 128 and the box inside a constant value of 250; (b) the histogram constructed
using the pixel gray-level values of the sequence shows that the inner box can be
demarcated by choosing a single gray-level value from the trough region of the bi-
modal distribution.
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Figure 1.2: (a) A London underground tube station scene; (b) the histogram con-
structed using the pixel gray-level values of the complex scene shows that it is
impossible to isolate the passengers in the scene using a straightforward histogram-
thresholding based segmentation approach.
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velocity, readers are referred to [6]. Note that in this thesis, in future, whenever any
reference to any motion based segmentation technique will be made, it will implicitly
mean that the technique belongs to the spatial domain class.
A variety of depth estimation methods have been developed over the last four
decades for a range of applications. These have lead to the formation of another
robust method of effectively segregating multiple partially overlapping or non over-
lapping foreground objects from the remainder of the scene. However, it has to kept
in mind that applying a range estimate based method for foreground scene isolation
brings with it additional requirements and/or constraints over the environment un-
der view, as will be explained later in this chapter.
All these broad mechanisms to segment regions of interest in an image can be
grouped together as candidate members of the ‘bottom-up approach’ set of image
analysis [7]. A bottom-up approach is usually deployed if no well defined knowledge
of an object’s features are available a-priori. The general content of any arbitrary im-
age is considered while using a particular technique belonging to the set. Structured
accessories and methods are deployed to determine standard features, if existing, in
an image. Once parts of an image are demarcated using the determined standard
features, some or all of the parts, separated, are processed individually to extract
more high level features that can be subsequently used for further analysis and/or
recognition. In contrast, in a top-down approach model [7] it is considered that well
defined feature sets (templates) of the objects to be segregated from an image are
available a-priori. Regions of an image that match with one of these defined tem-
plates are then segmented for further analysis, recognition or detection. Correlation
pattern recognition methods [8], [9], [10] [11], [12], [13], [14], [15] are used, in gen-
eral, to perform the task of template matching. Deformable templates are also used
in case of non-rigid object segmentation [16]. Note that an edge map generation
process can also be treated as a correlation based feature recognition method [17];
however, deployment of an edge map based segmentation will help in identifying
only standard features, if present, in an image. In cases where high-level (object
specific) feature sets are available a top-down approach is generally preferred over a
bottom-up one.
5
1.1 Foreground object segmentation using com-
putational models and motion cues
Models and methods developed in this thesis are mainly directed to segment fore-
ground objects from surrounding static or slowly changing complex background
scenes. A thorough literature survey reveals that, traditionally, motion cues have
been exploited to meet this requirement [1], [18], [19], [20], [21]. The general frame-
work adopted in such approaches involves subtracting the current frame from a static
background frame or an expected background frame generated using a temporal av-
eraging process. One of the major drawbacks of this approach is that shadows cast
by moving objects get included in the difference frame or the mask generated us-
ing it; this leads to misclassification of foreground objects and can severely affect
subsequent object detection and tracking processes. Though detection of shadows
is sometimes desired and hence required for some applications [21], [22], for video
surveillance problems, in general, it is treated as a mis-segmentation [22]. Note that
shadows cast by static or dynamic objects are sometimes detected and analysed
to infer geometric properties of the objects (‘shape from shadow’ approaches) [23],
[24], [25], [22] or to extract more information about the scene, such as light source
direction detection [26], [22]. Since the main objective of this thesis is to segment
foreground objects from the remainder of a frame to perform scene surveillance,
shadows cast by moving objects have been strictly treated as false-targets; models
and methods have been developed in Chapters 2 and 3 to demarcate and eliminate
all moving shaded segmented regions to avoid false-target detection and tracking.
Since the working of a motion based based segmentation method is stymied due
to the fact that it also segregates moving shadow regions along with the real-targets
in the background, a computational model that works in the Red Green Blue (RGB)
colour space has been developed in Chapter 2 that labels and eliminates all moving
shaded regions in a scene. The computational model developed is analogous to that
described by Horprasert et. al. [21] and exploits the fact that a ‘shadow is a semi-
transparent region that retains a representation of the underlying surface pattern,
texture or colour value’ [21], [27]. The model developed constructs a colour vector
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in the RGB colour space for every pixel in the current frame and then decomposes
it to separate the chromaticity factor, represented by the vector, from its brightness
content. Both the estimates for the ith pixel in the current frame are then compared
with those of the ith pixel of the expected background frame to classify a pixel ei-
ther as a foreground object pixel, a foreground shadow pixel or a background pixel.
Note in Chapter 2 it has been shown how the developed model can be used to mark
and eliminate only the foreground shadow pixels. The colour model developed by
Horprasert et. al. in [21] also decomposes a colour vector into its chromaticity and
brightness components; however their way of estimating the two components and
their pixel classification rules are different from the method employed by the com-
putational model developed in this thesis. Moreover, the model developed in [21]
has got two pitfalls that not only makes the background update process complex
but also the overall process computationally intensive.
The model attempts to balance a pixel’s colour bands by normalising those by their
corresponding variance estimates calculated over N background frames. This at-
tempt necessitates additional precautionary measures to be taken as the variance
of saturated pixels are usually quite close to zero. In addition, the chromaticity
and brightness distortions calculated for each pixel are also normalised using their
individual root mean square (rms) values. Minimum estimates for each of the dis-
tortions require pre-estimation to tackle situations where the distortion estimates
overshoot during the normalising process because of close to zero individual rms
values. Though measures that need to be taken to speed-up the process have been
mentioned in the paper [21], it is not hard to deduce that the method will work
well only on indoor scenes where illumination change is limited. The findings made
by Prati et. al. [22], independently, confirms the fact that the model works well
on indoor scenes as compared to outdoor ones. In comparison the model devel-
oped in Chapter 2 is computationally less intensive and consequently makes the
background update process fairly straightforward. Moreover, while developing the
computational model in Chapter 2 additional attention has been given to indoor
scenes illuminated by a single incandescent source of light, a scene that has not re-
ceived proper attention in the literature. The efficiency of the model has also been
tested by deploying it in a real-life application requiring real-time processing of video
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frames. The scenario, and how the model has been applied, have been described in
Chapter 4. Note that in Chapter 4 the model has been applied to segment the real
foreground objects from a complex scene ignoring both moving shadows and other
background objects.
It should be mentioned here that other than the model described in [21] and the
model developed in Chapter 2, many more statistical parametric or non-parametric
models have been proposed in the past few years to detect and eliminate foreground
shadows in a scene; a few important methods have been described and analysed in
[22].
Deterministic models have also been developed over the last two decades to ad-
dress the same issue of foreground object shadow removal from video scenes [28],
[29], [22]. A thorough physics based model has been developed by Stauder et. al.
[28]. This model has served as the basic model for most of the deterministic and
statistical models developed thereafter [22]. In their paper [28], the authors have
described the appearance of a cast shadow in a video-camera viewed scene using
an image signal model. Then, based on four assumptions, three criteria have been
formed, the combination of the results of which indicate the regions being changed
by moving cast shadows in succeeding images. Though the approach developed
is, perhaps, the most robust and thorough deterministic method of moving shadow
detection, implementation of it suffers due to a number of facts. Firstly, the assump-
tions made, though practical, lack in generality. Secondly, the approach developed
depends on the detection of static and moving background edges, a process which
is considered not easy, by any means, and prone to errors. Thirdly, a faithful im-
plementation of the approach developed requires applying it on every succeeding
frame; this makes the model sensitive to noise. Finally, the computational load of
the process is heavy and this prohibits the use of it in any real-time applications;
this has also been pointed out by authors in [22]. Keeping all these factors in mind
any attempt to implement this deterministic model has been avoided in this thesis.
Since motion can be used in a very fast and effective way to segment foreground
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object pixels from the expected background, a modified method is developed in
Chapter 3 of this thesis that uses both motion segmentation and the developed
computational method to extract real targets from the remainder of the scene. Use
of the computational model eliminates the shortcomings of a motion cue based seg-
mentation process by effectively marking the shaded regions in the mask generated
after subtracting the current frame from the expected background frame. On the
other hand, use of the background subtraction method not only reduces the search
area for the, otherwise pixel-wise applied computational method, but also makes the
relaxation of the thresholds used in the computational model possible. Relaxation
of the thresholds of the computational model helps in detecting both the soft and
strong portions of the moving cast shadows in the target scenes.
It has also been noted that the background subtraction method of moving region
separation in the frames falters because of the fact that noise creeps into the binary
mask generated from the difference frame due to improper choice of a threshold.
Moreover, the issue that this threshold selection process should be free from human
intervention adds to the complexity of the problem. To address this issue some pop-
ular outlier detection strategies [30], [31], [32], [33] generally used in process control
mechanisms, are studied and implemented in Chapter 3 to assess their suitabil-
ity in difference-frame-to-binary-mask-generation-through-autonomous-selection-of-
a-threshold applications.
Discussions on foreground scene segmentation or efficient ways of background esti-
mation is incomplete without the brief mention of two other methods that have re-
ceived considerable attention from the scene surveillance research community. Fore-
ground scene isolation can be achieved by modeling pixel-predicates using statistical
distributions [34], [35], [36] or through the use of a background subtraction process
where the background is updated based on an (adaptive) learning rate [37]. How-
ever, it should be noted that the computational intensity of these methods sometimes
make them unsuitable for real-time applications. Moreover, these methods, in gen-
eral, do not adequately address the shadow-problem, thereby necessitating further
processing to avoid false-target detection and tracking.
Foreground object segmentation in a complex scene can also be achieved through
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the use of range estimates i.e. finding out how far the objects in a scene are from a
camera (in a co-ordinate system) or through the determination of disparity in some
projected pattern. Though such segmentation methods bring with them additional
requirements, they are usually known to be robust and effective in indoor scenes or
places with a controlled environment. One such range estimating arrangement has
been modeled in Chapter 5 and an effective way of segmenting foreground objects
through the use of spot position disparity information outlined in Chapter 6. To
facilitate understanding of the model developed in Chapter 5, a preliminary knowl-
edge of vision based depth perception theory is necessary. The following section of
this chapter fulfills this requirement.
1.2 Generalised stereovision system
A common stereovision system contains two (or more) optical sensors stationed at
fixed locations; thus the relative positions of the sensors remain stationary at any
point of time. The sensors are usually assumed to be pinhole cameras [38], [39] while
modeling the working of the arrangement. Though this is not in fact true, as an
optical sensor carries a system of lenses and the distance between the lens-centre and
the image plane does not remain constant, the assumption is made to keep the mod-
eling process straightforward. Moreover, if the object distance from the principal
point of the lens is relatively much greater than the focal length of the lens system,
then the distance between the lens-centre and the image plane remains constant
for any projection [38], [39], [40]. Sometimes, also for the sake of convenience, it is
assumed that instead of the lens system a single thin lens is viewing the scene under
consideration. Here also, it has to be ensured that the object distance is consider-
ably more than the estimated focal length of the assumed thin lens. Moreover, in
both the situations, the lens system is calibrated using available camera calibration
techniques [41], [42] and the calibration results are in turn used to correct images
(compensate for distortion) viewed through it.
Consider a stereovision arrangement (Fig. 1.3) made up of two optical sensors, OS1
and OS2, with overlapping footprints, placed at fixed locations and a computer to
do the required processing. A general co-ordinate system with centre, Opi1, and axes
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Figure 1.3: A general stereovision arrangement made up of two sensors.
(x1, y1, z1) is fixed at the centre of the image plane, 〈π1〉, of OS1. The z1-axis of the
co-ordinate system is coincident with the optical axis of the sensor and the image
plane, 〈π1〉, with its x1 − y1 plane. A light ray from any object point in the field
of view of the sensor passes through the focal point, Fpi1, of the sensor situated on
the z1-axis of the co-ordinate system and impinges on its image plane, 〈π1〉. Let,
PO, be one such object point, a light ray from which passes through Fpi1 and has
a projection Ppi1 on 〈π1〉. Let the co-ordinates of PO and Ppi1 with respect to the
general co-ordinate system, be (xO1 , yO1, zO1) and (xpi1 , ypi1, 0) respectively. Since all
object points within the range of the sensor are projected through the focal point
of the sensor system, PO and Ppi1 can be related as follows:
Ppi1 = Fpi1 + p1(P
O − Fpi1) (1.1)
where, in equation (1.1), p1 is the proportionality constant.
This can be expressed in matrix form as follows:

xpi1
ypi1
zpi1

 =


0
0
f1

+ p1


xO1
yO1
zO1 − f1

 (1.2)
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where, in equation (1.2), f1 = Opi1Fpi1.
Equation (1.2) simplifies to:
xO1
xpi1
=
yO1
ypi1
=
f1 − zO1
f1
(1.3)
Similarly, consider another co-ordinate system with centre, Opi2, and axes (x2, y2, z2)
fixed at the centre of the image plane, 〈π2〉, of the optical sensor, OS2. As before
it is assumed that the optical axis of the sensor coincides with the z2-axis of the
co-ordinate system and that the sensor’s image plane lies on its x2 − y2 plane.
The second co-ordinate system can be related with the first one through a 3 × 3
orthonormal matrix R describing rotation and a 3× 1 column vector, T, describing
translation, in the following way:

x2
y2
z2

 = R


x1
y1
z1

+T (1.4)
Now, the same point PO
[≡ (xO2, yO2, zO2) with respect to Opi2] is imaged by the
sensor OS2 via its focal point, Fpi2. Let the projection of P
O on the image plane of
OS2, 〈π2〉, be Ppi2 [≡ (xpi2, ypi2, 0)]. Again, as before Ppi2 and PO can be related by:
Ppi2 = Fpi2 + p2(P
O − Fpi2) (1.5)
which if expanded in matrix form gives us:

xpi2
ypi2
0

 =


0
0
fpi2

+ p2


xO2
yO2
zO2 − f2

 (1.6)
where, in equation (1.6), f2 = Opi2Fpi2.
Equation (1.6) can be further simplified into:
xO2
xpi2
=
yO2
ypi2
=
f2 − zO2
f2
(1.7)
If the elements of R and T are a priori known to us (through a calibration process),
then the 3−D co-ordinates of the object point, PO, (xO2 , yO2, zO2) or (xO1, yO1, zO1)
can be determined from its projections on the two image planes 〈π1〉 and 〈π2〉 [equa-
tions (1.3), (1.4) and (1.7)].
12
A word of caution. It has to be ensured while using the model to determine the
3−D co-ordinates of an object point, that the projections on the image planes are
from the same point. This is known as the classical correspondence problem.
Now, let Ppi1 be an image point on 〈π1〉. It is actually, say, the projection of an
object point PO along the line lpi1 on 〈π1〉. However, these facts are not enough to
ascertain the exact location of the projection of the point PO on 〈π2〉; this is because
PO can lie anywhere on lpi1. This, in other words, shows that, just by making use
of geometrical constraints, the exact position of an object point on the image plane
of the other sensor cannot be determined. However, use of the epipolar constraint
[38], [39], [43], [42] can constrain the search area of locating the projection of PO
on 〈π2〉. According to the epipolar constraint, the projection of PO on 〈π2〉 will be
on the line of intersection of the plane formed by Fpi1 , Fpi2 and Ppi1 with the plane
〈π2〉. This means that if the projection of an object point, PO, on 〈π1〉 is known,
then the epipolar constraint can be used to locate the projection of the same point
on 〈π2〉 by searching along a line in a particular direction.
The complexities associated with the solving of the classical correspondence prob-
lem can be reduced through the use of an active method, instead of a passive one
[39]. In the case of active methods based on structured light projection, one of the
two optical sensors is usually replaced with a structured light pattern projector.
The problem then reduces to finding the elements of the structured pattern on the
image plane of the sensor used to capture the pattern, for subsequent analysis of
the pattern’s deformations. It should be mentioned here that explicitly coding the
structured pattern further reduces the problem of finding the elements of the pattern
on the image plane of the sensor and helps in increasing the working volume of a
typical depth sensing arrangement [39]. However, encoding the pattern also brings
with it some problems which will be discussed later in this chapter.
For some significant work in the field of active depth sensing, from the nineteen-
seventies to the mid nineteen-nineties, ranging from projection of a slit line scanning
a screen, to grid pattern projection covering the entire field of view of the camera re-
fer to the research reported in [44], [45], [46], [47], [48], [49], [50], [51], [52], [53], [54].
Before discussing the various types of explicitly encoded structured light pattern
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projection based range estimating arrangements, a general framework of a typical
structured light projection based depth sensor is presented.
1.2.1 General principle of a structured light pattern projec-
tion based depth estimation arrangement
A global co-ordinate system, Opi1, is fixed at the centre of the image plane, 〈π1〉, of the
sensor used to grab the projected pattern and any deformations of it (Fig. 1.4). The
co-ordinates of the focal point, Fpi1, of the sensor are given as (0, 0, f1)
T with respect
toOpi1. Now, since an arbitrary object point, P
O
[≡ (xO, yO, zO)with respect to Opi1]
will be projected on 〈π1〉 via the focal point, Fpi1, its projection Ppi1 on 〈π1〉 and PO
can be related as follows:
Ppi1 = Fpi1 + p1(P
O − Fpi1) (1.8)
This can be expressed in matrix form as follows:

xpi1
ypi1
0

 =


0
0
f1

+ p1


xO
yO
zO − f1

 (1.9)
where, in equation (1.9), f1 = Opi1Fpi1. Another co-ordinate system, Opi2, is fixed at
the centre of the image plane, 〈π2〉, of the structured light pattern projector which
is assumed to be working like a reverse camera [55]. Moreover, it is also assumed
that Opi2 has the same orientation as that of Opi1. The co-ordinates of Opi2 (centre
of the co-ordinate system) can then be expressed in terms of the global co-ordinate
system, Opi1, as:
Opi2 = (x2, y2, z2)
T (1.10)
The focal point of the assumed reverse camera, Fpi2, can then be expressed in terms
of the global co-ordinate system as:
Fpi2 = (x2, y2, z2 + f2)
T (1.11)
where, in equation (1.11), f2 = Opi2Fpi2 .
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Figure 1.4: A general structured light based depth estimation arrangement; note
that in the typical case shown, the co-ordinate system, Opi1, attached to the image
plane of the sensor and the plane, Opi2, attached to the image plane of the projector
have the same orientation.
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Now, suppose the object point, PO, is projected from the point Ppi2 lying on the
image plane 〈π2〉 of the reverse camera set-up. The co-ordinates of Ppi2 with respect
to Opi2 is given as (xpi2 , ypi2, 0)
T ; with respect to the global co-ordinate system, Opi2,
this can be expressed as follows:
Ppi2 =


x2
y2
z2

+


xpi2
ypi2
0

 =


x2 + xpi2
y2 + ypi2
z2

 (1.12)
Since any point on 〈π2〉 is projected via Fpi2, PO and Ppi2 can be related as follows:
Ppi2 = Fpi2 + p2(P
O − Fpi2) (1.13)
Equation (1.13) can be expressed in matrix form as follows:

x2 + xpi2
y2 + ypi2
z2

 =


x2
y2
z2 + f2

+ p2


xO − x2
yO − y2
zO − z2 − f2

 (1.14)
From equation (1.9) it can be derived that:
p−11 =
xO
xpi1
=
yO
ypi1
=
f1 − zO
f1
(1.15)
This gives us:
xO = (
f1 − zO
f1
)xpi1 (1.16)
yO = (
f1 − zO
f1
)ypi1 (1.17)
Similarly, from equation (1.14) we get:
p−12 =
xO − x2
xpi2
=
yO − y2
ypi2
=
f2 + z2 − zO
f2
(1.18)
From equation (1.18) we get:
xO = x2 + (
f2 + z2 − zO
f2
)xpi2 (1.19)
yO = y2 + (
f2 + z2 − zO
f2
)xpi2 (1.20)
Now, from equations (1.16) and (1.19) we get:
(
f1 − zO
f1
)xpi1 = x2 + (
f2 + z2 − zO
f2
)xpi2 (1.21)
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Therefore,
zO =

x2 + (1 +
z2
f2
)xpi2 − xpi1
(
xpi2
f2
− xpi1
f1
)


=
f1f2
f1xpi2 − f2xpi1
[
x2 + xpi2 − xpi1 +
z2xpi2
f2
]
(1.22)
Similarly, equating equations (1.17) and (1.20) we get:
zO =
f1f2
f1ypi2 − f2ypi1
[
y2 + ypi2 − ypi1 +
z2ypi2
f2
]
(1.23)
It becomes apparent from equations (1.22) and (1.23) that depth, zO, of the ob-
ject point, PO, can be estimated given the co-ordinates of the image point on 〈π2〉
from which PO is projected, Ppi2, and the co-ordinates of the projection of P
O on
〈π1〉, Ppi1. Of course, co-ordinates of the centre of Opi2 with respect to the global
co-ordinate system, Opi1, and the focal lengths, f1 and f2, have to be a priori deter-
mined through a calibration process.
Note also from equations (1.22) and (1.23) that determination of either the x- coor-
dinates, xpi1 and xpi2 , or the y- coordinates, ypi1 and ypi2, are enough to estimate the
depth of the object point PO. This redundancy can be exploited by making either
the x- coordinates or the y- coordinates of the projected pattern carry more infor-
mation (coded) to solve the, otherwise difficult, classical correspondence problem.
Also note that in the general framework described, it is assumed that the two co-
ordinate systems, Opi1 and Opi2, have the same orientation. This means that only
3 elements of the translational vector, T, have to be a priori determined to map
Opi2 with Opi1. If this is not the case, then a thorough calibration process has to
be undertaken to describe Opi2 in terms of the global co-ordinate system, Opi1. The
following subsection will show how the focal lengths, the translations and the orien-
tations of the separate optical devices (co-ordinate systems associated with them)
can be expressed in terms of the global co-ordinate system which is usually fixed on
one of the devices used in the entire arrangement.
1.2.2 Calibration process
A relatively straightforward calibration scheme can be developed by locating several
object points and their corresponding projections on an image plane. Using homo-
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geneous co-ordinates [42], the entire perspective transformation can be described
as:


fwxpi1
fwypi1
fw

 =


RΘ11 R
Θ
12 R
Θ
13 R
Θ
14
RΘ21 R
Θ
22 R
Θ
23 R
Θ
24
RΘ31 R
Θ
32 R
Θ
33 R
Θ
34




xO
yO
zO
1


(1.24)
where, in equation (1.24), fw is a non-zero value and rotation, translation, scaling
and perspective transformations are described by the matrix:


RΘ11 R
Θ
12 R
Θ
13 R
Θ
14
RΘ21 R
Θ
22 R
Θ
23 R
Θ
24
RΘ31 R
Θ
32 R
Θ
33 R
Θ
34


From equation (1.24) we get:
fwxpi1 = R
Θ
11x
O +RΘ12y
O +RΘ13z
O +RΘ14 (1.25)
fwypi1 = R
Θ
21x
O +RΘ22y
O +RΘ23z
O +RΘ24 (1.26)
fw = RΘ31x
O +RΘ32y
O +RΘ33z
O +RΘ34 (1.27)
From equations (1.25) and (1.27) we get:
RΘ11x
O +RΘ12y
O +RΘ13z
O +RΘ14 − RΘ31xOxpi1 − RΘ32yOxpi1 −RΘ33zOxpi1 −RΘ34xpi1 = 0
(1.28)
Similarly from equations (1.26) and (1.27) we get:
RΘ21x
O +RΘ22y
O +RΘ23z
O +RΘ24 −RΘ31xOypi1 − RΘ32yOypi1 −RΘ33zOypi1 −RΘ34ypi1 = 0
(1.29)
To simplify the calibration process, it is usually assumed that RT34 = 1 [39]. Equa-
tions (1.28) and (1.29) can now be re-written as:
RΘ11x
O +RΘ12y
O +RΘ13z
O +RΘ14 − RΘ31xOxpi1 −RΘ32yOxpi1 −RΘ33zOxpi1 = xpi1 (1.30)
RΘ21x
O +RΘ22y
O +RΘ23z
O +RΘ24 −RΘ31xOypi1 − RΘ32yOypi1 −RΘ33zOypi1 = ypi1 (1.31)
A vector, U, is now defined by lexicographically arranging the elements of the trans-
formation matrix, excluding the term RT34:
U =
[
RΘ11R
Θ
12R
Θ
13R
Θ
14R
Θ
21R
Θ
22R
Θ
23R
Θ
24R
Θ
31R
Θ
32R
Θ
33
]T
(1.32)
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Collecting the other terms (not the elements of the transformation matrix) from the
left-hand side of equation (1.30), a vector vx is formed:
vx =


xO
yO
zO
1
0
0
0
0
−xOxpi1
−yOypi1
−zOxpi1
−xpi1


T
(1.33)
Similarly, collecting the other terms (not the elements of the transformation matrix)
from the left-hand side of equation (1.31), a vector vy is formed:
vy =


0
0
0
0
xO
yO
zO
1
−xOypi1
−yOypi1
−zOypi1
−ypi1


T
(1.34)
The x - coordinate of the projection of PO on 〈π1〉, xpi1 , is then given by the scalar
product of vx and U:
vxU = xpi1 (1.35)
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Similarly the y - coordinate of the projection of PO on 〈π1〉, ypi1, is given by the
scalar product of vy and U:
vyU = ypi1 (1.36)
It becomes apparent from equations (1.35) and (1.36) that given the co-ordinates of
an object point and its corresponding projection on an image plane, two elements
of U can be determined. So, by locating 6 non-coplanar object points and their
corresponding projections on an image plane, the vector U can be fully determined
[39]. If the co-ordinates of the object points and their corresponding projections on
the reverse camera image plane can also be linked up by repeating the described
calibration procedure, then the co-ordinate system fixed on the image plane of the
reverse camera can be described in terms of the global co-ordinate system. Finally, it
needs mentioning that though only 6 non-coplanar objects and their corresponding
projections are required to fully determine the vector U, according to many authors
at least 60 points are necessary for an fairly accurate calibration [39].
1.2.3 ‘There is no such thing as a free lunch!’
From the above discussions it becomes apparent that replacing the optical sensor in
a stereo-vision system by a structured light pattern projector can reduce the com-
plexity involved in solving the correspondence problem. In fact, solving the problem
can be made even trivial by explicitly encoding the projected structured pattern.
Think of a structured pattern of dots where each dot is formed by an emitted light
ray of a specific frequency within the visible range (colour coded) and using the
same number of sensors as the number of dots in the pattern, each tuned to image
a specific coloured dot and analyse its corresponding deformation. Ideally, in such a
case, the correspondence problem solving issue might not be even spared a thought
considering its contextual triviality. However, if the practical issues are taken into
account, it would not be hard to realise that encoding the projected pattern in
this way does not diminish the difficulty of the problem by any amount. First of
all, if we consider, say, a 32 × 32 dot pattern formed of distinct hue values, then
(32×32) = 1024 sensors, each tuned to a particular frequency, are required to image
the entire pattern. Moreover, if colours are projected on a scene, then its use will
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be limited to generating surface maps of neutral colour objects [39]. A non-neutral
colour scene may change the colour of some of the projected spots resulting in re-
gion losses in the perceived pattern. This indicates the fact that colour coding the
projected pattern may make the working of the depth sensing arrangement scene
dependent. There are of course many ways, other than colour, of explicitly encod-
ing the projected pattern. Unfortunately, though each of these methods attempts to
reduce the complexities involved in solving the correspondence problem, it carries
some practical disadvantages with it. A broad overview of the various coding tech-
niques and some of the limitations associated with each category are now presented.
There are various ways of classifying the various structured pattern encoding tech-
niques. It can be based upon temporal dependence [39], nature of light projected
[39] or the limit put by the coding technique on the working range of the depth
sensing system.
Based upon temporal dependence a coding technique can be classified into:
A. Static: This type of coding can be used while observing motion-less scenes [39].
Multiple patterns are usually projected to load more information on either of
the two orthogonal co-ordinates (non-axial) of the projected pattern. This
helps in locating the projected pattern elements on an image plane. However,
since projecting multiple patterns takes time, any motion in the scene may
jeopardise the working of the system.
B. Dynamic: If there is motion in the scene, usually a single coded pattern is
projected [39]. While dealing with dynamic scenes, it has to be kept in mind
that de-codification of a complex pattern is a time consuming process; on the
other hand, projection of a relatively simple pattern limits the working volume
of the system.
Coding techniques can also be categorised based on the nature of the light projected:
A. Binary: Presence or absence of light is used to encode a projected pattern
element [39]. Usually such bi-valued patterns limit the working-volume of the
depth sensing arrangement.
B. Grey-level: If the projected pattern is intensity coded, then decoding the scene
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requires the scene to be first illuminated with constant light intensity and steps
to cancel any surface reflection effect.
C. Colour: The hue values used to encode the elements of the pattern should be
considerably different so that the colour constancy property can be properly
exploited [39]. Such patterns usually make the working of the arrangement
very much scene dependent.
It should be mentioned that a particular coding technique, or a coded pattern, may
put some limit on the surface depth that can be measured with a certain degree of
accuracy by a given depth estimation arrangement. In other words, it limits the
working range of the depth sensing set-up. For example, if a particular pattern is
repeated periodically, then to avoid ambiguity the surface depth range should not
cause any deformity in a pattern element which is more than half of the period
length. However, it is a common practice to periodically repeat a pattern as it
reduces the number of bits required to codify the pattern. On the other hand, if
the pattern is not repeated then there is, in theory, no restriction on the working
range of the system. However, this advantage comes with higher cost and technical
requirements which may not be feasible at all from a practical point of view.
For some interesting coding techniques that have been used to alleviate the difficul-
ties associated with the solving of the correspondence problem, readers are referred
to [56], [57], [58], [59], [60], [61] , [62], [63], [64], [65], [66], [67], [39]. For a more
recent account of developments of structured light projection based depth sensing
the reader is referred to [68], [69].
As it is now perhaps clear, even though explicitly encoding the projected pattern
helps in reducing the complexity of the correspondence problem, it brings with it
additional requirements and limitations. Looking at all these practicalities, perhaps,
it is true that ‘there is no such thing as a free lunch!’.
Keeping all these factors in mind, in Chapter 5 an attempt has been made, while
modeling a structured light projection based active range estimation system, to
increase the working volume of the arrangement without explicitly encoding the
projected pattern.
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In Chapter 6 it is shown how a foreground scene can be segmented without gener-
ating explicit depth maps and solely by using the projected pattern disparity infor-
mation. Two median filtering schemes have also been developed in this chapter to
de-noise unassociated pixel cluster contaminated foreground object masks generated
using the projected spot position disparity based segmentation method.
1.3 A brief overview of the chapters
Chapter 2: The computational model to classify pixels in a scene has been developed in
this chapter. It has been demonstrated how the computational model, with
the optional use of a proposed channel ratio test, can be used to segregate
moving-shadow regions in indoor scenes illuminated by a fixed incandescent
source of light.
Chapter 3: The combined approach involving the computational model working in tandem
with a standard background subtraction process has been constructed in this
chapter. In addition, various popular outlier detection strategies have been
studied and implemented to assess their suitabilities in generating a threshold,
automatically, that can be used to develop a binary mask from a difference
frame, the outcome of the background subtraction process. Finally, the chapter
investigates the performance of the combined approach and compares it with
that of the pixel-wise applied computational model through the use of some
standard performance evaluation metrics.
Chapter 4: In this chapter the full scope of the pixel-labeling capabilities of the developed
computational model has been assessed by applying the model as the first
stage of a two-stage process to detect abandoned baggage in public places.
Chapter 5: An active structured light based depth-estimating system has been modeled in
this chapter; the working of the developed model has also been demonstrated.
Chapter 6: The chapter outlines how the task of foreground scene segmentation can be
accomplished by solely sensing the disparity in a projected structured, and
without generating explicit depth-maps. Two custom-built median filtering
schemes have also been formulated in this chapter to de-noise the difference
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frames containing the silhouettes of the foreground objects, generated by the
developed depth cue based scene segmentation process.
Chapter 7: In the final chapter the entire thesis has been discussed, some conclusions
drawn and future work outlined.
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Chapter 2
COMPUTATIONAL MODEL TO
DETECT AND REMOVE
MOVING-SHADOWS IN VIDEO
IMAGES
2.1 Introduction
Motion segmentation is a powerful method for segmenting objects of interest in
many computer vision scenarios. However, the moving object may also cast a mov-
ing shadow (false-target) which may become incorrectly labelled as part of the fore-
ground object. Hence shadow detection in video images plays an important role in
the overall efficiency and robustness of a real-time surveillance system. A method
that works in the RGB colour space with a channel ratio test is described in this
chapter. The core method, based on a Lambertian hypothesis, has been tuned to
suppress highlights. Extensive statistical studies have been conducted to facilitate
understanding, and also remove the ad hoc nature of the selected thresholds to the
extent that the method may be coarse tuned. The method has been applied on
various indoor video sequences, and the results show that it can be satisfactorily
used to mark or eliminate the strong portion of the foreground shaded region.
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2.2 Chapter organisation
The chapter has been organized in the following way: Section 2.3 illustrates how a
shadow is formed, and why the detection and removal of moving-shadows is consid-
ered a vital step in the development of a video-surveillance system. The computa-
tional model developed is described in Section 2.4. Section 2.5 reports the results
of an extensive statistical analysis done on the threshold parameters so as to help
the end-user coarse tune these. Section 2.6 introduces the topic of channel ratio test
that can be effectively used in certain video sequences to reduce false segmentations.
The overall method is documented in Section 2.7. Sections 2.8 and 2.9 elaborates
on the results and the significance of the channel ratio test. Conclusions are finally
drawn in Section 2.10.
2.3 Shadow formation
A shadow is formed when light from a source is intercepted by an opaque body in
such a way that the other side of the body not facing the source is in darkness.
Projection of this dark region on a surface behind the object is known as a shadow
region. Fig. 2.1 illustrates the formation of shadow due to an extended source
smaller than the object. The part of the shadow that is devoid of any light is called
the umbra, and the region surrounding it, which is partially dark, is called the
penumbra or the soft portion of the shadow [28]. From another perspective, shadows
can be categorized as static shadows or moving shadows [70]. Static shadows are
cast by static objects that usually form a part of the background; their elimination
has never been judged as a crucial pre-processing step, as such shadows usually
do not jeopardize the actual foreground object recognition process of surveillance
systems. On the other hand, shadows cast by dynamic objects or by objects suddenly
brought into a background scene are often misclassified as the actual foreground
objects, leading to poor object segmentation and tracking [70]. Hence, a foreground
shadow region elimination process has become an unavoidable pre-processing step
for the development and implementation of a robust and reliable real-time video-
surveillance system.
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Figure 2.1: Shadow formation due to an opaque object larger than the extended
source of light; the part of the shadow devoid of any light is called the umbra and
the surrounding region is the penumbra.
2.4 Computational model
The colour model utilised is analogous to that developed by the authors of [21], and
exploits the fact that a shadow can be considered as ‘ a semi-transparent region in
the image, which retains a representation of the underlying surface pattern, texture
or colour value’ [21],[27]. The model estimates the brightness and the chromaticity
distortion factors separately for each pixel of the current frame with respect to the
corresponding pixel of the expected background frame. As illustrated in Fig. 2.2 , Ei
is the expected colour vector of the ith pixel in the RGB colour space, obtained after
averaging N background frames, and Ii is the corresponding colour vector of the i
th
pixel obtained from any one of the current frames. An estimate of the brightness
distortion can be obtained by finding out the difference, | Ei |, and the magnitude
of the projection of Ii on Ei. On the other hand, the chromaticity distortion factor
for the ith pixel can be estimated by determining the angle between Ii and Ei.
The expected colour vector for the ith pixel is given by:
Ei = r¯irˆ+ g¯igˆ + b¯ibˆ (2.1)
where, in equation (2.1), the bar indicates the mean pixel value measured over 100
frames and the hat indicates a unit vector along a specific colour axis. The current
colour vector of the ith pixel, obtained from any one of the current frames is given
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as:
Ii = rirˆ+ gigˆ + bibˆ (2.2)
The projection of Ii on Ei is given by:
OPi = 〈Ii, eˆi〉 (2.3)
where, in equation (2.3), eˆi is the unit vector in the direction of Ei, and 〈〉 is the
inner (dot) product of the two vectors. The difference, Ξi, between | Ei | and OPi
can be used as an estimate of the brightness distortion factor for the ith pixel of the
current frame:
Ξi =| Ei | −OPi (2.4)
The chromaticity distortion factor for the ith pixel is expressed as an angle, θi,
between Ei and Ii, is given as:
θi = arccos
( 〈Ei, Ii〉
| Ei || Ii |
)
(2.5)
2.5 Statistical analysis of the observed data
Four different sequences were chosen, as shown in Fig. 2.3, to determine a threshold
for the brightness distortion factor. For every sequence a region of interest (roi),
covering the foreground shadow region, was chosen interactively. The brightness dis-
tortion suffered by each of the pixels in that region was determined using equation
(2.4). Subsequent statistical analysis revealed that the data, {Ξ}, was negatively
skewed (Fig. 2.4) and the histograms, typically having a single peak, are of the form
shown in Fig. 2.5. It was noted that the chosen threshold, was roughly equal to the
standard deviation of the data subtracted from its mean value. However, it should
be mentioned that the typical form of the histogram clearly depicts that the data
does not follow any single standard distribution; this was confirmed by the formal
chi-squared goodness-of-fit tests [71].
The data was then redistributed to 100 bins of equal width. The class-marks for
each of the bins were then determined. It was observed that the selected threshold
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Figure 2.2: The computational model in the RGB colour space; Ei is the expected
colour vector, Ii is the current colour vector, OPi is the projection of Ii on Ei, and
θi is the angle between Ii and Ei.
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(ii) (i) 
(a) 
(i) (ii) 
(b) 
(c) (ii) (d) (ii) 
Figure 2.3: For four examples (a), (b), (c) and (d): (i) expected background frame
(only shown for (a) and (b) for compactness); (ii) one of the current frames.
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Figure 2.4: Boxplot for {Ξ} depicts that the data is negatively skewed, as the
difference between the median and the first quartile is more than the difference
between the third quartile and the median; observations lying outside the inner
fence are the suspected outliers.
Figure 2.5: Typical histogram for the brightness distortion data, {Ξ}; the data being
distributed among 50 bins of equal width.
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nearly corresponded to the class-mark that segregates the data in a 24:76 ratio for
the first sequence, 27:73 ratio for the second, 25:75 for the third, and 22:78 for the
fourth. According to the scheme, one of the criteria of marking a given pixel as a
shadow pixel is that the brightness distortion factor value for that pixel must be
greater than the selected threshold. The analysis thus reflects the fact that at least
70% of the pixels in the shadow region suffer a brightness distortion which is above
the chosen threshold.
It was observed that the threshold for the chromaticity distortion factor was roughly
equal to the mean of the data added to the standard deviation of the same (data).
Note a similar initial procedure was then adopted to analyse the chromaticity dis-
tortion factor, θi. Histograms were constructed based on the observed values of the
parameter. A model comprising two normals with weights p1 and p2 was chosen to
fit the constructed histogram (Fig. 2.6). The probability distribution function of
the model is given as:
f(θi) =
p1√
2πσ1
e
0
@−
(θi − µ1)2
2σ21
1
A
+
p2√
2πσ2
e
0
@−
(θi − µ2)2
2σ22
1
A
∀ i in the roi (2.6)
where, in equation (2.6), µ1 and σ1 are the mean and standard deviation of the nor-
mal distribution with weight p1; µ2 and σ2 are those of the other normal distribution
with weight p2.
Maximum likelihood estimates (MLEs) of the five unknown parameters (weight:
p1, means: µ1 and µ2, and standard deviations: σ1 and σ2) were then determined
using MATLAB [72]. A Kolmogorov-Smirnov (KS) test [73] was then carried out
to test the null hypothesis that the underlying distribution has the form expressed
in equation (2.6). It was found that the value of the test statistic was less than the
critical value at a significance level of 0.05; hence, it can be concluded that there is
no evidence against our proposed distribution at the 5% level.
It should be mentioned that the algorithm uses the assumption that the chromatic-
ity distortion factor of the pixels in the shadow region will be less than a chosen
threshold, τθ. Investigations were carried out based on the assumed mixture model
to find out the probability of getting a θi value less than the chosen threshold in the
shaded region. Thus, let θM be the measured value of θi, where θi represents any
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Figure 2.6: Superimposed on the scaled histogram is the curve corresponding to
equation (6) with its MLE parameters.
random pixel in the chosen area; it is defined as follows:
θM =

 θX , with probability p1θY , with probability p2 (2.7)
where, in equation (2.7), θX and θY are random variables with the following distri-
butions:
θX ∼ N(µ1, σ1) (2.8)
θY ∼ N(µ2, σ2) (2.9)
Now, the probability of getting a value of θM less than the chosen threshold is given
as:
P (θM < τθ) =p1P (θX < τθ) + p2P (θY < τθ)
=p1P (
θX − µ1
σ1
<
τθ − µ1
σ1
) + p2P (
θX − µ2
σ2
<
τθ − µ2
σ2
)
=p1P (z < τ
′
θ) + (1− p1)P (z < τ
′′
θ ) (2.10)
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where, in equation (2.10), z is the standard normal variable, τ
′
θ = (
τθ − µ1
σ1
) and
(
τθ − µ2
σ2
).
After computing the maximum likelihood estimates of the various parameters in
equation (2.10) for each of the four sequences, it was revealed that there is approx-
imately more than an 80% chance of getting a value of the chromaticity distortion
factor for any pixel in the shadow region which is less than τθ.
Thus, to get the initial (starting) values of the threshold parameters the following
2-step process has to be followed:
1. Compute the mean and the standard deviation of the brightness distortion data,
and take the threshold as the standard deviation subtracted from the mean.
To confirm (optional step):
Distribute the brightness distortion data into 100 bins of equal width, and then de-
termine the class-mark the divides the data into a 30 : 70 ratio. Ascertain the
class-mark is roughly equal to the chosen threshold value.
2. Compute the mean and the standard deviation of the chromaticity distortion
factor data, and take the threshold as the mean added to the standard deviation.
To confirm (optional step):
Fit a mixture model comprising two normals to the constructed histogram using the
chromaticity distortion data, and then find out whether P (θM < τθ) or not.
2.6 Channel ratio test
It was observed that when the scene was illuminated by an indoor incandescent
source the intensity of the red channel was more than that of the green or the blue
channel for each individual pixel. Moreover, it was also observed that if the light
source is blocked by an opaque object, resulting in the formation of a shadow on a
non-coloured surface, then for more than 80% of the pixels in the shaded region:(
Γbi
ΓBi
)
>
(
Γri
ΓRi
)
(2.11)
where, in equation (2.11), Γbi and Γri are the intensities of the blue and red channels,
respectively, of the ith pixel in the shaded region; ΓBi and ΓRi are the intensities of
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the blue and red channels, respectively, of the ith pixel of the expected background
frame. This ratio test when adopted as an integral part of the developed algorithm
to detect the actual shadow region on a non-coloured natural surface was found to
reduce the false detection rate significantly and thus increase its efficiency, as will
be demonstrated below. In this context, it is worth mentioning that shadows cast
by objects on an outdoor neutral surface during day light tend to be more bluish in
colour. This is because the only source of illumination on an outdoor shadow region
is the sky. This observation has been utilized to mark the shadow pixels by Nadimi
et. al. [70].
2.7 The proposed algorithm for shadow detection
N frames of the background are taken and averaged to get the expected background
frame. This is done since, due to camera sensor noise, the RGB colour value of any
given pixel, Ii, does not remain constant for all the N background frames. Any
one of the current frames should then be considered and a pixel by pixel search
undertaken to generate a shadow mask, Λ defined as:
Λi =


1, if (Ξi > τb) ∩
(
Γbi
ΓBi
)
>
(
Γri
ΓRi
)
∩ (θi < τθ) ∀ i, i ∈ [1,M ×N ]
0, otherwise
(2.12)
where, in equation (2.12), M ×N denotes the frame size.
It should be mentioned here that Ξi is to be calculated as equation (2.4) and a
positive result ensured so as to suppress highlights; the algorithm thus works well
for near-Lambertian surfaces. Morphological filters (erosion, dilation, and area) have
to be deployed as the final step to remove noise, and to close the gaps in between the
detected shadow regions. Note that henceforth we have used the phrase ‘standard
cleaning process’ to mean application of the combination of morphological filters.
2.8 Results
Four sequences (a), (b), (c) and (d) were taken as shown in Fig. 2.3. The results
after applying each of the criteria of marking a shadow pixel are shown for sequence
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(a). As can be seen from Fig. 2.7 (i) — (iii), application of each of the criteria helps
in reduction of noise. The final result after applying a standard cleaning process is
shown in Fig. 2.7 (iv). For the other sequences, (b), (c) and (d), the final results
after applying the standard cleaning process are demonstrated in Fig. 2.7 (v) —
(vii). A careful observation of the results reveals the fact that the applied method
mainly marks the umbra portion of the shadow.
The results also infer that to cover the entire shadow area threshold values have
to be relaxed. This objective could be achieved through the deployment of a prior
foreground object segmentation process to generate a binary-mask; the generated
mask could then be used to search moving shadow pixels with relaxed threshold
values as the constrained mask region would arrest the rise of the false detection
rate [74]. However, such binary-mask based shadow search process would eventually
reduce the speed of the entire process [75].
2.9 Significance of the channel ratio test
Investigations were also carried out as a part of the work to evaluate the significance
of the channel ratio test. In this regard, it should be borne in mind that the effi-
ciency of a given technique can be quantitatively evaluated, firstly, by assessing its
effectiveness as a good shadow point detector i.e. by determining what is the prob-
ability of misclassifying an actual foreground shadow point as a non shadow point;
also, secondly, by determining its discrimination potential i.e. by finding out the
probability of classifying a non-foreground shadow point as an actual foreground
shadow point. Such assessment in our case was done by applying the developed
scheme twice for each of the captured video sequences; once with the test part in-
cluded and then with this excluded. The two separate results obtained for each of
the sequences were then examined and compared. Two metrics have been defined to
quantify the performance. One of the two metrics is termed the shadow detection
rate, ξ , and is defined as follows:
ξ =
ηdfs
ηfs
(2.13)
where, in equation (2.13), ηdfs is the total number of actual foreground shadow
pixels detected by the scheme and ηfs is the total number of actual foreground
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Figure 2.7: (i) (iii) Results after applying each of the marking criteria (brightness
distortion test, channel ratio test and chromaticity distortion test) on video sequence
(a); (iv) after cleaning the result obtained in (iii); (v) result after applying the overall
method and the cleaning process on video sequence (b); (vi) result after applying
the overall method and the cleaning process on video sequence (c); (vii) result after
applying the overall method and the cleaning process on video sequence (d).
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shadow pixels. From the definition it is evident that the range of ξ is between 0 and
1. In the ideal case the total number of detected foreground shadow pixels should
be equal to the total number of actual foreground shadow pixels and, then, ξ = 1.
In the practical case, the more efficient the shadow detection scheme, the closer to
1 will be the value attained by ξ.
Another metric is the false detection rate, λ, which quantifies the discriminatory
potential of the utilised method. It is defined as follows:
λ =
ηds − ηdfs
ηds
(2.14)
where, in equation (2.14), ηds is the total number of pixels detected as shadow points
by the scheme. The range of λ also lies between 0 and 1. Here, in the ideal case, the
difference ηds − ηdfs should be 0 and then λ will be equal to 0. However, in reality
a value close to 0 indicates the efficient performance of the method. The values of
the metrics were found for the four different video sequences, considering only the
umbra portion of the shadow in each case and the results have been tabulated in
Table 1. As has been evinced in Table 1, a substantial decrease in the false detection
rate can be achieved through the use of the ratio-test. Note that we also observed a
reduction in the shadow detection rate when the channel ratio test was incorporated
in the overall test (Fig. 2.8).
2.10 Summary
In this chapter a method for detecting foreground shadow pixels from video se-
quences of indoor scenes, illuminated in each case by a single fixed incandescent
source, is described. Relevant results of the statistical analysis undertaken have
been reported so as to remove the ad hoc nature of the thresholds to be selected, to
a certain extent. The approach can be utilised for real-time scene activity tracking
if the expected background frame and the thresholds can be obtained as parts of an
oﬄine process.
It should be noted that the spectrum of the light coming from an indoor incan-
descent source has more power towards the red end of the spectrum; hence, on a
neutral surface, it was found that the intensity of the red channel is more than that
of the green and the blue channel. It can be inferred from the channel ratio test
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Table 2.1: Values of ξ and λ for the three different video sequences.
Video Scheme where the ξ λ
sequences channel ratio test (expressed as %) (expressed as %)
has been employed
has been marked E;
otherwise NE.
(a) E 83.79 7.84
(b) E 86.23 6.89
(c) E 89.57 4.54
(d) E 81.01 3.17
(a) NE 91.87 37.49
(b) NE 92.24 22.54
(c) NE 96.74 24.85
(d) NE 93.02 17.47
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Figure 2.8: False detection rates plotted against shadow detection rates for the
various video sequences concerned; plus: video sequence (a), channel ratio test
employed; up-triangle: video sequence (b), channel ratio test employed; circle: video
sequence (c), channel ratio test employed; square: video sequence (d), channel ratio
test employed; down-triangle: video sequence (a), channel ratio test not employed;
8-pointed star: video sequence (b), channel ratio test not employed; 5-pointed star:
video sequence (c), channel ratio test not employed; diamond: video sequence (d),
channel ratio test not employed.
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that the red channel suffers significant reduction compared to its expected intensity
value with respect to that of the blue channel in shadow regions, cast by objects
blocking an indoor incandescent source, on a non-coloured natural surface.
The developed model requires a single current frame to compare it with the ex-
pected background in order to mark the shadow pixels. Thus it can also be utilised
to remove foreground shadow regions in digital still images, provided an image of
the background without the actual foreground object is available.
The final results obtained indicated that the algorithm mainly marks the strong
portion (umbra) of the shadow. Region growing techniques to encompass the soft
portion of the shadow and also segmentation methods in order to expedite the over-
all process will be described in the next chapter. Also, note that that the model can
also be used to segment actual foreground objects from the background. This will
be explained in Chapter 4 where it will be explained how the developed computa-
tional model can be modified to be used as part of a two-stage approach to detect
abandoned objects in public places.
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Chapter 3
SHADOW ELIMINATION
AFTER MOVING REGION
SEGMENTATION BASED ON
DIFFERENT THRESHOLD
SELECTION STRATEGIES
3.1 Introduction
A popular approach for detecting moving object regions in video sequences is the
application of the background subtraction technique. According to this technique
the background (reference) image is subtracted from the current image frame and
the moving parts are detected by the selection of a suitable threshold. In this
chapter a method is presented to discriminate the moving pixels of the generated
difference images from the relatively stationary pixels through the use of three dif-
ferent threshold selection strategies, namely: (i) ‘3σ edit’ rule, (ii) rule utilizing the
Hampel identifier, and (iii) rule based on an ad hoc selection of threshold. Further,
after segmentation, a method of classification, based on the computational model
described in the previous chapter, has been applied to segregate the moving shadow
region from the actual moving object. The speed-up achieved through the use of
the three aforementioned techniques on the core moving shadow search process,
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compared to that where no such process has been applied, is reported. The final
outcomes of applying the shadow detection technique after segmenting using each
of the threshold selection strategies, one at a time, on some indoor video sequences
are demonstrated and comparison of the methods made.
In the last section of the chapter a thorough comparison is drawn between the
modified moving shadow elimination method with the pixel-wise shaded region de-
termination method discussed in the previous chapter. The two methods have been
compared on the basis of some standard metrics: effectiveness as a shadow detector;
discrimination potential; and processing time; note all these performance assessing
parameters can be quantitatively evaluated.
3.2 Chapter organisation
The entire chapter is organised in the following way: a preliminary idea about
outliers and some popular outlier detection strategies are described in the next
section. The following section describes how such detection strategies have been
utilized to generate the binary mask from the difference image, and how further
classification is made. In Section 3.5 results obtained through the use of a prior
segmentation method are demonstrated and compared with the results where no
such method has been applied. Note that the assessment of the modified method
and the original one presented in this section are mainly based on subjective analysis.
Only the processing times required by both the methods to do the core shadow search
have been evaluated and compared quantitatively.
Finally, in Sections 3.6 and 3.7 the performance of the overall modified moving
shadow elimination method has been gauged and compared with the unmodified
method using some standard quantitative metrics. Conclusions are drawn in Section
3.8.
3.3 Outliers and outlier-detection strategies
Outliers are data points, {πk}, in a data set, Π = {di}, ({πk} ⊂ Π), that do
not comply with our expectations based on the bulk of the data [32]. Various
detection strategies have been thought of to detect such aberrant data points for
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data preprocessing or filtering. Such strategies include visual inspection of data
values of the set, fitting of models of desired form to the data and then examining
the residuals or using deletion diagnostic approaches, etc [32]. However, efforts made
towards the detection of outliers using the above mentioned strategies may prove to
be futile due to the reasons described in [32] and, even if possible, are not applicable
to meet our objective, as not only is the data set we are dealing with typically large
but also due to the fact that the overall process has severe time constraints. In this
respect, it should be mentioned that the visual inspection method of outlier detection
cannot even be considered, as the overall process of moving region detection and
classification has to be inherently automatic.
Fortunately, there are some other popular approaches for outlier detection. These
well known and frequently used strategies depend on two estimates: (1) an estimate
of a nominal reference value for the data set, and (2) a scatter estimate of the data.
Based on these estimators, outliers can be detected based on the following criterion:
| di − d¯ |> τγ ⇒ di ∈ {πk}, ∀di ∈ Π (3.1)
where, in equation (3.1), d¯ is the nominal reference value of the dataset, τ is the
threshold parameter, and γ the scatter estimate.
3.3.1 The ‘3σ edit’ rule
The ‘3σ edit’ rule considers the mean of the data values of the data set as the
nominal reference value and the corresponding standard deviation as an estimate of
the scatter:
d¯ = Π¯ =
1
N
N∑
i=1
di (3.2)
where, in equation (3.2), N is the total number of observations in the dataset.
γ =
√√√√[ 1
N − 1
N∑
i=1
(di − d¯)2
]
(3.3)
It should be noted that if the distribution is assumed to be approximately normal,
then the probability of getting a data value greater than three times the standard
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deviation of the data, added to the mean, is around 0.3% [32]. However, the tech-
nique suffers from the fact that both the mean and the standard deviation of the
data are very much outlier sensitive [32]. Moreover, the strategy heavily depends
on the assumption that the underlying distribution is approximately Gaussian.
3.3.2 Strategy based on Hampel Identifier
This strategy capitalises on the fact that the outlier sensitive mean and standard
deviation estimates are replaced by the outlier resistant median (breakpoint value
of 50%) and median absolute deviation from the median (MAD) scale estimates,
respectively. The median of a data sequence is obtained as follows [71]:
1. The observations are ranked according to their magnitude.
2. If N is odd, the median is taken as the value of the
[
(N + 1)
2
]th
ranked obser-
vation; otherwise if N is even, the median is taken as the mean of the
[
N
2
]th
and[
N
2
+ 1
]th
ranked observations.
The MAD scale estimate, MADse, is defined as:
γ =MADse = median{| di − dmedian |} (3.4)
where, in equation (3.4), dmedian is the median value of the dataset Π. Note that
the MAD scale estimate is often scaled by multiplying it by a factor of 1.4826.
This is done to make the MAD scale estimate an unbiased estimate of the standard
deviation for normally distributed data [32].
M̂ADse = 1.4826×median{| di − dmedian |} (3.5)
where, in equation (3.5), M̂ADse is the scaled MAD scale estimate.
The strategy, although quite often very effective in practice [32], is stymied by the
fact that if more than 50% of the observations are of the same value, then the scale
estimate is equal to 0, i.e. every data value greater than the median would then be
considered as an outlier.
In this context, it should be noted that the mean can also be replaced by the median
and the standard deviation by the interquartile deviation, giving rise to the so called
standard boxplot outlier detection strategy [76].
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3.4 Application of the technique
A number of background (period of relative inactivity [27]) frames, Ω, are taken, and
the expected reference frame is calculated by employing an averaging process. This
is done as the RGB colour value of any given pixel, Λi, does not remain constant for
all the Ω background frames due to sensor noise. The difference image, DiffImage,
is then generated by subtracting the expected background frame from the current
frame. After that a binary mask is generated either by applying the ‘3σ edit’ rule,
the strategy utilising the Hampel Identifier, or by selecting a threshold on an ad hoc
basis. A search algorithm, based on the computational model without the channel
ratio test, is then deployed based on the binary mask to mark or eliminate the
foreground shadow region of the current frame. A foreground pixel, Λfi is marked
as a foreground shadow pixel, Λfsi, based on the following criterion:
Λfi ⇒ Λfsi if
[(
Ξi > τ
′
b
)
∩
(
θi < τ
′
θ
)]
∀Λi == 1 in the binary mask (3.6)
where, in equation (3.6), τ
′
b and τ
′
θ are the chosen (relaxed) brightness distortion
and chromaticity distortion thresholds, respectively.
Note that Ξi is calculated using equation (2.4) so as to suppress highlights. Mor-
phological filters are then applied to remove noise and to close the gaps in-between
the detected region.
It should also be mentioned that the foreground shadow pixels have also been deter-
mined by applying a similar search criterion to all the pixels of the current frame;
this is done to determine the speed-up achieved over the entire frame search process
by deploying any one of the threshold selection strategies.
3.5 Observations on results
Two video sequences (a) and (b) are taken as shown in Fig. 3.1. The binary masks
generated by applying the ‘3σ edit’ rule on the DiffImages of the 2 sequences are
shown in Fig. 3.2 (i) — (ii). Fig. 3.2 (iii) — (iv) demonstrate the resultant binary
mask obtained after deploying the threshold strategy based on the utilisation of
the Hampel Identifier, and Fig. 3.2 (v) — (vi) show the binary masks for the two
sequences generated by a low threshold value, selected on an ad hoc basis.
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(i) (ii) 
(a) 
(b) 
(i) (ii) 
Figure 3.1: For the two indoor video sequences (a) and (b): (i) shows the expected
background frame, and (ii) one of the object frames.
Fig. 3.3 (i) — (vi) reveals the final outcome after applying the foreground shadow
search algorithm and cleaning process on all those points with a value of ‘1’ in the
binary mask. Fig. 3.4 (i) — (ii) demonstrates the results after applying a pixel-by-
pixel foreground shadow search algorithm for the three sequences.
The normalized bargraph (Fig. 3.5) shows the time taken by the core search process,
applied after the generation of the binary masks for the two sequences, with respect
to the time taken where no such prior segmentation method was applied.
3.6 Performance metrics to evaluate the methods
quantitatively
Investigations have also been carried out as a part of the work to compare the
modified method with the original one. In this regard, it should be borne in mind
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(i) (ii)
(iii) (iv)
(v) (vi)
Figure 3.2: (i)—(ii) Binary masks for the video sequences (a) and (b) generated
using the ‘3σ-edit’ rule; (iii)—(iv) binary masks generated using the rule utilizing
the Hampel Identifier; (v)—(vi) binary masks generated using a (low) threshold
selected on an ad hoc basis.
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(i) (ii)
(iii) (iv)
(v) (vi)
Figure 3.3: (i)—(ii) Results (marked white) after applying the shadow detection
technique and cleaning process based on the binary mask generated using the ‘3σ-
edit’ rule; (iii)—(iv) results (marked white) after applying the shadow detection
technique and cleaning process based on the binary mask generated using the rule
utilizing the Hampel Identifier; (v)—(vi) results (marked white) after applying the
shadow detection technique and cleaning process based on the binary mask generated
using a (low) threshold selected on an ad hoc basis.
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(i) (ii)
Figure 3.4: (i)—(ii) Results (marked white) where the cleaning process was applied
after deploying a pixel-by-pixel shadow search algorithm.
that the efficiency of a given method can be quantitatively evaluated, as has been
explained in the previous chapter, by assessing its effectiveness as a good shadow
point detector i.e. by determining what is the probability of misclassifying an actual
foreground shadow point as a non-shadow point; also, secondly, by determining its
discrimination potential i.e. by finding out the probability of classifying a non-
foreground shadow point as an actual foreground shadow point [22]. Values for
both the parameters have been determined for all the video sequences for the two
methods using metrics similar to those proposed in [77]. One of the two metrics is
termed the shadow detection rate, ξ, and is defined as follows:
ξ =
ηdfs
ηfs
(3.7)
From the definition it is evident that the range of ξ is between 0 and 1. In the ideal
case the total number of detected foreground shadow pixels should be equal to the
total number of actual foreground shadow pixels and, then, ξ = 1. In the practical
case, the more efficient the shadow detection scheme, the closer to 1 will be the
value attained by ξ. Another metric is the false detection rate, λ, which quantifies
the discriminatory potential of the utilised method. It is defined as follows:
λ =
(ηds − ηdfs)
ηds
(3.8)
where, in equation (3.8), ηds is the total number of pixels detected as shadow points
by the scheme.
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Figure 3.5: Normalised bars corresponding to data 1 (‘3σ-edit’ rule), data 2 (rule
utilizing the Hampel Identifier) and data 3 (rule based on an ad hoc selection of
threshold) depicts the time taken by the core shadow search process deployed after
the generation of the binary masks with respect to that where no prior segmenta-
tion method was applied (data 4); the first group of bars (1) corresponds to video
sequence (a) and the second group (2) corresponds to video sequence (b).
51
The range of λ also lies between 0 and 1. Here, in the ideal case, the difference
(ηds − ηdfs) should be 0 and then λ will be equal to 0. However, in reality a value
close to 0 indicates the efficient performance of the method. The values of the met-
rics were found for the four different video sequences, considering both the strong
and soft portions of the shadow in each case, and the results have been tabulated
in Table 1.
Note that the metrics have also been described in Section 2.9 of the previous chap-
ter; there the metrics have been used to gauge the significance of the ratio test that
can be used as an integral part of the developed computational model to reduce the
false detection rate.
The total times taken by the two methods (Table 2) to mark the moving shaded
region have also been determined; τpws denotes the total time taken by the pixel-wise
shadow search method, and τbms the total time taken by the modified method. For
the modified method, the time taken by the segmentation/(binary-mask generation)
process, τseg, and the time taken for the core shadow search process, τcsd, have been
determined separately. Note that:
τbms = τseg + τcsd (3.9)
3.7 Results
Four sequences are chosen to analyse the performance of the modified method dis-
cussed in this chapter as compared to that of the pixel-wise method described in
the previous chapter. The sequences are shown in Fig. 3.6 and Fig. 3.7. Note that
out of the four sequences, only one (Fig. 3.6 (b)) has been used before. Inclusion
of new sequences adds to the diversity of sequences on which the two methods have
been tested.
Fig. 3.8 (i)—(iv) shows the final results after background retrieval based on the
detected moving shaded region using a method that employs the ‘3σ edit’ rule; it
becomes quite evident that the method completely fails for all the sequences. This is
because the binary-mask generated using the rule only partly covered the dynamic
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Table 1: Values of the two performance evaluation metrics: shadow detection 
rate ( )ξ and false detection rate ( )λ for the four video sequences after 
application of the pixel-wise moving shadow search methods, and the binary-
mask based methods. 
Method1: Pixel-wise 
Moving Shadow 
Search Process 
Method 2: Binary-mask Based Moving Shadow Search 
Processes 
Method where the binary-
mask was generated though 
the use of a threshold chosen 
on an ad hoc basis 
Method where the binary-
mask was generated 
through the use of the 
Hampel Identifier 
Video 
Sequences 
ξ λ
ξ λ ξ λ
(a) 0.77 0.06 0.90 0.08 0.96 0.13 
(b) 0.78 0.15 0.91 0.20 0.93 0.21 
(c) 0.75 0.09 0.89 0.08 0.91 0.12 
(d) 0.79 0.22 0.86 0.25 0.88 0.26 
Table 2: The relative times taken by the segmentation/(binary-mask) 
generation processes, and the core moving shadow search processes with 
respect to the total times taken by the binary-mask based methods; also, 
included in the table are the relative times taken by the binary-mask based 
methods with respect to the total times taken by the pixel-wise shadow search 
method. 
Relative times taken by the methods, and the sub-
methods 
Method where the binary-
mask was generated 
though the use of a 
threshold chosen on an ad 
hoc basis 
Method where the binary-
mask was generated 
through the use of the 
Hampel Identifier 
Video 
Sequences
Times 
taken in 
sec when 
the codes 
were 
executed in 
MATLAB 
pws
τ (s) 
1τf 2τf 3τf 1τf 2τf 3τf
(a) 0.30 0.56 0.44 2.13 0.61 0.39 2.16 
(b) 0.39 0.52 0.48 1.79 0.55 0.45 1.83 
(c) 0.31 0.55 0.45 2.15 0.58 0.42 2.21 
(d) 0.37 0.51 0.49 1.88 0.54 0.46 1.68 
Note in Table 2, 
bms
seg
f
τ
τ
τ =1 , 
bms
csdf
τ
τ
τ =2 , and 
pws
csdseg
pws
bmsf
τ
ττ
τ
τ
τ
+
==3  
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a(i) a(ii)
b(iii) b(iv)
Figure 3.6: For the sample indoor video sequences (a) Jar, (b) Cup: (i) shows the
expected background frame, and (ii) one of the object frames.
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c(i) c(ii)
d(iii) d(iv)
Figure 3.7: For the sample indoor video sequences (c) Ball and (d) Mannequin: (i)
shows the expected background frame, and (ii) one of the object frames.
55
region in the scene. In turn, this suggests that the underlying data distribution is
not Gaussian.
Fig. 3.9 — Fig. 3.12 depict the outcome after background retrieval based on the
detected moving shaded region mask; the moving shaded region masks are obtained
through the application of the pixel-wise shadow search method, and the other
binary-mask based ones. Note the binary-masks are developed through the use of
thresholds either chosen using the Hampel Identifier rule, or on an ad hoc basis. It
becomes quite clear that the deployment of the binary mask based methods would
help us to cover both the strong and soft portions of the moving shadows unlike the
pixel-wise method which through the use of strict thresholds is able to encompass
only the strong portions.
(i) (ii)
(iii) (iv)
Figure 3.8: Results after background retrieval based on the detected shaded region
in video sequences: (a)—(d); the shaded regions were detected through the use of
the binary-mask (generated through the deployment of the ‘3σ edit’ rule) based
shadow search method.
56
(i) (ii)
(iii)
Figure 3.9: Results after background retrieval based on the detected shaded region
mask in video (a) using (i) pixel-wise moving shadow search process; (ii) binary-
mask (generated through the use of a threshold chosen on an ad hoc basis) based
moving shadow search process; (iii) binary-mask (generated through the use of the
Hampel Identifier) based moving shadow search process.
Table 1 lists the efficiency of each of the applied methods [shadow detection rate
(ξ)] and the discrimination potential [false detection rate (λ)] obtained by the appli-
cation of the methods. The occasional increment of the false detection rate in cases
where the binary-mask based methods have been deployed occurs due to the fact
that the methods use relaxed threshold values to cover the entire shadow area. The
relative times taken by the binary-mask based methods with respect to the pixel-
wise moving shadow search methods have been listed in Table 2. Table 2 also shows
the relative (foreground object segmentation)/(binary-mask generation) times, and
the core shadow search process times with respect to the total times, in the examples
of the modified methods. It becomes quite obvious that the binary-mask generation
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(i) (ii)
(iii)
Figure 3.10: Results after background retrieval based on the detected shaded region
mask in video (b) using (i) pixel-wise moving shadow search process; (ii) binary-
mask (generated through the use of a threshold chosen on an ad hoc basis) based
moving shadow search process; (iii) binary-mask (generated through the use of the
Hampel Identifier) based moving shadow search process.
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(i) (ii)
(iii)
Figure 3.11: Results after background retrieval based on the detected shaded region
mask in video (c) using (i) pixel-wise moving shadow search process; (ii) binary-
mask (generated through the use of a threshold chosen on an ad hoc basis) based
moving shadow search process; (iii) binary-mask (generated through the use of the
Hampel Identifier) based moving shadow search process.
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(i) (ii)
(iii)
Figure 3.12: Results after background retrieval based on the detected shaded region
mask in video (d) using (i) pixel-wise moving shadow search process; (ii) binary-
mask (generated through the use of a threshold chosen on an ad hoc basis) based
moving shadow search process; (iii) binary-mask (generated through the use of the
Hampel Identifier) based moving shadow search process.
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takes more than 50% of the overall time and makes such methods slower compared
to the pixel-wise moving shadow region search methods. Note that the binary-mask
based methods outperform the pixel-wise moving shadow search methods efficiency-
wise. Moreover, it should be noted that though the modified methods take more
time as compared to the pixel-wise search methods they could still be applied for
real-time applications. The Hampel Identifier based method shows good results
efficiency-wise and should be used to make the overall process inherently automatic.
3.8 Summary
In this chapter it has been described how the computational model, through the use
of relaxed threshold values, can mark both the strong and soft portions of moving
shadows in video images without loosing control on the false detection rate. It has
also been noted that the outlier detection strategy employing the Hampel Identifier
can be efficiently used to generate the binary masks from difference image frames.
From the results documented it is clear that though the binary-mask based shadow
search processes take less time compared to the pixel-wise shadow search process to
do the core shadow search, the former methods take more time than the latter one
to generate the final moving shadow masks (Table 2). This is because of the fact
that a prior foreground object segmentation method together with the execution
of a threshold detection and decision making strategy, in case of the binary-mask
based methods, consume a considerable amount of time to generate the moving
region masks. How the computational method can be modified to pick up only the
real targets, neglecting the moving shadows, is described in the next chapter and a
description of an application of the modified method is presented.
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Chapter 4
A TWO-STAGE APPROACH TO
DETECT ABANDONED
BAGGAGE IN PUBLIC PLACES
4.1 Introduction
The practical usefulness of a method can perhaps only be judged by deploying the
method in a real-life application. This chapter assesses the effectiveness of the com-
putational method discussed in the previous chapters as a foreground scene segmen-
tation technique by applying it as a part of a real-life video surveillance approach.
The drawbacks of the method when applied to real-life practical scenes are also re-
ported.
Baggage abandoned in public places can pose a serious security threat; such an
abandoned bag can be stuffed with explosives that can be detonated by terrorists
from a remote location. In this chapter, a two-stage approach is presented to locate
abandoned baggage that works on video sequences captured by a single immovable
CCTV camera.
At first, foreground objects are segregated from static background objects using
brightness and chromaticity distortion parameters estimated in the RGB colour
space. This stage of the approach demonstrates how the developed computational
model can be modified to segment real targets, excluding the moving shadows, from
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the background. The algorithm then locks on to binary blobs that are static and
of ‘bag’ sizes; the size constraints used in the scheme are chosen based on empirical
data. Parts of the background frame and current frames covered by a locked mask
are then registered if an edge-map based histogram matching (which is the second
stage of the approach) yields a positive result, and subsequently tracked using the
same method.
It should be mentioned here that the pixels that are part of an edge are marked,
to generate an edge-map, using a novel scheme that utilizes four 1-D Laplacian ker-
nels. Tracking is done by constructing histograms based on the intensity images in
the sections encompassed by the binary edge maps through the use of a standard
histogram matching process. This makes the process broadly illumination invariant.
The developed two-stage approach has been tested on the Imagery Library for Intel-
ligent Detection Systems (iLIDS) dataset (produced by the Home Office Scientific
Development Branch in partnership with Security Service, United Kingdom) and
the results obtained are encouraging.
4.2 Chapter organisation
The rest of the chapter is organised as follows: A brief outline of the application in
which the two-stage approach has been applied is presented in the following section.
Section 4.4 briefly describes the modified computational model that is used in the
first stage of the algorithm to segment the true targets (foreground objects and
no moving shadows) from the background. Section 4.5 describes the novel edge
detector, and talks about edge-map based histogram matching method used in the
algorithm. Results are shown and discussed in Section 4.6, and finally conclusions
are drawn in Section 4.7.
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4.3 A brief outline of the application and the two-
stage approach
A lot of work has been reported in the video-surveillance literature on detecting
abandoned objects in public places. Some of these works are based on single-camera
vision [78], [79], [80] and the rest rely on multi-camera tracking [81], [82], [83],
[84], [85]. In general, the authors of these papers have tried to develop fully au-
tomatic systems capable of analysing the scene and then pointing out suspicious
events like bags being left for long periods of time by their owners. However, a busy
scene, change of illumination and strict real-time constraints seriously jeopardize the
proper functioning of such systems. It has to be understood that given the current
day infrastructure, it is nearly impossible to have a fully automatic intelligent sys-
tem that can analyse a real-life scene and identify suspicious activities with 100%
accuracy.
In this chapter a practical two-stage approach to detect abandoned bag(s) in public
areas like underground tube stations is described. The approach serves two pur-
poses: (a) to aid personnel monitoring several screens at the same time to pick up
suspicious activities, and (b) to reduce the number of false detections caused by
change of illumination. In other words, the algorithm detects and locks onto bag-
size stationary blobs in the frames, and subsequently calls for human intervention
to take a decision and accordingly some actions.
The first stage of the approach segments foreground objects from the background
scene using the computational model discussed in the previous chapters. It has been
shown how the computational model can be modified to pick up only the real fore-
ground objects (real-targets), neglecting the shadows (false-targets) from the scene.
After the initial scene segmentation, the algorithm locks onto bag-size objects that
remain stationary for a few frames. To verify whether the locked blob is an actual
target blob or not, an edge-map based histogram matching process is considered
as the second stage of the approach. The edges of the image encompassed by the
locked binary mask are marked using a novel edge detector that works using four
1−D Laplacian kernels. The fact that the histogram of the background frame cov-
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ered by the edge map will be different from that of the current frame in the presence
of a foreground object is intuitively apparent. The edge detector picks up high
frequency spatial components from the images sectioned out by the mask and this
makes the process, to a great extent, immune to illumination variations.
4.4 Modified Computational Model
The modified computational model employed works in the RGB colour space and
discriminates a pixel as a real-target foreground pixel based on brightness and chro-
maticity distortions of the pixel with respect to the corresponding pixel in the
background frame. The model also exploits the fact that a shadow can be con-
sidered as ‘a semi-transparent region in the image, which retains a representation of
the underlying surface pattern, texture or colour value’ to eliminate the shaded
regions from the segmented blobs [86], [74], [21], [27]. If Ei,j
† is the expected
vector (Ei,j =
[
r¯i,j g¯i,j b¯i,j
]
) for the (i, j)th pixel, and if Ii,j is the current vector
(Ii,j =
[
rci,j g
c
i,j b
c
i,j
]
) for the same pixel, then brightness distortion, Ξi,j, and chro-
maticity distortion, θi,j, are estimated as follows:
Ξi,j =| Ei,j | −〈Ii,j, eˆi,j〉 (4.1)
θi,j = arccos
〈Ei,j, Ii,j〉
| Ei,j || Ii,j | (4.2)
where, in equation (4.1), eˆi,j is the unit vector in the direction of Ei,j.
A pixel Λi,j is then treated as a foreground pixel Λ
f
i,j, a shadow pixel Λ
s
i,j or a
background pixel Λbi,j according to the following rule:
Λi,j =


Λfi,j if (Ξi,j > τb) ∩ (θi,j > τθ)
Λsi,j if (Ξi,j > τb) ∩ (θi,j < τθ)
Λbi,j otherwise
(4.3)
where, in equation (4.3), τb and τθ are the brightness distortion and chromaticity
distortion thresholds, respectively; note that the thresholds have been tuned manu-
ally.
†Note in this chapter pixels are identified on the image plane using both row and column
specifiers, unlike points on a lexicographically arranged 1D array as has been done in the previous
chapters.
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It should also be noted that shadow pixels (false moving targets) are eventually
replaced by the corresponding background pixels (a step used in conjunction with
equation (4.3)), i.e.:
Λi,j = Λ
b
i,j, if Λi,j = Λ
s
i,j (4.4)
The described method is applied to generate binary masks containing all the true
foreground targets. The algorithm then locks onto ‘bag-sized’ stationary blobs on
the generated mask. Whether a ‘bag-sized’ blob is stationary or not is determined
by drawing a 11 pixel × 11 pixel box around the centroid of the blob and by check-
ing whether or not the centroid remains within the box for 3 consecutive frames.
Also note thresholds to identify ‘bag-size’ blobs have been selected based on empir-
ical data i.e. data collected from the ‘Abandoned Baggage’ training sequence of the
iLIDS dataset. It should also be mentioned that the computational model has been
developed to work on ‘Lambertian’ surfaces; hence, it generates false segmentation
results because surfaces in real-life scenes are far from perfect. In addition to this,
change of illumination stymies the working of the first stage of the algorithm. Also,
studies based on empirical data have shown that brightness distortion estimates play
a greater role than chromaticity distortion estimates in segmenting the foreground
scene from the background [87]. This makes the first stage of the approach more
vulnerable to change of illumination.
To get over the above mentioned problems and so to reduce the number of false de-
tections, a broadly illumination invariant method has been conceived as the second
stage of the algorithm. It is known that edges contribute strongly to the high spatial
frequency components of an image. In contrast, illumination change in a scene due
to omni-directional sources corresponds to the scene-image’s low spatial frequency
components. Thus if scene-surveillance methods are applied on high frequency com-
ponent maps, problems due to illumination change can be, by and large, avoided.
The second stage employs a method that works using an edge-map based histogram
matching process; the method is elaborated in the next section.
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4.5 Edge detection and tracking using edge-map
dependent histogram matching method
A novel edge detector has been developed that picks up the high frequency com-
ponents of the image covered by a locked binary-mask. The window of the edge
detector comprises 1−D Laplacian kernels in the four directions, as shown in Fig.
4.1. It can be shown that if an edge exits in one of the four directions spanned by the
1−D Laplacian kernels, then the absolute convolution sum in the other directions
will return a high value. The maximum value returned by the sub-windows can be
checked against a threshold and, if the value is higher than the chosen threshold, the
corresponding pixel can be marked as an edge pixel. Going by the same reasoning, it
also becomes apparent that in a flat image region the outcome of each of the kernels
will be 0, or a value close to 0, and then the output of the edge detector will also
be 0. In short, a 5 × 5 edge detector with four Laplacian sub-windows is scanned
through the image covered by the locked binary mask. The maximum of the four
absolute convolution sums is determined and, if the maximum value is more than
the chosen threshold, the corresponding pixel is marked as an edge pixel.
It should be mentioned here that one of the advantages of using the described edge
detector is the fact that the same architecture can be used to detect impulses in an
impulse-noise corrupted image. In fact, Zhang and Karim [88] have used a similar
structure together with a minimum finding operation to switch the standard square
median filter to de-noise images contaminated with impulse noise. It should, how-
ever, be pointed out that use of Laplacian kernels results in multi-pixel thick edge
lines [2], [1]. In addition to this, it is also known that second differential operators
loose the sense of edge direction, and are extremely sensitive to noise [2], [1]. The
sensitivity of these operators, though, can prove to be advantageous in some situa-
tions; such second differential operators can be used to pick up weak edges in any
particular direction. It should also be noted that zero-crossings cannot be utilized to
localise the edges, as the filter window is broken up into 4 unidirectional sub-windows
and also because of the fact that finding out the maximum of the sub-filter-window
output is a non-linear operation. To localise the edge pixels non-maximal suppres-
sion algorithms should be applied to the output of the edge detector [89] . Integer
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arithmetic has been used in the developed edge detection algorithm to restrict the
spread of the edge-lines in some cases.
Figure 4.1: The four one directional sub-filter windows of the edge detector.
Edge-maps are generated for those parts of the expected background and current
frames that are covered by a locked mask. Edge-map based histograms are con-
structed and matched for both frames to verify whether the segmented blob actually
contains a foreground object or not; this reduces false segmentations that are, by
and large, caused by change of illumination. It should be mentioned here that the
‘Bhattacharyya matching’ method [87] has been used to match the two histograms.
In this method, if H1 and H2 are the two histograms (with the same number of
bins) that are to be matched then the ‘Bhattacharyya distance’, dBd, between the
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two histograms is calculated as:
dBd(H1, H2) =
√√√√1−∑
i
√
H1(i)H2(i)√∑
iH1(i)
∑
iH2(i)
(4.5)
For this matching method, note that low (distance) scores indicate good matches,
and high scores bad matches. In the ideal case, a perfect match will return a 0
distance score, and a total mismatch a score of 1. Intensity images, ΛIs, encompassed
by the edge-maps, have been considered while developing the algorithms, and the
intensity values for both the frames distributed to 32 equal sized bins.
Note that
ΛIi,j ∈ {Ip : Ip ∈ Z ∩ Ip ∈ [0, 255]} (4.6)
Moreover, note that a distance score of less than 0.35 is taken as a match between
the two histograms constructed.
If the histograms are different then the two histograms are registered for future track-
ing. For every successive frame an edge-map dependent histogram is constructed for
the same region covered by the locked mask. If the constructed histogram matches
with the histogram of the foreground object, then it is assumed that the object
(abandoned bag) is still there. If it matches with that of the background frame,
then it is assumed that the object is removed. A fuzzy-state has also been consid-
ered in the algorithm. If the edge-map dependent histogram of the current frame
neither matches with that of the abandoned bag-sized foreground object nor with
that of the background, then it is assumed that the camera-view is obstructed, and
human intervention is called for. This step ensures that the approach does not loose
the abandoned object even if the view is obstructed with people standing in front of
the bag. A first level alarm is generated once the histogram of a foreground object
along with the histogram of the background (for the same region) are registered. A
more serious level of alarm, that calls for human intervention, is generated if the
object is not removed for 60 sec.
4.6 Results
As mentioned earlier, the two step approach has been tested on all the sequences of
the iLIDS database. Fig. 4.2 shows a typical expected background scene and Fig.
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4.3 a commuter sitting on a platform seat, apparently waiting for a train to arrive.
The commuter, however, walks out of the scene leaving his bag on the seat adjacent
to the one on which he has been sitting. Fig. 4.4 — Fig. 4.6 show three consecutive
frames where the bag and the two trains have been segmented using the modified
computational model, i.e. the first stage of the approach. The segmented blob for
the bag meets the size thresholds and the centroid of the blob remains within its
surrounding 11 pixel × 11 pixel box. The edges of the box are then picked up using
the edge detector comprising four 1D Laplacian subfilters. A histogram of the inten-
sity image is constructed after that and matched with that of the background. Edge
based histograms of the segmented blob of the current frame and of the background
have then been registered as the Bhattacharyya distance yielded a score of more
than 0.35. Fig. 4.7 shows that the bag has been marked as an abandoned object.
Note that when an object is marked as abandoned, the corresponding area of the
mask is not included while segmenting the foreground scene from the background
using the modified computational model in subsequent frames. This is the reason
why the small window in Fig. 4.7 shows a binary white region corresponding to the
train but not the bag.
Fig. 4.8 shows a moderately busy scene of the same London underground station,
and the foreground binary mask of the scene generated using the computational
model. Also note that the figure shows the outlook of the software designed and de-
veloped for real-time scene surveillance. Fig. 4.9 shows an abandoned bag registered
for future tracking after matching the corresponding edge-map based histograms of
the current and background frames. A serious level of alarm is generated after
tracking the bag for 60 sec as shown in Fig. 4.10. Note that this is in accordance
with the iLIDS requirements for alarm triggering. Fig. 4.11 shows the camera view
obstructed by a commuter standing in front of the bag. As seen in the figure the two
stage approach does not lose track of the bag; instead it calls for human intervention
and for an appropriate action to be taken.
It should also be mentioned here that the two stage approach has been tested on
all the ‘Abandoned Baggage’ sequences of the iLIDS dataset. Although the results
obtained validate the practical usefulness of the approach in most cases and under-
pins the illumination-change tolerance of the method in some cases, however, it also
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generates false alarms. Fig. 4.12 shows one such case where a part of the bag, not
abandoned, has been picked up as an abandoned object. Such false alarms bring out
another drawback of the computational model that necessitates investigations that
involve other methods of foreground scene segmentation (Chapters 5 and 6). Note
that even after applying morphological filters, as discussed in Section 2.7 of Chapter
2, discontinuities sometimes remain unfilled between separate blobs demarcated us-
ing the brightness and chromaticity distortion parameters. One such disconnected
bob has been picked up by the second stage of the approach resulting in the false
alarm as shown in Fig. 4.12.
That the modified computational model is efficient in segmenting the foreground
scene from the background becomes clear from most of the results obtained, after
applying the approach on the iLIDS ‘Abandoned Baggage’ sequences. However, how
good the approach is in neglecting the moving shadows has remained uncertain as
these sequences do not contain prominent shadows. To show the efficacy of the
computational model in suppressing shadows, two more frames, one from an iLIDS
‘Sterile Zone’ sequence and another from an iLIDS ‘Parked Vehicle’ sequence have
been included in this chapter. Note from figures Fig. 4.13 and Fig. 4.15 that both
frames contain prominent moving shadows. It can be seen from figures Fig. 4.14
and Fig. 4.16 that the modified computational model only segments out the real
targets from the background, neglecting the moving shadows, as has been intended
while developing the modified model.
Also included in the chapter are two images shown in Fig. 4.17 and Fig. 4.18.
The first figure has been generated through the application of the edge detector
comprising the four unidirectional Laplacian kernels on the scene showing a Lon-
don underground tube station platform (Fig. 4.2). The next figure (Fig. 4.18)
shows thinning of the multiple pixel thick edge lines of the edge segmented figure,
Fig. 4.17; thinning has been done using a standard inbuilt function of MATLAB,
‘bwmorph(X [= Image Vector] , ‘thin’)’ [72]. The two figures have been included to
demonstrate how good the performance of the edge detector, described in Section
4.5, is when applied on a typical practical scene.
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Figure 4.2: Camera view of a London underground tube station platform.
Figure 4.3: A commuter seating on a platform-seat and, apparently, waiting for a
train to arrive; the small window shows the binary mask of the foreground scene
segmented using the first stage of the algorithm.
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Figure 4.4: The commuter, however, leaves the scene abandoning his bag on
a platform-seat. [Size of the blob corresponding to the abandoned bag =
[43 pixel(height)× 59 pixel(width)] with the centroid of the blob at (531, 255).]
Figure 4.5: The next consecutive frame after the one shown in Fig. 4.4. [Size of the
blob corresponding to the abandoned bag = [43 pixel(height)× 59 pixel(width)],
centroid of the blob = (531, 255).]
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Figure 4.6: The next consecutive frame after the one shown in Fig. 4.5. [Size of
the blob corresponding to the abandoned bag = [43 pixel(height)× 59 pixel(width)]
with the centroid of the blob at (531, 255).]
Figure 4.7: The abandoned bag is registered and tracked after applying the edge-
map based histogram matching process; note that the area of the frame covering the
bag is not included while segmenting subsequent current frames using the modified
computational model.
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Figure 4.8: A moderately busy scene of a London underground tube station.
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Figure 4.9: A static object (abandoned bag) is registered after applying the edge-
map based histogram matching process.
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Figure 4.10: A serious alarm is generated after tracking the abandoned bag for 60
seconds.
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Figure 4.11: The track of the registered abandoned object is not lost even if the
view is obstructed; note human intervention is called for whenever the algorithm
detects that the camera view is obstructed.
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Figure 4.12: A disconnected blob leading to false object registration and tracking.
79
Figure 4.13: A frame from one of the iLIDS ‘Sterile Zone’ video sequences.
Figure 4.14: The binary mask of the real-target region attained after application of
the modified computational method on the frame shown in Fig. 4.13.
4.7 Summary
The chapter describes a practical two-step approach to detect abandoned objects in
moderately busy public places. The method first segments a scene using a modified
version of the computational model that has been discussed in the previous chap-
ters, and then locks onto stationary bag-size blobs. It then uses an edge-detector
to pick up the high frequency components from the background and current frames
covered by the locked mask. An edge-map based histogram matching process is then
deployed to verify whether the segmented blob actually corresponds to a foreground
object (e.g. a left bag) or not. If the answer is affirmative, the registered foreground
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Figure 4.15: A frame from one of the iLIDS ‘Parked Vehicle’ video sequences.
Figure 4.16: The binary mask of the real-target region attained after application of
the modified computational method on the frame shown in Fig. 4.15.
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Figure 4.17: The scene shown in Fig. 4.2, edge segmented using the edge detector
mentioned in this chapter.
82
Figure 4.18: The edge lines of the edge segmented scene shown in Fig. 4.17 localised
through the use of a non maximal suppression technique (in this case ‘thinning’).
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object is tracked using the edge-map based histogram matching method. Obstruc-
tions in camera view are considered as a fuzzy-state and the track of the object is
never lost. This stage of the approach makes the overall method broadly illumi-
nation invariant and thus reduces the number of false alarms, that other available
methods that do not accommodate illumination variance, generate.
It is to be noted that deployment of the modified computational model in a real-life
surveillance application has also brought out its drawbacks. It is now clear that the
method, if applied on its own, may lead to false segmentation. This is because not
only are the surfaces encountered in a real life scene non-Lambertian in nature but
also because of the algorithm’s inability to cope well with illumination changes in
the scene. This means that the method, if employed for the ease of its implemen-
tation, has to be supplemented with more robust foreground scene segmentation
techniques to prevent any increments in the false detection rate. However, more
robust scene segmentation techniques are usually computationally intensive and are
thus time-consuming. In the two-stage approach, that has been discussed in this
chapter the overall method maintains video-rate processing capability because of the
fact that the computationally intensive edge-map based histogram matching process
is only applied on the small bag size regions segmented out by the first stage of the
approach. It has also been noted that the morphological filters, whose sizes are
chosen on an ad hoc basis, sometime fail to connect some of the disconnected blobs;
this may lead to the generation of false alarms as has been shown for one of the
sequences in the previous section.
To overcome the short comings of a standard foreground scene segmentation method
like the one developed in the last two chapters of this thesis, more sophisticated and
hence robust methods of scene segmentation based on depth information have been
investigated in the following chapters.
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Chapter 5
MODELING OF AN ACTIVE
DEPTH ESTIMATION SYSTEM
5.1 Introduction
In chapters 2 and 3 a computational model has been developed, based on brightness
and chromaticity distortion estimates, that can mark and eliminate moving shad-
ows in a scene. A modified version of the model has been outlined in Chapter 4
that explains how to use the model to segment only the real targets, neglecting the
moving shadows (false-targets), from a scene. It has been noted in Chapter 4 that
though the use of the computational model in a real-life scene surveillance method
has its advantages, the model also has its own limitations (Results Section, Chapter
4). To overcome some of these limitations that disrupt the working of the compu-
tational model in a real life scene, a more sophisticated method of foreground scene
segmentation based on depth estimates is developed in this chapter.
Depth perception, in general, as described in Chapter 1, can be achieved either
through a passive method or an active one. This chapter describes the modeling of
an active depth estimation arrangement based on the projection of a spot pattern.
In short, the purpose of this chapter is two-fold (the second being dependent on the
first):
(1) to describe the development of a practical mathematical model of a structured
light based depth estimation arrangement.
(2) to achieve, with the help of the mathematical model, an improvement in the
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working-range/volume of the system without explicitly encoding the projected spots.
5.2 Chapter organisation
The chapter is organised as follows: Section 5.3 describes the overall set-up used to
project the structured pattern and perceive depth. The entire modeling is presented
in Section 5.4. How the model parameters can be estimated has been reported in
Section 5.5. The same section also demonstrates the functioning of the model and
describes a modified method that can also be used to estimate depth. A theory that
can be utilised to increase the working volume of the system has been proposed in
Section 5.6. Finally, in Section 5.7, the entire chapter has been summarised.
5.3 Experimental arrangement
Light from a 100 mW red laser diode (635 nm) is passed through a glass diffractive
optical element (DOE) to generate a 2−D 65 × 65 array of spots with a constant
angular separation. A single fire-wire monochrome camera (POINT GREY RE-
SEARCH, FL2-08S2M), fitted with a 1
3
”
CCD sensor of resolution 1024× 768 and
placed close to the laser (with geometrical constraints), is used to image the pro-
jected pattern. The camera, in turn, is connected to a personal computer (PC);
an application program written in C allows the grabbing and saving of the images
captured by the camera. The entire arrangement is shown in Fig. 5.1.
5.4 Modeling
A global co-ordinate system (GCS), placed on the centre of the DOE, O, is con-
sidered (as shown in Fig. 5.1). The co-ordinate system placed on the centre of
the lens, C, of the camera is assumed to have the same orientation as that of the
GCS. Thus, the co-ordinates of C with respect to the GCS is can be expressed as
(ϕx, ϕy, ϕz). The centre of the image plane/CCD sensor, I, then has the co-ordinates
(ϕx, ϕy,−f+ϕz), where f is the focal length of the lens. Note that the entire model-
ing has been done as a two step process. First, equations to estimate the co-ordinates
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(i)
(ii)
Figure 5.1: The active depth sensing system making use of a laser-DOE arrangement
(LDA), to project a structured pattern of spots, and a monochrome camera (MC)
to image the scene. (i) The centre of the GCS, O, is fixed at the centre of the DOE,
and the centre of the other co-ordinate system considered at the principal point of
the lens of the camera (note that the +z axis is towards the reader); (ii) a view
of the overall set-up (note the colour camera lying to the left of the monochrome
camera has not been used).
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Figure 5.2: Diagram showing the construction made to determine the co-ordinates
of the spot, Pr, formed by the incidence of the light ray OXPr, lying on the central
circle-plane, on a flat screen placed at a distance r from the GCS.
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of an arbitrary projected spot on a flat screen placed at a distance r from O has
been determined. Then, equations to locate the projection of the spot on the image
plane of the monochrome camera have been formulated. Thus by defining a mapping
between the co-ordinates of an arbitrary laser spot on a screen with that of its pro-
jection on the image plane, the model attempts to solve the classical correspondence
problem. Also note that the entire modeling has been done based on thin-lens theory.
5.4.1 Determining the co-ordinates of a spot on a flat screen
Determination of the co-ordinates of a spot on a flat screen placed at a distance r,
along the z-axis of the GCS, from the laser-DOE arrangement centre, O, has been
done by considering a number of slanted concentric circle-planes centred at O and
touching the screen along the line: x = 0, z = r. Light shafts emanating from the
DOE and lying on the slanted circle-planes at regular angular intervals are incident
on the flat screen generating a structured pattern. Note that it is imagined that the
circle-planes are placed at equal incremental angles, in both directions, with respect
to the central circle-plane that lies on the x − z plane of the GCS and touches the
flat screen at the point (0, 0, r).
Two angles are now defined that will facilitate development of the mathematical
model: the horizontal scan angle, θ, and the vertical scan angle, φ. The horizontal
scan angle is the angle between two adjacent light shafts lying on the same slanted
circle-plane and the vertical scan angle is the angle between the central lines (lines
intersecting the flat screen along the line: x = 0, z = r) of two adjacent slanted
circle-planes.
Let the point where the z-axis of the GCS intersects the screen be PO. The co-
ordinates of PO are thus (0, 0, r). Co-ordinates of a general point (Pr) on the flat
screen formed by the mth light shaft on the central plane in one direction (−x di-
rection shown here) from the central light shaft can be determined by considering
the similar triangles POPrO and Y XO as shown in Fig. 5.2. Pr is thus given as
(−r(tan(mθ)), 0, r). [Note that mθ denotes the angle between the mth light shaft
and the central light shaft both lying on the same circle-plane; in our case m can be
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0,±1,±2, . . . ,±32]. A more general case of that of determining the co-ordinates of
Figure 5.3: Diagram depicting the geometry used to determine the co-ordinates of
any arbitrary spot, PR, of the structured pattern projected on a flat screen placed
at a distance of r from the GCS.
any arbitrary point on the screen (not lying on the central circle-plane) is done by
considering the slanted circle as shown in Fig. 5.3.
Consider the radius of the slanted circle to be R and the angle between the two
central lines OP ′O and OPO (lying on the central plane) be nφ [n, in our case can
take the values: 0,±1,±2, . . . ,±32]. The co-ordinates of P ′O, determined consider-
ing the triangle P ′OOPO are (0, R sin(nφ), r). Noting from the same triangle that
R = r
cos(nφ)
, we have the co-ordinates of P ′O as (0, r tan(nφ), r).
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Let PR(xPR, yPR, zPR) be an arbitrary laser spot on the flat-screen; this point has
been formed by the light shaft originating at O and passing through PC(xC , yC, zC)
intersecting the screen at PR. The equation of the line describing the light shaft can
be written as :
PR = PC + α(O − PC) (5.1)
This can be expressed in matrix form as:

xPR
yPR
zPR

 =


xC
yC
zC

+ α


−xC
−yC
−zC

 (5.2)
A triangle PCP
′
CO is constructed on the slanted circle-plane by dropping a perpen-
dicular from PC to the line OP
′
O; the perpendicular intersects the line OP
′
O at P
′
C .
From the triangle, we get the abscissa of the point PC as −R sin(mθ) [note −x direc-
tion chosen]. The y-ordinate of the point PC is found by dropping a perpendicular
from PC to the central circle-plane; the perpendicular intersects the central circle-
plane at PCO. From the triangle PCOPCO we get the y-ordinate of PC as R sin(nφ).
Finally, the z-ordinate of PC is obtained from the two right-angled triangles PCP
′
CO
and P
′
COP
′
CR as R cos(mθ) cos(nφ). [Note that from the triangle PCP
′
CO we get OP
′
C
as R cos(mθ) and then from the triangle P ′COP
′
CR we get OP
′
CR (the z-ordinate of
PC) as R cos(mθ) cos(nφ).]
After plugging in the values in equation (5.2) we get:

xPR
yPR
zPR

 =


−R sin(mθ)
R sin(nφ)
R cos(mθ) cos(nφ)

+ α


R sin(mθ)
−R sin(nφ)
−R cos(mθ) cos(nφ)

 (5.3)
Making use of the fact that zPR = r, we get:
r =R cos(mθ) cos(nφ) + (−α)R cos(mθ)cos(nφ)
=r cos(mθ)− αr cos(mθ) [∵ R = r
cos(nφ)
] (5.4)
∴ α =
cos(mθ)− 1
cos(mθ)
(5.5)
Now, from equation (5.3) we get:
xPR = −R sin(mφ) + αR sin(mφ) (5.6)
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Using equation (5.5) and the fact R = r
cos(nφ)
we get:
xPR =
−r sin(mθ)
cos(nφ)
+
(
cos(mθ)− 1
cos(mθ)
)
r sin(mθ)
cos(nφ)
=
(
−r tan(mθ)
cos(nφ)
)
=
−r tan(θT )
cos(φT )
where θT = mθ, and φT = nφ (5.7)
Similarly,
yPR = R sin(nφ)− αR sin(nφ) (5.8)
Therefore,
yPR =r tan(nφ)−
(
cos(mθ)− 1
cos(mθ)
)
r tan(nφ)
=
r tan(nφ)
cos(mθ)
=
r tan(φT )
cos(θT )
(5.9)
The above equations [(5.7), (5.9)] bring to light the symmetric nature of the gener-
ated pattern.
Note that the signs of xPR and yPR, for an arbitrary spot in the first quadrant, are
in accordance with the global co-ordinate system defined. Also note that from this
point onwards identification of a spot will be made by specifying its position on the
screen (either co-ordinates of the spot will be mentioned explicitly or through the
following information: 〈Q, d, θT (or m), φT (or n)〉 where Q indicates the quadrant
where the spot belongs, i.e., Q ∈ {1(First), 2(Second), 3(Third), 4(Fourth)} and
d the distance of the spot along the z− axis from O) (refer to Fig. 5.4); also we
consider spots lying on the first quadrant [〈1, d, θT , φT 〉] and the central spot only,
unless otherwise stated.
The validity of the proposed equations (co-ordinates of any arbitrary spot on the
flat-screen) has been verified by simulating the pattern using the derived equations
in MATLAB. The horizontal scan angle (θ) and the vertical scan angle (φ) have
been taken as 0.7◦ and r as 1.
Fig. 5.5 shows the simulated pattern in MATLAB, and Fig. 5.6 a camera-shot of
the actual pattern. The simulated pattern resembles the actual pattern if we ignore
the higher diffraction orders of the DOE.
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Figure 5.4: General quadrant-specific co-ordinates of arbitrary spots of the pattern
projected on a flat screen placed at a distance r from the centre of the GCS.
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Figure 5.5: The structured pattern simulated in MATLAB using the model equa-
tions.
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Figure 5.6: Camera-shot of the projected structured pattern.
5.4.2 Determination of the co-ordinates of a spot on the
image plane
As has been mentioned earlier, the camera is placed close to the laser arrangement
with geometrical constraints and the entire modeling is done based on thin-lens
theory. The co-ordinates of the principal point of the lens, C, with respect to the
GCS are taken as (ϕx, ϕy, ϕz). The principal point of the image plane, I, is thus
(ϕx, ϕy,−f + ϕz).
It has been ensured, whilst building the system, that the principal point of the lens
has relatively smaller y- and z- shifts compared to its x-shift.
Now a light ray from any arbitrary spot on the screen, say PR (xPR, yPR, zPR) will
pass through C and will intersect the image plane at the point PI (xPI , yPI, zPI).
So, PI can be expressed as:
PI = C + β [PR − C] (5.10)
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This can be expressed in matrix form as:

xPI
yPI
zPI

 =


ϕx
ϕy
ϕz

+ β


xPR − ϕx
yPR − ϕy
zPR − ϕz

 (5.11)
Putting the values of xPR and yPR from the equations (5.7) and (5.9) and using the
fact that zPR = r we get:

xPI
yPI
zPI

 =


ϕx
ϕy
ϕz

+ β


−r tan(θT )
cos(φT )
− ϕx
r tan(φT )
cos(θT )
− ϕy
r − ϕz

 (5.12)
So, we have:
β =
[
xPI − ϕx
−r tan(θT )
cos(φT )
− ϕx
]
=
[
yPI − ϕy
r tan(φT )
cos(θT )
− ϕy
]
=
[
zPI − ϕz
r − ϕz
]
(5.13)
Considering the image plane is one focal length distance behind C we have:
zPI = −f + ϕz (5.14)
From equations (5.13) and (5.14) we get xPI and yPI as:
xPI =
[
−r tan(θT )
cos(φT )
− ϕx
r − ϕz
]
(−f) + ϕx (5.15)
yPI =
[ r tan(φT )
cos(θT )
− ϕy
r − ϕz
]
(−f) + ϕy (5.16)
It should be noted that equations (5.15) and (5.16) help us to plot the movement of
a spot on the image plane with change of r.
The depth of an object point can be estimated by rearranging either (5.15) or
(5.16)as:
r =
[
fϕx + (xPI − ϕx)ϕz
(xPI − ϕx)− f tan(θT )cos(φT )
]
(5.17)
or :
r =
[
fϕy + (yPI − ϕy)ϕz
(yPI − ϕy) + f tan(φT )cos(θT )
]
(5.18)
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5.4.3 Special cases
Giving the principal point of the camera lens, C, only a lateral shift with respect to
the GCS results in some interesting effects which are discussed in this subsection in
a sequential manner.
If there are no y- and z- shifts of the camera with respect to O of the GCS (i.e.
ϕy = 0, ϕz = 0), then equation (5.16) can be further simplified as:
yPI =
(
tan(φT )
cos(θT )
)
(−f) (5.19)
In this particular case, since yPI is independent of r and is constant for a particular
projected spot, it becomes apparent that there would not be any y-shift of the spot
on the image plane with change of r. This, in turn, means that the spots will only
move in the x-direction on the image plane (−ve x direction if the object is moved
away from O, and +ve x direction if the object comes closer to O) when this special
case is considered.
Moreover, if ϕz is neglected i.e. (ϕz ≈ 0) , equation (5.17) can be simplified to:
r =
fϕx
(xPI − ϕx) + f tan(θT )cos(φT )
(5.20)
Also equation (5.15) can be written as:
xPI =
[
−r tan(θT )
cos(φT )
− ϕx
r
]
(−f) + ϕx
=
[
tan(θT )
cos(φT )
+
ϕx
r
]
(f) + ϕx (5.21)
Now, if the screen or an object is moved to a distance r1 (the corresponding point
on the image plane is xPI1) from O, then the x-shift of a spot on the image plane
can be expressed as:
xPI1 − xPI =
[
tan(θT )
cos(φT )
+
ϕx
r1
]
(f)−
[
tan(θT )
cos(φT )
+
ϕx
r
]
(f)
= (ϕxf)
[
1
r1
− 1
r
]
= (ϕxf)
[
r − r1
rr1
]
(5.22)
The above equation (5.22) suggests that the x-shift is more when the object is close
to O, than when it is far off. A similar equation can also be derived for the y-shift of
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a spot on the image plane, for ϕz = 0, with change of the screen or object distance
from O of the GCS.
5.4.4 Finding out the gradient of the path a spot would
follow on the image plane
The aim of this section is to determine the path the projection of an arbitrary laser
spot will follow on the image plane. Consequently, it may help in spot tracking on
the camera image plane and make spot movement manoeuvring possible.
It has been mentioned earlier that the two equations [(5.15) and (5.16)] give us the
x co-ordinate and the y co-ordinate of a spot with change of r. From now on, we
will treat equation (5.15) as the ‘x-generator’ function and equation (5.16) as the
‘y-generator’ function of a spot on the image plane. To determine the gradient of
the path a spot will follow on the image plane with change of r both equations (5.15)
and (5.16) are differentiated with respect to r:
dyPI
dr
=
d
dr
[(
r tan(φT )
cos(θT )
− ϕy
r − ϕz
)
(−f) + ϕy
]
=


r
tan(φT )
cos(θT )
− ϕz tan(φT )
cos(θT )
− r tan(φT )
cos(θT )
+ ϕy
(r − ϕz)2

 (−f)
Therefore,
dyPI =
[
ϕz
tan(φT )
cos(θT )
− ϕy
(r − ϕz)2
]
(f) dr (5.23)
Similarly, we get:
dxPI
dr
=
d
dr
[(−r tan(θT )
cos(φT )
− ϕx
r − ϕz
)
(−f) + ϕx
]
=


−r tan(θT )
cos(φT )
+ ϕz
tan(θT )
cos(φT )
+ r
tan(θT )
cos(φT )
+ ϕx
(r − ϕz)2

 (−f)
∴ dxPI =−
[
ϕz
tan(θT )
cos(φT )
+ ϕx
(r − ϕz)2
]
(f) dr (5.24)
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Combining equations (5.23) and (5.24) we get:
dyPI
dxPI
=−
[
ϕz
tan(φT )
cos(θT )
− ϕy
ϕz
tan(θT )
cos(φT )
+ ϕx
]
=−
[
ϕz tan(φT ) cos(φT )− ϕy cos(θT ) cos(φT )
ϕz tan(φT ) cos(φT ) + ϕx cos(θT ) cos(φT )
]
=−
[
ϕz sin(φT )− ϕy cos(θT ) cos(φT )
ϕz sin(θT ) + ϕx cos(θT ) cos(φT )
]
(5.25)
It is evident from equation (5.25) that the gradient (in which direction a spot will
move on the image plane) depends on the translational matrix, T (= [ϕx ϕy ϕZ ]
T ),
that specifies the shifts of the principal point of the camera lens, C, in the three
orthogonal directions with respect to the GCS; it also depends upon some of the spot
location specifiers: the quadrant where it belongs, θT , and on φT i.e. 〈Q, :, θT , φT 〉.
It is apparent from equation (5.25) that the gradient assumes a constant value when
there is either no or a very small z-displacement of the principal point of the lens
with respect to the GCS. Neglecting ϕz we get from equation (5.25):
dyPI
dxPI
=
ϕy
ϕx
(5.26)
Equation (5.26) makes apparent the fact that all the points of a quadrant will move
in the same direction when ϕz = 0; the direction solely depends upon the y-shift
and the x-shift of C with respect to O and not on θT and φT . In addition to these
points, it also becomes clear from equation (5.26) that the spot movement can be
guided by giving the principal point of the camera lens specific shifts with respect
to the GCS. For example, if the principal point is given equal shifts in the x and y
directions i.e. ϕx = ϕy, then
dyPI
dxPI
= 1; this means that all the spots will move at
an angle of 45◦ on the image plane with respect to the GCS. This spot movement
guiding factor can be efficiently used to increase the working range/volume of the
system as will be discussed later.
If the principal point of the camera lens is only given a lateral shift with respect
to O i.e. ϕy = 0, then
dyPI
dxPI
= 0; this means all the spots independent of their
positions on the flat screen or on the image plane will move horizontally with the
shift of the target. This is in full agreement with equation (5.16) that shows that
99
the ‘y-generator’ function is independent of r if ϕz = ϕy = 0. Similarly, if ϕx = 0,
then
dyPI
dxPI
−→∞; this means all the spots on the image plane, independent of their
positions, will move vertically with the shift of the target.
5.4.5 Magnification
The aim of this section is to find out whether the scale change of an object dimension
is linear or not when the object is moved forward or backward with respect to O
of the GCS. This is done to determine whether additional non-linearity has to be
taken into account when using the LDA to project the pattern instead of a standard
digital projector.
Let the co-ordinates of two arbitrary points on the screen placed at a distance r
from O be PR1 and PR2 (Fig. 5.7).
PR1 ≡
(−r tan(θT1)
cos(φT1)
,
r tan(φT1)
cos(θT1)
, r
)
(5.27)
PR2 ≡
(−r tan(θT2)
cos(φT2)
,
r tan(φT2)
cos(θT2)
, r
)
(5.28)
Their respective distances from PO ≡ (0, 0, r) are:
PR1PO =
[(
r tan(θT1)
cos(φT1)
)2
+
(
r tan(φT1)
cos(θT1)
)2] 12
(5.29)
PR2PO =
[(
r tan(θT2)
cos(φT2)
)2
+
(
r tan(φT2)
cos(θT2)
)2] 12
(5.30)
Now, if the screen is moved by a distance ∆r such that r +∆r = r1, then the two
spot positions P ′R1, P
′
R2 will be given by (Fig. 5.7):
P ′R1 ≡
(−r1 tan(θT1)
cos(φT1)
,
r1 tan(φT1)
cos(θT1)
, r1
)
(5.31)
P ′R2 ≡
(−r1 tan(θT2)
cos(φT2)
,
r1 tan(φT2)
cos(θT2)
, r1
)
(5.32)
Their respective distances from P ′O ≡ (0, 0, r1) are:
P ′R1P
′
O =
[(
r1 tan(θT1)
cos(φT1)
)2
+
(
r1 tan(φT1)
cos(θT1)
)2] 12
(5.33)
P ′R2P
′
O =
[(
r1 tan(θT2)
cos(φT2)
)2
+
(
r1 tan(φT2)
cos(θT2)
)2] 12
(5.34)
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The scale change in the first case, m1, is defined as:
m1 =
P ′R1P
′
O
PR1PO
=
r1
r
(5.35)
Similarly, for the second case, scale change, m2, is defined as:
m2 =
P ′R2P
′
O
PR2PO
=
r1
r
(5.36)
It is evident from the above two equations that the scale change (m) is spot position
independent and only depends on the object distance from the centre O of the GCS,
i.e.
m = m1 = m2 =
r1
r
(5.37)
Now, for a thin-lens, we know:
1
f
=
1
u
+
1
v
(5.38)
If the object distance (u) is large, we can approximate the above equation as:
1
f
=
1
v
=⇒ v ≈f (5.39)
Magnification of a thin-lens (ml) is defined as:
ml = −v
u
= −f
u
[from equation 5.39] (5.40)
Considering u = r1 in our case, we have magnification due the lens as:
ml = − f
r1
(5.41)
From the equation (5.41) we can conclude that any linear magnification of an object
dimension affected by the movement of the object will be nullified by the magnifi-
cation factor of the lens.
This, in turn, means that if the principal point of the camera coincided with the
centre of the GCS, there would not have been any perceivable change in the spot
positions on the image plane with change of r1. The model thus highlights the effects
101
Figure 5.7: Geometry showing all object points of the projected pattern are linearly
magnified with change of depth.
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of the translational shifts of the principal point of the lens with respect to O, the
centre of the GCS. It is now apparent that a shift in either the x or y direction of the
camera only will make the spots on the image plane move in the same direction as
that of the shift, provided there is no z-displacement. This, in other words, means
that if the principal point of the camera lens is given a shift in any only one direction
(lateral or vertical), excluding the axial one, then the task of spot tracking will be
straightforward.
5.4.6 Use of the model
In general, the model developed can be used in the following ways:
(1) to estimate depth by either determining the x-coordinates or the y-coordinates
of the generated spots (refer to equations (5.17) and (5.18)) on the image plane. It
will depend upon the situation whether estimating the x-coordinates of the spots
will be considered easier than estimating the y-coordinates of the spots or vice versa;
(2) equations of the model shows how each of the spots will move on the image
plane with change of r. Such a-priori knowledge of the path a particular spot will
follow on the image plane facilitates spot-tracking and hence determination of object
depth;
(3) the spot movement guiding factor equation (equation 5.25) can be used effec-
tively to increase the working volume of the system without explicitly encoding the
generated spots; how this can be achieved is described in Section 5.6.
5.4.7 Non-inverted equations
Bearing in mind that the non-inverted version of the model might be considered more
tractable, a revised form of the equations (5.15), (5.16), and (5.25) are presented
below. The equations have been been derived assuming that the thin lens is placed
a focal length (f) distance behind the image plane. Thus, the co-ordinates of the
centre of the image plane, I, will be (ϕx, ϕy, ϕz + f).
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Noting in this case zPI = ϕz + f we get from equation (5.13):[
xPI − ϕx
−r tan(θT )
cos(φT )
− ϕx
]
=
[
yPI − ϕy
r tan(φT )
cos(θT )
− ϕy
]
=
[
f + ϕz − ϕz
r − ϕz
]
=
[
f
r − ϕz
]
(5.42)
Therefore, the non-inverted forms of the equations (5.15), (5.16) are:
xPI |non−inverted=
[
−r tan(θT )
cos(φT )
− ϕx
r − ϕz
]
(f) + ϕx (5.43)
yPI |non−inverted=
[ r tan(φT )
cos(θT )
− ϕy
r − ϕz
]
(f) + ϕy (5.44)
Applying the same assumption, we get the gradient of the path of a first quadrant
spot on the image plane as:
dyPI
dxPI
=
[−ϕz tan(φT )cos(θT ) + ϕy
ϕz
tan(θT )
cos(φT )
+ ϕx
]
(5.45)
5.5 Model parameter estimation
To meet the objectives of developing the model, the following parameters have to
be a priori estimated as accurately as possible:
(1)the focal length of the lens of the camera;
(2)the horizontal scan angle (θ), and the vertical scan angle (φ);
(3)the x-shift and/or the y-shift of the principal point of the lens with respect to
the centre of the GCS; and
(4)the z-shift of the principal point of the lens with respect to the centre of the GCS.
5.5.1 Estimating the focal length of the lens of the monochrome
camera
To determine the focal length of the lens, f , of the camera, to locate the position of its
principal point and to rectify the distortions in the images captured by the camera,
the camera lens was calibrated using Zhang’s method [41], a straightforward camera
calibration technique. From the camera calibration results tabulated in Table 5.1, we
get the focal length of the lens as: 898.38±7.46 pixels. Since the monochrome camera
used comes fitted with a 1
3
” CCD sensor with a pixel pitch specification of 4.65µm,
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the focal length of the lens can also be expressed as:
f = [898.38± 7.46]× 4.65× 10−6 m
= [4.18± 0.035] mm (5.46)
Note that a full calibration procedure, mainly to determine the focal length of the
lens and to correct the images viewed through it, is necessary as the entire modeling
is done based on thin lens theory.
Table 5.1: Camera calibration results
Parameter Best estimate Error
Focal length 898.38 pixel ±7.46 pixel
Principal point [533.80 371.81] ±[7.0 7.88]
5.5.2 Estimating the horizontal scan angle, θ, and the ver-
tical scan angle, φ
This subsection describes the steps taken to measure the two intrinsic parameters
of the developed model: the horizontal scan angle θ, and the vertical scan angle φ.
It will also become clear in this subsection, how through the use of the same steps,
the location of the DOE plane was estimated. This was deemed necessary as the
laser-DOE arrangement came assembled within a case with a lens-system fixed at
its front. First, the structured pattern was projected on a flat foam-board placed
roughly 0.3 m −0.4 m away from the LDA arrangement. The distance, h1, between
the central spot and one adjacent to it was measured using a steel ruler with a
resolution of 0.5 mm. The distance, h1, came out as:
h1 = [4± 0.5] mm (5.47)
The flat foam board was then shifted by a certain distance, d, from its intial position
and again the distance, h2, between the same two spots was measured. Both the
distances d and h2 were measured using the same steel ruler. The following are the
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estimates of the measured distances:
d =
[
1± 0.5× 10−3] m (5.48)
h2 = [16± 0.5] mm (5.49)
Now from the geometry shown in Fig. 5.8, the angle, φ, was measured as:
φ =
(h2 − h1)
d
(5.50)
The best estimate of φ was obtained using the best estimates of h1, h2 and d, as
follows:
φ =
(16− 4)× 10−3
1
radians
=0.0120 radians (5.51)
Now, representing the errors on h1, h2 and d as σh1 , σh2 and σd, respectively, the
bounds of the error, σφ, on the measurement of φ, was obtained as [90], [91]:
σφ =
√
(
δφ
δh1
σh1)
2 + (
δφ
δh2
σh2)
2 + (
δφ
δd
σd)2 (5.52)
Expanding and putting the individual parameter values we get σφ as:
σφ =
√
(0.5× 10−3)2 + (0.5× 10−3)2 + (12.0× 0.5× 10−6)2
≈0.5× 10−3 radians (5.53)
Therefore,
φ =
[
0.012± 0.5× 10−3] radians
= [0.69± 0.03] deg (5.54)
Note that in all subsequent experiments, the model parameter, φ, was taken as
0.69◦. The location of the DOE plane (the distance dDOE) was then calculated and
marked using the following relationship:
dDOE =
h2
tanφ
=
h2
(h2 − h1)
d
=
dh2
(h2 − h1) (5.55)
Upon substituting the individual parameter values this is found to be 1.33 m.
The error in the estimate, σdDOE , was calculated as follows:
σdDOE =
√
(
δdDOE
δx1
σx1)
2 + (
δdDOE
δx2
σx2)
2 + (
δdDOE
δd
σd)2 (5.56)
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Figure 5.8: Geometry used to estimate the vertical scan angle, φ, and to mark the
location of the DOE plane.
Expanding and substituting the individual parameter values gives a value of σdDOE
equal to 3.28× 10−3 m.
A similar procedure was adopted to estimate the horizontal scan angle, θ, and it
was noted that 0.69◦ can also be used as a good estimate of the parameter.
5.5.3 Estimating ϕx and ϕz
From the description of the developed model it becomes apparent that to determine
the depth of an object point the x-shift (or the y-shift) and the z-shift of the principal
point of the lens (the centre, C, of the co-ordinate system fixed on the lens) have to be
determined with respect to the GCS fixed on the centre of the DOE. To accomplish
this task, the central spot of the pattern projected on the foam board was tracked
using an iris fitted to a mount whose height can be adjusted and by giving the board
regular shifts away from the LDA (Fig. 5.9). The foam board was initially kept at
a distance of 0.5 m from the DOE plane and the co-ordinates of the central spot on
the image plane estimated using a standard centroid finding algorithm. The foam
board was then given a shift of 0.075 m and the procedure repeated. In this way
the co-ordinates of the central spot were determined at regular intervals until the
foam board was 1.550 m away from the DOE plane. The estimated x-coordinates
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(xPIobs) and y-coordinates (yPIobs) of the centroid of the central spot for every shift
has been tabulated in Table 5.2.
Now, the model equation (5.15) gives the x-coordinate of an object point on the
image plane as:
xPI =
[
−r tan(θT )
cos(φT )
− ϕx
r − ϕz
]
(−f) + ϕx
Since the central spot was tracked, θT = φT = 0. Therefore,
xPI =
[
ϕxf
r − ϕz
]
+ ϕx (5.57)
The left-hand side of equation (5.57) can be expanded as:
xPI = ϕx + (xPIobs − ς) ρ (5.58)
where, in equation (5.58), ς is the horizontal pixel index corresponding to ϕx and ρ
is the pixel pitch of the 1
3
” CCD sensor.
Combining the two equations (5.57) and (5.58) we get:
ϕx + ((xPIobs − ς) ρ =
[
ϕxf
r − ϕz
]
+ ϕx (5.59)
Therefore,
xPIobs = ς +
ϕxf
rρ
(
1− ϕz
r
)−1
(5.60)
Expanding (1− ϕz
r
)−1 and neglecting the higher order terms [∵ ϕz ≪ r] we have:
xPIobs =ς +
ϕxf
rρ
(
1 +
ϕz
r
)
(5.61)
=ς + βk
(
ϕxf
ρ
)
+ β2k
(
ϕxϕzf
ρ
)
(5.62)
=k0β
0
k + k1β
1
k + k2β
2
k (5.63)
where, in equation (5.63), βk =
1
r
, k0 = ς, k1 = (
ϕxf
ρ
) and k2 = (
ϕxϕzf
ρ
). Fifteen
values of the location of the central spot on the image plane were noted against the
corresponding values of βk (Table 5.2). Best estimates of k0, k1 and k2 in the least
squared error sense [92] were then determined. The following are the values of k0,
k1 and k2 determined through the application of the method:
k0 =ς = 521.76
k1 =− 66.42
k2 =− 3.29 (5.64)
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Figure 5.9: The central spot being tracked using an iris fitted to a mount whose
height can be adjusted. (The shadow of the iris fitted to the mount can be seen on
the projection screen.)
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The norm of the residuals came out as 2.26. This uncertainty can solely be assumed
as the error incurred in determining k0, as the other factors are weighted by
1
r
and
1
r2
, respectively, making their contributions to the total error negligible.
Through the use of the least square method, we got the horizontal pixel index of
the central pixel as as 521.76 ± 2.26. Also, the camera calibration results indicate
the horizontal pixel index of the principal point of the lens as 533.80± 7.0. These
deviations often creep in due to misalignments during the camera parts assembly
process. Moreover, it has to be always borne in mind that a thin lens is assumed
while modeling the arrangement, instead of the lens system fitted to the camera.
Using the value of k1, we got the x-shift of C with respect to the GCS as:
ϕx =
k1 × ρ
f
(5.65)
Putting the individual parameter values, we obtain ϕx as:
ϕx =
[−66.42× 4.65× 10−6
4.18× 10−3
]
=− 73.89× 10−3 m
Similarly, using the value of k2, we got the z-shift of C with respect to the GCS as:
ϕz =
k2 × ρ
ϕx × f (5.66)
Putting the individual parameter values, we obtain ϕz as:
ϕz =
[ −3.29× 4.65× 10−6
−73.89× 10−3 × 4.18× 10−3
]
=0.049 m
Note that these values for the x-shift and the z-shift of C with respect to the GCS
only indicate the estimates that best represent the data in a least squared error
sense.
5.5.4 Testing the model
Equipped with all the required model parameter values we have proceeded to test the
performance of the model. Several other spots have been tracked using the method
described earlier and for each position the co-ordinates of the centroid of the spot
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on the image plane noted. Four such series of observations made are tabulated in
Tables 5.2, 5.3, 5.4 and 5.5. Depth has been calculated using the x-coordinates of
the centroid (xPIobs) using equation (5.17). The expanded form of the equation,
used for depth calculation is:
r =
[
fϕx + (xPI − ϕx)ϕz
(xPI − ϕx)− f tan(θT )cos(φT )
]
=
[
fϕx + [{ϕx + (xPIobs − ς)ρ} − ϕx]ϕz
[{ϕx + (xPIobs − ς)ρ} − ϕx]− f tan(θT )cos(φT )
]
[Using equation (5.58)]
=
[
fϕx + (xPIobs − ς)ρϕz
(xPIobs − ς)ρ− f tan θTcos φT
]
(5.67)
The predicted depth estimates, and the corresponding signed errors, calculated with
Figure 5.10: Spot 〈1, :, 4θ, 4φ〉 being tracked to assess the performance of the devel-
oped model.
respect to the ground truth data, have been included in the individual tables.
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Table 5.2: Spot tracked: 〈1, :, 0θ, 0φ〉
Distance, r, from βk =
1
r
xPIobs yPIobs Predicted Signed error
the DOE plane (in m−1) distance, rΘ,
[
(r−rΘ)
r
]
in mm ± 0.81 mm in m (%)
500 2.00 376.1765 349.9955 0.505 −1.00
575 1.74 395.7681 348.9929 0.576 −0.17
650 1.54 411.8265 349.0146 0.653 −0.46
725 1.38 423.8461 349.9792 0.727 −0.28
800 1.25 432.8622 349.9611 0.796 +0.50
875 1.14 440.8643 348.9920 0.870 +0.57
950 1.05 448.8252 349.9656 0.960 −1.05
1025 0.98 454.8480 349.9656 1.042 −1.66
1100 0.91 459.8474 348.0129 1.122 −2.00
1175 0.85 462.7908 348.9518 1.175 0.00
1250 0.80 465.7406 348.9258 1.235 +1.20
1325 0.75 469.7646 349.9204 1.326 −0.07
1400 0.71 472.7033 348.9120 1.403 +0.21
1475 0.68 475.0883 350.4444 1.472 +0.20
1550 0.64 477.1063 348.8412 1.536 +0.90
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Table 5.3: Spot tracked: 〈1, :, 4θ, 4φ〉
Distance, r, from xPIobs yPIobs Predicted distance, r
Θ, Signed error
the DOE plane in m
[
(r−rΘ)
r
]
in mm ± 0.81 mm (%)
450 418.7678 303.8780 0.488 −8.40
525 439.6673 304.9383 0.561 −6.80
600 455.7283 304.9218 0.637 −6.20
675 466.7538 304.9150 0.702 −4.00
750 476.9097 304.9481 0.778 −3.7
825 484.9679 305.9360 0.850 −3.00
900 491.9522 305.9958 0.927 −3.00
975 496.9178 304.9460 0.991 −1.60
1050 500.7332 305.9472 1.047 +0.28
1125 506.7801 305.9745 1.151 −2.20
1200 508.6818 306.9961 1.188 +1.60
1275 512.6040 305.9873 1.272 +0.24
1350 515.3813 305.7844 1.341 +0.66
1425 517.6548 305.8199 1.403 +1.50
1500 519.5950 307.6852 1.460 +2.60
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Table 5.4: Spot tracked: 〈1, :, 15θ, 10φ〉
Distance, r, from xPIobs yPIobs Predicted distance, r
Θ, Signed error
the DOE plane in m
[
(r−rΘ)
r
]
in mm ± 0.81 mm (%)
450 547.7672 231.8551 0.468 −3.78
525 566.8738 231.8987 0.534 −1.71
600 581.8096 233.8524 0.603 −0.50
675 594.9316 232.9167 0.682 −4.00
750 602.8827 233.9934 0.741 +1.20
825 607.9270 233.9607 0.785 +4.85
900 614.9279 233.9901 0.857 +4.78
975 620.8628 234.9530 0.929 +4.72
1050 625.9080 235.9720 1.002 +4.57
1125 629.8471 235.9634 1.067 +5.16
1200 632.8118 235.9375 1.123 +6.42
1275 635.7765 235.9213 1.185 +7.06
1350 639.7722 235.9686 1.280 +5.18
1425 641.7461 236.9007 1.334 +6.39
1500 643.3399 235.3399 1.381 +7.93
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Table 5.5: Spot tracked: 〈1, :, 20θ, 5φ〉
Distance, r, from xPIobs yPIobs Predicted distance, r
Θ, Signed error
the DOE plane in m
[
(r−rΘ)
r
]
in mm ± 0.81 mm (%)
450 612.6597 288.9118 0.476 −5.78
525 629.8501 290.9374 0.540 −2.86
600 644.8549 290.9695 0.616 −2.67
675 654.9205 289.9730 0.687 −1.78
750 663.9411 291.9848 0.752 −0.27
825 669.8933 290.9424 0.810 +1.82
900 676.8957 292.9625 0.890 +1.11
975 681.8153 292.9986 0.958 +1.74
1050 684.7980 292.0434 1.005 +4.29
1125 688.7730 292.9432 1.073 +4.44
1200 692.6385 292.0288 1.154 +3.83
1275 695.7584 292.9303 1.227 +3.76
1350 698.8208 292.8961 1.308 +3.11
1425 701.3124 292.7324 1.384 +2.88
1500 702.5244 291.5244 1.424 +5.07
From the data listed in the tables, it can be inferred that the developed model
satisfactorily estimates depths of object points that lie in the central region of the
projected pattern. In fact, the figures suggest that if the object point range can be
constrained between 0.7 m to 1.4 m, then the error incurred in prediction can be
limited to 5%. The data also reflects the fact that the error in prediction increases
when elements lying outside the central region, particularly when φT > ±10φ is
used to estimate depth. This, in turn, suggests that though the lens system has
been calibrated, radial distortions have not been fully compensated for.
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Note that in this thesis, no attempt has been made to estimate the y-shift of the
principal point of the lens, C, with respect to the GCS. This is because the major
objective of this thesis is to perform scene segmentation using depth or depth based
estimates. This can be adequately achieved by just estimating the focal length of
the lens, the x-shift and z-shift of the principal point with respect to the GCS and
by noting the pixel pitch of the sensor used from a specification book (refer to model
equations (5.15) and (5.17)). Determining the y-shift of C with respect to the GCS
is not considered redundant when generating full world-coordinates of object points
as may be required in applications like multi-camera based scene understanding and
object tracking. The task of measuring the y-shift may also be undertaken to al-
leviate some of the difficulties associated with object point tracking on the camera
image plane. However, this task can also be accomplished using other techniques,
as will be explained in Chapter 6. It should also be noted that the data obtained
(yPIobs from all the tables) suggests that there is either no or negligible y-shift of the
camera lens’ principal point with respect to the GCS. Even if there is a very small
shift, it is not hard to understand that it is well buried in measurement error noise.
It is also evident from the process described, that determining the horizontal pixel
index, ς, of the sensor, corresponding to ϕx, is one of the processes susceptible to
error. However, this task can be circumvented by measuring the co-ordinates of the
projections on the image plane of an object point kept at two different distances
from O, one of those being known a priori. A theoretical description of how this
can be done is detailed in the next subsection.
5.5.5 Estimating depth from two measurements
Depth of an object point can also be estimated by noting the change of locations of
its projections on the image plane corresponding to its two different positions. Of
these two different positions, the distance of one from the centre of the GCS has to
be known a priori and may be fixed. Here also, calculating either the x-coordinates
or the y-coordinates of the projections is considered adequate to accomplish the task
of depth estimation. The process is detailed as follows:
Let (ψx, ψy, ϕz−f) be an arbitrary point on the image plane and ςψx be the horizontal
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pixel index corresponding to ψx. Now for an arbitrary object point, kept at a distance
of r meters away from the centre of the GCS (considered to be known a priori),
let the co-ordinates of its projection on the image plane be (xPIobs1, yPIobs1). Using
model equations (5.15) and (5.58), we can write this as:
ψx + ((xPIobs1 − ςψx) ρ =
[
−r tan(θT )
cos(φT )
− ϕx
r − ϕz
]
(−f) + ϕx (5.68)
Now, let us suppose that the object point is shifted and it is r1 meters away from
the centre of the GCS. Let the corresponding co-ordinates of its projection on the
image plane be (xPIobs2, yPIobs2). The task is to find out the changed depth, r1, of
the same object point. Again using model equations (5.15) and (5.58) we have:
ψx + ((xPIobs2 − ςψx) ρ =
[
−r1 tan(θT )
cos(φT )
− ϕx
r1 − ϕz
]
(−f) + ϕx (5.69)
Subtracting equation (5.68) from equation (5.69) we get:
(xPIobs2 − xPIobs1)ρ =
[
−r1 tan(θT )
cos(φT )
− ϕx
r1 − ϕz
]
(−f) + ϕx −
[
−r tan(θT )
cos(φT )
− ϕx
r − ϕz
]
(−f)− ϕx
or,
(xPIobs2 − xPIobs1)ρ+
[
−r tan(θT )
cos(φT )
− ϕx
r − ϕz
]
(−f) =
[
−r1 tan(θT )
cos(φT )
− ϕx
r1 − ϕz
]
(−f) (5.70)
Substituting χ for (xPIobs2 − xPIobs1)ρ +
[
−r tan(θT )
cos(φT )
−ϕx
r−ϕz
]
(−f), equation (5.70) can
rewritten as:
χ =
[
−r1 tan(θT )
cos(φT )
− ϕx
r1 − ϕz
]
(−f) (5.71)
Rearranging equation (5.71), we get r1 as:
r1 =
[
ϕxf + χϕz
χ− ( tan θT
cosφT
)f
]
(5.72)
The difficulties associated with finding out the horizontal pixel index corresponding
to the x-shift of C with respect to the GCS, ϕx, which is not needed in the method
described above, clearly underpins its usefulness.
A section of the spot tracking data is taken from Table 5.4 where the error incurred
in predicting the range varied between 5.16% to 7.06% over a range of 1.125 m
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- 1.425 m, the foam board being shifted by regular steps of 0.075 m. It has to
remembered that lens distortion that has not been fully compensated for, mainly
causes such errors in range estimation. Data from this section of the table has been
used to assess the performance of the modified depth perception method based on
difference of co-ordinate. The calculated x-coordinate of the projection of the object
point (〈1, :, 15θ, 10φ〉), with the foam board been kept at a distance of 1.5 m away
from the DOE plane, is taken as the value for xPIobs1. Therefore, xPIobs1 = 643.3399.
The distance of 1.50 m is taken as the value for r, which has to be known a priori.
Now for every successive position of the object point (from 1.125 m to 1.425 m
at regular steps of 0.075 m ), the x-coordinate of its projection on the image plane
is noted in terms of pixel index value, and equation (5.72) applied to estimate depth.
The predicted depth values using the modified method are listed in Table 5.6. Signed
errors have also been measured by comparing the predicted range estimates with
the ground truth data. The results obtained show that the corresponding error esti-
mates now vary between 0.16%−1.40%, as against 5.16%−7.06% when the original
method was used, thus validating the usefulness of the modified method of depth
perception.
Table 5.6: Depth sensing using difference of co-ordinate method
Distance, r, from xPIobs Predicted distance, r
ψ, Signed error
the DOE plane in m
[
(r−rψ)
r
]
in mm ± 0.8 mm (%)
1.125 688.7730 1.135 −0.89
1.200 692.6385 1.198 +0.16
1.275 695.7584 1.270 +0.39
1.350 698.8208 1.382 −2.29
1.425 701.3124 1.445 −1.40
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5.6 Increasing the working volume of the system
In this section a method is proposed that can be utilised to increase the operational
volume of the active depth sensing system without explicitly encoding the structured
coded pattern. Recall from Section 5.4.4, that if there is no z-shift of the principal
point of the lens with respect to the GCS, then the gradient of the path the projection
of an arbitrary object point will follow on the image plane solely depends upon ϕx
and ϕy (refer to equation (5.26) of the Section). Also we use the fact that if the
the principal point of the lens is given equal shifts in both x and y directions, z-
shift being 0, then all the spots on the image plane will follow a straight line path
of slope, tan 45◦ = 1. Ambiguity arises when the projection of any arbitrary spot
moves across the location of the projection of another object point lying in close
proximity of the spot being considered.
The distance, dp, between the projection of the central spot and that of an adjacent
spot (lying on the line: y = 0, z = r on the foam-board) on the image plane is given
by:
dp =
[−r tan(θ)− ϕx
r − ϕz
]
(−f)− ϕxf
r − ϕz
=
[
fr tan θ
r − ϕz
]
(5.73)
A hypothetical square of sides equal to
[
2fr tan θ
r−ϕz
]
is now drawn around the projection
of the central spot on the image plane. If ϕz = ϕy = 0, then the projections of all
the spots on the image plane will move along the x- axis; for the projection of the
central spot, ambiguity will creep in as soon as it moves by a distance of
[
fr tan θ
r−ϕz
]
.
However, if ϕz = 0 and ϕx = ϕy, then the projection of the central spot will move
along the diagonal of the square and thus it can travel further by a distance ∆dp
before ambiguity creeps in. ∆dp is given by:
∆dp =
[√
2
fr tan θ
r − ϕz
]
−
[
fr tan θ
r − ϕz
]
≈0.41
[
fr tan θ
r − ϕz
]
(5.74)
Thus, by giving the principal point of the lens deliberate shifts along the x and y
direction with respect to the GCS, the working volume of the system can be ap-
proximately increased by 40%.
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Finally, it should be noted that more robust and efficient camera calibration tech-
niques need to be investigated to utilise the full range of the projected pattern and
to ensure that the predicted depths of object points, situated at a specific distance
from the centre of the GCS, are approximately the same. However, to perform the
task of scene segmentation, explicit depth maps may not be needed. Instead, a fore-
ground scene can be segmented by simply sensing the projected structured pattern
disparity. A method to accomplish this task has been developed in Chapter 6.
5.7 Summary
In this chapter an active structured light based depth sensing system has been mod-
eled to facilitate its understanding and use. Through the use of the model equations
depth of an object point can be estimated either by estimating the x-coordinate or
the y-coordinate of its projection on the image plane of a sensor used to view the
scene. How the model parameters can be a priori estimated has been discussed in
depth in this chapter and the functioning of the depth sensing arrangement demon-
strated. A modified method to perceive depth through the determination of co-
ordinates of the projections of an object point situated at two different locations
has also been presented.
Chapter 1 of the thesis discusses the disadvantages of explicitly encoding the pro-
jected structured pattern. A theory has been proposed in this chapter that can
be used to increase the operational volume of the described structured light based
depth sensing system by approximately 40% without deploying an explicit pattern
coding scheme.
It has been noted in this chapter that for an efficient use of the developed model,
more complex camera calibration techniques need to be investigated and their indi-
vidual performances assessed. However, to perform the task of scene segmentation,
determination of only structured pattern disparity may be considered sufficient thus
making redundant the requirement of generation of explicit depth maps. A method
to accomplish the task of foreground scene extraction by solely noting the structured
pattern spot position disparity has been developed in the next chapter.
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Chapter 6
DENOISING VIDEO FRAMES
CONTAINING REGIONS
SEGMENTED USING
STRUCTURED SPOT
POSITION DISPARITY
ESTIMATES
6.1 Introduction
A practical mathematical model of an active range camera has been developed in the
previous chapter. However, it should be mentioned that, in general, range estimates
(measurements) from a range-camera are used to determine the world-coordinates
of a point on an object or to do robust realistic 3−D modeling. This, in turn, means
that to segment multiple partially overlapping or non-overlapping foreground ob-
jects or a single object from the background scene, explicit depth maps need not
be generated using the model. Instead, in such cases deformation of the projected
structured pattern (spot shifts) can be efficiently used to meet the objective of fore-
ground scene segmentation. In this chapter a method has been developed to identify
those spots on the camera image plane whose positions get shifted from their initial
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locations due to an object coming in-between the camera and the screen on which
the structured pattern is originally projected.
However, it has also been noted that frames, containing foreground objects seg-
mented using the developed method, come out contaminated with, generally iso-
lated, noisy pixel clusters (blocks). In addition to identifying spots with shifted
locations, two different median filtering schemes have been developed in this chap-
ter to remove those noisy blocks from the output frames. An analogy of one of
the median filtering schemes with conventional discrete morphological operators has
also been included in this chapter.
6.2 Chapter organisation
The chapter is organised as follows: Section 6.3 describes the experimental set-
up used to generate the structured spot position disparity estimates. A custom-
made median filter and a metric to assess its performance are developed in Section
6.4; the same section also reports the results obtained after applying the developed
filtering scheme to denoise frames contaminated with noisy pixel clusters. Section
6.5 elaborates another scheme that uses multistage max/median and min/median
filters to remove the noise pixel blocks from the noise corrupted frames. Results
obtained after applying the filtering scheme on block-noise corrupted frames and
an analogy of multistage max/median and min/median filters with basic discrete
morphological operators have also been included in the same section. Finally, a
summary of the chapter is presented in Section 6.6.
6.3 Experimental arrangement
Light from a 100 mW red laser diode is passed through a glass diffractive optical
element (DOE) to generate a pattern of spots. Ten snap-shots of the pattern, which
is projected on a portable projector screen placed approximately 2.2 m from the
centre of the laser-DOE arrangement(LDA), are captured using a black and white
fire-wire camera (POINTGREY RESEARCH FL2-08S2M) placed adjacent to the
laser-DOE arrangement. The two co-ordinate systems, one fixed on the centre of the
DOE and the other on the lens of the camera, can be associated with each other by
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considering rectilinear shifts only (refer to the model developed in Chapter 5); such
a ‘stereo-rig’ configuration [43] has been chosen to alleviate some of the difficulties
of mapping the world co-ordinates of the laser spots incident on the screen with the
co-ordinates of the spot’s corresponding projections on the image plane of the cam-
era. From the ten snap-shots the mean position of each of the spots on the camera
image plane is estimated and the corresponding spot registered. A 21×21 sized box
is drawn around each of the registered spot locations; the region encompassed by a
box is searched periodically to determine the shift in the spot position which is then
taken as an estimate of deformation. The deformation estimates corresponding to
the shifted spots are returned to a separate routine that draws 17× 17 pixel sized
boxes around their initial mean locations; these boxes are filled with pixel intensities
proportional to the corresponding spot deformation estimate.
Note that using the model equations developed in Chapter 5 and the estimated
model parameters (Section 5.5 of Chapter 5), the resolution and the working range
of the system with the screen kept at a distance of 2.2 m from the centre of the
DOE were determined a priori. Resolution of the constructed system is defined as
the change of depth of an object point that will result in a shift of its projection on
the image plane by 1 pixel.
Using model equation (5.70) of Chapter 5 for the central spot we get:
−ρ+
[ −ϕx
r − ϕz
]
(−f) =
[ −ϕx
r1 − ϕz
]
(−f) [Considering (xPIobs2 − xPIobs1) = −1]
(6.1)
Putting in equation (6.1) the model parameter values and substituting r by 2.2 m
we get:
r1 = 2.132 m
So, resolution of the system at a range of 2.2 m is approximately (2.2− 2.132) m =
0.068 m.
The working range of a structured light based depth sensing system is determined
by the maximum change of depth of an object point for which the position of its
projection on the image plane can be located unambiguously. Since in the developed
method a 21× 21 box around the mean position of an object point’s projection on
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the image plane is searched to located the point’s current projected position, the
working range of the entire system is limited by a projection location shift of 10
pixels on the image plane.
Again using equation (5.70) of Chapter 5 for the central spot we get:
−10ρ+
[ −ϕx
r − ϕz
]
(−f) =
[ −ϕx
r1 − ϕz
]
(−f) [Considering (xPIobs2 − xPIobs1) = −10]
(6.2)
Substituting the model parameter values estimated in Section 5.5 of Chapter 5 and
taking r as 2.2 m we get r1 as:
r1 = 1.67 m
Thus the working range of the depth estimating set-up with the screen kept at a dis-
tance of 2.2 m away from the centre of the DOE is given by (2.2−1.67) m = 0.53 m.
It has been ensured while conducting the experiments that the subject stood inbe-
tween the 1.67 m mark from the DOE plane and the screen to avoid ambiguity.
At first, the initial frame with no foreground object between the LDA and the
screen is stored; subsequent frames are subtracted from it to generate a sequence of
difference frames. A difference frame contains only those spots whose positions get
shifted from their corresponding mean location on the image plane. Deformation
estimates are generated for all the spots in the difference frame using their initial
registered locations and their current positions within the corresponding 21 × 21
pixel sized boxes. As has been mentioned earlier, 17×17 pixel boxes are then drawn
around the mean locations of the shifted spots, each filled with a flat intensity value
generated using the corresponding spot’s deformation estimate. However, it has
been noted that the frames that come out of the process are usually contaminated
with noisy pixel blocks. Noise creeps into the frames due to camera electronics and
also due to other practical factors involved in generating deformation estimates. The
output foreground object frames are finally de-noised by treating those with either
of the two custom-made median filtering schemes that are developed in this chapter.
It should also be mentioned here that to generate binary masks of single or non-
overlapping foreground objects true deformation estimates are not required. Instead,
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identification of spots whose positions have shifted on the image plane is enough to
generate the masks containing the target object(s).
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Figure 6.1: A typical δˆ(k) vs k plot; note the plot has been obtained after filtering
a difference frame, DF1, 15 times using the custom-made median filter.
6.4 Scheme 1
A custom-made median filter is designed to remove the isolated blocks in the dif-
ference frame and to fill up the discontinuities in the main object blob. The subse-
quence, ΩWij , spanned by the (2N + 1)× (2N + 1) (N ∈ Z+, N 6= 0) window, Wij ,
of the filter stationed on the (i, j)th pixel is given as:
ΩWij = {J(i+ λ1, j + λ2) : λ1, λ2 = {−16, 0, 16}} (6.3)
where, in equation (6.3), {J(·, ·)} is the 2-D image sequence and 0 ≤ J(·, ·) ≤ 255.
The filter-window has been constructed taking into account the fact that the cen-
tres of two adjacent blocks are 17 pixels apart. For a 2-D space, it is known that
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many passes of the non-recursive form of the median filter, in general, yields a root
signal that is invariant to median filtering [93], [94], [95]. Similar observations were
made by re-filtering the sequence, several times, using the non-recursive form of
the described custom-made median filter. A metric (δˆ) is defined to find the mean
absolute deviation of the subsequent output:
δˆ(k) =
1
MN
ΣMi=1Σ
N
i=1 | Jk+1f (i, j)− Jkf (i, j) | (6.4)
where, in equation (6.4), Jkf (i, j) denotes the output after re-filtering the sequence
k times, and M ×N is the size of the frame.
Fig. 6.1 shows a typical variation of δˆ(k) with increments in k; it is evident that the
mean of the absolute deviation between the output frames gets smaller and smaller
with increments in k, an indication that a step closer to the root signal is reached
with every pass of the filter.
A modified median filter has also been designed to generate the final result of the
process; this filter is triggered after filtering the sequence k times when (δˆ(k)/δˆ(1))
is less than some pre-specified threshold, τδˆ; note, the speed of the entire process
depends on the choice of the threshold.
The modified median filter estimates the sum of the intensities of the pixels en-
compassed by a window, Wij . If the sum of the pixel intensities is above a chosen
threshold, then the (i, j)th pixel intensity is replaced by the output of the filter
described above, otherwise it is forced to be 0.
6.4.1 Results obtained using Scheme 1
A person stood in-between the laser-camera arrangement and the screen taking
different poses. The upper part of his body was segmented using the developed
custom-made median filtering scheme. The output difference frames generated were
contaminated with noisy pixel blocks. Two such difference frames, DF1 and DF2,
are shown in Fig. 6.2(a) and Fig. 6.2(b). The results obtained after applying the
custom-made median filtering scheme and repeating the process 14 times are shown
in Fig. 6.3 — Fig. 6.18 (excluding figures 6.10(ii), 6.11(i) and 6.18(ii)). Note that all
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the figures after Fig. 6.3 till Fig. 6.18(i) (inclusive) have been labelled in their respec-
tive figure captions using the difference frame identifier (DF1 or DF2), the number
of times it has re-filtered, k, the value of the defined metric, δˆ(k), and the ratio δˆ(k)
δˆ(1)
.
The final results obtained after applying the modified median filter are shown in
Fig. 6.10(ii) and Fig. 6.18(ii). It is noted that the designed median-filtering scheme
meets its objectives; however, it should be kept in mind that applying a median fil-
tering scheme with a large kernel size is a time consuming process and so to optimise
speed the value of the threshold, τδˆ, should be chosen with deliberation. It becomes
apparent from Fig. 6.1 and Fig. 6.3 — Fig. 6.18(i) that the re-filtering process can
be stopped after k = 5
[
δˆ(5)
δˆ(1)
= 0.0112 (for DF1); δˆ(5)
δˆ(1)
= 0.0080 (for DF2)
]
and the
modified filter applied to generate the final result.
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(a) — DF1
(b) — DF2
Figure 6.2: Two typical difference frames generated using the deformation based
foreground object segmentation method; difference frame (a) is labelled as DF1
and difference frame (b) as DF2. Note both the difference frames are contaminated
with noisy pixel blocks.
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(i)
(ii)
Figure 6.3: (i): the result after applying the custom-made median filtering scheme
on DF1; (ii) the result after re-filtering the image with the same custom-made filter[
δˆ(1) = 0.0416, δˆ(1)
δˆ(1)
= 1
]
.
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(i)
(ii)
Figure 6.4: (i) DF1, k = 2, δˆ(2) = 0.0189, δˆ(2)
δˆ(1)
= 0.0701; (ii) DF1, k = 3, δˆ(3) =
0.0099, δˆ(3)
δˆ(1)
= 0.0367.
130
(i)
(ii)
Figure 6.5: (i) DF1, k = 4, δˆ(4) = 0.0053, δˆ(4)
δˆ(1)
= 0.0196; (ii) DF1, k = 5, δˆ(5) =
0.0030, δˆ(5)
δˆ(1)
= 0.0112.
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(i)
(ii)
Figure 6.6: (i) DF1, k = 6, δˆ(6) = 0.0017, δˆ(6)
δˆ(1)
= 0.0062; (ii) DF1, k = 7, δˆ(7) =
0.0014, δˆ(7)
δˆ(1)
= 0.0051.
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(i)
(ii)
Figure 6.7: (i) DF1, k = 8, δˆ(8) = 0.0033, δˆ(8)
δˆ(1)
= 0.0042; (ii) DF1, k = 9, δˆ(9) =
8.7978× 10−4, δˆ(9)
δˆ(1)
= 0.0033.
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(i)
(ii)
Figure 6.8: (i) DF1, k = 10, δˆ(10) = 6.7186×10−4, δˆ(10)
δˆ(1)
= 0.0025; (ii) DF1, k = 11,
δˆ(11) = 4.9769× 10−4, δˆ(11)
δˆ(1)
= 0.0018.
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(i)
(ii)
Figure 6.9: (i) DF1, k = 12, δˆ(12) = 4.2528×10−4, δˆ(12)
δˆ(1)
= 0.0016; (ii) DF1, k = 13,
δˆ(13) = 3.3041× 10−4, δˆ(13)
δˆ(1)
= 0.0012.
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(i)
(ii)
Figure 6.10: (i) DF1, k = 14, δˆ(14) = 2.1350× 10−4, δˆ(14)
δˆ(1)
= 0.0008; (ii) The result
after applying the modified median filter on DF1 after filtering it 15 times using
the custom-made median filter.
136
(i)
(ii)
Figure 6.11: (i) The result after applying the custom-made median filter on DF2.
The next few images show the effects of re-filtering the previous output of the filter
with the same filter. Again, as before the figures will be labelled in the figure captions
using the difference frame identifier, the number of times it has been re-filtered, k,
the value of the metric δˆ(k) and the ratio δˆ(k)
δˆ(1)
; (ii) DF2, k = 1, δˆ(1) = 0.0565,
δˆ(1)
δˆ(1)
= 1.000.
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(i)
(ii)
Figure 6.12: (i) DF2, k = 2, δˆ(2) = 0.0198, δˆ(2)
δˆ(1)
= 0.0511; (ii) DF2, k = 3,
δˆ(3) = 0.0033, δˆ(3)
δˆ(1)
= 0.0253.
138
(i)
(ii)
Figure 6.13: (i) DF2, k = 4, δˆ(4) = 0.0051, δˆ(4)
δˆ(1)
= 0.0132; (ii) DF2, k = 5,
δˆ(5) = 0.0031, δˆ(5)
δˆ(1)
= 0.0080.
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(i)
(ii)
Figure 6.14: (i) DF2, k = 6, δˆ(6) = 0.0021, δˆ(6)
δˆ(1)
= 0.0053; (ii) DF2, k = 7,
δˆ(7) = 0.0018, δˆ(7)
δˆ(1)
= 0.0046.
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(i)
(ii)
Figure 6.15: (i) DF2, k = 8, δˆ(8) = 0.0014, δˆ(8)
δˆ(1)
= 0.0035; (ii) DF2, k = 9,
δˆ(9) = 0.0011, δˆ(9)
δˆ(1)
= 0.0028.
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(i)
(ii)
Figure 6.16: (i) DF2, k = 10, δˆ(10) = 8.5352 × 10−4, δˆ(10)
δˆ(1)
= 0.0022; (ii) DF2,
k = 11, δˆ(11) = 6.5161× 10−4, δˆ(11)
δˆ(1)
= 0.0017.
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(i)
(ii)
Figure 6.17: (i) DF2, k = 12, δˆ(12) = 5.3490 × 10−4, δˆ(12)
δˆ(1)
= 0.0014; (ii) DF2,
k = 13, δˆ(13) = 3.8640× 10−4, δˆ(13)
δˆ(1)
= 0.0010.
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6.5 Scheme 2
This scheme makes use of the multistage max/median and min/median filters [96],
[97], [98] to cover up the discontinuities in the target blob, and to remove the noisy
blocks from the difference frame. Two unidirectional filter windows, W 1i,j and W
2
ij
with the window axes orthogonal to each other are chosen as the subfilter windows.
Sub-sequences, ΩW
l
ij , l ∈ {1, 2}, spanned by the two windows are defined as follows:
ΩW
1
ij = {J(i+ λ1, j + λ2) : −N ≤ λ1 ≤ N, λ2 = 0}
ΩW
2
ij = {J(i+ λ1, j + λ2) : −N ≤ λ2 ≤ N, λ1 = 0} (6.5)
The output of the sub-filters, Y lij, l ∈ {1, 2}, are defined as:
Y lij = median{J(·, ·) : J(·, ·) ∈ ΩW
l
ij}, l ∈ {1, 2} (6.6)
The output of the max/median and min/median filters as defined in [98] are as
follows:
Y
max/median
ij =max{Y lij}, l ∈ {1, 2}
Y
min/median
ij =min{Y lij}, l ∈ {1, 2} (6.7)
6.5.1 Choice of the variable N
Since the multistage max/min filter designed to smear an isolated 17× 17 block in
the difference frame is made up of two orthogonal unidirectional sub-filters, well un-
derstood 1−D median filter properties have been used to determine the value of N .
It follows from the basic properties of a 1−D median filter that strictly monotonic
1−D sequences come out invariant to median filtering implemented with a window
of any arbitrary length. However, since a 1−D median filter is always implemented
with a fixed and finite length window, the requirement of strict monotonicity is un-
necessarily restrictive; a signal will come out invariant to median filtering if every
segment of it, as the filter window is passed through it, is monotonic in nature.
However, even this requirement can be further relaxed as elaborated below † :
A sequence {ϑ(n)} is defined as locally monotonic of length ℓ, [LOMO(ℓ)],
†the theory is based on the studies on median filter properties as reported in [93], [94] and [95]
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if (ϑ(n), . . . , ϑ(n+ ℓ− 1)) is monotonic for each n.
§ Observation#01: A LOMO(ℓ) sequence is also LOMO(ι) if ι < ℓ.
§ Observation#02: Let {ϑ(n)} be a LOMO(ℓ) sequence. Then both segments:
(ϑ(n), . . . , ϑ(n + ℓ− 1)) and (ϑ(n + 1), . . . , ϑ(n+ ℓ)) are monotonic. Now if ϑ(n) <
ϑ(n + ℓ − 1) and ϑ(n + 1) > ϑ(n + ℓ), then ϑ(i) 6 ϑ(j) and ϑ(i) > ϑ(j) ∀
(n+ 1) 6 i, j 6 (n+ ℓ− 1); this means ϑ(n+ 1) = ϑ(n + 2) . . . = ϑ(n + ℓ− 1).
Lemma 1: Therefore, an alternative definition of a LOMO(ℓ) sequence that relaxes
the root-sequence requirements is that if there is any change in trend, a LOMO(ℓ)
sequence must stay constant for (ℓ− 1) samples.
Theorem 1: In general, a LOMO(ℓ) sequence is a root sequence of a median
filter implemented with a window of length (2N + 1) if N 6 (ℓ− 1).
Proof: Consider a segment of length (2N + 1): (x(n − N), . . . , x(n + N)). This
segment is either monotonic or, if there is a change in trend, the sequence remains
constant for (N + 1) = (ℓ− 1) samples (according to the alternative definition of a
LOMO(ℓ) sequence). In the first case it is apparent that x(n) is the median of the
segment. In the second case since the length of the segment that stays constant is
(N + 1), there are at least (N + 1) elements in the segment equal to x(n). So, the
median in the second case is also x(n).
Note that the relaxed definition of a LOMO(ℓ) sequence (Lemma 1) and Theo-
rem 1 have been used to determine the size of the subfilters in this subsection.
Recall one of the main purposes of applying the multistage max/median and min/median
filters is to smear isolated blocks of size 17× 17. This, in turn, means that the pur-
pose of a unidirectional sub-filter is to smudge isolated 1−D segments that stay
constant for 17 pixels. At first, the maximum length, (2N + 1)max, of a sub-filter
window is determined that will do just the opposite i.e. preserve the isolated pat-
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terns. The fact that choosing a sub-filter window that is larger than (2N + 1)max
will smear the pattern is intuitively apparent.
From the alternative definition of a LOMO(ℓ) sequence it is known that if there is
any change of pattern, a LOMO(ℓ) sequence has to stay constant for (ℓ− 1) sam-
ples. It is assumed that each row (or column) of a difference frame is a LOMO(18)
sequence (ℓ = 18) in which even if there is any change of pattern, (ℓ − 1) = 17
samples remain constant. Now from Theorem 1 it is known that a 1−D median
filter implemented with a window of length (2N + 1) will preserve a LOMO(ℓ) se-
quence if N 6 (ℓ − 2) i.e. N 6 16 in this case (∵ ℓ = 18). So, the maximum
length of a sub-filter window that will preserve the pattern is (2× 16 + 1) = 33 i.e.
(2N + 1)max = 33. So, to smear a 17 pixel long isolated segment, the sub-filters
must be implemented with a window length greater than 33 i.e. (2N + 1) > 33.
In the experiments conducted the orthogonal sub-filters were implemented with a
window size of 37. For the multistage max/median filter this means that the filter
will preserve patterns that exit in either of the two orthogonal directions for atleast
two 17×17 blocks. Finally, a word of caution. While selecting the size of a sub-filter
window it should be borne in mind that choosing a window of large dimension not
only might smear some sections of the real target blob but also will reduce the speed
of the entire process.
6.5.2 Procedure
At first the difference frame is filtered using a multistage max/median filter using the
two defined sub-filters with window length of 37 each. Treating the difference image
with the max/median filter helps in bridging the discontinuities in the foreground
object blob, and helps to preserve any feature that exists for more than 17 pixels in
any of the two orthogonal directions. Note, this preserves the positive characteristics
of the image as has been mentioned in [98]. A binary-mask is then generated from
the intensity image by choosing a low threshold. A multistage min/median filter is
then applied to the binary mask to remove most of the remaining isolated blocks.
Finally, holes in the main binary blob are filled, and an area-filter is deployed to
remove the remaining isolated blobs which are not a part of the target object.
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6.5.3 Results obtained using Scheme 2
The two difference frames, DF1 and DF2, shown in Fig. 6.2(a) and Fig. 6.2(b),
were treated with the sequence of methods outlined in Section 6.5.2 of Scheme 2.
The output frames are shown in Fig. 6.19 and 6.20. The results obtained are better
than those obtained through the application of Scheme 1. In addition to this, it
should also be borne in mind that Scheme 2 has another edge over Scheme 1. To
implement Scheme 2 no difficult thresholds need to be chosen. However, to deploy
Scheme 1 thresholds to stop the re-filtering process and control the working of the
modified median filter have to be selected with deliberation after extensive testing.
6.5.4 Analogy with morphological operators
Note that the application of the multistage max/median filter and the min/median
filter can be thought of as treating the difference image with some basic morpho-
logical operators. Recall the two basic mathematical morphology transformations
are erosion and dilation of J by W , where {J(·, ·)} is the 2-D sequence, and W
the structuring element [97], [99], [100], [101]. The output of the erosion operator
[J ⊖W ], as given in [97], at the (i, j)th position and can be expressed as:
[J ⊖W ](i, j) = min
(λ1,λ2)∈W
{J(i+ λ1, j + λ2)} (6.8)
It means the output of the operator is the minimum sample value of the samples
spanned by the window W . In the same way the output of a discrete dilation
operation operation at the (i, j)th position is given by:
[J ⊕W ] (i, j) = max
(λ1,λ2)∈W
{J(i+ λ1, j + λ2)} (6.9)
The working of the multistage max/median filter and the min/median filter in the
light of the basic morphological operations can be described as:
Y li,j = median(
{
J(·, ·) : J(·, ·) ∈ ΩW lij
}
) (6.10)
= max(
{[
J ⊖W lN+1
]♦N+1
(i, j)
}
) (6.11)
where, in equation (6.11), l represents the direction of the structuring element (sub-
filter window), ♦N + 1 the fact that the operation is repeated (N + 1) times and
W lN+1 represents a window in the direction l that spans (N +1) elements. It is also
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to be ensured that every time the operation is repeated, one of the sample points
spanned by the window during its previous occurrence has to be excluded; moreover,
a sample point once excluded cannot be included again while selecting (N+1) sample
points out of the (2N +1) sample points for another run of the operation. This can
be accomplished using a sliding window of length (N +1) spanning the first (N +1)
sample points of the structural element when the operation is initiated and then
shifting it by one place for every repetition. It follows immediately that when the
operation is repeated (N + 1) times, N sample points will be excluded and all
(2N +1) sample points in a specific direction (encompassed by a sub-filter window)
will be scanned. Note that the erosion operations can also be replaced by dilations
and then the output of a sub-filter can be expressed as:
Y lij = min(
{[
J ⊕W lN+1
]♦N+1
(i, j)
}
) (6.12)
The final output of the multistage max/median filter can be expressed as:
Y
max/median
ij = max
l
(
{
Y lij
}
) (6.13)
= max
l
(max(
{[
J ⊖W lN+1
]♦N+1
(i, j)
}
)) (6.14)
= max(
⋃
l
(
{[
J ⊖W lN+1
]♦N+1
(i, j)
}
)) (6.15)
= max
l
(min(
{[
J ⊕W lN+1
]♦N+1
(i, j)
}
)) [follows from (6.12)] (6.16)
Note from one of the intermediate expressions [equation (6.15)] that only a max
finding operation on a set formed by the union of the sets of erosions in different
directions gives the final output of the multistage max/median filter. In a similar
way the following equations outline the working of a multistage min/median filter
in terms of the basic discrete morphological operations:
Y
min/median
ij = min
l
(
{
Y lij
}
) (6.17)
= min
l
(max(
{[
J ⊖W lN+1
]♦N+1
(i, j)
}
)) (6.18)
= min
l
(min(
{[
J ⊕W lN+1
]♦N+1
(i, j)
}
)) (6.19)
= min(
⋃
l
(
{[
J ⊕W lN+1
]♦N+1
(i, j)
}
)) (6.20)
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From this section it becomes apparent that the output of a multistage max/median
filter or a multistage min/median can be determined through a series of max and/or
min finding operations. Expressing the filter output in this way also makes the full
complex sorting operation obsolete. Thus these equations can be used to design
some dedicated architecture that can speed up the overall process of treating the
difference frame with the described median filtering scheme.
Concluding the chapter, equations specific to the Scheme 2 median filtering schemes
are given below:
Y
max/median
ij = max
l
(
{
Y lij
}
), l ∈ {1, 2}
= max
l
(max(
{[
J ⊖W l19
]♦19
(i, j)
}
)), l ∈ {1, 2}
= max(
⋃
l
(
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]♦19
(i, j)
}
)), l ∈ {1, 2}
= max
l
(min(
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J ⊕W l19
]♦19
(i, j)
}
)), l ∈ {1, 2} (6.21)
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), l ∈ {1, 2}
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]♦19
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)), l ∈ {1, 2}
= min(
⋃
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(
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J ⊕W l19
]♦19
(i, j)
}
)), l ∈ {1, 2} (6.22)
6.6 Summary
A description of an arrangement has been given in this chapter that can be used
to segment foreground objects in a scene through the determination of imaged spot
position disparities on the sensor plane of a camera. Rough foreground object sil-
houettes can be generated using the described set up as it draws 17 × 17 pixel
blocks around the mean position of all the spots that shift from their corresponding
mean initial positions on the image plane. Each of the blocks are then filled with
flat intensity values proportional to the corresponding spot deformation estimate.
It should be noted the deformation estimate is generated after calculating the Eu-
clidean distance between a shifted spot’s initial and final locations within a 21× 21
pixel sized box drawn around the spot’s mean initial location. Though explicit depth
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maps are not generated by the developed process, deformation estimates obtained
through the use of it can still be used to segment multiple partially overlapping or
non-overlapping objects or a single object situated between the LDA and the screen.
The focus of this chapter has, however, been further limited to the generation of
non-overlapping or single object(s) masks.
It has been noted that the difference frames (masks) generated through the use of
the described set-up are usually contaminated with noisy pixel clusters. Two median
filtering schemes have also been developed in this chapter to de-noise the difference
frames. The first scheme keeps re-filtering a difference frame using a custom-made
median filter until the value of a defined metric goes below a pre-specified threshold;
it then triggers a modified median filter to generate the final result. The results
obtained through the use of the scheme look satisfactory. It not only removes the
noisy pixel clusters from the difference frames but also bridges the discontinuities in
the real target blob(s). However, the downsides of using the scheme include selection
of two difficult thresholds, one to stop the time consuming re-filtering process and
the other to control the working of the modified median filter.
The other scheme developed in this chapter makes use of multistage max/median
and min/median filters to de-noise the noisy blocks contaminated difference frames.
Both the multistage filters are implemented with two unidirectional orthogonal win-
dows. The length of the windows have been determined through the use of well
understood 1−D median filter properties. The subjective quality of the results ob-
tained through the use of the second scheme is better than those obtained through
the use of the first one. Moreover, no difficult thresholds need to be chosen to im-
plement the second scheme. Finally, an analogy of the multistage max/median and
min/median filters have been included in this chapter that might help speed up the
second scheme through the design and development of a dedicated architecture.
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(i)
(ii)
Figure 6.18: (i) DF2, k = 14, δˆ(14) = 2.8015× 10−4, δˆ(14)
δˆ(1)
= 0.0007; (ii) The result
after applying the modified median filter on DF2 that has been filtered 15 times
using the custom-made median filtering scheme.
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Figure 6.19: The result after treating DF1 with the median filtering scheme elabo-
rated in Section 6.5.
152
Figure 6.20: The result after treating DF2 with the median filtering scheme elabo-
rated in Section 6.5.
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Chapter 7
DISCUSSION, CONCLUSIONS
AND FUTURE WORK
7.1 Discussion and conclusions
In this thesis autonomous scene classification models and methods based on simi-
larity, motion and depth cues have been studied and developed to address the needs
of scene activity tracking. It has been noted that, traditionally, motion based cues
have been exploited to perform the task of foreground object segregation, fulfilling
typical scene surveillance system requirements. In a standard motion based segmen-
tation approach every current frame is subtracted from an estimated background
frame that is usually generated either through the use of a temporal averaging pro-
cess or the deployment of a learning rate based method. This helps in extracting
the moving objects from the relatively static or slowly changing background. How-
ever, performance of this classical scene segmentation method is often jeopardised
by the shadows cast by the moving objects that usually get segregated along with
with the real targets from the background scene. In the first part of this thesis a
computational model has been developed that can be used to label each pixel of a
current frame as foreground, moving-shadow or background pixel to overcome the
shadow related pitfall of a motion based segmentation method.
In Chapter 2 of this thesis it has been demonstrated how efficiently the compu-
tational model marks the moving-shadow pixels in a current frame scene. Indoor
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scenes illuminated by a single fixed source of incandescent illumination have been
chosen to illustrate how the model functions; the choice of such scenes has been
made after noting their conspicuous non-appearance in the scene surveillance liter-
ature. Extensive statistical analysis of the model parameters has been undertaken
and the results reported in the chapter to enable a user to choose the initial values
of the required threshold values conveniently. A channel ratio test has also been
developed in the same chapter that effectively reduces the false detection rate in
cases where shadows are cast on neutral surfaces. However, it has also been ob-
served that implementation of the pixel-wise moving shaded region search process
with strict thresholds mainly marks the strong portion of the cast shadows. The
fact that thresholds need to be relaxed for the inclusion of the soft portion of the
shadow in the detected shadow region mask becomes apparent from the final re-
sults obtained after applying the shadow detection scheme in diverse indoor scenes
containing both portions of shadows cast by foreground objects. However, any such
attempt of detecting the entire shadow region by relaxing model threshold parameter
values is usually accompanied by a rise in false detection rate. So, it can be deduced
from the results reported in Chapter 2 that constraining the shadow search area is
necessary to limit the false detection rate if model thresholds are to be relaxed to
encompass the soft portion of a shadow along with its relatively stronger counterpart.
In Chapter 3 an attempt to achieve the result of detecting the entire moving shadow
region without loosing control over the false detection rate has been made by us-
ing the computational model in tandem with a traditional motion-cue based scene
segmentation method. Use of a standard background subtraction method helps in
generating a binary mask containing a foreground object along with its shadow, if
present; this constrains the shadow search area, thus making possible the relaxation
of the thresholds of the computational model. The computational model is now ca-
pable of detecting and eliminating the entire false-target (shadow) regions in a scene.
Restricting the shadow search area also speeds up the core shadow search process
as the computational model is, otherwise, applied pixel-wise to label the foreground
shaded pixels. The illustrated results obtained after applying the schemes, in tan-
dem, clearly show that the idea of developing a combined approach has borne fruit.
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It has also been noted while working on this combined approach that noise creeps
into the binary mask generated from the difference frame due to improper choice of
thresholds. Here it is to be kept in mind that an autonomous scene segmentation
method imperatively requires an automatic selection of a threshold to develop a bi-
nary mask from a difference frame. Various popular outlier detection strategies have
been studied and implemented in Chapter 3 to assess their suitability in generating
an automatic threshold for the binary mask development process.
The performance of the combined method has also been compared with that of the
original method in the same chapter through the use of various performance evalu-
ation metrics; the results obtained suggest that the Hampel Identifier based outlier
detection strategy can be conveniently used to generate a threshold automatically
required for the binary mask development step. The computational model with re-
laxed thresholds can then be used subsequently to mark and eliminate nearly the
whole portion of the foreground shadow regions.
In chapter 4 the developed computational model, without the channel ratio test,
has been applied to segment foreground objects in recorded video streams of out-
door and indoor real-life scenes to assess its suitability both in terms of performance
and associated time constraints. The complete version of the computational model
has been deployed in the developed two-stage approach to observe and study every
facet of its pixel-labelling capabilities. It is noted that though the method works
well, in general, with real-time constraints, its performance sometimes falters result-
ing in false-object tracking and subsequently false alarms. The main reasons that
jeopardise the functioning of the model include illumination-change and the fact that
the size of the morphological filters, used in the process, are chosen on an ad hoc ba-
sis sometimes resulting in segmented blobs pertaining to the same region remaining
disconnected. In the practical application described in the chapter, the method has
been supplemented by an edge-map based histogram matching process to reduce the
number of false alarms triggered by the process. It should be mentioned here that
although this method makes the second stage of the approach, more or less, illumina-
tion change tolerant, restricted use of its capabilities should be made considering its
computational intensiveness and the time constraints a real-time application carries.
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In the second part of this thesis depth based cues have been exploited to perform
the task of segregating foreground objects from the background scene. Out of the
two classical ways of estimating depth or depth based cues, passive and active, the
thesis focuses on a particular type of the latter to alleviate some of the intrinsic
difficulties involved in the solving of the correspondence problem.
In Chapter 5 a practical mathematical model of a structured light projection based
depth measuring arrangement has been developed. The model is capable of pre-
dicting accurate locations of spots, projected by a laser-diffractive-optical-element
arrangement (LDA), on a flat screen placed at a particular distance from the set-up.
Model equations can also be used to locate the projected locations of most of the
structured pattern elements on the image plane of a camera, which is modeled as
an optical sensor fitted with a thin lens viewing the scene under observation. The
projections of a few rows on the peripheral regions of the pattern, lying on curves
with high curvature values, could not be registered using the model equations. This
is because of the fact that though the lens-system has been calibrated through the
use of an off-the-shelf calibration technique to rectify the anomalies in the images
viewed through it, the radial distortion of the lens is not fully compensated for. In
terms of the use of the arrangement, the model equations can be used to find out the
depth of each of the registered object points (structured pattern elements), predict
how the spots will move on the image plane with the change of the distance of the
object from the camera and, most significantly, in devising a method to increase the
working volume of the system.
A method to calculate the depth of an object point from two successive correspond-
ing projection location estimates has also been outlined in the chapter. This method
usually proves to be useful as the planar co-ordinates of the centre of the image plane
of the sensor does not, in general, coincide with that of the principal point of the lens,
a problem that arises out of the camera parts assembly process. Finally, it should
be mentioned here that the entire modeling shows how to increase the working vol-
ume of the system by giving the principal point of the camera similar orientation
and specific rectilinear shifts with respect to the global co-ordinate system fixed on
the LDA arrangement. This, in other words, means that the modeling allows an
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increase in the operating volume of a typical structured light based range estimating
camera without explicitly encoding the projection pattern, a method that usually
brings additional requirements and constraints with it as discussed in Chapter 1 of
the thesis.
In Chapter 6 it has been discussed how solely the structured spot position dis-
parity information can be used to segment multiple non-overlapping or partially
overlapping objects or a single object from the background. A method to segment
multiple non-overlapping objects or a single object using the depth sensing arrange-
ment, modeled in the previous chapter, has also been developed in Chapter 6. In
the method developed, only spot position shifts on the camera image plane have
been used to generate a difference frame containing the silhouettes of the objects.
However, it has been noted that such difference frames, or subsequent binary masks
generated using those, come out contaminated with noisy pixel clusters. Two me-
dian filtering schemes have also been developed in the same chapter to remove the
noisy pixel clusters from the difference frames or the corresponding binary masks.
In the first filtering scheme outlined, a difference frame is repeatedly filtered with
the non-recursive version of a custom-made median filter, and finally a modified
median filter is applied to generate the final result. Though the method yields sat-
isfactory results, it is disadvantaged by the fact that two difficult thresholds have
to be selected to ensure its proper functioning. In the second method, multistage
unidirectional max/median and min/median filters have been used to de-noise the
difference frames. Well understood 1−D median filter properties have been used
to determine the size of the unidirectional sub-filters employed in the construction
of the multistage filter. The results obtained after applying the method shows the
scheme is not only capable of de-noising the binary frames but also of bridging the
holes in the main object blobs. How the second filtering scheme can be realised us-
ing discrete morphological operators has also been elaborated in the same chapter.
This has been done with the intention that a dedicated architecture built, following
the the process described, can be used to speed-up the entire de-noising process.
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7.2 Future Work
In this thesis a computational model has been developed to label every pixel in
a current frame as a foreground, shadow or background pixel. Extensive statisti-
cal analysis has been conducted on the model parameters and results reported so
that the initial guesses on the threshold values can me made conveniently when us-
ing the model to demarcate shaded regions in indoor scenes illuminated by a fixed
incandescent source. More competent approaches employing robust statistics like
median and median absolute deviation from the median (MAD), and mixture mod-
eling using difference of Gaussians will be investigated in future to facilitate better
understanding of the model and for better tuning of the model parameters.
The developed computational model has been combined with a classical motion
based segmentation process in Chapter 3 of the thesis to overcome some of the dif-
ficulties associated with the individual approaches. This work can be extended to
study the Fourier based methods of motion segmentation, thus assessing their suit-
ability in real-life video surveillance applications.
In Chapter 4 of the thesis the computational model has been applied as the first stage
of a two-stage approach to segment foreground objects from background scenes.
Various learning rate based background update processes need to be studied and
implemented to comprehend and appraise their effects on the performance of the
computational model’s pixel classifying capabilities.
In Chapter 5 a structured light based depth estimating arrangement has been mod-
eled with the aim to isolate the foreground objects buried in some background scene
using range and range based cues. It has been noted that the model equations can-
not be used to register some of the object points lying on the peripheral regions
of the pattern because lens distortion could not be fully compensated. In future,
more complex lens calibration methods will be implemented to compensate for the
distortions and, in turn, make full use of the depth sensing arrangement. In addi-
tion, experiments will be conducted to demonstrate the predicted increment of the
working volume of the system that can be achieved without explicitly encoding the
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structured pattern.
In Chapter 6 structured pattern disparity based information has been used to per-
form the task of foreground scene segmentation. Two median filtering schemes have
also been proposed to denoise the difference frames containing the foreground scene,
generated through the use of the developed active mechanism of scene classifica-
tion. Out of the two median filtering approaches, the one employing multistage
max/median and min/median filters and found to be more adequate for practical
use, has been described using basic discrete morphological operators. Work is cur-
rently directed towards development of a dedicated architecture where careful use
of the morphological operators will be made to achieve a speed-up of the median
filtering scheme.
Finally, it should be mentioned that in this thesis mainly bottom-up approaches
have been studied, developed and implemented to perform the task of automatic
scene classification. In future, top-down approaches using correlation pattern recog-
nition filters and deformable templates will also be studied to assess their suitability
and performance in various video surveillance applications.
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