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Abstract 
The huge potential of the so called ‘Internet of Things (IoT)’ has opened up a scope of 
realizing intelligent and responsive environment through a connected world of tiny, 
autonomous, self-powered Wireless Sensor Nodes (WSNs). This is envisaged based on 
the recent developments in low power electronics and sensors which have led to the 
possibility of deployment of WSNs. However, this is restrained by lack of reliable and 
robust power sources capable of providing energy to the sensors perpetually. This issue 
has surged the research to investigate the prospect of harvesting the energy out of ambient 
mechanical vibrations during the last decade. While linear resonant systems can generate 
a significant amount of power at resonance, the response drops drastically as the external 
vibration shifts slightly from the resonant frequency. This is inevitable as most of the 
ambient vibrations are either random or frequency varying. Consequently, 
widening/tuning the operational frequency of the transducers is essential for efficient 
energy harvesting. 
In this series of works, bidirectional electrical tuning of Electromagnetic Vibration 
Energy Harvesters (EM-VEHs) using two different complex load topologies is reported. 
The capacitive and inductive loads are used to tune in the lower and higher frequency 
ranges respectively. Different meso-scale linear EM-VEH devices (volume less than few 
cm
3) are designed and fabricated using low Young’s modulus FR4 as the resonating 
spring material to operate in the low frequency (<100 Hz) regime. Using the electrical 
tuning concept, the working frequencies of the devices are successfully tuned bi-
directionally which agrees well with the theory. The developed linear EM VEH device is 
demonstrated using off-the-shelf LTC3588-1 power management circuit. 
However, the tuning mechanism is strongly dependent on the electromechanical coupling. 
To be able to operate at different frequencies using a MEMS scale device where the 
aforementioned coupling is inherently small, design modifications are performed to 
activate various vibration modes of the resonators within close proximity. Single and 
double degree-of-freedom devices are developed using MEMS technology (volume ~0.14 
cm
3
) where the novel thin spring configurations are fabricated using Silicon-on-Insulator 
(SOI) wafers. High efficiency double layer electroplated coils are fabricated to induce the 
voltage due to relative movement of a bulk magnet, bonded to the spring. Operating 
below 300 Hz, these devices produce normalized power densities up to 0.0643 kg.s/m
3
.  
To further widen the bandwidth of the transducers, the concept of incorporating nonlinear 
effect in the system dynamics is investigated. Nonlinearity is introduced into the EM-
VEH devices through specific design of the spring arms. It is shown analytically that the 
stretching strain in addition to bending strain of the fixed-fixed configured spring arms 
give rise to cubic nonlinearity leading to a wider bandwidth. The meso-scale device 
results in ~10 Hz bandwidth at 0.5g input acceleration which is almost 5 times higher 
than a comparable linear counterpart. By further exploiting the interaction between the 
electrical and the mechanical degrees-of-freedom of the device, the power output is 
improved over a large frequency range. This improvement is quantified using a new 
figure of merit based on a suitably defined ‘power integral (Pf)’ for wideband VEHs. 
While in the MEMS scale, the nonlinear effect is combined with activation of different 
vibration modes, which further widens the output response. By topologically varying the 
spring architectures, around 80 Hz operational bandwidth is obtained from a MEMS 
nonlinear EM-VEH.  
However, hysteresis and multistability are fundamental phenomena of driven nonlinear 
oscillators, which restrict the VEH efficiency.  An electrical control mechanism is 
introduced to switch from the low to the high energy output branch of nonlinear energy 
harvesters by exploiting the aforementioned interaction.  This method improves the 
energy conversion efficiency over a wide bandwidth in a frequency-amplitude varying 
environment using only a small energy budget.  The underlying effect is independent of 
the device scale and the transduction method, and is explained using a modified Duffing 
oscillator model.  
One of the key requirements in realizing fully integrated EM-VEHs is the CMOS 
compatible batch fabrication of permanent magnets with large energy products. In the 
final module of the works, micro-patterns of nano-structured CoPtP hard magnetic 
material with large coercivity (>3 kOe) are developed at room temperature using pulse 
reverse electrodeposition technique up to a thickness of 26 µm. It is observed using 
analytical and FEM analysis that stray magnetic fields from a thin magnetic structure (of 
the order of tens of micron thickness) are only obtained from the edges due to the 
demagnetization effect, leading to the conclusion that micro-patterned structures can be 
used to improve the output power of a completely integrated EM-VEH device. Initial 
micro-patterned structures are fabricated on Si, which could be further optimized and 
potentially be used for developing fully integrated, high performance EM VEH devices. 
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Chapter 1 
Background and Motivation 
 
1.1. Introduction: 
Energy harvesting or energy scavenging refers to the process that captures small amounts 
of energy from ambient sources which would otherwise be wasted and converts it into 
some usable form of energy – usually electrical. There has been a rapid growth in 
research within the fields of different energy harvesting methods over the last few 
decades. The root of such prompt initiative lies in the current technological advancements 
blended with socio-economic and environmental requirements. However, the history of 
energy harvesting goes back long in the past, even before the time of industrial 
revolution. Since the ancient times, sailboats and sailing ships have been using wind 
power which can be described as an earliest means of energy harvesting from an ambient 
energy source. The use of ambient energy to generate mechanical power came relatively 
later in the forms of windmill and waterwheel. The most common uses of windmill were 
to grind grains in milling plants and for water irrigation purposes [1]. The waterwheels 
were also used for agricultural, mining and tide prevention purposes in addition to the 
aforementioned circumstances [2-4]. In both these machines, the ambient and wasted 
energy sources like free-flow of air and water are converted into mechanical motion that 
can be purposefully utilised. 
As the wave of industrial revolution hit the human civilization during the 18
th
 century, 
energy harvesting found new applications with similar working principles. Flywheels and 
cogs were vital components of almost every coal-powered machine built in this time. 
With the industrial revolution, the human civilization found new and important 
developments as electricity became the backbone of modern lives. In the late 19
th
 century, 
Charles F. Brush - a U.S. inventor, entrepreneur and philanthropist, was the first person in 
recorded history to produce the engineering marvel by harnessing the natural power of 
wind to generate electricity using a wind dynamo [5]. This dynamo was built by his 
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engineering company at his home in Cleveland, Ohio which operated from 1886 to 1900. 
The Brush wind dynamo had a rotor with diameter of 17 metres which was mounted on 
an 18 metres tower and was only rated at 12 kW, which is quite low by today’s electrical 
standards. The generator was used to light up and operate various motors in Brush's 
laboratory. Since then, wind dynamo is being used extensively on a large scale for 
producing electricity worldwide and, by 2014, a large number of commercial-sized wind 
turbines are operating throughout the planet, generating 4% of the world's electricity [6]. 
While these are examples of relatively primitive ideas of energy harvesting with large 
scale operation, the similar concepts have been explored in small scale applications too. 
In the latter half of 18
th
 century, mechanical self-winding watches were successfully 
developed by Abraham-Louis Perrelet – a swiss horologist [7]. Two centuries later, 
Hayakawa of Seiko Epson Corporation filed a patent on an electrically operated self-
winding watch in 1989 [8]. The same concept is behind the currently available 
commercial Seiko kinetic watches. This can be considered as one of the earlier examples 
of small scale energy harvester. An inside view of the kinetic generator in the Seiko 
watch is shown in Fig. 1.1, which consists of a freely rotating asymmetric proof mass, 
which is attached to a permanent magnet electrical generator, through high ratio gears [9]. 
Later in 1996, Tiemann filed a patent [10] on inertial generator where relative motion 
between a magnet and coil is used to generate electrical energy. The principle of such 
inertial generator resembles today’s vibration energy harvesting devices closely. 
 
Fig. 1.1: Inside view of the Seiko kinetic powered watch [9]. 
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So the question arises here, how this century old idea of energy harvesting from ambient 
sources is suddenly grabbing so much attention in the research fraternity and getting such 
high relevance in today’s perspective. In the present time, energy is a critical issue around 
the world. The most common supplies of energy like fossil fuels are finite and 
environmentally costly. Sustainable energy can be derived from nuclear fission or 
captured from ambient sources. Large-scale ambient energy (e.g. solar, wind and tide), is 
widely available and large-scale technologies are being developed to efficiently capture it. 
On the other end of the scale, rapid progress in the field of low-power electronics, 
computation technologies and data transmission techniques have reduced the power 
consumption of present day electronic devices with consequential reduction in the size 
and cost [11-14]. These factors have encouraged the idea of ubiquitous and autonomous 
computation devices using long-term deployable wireless sensor networks. Lately, a 
major drive in this space came with the emergence of Internet of Things (IoT) 
technology. Therefore, low power energy harvesting from ambient sources (photovoltaic, 
thermal, mechanical vibration etc.) has become a topic of extensive research over the 
years. We start our discussion by introducing the potential application opportunities for 
this exciting technology. 
1.2. Internet of Things (IoT) and Energy Harvesting: 
It is difficult to define the concept of Internet of Things (IoT) in a precise manner 
covering its widespread technological aspects. In fact, different scientific and technical 
communities have come out with their own way of describing the Internet of Things. The 
initial use of ‘IoT’ has been attributed to Kevin Ashton, a British entrepreneur, who 
coined the term in 1999 while working at Auto-ID Labs (originally called Auto-ID 
centers, referring to a global network of objects connected to radio-frequency 
identification, or RFID) [15]. According to his version, IoT refers to a technological 
platform where the internet is connected to the physical world via ubiquitous sensors 
wirelessly. In other words, it refers to a computing concept where every day physical 
objects in nature are assumed to be connected to the internet and able to identify 
themselves to other devices, people and services on a global scale. IoT is expected to 
advance the connectivity among different embedded systems and devices that goes 
beyond machine-to-machine (M2M) and people-to-computer (P2M) communications. 
Typically an IoT network consists of physical objects, sensing devices together with 
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embedded electronics, software, actuators, and network connectivity that enable these 
objects to collect and exchange data. The vision of the IoT has evolved due to the 
widespread emergence of a number of technologies, such as wireless communication, 
embedded system electronics to Micro Electro Mechanical Systems (MEMS) and all of 
these fields contribute to enable such a technical platform.  
 
Fig. 1.2: Number of connected devices will be more than six times the number of people 
by 2020 [16]. 
This concept of connected objects makes ‘things’ smart, intelligent and responsive. The 
potentials of such a wirelessly connected ‘smart’ world are huge as it would flourish the 
information and communications technology market, save time and resources, and 
provide opportunities for innovation and economic growth. The IoT is expected to make 
our environment safer and responsive by providing a wealth of information through new 
forms of automation. According to Cisco Systems (an American multinational company 
on networking), there will be nearly 50 billion connected devices on the IoT by 2020 
[16]. A perspective of that number is shown in graphical form in Fig. 1.2. It shows that 
there will be more than six times connected devices (50B) compared to the population on 
earth (7.6B) in another few years’ time. 
Since we are talking about a technological platform that eventually connects ‘everything’, 
the application of this budding concept is manifold too. IoT is likely to advance the 
conventional cyber-physical systems and will encompass technologies such as smart 
grids, smart homes, intelligent/autonomous transportation and smart cities. However, the 
application of IoT is not restricted to the above mentioned areas only. Other specific 
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application scenarios may exist too. Some of the most prominent application areas of IoT 
are provided here [17]: 
 Home/building Automation: It involves remote control and monitoring of the 
Heating, Ventilation and Air Conditioning (HVAC), lighting and appliances control, 
remote monitoring of the smoke and CO2 detection unit, water or gas leak detection, 
indoor positioning system in the office or market buildings and importantly home 
automation for elderly and disabled. 
 Wearable Technology: Wearable devices are among the fastest growing 
terminologies and getting popular with the common people. These include clothing or 
accessories including sensors electronics. Wearable technologies are particularly used as 
activity tracking devices for monitoring of – fitness, health issue, sports activities, hearing 
impairments to name a few. Gadgets like smart watches and fitbit fitness tracker are 
already popular in this sector. 
 Smart City: Smart city is another highly anticipated application area with a wide 
variety of use cases. This includes traffic management to water distribution, to waste 
management, urban security and environmental monitoring. Particularly with extensive 
deployment of IoT, problems like traffic congestion, noise pollution, air pollution can be 
significantly reduced to develop cleaner and safer urban areas. 
 Industrial Internet (IIoT): The industrial internet is again one of the explorable IoT 
applications. Though its popularity presently has not reached the common people like 
smart home or wearables but the market potential is huge which has attracted 
multinational companies like AT&T, Cisco, Bosch, General Electric, IBM, and Intel.  
This can potentially advance the long established M2M communication technologies, 
enabling the smart machines and manufacturing on the industrial scale. 
 Autonomous Automobiles: This sector is already getting much attention in the last 
few years. An autonomous automobile is a vehicle that is capable of sensing its 
environment and navigating without human input using a variety of techniques such as 
radar, lidar, GPS and computer vision. In the IoT era, the automobiles will not only be 
driverless but they will be connected to the other vehicles in the surroundings too. This 
sector includes connected avionics too. 
 Smart Agriculture: With rapid growing human population, food and agriculture are 
one of the most challenging areas. With wide scale deployment of IoT, issues like water 
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shortages, limited land availability and cost management can be addressed, increasing the 
quality, quantity, sustainability and cost effectiveness of agricultural production. 
Beside these prominent fields, sectors like smart retail, smart supply chain, connected 
health, pet animal monitoring are also growing fast. With so much of application 
opportunities, the market potential for IoT is huge too. According to IDC (International 
Data Corporation), the worldwide IoT market will grow from $655.8 billion in 2014 to 
$1.7 trillion in 2020 with a compound annual growth rate (CAGR) of 16.9% [18]. By 
2020, majority of the IoT market will be made up by the devices, connectivity, and IT 
services. Together, they are projected to account for over two-thirds of the worldwide IoT 
market in 2020, with devices (modules/sensors) solely representing 31.8% of the total. 
 
Fig. 1.3: IoT domains 
Providing internet connectivity – anything, anytime, anywhere – is the key feature of IoT 
and leads to three main categories as network of things as shown in Fig. 1.3. Application 
domain defines the application areas of IoT that is already discussed. Providing suitable 
infrastructures such as cloud computing, embedded electronics development are another 
important aspect of IoT. On the other hand, energy management for IoT becomes crucial 
as engineers are trying to figure out how to power the billions of devices continuously in 
order to provide uninterrupted service – leading to the concepts of energy harvesting, 
energy transmission, management and storage. However, before jumping on this 
particular domain it is worth to discuss about the Wireless Sensor Nodes (WSNs) which 
are deployed all over to sense, process and transmit data. 
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1.2.1. Wireless Sensor Nodes (WSNs): While IoT does not focus on a particular 
communication method, wireless communication technologies will play a major role, and 
in particular, WSNs will flourish in many applications and many industries. The reason 
for this development is the small size, rugged operation, reduced cost and low power 
requirement of WSN sensors which will bring the IoT to even the smallest objects 
installed in any kind of environment, at reasonable costs. Integration of these objects in 
the IoT network will be significant evolution for the WSN technologies as well. The 
research on WSNs started back in the 1980s. But the proliferated interest on this topic 
came around the year 2000 from both the industrial and research communities.  
 
Fig. 1.4: Illustration of a typical Wireless Sensor Network [19]. Architecture of a sensor 
node is shown in the inset. 
In general, A WSN can be defined as a network of nodes that are deployed in nature and 
that cooperatively sense and control the environment, thereby enables the exchange of 
information between persons or computers and the surrounding environment [19]. As 
shown in Fig. 1.4., the network usually includes sensor nodes, gateways and a host server 
which is connected to the nodes using wireless connectivity. A large number of sensor 
nodes positioned randomly inside of or near the monitoring area, form networks among 
themselves. The sensor nodes process the collected data to transmit along to other sensor 
nodes. As shown in the inset of Fig. 1.4., the hardware of a sensor node mainly includes 
four parts: (i) sensor(s) – to collect the information from the surroundings, (ii) a low-
power microcontroller unit – to process the received information and to control the 
operation of the sensors, (iii) RF transceiver – to transmit and collect data among the 
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neighbouring nodes and (iv) power source – for powering of all the three aforementioned 
modules. 
Though the wired technologies have been used in the communication world for a long 
time now, wireless sensing offers much more sophistication, ubiquity and simplification 
in the installation and operation of the sensor nodes as they can be deployed in really 
hostile and inaccessible locations for long term operation. This implementation of WSNs 
is enabled by the recent technological progress in low power integrated circuits, MEMS 
technologies and wireless communications that have made available energy efficient, 
tiny, low cost, low power devices for sensing applications [11-14]. The contribution from 
all these factors has improved the feasibility of employing a sensor network consisting of 
a large number of intelligent sensors, enabling the collection, processing, analysis and 
distribution of valuable information, assembled in a variety of environments. 
However, there is one major concern that might risk the ‘fit-and-forget’ operation of these 
wireless sensors. All the above mentioned components of sensor nodes (sensors, 
microcontroller, and transceiver) require power for their operation. According to Boisseau 
et al. [40], a typical sensor node requires 1-5 μW in standby mode, 500 μW – 1 mW in 
active mode and 50 mW (peak) in transmission mode. Therefore a total energy of 50-500 
μJ is required to perform a complete measurement. The most common source for 
powering these devices is batteries. However, a battery is a finite source of energy which 
need to be recharged or re-installed over time in order to maintain the continuous supply 
of power [20]. Additionally, the large numbers of WSNs are deployed in every location 
which are not always easy to access or where human intervention is quite cumbersome. 
Therefore, the replacement cost also goes up exponentially. Among other cases, if the 
battery is placed with a human implantable device such as artificial pacemaker, the 
replacement is not only costly but risky too [21]. Sometimes the batteries are too large in 
size compared to the devices it is powering like MEMS sensors, microcontrollers and RF 
antennas which restrains the miniaturization aspect of the WSNs. A comparison of the 
continuous power density (μW/cm3) variation with different device lifetime is provided 
by Roundy et al. [22], which is reproduced in Fig. 1.5. According to this analysis, the 
energy densities of different battery technologies fall rapidly with time. Lifetime of a 
battery refers to either the length of time a device can run on a fully charged battery or the 
number of charge/discharge cycles possible before the cells fail to operate satisfactorily 
for a rechargeable battery. For a non-rechargeable one, these two lives are equal since the 
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cells last for only one cycle by definition. Fig. 1.5 also shows that the output power from 
the energy harvesters (such as vibration and solar) are independent of the device lifetime 
as they are assumed to generate energy forever provided the ambient conditions does not 
vary much (like change of light intensity in the surroundings or reduction in the 
mechanical vibration intensity). According to their analysis, if the required operation time 
of the installed sensor node varies between few months to few years, then batteries 
provide the easiest and most versatile power source. However, if long term operation is 
needed, then the only alternative is to replace or co-install the energy harvesters together 
with the batteries for uninterrupted supply of energy. In the following section, a 
comparative study of different energy supplying devices is provided. 
 
Fig. 1.5: Continuous power density variation with lifetime of different battery 
technologies and some other sources, reproduced from [22]. 
1.3. Comparison of Potential Energy Sources: 
The problem of long term powering the WSNs can be addressed through two different 
approaches, as Soliman [23] described in his PhD thesis. In the first approach, the energy 
density of the energy storage systems (energy reservoirs) is enhanced to increase their 
lifespan. Such systems are called constant energy sources. The second technique is to 
develop novel techniques (energy harvesting) that can potentially capture otherwise 
wasted energy from the application’s environment and convert it to useful electrical 
energy - such systems are called constant power sources. The output power from a 
constant energy source is a function of the amount of the energy stored. It means that the 
source can supply power to the load as long as the stored energy is high enough to power 
it and thus the efficiency of the constant energy source is measured using its energy 
density. When the stored energy falls below a particular level, the source can no longer 
10 | C h a p t e r  1 :  B a c k g r o u n d  a n d  M o t i v a t i o n  
 
supply energy to the load and the source needs to be replaced or recharged. The delivered 
energy from a constant power source is a function of the amount of converted power. As 
long as the energy is generated from the ambience using a suitable conversion method, 
power will be supplied. Therefore, as it is mentioned before, constant power sources or 
energy harvesting methods are more suitable for long span application environments. 
1.3.1. Constant Energy Sources: As described, these sources primarily rely on the 
micro-energy storage element. Energy can be stored in the form of electrochemical 
energy in batteries/micro-batteries, in a chemical energy storage mechanism like 
combustion fuel systems or as electrical energy storage such as capacitors.  
 
Fig. 1.6: Schematic of Battery operation, reproduced from [24]. 
 Batteries and micro-batteries: Batteries are basically galvanic cells where chemical 
energy due to the electrochemical reactions is converted into electrical energy. The basic 
operation principle of batteries can be understood from Fig. 1.6., which is reproduced 
from [24]. It has an ion-conducting electrolyte which is placed between two electrodes 
having different chemical potentials. Under open circuit condition, a potential drop 
develops between these two electrodes due to the tendency for chemical reactions to 
occur. When it is electrically connected to a load, chemical reactions occur and ions travel 
across the electrolyte. This results in a spontaneous flow of electrons in the externally 
connected circuit from the negative to the positive potential electrode, and can therefore 
be used to charge an external load. If the battery is rechargeable, the reverse reactions can 
be induced with an input of energy. The energy stored in an electrochemical storage is 
typically reported in units of joules (J) or watt-hours (Wh) and is quantified in terms of 
the specific energy (Wh/g), the amount of energy stored per unit volume (Wh/cm
3
), and 
the energy stored per unit footprint area occupied on a substrate (Wh/cm
2
). 
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Though non-rechargeable (primary) batteries are most widely used for powering a range 
of electrical devices, they tend to get overshadowed by the emergence of secondary or 
rechargeable batteries. Particularly when it comes to powering of billions of devices in 
the IoT networks, rechargeable batteries (Li-ion, NiMH, 3D printed zinc batteries etc.) are 
considered as the primary energy storage element.  
 
Fig. 1.7: Operation principle of Ultracapacitors, reproduced from [24]. 
 Ultracapacitors: An Ultracapacitor, also called a supercapacitor, is an electrochemical 
device with energy density much greater than a standard capacitor and less than a 
rechargeable battery [35]. However, these ultracapacitors provide very low current and 
thus can be used as a secondary power source, but not as the primary power source for 
applications with long lifespan. The operating principle of an ultracapacitor is shown in 
the Fig. 1.7. An ultracapacitor consists of a porous electrode, electrolyte and a current 
collector. The membrane, which separates the positive and negative plates is called the 
separator. When a voltage is applied to positive plate, it attracts negative ions from the 
electrolyte. When the voltage is applied to negative plate, it attracts positive ions from 
electrolyte. Therefore, there is a formation of a layer of ions on the both side of plate. 
This is called ‘Double layer’ formation and for this reason the ultracapacitor is also called 
an electric double-layer capacitor. 
The normalized energy and power densities of different constant energy sources are 
summarized in Fig. 1.8, where the respective quantities are normalized w.r.t. their weight. 
The energy density of batteries is one to two orders higher than electrochemical 
capacitors which in turn can contain an order higher magnitude of energy than 
conventional electrolytic and ceramic capacitors. Power densities of batteries and fuel 
cells are quite low due to their slow reaction kinetics. Other constant energy sources 
include micro-fuel cells [30-34], micro-heat engines (static – thermoelectric devices, and 
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dynamic – Brayton, Rankine cycle devices) [36-37] and radioactive power sources [38-
39]. 
 
Fig. 1.8: Comparison of energy and power densities of different constant energy sources 
[35]. 
 
Fig. 1.9: Ambient sources power densities before conversion [40]. 
2. Constant power sources: As opposed to energy reservoirs (constant energy sources), 
constant power sources are based on energy harvesting techniques. In this approach, an 
energy converter or micro-power generator is used to harvest or scavenge and convert the 
energy that exists in the application’s environment into useful electrical form that can be 
exploited by an external system. The most challenging part of designing an energy 
harvesting system is that each application environment is unique. Therefore, the power 
generation technique has to be compatible with the use case. But the advantage of energy 
harvesting is that the lifespan of the sensor node powered by such a source is limited only 
by the node’s own longevity. However, energy harvesting might be the most difficult 
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realizable powering technique because the environment is unique to each application. 
Consequently, no one solution will fit all or even most applications. Among the different 
available ambient energy sources, photovoltaic energy, temperature gradient energy, fluid 
flow energy, RF radiation energy and mechanical vibration energy are the most common. 
These sources are characterized by different power densities [40] (before conversion) as 
shown in Fig. 1.9.  
 
Fig. 1.10: Operation principle of a photovoltaic cell, reproduced from [31]. 
 Photovoltaic Energy: A Solar cell is the most basic form of photovoltaic energy 
converter, which is made of p-n type semi-conductor materials. The p-type and n-type 
semiconductors are positioned such that they form a p-n diode junction close to the top 
surface of the solar cell, as shown in Fig. 1.10. The energy conversion in a solar cell 
occurs in two steps [41]. Absorption of photon (light) creates electron-hole pairs. The 
electrons and holes are then separated by the structure of the device - electrons go to the 
negative terminal and holes to the positive terminal—thus generating DC electrical 
potential. The advantage of using solar cell is that a single solar cell has an open circuit 
voltage of about 0.6 V but multiple cells can easily be placed in series to obtain almost 
any desired voltage and can be placed in parallel to increase the current. Therefore, this 
energy conversion technique is widely accepted, even at large scale.  
However, there are certain considerations which must also be taken into account while 
discussing about solar energy scavengers. The first and most obvious is that since the sun 
is only in the sky for half of the day, the cells won’t be active in the other half of the day. 
Hence, some sort of secondary storage, such as batteries, will be required to store and use 
the energy throughout the day. Also, in case of cloud cover and shadowing, sun will be 
blocked and the level of incident radiation will drastically reduce. If the sensor node is 
deployed in a location which has no direct sun ray, like inside of a building, the 
magnitude level of the incident radiation on a solar cell is typically three orders of 
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magnitude less than outside, directly under the sun [42]. Single crystal silicon solar cells 
are convenient for outdoor applications as they have a spectral response close to that of 
outdoor light whereas thin film amorphous silicon solar cells provide higher efficiency in 
case of indoor based applications. The energy conversion efficiencies of commercial solar 
cells range from a low of approximately between 8% and 20%, with in some cases 
reported as high as 35% [43]. The available power density from solar cells varies between 
100 mW/cm
2
 for outdoor to 100 μW/cm2 for indoor applications [44].  
 
Fig. 1.11: Operation of thermoelectric generator, reproduced from [28]. 
 Thermoelectric Energy: It is well-known facts that if there exists a temperature 
difference between two different points, heat energy will flow from the hot to the cold 
point in order to maintain thermal equilibrium between them. This heat flow is utilized in 
miniaturized devices to harness electrical energy using the thermoelectric Seebeck effect 
[45]. In this effect, a thermoelectric potential difference is created across two different 
metals or semiconductors when their junctions are placed across a temperature gradient. 
The working principle of modern thermoelectric generators is depicted in Fig. 1.11. It 
consists of n-type and p-type semiconductor materials which are electrically connected in 
series and thermally connected in parallel. Bismuth telluride, a narrow gap, layered 
semiconductor material is mostly used in today’s thermoelectric generators due to its high 
Seebeck co-efficient [46]. The generator has one end exposed to a heat source while the 
other end is attached to cooler side to form a thermocouple. Due to this temperature 
difference across the semiconductors, heat energy flows through it and charged carriers 
are diffused across the junction. The charge carriers in the n-type are negatively charged 
which results in flow of current from the cold to the hot side and vice-versa for the p-type 
semiconductor. The resultant electron current flows clockwise around the circuit as 
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shown. However, this method requires the generator to be placed in a region of 
temperature gradient, which imposes certain restrictions on the usefulness of the method. 
At a temperature difference of 10-200
ᵒ
C, electrical energy can be generated by 
commercially available thermoelectric generators [47]. In an experimental study, a power 
density of 100 μW/cm2 is generated for a temperature difference of 5ᵒC which rises to 3.5 
mW/cm
2
 for a temperature difference of 30
ᵒ
C [48]. Due to limitations of present 
thermoelectric materials (BiTe, PbTe etc.), it is difficult to generate electric power from 
low grade heat. Currently, considerable research efforts are being made to overcome this 
difficulty. 
Table 1.1. Comparison of existing energy harvesting techniques, reproduced from [52]. 
 RF Energy: Radio Frequency waves are currently broadcasted from billions of radio 
transmitters across the world, including mobile telephones, handheld radios, mobile base 
stations, and television/ radio broadcast stations. The energy from these ambient 
Energy 
Sources 
Characteristics 
Implementation 
Techniques 
Amount of 
harvested 
energy 
Typical 
Application 
Solar 
Uncontrollable, 
predictable 
Solar cell 15 mW/cm
2
 
WSNs, 
household 
appliances 
Wind 
Uncontrollable, 
unpredictable 
Anemometer 
100 W 
(rotor 
diameter 
1m, wind 
speed 8 
m/s) 
WSNs, 
household 
appliances 
Environmental 
Vibration 
Uncontrollable, 
unpredictable 
Electromagnetic 
Induction 
0.2 
mW/cm
2
 
WSNs, 
consumer 
electronics 
Human 
Motion 
Controllable, 
predictable 
Piezoelectric 
Finger 
motion: 2.1 
mW; 
footfalls: 
5W 
On-body 
monitoring; 
portable 
devices 
Thermal 
Uncontrollable, 
unpredictable 
Thermopiles ~ 40 mW WSNs 
Ambient RF 
signal 
Uncontrollable, 
unpredictable 
Rectification and 
Filtering 
< 0.2 mW RFID 
Biomass 
Controllable, 
predictable 
Microbial Fuel 
Cell 
153 mW/m
2
 
Underwater 
sensor 
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electromagnetic waves can be converted into electrical energy for potential applications. 
At a distance of 25-100m from a GSM base station, 0.01-0.1 μW/cm2 can be harvested 
using a RF energy harvester at a single frequency [49]. Generated power reduces 
significantly as the distance from the source increases, like, only 0.1 μW/cm2 is generated 
at a distance of 4 km from a television station [50]. Commercial RF energy harvesting 
devices generate up to 15 mW when they are placed at a distance of 30 cm from a 
transmitting station with a transmitted power of 2-3 W at 906 MHz [51]. 
 Mechanical Vibrations: Mechanical vibrations have emerged over the years as one of 
the most attractive ambient sources for harnessing electrical energy due to its abundance 
in nature. Literally everything vibrates. When a car starts, the entire body of the car 
vibrates. When we run, jog or even walk, different parts of our body shake – generating 
mechanical energy. When an automobile goes through the road or bridge, different parts 
of the automobiles and the surface of the road vibrate. When home appliances like a 
microwave or washing machine work, they produce mechanical energy in terms of 
vibrations which is completely wasted. These are just some instances of the huge 
availability of mechanical vibrations around us. Therefore, the application scope is huge 
too. As will be discussed in detail later, a transducer can be attached to the vibrating host 
structure to convert mechanical energy into usable electrical form. Different transduction 
mechanisms – electromagnetic, piezoelectric, electrostatic, triboelectric – are used for this 
purpose as will be discussed in the following section. 
Among the other energy harvesting techniques, air/fluid flow energy harvesting and 
biochemical energy harvesting are popular methods. A comparison of the existing energy 
harvesting techniques is provided in Table 1.1 by using the data accumulated by Mao et al 
[52]. 
1.4. Vibration Energy Harvesters – Different transduction mechanisms: 
A transducer can be defined as a mechanism or a device that takes energy in one form and 
converts it into another form. An electromechanical transducer is one of the most 
common and important transducers in modern microelectronics and microsystems, which 
converts mechanical energy into electrical form and vice versa. The core of mechanical 
energy harvesters, like micro-power generators from ambient vibrations, is such a 
mechanical-to-electrical transducer. The basic inertial based Vibrational Energy 
Harvester (VEH) can be modelled as a second order mass damper and spring system, as 
proposed by Williams et. al. [53]. As shown in Fig. 1.12., the system consists of a mass 
17 | C h a p t e r  1 :  B a c k g r o u n d  a n d  M o t i v a t i o n  
 
(m) mounted on a spring with a spring stiffness k, which vibrates relative to a housing 
(fixed frame) when subjected to an external mechanical force. It is assumed that the 
moving mass (m) is much smaller compared to the mass of the generator frame. Hence, 
the movement of the frame is unaffected by the movement of the generator. Under an 
external vibration of the form, y(t) = Y0Sin(ωt) (Where, Y0 = vibration amplitude and ω = 
frequency of vibration), the mass along with the spring moves harmonically.  
 
Fig. 1.12: Basic Spring-Mass-Damper model of vibration energy harvesters. 
Energy losses within the system consist of two parts – (i) mechanical or parasitic losses 
and (ii) electrical energy extracted by using a transduction mechanism (for 
electromagnetic). These energy losses are represented by corresponding damping co-
efficients cm and ce. The total damping co-efficient cT = cm + ce. If the displacement of 
the mass, m, with respect to the ground is x(t) and the displacement of the frame with 
respect to the ground is y(t), then the net displacement of the mass (m) w.r.t. the frame is 
 ( )   ( )   ( )                                              (1.1) 
By balancing all forces acting on the system described in Fig 1.12, the equation of motion 
can be written as 
  ̈( )     ̇( )    ( )     ̈( )                              (1.2) 
A detailed steady-state solution of equation (1.2) is given in chapter 4. For piezoelectric 
and electrostatic cases, an additional force term appears which accounts for the respective 
effects. The most commonly used mechanisms are discussed below: 
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1.4.1. Piezoelectric Generators: Piezoelectrics are a special class of materials which can 
produce voltage across them due to the change in electric polarization when mechanical 
stress is applied, or vice versa. The linear constitutive equations for piezoelectric 
materials, which describe their mechanical and electrical behavior, are given in equation 
(1.3) [54-55]. 
{
         
           
              
   
                                            (1.3) 
where the subscripts i, j, k and l have the values of 1, 2, and 3. S and T are respectively 
the strain and stress tensors. The stress tensor (T) indicates the stresses that are induced 
by the mechanical and electrical effects and has the unit of N/m
2
. D and E are the electric 
displacement and electric field vectors, with SI units of C/m
2
 and V/m, respectively. The 
matrix s
E
 represents the elastic compliance evaluated at a constant electric field with SI 
units of m
2
/N, d is a matrix of piezoelectric strain coefficients with SI units of m/V and 
matrix εT represents permittivity values at a constant stress with SI units of N/V2. The 
piezoelectric coupling term (d) represents the charge produced by a given force in the 
absence of an applied electric field (short circuit electrical condition), or the deflection 
caused by an applied voltage in the absence of an applied force (stress free mechanical 
condition). Equations (1.3) represent an elastic dielectric material if the piezoelectric 
coupling term (d) is left out and made uncoupled.  
 
Fig. 1.13: Different modes (a) 33-mode and (b) 31-mode of piezoelectric material. (c) 
operational principle of a bimorph structure. 
Power generation from mechanical vibration is possible due to mechanical-to-electrical 
coupling. Figs. 1.13 (a) and (b) depict the two most common loading conditions in which 
a piezoelectric material may be used. The x, y and z directions are labelled as 1, 2, and 3. 
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In 33 loading, the polarizing direction is denoted as the ‘3’ direction and charge collection 
occurs on the electrode surface normal to the polarization direction under a tensile or 
compressive mechanical force which is applied along the polarization axis. When a 
material experiences ‘31’ loading, mechanical force is applied perpendicular to the 
polarization axis and the charge is collected on the electrode surface perpendicular to the 
polarization direction. The electromechanical coupling factor of the 33-mode is higher 
than 31-mode. Therefore, the 33- mode can be employed to obtain higher energy 
conversion. However, larger strains can be produced with smaller mechanical forces in 
case of 31-mode. Hence, the 31-mode conversion may be more suitable for energy 
harvesting with a low amplitude source and smaller device size. The electrical energy 
stored in a piezoelectric material is dependent on the strain tensor, electromechanical 
coupling along with material’s flexural modulus. The piezoelectric effect is obtained from 
different types of materials such as single crystals, ceramics, polymers, composites, thin 
films and relaxor-type ferroelectric materials. The piezoelectric properties of some 
commonly used piezoelectric materials are given in Table 1.2.  
Material d31 (pC/N) d33 (pC/N) ε33,r Y (GPa) ρ(kg/m
3
) 
PZT -130 290 1300 96 7.7 
AlN 2 3.4 10.5 330 3.26 
ZnO -4.7 12 12.7 210 5.6 
PVDF 22 -30 10-12 8.3 1780 
Table 1.2. Comparison of piezoelectric properties of some commonly used materials. 
Commonly used piezoelectric structures include unimorphs, bimorphs, multilayered 
stacks, rainbows, s-morphs, moonie and cymbal [56]. Unimorphs are the basic building 
block for bimorph and multi-layer stack structures. A unimorph consists of a piezoelectric 
material sandwiched between two electrodes. However, the most common type of 
piezoelectric elements is a bimorph, in which two separate piezoelectric plates are bonded 
together to form series or parallel type generators. When the two layers are polarized in 
such a way that the voltage across the two layers adds, series operation is obtained. 
Alternatively, they might be poled in such a way that the charge adds then parallel 
operation is obtained. Fig. 1.13 (c) depicts the operation of piezoelectric bimorphs. 
Further complicated structures like multi-layer, moonie or cymbal, consist of different 
combinations of basic unimorphs. 
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Fig. 1.14: Operation principle of a capacitive (electrostatic) transducer, reproduced from 
[57]. 
1.4.2. Electrostatic Generators: The electrostatic energy harvesters use variable 
capacitors as the electromechanical transducers [57]. Let us consider a parallel plate 
capacitor (Fig. 1.14), where one of the two plates is fixed and the other one can move. If 
the distance d between the plates is allowed to vary, the capacitance Ct of this capacitor 
will change as follows: 
   
     
 
                                                     (1.4) 
where ε0 is the permittivity of free space, εr is the relative permittivity of the medium (SI 
unit: Farad/m) between the plates and A is the area (SI unit: m
2
) of each of the plates. If 
Qt is the amount of charge provided to the capacitor, the energy of the electric field stored 
in it is given as 
   
  
 
   
                                                    (1.5) 
Now let us assume that the movable plate shifted further from the fixed plate keeping the 
charge Qt constant, so that the new distance between the two plates becomes d1 (d1>d). 
According to equation (1.4), the capacitance will decrease and the stored energy will 
consequently increase according to equation (1.5). In this case, the energy stored in the 
electrical domain is changed by manipulating a mechanical parameter (the distance d) of 
the transducer. Such a kind of electromechanical transducer is called capacitive or 
electrostatic. The major advantage of the electrostatic conversion mechanism is the 
simplicity of the fabrication process using silicon micromachining techniques. 
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Fig. 1.15: (a) In-plane overlap (b) In-plane gap closing and (c) Out-of-plane gap closing 
configuration of an electrostatic generator, reproduced from [22]. 
Three basic configurations [22] for electrostatic transducers are shown in Fig. 1.15. The 
dark parts are fixed, whereas the light parts are free, released structures which can move 
under external excitation. The first configuration (Fig. 1.15 (a)) is referred as an in-plane 
overlap structure as the change in capacitance rises from the changing overlap area of the 
many interdigitated fingers. The overlap area changes when the central plate moves, 
which results in a change of capacitance between the finger arms. The second 
configuration (Fig. 1.15 (b)) is referred as the in-plane gap closing structure where the 
capacitance changes due to the change in the gap between the fingers as the central plate 
moves perpendicular to the finger orientations. The third configuration is known as the 
out-of-plane gap closing converter (Fig. 1.15 (c)) where the device moves perpendicular 
to the device plane, changing the gap between two plates. This configuration has the 
highest maximum capacitance but suffers from two major disadvantages – (i) maximum 
mechanical damping as the squeeze film damping becomes high due to two large plates 
and (ii) surface adhesion between two large area plates.  The first issue can be resolved by 
using advanced packaging techniques but the second point makes the use of such a 
configuration quite limited. Among the in-plane moving structures, the gap closing 
configuration has a larger maximum capacitance. However, it requires a mechanical 
stopper in order to avoid the stiction problem which is not required for the overlap 
configuration. On the other hand, the stability of the structure is a critical issue for the 
overlap configuration under large deflections of the plate. However, the electrostatic 
generator needs to be charged or voltage must be provided initially to start its operation. 
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Fig. 1.16: Illustration of the contact-separation mode of triboelectric generators [58]. 
1.4.3. Triboelectric Generators: One of the newest mechanisms for converting 
mechanical energy into electrical form is triboelectrification [58-60]. The triboelectric 
effect is a type of contact-induced electrification in which certain materials become 
electrically charged after they come into frictional contact with a different material. It is 
one of the most common phenomena of electrostatics that is experienced in everyday life. 
The polarity of the charges that is carried by a material is relative to the material with 
which it is in contact.  When two different materials come into contact, a chemical bond 
is formed between some parts of the two surfaces, known as adhesion. As a consequence, 
charges transfer from one material to the other to equalize their electrochemical potential 
in the form of electrons or ions/molecules. When the two materials get separated, some of 
the bonded atoms have an inclination to keep extra electrons and some bonded atoms tend 
to give them away. This phenomenon produces triboelectric charges on surfaces. Usually 
insulators or less conductive materials possess strong triboelectric effect. These materials 
can usually capture the transferred charges and hold them for a longer period of time, 
creating electrostatic charges. This effect is usually considered as a negative effect in 
many electronics applications but can potentially be useful in power generation 
applications.  Using the triboelectric effect, electric potential is produced due to charge 
transfer between two thin organic/inorganic films with contrary tribo-polarity. When the 
generator is connected to an external circuit, electrons are forced to flow between two 
electrodes which are attached to the back sides of the films in order to balance the 
potential. Triboelectric generators operate in three basic modes [58]: vertical contact-
separation mode, in-plane sliding mode, and single-electrode mode.  
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Fig. 1.17: Illustration of the sliding mode of triboelectric generators [58]. 
For the contact-separation mode (Fig. 1.16), no triboelectric charges are generated in the 
initial state. Due to an externally applied force, the two materials are brought into contact 
and surface charge transfers between them due to triboelectricity. Depending on their 
position in the triboelectric series, negative charges are injected in one material, leaving 
positive charges on the surface of the other. As the two structures separate, an electric 
potential difference is introduced between the two electrodes. As the distance between 
two layers increases, the open circuit voltage reduces and drops to zero by the time the 
next contact is made. The open-circuit voltage is dependent on the relative position of the 
two charged layers. If the separation distance is fixed, the output voltage can be made 
stable.  
In case of the sliding mode (Fig. 1.17), two electrodes are normally electrically 
connected. Under the displacement of one, uncompensated triboelectric charges distribute 
in the two electrode surfaces. The electron flow continues until the displacement reaches 
a maximum. At the fully displaced position, the positive triboelectric charges are 
completely balanced out. As the relative displacement is reduced by a countering force, 
the induced electrons flow back till the fully aligned position is restored again which is 
the same as the initial position. Therefore, alternating current is produced through the 
external load in this process. 
There is a vast choice of materials in the triboelectric series including polymers, metal 
and fabrics. Depending upon their position in the series, they either gain or lose charges. 
The first reported work on triboelectric generators for micro/nano scale applications was 
in 2012. The output efficiency of this method is quite good with a reported area power 
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density of 313 W/m
2
 and volume density up to 490 kW/m
3
, which leads to a conversion 
efficiency of ∼60% [59]. 
1.4.4. Electromagnetic Generators: The operating principle of electromagnetic energy 
harvesting devices is based on Faraday’s law [56], which states that a relative motion 
between a magnetic field and an electrical coil or a change in the flux linkage with a coil 
induces an electromotive force (EMF) in that coil (Fig. 1.18). The EMF depends on the 
strength of the magnetic field, the length of the coil, and the relative velocity (or flux 
linkage rate) between the magnetic field and the coil. The following equation represents 
this relationship:  
    ( )  
  
  
   
  
  
                                            (1.6) 
 
Fig. 1.18: Illustration of Faraday’s law that governs electromagnetic generators. 
Where Φ is the total flux linkage in Weber; t is the time in seconds, and B, l, and x are the 
flux density in Tesla, the effective length of the wire in metres and the relative motion 
between the magnets and the coil in metres respectively. The relative motion between the 
magnetic field and the coil can be produced by moving the magnets with respect to the 
coil or vice versa. The coil can be either wire-wound or micro-fabricated. The 
electromagnetic energy harvesters which have been researched are either macro-sized 
structures or miniaturized structures utilizing micro electro mechanical system (MEMS) 
fabrication techniques. In general, the operational principle of electromagnetic induction 
based generators can be grouped into three types [61]: resonant, rotational, and hybrid 
devices, as shown in Fig. 1.19. The operation of the resonant generators is oscillation 
based where the relative motion between the permanent magnets and the coil is used to 
produce electrical power from environmental vibrations. On the other hand, rotational 
generators operate in the same way as the operation of large-scale magnetic generators. 
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Under a steady driving torque, continuous rotational motion is produced which help to 
produce the large movement between the magnet and coil. Lastly, hybrid devices convert 
linear motion into rotational motion using an imbalanced rotor. Based on different 
operating conditions, the power generated by rotation from these devices may be 
continuous, resonant, or chaotic. 
 
Fig. 1.19: Different types of electromagnetic generator configuration: (a) Resonant 
generator (b) Rotational generator (c) Hybrid generator - convert linear motion into 
rotational motion [61]. 
1.5. Research Objective:  
The work reported in this thesis is part of a Science Foundation Ireland (SFI) Principal 
Investigator (PI) project, titled, ‘Vibration based Wideband Electromagnetic Micro-
Power Generators’ (‘Wideband EMPG’). The project addresses the challenges of 
harvesting ambient energy for powering of low-power ICT technologies using 
electromagnetic transduction mechanism and addressing corresponding issues.  
As has been described earlier, mechanical vibration is abundant in nature and can be 
found everywhere. Therefore, the application opportunities are huge too. Fig. 1.20 shows 
some of the available ambient vibration spectra (which are obtained from different 
resources as mentioned in the caption of the figure). A close inspection of the vibration 
spectra reveals that, while some of the ambient sources produce narrow band vibrations 
(where mechanical energy is concentrated within a narrow region of frequencies), the 
majority of the vibration sources are wideband/multi-frequency in nature. Therefore, 
extractable energy is distributed over a wide range of frequencies. The efficiency of 
conventional resonance based generators is significantly reduced in such cases. Hence, 
the main objective of this work is to develop low-frequency, wideband electromagnetic 
micro-power generators at a miniaturized scale (Meso/MEMS).  
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Fig. 1.20: Vibration spectra (a) from an air-compressor [62], (b) from inner liner of a car 
tyre driven at 50km/h [63], (c) from a running train floor [64] and (d) from right atrium of 
human heart [65]. 
In this series of works, single and double degree-of-freedom devices are developed using 
MEMS technology, which operating below 300 Hz. Bidirectional electrical tuning of 
narrow-band Electromagnetic Energy Harvesters (EMEHs) using two different complex 
load topologies is also reported. To widen the bandwidth of the transducers, the concept 
of incorporating nonlinear effect in the system dynamics is investigated. Nonlinearity is 
introduced into the EMEH devices through novel structural design of the spring arms. An 
electrical switching mechanism is introduced to switch from the low to the high energy 
output branch to address the fundamental phenomenon of hysteresis/multistability which 
limits the application of nonlinear energy harvesters.  One of the key requirements for 
fully integrated EMEHs is the CMOS compatible batch fabrication of hard magnetic 
materials with large energy products. In the final module of the works, a nano-structured 
CoPtP hard magnetic material with large coercivity (>3 kOe) is developed at room 
temperature with optimized structures, using current modulated electrodeposition 
technique. 
The work can be divided into three major categories: 
(a) Design, theoretical analysis and numerical simulation 
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(b) Device fabrication and material development 
(c) Device characterization and validation with simulated/modelled data 
The mechanical structures are studied using finite element analysis (FEA) in COMSOL 
Multiphysics software whereas the electromagnetic simulations are performed using the 
Maxwell Ansoft software package. The dynamical analysis of the systems is performed 
numerically in MATLAB. 
The developed devices are miniaturized using a number of approaches. The meso-scale 
mechanical structures are developed using computer-controlled laser micromachining 
technology which can be extended for batch fabrication aiming at large scale production. 
MEMS scale prototypes are fabricated on a Silicon-on-Insulator (SOI) wafer using 
standard MEMS processing techniques. Multilayered copper coils are fabricated on 
silicon too using an electroplating technique. For complete integration of the EM 
transducer, nano-structured, high energy product CoPtP hard magnetic materials is 
developed using an optimized current modulated electrodeposition method.  
The developed devices are characterized using a LDS V455 permanent magnet shaker 
with a vibration control mechanism. The devices and materials are structurally 
characterized using Scanning Electron Microscopy (SEM), Electron Dispersive X-Ray 
(EDX) analysis and X-Ray Diffraction (XRD) methods. The magnetic characterization of 
the developed magnetic materials is performed using the SQUID Magnetometry (MPMS 
XL 5) technique. 
1.6. Thesis structure:  
The contents of the following chapters in this thesis are given below: 
 Chapter 2 provides a state-of-the-art literature review in the field of VEH with 
particular focus on EM generators both at meso- and micro-scales. A large section of 
the chapter is also dedicated to different wideband techniques for VEH in the 
literature. Also, interface electronics for EM generators are discussed briefly. 
 Chapter 3 discusses the operating principles of different simulation, fabrication and 
characterization techniques which are throughout the course of these works. 
 Chapter 4 discusses conventional linear (resonance based) electromagnetic energy 
harvesters. The chapter provides an introduction to the basic theory of electromagnetic 
generators followed by their implementations at meso-scale. A bidirectional electrical 
tuning mechanism is also discussed in this chapter. Initial work on a power 
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management circuit is also discussed for complete demonstration of one of the 
developed EM VEH devices. 
 Chapter 5 analyses multi-frequency MEMS EM energy harvesters employing two 
different topologies. The first system is single mass, where different fundamental 
modes are obtained within a close range through spring design innovation and by using 
a large magnetic proof mass. The second system is dual mass, which inherently has 
two major vibration modes corresponding to the movement of each of the masses.   
 Chapter 6 is dedicated to a novel wideband technique for VEH using the nonlinear 
oscillation principle. Introduction to nonlinear oscillation theory is provided in this 
chapter, followed by a complete theoretical analysis on the stretching strain induced 
nonlinearity. Prototypes in the meso-scale are first studied as a proof-of-concept before 
going towards micro-scale, where new innovations are introduced to further increase 
the operational bandwidth.  
 Chapter 7 deals with a particular, fundamental problem of nonlinear oscillators, 
namely hysteresis/multistability, which restricts its operation in a number of areas 
including energy harvesting. An electrical switching mechanism is introduced and the 
background physics of the mechanism is investigated thoroughly to improve the 
efficiency of wideband nonlinear generators. 
 Chapter 8 describes the development of nanostructured, stress-free Co-rich CoPtP 
films required for fully integrated electromagnetic generators using an 
electrodeposition technique. The self-demagnetization effect of thin magnetic films is 
minimized by developing an optimized micro-patterned structure for efficient MEMS 
scale integration. 
 Chapter 9 summarises the work reported in this thesis and suggestions for future work 
are discussed. 
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Chapter 2 
Vibration Energy Harvesting: State-of-
the-art 
 
2.1. Introduction: 
As described in the previous chapter, the field of vibration based energy harvesting has 
been recognized as an area of intensive research in the last decade for an alternate robust, 
reliable and sustainable power source. Also, the basic architecture of a VEH device 
comprises mainly of a mechanical-to-electrical transducer, which can usually be modelled 
as a second order spring mass damper system. The form of the electrical damping factor 
is dependent on the nature of the transduction mechanism. This chapter provides a state-
of-the-art review of the literature of the different reported vibration based energy 
harvesting devices and underlying mechanisms. The review is divided in two major 
categories –  
 Different VEH devices based on their operational dynamics will be discussed. This 
will cover reported resonant and non-resonant approaches. As mentioned in the previous 
chapter, the application/operational condition of a VEH is often unknown and the 
harvester with fixed resonant frequency is not suitable for a number of practical 
applications. Hence, a number of techniques have been adopted in the literature to suit 
such excitation frequency variations. This section will revisit those methods. Since the 
primary focus of this thesis is EM generators, a detailed review of miniaturized/MEMS 
scale EM harvesters will be provided. Various integration approaches and the effect of 
size scaling of the device on the output performance will be discussed. Finally, different 
commercially available VEH products will be reviewed. 
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 Introduction to the basic power conditioning circuits for VEH devices will be provided 
in this section. Different reported topologies, particularly differentiating the requirements 
for piezoelectric and EM VEH devices, will be discussed here. 
2.2. Vibration based Energy Harvesters: 
2.2.1. Resonant and Non-resonant Energy Harvesters: Equation (1.2), reported in the 
previous chapter, represents a second order spring mass damper system. When solved in 
the frequency domain, it shows resonance characteristics [66] i.e., the maximum output 
response is obtained at a particular resonance frequency but the response drops on both 
sides of this resonance point. This is particularly applicable for linear systems i.e., the 
systems for which the spring force is linearly proportional to the spring displacement. 
Such systems are well-known and are realized in a number of MEMS and non-MEMS 
applications [67-70] using either cantilevered or spring architectures. Regardless of the 
transduction mechanisms, most of the earlier reported works in the field of vibration 
based energy harvesting are also focussed on such designs which are suitable for single 
frequency excitation. While a typical non-resonant type generator has no specific 
operating frequency and mainly consists of freely moving objects such as a rolling sphere. 
Such generators are easy to realize using the electromagnetic transduction method.  
 
Fig 2.1: Tapered thick-film PZT generator by Glynne-Jones et. al. [72]. 
 Piezoelectric Generators: A piezoelectric cantilever is the most common structure of 
VEH devices with either a unimorph or bimorph configuration. Detailed modelling and 
experimental results of a piezoelectric bimorph cantilever generator have been given by 
Roundy et. al. [71] where PZT-5A patch is attached on both sides of a steel cantilever and 
a proof mass made of nickel and tungsten alloys is attached to the free end. At an 
acceleration of 0.25g and vibration frequency of 120 Hz, the device produced a maximum 
output power of 80 μW using a load resistance of 250 kΩ. Glynne-Johnes et. al. [72] 
developed a tapered cantilever piezoelectric generator (Fig. 2.1.) where the piezoelectric 
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material (PZT-5H) is screen printed on a steel beam. The tapered profile ensures the 
constant strain along the length of the piezoelectric material. At a frequency of 80.1 Hz, 
the device produced 3 μW output power for a load resistance of 333 kΩ. The screen 
printing of thick-film piezoelectric material is a low cost batch process but the power 
generated is limited by the reduced piezoelectric properties of the material compared to 
that of bulk piezoceramics. Similar screen printed bimorph configuration is used by Zhu 
et. al. [73] for a T-shaped cantilever which produced 240 μW power across a 57 kΩ load 
resistance with an input vibration of 66.2 Hz frequency and 0.29g rms acceleration.  
 
Fig 2.2: Cross-sectional and top views of d33 mode piezoelectric device [74]. 
A number of works have also been reported on miniaturized MEMS piezoelectric 
generators. One of the earlier MEMS piezoelectric energy generators has been designed 
and fabricated by Jeon et. al. [74]. The structure of the cantilever generator and the 
electrodes shapes are shown in Fig. 2.2. The cantilever is formed from a membrane 
comprised of layers of thermally grown silicon oxide, deposited silicon nitride, and sol–
gel deposited zirconium dioxide, which acts as a buffer layer. The inter-digitated Ti/Pt 
electrode pattern enables the device to convert the d31 mode into the d33 mode as the beam 
bends. The d33 co-efficient is 2– 2.5 times larger than the d31 coefficient [75]. A thick 
layer of polymer SU8 photoresist forms the proof mass for the generator. Driven at a 
fundamental resonant frequency of 13.9 kHz with about 1g acceleration magnitude, the 
generator produces 1.01 μW across a 5.2 MΩ load. Marzencki et. al. [76] developed a 
micromachined MEMS piezoelectric cantilever. It consists of an inertial mass of 1.5 mm 
× 0.75 mm area, which is deep reactive-ion etched from a Silicon-on-Insulator (SOI) 
wafer with a 400 μm thick handle layer, 2 μm buried oxide, and 5 μm thick top silicon 
layer. The cantilever is fabricated from the top silicon layer and has a length of 750 μm. 
The structure is modelled for a piezoelectric layer of 1 μm thick Aluminum Nitride (AlN) 
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and PZT respectively. The modeling results predict 100 nW for the AlN device and 600 
nW for the PZT device at a resonant frequency of approximately 900 Hz. 
Jackson et. al. [77] developed CMOS- and bio-compatible AlN material whose c-axis is 
aligned to the (0 0 2) orientation for optimal performance. They compared the 
performances of narrow width beam, wide width beam and tapered beam cantilever 
structures (Fig. 2.3.) using their developed material. The wide beam generator produces a 
maximum output power of 3.07 μW for an acceleration of 0.2g with a matched load 
around 1 MΩ. The device cross-section consists of a 550 μm Silicon-on-Insulator (SOI) 
wafer with a 25 μm device layer, 3 μm thermally deposited oxide, 0.1 μm Ti bottom 
electrode, 0.5 μm AlN sputtered piezoelectric layer and 1 μm thick Al top electrode layer. 
 
Fig. 2.3: Schematics (a-c) and Fabricated (d-f) cantilever beam structures - wide beam, 
narrow beam and trapezoidal beam. Beam is green and the mass is purple, scale bar is 7 
mm. 
Piezoelectric devices are more suitable for human wearable and implantable devices as 
harvesting power from bending strain/movement of the limbs using piezoelectric 
mechanism is more suitable. Human movements are normally characterized by large-
amplitude motions at ultra-low (sub 10 Hz) frequencies [78]. Therefore, it is difficult to 
design a miniature resonant energy harvester to work on humans due to the scaling effect. 
But since the piezoelectric material just needs to be stressed in order to generate electrical 
voltage, the piezoelectric patch is coupled either through direct straining or by impacting 
the kinetic driving source for human based applications. Shenck and Paradiso [79] 
reported two approaches to designing a shoe-mounted piezoelectric kinetic energy 
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harvester which is installed at the heel of a navy work boot to harvest the parasitic energy 
of heel strike (Fig. 2.4.).  
 
Fig 2.4: Two approaches to unobtrusive d31 piezoelectric energy scavenging in shoes: a 
PVDF stave under the ball of the foot and a PZT dimorph under the heel. 
In the first approach, a hexagonal-shaped poly-vinylidene fluoride (PVDF) sheet working 
in d31 mode takes advantage of the bending movement of footfall to produce charge on 
the electrodes. In the second approach, a bimorph PZT plate is under the heel which 
captures the energy dissipated when the heel strikes the ground. In both the approaches, 
piezoelectric material experiences mechanical strain as the wearer walks and generates 
electrical power. Around 1.3 mW and 8.4 mW of average power is generated under 
matched resistive loads for two methods. Ramsay et. al. [80] suggested the idea to use a 
piezoelectric membrane exposed to blood on one side and to a chamber with constant 
pressure on the other side to utilize the blood pressure fluctuations for generating 
electrical power. They used a square PZT-5A membrane to extract energy from the 
fluctuating blood pressure in their modelling. For the typical blood-pressure change of 40 
mmHg at a frequency of 1 Hz, a maximum power of 2.3 μW is obtained by maximizing 
the area and minimizing the plate thickness. Sohn et. al. [81] provided an investigation of 
the circular and square PVDF plates for use in harvesting energy from changes in blood 
pressure using a finite element study. However even with optimized device parameters, 
the estimated output power is quite low (0.03 μW).  Mo et. al. [82] subsequently 
optimized the parameters for unimorph diaphragms and deciphered an optimal ratio 
between the radius of the supporting substrate and the radius of the piezoelectric layer 
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coverage for given parameters (Fig. 2.5.). Experiments with a PZT-5H layer epoxy-
bonded to an Al substrate produced up to 128 μJ per loading cycle (Δp = 40 mmHg). 
 
Fig. 2.5: Photograph of fabricated PZT harvester as reported by Mo et. al. [82]. 
Heart motion is another interesting source which generates a continuous supply of energy. 
Therefore, usable energy can be extracted using a number of approaches from the heart 
beat motion for powering implantable devices such as pacemakers and implantable 
cardioverter defibrillators (ICD). Karami et. al. [83] reported a zigzag shaped brass 
cantilever with 254 μm thick PZT-5A material epoxy bonded to it for power generation. 
The maximum power of 10 μW corresponds to 1800 μm substrate thickness. The reported 
linear meso-scale device can generate 10 times the power requirement of a pacemaker, 
excited at nominal heart rate. However, power reduced to only 39 nW for an optimized 
micro-scale prototype. 
 Electrostatic Generators: As described in the previous chapter, there are mainly two 
variants of electrostatic energy harvester architectures based on the way the capacitor’s 
plates are charged: battery-based and electret-based. Among the battery based harvesters, 
there are three types which are popular – in-plane overlap, in-plane gap closing and out-
of-plane gap closing. Also, most of the reported electrostatic generators are integrated 
devices due to their ease of fabrication using MEMS processing. Meninger et. al. [84] 
investigated an in-plane overlap generator with a comb-driven structure which generates 
8 µW output power at 2.5 kHz excitation frequency. Using a charged floating gate 
generator, Ma et. al. [85] estimated an output power of 1 µW for an optimum load of 58 
MΩ at 4.3 kHz and an acceleration of 182.5g. The monolithic integrated device uses an 
insulated poly-silicon floating gate to provide the required bias voltage. The floating gate 
is charged by electron tunnelling and power is generated by a variable capacitor of which 
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one plate is a moving gold proof mass and the other is the fixed floating gate. Using an 
array of 20 devices, a maximum power of 65 nW is generated at 76.6g.  
Despesse et. al. [86] reported an electrostatic in-plane gap closing structure with a charge 
constrained cycle. In their design, the electrostatic force is linearly proportional to the 
inertial mass displacement like the mechanical spring force, allowing the two forces to be 
balanced for all displacements of the inertial mass. This results in high electrical damping 
as the electrical stiffness is chosen close to the mechanical stiffness. Using a silicon 
microstructure with a 2 × 10
−3
 kg inertial mass and excited by a vibration of 0.93g at 50 
Hz, the device is predicted to produce a scavenged power of 70 µW. 
 
Fig 2.6: Cross-sectional scheme of the electrostatic energy harvesting device with a four 
wafer stack, reported by Wang et. al. [87]. 
Wang et. al.. [87] developed an electrostatic energy harvester with an out-of-the-plane 
gap closing scheme (Fig. 2.6.). The energy harvesting devices with a four wafer stack are 
batch fabricated and fully packaged at wafer scale. CYTOP polymer is used both as an 
electret material and an adhesive layer for low temperature wafer bonding. With an 
external load of 13.4 MΩ, a power output of 0.15 µW is achieved when vibration at an 
acceleration of 1g is applied at a frequency of 96 Hz. 
There are a number of reported electrostatic generators which employ wideband 
techniques like nonlinear oscillation or frequency up-conversion. However, we have 
restricted the review to resonant devices in this section. 
 
 Electromagnetic Generators: The electrical potential in an EM VEH device is 
dependent on relative motion between the magnet and the coil. Therefore, ultimately the 
performance of an EM VEH device depends on factors like the strength of the magnetic 
field, the number of turns in the coil and the relative velocity (or flux linkage rate) 
between the magnetic field and the coil. The relative motion between the magnetic field 
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and the coil can be produced by either using a static coil while the magnet is moving with 
respect to the coil or vice versa. It is well known that the performance of electromagnetic 
devices is not encouraging in the MEMS scale because the electromagnetic force scales 
down drastically with volume [88]. Therefore, EM VEH devices have been researched 
extensively over the years using macro to meso-sized structures assembled with discrete 
components along with miniaturized MEMS scale prototypes. The coil can be either wire-
wound or micro-fabricated. However, macro-sized permanent magnets are used to 
provide the required magnetic field in most of the reported devices, because the 
maximum residual flux in permanent micro-magnet ranges from 0.2 T to 0.4 T and the 
coercive force ranges from 80 to 400 kA/m [89]. Unfortunately, these parameters are not 
comparable to those associated with the available rare-earth permanent magnets (1.27 T 
residual flux and ~12 kOe coercivity). The utilization of such micro-magnets produces a 
generator with very low power density. A detailed review of various permanent magnetic 
materials is provided in Chapter 8.  
 
Fig. 2.7: Schematic of the electromagnetic generator by Williams et. al. [90]. 
In 1995, Williams et. al. [90] at the University of Sheffield were the first to propose a 
resonant electromagnetic generator for low-power applications. The generator, as shown 
in Fig. 2.7, has overall dimensions of 5 mm × 5 mm × 1 mm with a typical generated 
power of 1 μW at an excitation frequency of 70 Hz and 100 μW at 330 Hz. Sherwood et. 
al. [91] later fabricated a generator based on this design which comprises a flexible 
circular membrane micro-machined on a GaAs substrate coated with 7 μm polyimide 
layer. A SmCo magnet (weight = 2.4 × 10
-6
 Kg) was attached to the membrane whereas a 
planar Au coil of 13 turns was patterned on a separate wafer. This generator produced 0.3 
μW output power at an excitation frequency of 4.4 kHz and an acceleration of 39g. From 
that time, research on EM VEH devices has sparked. The research has focussed on 
separate entities such as resonating spring structure, efficient magnetic arrangement, and 
proficient coil development for overall improvement of EM generators. Amirtharajah et. 
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al. [92] developed an EM generator using off-the-shelf spring, wire, and permanent 
magnets. They reported 400 μW of power generation at 2 Hz for 2 cm amplitude 
vibrations due to humans walking, which is equivalent to an acceleration of 0.3g. The 
main disadvantage of this design is the presence of an open loop magnetic circuit i.e., the 
magnetic field produced by the north pole of the magnet has to return to the south pole 
through a huge air reluctance. This reduces the magnetic flux linkage with the coil 
significantly. Additionally, such an open magnetic circuit can affect the surrounding 
electronics due to the relatively large magnetic field. Also, the size of the prototype is 
quite large, making it unsuitable for miniaturized applications. El-hami et. al. [93] 
reported a moving magnet generator with a cantilever spring. A C-shaped soft magnetic 
core is used in the design as the return path for the magnetic field so that the flux density 
in the air gap is increased to overcome the aforementioned problem. A fixed copper coil 
with 27 turns allows relative displacement between the coil and the magnets under 
external excitation. They reported an output power of 530 μW at 322 Hz at an excitation 
acceleration of 10.23g, which reduces to 40 μW at 1.2 g.  
 
Fig. 2.8: (a) BeCu cantilever generator [62]. (b) Closed magnetic circuit used in the 
prototype to maximize the flux gradient. 
The group working at the University of Southampton and Tyndall National Institute 
developed a new configuration of magnetic circuit with a closed magnetic field path for 
optimizing the structure of a moving magnet generator with cantilever [94, 62]. As shown 
in Fig. 2.8 (a), an optimized EM harvester consists of a Beryllium Copper (BeCu) 
cantilever with a magnetic arrangement attached to the free end while the wire wound 
copper coil is fixed vertically through a slot in the cantilever. The magnetic circuit (Fig. 
2.8 (b)) consists of two pairs of oppositely polarized NdFeB magnets forming a closed 
path for the magnetic field while two soft magnetic steel keepers at the end guide the flux 
lines. The reported generator with a volume of only 150mm
3
 still has one of the highest 
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reported power densities. The device generates 46 μW at an excitation frequency of 52Hz 
and a 0.059g acceleration level.  
While the above mentioned magnetic arrangement has been used in a number of reported 
works [95-96] for getting optimum flux linkage for an out-of-plane moving device, 
several topologies have also been used for an in-plane moving EM harvester. In 2012, a 
group from Southampton University developed an interesting magnetic arrangement by 
introducing the concept of a Halbach array in energy harvesting [97]. The Halbach array 
consists of two sets of magnets, i.e. main magnets and transit magnets, which is depicted 
in Fig. 2.9 (a). The superimposition causes the concentration of field on one side of the 
array with cancellation of field on the other side. Fig. 2.9 (b) shows the construction of 
the planar electromagnetic energy harvester using a Halbach array.  
 
Fig. 2.9: (a) Principle of the Halbach array (b) Breakdown of different components in the 
planar EM generator [97]. 
With external vibration, the Halbach array moves laterally due to the particular geometry 
of the meander spring. The magnetic flux line cut by the coil induces a voltage. Field 
strength at the active-side of the Halbach array is measured to be about 9 times than that 
at the quiet-side. Thus the electromagnetic field strength of the Halbach array is greater 
than that of conventional layouts of magnets of the same total volume. At low vibration 
level, the Halbach array does not show any advantage over conventional layouts. 
However, when the vibration level is increased so that the displacement of the magnets is 
comparable to the outer diameter of the coil, the energy harvester with a Halbach array 
has a 40% higher output power. The Halbach arrangement can improve electromagnetic 
coupling in a limited space. Another benefit of the Halbach array is that due to the 
existence of an almost-zero magnetic field zone, electronic components can be placed 
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close to the energy harvester without any chance of interference, which can potentially 
reduce the overall size of a self-powered device. Roundy and Takahashi [98] reported on 
the development of a new planar EM transducer which is realized with low cost printed 
circuit board (PCB) coils, multi-pole magnetic sheets and springs which suspend the 
magnet over the PCB and maintain the gap between them. A schematic diagram of the 
device topology is shown in Fig. 2.10 which has a resonance frequency of 260 Hz.  
 
Fig. 2.10: (a) Schematic of multi-pole magnet transducer concept. (b) Illustration of the 
magnetic flux captured by the planar coils on the PCB [98]. 
The prototype is intended for direct force input. When the proof mass is displaced with a 
force of 12 N, it results in a 2 mm displacement. Across a matched load of 20Ω, the 
generated energy is 1.1 mJ from 12 mJ of input energy, which results in an efficiency of 
9%. In many of these above mentioned prototypes, BeCu is used as the spring material 
due to its suitable mechanical properties, in particular excellent fatigue characteristics. On 
the other hand, polymeric materials with lower flexural modulus have been used for 
resonator development in a number of reported works.  
Sardini et. al. [99] reported a power harvesting device (Fig. 2.11) which is constituted by 
two sets of magnets with a thin moveable structure between each set. The moveable 
structure, over which a flat inductor is fabricated, oscillates between the two sets. The 
magnets and the outer circular edge of the resonator are bounded rigidly to the case 
structure by circular supports. Five polymers were chosen for the resonator structure: 
PTFE (Teflon), Vulkollan, Silicone, Latex, Para. The last four materials are elastomers, 
more commonly known as gums. These materials are isotropic, elastic and 
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incompressible defined by the hyper-elastic law. All the generators made with a 
polymeric resonator showed a lowering of the resonant frequencies from about 100 Hz to 
about 30–40 Hz. Measurements on this system show that it is possible to generate a 
maximum instantaneous power and voltage of 290 µW and 183 mV for the linear 
resonator at 102 Hz, while with the nonlinear resonator (Latex) it is possible to generate a 
maximum instantaneous power and voltage of 153 µW and 378 mV respectively at 41 
Hz.  
 
Fig 2.11: EM Generator structure developed Sardini et. al. [99], who investigated 
different polymers as spring materials. 
The EM harvester reported in [100] uses a flexible PCB-part as a mechanical resonator 
which is sandwiched between two rigid PCB-parts (FR4) that serve as a frame. The 
device consists of stacked layers of housing, coil, spacer and mechanical resonator. The 
flexible part of the resonator is a polyimide film that is 50μm thick. A copper layer of 
35μm thickness is electro-deposited on each side of the film. Two permanent magnets, 
which also provide the required proof mass, are magnetically attached to both sides of the 
flexible parts to generate the magnetic field. Two copper wire-wound coils are used as 
electrical transducers that convert the deflection of the resonator into an electrical signal. 
The fabricated energy harvester has a power density of 44 μW/g and weighs 8.12 g. 
A popular approach to derive energy from ultra-low frequency human movements using 
an EM generator is to employ a magnetic levitation based harvester. In general, such a 
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levitation based harvester consists of two similar magnets having the same polarity fixed 
on the two ends of a hollow channel. In the middle, there is another freely moving magnet 
which is suspended in the channel due to the repulsive force with the fixed magnets. A 
coil is wrapped around the housing of the generator. When the housing vibrates, the 
suspended magnet starts to move, inducing an EMF in the coil. Saha et. al. [101] were 
among the first to report such a magnetic levitation based EM generator. As mentioned, 
the mechanical resonator in this generator is replaced by a magnetic spring based on the 
repulsion force between same-polarity magnets. The experimental results show that the 
device could generate 300 μW to 2.5 mW power from the motion of a human body 
operating in the sub-ten Hz frequency regime. Following this, a number of works have 
been reported on a similar concept for both vertical moving [102-104] and horizontal 
moving [105] magnetic spring structures to obtain optimized performance. Recently, 
Salauddin et. al. [106] reported a magnetic-spring-based, low-frequency generator 
comprising a dual Halbach array. The device, as shown in the cross-sectional diagram in 
Fig. 2.12., is composed of a rectangular-shaped dual-Halbach-array structure suspended 
between two magnetic springs and a series of three connected copper coils. Each Halbach 
array concentrates the magnetic- flux lines on one side of the array while suppressing the 
flux lines on the other side. Therefore, a dual Halbach array allows for interaction 
between the concentrated magnetic flux lines and the coils to produce the maximum flux 
linkage. The device is capable of delivering a maximum average power of 1093 μW to a 
44 Ω optimum load, at an 11 Hz resonant frequency and under 0.5g acceleration. 
 
Fig. 2.12: 3D drawing of the magnetic spring based low-frequency VEH device 
comprising a dual Halbach array [106]. 
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Fig 2.13: (a) Schematic of the tunable rotational energy harvester [107]. (b) The 
simplified mechanical model where spiral spring with rotational stiffness of kr and the 
mass, mt, is attached to it. The reel radius is r. The rotational velocity torque are X and T 
and the translational velocity and force are V and F respectively. 
Jang et. al. [107] concluded that the maximum harvested electrical power from a resonant 
device with translational motion is limited by the internal travel range of the inertial mass 
within the generator. Under the low frequency and large amplitude excitation such as 
human motion and civil structures vibration, its efficiency is greatly reduced. The use of 
devices with rotational motion is advantageous in such cases. They proposed a tunable 
single degree of freedom rotational energy harvester which combines the rotational 
motion along with the translational motion of a proof mass suspended by the string and 
attached to the rotational body. The schematic diagram and simplified mode of the 
proposed device are shown in Fig. 2.13 (a) and (b) respectively. Its natural frequency can 
be adjusted by manipulating the size of the reel. However the built prototype is quite 
bulky, the proof mass itself being 1 kg. By changing the radius of the reel as 30, 25 and 
20 mm, the natural frequencies are modified from 0.9, 1.03 to 1.19 Hz and the output 
powers are 37.85, 21.55 and 9.27 W respectively.  
Moss et. al. [108] developed a hybrid rotary-translational VEH approach that exploits 
cycloidal motion to realize relatively high power density from an oscillatory device 
operating at frequencies below 10 Hz. The schematic model of the device is shown in Fig. 
2.14, which shows that the magnetic sphere in this case is rolling around its axis while 
experiencing translational motion. The authors investigated that for a rolling magnetic 
sphere, the magnetic pole is travelling with twice the velocity compared with a non-
rolling (i.e., sliding) magnetic sphere. This increase in velocity of the magnetic pole 
produces a corresponding increase in EMF induced in the coil. Ma and Zhang [109] used 
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a pendulum type system subjected to parametrical excitation. When the dynamics of the 
device is outside the potential well and stays in stable orbits of period-one rotations, the 
harvested energy is proportional to the energy level of the orbit. It is dependent neither on 
the natural frequency of the device nor on the intensity of the excitation. For low-level 
vibrations, the effectiveness of the proposed method is limited to relatively low 
frequencies. 
 
Fig 2.14: Schematic showing a side-elevation of the cycloidal vibration energy harvester 
as proposed by Moss et. al. [108]. 
 
Fig 2.15: Hybrid micro-piezoelectric-electromagnetic energy harvester [110]. 
 Hybrid Generators: A hybrid generator combines multiple transduction mechanisms 
in a single device. A number of reported works have combined piezoelectric and 
electromagnetic transductions. Normally a piezoelectric device produces large output 
voltage whereas an electromagnetic device provides high current output. Therefore, the 
hybrid devices should potentially gain from both this advantages while increasing the 
overall output power. Yu et. al.. [110] reported a hybrid micro piezoelectric-
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electromagnetic generator as shown in Fig. 2. 15. The harvester is composed of MEMS 
piezoelectric cantilever arrays with a NdFeB magnet attached to the free end proof mass, 
and two micro copper coils fabricated using screen printing technique placed on the two 
fixed bases. The device produces a load power of 40.67 μW across a matched load at 0.2g 
acceleration and 55.9 Hz frequency, which is quite high for micro-scale devices. Xu et. al. 
[111] reported a tunable multi-frequency hybrid energy harvester combining piezoelectric 
and electromagnetic mechanisms, which are coupled with magnetic interaction. Using a 
hybrid device, the authors find an increase of 16.7% and 833.3% in the peak power 
compared with that of the multi-frequency EMEH and the multi-frequency PEH devices. 
Khaligh et. al. [112] proposed and analyzed a novel hybrid VEH topology for human 
movement applications. In this structure (Fig. 2.16.), the moving mass with permanent 
magnets attached to it is connected to four serpentine piezoelectric beams on four sides, 
and the copper coil is fixed in the middle of the moving mass. The device is made to work 
under low frequency by attaching a proof mass of tungsten alloy having a volume of 4.9 
cm
3
. With a vibration frequency of 2 Hz and an acceleration of 0.47g (vibration amplitude 
of 3 cm), 37 and 6 mW can be generated from the EM and piezoelectric parts, 
respectively. As two separate outputs from a hybrid generator need to be merged after the 
transduction, additional complexity may arise such as phase correlation of outputs, 
impedance matching between different transducers etc. 
 
Fig 2.16: Topology of the hybrid generator reported by Khaligh et. al. [112]. 
Comparing different VEHs is not straightforward as the amount of data presented in 
published works varies considerably in terms of their operating conditions and device 
sizes. Hence, just comparing the output parameters like voltage, current or power is not 
justified. Beeby et. al. [62] derived a figure-of-merit for resonant VEH devices called, 
Normalized Power Density (NPD), which is simply the output power (P) of the device 
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normalized w.r.t. input acceleration level (A) and volume (V) of the device. Frequency is 
not considered in the figure-of-merit as resonant generators are fixed in frequency 
whereas acceleration levels applied during testing can be varied. The NPD can be defined 
as 
    
 
   
                                                     (2.1.) 
It is to be noted that acceleration (A) is taken in equation (2.1) in square form as the 
power varies with the square of the acceleration. A comparative study of the different 
reported vibration based energy harvesting devices is given in Table 2.1. For non-
resonant generators, there is no such fixed frequency of operation. Hence the 
corresponding column is left blank there. In some cases, information like the volume of 
the device or the excitation acceleration or load power is not mentioned explicitly. 
Approximations are made in such cases. 
Transduction 
Mechanism 
Reference 
Volume 
(cm
3
) 
Acceleration 
(g) 
Frequency 
(Hz) 
Output 
Power 
(μW) 
NPD 
(kg. 
s.m
-3
) 
P
ie
zo
el
ec
tr
ic
 
Roundy [71] 1 0.25g 120 80 19.2 
Glynne-Jones 
[72] 
0.04 20.3g 80.1 3 0.0018 
Zhu [73] 14.03 0.4g 67 240 0.0134 
Jeon [74] - 10.7g 13900 1 - 
Marzencki 
[76]
1
 
0.002 1g 900 0.1 0.5 
Jackson [77] 0.029 0.2g 149 3.07 26.5 
Shenck [79]
2
 371.6 - 0.9 8400 - 
Ramsay [80]
2
 - - 1 2.3 - 
Sohn [81]
2
 0.00087 - - 0.61 - 
Karami [83]
2
 4.38 - - 10 - 
E
le
ct
ro
st
at
ic
 
Meninger [84] 0.075 - 2520 8 - 
Ma [85] - 182.5g 4300 1  
Despesse [86] 0.032 0.93g 50 70 25.29 
Wang [87] - 1g 96 0.15  
E
le
ct
ro
m
ag
n
et
ic
 
Williams [90] 0.025 1g 70 1 0.43 
Shearwood 
[91] 
0.005 38.2g 4400 0.3 0.0004 
Amirtharajah 
[92] 
23.5 0.32g 2 400 1.66 
El-hami [93] 0.24 10.23g 322 530 0.21 
Beeby [62]
3
 0.15 0.06g 52 46 851.9 
Zhu [97] 0.1 0.5g 45 150 0.5 
Roundy [98] - - 260 - - 
Sordini [99]
4
 8.6 0.56g 41 153 0.57 
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Transduction 
Mechanism 
Reference 
Volume 
(cm
3
) 
Acceleration 
(g) 
Frequency 
(Hz) 
Output 
Power 
(μW) 
NPD 
(kg. 
s.m
-3
) 
Sordini [99]
5
 8.6 3.4g 102 290 0.029 
Bouendeu 
[100] 
1.45 1g 98 356 2.45 
Saha [101] 12.7 0.038g 8 14.55 7.93 
Zhang [102] 120 0.05g 4 250
6
 8.33 
Berdy [103] 12 0.1g 6.7 410 69.72 
Apo [104] 5.88 1g 16 12900 34.17 
Palagummi 
[105] 
85 0.005g 1.9 9.47 44.56 
Salauddin 
[106] 
32.76 0.5g 11 1093 1.33 
Jang [107] - 0.15g 0.9 37.85×10
6 - 
Moss [108] 59.7 0.5g 5.4 33000 22.11 
Ma [109]
7
 13 0.14g 4 2800 109.9 
H
y
b
ri
d
 
Yu[110] - 0.2g 55.9 40.67 - 
Xu [111] - 0.2g 25.6 2820 - 
Khaligh 
[112]
8
 
19.6 0.47g 2 37000 85.45 
Khaligh 
[112]
9
 
19.6 0.47g 2 6000 13.85 
Table 2.1. Comparative study of different resonant and non-resonant VEH devices using 
various transduction mechanisms. 
1
AlN device (simulated result) 
2
Devices work on direct application of force, no acceleration is present 
3
Mk2 EM generator 
4
Latex resonator 
5
FR4 resonator 
6
Estimated from Power vs Acceleration curve in Ref [38] 
7
Winding A – Ref [45] 
8
Electromagnetic Part 
9
Piezoelectric Part 
2.3. Wideband Techniques for VEH: 
Resonance based energy harvesters are suitable for single frequency excitation 
applications where they are designed in such a way that the natural frequency of the 
resonator matches with the external vibration frequency. But the response drops 
considerably with little shift of the ambient frequency from the resonance. In a number of 
practical applications, the operational condition is often unknown and the harvester with a 
fixed resonant frequency is not suitable for such cases. Thus in order to address this 
problem, a number of strategies have been reported in the literature to improve the 
efficiency of the energy harvesters in a frequency varying environment, which can be 
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categorized mainly under three headings - resonance frequency tuning, multi-frequency 
techniques and nonlinear energy harvesting.  
2.3.1. Resonance Frequency Tuning: The most common approach to match the 
resonance frequency of a resonator with a changing external vibration frequency is to 
tune it. The resonance frequency of a generator can be tuned by altering either its 
mechanical or electrical characteristics. According to Roundy et. al. [113] the mechanical 
characteristics can be changed either through passive or active tuning. In passive tuning, 
energy is supplied in an intermittent manner so that when the generator frequency is 
matched with the external frequency then no further supply of energy is needed until the 
mismatch appears again. Whereas, the energy is supplied continuously in active tuning 
regardless of the resonance frequency of the system. Roundy et. al. [113] assumed the 
actuation force to be proportional to either resonator displacement (i.e. altering stiffness) 
or acceleration (i.e. altering mass) and performed the net maximum power output 
calculation for both types of tuning mechanisms. They concluded that the generators 
using an active tuning mechanism can never produce an overall gain in the power output 
as the power required to tune the resonance frequency is always greater than the output 
power resulting from the tuned system. However, Zhu et. al. [114] later revised this 
calculation by considering the average power and inferred that there is no generalized rule 
for such a conclusion as the tuning mechanism is often not connected to the movement of 
the resonator. 
 
Fig. 2.17: Schematic of a simply supported piezoelectric bimorph with axial preload 
tuning scheme. 
Leland and Wright [115] presented one technique to reduce the resonance of a simply 
supported piezoelectric bimorph by applying an axial compressive preload, which 
actually altered the stiffness of the harvester. The method is schematically shown in Fig. 
2.17. By using compressive axial pre-load, the resonance frequency can be tuned up to 
19-24% of the initial unloaded value while the damping rises continuously. However, the 
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output power does not fall significantly, being 65-90% of the untuned value. Hu et. al.. 
[116] showed that the resonance can be adjusted either higher or lower with a tensile or 
compressive load. The same can also be done by applying pre-stress [117]. The resonance 
frequency can be tuned by adjusting the center of gravity of the tip mass, as demonstrated 
by Wu et. al. [118]. They presented a cantilevered energy harvester by realizing a 
movable tip mass. The center of gravity of the whole proof mass can be adjusted by 
driving the movable screw. In their prototype, the adjustable resonance frequency range 
could cover 130-180 Hz by tuning the center of gravity of the tip mass up to 21 mm. 
Challa et. al. [119] employed magnetic force to manipulate the effective stiffness and 
demonstrated bidirectional tuning of the harvester, which is schematically shown in Fig. 
2.18. They used magnets on the top and on the bottom of the piezoelectric cantilever. 
Two other magnets were fixed on the top and bottom of the housing of the device. The 
effective stiffness could be changed by changing the distance between these magnets, 
which in turn alters the attractive and repulsive force between them. The output power of 
the device varies between 240-280 μW operating at an acceleration of 0.8g over the 
frequency range of 22-32 Hz. Later on, the concept of variable magnetic force has been 
utilized by many researchers to tune the resonance frequency [120-121]. All of the above 
mentioned methods need manual tuning and are passive. There are some reported active 
tuning mechanisms [122-123] using piezoelectric methods that are automatic. But the 
power needed to tune is often greater than the power actually harvested. 
 
Fig. 2.18: Bidirectional frequency tuning scheme proposed by Challa et. al. [119]. 
The resonance frequency of a VEH can also be altered by modifying the electrical load of 
the system. This could also be categorized as an electrical method of tuning. Charnegie 
[124] tuned the bimorph piezoelectric energy harvester by modifying the load 
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capacitance. The concept of using a complex load instead of a resistive load to tune an 
electromagnetic energy harvester was first demonstrated by Cammarano et. al. [125]. 
Later, Zhu et. al. [126] provided a more generalized model to investigate the influence of 
different system parameters on the performance in the case of a capacitive load. A more 
elaborate study on the different resonant frequency tuning methods is reported by Tang et. 
al. [127]. 
 
Fig. 2.19: (a) Array of parylene cantilevers with different dimensions. (b) Measured 
output voltage from the 35 cantilevers connected in series [129]. 
2.3.2. Multi-frequency Generators: Multi-frequency techniques are most suitable for 
MEMS scale integration due to relatively simple development methods. The reported 
multi-frequency approaches can be divided into two major groups. The first group is of 
array of generators with different dimensions [128-129] or different mass [130-131] to 
achieve separate resonance frequencies. However, use of an array significantly increases 
the overall volume of the device. Sari et. al. [129], utilized an array of 35 parylene 
cantilevers with different lengths which are connected serially, as shown in Fig. 2.19. An 
output power of 0.4 μW is obtained from the device with an electromagnetic transduction 
mechanism working at the operating frequency range between 4.2 – 5 kHz. Ferrari et. al.. 
[131] reported a similar array of cantilevers with a piezoelectric bimorph structure which 
works at different frequencies below 300 Hz. The other group comprises a single 
structure with closely spaced vibration modes. Tadesse et. al. [132] reported a multimodal 
generator with multiple (piezoelectric and electromagnetic) transduction mechanisms. 
The power output from the device is significantly increased as the electromagnetic 
transduction produces more power in the low frequency mode (20 Hz), whereas the 
piezoelectric method generates higher power in the second mode (300 Hz), due to the 
specific design of the device. Liu et. al. [133] reported a MEMS EM multimodal 
generator where both in-plane and out-of-plane vibration modes are excited within a 
single structure where all of the modes are above 1 kHz. The same group reported another 
multi frequency MEMS EM structure [134] with similar mechanical functionality but a 
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different magnet coil arrangement. In a recent work [135], both the above mentioned 
approaches are combined so that an array of multi-frequency VEHs are reported where 
nine different frequency peaks are activated between 189 – 662 Hz within a single chip.  
The concept of coupled resonators with more than one proof mass was first proposed by 
Petropoulos et. al. [136] in order to obtain a flat response over a significant operating 
range by optimizing the different structural parameters. Wu et. al. [137] reported a macro-
scale, compact two degrees of freedom piezoelectric generator, where two vibration 
modes are developed due to two cantilever beams, one placed inside another, both 
operating at low frequencies. Tao et. al. [138] recently reported a MEMS EM two degree 
of freedom VEH, which comprises a primary subsystem for power generation and an 
accessory subsystem for frequency tuning which is depicted in Fig. 2.20. The device has 
two frequency peaks at 326 and 391 Hz, but the output power is lowered due to lower 
electromechanical coupling.  
 
Fig. 2.20: (a) 3D schematic of proposed 2DOF EM-EH device; (b) trimetric view of 
spring-mass resonant configuration [138]. 
2.3.3. Nonlinear Energy Harvesting: The generalized equation of motion of a forced 
oscillator is given as 
  ̈    ̇   ( )     ̈                                        (2.2) 
where m is the inertial mass, x is the position of the oscillator, c is the damping co-
efficient, z is the input vibration applied to the frame and F(x) is the generalized spring 
force. For Duffing oscillator based nonlinear energy harvesters, the generalized restoring 
force and potential energy (U(x)) can be expressed as  
 ( )         
                                              (2.3) 
 ( )   ∫    
 
 
    
 
 
   
                                (2.4) 
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where k and kn are the linear and nonlinear stiffness constants of the oscillators. 
Depending on the nature of k and kn, the potential energy function can be classified in 
three major categories as shown in Fig. 2.21. For a linear oscillator (i.e., restoring force is 
linear function of displacement), the nonlinear stiffness constant kn is equal to zero and k 
is positive. Such systems are reviewed extensively in the previous sections. For a non-
zero kn, a cubic nonlinearity comes into play in the energy harvesting system which can 
be introduced through the additional modulation of the stiffness of the spring. The 
nonlinear potential function is monostable for k>0 and bistable for k<0. The phrase 
‘stable’ is utilized w.r.t the number of minima in the corresponding potential energy 
functions. Thus the monostable potential systems are single potential well systems where 
the point of minimum potential occurs at x=0 whereas the bistable potential function 
consists of two potential wells and the two corresponding minima exist at    √   
⁄  
respectively, which are separated by a potential barrier at    .  
 
Fig 2.21: (a) Restoring forces and (b) Potential energy functions for different VEH 
configurations. 
When k>0 and kn> 0, the restoring force increases with the displacement and is said to be 
a the hardening type nonlinear monostable. On the other hand, when k>0 and kn< 0, the 
restoring force decreases with the displacement and is said to be of the softening type 
nonlinear monostable nature, as depicted in Fig. 2.21(a). The corresponding potential 
energy functions of different configurations are shown in Fig. 2.21(b). The amplitude 
dependant nonlinear restoring force expressed by equation (2.2), forces the resonance 
frequency to track the external frequency under harmonic excitations. This results in the 
wideband output response of the energy harvesters. If an EM generator is considered, 
then the damping term in equation (2.2) also includes the viscous damping caused by 
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electromagnetic coupling. For a piezoelectric generator, the damping caused by 
piezoelectricity cannot be modelled as damping term and the equation of motion should 
be modified by adding a coupling term as mentioned in chapter 1. 
 
Fig. 2.22: Numerical simulation solutions, showing power ( ̂) vs. frequency (Ω), for 
linear (solid line) and nonlinear hardening responses (square and circle mark). The 
response bends more with increase in degree of nonlinearity [139].  
The monostable hardening mechanism in a nonlinear energy harvester and its merits have 
been investigated by Ramlan et. al. [139]. They reported that the maximum output power 
generated by a system with a monostable nonlinearity is the same as the maximum power 
derived from a linear system, irrespective of the degree of nonlinearity (value of kn). 
However, this might occur at a different frequency, depending on the degree of 
nonlinearity, as shown in Fig. 2.22. The bend in the frequency response results in the 
larger bandwidth of operation. It is often observed that the magnetic levitation based 
systems [140] described in the previous section, produce a monostable nonlinearity under 
large deflection. Stanton et. al. [141] proposed another monostable nonlinear piezoelectric 
device where both hardening and softening effect can be obtained through necessary 
adjustments and hence the frequency response can be broadened bidirectionally. As 
shown in Fig. 2.23, the device consists of a piezoelectric beam with a magnetic end mass 
interacting with the field of oppositely poled stationary magnets. By tuning nonlinear 
magnetic interactions around the end mass, both hardening and softening responses may 
occur.  The geometric nonlinearity arising due to the stretching strain based monostable 
systems [142-147] are rather easy to implement in the MEMS scale as the source of 
nonlinear stiffness in such a system is from the special design of the spring arms. In such 
systems, nonlinear effects become prominent only under large deformation conditions 
which require higher excitation forces. 
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A critical issue associated with nonlinear energy harvesters is the presence of multiple 
solutions [139-147] at a single excitation frequency over a certain frequency region which 
gives rise to a hysteresis region. The advantage imparted in the nonlinearity depends on 
realizing the high energy branch. A linearly decreasing (softening type) or increasing 
(hardening type) frequency sweep can capture the high energy branch in the case of a 
monostable nonlinear system. Unfortunately, such conditions cannot be guaranteed in 
practice. The output power is significantly reduced in the low energy states. Daqaq et. al. 
[148] demonstrated that under white Gaussian excitation, monostable nonlinear devices 
do not provide any advantage over a linear system in terms of the output power. Under 
colored Gaussian excitations, the output power even reduces further. 
 
Fig. 2.23: Schematic of the nonlinear energy harvester, proposed by Stanton et. al. [141] 
where both hardening and softening nonlinearities can be obtained through adjustments. 
Due to the presence of the double potential well, the dynamics of bistable oscillators is 
much more complicated. Even with periodic forces, they can undergo various types of 
motion, including intra-well motion (oscillation confined within one of the potential well) 
and intra-well motion (oscillator can move between two potential wells) [142]. The nature 
of oscillation depends on the initial conditions and on the magnitude and the frequency of 
the external excitation force. When the magnitude of the external force is small, the 
oscillator shows inter-well motion and the output characteristics are similar to a 
monostable system. However, in this case the potential well is asymmetric. Once enough 
energy is provided through the external forces, the oscillator is able to break the potential 
barrier and initiate the inter-well motion. Further increase in the external force magnitude 
leads to the different complicated bifurcation phenomenon and chaotic oscillation [142]. 
At one stage, the high energy periodic solution becomes unique over a certain range of 
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frequencies, allowing the oscillator to undergo large amplitude motions for any set of 
initial conditions. 
 
Fig. 2. 24: Cantilever beam (a) immune to magnetic repulsive force, therefore linear and 
(b) subject to magnetic repulsive force; dL and dNL represent the displacement of the beam 
in the linear and nonlinear cases, respectively [152]. 
Nonlinear bistable stiffness can be created by using magnets (Fig. 2.24). Erturk et. al.. 
[150] designed a broadband piezomagnetoelastic generator which consists of a 
ferromagnetic cantilevered beam with two permanent magnets located symmetrically near 
the free end, and subjected to harmonic base excitation. For an initial deflection at one of 
the stable equilibria, the voltage response could be chaotic strange attractor motion or 
large-amplitude periodic motion (limit cycle oscillation), under small or large excitation 
amplitude. Cottone et. al. [151] realized a piezoelectric inverted pendulum using the 
bistable mechanism through oppositely polarized magnet interaction. By changing the 
distance between these two interacting magnets, the potential energy can be modified. 
Under noise input, the maximum power for a specific distance (11.2 mm) can exceed the 
power obtained when the magnets were far away by four to six times. A similar idea was 
adopted by several other researchers [152-153] later. Ramlan et. al.. [139] proposed a 
concept of nonlinear bistable energy harvesting via a snap-through mechanism. The 
model consists of two linear oblique springs connected to a mass and a damper, yielding a 
nonlinear restoring force. Using numerical results, they showed that this mechanism can 
provide much better performance than the linear mechanism, when the excitation 
frequency was much less than the natural frequency. The similar concept of buckling 
force has resulted in a number of reported works [154-155]. 
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Due to the presence of inter-well motion, a suitably designed bistable oscillator can 
outperform a linear or monostable nonlinear oscillator under stochastic or noisy input 
vibrations. This is due to the fact that the oscillator can initiate the large amplitude motion 
as soon as it gets the minimum energy from the external source to cross the potential 
barrier. However, it is observed that in most of the bistable generators, extra components 
or external intervention is required to realize the system which is undesirable. 
 
Fig. 2.25: Schematic of the electrostatic generator employing frequency up-conversion 
technique for generating power from human motion [157]. 
Other than these three major wideband techniques, another topic in this area is frequency 
up-conversion [156-157] or mechanical amplification where the system consists of two 
components – one at very low frequency and other at high frequency. The low frequency 
vibrating unit vibrates due to the external excitation which in return transfers the energy 
to the high frequency component through some mechanism, impact in most cases. The 
frequency up-conversion technique can be more significant in the design of micro-scale 
energy harvesting devices, in which the resonance frequency of the structure can be at the 
level of 1 kHz, while the ambient vibration frequency is generally below 100 Hz. Lu et. 
al.. [157] recently reported an electrostatic MEMS generator using a similar concept for 
transducing the power from human motion (Fig. 2.25). Thanks to a miniature tungsten 
ball impacting with a movable proof mass of silicon. The motion of the silicon proof mass 
is confined by nonlinear elastic stoppers on the fixed part standing against two 
protrusions of the proof mass. 
In the following Table 2.2, different broadband techniques are summarized in terms of 
their bandwidth and peak frequency of operation. Since many of the techniques require 
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extra components or adjustments, the volume or output power is left out of the 
comparison. However, an estimation of the volume can be made from the scale of the 
device like macro (>10cm
3
), meso (1-10 cm
3
) or MEMS (<1cm
3
). 
Mechanism Reference 
Device Scale & 
Transduction 
Peak 
Frequency 
(Hz) 
Operating 
Frequency 
Range (Hz)
1
 
Remarks 
Resonance 
Frequency 
Tuning 
Leland 
[115] 
Macro, 
Piezoelectric 
250 250200 
Axial 
Compressive 
Pre-load (up to 
65N) 
Hu [116] 
Macro, 
Piezoelectric 
129.3 58.1169.4 
Axial Tensile/ 
Compressive 
Pre-load (± 
50N) 
Eichhorn 
[117] 
Macro, 
Piezoelectric 
380 380292 
Mechanical Pre-
stress (22.75N) 
Wu [118] 
Macro, 
Piezoelectric 
180 180130 
Manual Tuning 
the Gravity 
Center of the  
Tip Mass up to 
21 mm. 
Challa 
[119] 
Macro, 
Piezoelectric 
26 2232 
Magnetic Force 
Tuning 
Reissman 
[120] 
Meso, 
Piezoelectric 
88 8899.38 
Magnetic 
Attractive Force 
Tuning 
Zhu [121] 
Meso, 
Electromagnetic 
45 47.7287.84 
Magnetic 
Attractive 
(distance 
changed 132 
mm) Force 
Tuning 
Peters [122] 
Meso, 
Piezoelectric 
78 6590 
Piezo Actuation 
(±5V) (active 
control circuit – 
150 mW 
consumption) 
Wischke 
[123] 
Macro, 
Electromagnetic 
299 267323 
Piezo Actuation 
(-100 to 260V) 
Cammarano 
[125] 
Macro, 
Electromagnetic 
62 57.466.5 
Load Reactance 
Tuning (150 μF 
to 57 mH) 
Zhu [126] 
Meso, 
Electromagnetic 
70.05 70.0569.9 
Load Capacitive 
Tuning (up to 
10 μF) 
Zhu [126] 
Macro, 
Electromagnetic 
95.5 95.590.5 
Load Capacitive 
Tuning (up to 
1.6 μF) 
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Mechanism Reference 
Device Scale & 
Transduction 
Peak 
Frequency 
(Hz) 
Operating 
Frequency 
Range (Hz)
1
 
Remarks 
Multi-
frequency 
Generators 
Sari [129] 
MEMS, 
Electromagnetic 
- 42005000 Diof 
Xue [128] 
MEMS, 
Piezoelectric 
- 87115 
Different 
Thicknesses of 
Piezoelectric 
Layers 
Liu [130] 
MEMS, 
Piezoelectric 
- 226, 229, 234 
Different Proof 
Mass 
Ferrari 
[131] 
Meso, 
Piezoelectric 
- 113, 183, 281 
Different Proof 
Mass 
Tadesse 
[132] 
Meso, Hybrid - 
19.38, 175, 
265 
Multiple 
Vibration 
Modes of a 
Cantilever 
Liu [133] 
MEMS, 
Electromagnetic 
- 
1285, 1470, 
1550 
Multiple 
Vibration 
Modes of a 
Resonator 
Liu [134] 
MEMS, 
Electromagnetic 
- 
840, 1070, 
1490 
Multiple 
Vibration 
Modes of a 
Resonator 
Liu [135] 
MEMS, 
Electromagnetic 
- 
189, 280, 348, 
379, 382, 406, 
479, 563, 662 
Combination of 
Three Multi-
modal 
Structures 
Wu [137] 
Macro, 
Piezoelectric 
- 17.4, 19.6 
Two degrees-of-
freedom System 
Tao [138] 
MEMS, 
Electromagnetic 
- 326, 391 
Two degrees-of-
freedom System 
Nonlinear 
Energy 
Harvesters 
Mann [140] 
Macro, 
Electromagnetic 
12.2 2.2 
Magnetic 
Levitation 
System (at 
0.84g). 
Stanton 
[141] 
Macro, 
Piezoelectric 
23.5 10 
Mangetic 
Interaction – 
Hardening 
Configuration 
(at 0.4g) 
Liu [142] 
MEMS, 
Electromagnetic 
146.5 26.5 
Geometric 
Nonlinearity (at 
3g) 
Liu [143] 
MEMS, 
Electromagnetic 
383.7 57.7 
Stretching 
Strain 
Nonlinearity (at 
1g) 
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Mechanism Reference 
Device Scale & 
Transduction 
Peak 
Frequency 
(Hz) 
Operating 
Frequency 
Range (Hz)
1
 
Remarks 
Gafforelli 
[144] 
Macro, 
Piezoelectric 
69 6 
Stretching 
Strain 
Nonlinearity (at 
0.5g) 
Marinkovic 
[145] 
MEMS, 
Piezoelectric 
400 240 
Stretching 
Strain 
Nonlinearity (at 
63g) 
Nguyen 
[146] 
MEMS, 
Electrostatic 
556 31 
Geometric 
Nonlinearity (at 
0.135g) 
Hajati [147] 
MEMS, 
Piezoelectric 
2750 350 
Stretching 
Strain 
Nonlinearity 
(1V driving 
voltage) 
Nguyen 
[155] 
MEMS, 
Electrostatic 
400 587 
Bistable 
Buckling Force 
(at 0.208g) 
Kaur [158] 
MEMS, 
Electrostatic 
670 40 
End Stop 
Nonlinearity (at 
0.5g) 
Table 2.2: Comparative study of different wideband techniques reported for VEH 
devices. 
1
Operating frequency range – Tuning range for resonance frequency tuning; Peak 
frequencies for multi-frequency generators; Half-power bandwidth for Nonlinear 
generators. 
2.4. MEMS based Electromagnetic Energy Harvesters: 
Electromagnetic (EM) energy harvesters have the advantages of low output impedance 
and high output current levels, but the micro-scale implementation is found to be 
challenging. It is a well-known fact in MEMS that surface related phenomenon have a 
favorable scaling effect as compared to volume related effects [159]. This is due to the 
fact that surface (S) scales as the square of length (L) whereas volume (V) scales as the 
cube of length. Therefore, as L decreases, its S/V ratio increases. Unfortunately the 
strength of a magnetic flux depends on its volume, even though the magnetic flux density 
available from a permanent magnet is independent of its size. Therefore electromagnetic 
force is less favorable to scale down compared to electrostatic or piezoelectric forces 
[159]. There are a number of reported works that have already demonstrated the effect of 
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scaling laws on the performance of EM generators [160-162]. Arnold [162] derived the 
power scaling law for an oscillatory linear EM generator as 
  
    
    
                                                        (2.5) 
where Z is the base acceleration. Two asymptotic relations are obtained due to the 
summation in the denominator. 
                                                              (2.6) 
              0                                                 (2.7) 
Arnold also explained that if electrical damping dominates over mechanical damping, the 
power scales according to equation (2.6) whereas if electrical damping is dominant then 
the power scales according to equation (2.7). By comparing the dimension of the two 
damping terms, it was concluded that at very small scale the mechanical damping will be 
dominating and electrical damping will dominate at very large scale. Hence, the power 
output from a MEMS scale oscillatory generator is restricted by large mechanical 
damping as the mass and velocity decrease. This indirectly owes to the inability to 
produce large electromagnetic coupling at the MEMS scale. The advances in MEMS 
technology have resulted in a variety of micro-fabricated structures that can be coupled 
with permanent magnets in order to develop miniaturized MEMS based EM VEH 
devices. But practical implementation of a MEMS based micro-power generator involves 
a number of challenges like the realization of multiple-turn coils and permanent magnets 
using MEMS techniques.  
Most attempts to incorporate permanent magnets using microfabrication techniques such 
as sputter deposition [163-164], electrodeposition [165-166] or magnetic powder bonding 
[167-170] in EM VEH have resulted in very low output power (few pW - nW) level. 
Jiang et. al. [163] reported a fully MEMS EM device by bonding a vibrator with 
embedded micro-magnets and a stator with integrated micro-coils. The micro-magnets are 
fabricated by using sputtering deposition of NdFeB/Ta multilayered magnetic films with 
a thickness of 10 μm. A schematic diagram of the device is shown in Fig. 2.26. The 
maximum power output of the energy harvester at 115 Hz is approximately 12 nW at an 
input acceleration of 1.17g. Han et. al. [165] reported an in-plane moving MEMS EM 
generator where CoNiMnP hard magnetic alloy is electroplated onto the vibration plate 
instead of manually assembling bulk magnets. The in-plane device (Fig. 2.27) with 
integration approach condenses the device's volume to 67.5 mm
3
. The proposed structure 
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with an integrated magnet array can generate 11.2 nW maximum output power at a 
frequency of 48 Hz with a matched load of 15.8 Ω. 
 
Fig 2.26: (a) Structure of the sputtered magnet EM energy harvester [163]. (b) 
Micrograph of the vibrator layer with integrated micro-magnet array and silicon micro-
springs. 
 
Fig. 2.27: SEM images of the fabricated fully MEMS device [165] (a) top view ofthe 
device, (b) the folded beam and 10 m gap,(c) the electroplated copper coil, and (d) the 
electroplated CoNiMnP magnet array. 
Wang and Arnold [167] reported three different designs of integrated EM harvester that 
utilize embedded NdFeB powder micro-magnet technology whereas a PDMS diaphragm 
acts as the resonator. The structures with among the smallest volume (4 – 15 mm3) 
magnetic generator reported to date, produce very little load power even at a reasonably 
high acceleration. A novel fully integrated micro-scale EM device using micro-patterning 
of bonded magnets was reported by Tao et. al. [168]. The magnetic material utilized is a 
polymer composite, consisting of a commercially available NdFeB powder dispersed in 
epoxy. The prototype (20 mm³), which is shown in Fig. 2.28, is fabricated using UV-
LIGA technology and microelectroplating technology. The fabricated device can generate 
61 | C h a p t e r  2 :  V i b r a t i o n  E n e r g y  H a r v e s t i n g :  S t a t e - o f - t h e -
a r t  
 
a maximum peak-peak voltage of 20.9 µV at the device’s resonance frequency of 365 Hz 
and input acceleration of 1g. 
 
Fig. 2.28: Schematic of the device with micro-patterned, NdFeB powder bonded magnets 
[168]. 
In other approaches, the micro-coil is integrated on to the moving silicon paddle which 
experiences a varying magnetic field due to the relative motion with respect to static 
NdFeB bulk magnets [133-135, 138, 142-143, 171-172]. The output power is also found 
to be low in such cases due to poor magnetic flux linkage and smaller proof mass. Liu et. 
al.. [142] reported a micro-scale ultra-wide bandwidth device (Fig. 2.29) where nonlinear 
effects from different vibration modes are utilized to produce a wideband output. In spite 
of the wideband nature, the peak output power from the device is significantly low due to 
the above mentioned reasons. 
The same group from the National University of Singapore has reported a number of 
other topologies [133-135, 143], where in spite of the interesting device dynamics, the 
final output power is quite low due to the above mentioned drawbacks. Recently, Zhang 
et. al. [171] developed two micro-fabricated devices (one with a coil proof mass and the 
other with a magnet proof mass) suspended by silicon springs, as shown in Fig. 2.30(a) 
and Fig. 2.30(b). Rapid spatial variations of magnetic field are produced by alternately 
polarized NdFeB magnet array, and are coupled and aligned to an array of multiple-turn 
spiral coils. Experimental results show that the energy harvester with a coil proof mass 
generates an induced peak-peak voltage of 18.2 mV with 0.75 μW power output (into 
13.8 load) when it is vibrated at 410 Hz with a vibration amplitude of 6.7 μm 
(corresponding to 4.5 g acceleration). The other device with a magnet array proof mass 
generates a voltage of 16.8 mV with 0.82 μW power output (into 10.8 load) when it is 
vibrated at 350 Hz with a vibration amplitude of 9.1 μm (corresponding to 4.5 g 
acceleration). 
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Fig. 2.29: Schematic of the ultra-wide EM generator reported by Liu et. al. [142]. 
 
Fig. 2.30: (a) The fabricated VEH device with coil proof mass. (b) Photos of front side 
and backside of the fabricated EM harvester with magnet proof mass [171]. 
Another key element for efficient EM transductions is the micro-fabricated pick-up coils. 
Liu et. al. [142] reported in-plane moving EM harvesters where two layers of aluminum 
coil are sputtered onto the movable silicon structure. A similar sputtered, double layer 
coil is used in other works as well [133-135, 143]. Recently, Tao et. al.. [138] have used a 
planar Cr/Au sputtered coil (350 nm thick). The thickness of the sputtered metallic layers 
is normally small due to the slow deposition rate and reported sputtered metals such as Al 
or Au has higher resistivity than copper. Eletroplated planar copper coils were previously 
used [171-172] as opposed to sputtered coils in order to develop thick conducting layers. 
Zorlu et. al. [173] reported electroplated double layer copper coils with each layer having 
41 turns, integrated on a parylene cantilever. A smaller proof mass in the developed 
structure resulted in a high (> 1 kHz) resonance frequency. Other than low Young 
modulus polymer materials like parylene [129, 173] and PDMS [167, 174], researchers 
have exploited other materials for developing the resonating spring in a MEMS 
compatible process. These include an electroplated Ni spring [175-176], and wet-etched 
copper foil [177] to name a few. It can be concluded from this review is that high flux 
linkage through proper configurations of magnet and coil, along with development of 
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suitable MEMS components, are essential to improve the performance of micro-
electromagnetic energy harvesters. 
Table 2.3 summarizes the performance parameters of all the different MEMS EM 
generators discussed so far. Again, like Table 2.1, the NPD metric is used for comparison. 
However, there are a number of devices which are wideband or multi-frequency. Hence it 
is not perfect to compare the peak output power for them as a significant amount of power 
is generated over a wideband. But for initial comparison, still the NPD parameter is 
considered. 
Reference 
MEMS 
Component 
Volume 
Input 
Acceleration 
(g) 
Frequency 
(Hz) 
Output 
Power 
(µW) 
NPD 
(kg.s.m
-3
) 
Jiang [163] Fully MEMS 0.1 1.17g 115 1.2×10
-4
 8.8×10
-7
 
Tanaka 
[164] 
Fully MEMS 0.08 15.79g 100 12×10
-3
 6.01×10
-6
 
Han [165] Fully MEMS 0.0675 1.2g 48 11.2×10
-3
 1.2×10
-3
 
Han [166] Fully MEMS 0.0125 1g 64 3.75×10
-4
 3×10
-4
 
Wang 
[167] 
Fully MEMS 
(PDMS 
membrane) 
0.014 1g 530 2.3×10
-5
 1.64×10
-5
 
Tao [168] Fully MEMS 0.02 1g 365 - - 
Zhang 
[169] 
Fully MEMS 0.22 6.31g 400 0.55×10
-3
 6.28×10
-7
 
Miki [170] Fully MEMS 0.1 1.7g 94.9 0.76×10
-3
 2.63×10
-5
 
Liu [143] 
MEMS 
spring & coil 
0.158 1g 383.7 0.59× 10
-4
 3.73×10
-6
 
Liu [142] 
MEMS 
spring & coil 
0.032 3g 146.5 2×10
-3
 6.9×10
-5
 
Liu [133] 
MEMS 
spring & coil 
0.032 1g 840 5.5×10
-3
 1.7×10
-3
 
Liu [134] 
MEMS 
spring & coil 
0.036 1g 1285 16×10
-3
 4.4×10
-3
 
Tao [138] 
MEMS 
spring & coil 
0.29 0.12g 391 0.96×10
-3
 2.3×10
-3
 
Zhang 
[171]
1
 
MEMS 
spring & coil 
0.67 4.5g 410 0.75 6.01×10
-4
 
Zhang 
[171]
2
 
MEMS 
spring & coil 
0.09 4.5g 350 0.82 4.5×10
-3
 
Kulkarni 
[172]
3
 
MEMS 
spring & coil 
0.1 1g 9830 23×10
-3
 2.3×10
-3
 
Sari [129] 
MEMS 
spring 
(parylene) & 
coil 
1.4 ~60g 4500 0.4 7.93×10
-7
 
Zorlu 
[173] 
MEMS 
spring 
(parylene) & 
0.17 1g 10 18.5×10
-3
 1.1×10
-3
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Reference 
MEMS 
Component 
Volume 
Input 
Acceleration 
(g) 
Frequency 
(Hz) 
Output 
Power 
(µW) 
NPD 
(kg.s.m
-3
) 
coil 
Khan [174] 
MEMS 
spring 
(PDMS) 
2.25 3g 108.4 68 33.6×10
-3
 
Wang 
[175] 
MEMS 
spring 
(electroplate 
nickel) & 
coil 
0.31 0.8g 280.1 21.2 1.06 
Dai [176] 
MEMS 
spring 
(electroplate 
nickel) & 
coil 
0.11 0.8g 180 - - 
Khan [177] 
MEMS 
spring 
(etched 
copper foil) 
& coil 
1 13.5g 371 10.7 5.87×10
-4
 
Table 2.3: Comparative study of different wideband techniques reported for VEH 
devices. 
1
Coil proof mass; 
2
Magnet proof mass; 
3
Prototype B 
 
 
Fig. 2.31: EnOcean energy harvester ECO 200 [178]. 
2.5. Commercially Available VEH Products: 
Vibration based energy harvesting have been recognised as one of the promising topics 
due to its potential to power low-power electronic devices. During the last years, different 
harvesters have been designed not only for academic research but also by a number of 
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industrial companies for a range of specifically selected applications. Probably the best 
known harvester is the device of EnOcean GmbH [178] that is usually installed into light 
switches. The device (Fig. 2.31) harvests energy (typical energy output 120-210 μJ at 2V) 
for sending three radio telegrams when the switch is pressed and allows a plug-and-play 
switch design. 
 
Fig. 2.32: Microgen Piezo-MEMS VEH device [180]. 
 
Fig. 2.33: MIDE PPA products comparison in terms of output power when tuned to 60 
Hz [181]. 
Perpetuum Ltd. [179], a spin-off company from the University of Southampton, has 
specialized in developing linear EM generators for a number of low frequency 
applications including rail sensor nodes and industrial WSNs. According to their claim, 
the energy harvesters are designed to last over 100 years without maintenance, and the 
sensor nodes 20 years, easily outlasting other battery-only powered systems. The low 
frequency (25, 30, 50, 60, 100, 120 Hz respectively) harvesters are quite bulky (mass = 1 
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kg) including some basic power conditioning circuits and are capable of generating high 
output power at two standard output voltages (5V and 8V). 
Microgen Systems has specialised in Piezo-MEMS generators (Fig. 2.32) having a 
volume of 1.2 cm
3. They have three different ‘BOLT’ family products [180] operating at 
100 Hz, 120 Hz and 500 Hz respectively. Each of the devices can generate an open circuit 
AC output of >15V and optimal output power of 75 μW at <0.1g acceleration. The 
devices use an AlN piezoelectric layer for power generation.  
Mide Technologies PPA standard products [181] utilize the piezoelectric PZT 5H to 
convert mechanical energy in the form of vibration or shock into electrical energy. All of 
the PPA products can be tuned to a wide range of frequencies by changing the tip mass. 
Fig. 2.33 compares the power output for each product when there is the maximum tip 
mass added, which represents the lower limit of the products frequency range if the 
clamping configuration is not changed. 
While all of these products are linear or narrow-band, recently Flexous [182], a Dutch 
company, developed a wideband nonlinear generator operating below 100 Hz. Their 
product, HiPER-D, can generate up to 79 mW output power with a DC output voltage 
between 3.4 – 5.6V. The product uses EM transduction, and weighs only 82 gm. 
2.6. Power Management Electronics for Electromagnetic Energy 
Harvesters: 
2.6.1. Introduction: Since the VEH devices generate a time-varying voltage, it needs to 
be rectified before applying to some battery system or modern sensor devices. 
Additionally, the constant power and voltage levels may be required under varying load 
conditions, so power/voltage regulation must also be included in the power electronics. In 
short, power management is as important as power generation for efficient and effective 
operation of an energy harvesting module. In addition to efficient performance, the power 
electronics should be relatively small in size compared to the generator device. Arnold 
[162] reviewed micro-scale magnetic generators with a brief overview of typical interface 
circuits and addressed the need for advanced power processing circuits, particularly for 
low-power and low-voltage applications. Similar conclusions are found in the review of 
piezoelectric harvesters and their associated interface circuitry by Anton and Sodano 
[183], emphasizing the importance of complete system optimization. Dicken et. al.. [184] 
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also reported different power extraction circuits, particularly for piezoelectric generators, 
and found that the single-supply pre-biasing circuit has the highest power density among 
the reported topologies. Szarka et. al.. [185] summarizes the state-of-the-art in power 
electronics circuits within the field of energy harvesting. They pointed out the 
corresponding challenges as: 
 Development of topologies which can start at very low voltage output from the 
harvester (few to few hundred millivolts).  
 Controlling the input impedance of the interface electronics circuit in order to match it 
with the output impedance of the transducer. 
 Improving the conversion efficiencies of switching converters at microwatt power 
levels.  
 Developing power efficient control techniques that optimize harvester utilization using 
system-level power management concepts.  
An important point that is mentioned by Szarka et. al. [185] is that the challenges 
associated with energy harvesting systems designed for naturally occurring vibrations that 
are complex, non-sinusoidal excitations whose magnitude and frequency spectrum vary 
significantly over time require more attention before kinetic energy harvesting can be 
used as an alternative power source in a wider range of applications. 
 
Fig. 2.34: Block diagram of complete energy harvesting system. 
The generic block diagram of an energy harvesting system is shown in the Fig. 2.34 
which consists of two major components – a mechanical-to-electrical transducer (which is 
basically the energy harvesting device) and a Power Management Unit (PMU). This 
shows that not only conversion of power from mechanical to electrical domain is 
important but also the efficient conversion of raw power from the transducer to usable 
form is equally important. The term ‘efficiency’ in the PMU is used in terms of power 
conversion/transfer efficiency.  
2.6.2. Equaivalent Circuit Model of EM VEHs: It is known from circuit analysis theory 
that maximum power transfer from a DC voltage source to a pure resistive load occurs 
68 | C h a p t e r  2 :  V i b r a t i o n  E n e r g y  H a r v e s t i n g :  S t a t e - o f - t h e -
a r t  
 
when the source resistance is equal to the load resistance. In the case of an AC voltage, 
the same happens when the load impedance is the complex conjugate of that of the 
source. An EM generator can be primarily considered as a AC voltage source with some 
source impedance where the impedance accounts for the coil resistance and inductance 
and the voltage source represents the time varying EMF generated at the coil as relative 
motion between magnet and coil occurs. However, the actual representation of energy 
harvesters is not as simple as that. This is because the source impedance is directly 
dependent on the type of the harvester and on the operating condition which changes 
continuously. Hence, matching the harvester output impedance under all operating 
conditions is extremely difficult. Besides that the impedance of vibration driven 
harvesters are also linked to the mechanical characteristics of the device like damping, 
spring stiffness, mass, etc. Typically, the generated voltage from EM VEH devices are 
low (few mV to few V) compared to that of piezoelectric or electrostatic (few to tens of 
V) ones. While the sources impedance of EM VEHs (< 10 kΩ) are significantly low 
compared to that of other counterparts (≥ 100 kΩ). Hence to model the input of the PMU 
efficiently, a number of equivalent circuits of VEH devices have been reported in the 
literature. Two different configurations of equivalent circuits have been demonstrated for 
EM VEH devices based on second order spring mass damper approximations. 
 
Fig. 2.35: First equivalent circuit of EM energy harvesters [185-186]. 
In the first circuit [185-186], a series connection of a resistance (b - damping) and a 
capacitance (k - spring constant) model the most significant effects. The series connection 
in the mechanical domain is preceded by a parallel connection of voltage source v(t), 
representing the velocity and a inductance (m – proof mass). As shown in Fig. 2.35, the 
mechanical and electrical energy domains are a linked gyrator. An ideal gyrator neither 
stores nor dissipates energy; it serves to interface different energy domains. The portion 
to the left of the gyrator represents the mechanical domain, and the portion to the right of 
the gyrator represents the electrical domain.  
69 | C h a p t e r  2 :  V i b r a t i o n  E n e r g y  H a r v e s t i n g :  S t a t e - o f - t h e -
a r t  
 
Another form of equivalent circuit model [53, 126] for EM generator is given in Fig. 
2.36. Here the electromechanical transducer is represented by a parallel RLC circuit 
where the capacitive, resistive and inductive components account for the mass, damping 
and mechanical stiffness parameters. The input force is modelled using a current source 
which is dependent on the base acceleration. A load resistance is connected externally to 
model the harvesting devices, which is not an actual case when the same is interfaced 
with some load electronics. Instead load resistors overestimate the power which can be 
actually delivered. Therefore a number of works have been reported in order to develop 
an efficient power management circuit keeping in mind the different operating conditions 
of the harvester. 
 
Fig. 2.36: Second equivalent circuit of EM energy harvesters [53, 126]. 
 
Fig. 2.37: (a) Single Villard voltage double and (b) cascaded Villard voltage multiplier 
[199]. 
2.6.3: Reported Topologies: The simplest AC/DC converters that are reported are 
normally consists of half-wave [187] or bridge [188] rectifier and smoothing capacitors 
for processing the generated AC signal. Often a step-up transformer is used in order to 
increase the low output voltage from an EM generator. But the AC/DC conversion 
efficiency tends to be low as a significant part of the generated power is used to turn on 
the rectifying diodes. Some works on piezoelectric transducers with relatively high output 
voltage have reported sophisticated power processing implementations for AC/DC 
conversion [188-190]. There are a few examples in the literature that combine an 
electromagnetic energy harvester with customized power electronics for a full system 
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solution [191-195]. An improved version of the passive rectifier is the gate cross coupled 
rectifier [196] where a pair of diode connected transistors is replaced with a pair of cross-
connected NMOS transistors, which have lower drain-to-source voltage drop (compared 
to the threshold voltage) which increases the conversion efficiency. In another study, a 
passive full wave rectifier configuration is proposed which employs the cross connected 
configuration and a boot-strap rectifier (BSR) in order to reduce the threshold voltage of 
the diode connected transistors, increasing the conversion efficiency to reach a maximum 
of 65%. Alternatively, active rectifiers can be used to rectify the AC voltages with a very 
high efficiency; however, they need an extra battery to power up their internal circuitry 
[197-198]. 
 
Fig. 2.38: Five stage Dickson charge pump reported by Torah et. al. [200]. 
On the other hand, to comply with the load electronics or to utilize sufficient efficiency of 
the power conditioning circuits, the amplitude of the rectifier circuit must also be 
increased. A common approach is to use a charge pump or voltage multiplier circuit. 
There are two main configurations of voltage multiplier, namely, the Villard cascade and 
the Dickson configuration. The circuits operate by charging a capacitor in one half of the 
AC input cycle and then discharging it into the next stage of the circuit during the second 
half of the cycle. The number of stages in the circuit determines the multiplication level 
of the original input signal. Furthermore, the circuit behaves as a rectifier and therefore 
the final output is DC. In [199], cascading multiple stages of the Villard multiplier (Fig. 
2.37) results in a boost of the voltage from the transducer. The advantage of such 
multiplier circuits over transformers is the ability to step-up without using any magnetic 
components, which reduces the effects of component parasitics and simplifies the 
integration techniques. Torah et. al. [200] reported the development and implementation 
of an energy-aware autonomous wireless condition monitoring sensor system (ACMS) 
where voltage rectification and multiplication is obtained using a five stage Dickson 
charge pump (Fig. 2.38). The switching loss is minimized by using Schottky diodes. The 
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rectified voltage is stored in a super-capacitor. It is found that the regulator tried to 
operate before the input voltage reached the specified minimum value, resulting in the 
regulator sinking current from the super-capacitor at a rate that increased with applied 
voltage. As a result, the voltage of the super-capacitor stops increasing beyond a certain 
minimum value with the result that the regulator can never switch on properly. To 
overcome this problem a cold start circuit is used. It consists of a low power voltage 
detector Torex XC61C (power consumption around 1.4 W) with a specified switching 
voltage of 2V and an N-channel MOSFET ZXMN2B01F. Due to hysteresis in the 
switching value of the Torex XC61C, it will not immediately turn off when the super-
capacitor voltage temporarily drops below 2V. 
Mitcheson et. al. [201] proposed a dual-polarity boost converter to separately process the 
positive and negative half cycles of the generated voltage. Diode rectification is replaced 
in the circuit by alternate activation of one of two voltage boost circuits. This is a form of 
synchronous rectification which avoids a series connection of a separate rectifier and 
voltage converter. To limit the step-up ratio, the two circuits will provide half the output 
voltage each. As shown in Fig. 2.39, among the two boost converter sub-circuits, one is 
configured to produce the top half of the output voltage when the generator voltage is 
positive and the other is configured to produce the lower half when the generator voltage 
is negative. As the harvested voltage is small, it is not able to forward bias the parasitic 
diodes of the MOSFETS. Hence, to prevent conduction in the negative polarity boost 
converter when the generator voltage is positive, it is enough to hold off the MOSFET of 
the negative polarity converter. The efficiency of this topology is limited up to 50% due 
to the power loss of the MOSFET. 
 
Fig. 2.39: Dual-polarity boost converter, proposed by Mitcheson et. al. [201]. 
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Dayal and Parsa [202] proposed a topology (Fig. 2.40) based on a buck-boost 
configuration (using a single inductor only, where the main advantage is that the power 
extracted from the input only) depends on the duty cycle of the converter and not on the 
load characteristics. The converter uses a bidirectional switch to perform the voltage 
conversion. As the diodes D1 and D2 in this converter are on the output side, the average 
current through them is low, resulting in the significantly lowered loss. The converter is 
operated in discontinuous conduction mode (DCM) to reduce switching losses and to 
enable simple feedback control. The efficiency of the converter is estimated to be around 
61%. 
 
Fig. 2.40: Single inductor buck-boost converter for electromagnetic generators [202]. 
 
Fig. 2.41: (a) The active full-wave rectifier configuration uses an active diode, (b) the 
adaptive charge pump interface comprises the input-load adapting charge pump. 
For efficient ultra-low voltage rectification, Maurath et. al. [203] introduced ab active 
full-wave rectifier (Fig. 2.41(a)) that comprises a cross-coupled transistor rectifier and an 
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active diode, which prevents reverse current flows. To overcome the drawbacks of full-
wave rectifiers i.e. limited conduction angle and lack of maximum power point tracking, 
an input load adapting charge pump (Fig. 2.41(b)) replaces the active diode. The adaptive 
charge pump interface provides maximum power point tracking by adaptation of its input 
load. While the active rectifier offers low voltage drops, low complexity and ultra-low 
power consumption, the adaptive charge pump allows dynamic maximum power point 
tracking with implicit voltage up-conversion. The active full wave rectifier has the high 
efficiency of over 90%, over a very wide operation range between 0.5 V and 3.3 V while 
the adaptive charge pump with dynamic maximum power point tracking has limited 
efficiency of 48% due to intrinsic charge pump losses. Here it is to be mentioned that a 
maximum power point tracking (MPPT) circuit is used to increase the harvested power by 
optimizing the load to extract maximum available power from the device.  
Szarka et. al. [204] later developed a fully autonomous circuit for a low power EM 
generator which can start up at zero energy storage. Zero-energy start-up is provided by a 
passive voltage multiplier circuit that is automatically disconnected when the active 
power converter circuit becomes operational. The main power converter is a 
nonsynchronous full-wave boost rectifier, as shown in Fig. 2.42, which provides 
rectification and voltage boosting in a single stage. The parasitic coil inductance, which is 
considered to be negligible at the mechanical resonance frequency, is significant at the 
switching frequency of the power converter and is used to eliminate the need for an 
additional boost inductor. The proposed circuit also uses MPPT to control the input 
impedance of the converter, preserving maximum output power. Consequently, near-
optimum damping conditions for the energy harvester are maintained independently of 
variations in the output voltage, the conduction mode, and the excitation magnitude. A 
harvester utilization of up to 89% is achieved through the proposed circuit, which leads to 
an overall system effectiveness up to 70%. 
The purpose of the above review is to highlight the current trends in power management 
electronics for electromagnetic energy harvesters. One thing which is clear from the 
above discussion is that efficient voltage rectification and step-up of the generated voltage 
is a key challenge for electromagnetic transducers because of the low AC output voltages 
(typically mV order) from the harvester. A generic problem with energy harvesters is that 
not always sufficient energy is available from an energy storage device to start the voltage 
regulation circuit properly. Hence, a cold start circuit is needed for low energy conditions. 
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On the other hand, a maximum power point tracking circuit with boost converter can 
possibly optimize the load condition at steady state under varying operation conditions. 
However, an efficient combination of all of these components is not much reported in the 
literature. 
 
Fig. 2.42: Circuit schematic of a nonsynchronous, full-wave boost rectifier that uses the 
parasitic coil inductance as the boost inductor. 
2.7. Conclusions:  
This chapter has reported the state-of-the-art literature in the vibration energy harvesting 
field with particular emphasis on EM generators. While earlier reported generators are 
mostly resonant or low frequency non-resonant using various transduction mechanisms 
like electromagnetic, piezoelectric and electrostatic, the miniaturization of the devices has 
remained an open problem in this field. This is due to the fact that power density drops 
drastically with scaling. This problem is significant for EM devices due to unfavourable 
scaling effects. Additionally, the challenges faced in integration of EM transducers due to 
presence of permanent magnets and the requirement for a high efficiency micro-coil have 
evoked a significant number of research works. Thus devices with different sizes (macro, 
meso and MEMS scale) have been reported.  
To operate the device over wide range of frequencies, a number of approaches have been 
undertaken like resonance frequency tuning, multi-frequency generator development and 
nonlinear energy harvesting. Among these, nonlinear techniques are attractive as 
comparatively large bandwidth can be obtained from a single device without any external 
supply of energy as in the case of resonance frequency tuning. Multi frequency generators 
are suitable only if discrete frequency peaks are available in the operating environment. 
However, nonlinear oscillator based devices also suffer from the disadvantage of multi-
stability where a number of steady states with different output amplitudes are available 
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over a certain frequency range. Thus practical implementation of nonlinear generators is 
still a question. 
On the other hand, efficient power management of the harvester is equally important for 
overall improvement of the system. Particularly for EM harvesters where the generated 
voltage is low, AC/DC conversion is a major concern. Along with that, the start-up 
problem and optimal performance at steady state need to be addressed in the future. 
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Chapter 3 
Theoretical and Experimental 
Techniques 
 
3.1. Introduction: 
This chapter describes the different theoretical and experimental techniques that are used 
throughout this thesis for the design, fabrication and characterization of different devices, 
materials and systems. In general, the development of EM VEH devices is carried out in 
three steps. First, the device is designed and simulated to predict the output response and 
its further optimization. The simulation is carried out in three steps. The mechanical 
structure of the device is simulated using the Finite Element Method (FEM) analysis 
software package COMSOL Multiphysics. The electromagnetic behaviour of the 
designed device is analysed using FEM in the Maxwell Ansoft software package. 
Different mechanical (stiffness, natural frequency) and electrical (electromagnetic 
coupling) static parameters are thus obtained through FEM simulations have been used to 
perform the dynamical modelling of the devices by using numerical solvers in MATLAB. 
Then, the designed devices are fabricated. In this thesis, devices at two different scales – 
Meso (1-10 cm
3
) and MEMS (<1 cm
3
), are reported. Hence the devices are developed in 
different routes as well. The meso-scale devices are assembled using discrete components 
like commercially available miniaturized bulk NdFeB magnets (Magnet Sales Ltd., UK), 
tiny wire-wound copper coils (Recoil Ltd., UK) and fabricated spring structures. The 
meso size spring structures are fabricated using a Laser micromachining process and the 
service is outsourced from an Irish based company, ShipCo Circuit Ltd. The Laser 
micromachining provides better performance in terms of resolution and reduced edge 
roughness compared to the Computer Numerically Controlled (CNC) machining 
technique. On the other hand, the MEMS scale devices are fabricated using standard 
microfabrication techniques using the state-of-the-art Tyndall National Institute 
cleanroom fabrication facilities. Finally, the fabricated and fully packaged devices are 
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characterized. The imaging of the different components of the device is performed either 
under high resolution optical microscope or using Scanning Electron Microscopy (SEM) 
imaging. The VEH devices are characterized using a permanent magnet shaker. The 
electrical outputs are recorded using a digital oscilloscope. A detailed description of the 
experimental setup is given later in the chapter. This thesis also reports the development 
of high performance hard magnetic material. The material is deposited using the 
electrodeposition method. The structural and compositional analysis of the material is 
done using SEM, EDX (Energy Dispersive X-Ray) and XRD (X-Ray Diffraction) 
techniques, while the magnetic characterization is performed using SQUID 
(Superconducting Quantum Interference) Magnetometer in a variable temperature 
platform. In the following sections, all these methodologies are described briefly under 
three headings – theoretical modelling techniques, major fabrication techniques and major 
characterization techniques. 
3.2. Theoretical Modelling Techniques: 
3.2.1. Mechanical Simulation using COMSOL Multiphysics: COMSOL Multiphysics 
[205] is a finite element analysis (FEA) solver and simulation package for solving 
different physics and engineering applications, especially coupled or multiphysics 
phenomena involving mechanical, electrical, magnetic, thermal, acoustic and chemical 
domains. It covers multi-domain packages like MEMS as well. Over the years, the use of 
this software package has increased extensively within both academic and industrial 
worlds. Here, COMSOL Multiphysics is utilized to study the mechanical characteristics 
of the different designed transducers. Static, eigen-frequency and time-domain problems 
are mainly solved using the MEMS module of the software package. The software 
provides an automated solution process where the user provides the geometry, material, 
boundary conditions and solution conditions. The in-built solvers inside the software 
provide both graphic as well as numeric outputs. In the following, a step-by-step 
overview is given to create a 3D design (for a typical case in the reported work, Fig. 3.1).  
Insertion of a 3D model: 3D model space dimension is selected from the model wizard. 
Selection of Physics: The physics of the problem is selected (as an example, Solid 
Mechanics (solid)). Selection of Study: the study domain of the problem is selected 
(eigen-frequency, static, time-domain etc). Creating the Work plane: An X-Y work plane 
is created to draw a projection of the desired geometry. Drawing the Geometry: The 
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desired geometry is drawn using different default shapes like rectangle, square, circle, 
polygon, beizer curve, straight line etc and using different Boolean actions. Extruding the 
Geometry: The work plane is extruded along the z-axis to define the z- or vertical 
dimensions. Different entities can be extruded for different distances to develop a 
complicated design. Defining the Material: COMSOL has a built-in library for a large 
number of materials. Required materials are assigned to the drawn geometries. Setting the 
Boundary Conditions: Boundary conditions of the problem are defined. The fixed 
constraint is used to fix different edges, points or domains. Prescribed displacement can 
be used to set motion in a particular direction. Point/boundary/volume load can be applied 
to insert mechanical force at different levels. Using the parametric study option, user 
defined loads can also be inserted. Setting Mesh Operation: The design is divided in a 
number of meshes for FEM analysis. Computation: The problem is studied to obtain the 
result. 
 
Fig. 3.1: Example of a mechanical structure designed in COMSOL Multiphysics. 
The resonance frequencies of different mechanical structures are simulated using 
COMSOL. Also the force-displacement curves, stress analysis, damped transient studies 
are performed for the purpose of design. 
3.2.2. Electromagnetic Simulation using Ansys Maxwell Ansoft: Ansys Maxwell [206] 
is an interactive software package that uses finite element analysis (FEA) to solve two- or 
three-dimensional (2D/3D) electrostatic, magnetostatic, eddy current, and transient 
parameters. This particular software package is extensively used to design inductors, 
transformers, electromagnetic motors, actuators, sensors and other electromagnetic and 
electromechanical devices while using FEM to solve static, time-domain and frequency-
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domain electromagnetic and electric field problems. Like COMSOL, the advantage of 
Maxwell is its automated solution process which requires the user only to specify the 
geometry, materials and other design parameters. Maxwell automatically generates an 
appropriate mesh for solving the problem. In the following, a step-by-step overview is 
given to create a 2D design (as a typical case in the reported work, Fig. 3.2).  
 
Fig. 3.2: Example of electromagnetic 2D model designed in Maxwell Ansoft. 
Insertion of a 2D design: An X-Y plane graphic interface is used to create a 2D design. 
Setting solution type to transient: This is done in order to perform a time dependent 
solution. Setting solution depth: This defines the dimension of the design in the 
perpendicular or z-direction. Drawing magnet and coil designs: The design is created 
using different drawing tools with specific dimensions and location. Assigning coil and 
magnet materials: This step is used to choose the coil and magnet materials. Copper is 
chosen as the coil material in all cases whereas NdFeB is used as the magnet material in 
most cases unless otherwise stated. The orientation of the magnet is specified by 
modifying the coercivity vector. Defining the number of coil turns and polarity on each 
side: The polarity on each side of the magnet is used to specify the direction of current 
flow in the coil. The number of coil turns (n) is also defined at this stage. Adding winding 
to the coil and define coil resistance: The coil windings are set to stranded for voltage 
properties and coil resistance is defined. Defining the movement band: The movement 
band defines the limit of the displacement of the moving element. Either magnet or coil 
can be included within the moving band. As only one moving object is allowed inside a 
moving band, two sides of a moving coil or different moving magnets must be included 
inside another enclosure to define a single moving element. Creation of balloon: A 
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rectangle is drawn around the complete design as a boundary known as a balloon. All 
results and properties of the design such as magnetic field vectors will be calculated and 
shown inside this boundary. Setting eddy effects: This step is used to analyse the eddy 
current effects of the designed structures. Setting analysis setup: simulation run time is 
selected in this step. Setting Mesh Operation: The design is divided into a number of 
meshes for FEM analysis. Setting coil motion properties: The direction and expression for 
coil movement is defined and the limits to the displacement are also set. Running 
validation check: This step is required to make sure that all necessary steps have been 
carried out prior to analyse the problem. Analysing all: simulation is performed to obtain 
the result.  
Mainly the flux linkage co-efficient is derived from Maxwell simulation by calculating 
displacement and flux linkage over the simulation time and calculating their slopes. 
3.2.3. Numerical Simulation in MATLAB using ode45 Package: This routine uses a 
variable step Runge-Kutta Method to solve differential equations numerically [207]. The 
generalized code for ode45 integration is  
[t, y] = ode45(odefun, tspan, y0), where tspan = [t0 tf] 
which integrates the system of differential equations y'=f(t,y) from t0 to tf with initial 
conditions y0. Each row in the solution array y corresponds to a value returned in column 
vector t. This method is widely used for numerically solving first and second order 
differential equations. The backbone of this algorithm is Runge Kutta 4
th
 order (RK4) 
solver. Let us consider the generalized initial value problem 
 ̇   (   )              (  )     
where y is an unknown function of t. Considering h (h>0) as the step size in the RK4 
algorithm, the approximated solution can be written as 
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Here yn+1 is the RK4 approximation of y(tn+1), which is determined by the present value 
plus the weighted average of four increments according to equation (3.1), where each 
increment is the product of the size of the interval, h and an estimated slope specified by 
function f on the right-hand side of the differential equation. In averaging the four 
increments, greater weight is given to the increments at the midpoint. Examples of 
MATLAB code of the ode45 solver for different differential equations are given in the 
Appendix section. 
3.3. Major Fabrication Methods: 
In the following sub-sections, a brief description of the different fabrication techniques is 
provided for both Meso- and MEMS-scale devices. 
3.3.1. Laser Micromachining: Laser micromachining is a cost-effective alternative to 
lithography and crystallographic etching process for the development of different MEMS 
devices. A high degree of flexibility, contact- and wear-less machining, the possibility of 
high automation, as well as easy integration are some of the most attractive features of 
laser micromachining that allows this tool to be used in a wide field of macro machining 
processes for many materials including silicon, ceramics, metal and polymer [208]. 
Depending upon the fineness of the impact caused by the laser, this machining technique 
can be categorized either as micro- or macro. Normally, a pulsed laser is used for 
micromachining with a power below 1 kW, whereas a continuous wave laser with several 
kW power is used for macromachining purposes. A wide variety of lasers can be used for 
micromachining purposes – from microsecond pulsed (wavelength 9-13 µm) to 
nanosecond pulsed (wavelength 157-353 nm) lasers are used. Presently, laser 
micromachining is accomplished using two major techniques [209]: (i) Direct Laser 
Writing (DLW) using solid state lasers and (ii) Mask Projection (MP) technique using 
conventional masks and excimer lasers. 
DLW [209] is normally used for the so called hard or low sensitivity materials where 
solid state lasers with galvanometer scan heads are required to machine over the surface. 
Optimized beam focussing optics is also used to minimize the beam diameter. This 
method is quite easy and flexible. The design can be easily made in conventional software 
formats like *.DXF or *.GDS and can be transferred to the equipment. However, speed 
limitation and limited applicability to the sensitive materials are major concerns of DLW. 
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Excimer lasers with a shorter wavelength are used for the mask projection (MP) 
technique. This technique, which is mainly used for sensitive materials, is much like 
photolithography. The information is written in a transmissive mask and the laser beam is 
collimated and concentrated before hitting the mask. This process is faster compared to 
DLW but requires a new mask for each new process making it expensive. 
 
Fig. 3.3: (a) Process flow for photolithography. (b) EV 420 double side mask aligner at 
Tyndall National Institute. 
3.3.2. Photolithography: Photolithography or optical lithography is a common process 
step in CMOS and MEMS microfabrication which is used to transfer a geometric pattern 
from a photomask to a light-sensitive chemical, called ‘photoresist (PR)’, on the substrate 
[210-211]. This process selectively removes light sensitive (positive PR) or non-sensitive 
(negative PR) parts of the chemical polymer. The steps of this process are shown in Fig. 
3.3 (a). Photolithography shares same operation principles with photography in the sense 
that the pattern in the etching resist is created by exposing it to light through a photo 
mask. A single process run of photolithography combines several steps in sequence in a 
cleanroom environment using automated or robotic wafer track systems to coordinate the 
process. First the wafer is cleaned using standard wafer cleaning procedures like RCA 
cleaning [212] to remove the contaminations. Then the wafer is heated to a temperature 
that is sufficient to remove any moisture that may be present on the wafer surface. The 
wafer is covered with photoresist by spin coating and the photo resist-coated wafer is then 
prebaked to drive off excess photoresist solvent. After prebaking, the photoresist is 
exposed to a UV light through photomask using a mask aligner. The exposure to light 
changes the PR chemically so that some of the photoresist can be removed by a developer 
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solution (by analogy with photographic developer). Before developing, the wafer is baked 
again (post-bake) to reduce the effect of standing waves caused by the destructive and 
constructive interference patterns of the incident light. For MEMS device fabrication 
reported later in this thesis, the photolithography is performed using the Electronic 
Visions EV420 mask alignment system (Fig. 3.3 (b)). This is an H-line system with 
double-sided mask alignment capabilities and is used for 100 mm (4 inch) wafer 
processing. This mask aligner has the facility for wedge error compensation (WEC) for 
better planarity between the mask and the wafer surface. The top side alignment 
objectives can be changed to a higher magnification (4X) for more precise alignment. The 
following parameters can be changed: exposure time, side of alignment, separation gap of 
6-130µm, proximity gap of 6-130µm, and process type (exposure or bonding). Exposure 
settings can be soft contact, vacuum contact, hard contact or proximity. The illumination 
uniformity for a 4 inch wafer is better than ±3%. 
 
Fig. 3.4: (a) RF chamber. (b) Time multiplexed Bosch etch process. (c) STS ASE Bosch 
etcher. 
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3.3.3. Deep Reactive Ion Etching - Inductively Coupled Plasma (DRIE-ICP)/ Bosch 
Etching: Creating high aspect ratio deep, flat surface holes and trenches are key for many 
MEMS applications. Deep Reactive Ion Etching (DRIE) is an anisotropic etching process 
that is used for those purposes [210]. However, the application space for DRIE extends 
beyond MEMS and is used also for creating trenches for high-density capacitors for 
DRAM, for through silicon via (TSV) technology, etc. There are two main technologies 
for high-rate DRIE: cryogenic and Bosch. But the Bosch process [213] is the most 
commonly recognised technique. Both Bosch and cryo processes can fabricate 90° (truly 
vertical) walls, but often the walls are slightly tapered, e.g. 88° (re-entrant) or 92° 
(retrograde). The Bosch process is also known as pulsed or time-multiplexed etching as 
two modes of the etching process are alternately repeated to achieve nearly vertical 
structures. The entire process is done inside a chamber (Fig. 3.4 (a)) where inductively 
coupled plasma (ICP) is generated through RF coils. The first mode is nearly isotropic 
plasma etch, where a plasma containing ions of sulphur hexafluoride (SF6) attacks the 
wafer from a nearly vertical direction and etch the exposed part of the wafer. Often a thin 
layer of silicon dioxide is used as the mask layer. The second mode is the deposition of a 
chemically inert Octa-fluoro-cyclo-butane (C4F8) passivation layer. Each phase normally 
persists for a few seconds (Fig. 3.4 (b)). The passivation layer protects the sidewalls from 
further chemical attack during the following etch step and prevents further etching. 
During the etching step, the directional ions that bombard the substrate attack the 
passivation layer at the bottom of the trench but not much on the sides. Hence, the 
bombarding ions remove the passivation layer from the bottom and expose the substrate 
to the chemical etchant. The cycle is repeated a number of times until the desired etching 
is obtained. For creating thin movable beam structures in MEMS as required in VEH 
applications, the Bosch etching is a key processing step. The dry etching in the fabrication 
steps reported later is done using STS ASE Bosch etching instrument (Fig. 3.4 (c)). 
3.3.4. Sputtering: The metal deposition in the fabrication processes reported later are 
using the sputter deposition technique. Sputter deposition [210-211] is a method of 
physical vapour deposition for depositing thin films by sputtering material from a target 
and depositing it on to a substrate kept a few cm apart. Sputtered atoms are ejected by the 
striking of Ar ions on the target, into a gas phase and tend to deposit on all surfaces of a 
vacuum chamber. The advantage of sputtering is that a uniform thickness and 
composition of the deposited film can be maintained. There are low levels of 
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contamination in the deposited film. The disadvantage of this technique is that it is slow 
for depositing thick (few microns) films. There are two types of sputtering techniques 
available, RF sputtering and DC magnetron sputtering (Fig. 3.5).  
 
Fig. 3.5: (a) DC Sputtering. (b) RF Sputering. (c) Nordiko N2000 Compact Sputtering 
System. 
In the DC magnetron sputtering technique, the substrate and target are charged using a 
DC supply in the presence of a magnetic field; this increases the ionization of argon ions, 
further improving the deposition rates. Here, there has to be a compromise on the 
maximum number of Ar ions used for striking the target because an increase in Ar ions 
leads to an increase in collisions between target ions and Ar ions. A positive field is 
applied to the target plate which acts as the anode and a negative field is applied to the 
silicon wafers, which act as cathode. For this work, DC magnetron sputtering was used to 
deposit thin seed layers of copper and titanium on insulated silicon wafers. The process is 
done using the Nordiko N2000 compact sputtering system in the Tyndall fabrication 
laboratory (Fig. 3.5 (c)). The disadvantage of DC sputtering is that a positive charge 
builds up at the cathode with depositing electrons and ions. In order to overcome this 
problem, a different approach to charging the target and the substrate is required; this is 
done by RF sputtering. RF sputtering uses an RF source to charge the substrate and the 
target. The electrons and ions move depending on the charging and discharging of the 
plasma. The heavy ions cannot follow the quick switching of charges, thus reducing the 
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number of collisions and leading to lower working pressures for deposition. RF sputtering 
is used to deposit on dielectric substrates. 
 
Fig. 3.6: Illustration of the electrodeposition process. 
3.3.5. Electrodeposition: Electrodeposition, also called electroplating or electrolytic 
deposition, is one of the well-known method for deposition of metal or metallic alloy 
[214]. In this process, the substrate to be plated forms the cathode and the anode is made 
of the metal to be plated on the cathode. Both electrodes are immersed in a solution called 
an "Electrolyte" containing one or more dissolved metal salts as well as other ions that 
permit the ionic flow. A direct current source supplies a current to the anode causing the 
metal ions in the electrolyte solution to lose their charge and plate out on the cathode. As 
the electrical current flows through the circuit, the anode slowly dissolves and replenishes 
the ions in the bath. A schematic of the electrodeposition process is shown in Fig. 3.6. 
The thickness of the electrodeposited layer on the substrate is controlled by the time 
duration of the plating and the applied current/ potential. The longer the time the substrate 
remains in the operating plating bath, the thicker the resulting electroplated layer will be. 
The thickness depends on the applied current/ potential across the two electrodes as well.  
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3.4. Major Characterization Methods: 
3.4.1. Microstructural Characterization using Scanning Electron Microscopy (SEM) 
coupled with Energy Dispersive X-Ray Spectroscopy (EDS): 
 
Fig. 3.7: (a) Operation principle of SEM. (b) FEI Quanta 650 SEM. 
A scanning electron microscope (SEM) is a type of electron microscope that produces 
images of surfaces or three-dimensional objects by scanning it with a focused beam of 
electrons. It is widely used to examine microscopic details of surfaces and sectioned 
samples and to identify and analyse required features for a wide range of investigation 
applications. The main components of a typical SEM are electron column, vacuum 
system, scanning system, detector, and electronics controls [215]. The electronic consoles 
have control blocks that allow for instrument adjustments such as filament current, 
accelerating voltage, focus point, magnification, brightness, contrast, etc. As shown in 
Fig. 3.7 (a), the electron column of the SEM consists of an electron gun which generates 
free electrons under vacuum, accelerates to high energy (1-40 keV) and focused to a 
small diameter using two or more electromagnetic condenser lenses to probe small, 
focused electrons on the specimen. The lower portion of the column is called the 
specimen chamber. The secondary electron detector is located above the sample stage 
inside the specimen chamber. Specimens are securely mounted on the stage which is 
controlled by a goniometer. The stage is capable of undergoing x-, y- and z-directional 
movement, 360
ᵒ 
rotation and tilting for the convenience of the user. 
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The SEM provides a collimated electron beam under vacuum pressure of ≥ 5×10-5 Torr. 
The high vacuum pressure is needed to control the temperature of the filament as the 
current passes through it, to maintain a clean environment for the column optics to 
operate and to ensure that the electrons can reach the sample chamber without any 
interference from dust particles. Most SEMs can generate an electron beam with a spot 
size less than 10 nm with a probe diameter in the range of 1 nm to 1 µm and a probe 
current of pA to µA. Electromagnetic radiation is generated from the surface of the 
specimen due to accelerated electrons. There are different kinds of signals produced due 
to the electron’s interaction with the sample. In SEMs, an electron source is used instead 
of light as the illumination source, which improves the resolution considerably compared 
to conventional microscopes. Due to the nature of interaction between the electron beam 
and the specimen, a number of signals can be used to gather information from or near the 
surface of the specimen. In SEM, visual examination of the surface of a sample utilizes 
two types of signals: (a) secondary electrons (low energy, result of inelastic collision and 
scattering of incident and specimen electrons). These are used for high resolution 
inspection of the surface structure (~10 nm). (b) back scattered electrons:  (resulting from 
elastic collision and scattering between incident electrons and the specimen nuclei or 
electrons). They are generated from the surface of the material and are used to study the 
topological variations and atomic ratio contrast with a resolution of > 1 μm. Among the 
other types of signals, the generated x-ray signal from the above mentioned interaction is 
the only other signal that is used for SEM. The recombination interactions between free 
electrons and positive electron holes that are generated within the material emit the x-ray 
signal and it can originate from further inside the surface of the specimen, allowing 
determination of elemental composition through EDS (Energy Dispersive X-ray 
Spectroscopy) analysis. This is possible due to the fundamental principle that each 
element has a unique atomic structure allowing a unique set of peaks on its 
electromagnetic emission spectrum, which is also the basis for any kind of spectroscopy. 
Throughout this thesis, the microstructural and elemental analysis is performed using the 
FEI Quanta 650 SEM instrument which is shown in Fig. 3.7 (b). 
The electron microscopy of non-conductive materials is difficult due to charging effect. 
Hence, those samples are attached to a conductive specimen holder (carbon substrate/ 
copper tape) or sputter coated with a very thin layer of conductive material (Au, Pt, Pd, 
their alloys) or carbon.  
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3.4.2. Microstructural Characterization using X-Ray Diffraction (XRD): 
X-ray Diffraction (XRD) is one of the most well-known, non-destructive and rapid 
analytical techniques [216] which are primarily used for phase identification of a 
crystalline material and are also used to gather information about unit cell dimensions. 
The analyzed materials in XRD can be powder, homogenized and average bulk in 
composition. The XRD technique is based on the Debye-Scherrer method.  
 
Fig. 3.8: (a) Illustration of the operating principle of X-Ray Diffraction (XRD) method. 
(b) PANalytical X'Pert Pro MPD X-ray Diffractometer (XRD). 
In 1912, Max von Laue, a German physicist discovered that x-rays can be diffracted using 
an ordered array of atoms in a crystal and thus crystals can be used as a ‘diffraction 
grating’ for x-rays. X-ray diffractometers have three major parts: an x-ray tube, a sample 
holder, and an x-ray detector. The monochromatic radiation of x-rays is generated by a 
filtered cathode ray tube by heating a filament to produce electrons, which is then 
collimated and concentrated by applying a voltage, and directed toward the sample. When 
electrons have sufficient energy to disrupt the inner shell of electrons of the target 
material, characteristic x-ray spectra are produced. The interaction of the incident rays 
with the sample produces constructive interference (and a diffracted ray) when conditions 
satisfy Bragg's Law (Fig. 3.8 (a)). According to Bragg’s law, if the spacing between 
reflecting planes is d and the glancing angle of the incident x-ray beam is θ, then the path 
difference for waves reflected by successive planes is        . Hence the condition for 
diffraction (the Bragg condition) is            where n is an integer and λ is the x-ray 
wavelength. These diffracted X-rays are then detected, processed and counted. The 
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sample is scanned through a range of 2θ angles, for all possible diffraction directions of 
the lattice obtained due to the random orientation of the material. Conversion of the 
diffraction peaks to d-spacings allows identification of the crystal phase because each 
phase in a material has unique d-spacings. This is done by comparing the d-spacings with 
standard reference patterns. 
The x-ray spectra consist of several components, the most common being Kα and Kβ. Kα 
in turn consists of Kα1 and Kα2. Kα1 has a somewhat shorter wavelength and double 
intensity compared to that of Kα2. These specific wavelengths are characteristic of the 
target material. Kα1 and Kα2 are sufficiently close in wavelength and therefore a weighted 
average of the two is used. Commonly, x-rays are collimated and directed onto the sample 
using Cu Kα radiation with a wavelength of 1.5418 Å. The detector records and processes 
the x-ray signal data and converts it into a count rate which is then output to the user 
interface. The geometry of the x-ray diffractometers are such that as the sample rotates in 
the path of the collimated x-ray beam at an angle θ, the detector which is mounted on an 
arm of the instrument maintains an angle of 2θ with the incident beam. The instrument 
used to maintain the angle and rotate the sample is termed a goniometer. The count rate 
output from the measurements is plotted against 2θ, which is called the X-ray diffraction 
pattern or diffractogram of the material. The diffractograms are unique for every material 
from which one can analyze the crystallographic structure of the material and characterize 
them by comparing with diffractograms from known standards databases. For 
characterization of materials in this thesis, the PANalytical X'Pert Pro MPD X-ray 
Diffractometer (XRD) instrument is used. 
3.4.3. Magnetic Characterization using SQUID Magnetometer: The magnetic 
property characterization of the developed hard magnetic materials is performed in the 
Quantum Design Superconducting Quantum Interference Device (SQUID) magnetometer 
(Field Range: 5T) Magnetic Properties Measurements System (MPMS-XL5). The main 
components of this measurement system [217] consist of (a) Temperature control system 
(to precisely control the sample temperature between 1.8 - 800K). (b) Magnet control 
system (current from a power supply is used to generate a magnetic field between +5T to 
-5T in the coil). (c) Superconducting SQUID amplifier system (The RF SQUID detector 
is the most crucial part which provides reset circuitry, auto-ranging capability, a highly 
balanced second-derivative sample coil array and EMI protection). (d) Sample handling 
system (to move the sample smoothly through detection coils). (e) Computer operating 
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system (for automation and user interface). Using superconductivity at liquid Helium 
temperature is a key technology for SQUID MPMS which allows for the generation of a 
very large, stable magnetic field and at the same time detection of very small changes in 
the field.  
 
Fig. 3.9: The equivalent circuit of a SQUID magnetometer. 
A SQUID magnetometer comprises two superconductors separated by thin insulating 
layers to form two parallel Josephson junctions. The operational principle of a SQUID 
magnetometer is based on magnetic flux quantization in a superconducting cylinder 
which makes measurements of very highly sensitive voltage, current and magnetization 
possible. According to the Josephson Effect, the electrical current density through a weak 
electric contact between two superconductors depends on the phase difference ϕ(t) 
between the two superconducting wave functions. The voltage across this weak contact is 
related to the time derivative of the aforementioned phase difference as  ( )  
 
  
  
  
. The 
phase difference ϕ(t) is additionally influenced by the magnetic flux Φ through this ring. 
Hence, this arrangement can be used to convert magnetic flux into an electrical voltage.   
The equivalent circuit of a SQUID magnetometer [217] is shown in Fig. 3.9. When the 
sample is moved up and down it produces an alternating magnetic flux in the pick-up coil 
.The magnetic signal of the sample is obtained via a Superconducting pick-up coil with 
four windings which receives this magnetic signal. The magnetic flux is transferred from 
the measuring sample to an RF SQUID device which is at liquid helium temperature. This 
part of the equivalent circuit works as magnetic flux to voltage converter. The converted 
voltage is amplified and read out by the magnetometer’s electronics. The output voltage 
gradually changes due to the change of magnetic field resulting from quantum 
interference in the Josephson junctions. Later this output signal is refined through a 
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modulation coil and converted to a magnetic moment. The whole SQUID unit is enclosed 
within a superconducting lead to avoid vibrations, and is cautiously shielded against 
external magnetic fields. The external and internal design of a SQUID MPMS system is 
shown in Fig. 3.10 (a) and Fig. 3.10 (b) respectively (Courtesy: Quantum Design). 
The samples are diced or cut into size of 3 × 3 mm
2
 for measurement in the SQUID. The 
square shape is maintained as much as possible to avoid the shape anisotropy 
contribution. The sized samples are inserted inside the instrument using a straw and the 
SQUID is calibrated to take account of the magnetic contribution of the straw, which may 
distort the measurements. Then the sample is centered w.r.t. the pick-up coil by applying 
a magnetic field that is sufficiently high so as to saturate the sample (up to 5T) and 
moving the sample through the SQUID’s measurement chamber.  The center point is 
chosen by visually inspecting the maxima of the magnetic moment vs. position plot. After 
centering, finally, the magnetic fields are applied to the sample between positive to 
negative 5T and the resultant magnetization of the sample is measured in the unit of emu 
(electromagnetic units, 1000 emu/cm
3
= 1 A/m).  
 
Fig. 3.10: (a) SQUID MPMS XL5. (b) Internal configuration of the instrument [217]. 
The magnetic measurements in the SQUID are considered optimum in terms of time and 
accuracy due to the elaborate measurement algorithm. In each measurement in the 
SQUID, the magnetic moment is measured a number of times and statistical techniques 
are applied to decide whether subsequent measurements are required to ensure a certain 
percentage of the resultant magnetic moments is within the standard deviation limit of the 
mean response. Theoretically the SQUID has a measurement sensitivity of 10
-8 
emu, but 
in practice it takes a long time and consumes a large amount of liquid helium to measure 
very low moment samples.  
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The magnetic moment of a sample can be measured in the SQUID as a function of 
temperature and external magnetic field using different measurement protocols. In this 
thesis, the magnetic moments of different samples are measured for varying the applied 
field (M-H measurement) which constitutes the magnetic hysteresis loop.  
 
Fig. 3.11: (a) Schematic of the experimental set-up. (b) The actual test set up for 
experimental study of the system. 
3.4.4. Electromechanical Characterization of the VEH devices using Permanent 
Magnet Shaker: The fabricated EM energy harvesting prototypes reported in this thesis 
are electromechanically characterized using the experimental test set up as shown in Fig. 
3.11. The device is excited by a Brüel & Kjær LDS V455 Permanent Magnet Shaker. 
They rely on the same physical relationships that make a loudspeaker work. When a 
current passes through a wire that is in a magnetic field, a force perpendicular to the wire 
and to the magnetic flux is induced in the wire. The amount of force is proportional to the 
current, to the magnetic flux and to the length of wire in the magnetic field. The wire is 
wound around a cylindrical coil, which is part of the shaker armature and elastically 
suspends it in a radial magnetic field. This results in an axial force acting on the armature 
in proportion to the applied current. The suspension holds the coil concentrically within 
the magnetic field. It allows the armature to move over limited distance axially relative to 
the shaker body. This limited distance is termed the shaker’s displacement stroke. 
Characterization is performed under (i) fixed acceleration, sweeping frequency, (ii) fixed 
acceleration, fixed frequency and (iii) fixed frequency, sweeping acceleration modes. The 
sweeping sinusoidal signal is produced by the vibration controller via the power amplifier 
to get a constant input acceleration level which is monitored by a miniature piezoelectric 
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CCLD accelerometer (LDS 4394). The shaker is controlled by LDS Comet USB vibration 
control system which is fed to LDS PA 1000L power amplifier. The LDS V455 electro-
dynamic shaker is suited for sine and random vibration and shock testing in the range 5 - 
9000 Hz. The system has a maximum acceleration of 70 g (sine) and 70 g (random). The 
output voltage signal from the energy harvester is recorded using a Picoscope digital 
oscilloscope. 
3.5. Conclusions: 
The simulation methods, fabrication and characterization techniques reported in this 
chapter are utilized at different stage of this thesis to achieve the goal of developing 
wideband electromagnetic energy harvesting devices. 
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Chapter 4 
Linear Energy Harvesters & 
Bidirectional Electrical Tuning 
 
4.1. Introduction: 
As mentioned in chapter 1 and 2, there has been a surge of research on the conversion of 
mechanical kinetic energy from ambient vibrations into useful electrical energy. The main 
motivation behind the research in this particular field is to achieve the autonomous 
operation for low power applications such as Wireless Sensor Nodes (WSN). The most 
commonly used transduction mechanisms for converting the available mechanical energy 
into electrical energy are electromagnetic, piezoelectric and electrostatic. Regardless of 
the adopted transduction mechanisms, vibration energy harvesters (VEHs) are, in general, 
modeled using spring-mass-damper systems as described in chapter 1. Such systems are 
normally characterized by their resonant behaviour i.e., the peak output response is 
obtained at the resonant frequency but the response drops considerably with a little shift 
of the ambient frequency from the resonance.  
This chapter briefly introduces the basic theory of the linear resonance based VEH device 
model. The theory and optimization of electromagnetic power generation is provided to 
understand the underlying physics of the transducers. A comparison of performances of 
different electromagnetic generators is demonstrated by developing a number of 
prototypes at meso-scale. The devices are designed, fabricated, characterized and 
analysed. A comparative performance study of four different meso-scale EM energy 
harvesters is provided in terms of the effect of electrical tuning using complex loads. A 
general model using theoretical derivations for bidirectional tuning of the EM harvesters 
using two different load topologies is developed: capacitive load to tune the resonance in 
the lower frequency direction and inductive load to tune in the higher frequency direction. 
Finally, the experimental validations and comparative analysis of electrical tuning on the 
96 | C h a p t e r  4 :  L i n e a r  E n e r g y  H a r v e s t e r s  a n d  B i d i r e c t i o n a l  
E l e c t r i c a l  T u n i n g  
 
four EM harvester prototypes are discussed. In the end, an initial power management 
circuit is developed to demonstrate a complete energy harvesting solution. 
4.2. Theory of a Resonant Electromagnetic Energy Harvester: 
4.2.1. Steady-state Solution: As shown in Fig. 4.1., the system consists of a mass (m) 
mounted on a spring with spring stiffness k, which vibrates relative to a housing (fixed 
frame) when subjected to an external mechanical force [53]. It is assumed that the moving 
mass (m) is much smaller compared to the mass of the generator frame. Hence, the 
movement of the frame is unaffected by the movement of the generator. Under an 
external vibration of the form, y(t) = Y0sin(ωt) (where, Y0 = vibration amplitude and ω = 
frequency of vibration), the mass along with the spring moves harmonically. If the 
displacement of the mass, m, with respect to the ground is x(t) and displacement of the 
frame with respect to the ground is y(t), then the net displacement of the mass (m) w.r.t. 
the frame is 
 ( )   ( )   ( )                                              (4.1.) 
 
Fig. 4.1. Basic Spring-Mass-Damper model of vibration energy harvesters. 
By balancing all forces acting on the system described in Fig. 4.1., the equation of motion 
can be written as 
  ̈( )     ̇( )    ( )     ̈( )                              (4.2.) 
where cT is the total damping co-efficient which includes both mechanical/parasitic 
damping co-efficient (cm) and electrical damping co-efficient (ce) such that cT = cm + ce.  
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Equation (2.2) can be written in vector form and replacing sin(ωt) by      
  ̈( )     ̇( )    ( )     
                                    (4.3.) 
where      
    
Let’s assume the solution of equation (4.3) is of the form z(t) = A    . Then from the 
above equation, 
(              ) 
       
                             (4.4.) 
which is true for all t, if, 
  
  
     (     )
  
  
√(   )  (     ) 
     (  )             (4.5.) 
where α is the phase angle. 
Then,                       ( )         
  
√(   )  (     ) 
    (    )   
Putting value of F0, the expression for the displacement z(t) of the mass (m) w.r.t. the 
frame can be obtained as 
 ( )  
       (    )
√ (
   
 
)  (
 
 
   )  
                                       (4.6.) 
where α is the phase angle given by  
       
   
(     )
                                            (4.7.) 
Maximum energy can be extracted from the system when the frequency (ω) of the 
external vibration matches with the natural frequency (ωn) of oscillation of the system 
which is given by   √
 
 
 . The amplitude of the maximum displacement of the 
resonant generator which occurs at resonance (ω = ωn) is calculated to be 
     
    
  
                                              (4.8.) 
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The parasitic damping ratio of the system is given by    
  
    
 which leads to an open 
circuit quality factor,     
 
   
 
   
  
. The open circuit refers to the condition when 
no electrical transduction is made. 
For an electromagnetic generator, the total damping includes the electrical damping (ce) 
too. When a load is connected to the coil terminal of the generator, an electromagnetic 
force (Fem) is generated between the magnet and the coil due to the current flowing 
through the load. This force opposes the movement of the generator.  
4.2.2. Calculation of the Electrical Damping Co-efficient (ce): The electromagnetic 
force (Fe) can be calculated from the approximation of a coil moving relatively in a single 
direction through a magnetic field which varies in the direction of movement. Since the 
operating principle of an EM generator is governed by Faraday’s law of induction, the 
voltage induced in the coil with n number of turns is  
   
  
  
   
  
  
  
  
                                           (4.9.) 
Where A is the average coil area, n is the number of turns and φ is the total flux of the 
magnet which is given as φ=BA, where B is the magnetic field induction. 
 
Fig. 4.2: Simplified circuit of an electromagnetic generator. 
Now a simplified circuit model for EM generators can be imagined as the one depicted in 
Fig. 4.2, where the induced voltage in the coil (V) is considered as a voltage source with 
series resistance (RC) and series inductance (LC). A load (RL) is connected across the coil 
so that a current (I) can flow in the closed loop. 
Using Kirchhoff’s law, the generated voltage (VL) across the load is given as  
      (  +    )                                    (4.10.) 
The instantaneous generated power in electrical domain is given as 
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  ( )     
  ( )
  
   (
  ( )
  
)                             (4.11.) 
where      
  ( )
  
 is the force due to EM coupling. The same power can be 
expressed as a product of the voltage generated and the current in the circuit of Fig. 4.2, 
  ( )   ( )  ( )                                       (4.12.) 
Equating (4.11) and (4.12), and substituting the values of V and I from equations (4.9) 
and (4.10) 
  (
  ( )
  
)   ( )  ( )                                      (4.13.) 
or,                                                (
  ( )
  
)  
  ( )
         
                                           (4.14.) 
or,                                               (
  ( )
  
)  
  (
  
  
) (
  
  
) 
         
                                           (4.15.) 
Hence,                                                
  (
  
  
) 
         
                                                  (4.16.) 
Equation (4.16) represents the electrical damping co-efficient in an EM energy harvesting 
device. Normally, vibration based energy scavenging devices work in the low frequency 
regime, where the effect of impedance provided by the coil inductance (ωLC) is ignored 
compared to that of the coil (RC) and load (RL) resistances. Hence, the approximated 
value of the electrical damping co-efficient is given as 
   
  (
  
  
) 
     
 
  
     
                                         (4.17.) 
where γ is known as the electromagnetic coupling co-efficient and has the unit of Wb/m. 
Fe is calculated to be       
  
  
 
(
  
  
) 
(     )
  
  
                   
4.2.3. Generated Electrical Power: Equation (4.11) provides the instantaneous electrical 
power that is dissipated within the electrical damper. Hence the average electrical power 
is given as, 
      
 
 
∫   (
  ( )
  
)                                             (4.18.) 
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From equation (4.6), taking derivatives, 
                                         
  ( )
  
 
       (    )
√ (
   
 
)  (
 
 
   )  
  
So, substituting this value and rearranging, 
       
  (
 
  
)   
   
        (
 
  
)      (
 
  
)    
                                   (4.19.) 
Here ρT is the total damping ratio including both electrical and parasitic components. 
Similarly the total average energy (Pav) dissipated in the damper (both electrical 
transduction and parasitic damping) can be obtained by replacing ce by cT, which is 
written as 
     
   (
 
  
)   
   
     (
 
  
)      (
 
  
)    
                                   (4.20.) 
 
Fig. 4.3: Frequency response of a linear generator for (a) different values of the input 
force (Y0) and (b) different values of the parasitic damping (ρm) which changes the open 
circuit quality factor. 
Using the above formula, the response of the linear resonator is studied in Fig. 4.3 by 
varying the input force amplitude and the parasitic damping. For increasing force 
amplitude while the other parameters remains constant, the peak output power increases 
as expected. On the other hand, the variation of parasitic damping co-efficient is directly 
related to the change of open circuit quality (Q) factor according to the formula     
 
   
. The Q-factor indicates the sharpness of the resonance. High Q-factor gives a sharp 
peak whereas a low value of Q-factor accounts for a spread out resonance curve.  Hence, 
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with increasing damping, the Q-factor decreases and this results in a wide frequency 
response. However, the output amplitude is reduced too as the damping is increased. It is 
to be noted that there is no control over an input force as that is related to external 
vibration. By contrast, the damping can be controlled to get the desired output response. 
The maximum power dissipation at resonance ( =  ) is 
          
   
   
 
   
                                        (4.21.) 
Similarly from equation (4.19), the maximum electrical power generated at resonance is 
            
    
   
 
    
 
   
   
   
 
 (     ) 
                          (4.22.) 
The maximum electrical power and optimum electromagnetic damping can be found by 
putting 
      
   
  . 
This condition shows that maximum power occurs at      . This is the optimum 
electromagnetic damping condition at resonance. 
4.2.4. Optimum Load Resistance for Maximum power: This can be obtained by 
equating the above mentioned condition for maximum power. Thus, 
  (
  
  
) 
     
                                               (4.23.) 
Therefore, the optimum load resistance, for which maximum electrical power is obtained, 
is given by,  
       
  (
  
  
) 
  
                                          (4.24.) 
From equation (4.24), the following conclusions can be drawn – 
 Optimum load resistance may not be positive if the first term on the right is less than 
RC. This can happen if cm is large, 
  
  
 is low or RC is large. 
 Under such circumstances, it is not possible to generate optimum power just by 
varying the load resistance. This is only possible when 
  
  
 is low or RC is large and 
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consequently ce is much less than cm. Under such conditions, there is not much 
difference of the generator displacement between the loaded and open circuit 
conditions. In this case, the maximum power will be delivered to the load according to 
the classical maximum power transfer theory when the load resistance (RL) is 
matched to the source or coil resistance (RC). Under this condition (RC=RL), half of 
the voltage and power is dissipated in the generator’s internal resistance and the 
harvesting efficiency is likely to be very low. 
Now the maximum generated electrical power at resonance is given in equation (4.22). 
The electrical power which is transferred to the load (PL) is given by 
        
   
 (
  
  
)     
   
 
    (     )   (
  
  
)   
                             (4.25.) 
The optimum load resistance at maximum load power can be found by setting 
        
   
 
 . This gives 
         
  (
  
  
) 
  
                                          (4.26.) 
In the following section/chapter, linear resonant generators are developed at different 
scales, characterized and analysed according to the above mentioned theoretical 
foundation. The meso-scale devices are developed using FR4 as the spring material and 
by using NdFeB discrete magnets and wire wound copper coils whereas the MEMS 
devices are fabricated using standard microfabrication technologies. 
4.3. FR4 based Linear Generators: 
4.3.1. Flame Retardant 4 (FR4): Flame Retardant 4 or FR-4 in short is a composite 
material composed of woven fiberglass cloth with an epoxy resin binder that is flame 
resistant or self-extinguishing [218]. The most common use of this material is in modern 
Printed Circuit Boards. FR-4 glass epoxy is a popular and versatile high-pressure 
thermoset plastic laminate grade with good strength to weight ratios. FR-4 is a good 
electrical insulator possessing considerable mechanical strength. With almost zero water 
absorption, FR-4 can retain its high mechanical strength and electrical insulating qualities 
in both dry and humid conditions. These attributes, along with good fabrication 
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characteristics, makes FR-4 suitable for a wide range of electrical and mechanical 
applications. 
Material 
Young’s 
Modulus 
(GPa) 
Yielding 
Stress 
(GPa) 
Density 
(Kg/m
3
) 
BeCu 130 0.35 8250 
Silicon 190 7 2330 
Steel 200 0.52 7500 
FR4 21 0.31 1900 
Table 4.1: Comparison of properties of different materials 
As has been already discussed in chapter 2, a number of materials have been reported in 
literature for fabricating vibrating mechanical springs, such as BeCu, steel for meso scale 
devices and silicon for MEMS scale devices. Comparative charts of the properties of 
different materials are shown in Table 4.1. The low Young’s modulus of FR4 (Y=21 
GPa) enables a designed device to operate in the low frequency region within a smaller 
footprint without adding additional mass which could degrade the reliability of the 
devices for long term deployable applications. Further, for EM Energy Harvesters, 
conducting coils can easily be routed on FR4 laminates [219]. 
4.3.2. Design & Fabrication of the FR4 based EM Harvesters: Four different 
Electromagnetic VEH structures are developed using FR4 as the resonating spring 
material due to its suitable mechanical properties for low frequency applications. The 
different spring configurations considered are shown in Fig. 4.4 (a) to Fig. 4.4(d). The 
outer dimensions (including the frame) of the resonator of Prototype 1 (P1) and Prototype 
2 (P2) are the same, 2.5×2.5 cm
2
, and those of Prototype 3 (P3) and Prototype 4 (P4) are 
same, 2.2×2.2 cm
2
.  
The spring configurations of P1 and P2 are both four armed, except that the lengths of the 
individual arms of P2 are smaller than those of P1. Whereas for P3, U shaped arms are 
designed and these four arms are connected to the four corners of the central paddle. Two 
serpentine springs are connected at the two opposite corners of the central paddle of P4 
and this particular spring design effectively increases the length of the spring within a 
compact space and thus reduces the spring constant, resulting in low frequency operation. 
The spring structures are fabricated using Laser Micromachining technology on 210 µm 
thick FR4.  
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Fig. 4.4: (a) – (d) Spring configurations on FR4 for prototypes 1-4 (P1-4). (e) Magnet coil 
arrangement for P1 and P2, mild steel keepers are used at the two ends to maximize the 
flux density. (f) Magnet coil arrangement for P3 and P4. (Arrows show the polarity of the 
magnets). (g)-(j) Assembled prototypes P1-4. 
An arrangement of two pairs of oppositely polarized sintered NdFeB N50 magnets with 
mild steel keepers at the ends was assembled to maximize the flux density for both P1 and 
P2 (Fig. 4.4 (e)) whereas for P3 and P4 the two pairs of oppositely polarized NdFeB N50 
magnet configurations (Fig. 4 (f)) are used without any soft magnetic keepers. Wire 
wound copper coils (placed upright in a stand) are used in all the prototypes to induce 
voltage. The coil inductances are ignored in the following analysis.   
The values of different parameters that are used in the design of the four prototypes are 
tabulated in Table 4.2. The sizes of the magnets are bigger for P1 and P2 compared to 
those for P3 and P4. The value of electromagnetic coupling co-efficient (γ) is numerically 
calculated using the Maxwell Ansoft software. If we consider a coil with n number of 
turns which moves relatively along the z-direction in a magnetic field density B then 
according to equation (4.17),  the electromagnetic coupling co-efficient can be expressed 
as the following, 
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                                                 (4.27.) 
where   is the flux linkage given by   ∬     (A being the area enclosed) and 
  
  
 is 
the flux linkage gradient per turn of the coil. 
Parameters P1 P2 P3 P4 
Coil Outer 
Diameter 
6.5 mm 6.5 mm 4 mm 4 mm 
Coil Inner 
Diameter 
1.2 mm 1.2 mm 1.2 mm 1.2 mm 
Coil Thickness 1 mm 1 mm 2 mm 2 mm 
No of Turns 2500 2500 2500 2500 
Coil Resistance 
(measured) 
717 Ω 714 Ω 770 Ω 767 Ω 
Coil Inductance 
(calculated) 
1.81 mH 1.81 mH 2.67 mH 2.67 mH 
NdFeB Magnets 8×4×2 cm
3
 8×4×2 cm
3
 4×2×1 cm
3
 4×2×1 cm
3
 
Soft Magnet 
8×4.2×1.6 
cm
3
 
8×4.2×1.6 
cm
3
 
No No 
FR4 Thickness 210 μm 210 μm 210 μm 210 μm 
Length of 
individual spring 
arms 
12.8 mm 9.3 mm 18.72 mm 33.48 mm 
Width of 
individual spring 
arms 
1 mm 1 mm 0.72 mm 0.72 mm 
EM Coupling Co-
efficient 
(calculated) 
11.069 Wb/m 11.057 Wb/m 1.12 Wb/m 1.13 Wb/m 
Table 4.2: Values of different parameters used for design and experiments on FR4 based 
EM harvester prototypes. 
The value of γ for the first magnetic configuration is almost 10 times higher compared to 
the second magnetic arrangement due to the use of soft magnetic keepers and larger hard 
magnets. This difference in electromagnetic coupling co-efficient provides an interesting 
observation later in terms of the tuning capabilities. The assembled prototypes are shown 
in Fig. 4.4 (g-j). The overall volumes of P1 and P2 are 4.38 cm
3
 whereas those of P3 and 
P4 are 2.9 cm
3
. 
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Fig. 4.5: (a) Schematic of the high efficiency magnet-coil assembly to increase the 
electromagnetic coupling (the arrows show the direction of the magnetic flux). 
Dimensions are also marked. (b) Simulated view of the magnetic field distribution for the 
magnet-coil assembly from Maxwell Ansoft. 
The developed magnetic circuits can be analyzed in terms of the magnetic reluctance. In 
an analogy to electrical resistance in an electrical circuit, the magnetic reluctance should 
be minimized in a magnetic circuit to obtain the large magnetic flux. The magnetic flux 
traverses through three media – NdFeB magnets, soft magnetic iron blocks and 
intermediate air paths between the magnets. The total magnetic reluctance of the 
magnetic circuit consists of reluctances due to NdFeB magnets (χm,), iron blocks (χs) and 
air gap (χa) and can be calculated as 
           
  
    
 
  
    
 
  
    
                           (4.28.) 
where l is the magnetic path length, μ is the magnetic permeability and A is the cross-
sectional area in the direction of the magnetic flux. The subscripts m, s and a in equation 
(4.28) stand for NdFeB, Iron block and air mediums. According to Fig. 4.5 (a), the 
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lengths of the magnetic paths through the respective media are given as       , 
       and        where wm, wa and ts are the width of a NdFeB block, the width of 
the air gap and thickness of an iron block. Due to the high permeability of the soft 
magnets (μs = 0.25 H/m) [220], χs is negligibly small. If the soft magnetic iron blocks 
were not present at the ends, the second term in equation 4.28 would have been replaced 
by the reluctance due to the air for the corresponding space and the total reluctance of the 
magnetic circuit would be much higher, reducing the magnetic flux. Thus the presence of 
the soft iron blocks makes the entire magnetic arrangement highly efficient. However, the 
coil size, number of turns and magnet sizes are not optimized. Different coil shapes with 
optimized numbers of turns could result in better electromagnetic coupling. But as we are 
interested in studying output parameters such as operational bandwidth, such design and 
fabrication optimization is excluded from our current study.  
 
Fig. 4.6: Open Circuit RMS Voltage responses at different input acceleration of (a) 
Prototype 1 (P1). (b) Prototype 2 (P2). (c) Prototype 3 (P3). (d) Prototype 4 (P4). 
4.3.3. Experimental Characterization of the FR4 based EM Harvesters: The 
fabricated devices were tested in a LDS V455 permanent magnet shaker using harmonic 
excitation. The open circuit output voltage performance of the EM harvesters as a 
function of input acceleration levels and input frequency is shown in Fig. 4.6 (a-d) and 
the responses are linear resonant in nature. The resonant frequencies of P1, P2, P3 and P4 
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are 58.6 Hz, 83.8 Hz, 162.9 Hz and 42.9 Hz respectively. The output voltage response of 
P1 bends slightly towards the right at higher accelerations (0.5g, g=9.8m/s
2
) due to the 
spring hardening effect, which will be explained in detail in chapter 6. The response of P4 
is flat at the top for 0.5g because the device collides with the base of the prototype at 
higher acceleration due to its longer spring arms and this causes abrupt changes in the 
system dynamics to make the output response wide [221-222]. The optimum load 
condition that is the resistive load across which maximum power is obtained is given in 
Table 4.3 for the four prototypes, measured at 0.3g for of the prototypes. As tabulated, the 
prototypes P1, P2, P3 and P4 produce 470 μW, 350 μW, 4.3 μW and 16.5 μW at 
respective optimum loads of 2400 Ω, 2100 Ω, 780 Ω and 900 Ω respectively. The 
variation of the load voltage and power with load resistance is shown in Fig. 4.7 for the 
four prototypes. The optimum output powers of P3 and P4 are lower compared to those of 
P1 and P2 due to smaller electromagnetic coupling co-efficients. However, each of the 
prototypes generates sufficient power to energize the WSNs depending upon the 
applications. The average load power spectra for all the devices at different acceleration 
levels at their respective optimum loads are shown in Fig. 4.8 (a-d). 
 P1 P2 P3 P4 
Optimum Load 
Resistance (Ω) 
2400 2100 780 900 
Input acceleration 
level 
0.3g 0.3g 0.3g 0.3g 
Resonance 
Frequency (Hz) 
58.6 83.8 162.9 42.9 
Power at 
optimum Load 
(μW) 
470 350 4.3 16.5 
Voltage across 
optimum Load 
(V) 
1.06 0.9 0.06 0.12 
Table 4.3: Comparison of optimum load performances of P1, P2, P3 and P4. 
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Fig. 4.7: Load voltage and load power variation with load resistance for (a) Prototype 1 
(P1). (b) Prototype 2 (P2). (c) Prototype 3 (P3). (d) Prototype 4 (P4). 
 
Fig. 4.8: Load power responses at different input accelerations of (a) Prototype 1 (P1). (b) 
Prototype 2 (P2). (c) Prototype 3 (P3). (d) Prototype 4 (P4). 
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4.4. Bidirectional Electrical Tuning of FR4 based Linear Generators: 
4.4.1. Theoretical Framework: The dynamics of a resonant VEH are governed by the 
second order differential equation described in equation (4.2). Using Laplace 
transformation and dividing throughout by γ (where γ is the electromagnetic coupling co-
efficient), this equation can be written in the frequency domain as: 
   
 
 ( )  
  
 
 ( )  
 
 
  
   
 
 ( )                               (4.29.) 
Equation (4.29) can be written in circuit form if it is considered that      ( ) is the 
induced voltage,   
    ( )
 
 is the input drive current,    
 
  
,    
  
 
,    
  
 
 are 
respectively the equivalent capacitance, resistance and inductance of the mechanical 
system. Equation (4.29) can be rewritten as: 
 ( ) (
 
  
 
 
   
    )    ( )                                  (4.30.) 
Based on the above equation, the equivalent circuit of the EM VEH is schematically 
drawn in Fig. 4.9 (a) where the mechanical part of the system is represented as a parallel 
combination of Rm, Cm and Lm connected to a current source of generated current I. The 
open circuit induced voltage is represented as V. The mechanical system is connected to 
an electrical load to generate load voltage and the power derived to the load for different 
applications. If it is considered that the mechanical system is connected to a resistive load 
RL (Fig. 4.9 (b)), then the resonant frequency is given by   √
 
    
( √
 
 
), which is 
the natural frequency of the oscillator. But adding a variable reactive element to the load 
gives scope to tune the resonant frequency accordingly. When a resistive load is 
connected to the energy harvester, the current flowing through the load is real and it 
produces a restoring electromagnetic force (       ; B is magnetic flux density and l is 
mean length of the conductor) to the generator which is real in nature and it does not 
change the mechanical resonant frequency (ωn) of the generator. However if a reactive 
load is connected to the energy harvester, the current flowing through the load has 
imaginary components in it and, as a result, the exerted electromagnetic force on the 
mechanical system becomes complex in nature and thus modifies the resonant frequency 
of the system.  Two kinds of complex load topologies are considered, namely the lossy 
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capacitive load that consists of a parallel combination of  load capacitor CL and the load 
resistance RL (Fig. 4.9 (c)) and the lossy inductive load that consists of a series 
combination of load inductance LL and the load resistance RL (Fig. 4.9 (d)) for our 
analysis. 
 
Fig. 4.9: (a) Equivalent circuit of an EM Harvester: mechanical system is represented by 
a parallel resonant circuit, which is connected to an electrical load. (b) Resistive Load. (c) 
Capacitive Load. (d) Inductive Load. 
First, assume that the capacitive load is connected to the equivalent circuit of the EM 
harvester. The coil has a resistance RC and the coil inductance is ignored at low operating 
frequency. Then the total impedance of the circuit is given by 
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or,                                 ( )  
 
    
 
  
 
 
   
  
        
 
or,                                       ( )  
 
    
 
  
 
        
           
 
or,                                ( )  
 
    
 
  
 
(        )(           )
  
      
   
   
 
 
where    (    
 
   
)     (     ).  
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The modified resonant frequency is calculated by putting the imaginary part of the above 
mentioned impedance equal to zero and is calculated as 
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. Solving the above equation, 
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The modified resonant frequency in this case is calculated in a similar manner as above 
and is given by 
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where    (  
  
  
)    
  
  
(
  
  
) , and       . The modified resonant frequency 
(ωrc) is a function of load capacitance and can be tuned by changing it. 
Similarly by considering that the inductive load is connected to the harvester, the total 
impedance of the circuit is given by 
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Like before, the modified resonant frequency is calculated by putting the imaginary part 
of the above mentioned impedance equal to zero and is calculated as 
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Considering the rational value only and denoting the modified resonant frequency as ωrl, 
it can be written, 
                  
√
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                        (4.36.) 
where    (     ) and         The modified resonant frequency (ωrl) can be 
tuned by changing LL. 
 
Fig. 4.10: Pictorial representation of the bidirectional tuning using two different complex 
load topologies. By changing inductive load, the resonant frequency has been modified in 
the upper direction whereas the same has been modified in the lower direction by 
changing capacitive load. 
The effect of using capacitive and inductive loads compared to a simple resistive load is 
shown pictorially in Fig. 4.10. By increasing load capacitance the frequency can be tuned 
in the low frequency direction and similarly by increasing load inductance the resonance 
frequency can be tuned in the higher frequency direction. The tuning of the resonance 
frequency using inductive and capacitive load configurations is shown theoretically 
(Appendix I) in Fig. 4.11 (a) and (b) respectively. For both of these plots, the parameter 
values m=3×10
-3, γ=15 and RC=1000 are chosen, while the load capacitance and load 
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inductance are varied for different RL values. It is to be noted that in both cases, the 
resonance frequency cannot be tuned for an infinite range, but can be tuned only up to a 
critical value beyond which the resonant frequency again comes close to its untuned 
value. However for increasing RL, the capacitive tuning range widens and that critical 
value of maximum tuning is achieved with smaller CL, whereas the inductive tuning 
range widens by lowering RL and the maximum tuning is obtained with lower values of 
LL.  
 
Fig. 4.11: Effect of Load Resistance on electrical tuning in case of (a) capacitive tuning, 
(b) inductive tuning. 
 
Fig. 4.12: Comparison between experimental and theoretical variation of resonant 
frequency at 0.3g acceleration level, with load capacitance and load inductance of (a) P1 
at optimized load resistance 2400 Ω (b) P2 at optimized load resistance 2100 Ω (c) P3 at 
optimized load resistance 780 Ω and (d) P4 at optimized load resistance 900 Ω. 
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4.4.2. Experimental Study of Bidirectional Electrical Tuning and Analysis: In this 
section, the experimental study on the resonance frequency tuning by using two complex 
electrical load topologies of the four FR4 based linear EM harvesters are reported. The 
theoretical bidirectional electrical tuning capabilities of the four prototypes are 
investigated using the parameter values from Table 4.2 in equations (4.33) and (4.36) 
respectively and they are shown in Fig. 4.12 by the solid lines. The values of the load 
resistance (RL) are maintained at their optimum values for each of the prototypes during 
tuning operation. Experimentally, the capacitive and the inductive loads are varied using 
commercially available variable capacitance (range: 100 pF - 11 μF) and variable 
inductance (range: 1 μH – 11 H) decade boxes while the resistive load is maintained at its 
optimized value. Since the electrical tuning of relatively smaller volume EM energy 
harvesters is addressed in this work to validate the developed model, not much attention 
is paid at this stage in optimizing the physical sizes of the inductors and capacitors for a 
given application. The load capacitance was varied between 1 nF and 100 μF and 
similarly the load inductance was varied between 1 μH and 11 H for each of the 
prototypes. As shown in the Fig. 4.12, the nature of variation of the resonance frequency 
has the same trend as predicted from the theoretical analysis. For P1, the maximum tuning 
of 1.8 Hz could be achieved in the low frequency direction using capacitive load topology 
at CL = 5μF whereas a maximum tuning of 0.57 Hz is obtained in the high frequency 
direction using inductive load topology at LL = 10.15 H. The same values for P2 are 1.75 
Hz at CL = 3.58 μF and 0.6 Hz at LL = 5.47 H respectively. However, for P3 and P4 the 
tuning ranges are smaller and thus difficult to detect. As a result, the responses are 
recorded a number of times and the average was taken to reduce the error; still the 
matching accuracy with theoretical plots are not as high as in the case of P1 and P2. A 
maximum capacitive tuning of 0.16 Hz is obtained at CL = 3 μF and a maximum 
inductive tuning of 0.13 Hz is achieved at LL = 1 H for P3. For P4, those values are 0.16 
Hz at CL = 5 μF and 0.13 Hz at LL = 5.13 H. The reason for the smaller bidirectional 
tuning ranges of P3 and P4 are due to very small electromagnetic coupling compared to 
those of P1 and P2. For Prototype 1 (P1) using capacitive and inductive tuning methods, 
the resonant frequencies can be tuned up to 3.07% and 0.97% of their resonant values 
whereas for Prototype 2 (P2) those values are 2.09% and 0.72% respectively. For P3 and 
P4, the tuning ranges are smaller. The percentages of capacitive and inductive tuning for 
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P3 are 0.01% and 0.008% whereas the same values for P4 are 0.37% and 0.30% 
respectively. 
 
Fig. 4.13: Variation of RMS Load Voltage and Average Load Power at 0.3g with load 
capacitance and load inductance for (a) Prototype 1 (P1) and (b) Prototype 2 (P2). 
 
Fig. 4.14: Variation of RMS Load Voltage and Average Load Power at 0.3g with 
resonant frequency for (a) Prototype 1 (P1) and (b) Prototype 2 (P2). 
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The dependence of the rms load voltage and average load power on the load capacitance 
and load inductance are shown from experiment for P1 and P2 in Fig. 4.13 (a) and 4.13 
(b). Both the load voltage and power remain the same almost up to 500 nF of load 
capacitance in both the devices, after which they start falling and become very small at 
large capacitance values. The same happens in the case of inductive tuning; the respective 
quantities remain unchanged almost up to 0.1 H and then start rising. The experimental 
variations of the above two mentioned quantities with resonance frequency are obtained 
by combining Fig. 4.12 (a), 4.13 (a) and Fig. 4.12 (b), 4.13 (b) and plotted in Fig. 4.14 (a) 
and 4.14 (b).  
 
Fig. 4.15: Comparison of the load power spectra of (a) Prototype 1 (P1) and (b) Prototype 
2 (P2) at untuned (resistive load only) and maximally tuned conditions (resistive and 
reactive load components). Half Power Band Widths (HPBW) of the untuned harvesters 
are shown by the shaded regions and the tuning range in which the output power doesn't 
drop below half of the maximum power of the untuned harvesters, Half Power Tuning 
Ranges (HPTR), are indicated by the red patterned regions. 
Though the resonant frequency can be tuned by changing the reactive part of the 
generalized load, the output power and voltage also fall down also with this change. For 
P1, the average output power at the edge of the maximum capacitive tuning range is 
65.36 μW, which is 13.96% of its untuned value, whereas the edge of the maximum 
inductive tuning range is 105 μW, which is 22.43% of its untuned value. Similarly for P2, 
the average output power drops at the maximum capacitive tuning point to 11.11% of the 
untuned value and that drop becomes 33.1% in the case of inductive tuning. It is apparent 
from Fig. 4.14 (a) and 4.14 (b) that the tuned frequency ranges over which the load 
powers of P1 and P2 remain above their untuned half power values are 1.89 Hz and 1.85 
Hz respectively. Fig. 4.15 compares the power spectra of P1 and P2 under untuned and 
the maximally tuned conditions at 0.3g input acceleration. The half power bandwidths of 
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P1 and P2 under untuned conditions are 1.54 Hz and 2.1 Hz respectively; they are also 
marked in Fig. 4.15 by the shaded regions. The tuning range over which the output power 
doesn't drop below half of the maximum power of the untuned harvesters is also indicated 
by the patterned regions in Fig. 4.15. Though there has been an improvement of 0.35 Hz 
for P1 in terms of its half power frequency performance the same for P2 drops by 0.25 
Hz. Due to tuning, not only the load power but also the Q-factor of the devices changes. 
The Q-factor of untuned P1 is 38.05, whereas at the edge of the capacitive tuning range 
the Q-factor reduces to 22.72 and at the edge of the inductive tuning range it changes to 
49.29. Similarly, the untuned Q-factor of P2 is 39.9 which becomes 21.6 at the limit of 
capacitive tuning and 38.3 at the limit of inductive tuning. Thus electrical tuning also 
modulates the total damping co-efficient (ρT) of the energy harvesting devices (  
 
   
). 
As discussed already, the maximum value of the capacitive tuning range could be 
improved by increasing the value of RL at a relatively small value of CL, whereas the 
maximum value of the inductive tuning range could be enhanced by decreasing the value 
of RL at a relatively small LL. The optimized value of RL is maintained for the untuned 
devices throughout the study to produce the maximum output power. Thus, there exists a 
trade-off between the achievable tuning range and the output power, which could be 
addressed with devices having large electromagnetic coupling, as discussed below.  
Zhu et. al. [126] defined the electromagnetic coupling factor, EC as: 
   
  
  
                                                          (4.37.) 
As per their derivation, higher values of EC account for the wider tuning range. For our 
prototypes P1 and P2, EC has a value of 0.17. For P3 and P4, EC has a value of 0.0016. 
Maximum capacitive tuning ranges of 1.8 Hz, 1.75 Hz, 0.16 Hz and 0.16 Hz are achieved 
for P1 – P4 respectively, whereas maximum inductive tuning ranges of 0.57 Hz, 0.6 Hz, 
0.13 Hz and 0.13 Hz are obtained for the same devices. Zhu et. al. [126] have 
demonstrated a tuning range of 0.15 Hz for a micro energy harvester (EC=0.0035) and a 
tuning range of 4.2 Hz for a macro energy harvester (EC=552.25) by changing load 
capacitance only. By modifying both the resistive and reactive elements of the load 
simultaneously, Cammarano et. al. [125] have tuned their experimental energy harvester, 
which has an electromagnetic coupling factor (EC) of 9.50, up to 4.5 Hz in the up 
direction and up to 4.6 Hz in the down direction, respectively. In this study, the optimum 
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value of load resistance is maintained for all the devices during tuning. However, by 
changing RL this tuning range could be modified as shown in Fig. 4.11. Also, it is 
observed that the bidirectional tuning range is high for P1 and P2 compared to that of P3 
and P4 due to almost 10 times larger electromagnetic coupling. The tuning range could be 
widened to a greater extent with even smaller load reactance values for devices with 
higher electromagnetic coupling. The main advantage of bidirectional electrical tuning is 
that the complexity is low as compared to other tuning mechanisms. However, the 
limitation of this approach in real applications is that a finite number of discrete reactive 
load components cannot produce a system with continuously variable tuning. Thus in 
order to achieve efficient and continuous tuning, proper control electronics with an 
appropriate interface are required for realtime modification of the reactive components 
which could be realized using micromachined MEMS devices [223]. However, detailed 
study of such control unit is outside the scope of the current work and it could be the 
target of a future study. 
4.5. Demonstration of Complete Energy Harvesting Solution including 
Linear Generator (P1) and Off-the-shelf Power Management: 
It is mentioned in chapter 2 that power management is an integral part of energy 
harvesting research and is as important as power generation. The focus of this thesis is 
mostly oriented towards transducer development. However, for demonstration of the 
developed prototypes, an off-the-shelf energy harvesting power management board is 
used. A potential application of vibration energy harvesting could be acoustic emission 
monitoring of industrial machines. This intended industrial application for the developed 
generators can cross the limit and can be widened to include laboratory or building 
HVAC monitoring. This is due to the fact that the sources of vibration in most cases are 
similar and are related to the operation of a motor. An air compressor unit, for example, 
supplying several laboratories within a building was studied previously as a potential 
source of mechanical energy [62]. The electric motor runs continuously whilst the 
compressor is duty cycled to maintain the pressure within an in-line reservoir tank. The 
vibration levels and frequencies have been measured at various locations on the 
compressor and electric motor. The measured results indicate several resonances between 
43 and 109 Hz with acceleration levels between 0.019g and 0.37g.  
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For such applications, the linear generator prototype P1 is considered, which has been 
studied extensively in previous sections. It has a resonance frequency of 58.6 Hz. The 
equivalent circuit of an EM VEH device is derived in section 4.4.1 and the circuit is 
shown in Fig. 4.9, where Rm, Lm and Cm are respectively the electrical resistance, 
inductance and capacitance equivalents of the mechanical parameters. The corresponding 
values for P1 are 5.72 kΩ, 421 mH and 24 µF, respectively. This equivalent circuit model 
is shown later in place of an EM VEH device for a complete system demonstration using 
off-the-shelf components. 
 
Fig. 4.16: Standard TelosB mote block diagram [224]. 
4.5.1. Calculation of Power Consumption by a WSN Mote: 
Before working on the power electronics circuit for EM VEH devices, the average power 
consumption of a standard WSN mote is calculated experimentally. This gives an 
estimate of the power required for operation of the WSN for different applications. For 
such power consumption calculation, a Crossbow’s TelosB mote (TPR2400) is 
considered, which is an open source WSN platform developed by UC Berkeley [224]. It 
contains a Texas Instruments MSP430F1611 low power microcontroller unit, an on board 
ADC controller to monitor a super capacitor voltage (2.5 – 3.5 V) and a CC2530A Zigbee 
Transceiver. For application purposes, it may contain the following sensors: Light Sensor 
(0-1000 Lux), Light Sensor (0-140K Lux), Temperature Sensor (PT100 with 0.5ºC 
resolution and range of -20 to 75ºC). The mote requires a regulated supply voltage of 3V. 
The WSN gets active twice each hour for 30 milli-seconds each, called the active mode. It 
requires a current of 20 mA (Ia) during its active mode.  For the rest of the time, the WSN 
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is in sleep mode where the required current is 13 µA (Is). The measured current 
requirements for the WSN mote are shown in Fig. 4.17 for active and sleep modes. The 
average power required by the mote is 
     
 
 
(  ∫        
    
 
 ∫        
       
 
)                       (1) 
On first initialization of the mote, the high current requirement will be for more than 20 
milli-seconds. On average, the current requirement is 100 μA per 2 minutes. 
 
Fig. 4.17: Current consumption by TelosB mote in (a) sleep mode and (b) active mode. 
4.5.2. Demonstration using off-the-shelf LTC3588-1 Nanopower Energy Harvesting 
Evaluation Board: 
For complete demonstration of the EM VEH device, an off-the-shelf Linear Technology 
power management evaluation board is used. The LTC3588-1 is a nano-power energy 
harvesting power supply [225] from Linear Technology. It has a low-loss full-wave 
bridge rectifier with a high efficiency buck converter to form a complete energy 
harvesting solution optimized for high output impedance energy sources. Specifically this 
module is suitable for piezoelectric generators which are ideally characterized by high 
output impedance, high output voltage and low output current. Hence, this module is not 
particularly ideal for low output impedance transducers like EM VEH devices. However, 
as a first step towards a complete system demonstration, this power management module 
is chosen. Also, this module is designed for VEH devices and includes an in-built rectifier 
circuit. The block diagram [225] of the LTC3588-1 is shown in Fig. 4.18. The LTC3588-
1 has an internal bridge rectifier which is accessible using the PZ1 and PZ2 input pins 
where the EM VEH device is connected. The rectified output is stored on a capacitor at 
the VIN pin and can be used as an energy reservoir for the buck converter. The low-loss 
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bridge rectifier has a total drop of about 400mV. The EM VEH device inherently 
possesses low output voltage. Hence, the device is operated at a relatively high input 
acceleration vis-à-vis high open circuit voltage for the initial demonstration of the 
complete system. As VIN rises above the Under Voltage Lockout (UVLO) rising 
threshold, the buck converter is enabled and charge is transferred from the input capacitor 
to the output capacitor. A wide (~1V) UVLO hysteresis is engaged with a lower threshold 
(approximately 300mV above the selected regulated output voltage) to prevent short 
cycling during buck power-up. When the input capacitor voltage is depleted below the 
UVLO falling threshold, the buck converter is disabled. 
 
Fig 4.18: Block diagram of LTC3588-1 Nano-power energy harvesting module. 
The buck regulator uses a hysteretic voltage algorithm to control the output through 
internal feedback from the VOUT sense pin. The buck converter charges an output 
capacitor through an inductor to a value slightly higher than the regulation point. It does 
this by ramping the inductor current up to 260mA through an internal PMOS switch and 
then ramping it down to 0 mA through an internal NMOS switch. If the input voltage falls 
below the UVLO falling threshold before the output voltage reaches regulation, the buck 
converter will shut off and will not be turned on again until the input voltage again rises 
above the UVLO rising threshold. VIN2 serves as a logic high rail for output voltage select 
bits D0 and D1. A 4.7µF capacitor is connected from VIN2 to GND. For 0/1 values of 
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D0/D1, the output voltage of 3.3V is selected. A detailed operation of the LTC3588-1 
power management module is available on Linear Technology website [225]. 
 
Fig. 4.19: Schematic of the circuit used for complete energy harvesting solution including 
linear generator (P1) and LTC3588-1 power management. 
 
Fig. 4.20: Regulated output voltage of 3.3V at 0.5g and 0.4g from the LTC3588-1 power 
management circuit. 
The schematic diagram of the experimental circuit used for demonstration of the EM 
VEH device is shown in Fig. 4.19. The EM VEH is represented using the corresponding 
equivalent circuit as discussed before. Fig. 4.20 shows the measured output voltage of the 
power management circuit. The experiment showed that the output voltage is 3.3V with 
low ripple. The output of 3.3V is maintained for acceleration levels of 0.5g and 0.4g, 
whereas the output does not reach even close to the expected value at 0.3g. This might be 
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due to the fact that the open circuit voltage of the generator is low at such acceleration 
compared to the minimum input requirement of the power management circuit. As 
mentioned earlier, this circuit is designed to work for high impedance sources like 
piezoelectric generators with high output voltage. However, the power management 
circuit successfully demonstrated the developed EM VEH device at higher acceleration. 
For efficient operation under real working conditions such as for industrial machine 
monitoring, a complete power management solution for low voltage, low impedance 
sources must be developed. This can be attributed to the future work. 
4.6. Conclusions: 
In this chapter, linear resonance based generators are studied. First the chapter introduced 
the basic theory of a resonance based inertial generator and the theory of electromagnetic 
power transduction. Then bidirectional electrical tuning of four different FR4 based EM 
harvesters was reported using two different complex load topologies: a capacitive load to 
tune in the lower frequency direction and an inductive load to tune in the higher 
frequency direction, respectively. A theoretical model has been derived for this tuning 
method and study shows that in the case of capacitive tuning, the tuning range widens 
with an increase in the load resistance whereas the tuning range broadens with a decrease 
in the load resistance for inductive tuning. Four EM harvesting devices are fabricated on 
FR4 as the resonating spring material, which differ in their spring configurations to 
operate at four different resonant frequencies: 58.6 Hz, 83.8 Hz, 162.9 Hz and 42.9 Hz 
respectively. In the untuned condition, the prototypes P1, P2, P3 and P4 produce 470 μW 
(at 0.3g), 350 μW (at 0.3g), 4.3 μW (at 0.3g) and 16.5 μW (at 0.3g) at respective optimum 
loads of 2400 Ω, 2100 Ω, 780 Ω and 900 Ω respectively. Bidirectional tuning has been 
implemented successfully on the four prototypes and the test results are found to agree 
well with theoretical predictions. A maximum capacitive tuning of 1.8 Hz, 1.75 Hz, 0.16 
Hz and 0.16 Hz are achieved for P1 – P4 respectively whereas maximum inductive tuning 
of 0.57 Hz, 0.6 Hz, 0.13 Hz and 0.13 Hz is obtained for the same devices. Result also 
show that the output load power and load voltage drop with tuning as only 13.96% and 
22.43% of the untuned power are obtained at the maximum tuned frequencies for 
capacitive and inductive tuning in case of P1 and 11.11% and 33.1% for P2.  The tuning 
ranges could be modified by using different values of load resistance and this method 
could be very useful for high-Q, largely electromagnetically coupled EM harvesters. 
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Finally, for a complete demonstration of the linear generator (P1), an off-the-shelf power 
management circuit LTC3588-1 is used which has an internal low loss bridge rectifier 
and buck converter. Ideally such a circuit is suitable for high impedance sources like 
piezoelectric generators. However, the circuit is used here for demonstrating the 
developed linear generator (P1) in potential applications. Development of an efficient 
power management circuit for low voltage, low impedance sources like EM VEH devices 
will be undertaken in future. 
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Chapter 5 
Multi-frequency MEMS EM Energy 
Harvesters 
  
5.1. Introduction: 
The previous chapter deals mainly with single degree of freedom (SDOF) resonance 
based meso-scale generators and their frequency tuning. In a number of applications such 
as industrial machines, pump and ferry vibrations, there are multiple peaks within a close 
frequency range of the available vibration spectra [226]. Hence, multi frequency 
generators could be quite useful in these applications, having different resonance 
frequencies of the VEH devices matched to different source frequencies. In this chapter, 
multi-frequency MEMS EM energy harvesters are reported employing two different 
topologies. The first system is single mass, where different fundamental modes are 
obtained within a close range through spring design innovation, realization of the spring 
architectures and by using a large magnetic proof mass. The second system is dual mass, 
which inherently has two major vibration modes corresponding to the movement of each 
of the masses. The output power is improved in our designs in general by using the bulk 
magnet as a proof mass compared to the reported MEMS scale EM generators and this 
high performance is benchmarked through a normalized power density parameter. The 
spring structures are developed using a Silicon-on-Insulator (SOI) substrate while voltage 
is induced on double layer electroplated copper coils that are batch fabricated on silicon. 
The single mass MEMS generator has different fundamental modes in a relatively low 
frequency (<300 Hz) region with each peak separated from the other by a comparatively 
small margin. However, the device relies on the different fundamental modes of a single 
vibrating mass, thus constituting the SDOF system. It is difficult sometimes to design the 
device in such a way as to bring the other modes such as torsions of a single mass system 
close to its vertical up-down (out-of-plane) moving mode.  On the other hand, the novel 
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two degree of freedom (TDOF) system inherently has two major vibration modes 
corresponding to the movement of each of the masses. First, a theoretical model is 
derived for the MEMS energy harvesting devices and the design methodology and micro-
fabrication of the devices are reported. Then Finite Element Method (FEM) simulations 
are provided to study the static and modal characteristics of the developed devices. 
Finally, the devices are characterized experimentally and the output responses are 
explained in terms of the FEM analysis provided.  
5.2. Multi-frequency MEMS EM Generator (Single Mass): 
5.2.1. Design of the MEMS based Generator: The spring architecture of the vibrating 
structure is similar to that which was developed for the meso-scale prototype 1 (P1) in the 
previous chapter but it is efficiently scaled down and optimized for MEMS scale 
development.  
 
Fig. 5.1: Cross-section image of a micromechanical structure on Silicon-on-Insulator 
(SOI) wafer. The thin spring arms can be easily fabricated on such wafers. 
The MEMS spring structures were planned for development on Silicon-on-Insulator 
(SOI) wafers. The SOI wafers are very popular and advantageous for developing 
microelectronic and micromechanical devices [227-228]. The cross-sectional image of a 
typical SOI wafer is shown in Fig. 5.1, which consists of a bulk silicon handle layer, a 
buried oxide layer (BOX) in the middle and a thin device layer of silicon on the top. The 
SOI wafers are mainly developed using a technique called Separation by Implantation of 
Oxygen (SIMOX) [229]. In this process, the initial silicon wafer is developed using the 
Czochralski process, followed by oxygen ion implantation on the wafer. Depending on 
the implantation power and dose, the depth and concentration of silicon dioxide inside the 
silicon can be defined. A post-deposition thermal annealing at high temperature is then 
performed in order to realize a uniform and relatively thin layer of silicon dioxide while 
the top device layer silicon gets separated from the bottom handle layer. The thin device 
layer of the SOI helps to accurately define many moving parts in micro-electro-
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mechanical devices. However, such thinning of the silicon structures is also restricted by 
process technologies such as clamping issues during dry etching of the bulk silicon etc. 
For the fabrication described in the following section, the thickness of the spring arms 
was chosen to be 50 μm to match the Tyndall fabrication facilities conveniently. 
 
Fig. 5.2: (a) Designed linear spring structure. First three fundamental modes of A1 from 
COMSOL - (b) Mode 1: Vertically up and down movement, (b) Mode 2: Torsional 
motion, (c) Mode 3: Another torsional movement. 
The designed linear spring structure is shown in Fig. 5.2 (a). The central paddle (3×3 
mm
2
) is connected to the fixed frame using four L-shaped thin beams. As mentioned, the 
thickness of the spring arms is defined by the device layer of SOI which is set to 50 μm in 
this case. A small NdFeB block magnet (2.5×2.5×2 mm
3
) is epoxy bonded onto the 
movable paddle which provides mass (9.83×10
-5
 Kg) for the vibrating oscillator. Larger 
mass increases the generated power according to equation (4.20). In addition to increasing 
the power, a large mass together with thin spring arms reduces the fundamental vibration 
modes of the resonator. Hence, the first few modes of the designed structure are obtained 
at a relatively low frequency (<300 Hz). The eigen-frequencies of the designed structure 
are analysed using finite element analysis software COMSOL Multi Physics and are 
shown in Fig. 5.2 (b-d), which are obtained at 180.2 Hz, 234.5 Hz and 275.3 Hz 
respectively. In the first mode, the device moves vertically, orthogonal to the device 
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plane, whereas in the second and third modes, it shows torsional movements in different 
directions. The presence of multiple peaks in the close frequency range allows generating 
power from vibration sources with multiple peaks in their spectra. Detailed dimensions of 
the spring design are provided in Table 5.1.  
Parameters Values 
Length of a single beam  3.45 mm 
Width of the beams 0.2 mm 
Thickness of the beams 50 μm 
No of Turns 2500 
Dimension of movable paddle 3×3×0.5 mm
3
 
Mass attached (magnet)  9.83×10
-5
 kg 
Magnet dimensions 2.5×2.5×2 mm
3
 
Coil footprint 2.8×2.8 mm
2
 
Coil no. of turns 144 
Coil Resistance (RC) 187 Ω 
Gap between magnet and coil 0.8 mm 
Table 5.1: Different parameters of the MEMS based linear generator 
Double layer electroplated copper coils, used for inducing the voltage due to relative 
movement between magnet and coil, are fabricated on a separate Silicon substrate. Such a 
coil consists of two layers of copper with the track width, the inter-track gap and the 
height of each of the coils being 10 μm, 10 μm and 15 μm respectively. The square-
shaped coil has outer dimensions of 2.8×2.8 mm
2
. Each of the micro-fabricated double 
layer coils has 144 turns with the coil resistance of 187 Ω. According to Faraday’s law, 
the induced voltage in the coil is proportional to the rate of change of magnetic flux 
through the coil. Using simulations in Ansoft Maxwell, the relationship between the 
magnetic flux density (B) and the gap (z) between the magnet and coil along the center 
line of the magnet is shown in Fig. 5.3 (a), where B decreases with an increase in the gap 
distance. At a gap distance of 1 mm, a magnetic ﬂux density of 0.23 T is obtained by 
assuming the residual magnetic ﬂux density (Br) of 1.4 T for the NdFeB N52 magnets. 
The inset figure shows the magnetic flux line distribution along the cross-section.  The 
simulation shows that the magnetic ﬂux density is mostly concentrated near the surface of 
the magnet and decreases drastically away from the magnet. However, to allow the 
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movement of the magnets, the gap should be adjusted according to the maximum 
amplitude of the displacement of the magnets. In the current design, the coil experiences 
the variation from dense to sparse magnetic field due to the relative motion between the 
magnet and coil which creates the desired flux gradient. The variation of the static 
magnetic flux density along the plane of the coil for different distances between the 
magnet and coil is shown in Fig. 5.3 (b). The change of the slope near the edge of the coil 
is due to the fact that the width of the coil is greater than that of the magnet. 
 
Fig. 5.3: (a) Magnetic ﬂux density along the axis passing through the center of the 
magnets. The inset shows the magnetic flux line distribution with respect to the rest 
position of the coil (CC’). (b) Magnetic flux distribution over the plane of the coil for 
different gaps between the magnet and the coil. 
 
Fig. 5.4: Schematic of the packaged device 
The MEMS spring structure together with the bonded magnet and the micro-coil are 
packaged together to form the MEMS based energy harvesting device. The cross-
sectional schematic of the packaged MEMS device is shown in Fig. 5.4. An acrylic spacer 
is used to create a gap of 0.8 mm between the moving magnet and the fixed coil of the 
device to allow relative motion between the two. 
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Fig. 5.5: Process flow for fabrication of MEMS nonlinear spring structures on Silicon-on-
Insulator (SOI) substrate. 
5.2.2. Micro-fabrication Processes: This sub-section describes the microfabrication 
process steps involved in the development of MEMS based linear generator which was 
designed and analysed in the previous sub-section. All of the other MEMS devices 
reported in the following chapters of the thesis are also fabricated in the same process 
runs in the same wafers. Hence, the fabrication steps mentioned in the following are 
applicable for all MEMS based devices discussed in this thesis. The device is fabricated 
in two steps. First, the spring structures are fabricated on an SOI wafer. Second, the 
double layer micro-coils are fabricated on a Si wafer using electroplating technique. 
Finally the two components are packaged together and a magnet is bonded on the moving 
silicon paddle to produce electromagnetic coupling. 
The fabrication of the spring structures and micro-coils are described in the following 
sections. 
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Fig. 5.6: DRIE etched SOI wafer with Sputtered Al layer on the back before dicing. 
 Fabrication of Spring Structure on Silicon-on-Insulator (SOI): Fig. 5.5 shows the 
cross-sectional views of the micro-fabrication process flow of MEMS spring structures as 
indicated in Fig. 5.4. This is a two mask fabrication process. The details of the mask 
layout are shown in Appendix II, which are designed using Mentor-Graphics IC Station 
software. The process starts with a 500 μm thick, double side polished Silicon-On-
Insulator (SOI) wafer with a device layer of 50 μm, buried oxide layer (BOX) of 3 μm 
and a bulk handle layer of 450 μm respectively. A 3 μm thick oxide layer is thermally 
grown using the wet oxidation method on the front and backside of the wafer. The front 
side oxide layer acts as the mask layer for the front device layer silicon etch whereas the 
back side oxide acts in same way for the back silicon etch. HiPR-6512 positive 
photoresist was spun on the front of the wafer; the pattern was transferred using the first 
mask (L1) and developed subsequently. This first mask is used to define the shape of the 
thin spring structure on the front side of the wafer. The front oxide layer is etched on the 
exposed sites using Plasma Enhanced Reactive Ion Etching (PERIE) to reach the device 
layer silicon. The resist was then stripped off.  HiPR 6512 photoresist was spun on the 
back of the wafer and patterned using a second mask (BACK MASS) to etch the oxide 
layer for back silicon etching. After etching of the back side oxide layer, the resist was 
stripped off. The device layer silicon in the front is etched using Deep Reactive Ion 
Etching (DRIE) up to the BOX layer to define the thin spring structure. 6 μm thick Al 
layer is sputtered in the front to provide mechanical support to the front silicon spring 
layer while the back silicon and oxide are etched sequentially. The handle layer silicon in 
the back is then etched using the DRIE technique, followed by removal of the BOX layer. 
134 | C h a p t e r  5 :  M u l t i - f r e q u e n c y  M E M S  E M  E n e r g y  
H a r v e s t e r s  
 
The dry etched wafer is shown in Fig. 5.6, where the mechanical structures are still not 
free due to the presence of the Al layer. The wafer is diced and the sputtered Al layer is 
wet etched using a commercial etchant solution to release the mechanical structure. 
The Scanning Electron Microscope (SEM) image of the spring architecture is shown in 
Fig. 5.7 . The thin spring arms and bulk central paddles are identified in the tilted image 
in the right figure. 
 
Fig. 5.7: The released mechanical structure (linear resonator). The titled image of the 
right shows the thin spring and the bulk silicon separately. 
 Fabrication of the double layer copper coil: The double layer electroplated copper 
coil is fabricated on a separate Silicon substrate and the corresponding process flow is 
shown in Fig. 5.8. This is a three mask process. The details of the masks used in the 
process are shown in the Appendix III. The fabrication process starts by deposition of 
1μm oxide layer on Si by wet oxidation followed by sputtering of Titanium/Copper 
(Ti/Cu) layer of 20/200 nm thickness which act as seed for electroplating. The substrate is 
then patterned using first mask after AZ9260 positive photoresist (18.6 μm thick) is spin 
coated. The first layer of copper is electroplated up to 15 μm thickness using digital 
matrix plating line and the resist is stripped off. Then an optimized double spin coating 
process is used to develop 38 μm thick AZ9260 resist layer where the via layer is 
patterned using a second mask. The copper is again electroplated by 10 μm to fill the via 
and after that the resist is stripped and seed-  
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Fig. 5.8: Process flow for fabrication of double layer electroplated copper coil on silicon 
substrate. 
- layers are etched. Next, SU-8 insulation layer is spun to a thickness of 28 μm to isolate 
the bottom copper tracks from the top layer. Similar seed layers (Ti/Cu) as on the bottom 
are sputtered again on SU-8. The corresponding layer is patterned using a third mask 
using AZ9260 resist (19 μm thick) again and then top layer copper is electroplated up to a 
height of 12.5μm. Similar to the bottom layer, the resist is stripped off and seed layers are 
etched using HF acid. Finally, another layer of SU-8 (28 μm thick) is spun to provide 
passivation for the structure. The final fabricated wafer is shown in the Fig. 5.9 (a). The 
electroplated copper tracks after the first layer of coil deposition are depicted in Fig. 5.9 
(b) using SEM imaging. An optical image of a portion of the micro coil is shown in Fig. 
5.9 (c) and a cross-sectional image using SEM is shown in the inset which clearly shows 
the two conductive copper layers of the coil connected at the middle. 
 Device Packaging: At the packaging stage, the magnets are manually epoxy bonded 
on the silicon paddle under the optical microscope. In the manual procedure, it is difficult 
to guarantee exact alignment of the center of the magnet with that of the coil below. 
However, it is observed using finite element analysis that the slight mismatch between the 
centers of the magnet and coil does not affect the generated output significantly. The 
image of the packaged device is shown in Fig. 5.10, having a packaged volume of 0.14 
cm
3
. 
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Fig. 5.9: Fabricated wafer with double layer copper coils. (b) Copper tracks after the first 
layer of electroplating and resist is removed. (c) Optical image of the fabricated micro-
coil from the top. A SEM image of the cross-section of the coils is shown as inset. The 
two layers of copper are clearly visible there. 
 
Fig. 5.10: Packaged Linear MEMS generator. 
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Fig. 5.11: (a) Time history for output open circuit voltage of the MEMS generator as the 
input frequency is swept from 100 to 300 Hz at 0.5g. (b) The corresponding frequency 
response. 
5.2.3. Results and Discussions: The open circuit voltage time trace for the generator is 
shown in Fig. 5.11 (a) where the input frequency is swept from 100 to 300 Hz at 0.5g at a 
rate of 1.67 Hz/sec. The three peaks denote the three fundamental modes of the MEMS 
spring structure as predicted using the FEM analysis shown in Fig. 5.2. The 
corresponding RMS open circuit voltage vs. frequency response is obtained using the Fast 
Fourier Transform (FFT) technique of the time domain data. Three voltage peaks of 14.8, 
17.05 and 16.8 mV are obtained at the resonance frequencies of 188, 255.1 and 287.9 Hz, 
respectively. Based on the FEM analysis results, these three frequencies actually 
correspond to the out-of-plane motion (mode I) at 180.2 Hz, torsion motion (mode II) at 
234.5 Hz and torsion motion in another direction (mode III) at 275.3 Hz, respectively. 
The obtained modal frequencies match reasonably well with the experimental results but 
the observed deviation (4 - 10%) could be due to the geometrical variation of the spring 
structure during the DRIE etch process. 
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Fig 5.12: Variation of RMS open circuit voltage with the input acceleration. 
The variation of the RMS open circuit voltage with the input acceleration is shown in the 
Fig. 5.12 where the output voltage increases with the input excitation level, as expected, 
being only 4.2, 2.6 and 2.8 mV at 0.05g for the three different resonance modes which 
increases to 17, 29.7 and 21.3 mV at 1g. It is to be noted here that the output responses 
from the three modes are comparable in amplitude. Whereas the device is designed to 
obtain large out-of-plane motion, the bonding of the large magnet mass could possibly aid 
the torsional movements in mode 2 and 3 which helps in getting large outputs from those 
two modes as well. 
 
Fig. 5.13: (a) Variation of load power with load resistance and (b) variation of load power 
with input acceleration. 
Next, load resistance is connected to the generator to dissipate electrical power. The 
variation of the load power of the three modes with the load resistance is shown in Fig. 
5.13 (a). The matched load is found to be 190 Ω which is quite close to the coil resistance 
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(RC = 187 Ω) value. As described earlier, if the magnetic flux linkage is small so that the 
electromagnetic damping co-efficient is lower than the mechanical damping, then the 
maximum power is for load equal to coil resistance. The maximum powers of 0.37, 0.43 
and 0.32 μW were obtained at the matched load for an input acceleration of 0.5g and rise 
to 0.6, 1.5 and 0.9 μW respectively at 1g, as shown in Fig. 5.13 (b). This leads to 
Normalized Power Densities (NPDs) of 0.04, 0.11 and 0.06 kg.s/m
3
 respectively which is 
among the higher values for MEMS scale EM VEH devices. 
5.3. MEMS Two Degrees-of-Freedom (TDOF) EM Energy Harvester: 
5.3.1. Theory of TDOF EM Energy Harvester: A single degree of freedom (SDOF) 
vibration based energy harvesting device is generally modelled as a second order spring 
mass damper system which was analysed in the previous chapter. Fig. 5.14 (a) on the 
other hand depicts the model of two degrees of freedom (TDOF) or dual mass system 
which requires two independent co-ordinates to describe the motion. The system consists 
of a primary and a secondary spring, at the end of each of which a mass is attached which 
are called the primary and secondary masses respectively. The coupled second order 
differential equation of motion for such system can be written in matrix form as 
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Where x1(t) and x2(t) are the relative displacements of the primary (m1) and secondary 
(m2) masses, c1, c2 are the damping co-efficients of the primary and secondary oscillators 
and k1 and k2 are the effective primary and secondary spring stiffness values. The 
secondary damping c2 also includes the electromagnetic damping. For a sinusoidal input 
vibration as mentioned previously, the input forces on the right hand side of equation 
(5.1) can be written as           ̈   , i=1, 2.  
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Solving the above matrix equation, the displacements of the primary and the secondary 
masses are  
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The absolute values of the respective displacements are derived as 
|     |  √
                                         
                                                     
             (5.5) 
|     |  √
                                                    
                                                     
             (5.6) 
The generalized time response of the primary and secondary masses is given as 
      |     | 
                                                           (5.7) 
where θi is the phase angle of the respective displacements which can be obtained from 
equations (5.3) and (5.4). 
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Fig. 5.14: (a) Model of a Two Degrees-of-freedom (TDOF) system. Parametric study of 
the TDOF system: (b) m2/m1, (c) c2/c1 and (d) k2/k1 are changed while other parameters 
are kept constant. 
By setting the damping co-efficients and the external force to zero in equation (5.1), the 
resonance frequencies of the dual mass, two degrees of freedom system can be derived as 
      √
  √            
     
                                                 (5.8) 
where                 . If the forcing frequency is close to any of the 
resonance frequencies of the system, large displacement occurs, leading to the large 
output power. In between the two resonances, there is one frequency where the 
displacement is minimum. This phenomenon of anti-resonance has been utilized in a 
number of engineering problems to suppress the vibration of a structure etc. The most 
popular practical application of such ‘tuned vibration absorber’ is to solve London’s 
Millennium bridge vibration problem [230]. However, we intend to take advantage of the 
two separate resonances of the TDOF system and increase the energy harvesting 
capabilities at different input frequencies. The total converted electrical power can be 
expressed as 
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            |     |
                                            (5.9) 
 
Fig. 5.15: Schematic depiction of the TDOF Device. For clarity, the spacer is not shown 
on the front sides. 
The effect of variation of different parameters on the performance of TDOF system is 
shown in Fig. 5.14 (b-d). Other parameters remaining same, the first and second 
frequency peaks shift to higher frequencies and reduce in amplitude when the secondary 
mass (m2) is significantly larger than the primary mass (m1), as shown in Fig. 5.14 (b). On 
the other hand, comparatively low frequency and large amplitude peaks are obtained 
when m1 is much higher than m2, which is desirable in energy harvesting applications. It 
is observed from Fig. 5.14 (c) that the primary damping (c1) changes the output response 
more significantly compared to the secondary damping (c2) in terms of peak heights and 
quality factors. The peak amplitudes can be most effectively modulated through variation 
of spring constants. When the secondary spring constant (k2) is much larger than the 
primary spring constant (k1), the first frequency peak is much larger than the second peak 
(Fig. 5.14 (d)). The difference between these amplitudes becomes smaller as k1 is 
increased. When k1 is much higher than k2, the two peak amplitudes are similar. Thus, by 
optimizing different design parameters, the output response at two different frequencies 
can be improved significantly for multi-frequency energy harvesting purposes. 
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Fig. 5.16: First two fundamental modes of TDOF device without [(a) and (b)] and with 
[(c) and (d)] the magnet– The primary mass undergoes the maximum displacement in 
mode I without the magnet whereas the secondary mass undergoes maximum 
displacement in mode II. This reverses in the presence of the magnet mass. 
5.3.2. Design of the MEMS based TDOF Generator: The dual mass system consists of 
two cantilevers which act as primary and secondary springs. Unlike the model shown in 
Fig. 5.14 (a), where the secondary spring is extended away from the primary spring tip, 
here the secondary cantilever is curved inside the primary cantilever. The designed dual 
mass system, along with the compact spring structure is shown in the Fig. 5.15. It is 
observed from FEM analysis that if the secondary spring is extended outward from the 
edge of the primary spring, the gap between the fundamental frequencies of the two 
cantilevers becomes very large. Like the single mass device reported before, this device is 
also designed to be fabricated on an SOI substrate. The bulk silicon paddle at the end of 
the primary spring defines the primary mass whereas the silicon paddle along with an 
attached NdFeB magnet (2×2×2 mm
3
) defines the secondary mass, making it quite large 
compared to the primary mass. The eigen-frequency analysis of the dual mass harvester 
without and with the magnet is shown in Fig. 5.16 using COMSOL. The analysis shows 
that that the first two fundamental frequencies of the spring structure without the magnet 
are at 945.8 Hz and 1218.1 Hz, where the primary and secondary mass undergo 
maximum displacements respectively, whereas the same with the magnet are 227.2 Hz 
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and 434.5 Hz, where the secondary and primary masses undergo maximum 
displacements, respectively. An interesting observation here is that though the movements 
of the primary and secondary masses are in the out-of-plane direction, the tip of the 
magnet curves an arc of a circle which can be approximated as an in-plane motion. 
Hence, the dual mass system offers three-dimensional energy harvesting capabilities, 
being out-of-plane in the first mode and in-plane in the second fundamental mode. Thus 
energy harvesting capabilities in different directions can be obtained from the same 
device. Different physical parameters for the designed device are tabulated in Table 5.2. 
5.3.2. Electromagnetic model: Electroplated double layer copper coils are used in our 
designs to induce electrical voltage which is generated due to the relative movement 
between a moving magnet and a static coil, according to Faraday’s law. According to that 
law, the electromotive force (EMF) of a coil is proportional to the negative rate of change 
of the magnetic flux. 
   
  
  
  
 
  
∑       
 
                                              (5.10) 
Parameters Values 
Length of the primary beam 3.25 mm 
Width of the primary beam 1 mm 
Length of the secondary beam 1 mm 
Width of the secondary beam 1.5 mm 
Thickness of the beams 50 μm 
Primary Mass 2.5×10
-6
 kg 
Secondary (magnet) Mass 68×10
-6
 kg 
Magnet dimensions 2×2×2 mm
3
 
Coil footprint 2.8×2.8 mm
2
 
Coil no. of turns 144 
Coil Resistance (RC) 191 Ω 
Gap between magnet and coil 0.8 mm 
Table 5.2: Different parameters of the MEMS the TDOF Device 
where φ is the magnetic flux, N is the total number of loops in the coil, B is the magnetic 
flux density and Ai is the area included in the i-th loop. However, the magnetic flux is not 
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same for both the in-plane and the out-of-plane movement of the magnet. For the single 
mass device, the magnet moves out-of-plane w.r.t the coil in the different vibration 
modes. The magnet motion is in-plane in the first mode and out-of-plane in the second 
mode for the dual mass system. The variation of the magnetic flux w.r.t the magnet 
displacement for both in-plane and out-of-plane motion is shown in Fig. 5.17. For in-
plane motion, the magnetic flux becomes maximum when the magnet is in the center 
position. For out-of-plane motion, the magnetic flux becomes maximum when the magnet 
comes closest to the coil and reduces gradually as it moves away from the coil. Both the 
curves are fitted using third order polynomial functions as 
     
     
                                               (5.11) 
 
Fig. 5.17: Flux linkage variation for in-plane and out-of-plane motion of the magnet. The 
inset shows the static magnetic flux distribution of the magnet.  
Flux Linkage Constants In-plane motion Out-of-plane motion 
a3 (Wb/m
3
) 4668.1 31574.8 
a2 (Wb/m
2
) 74.2 -96.7 
a1 (Wb/m) 1.4×10
-2
 17×10
-2
 
a0 (Wb) -2.65×10
-4
 -2.49×10
-4
 
Table 5.3: Flux linkage constants for in-plane and out-of-plane motion of the magnet 
where a3, a2, a1, a0 are constants. The values of these constants for in-plane and out-of-
plane movement of the magnet are given in Table 5.3. For a rectangular block magnet, the 
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magnetic flux density (B) at a distance z along the line passing through the center of the 
magnet is given as [231] 
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 ⁄
]                                                                      
(5.12) 
where Br is the remanent magnetic flux density, ML, MW and MT are length, width and 
thickness of the magnet respectively. In our designs, NdFeB N52 magnets with residual 
magnetic ﬂux density (Br) of 1.4 T are used. The inset of Fig. 5.17 shows the static 
magnetic flux line distribution along the cross-section of the magnet using Maxwell 
Ansoft 2D software. 
A Scanning Electron Microscope (SEM) image of the double mass spring structure is 
shown in Fig. 5.18 (a). The thin spring arms and bulk silicon masses are identified in the 
tilted image in Fig. 5.18 (b). 
 
Fig. 5.18: SEM images of the (a) Double mass spring structure (b) Ttilted image to show 
the thin spring arm and bulk silicon paddle. 
The image of the packaged double mass TDOF device is shown in Fig. 5.19, where the 
packaged device has a volume of 0.14 cm
3
. 
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Fig. 5.19: Fabricated and fully packaged the TDOF MEMS harvester. 
 
Fig. 5.20: (a) Time history for output open circuit voltage of the TDOF device as the 
input frequency is swept from 100 to 300 Hz at 0.5g. (b) The corresponding frequency 
response. 
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5.3.3. Results and Discussions: The time history of the DMD under no-load condition is 
depicted in Fig. 5.20 (a) as the input vibration frequency is varied from 100 to 500 Hz at a 
fixed acceleration of 0.5g at a rate of 1.67 Hz/sec. It is observed from the time trace that 
the large amplitude voltage peak is generated at the lower frequency which is due to the 
large amplitude motion of the magnet in the low frequency mode, creating higher 
electromagnetic flux linkage. The magnet covers a comparatively much lower motion 
range in the high frequency mode as observed from the modal analysis. Hence the 
generated voltage is much lower there. From the FFT plot in Fig. 5.20 (b), the two peaks 
are generated at 241.4 Hz and 419.6 Hz respectively. The obtained values are close to 
simulated modal frequencies of 227.2 Hz and 434.5 Hz. Similar to the single mass 
MEMS device, here also the reason for the discrepancy could be due to the mismatch 
between the designed and final fabricated geometric parameters. The calculated open 
circuit quality factors (Qoc) of the two modes are 46.28 and 39.33 respectively. 
The load power variation of the two natural modes of the device for varying load 
resistance (RL) is shown in Fig. 5.21 (a) at an acceleration of 0.5g for comparison with the 
single mass device. The matched load in this case is also equal to the internal load of the 
coil (RC=191 Ω). In the first mode, the maximum electrical power that is transferred to 
the load is 0.22 μW. That value reduces to 0.02 μW in the second vibration mode due to 
the aforementioned reason. The maximum load power rises to 1.13 μW and 0.07 μW 
respectively at 1g acceleration, as shown in Fig. 5.21 (b). 
Table 5.4 summarizes the output performances of the TDOF MEMS device in a nutshell. 
Output Parameters Experimental Results 
Resonance Frequencies (Hz) 241.4 (mode I), 419.6 (mode II) 
RMS Open Circuit Voltage at 0.5g (mV) 12.8 (mode I), 4.34 (mode II) 
Matched Load (Ω) 190 
Load Power at 0.5g (μW) 0.22 (mode I), 0.024 (mode II) 
NPD (kg.s/m
3
) 0.08 (mode I), 0.01 (mode II) 
Table 5.4: Summary of experimental output performances of the DMD 
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Fig. 5.21: (a) Variation of load power of the different modes of DMD with load 
resistance and (b) variation of load power with input acceleration. 
5.4. Conclusions: 
This chapter reports multi-frequency MEMS electromagnetic energy harvesters 
employing two different topologies. The first system is single mass, where different 
fundamental modes are obtained within a close range through spring design innovation, 
realization of the spring architectures and by using a large magnetic proof mass. The 
second system is dual mass, which inherently has two major vibration modes 
corresponding to the movement of each of the masses. The output power is improved in 
the design, in general, by using the bulk magnet as a proof mass compared to the reported 
MEMS scale EM generators and this high performance is benchmarked through the 
normalized power density parameter. The spring structures are developed using a Silicon-
on-Insulator (SOI) substrate while voltage is induced in a double layer electroplated 
copper coils.  
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A single mass MEMS multi-frequency generator is designed to accommodate different 
fundamental frequency modes in close proximity, at the same time being in the low 
frequency range (<300 Hz). The MEMS generator is fabricated in two steps: the vibrating 
spring structure is fabricated using DRIE etching process whereas high efficiency, double 
layer copper coil is developed using electroplating technique. The first three fundamental 
frequencies of the generator are found to be 188, 255.1 and 287.9 Hz, respectively, where 
comparative output responses are obtained from each of the peaks, making it a suitable 
design for multi frequency input vibration applications. The device produces 0.6, 1.5 and 
0.9 μW, respectively, at 1g input acceleration for a matched load of 190 Ω, which leads to 
Normalized Power Densities (NPDs) of 0.04, 0.11 and 0.06 kg.s/m
3
 respectively, being 
one of the highest values for MEMS scale EM VEH devices. 
For the dual mass, TDOF MEMS device, 3D finite element analysis shows that different 
modes are activated in the low frequency (< 500 Hz) region. The first two modes of the 
dual mass device are at 241.4 Hz and 419.6 Hz respectively. At 0.5g, the dual mass 
device generates 0.22 and 0.02 μW in modes I and II respectively against matched load. 
The experimental results are qualitatively explained using the simulation results and 
indicate a good potential in the development of multi-frequency energy harvesters for a 
number of practical applications. 
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Chapter 6 
Nonlinear Energy Harvesters 
 
6.1. Introduction: 
The last two chapters deal with the single degree-of-freedom linear systems, their 
resonance frequency tuning and multi degree-of-freedom systems. Such approaches are 
applicable if the external vibration source spectrum has discrete peaks. But if the 
vibration varies continuously then wideband generators are essential. In chapter 2, recent 
developments in the field of wideband energy harvesting has been reviewed including the 
devices using nonlinear oscillation principles. It is observed that the majority of the 
nonlinear energy harvesting techniques are either bulky or require some extra components 
which make them not suitable for MEMS scale integration. The geometric nonlinearity 
arising due to the stretching strain based monostable systems are rather easy to implement 
as the source of nonlinear stiffness in such systems is from the special design of the 
spring arms. 
In this chapter, the focus is on miniaturized, nonlinear monostable hardening structures 
where a beam with a fixed-guided configuration produces nonlinear stretching strain in 
addition to linear bending strain under large deflection. First, a proof-of-concept device is 
developed at meso-scale which is further optimized to get improved performance. Later, 
two MEMS electromagnetic energy harvesting systems are studied. The nonlinear spring 
architecture is varied in the two different spring structures to study the consequent effect 
on the wideband output response. Using suitable design choices of the spring 
architectures, different fundamental modes are obtained close to each other, while further 
widening the output response. The devices are characterized at a different level of MEMS 
integration to obtain a comparative result. However, before starting with the prototypes, it 
is worth to understand the behavior of a nonlinear oscillator as different parameters are 
varied. In the following section, the dynamical equations of a nonlinear oscillator are 
normalized for simplification and to investigate the change in output response of the 
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oscillator with parametric variation. A theoretical framework is also developed to gain 
insight into the source of nonlinearity in stretching strain based monostable nonlinear 
system.  
6.2. Theoretical Framework: 
6.2.1. Non-dimensionalization of Duffing Oscillator Equation: The dynamics of 
nonlinear energy harvesting systems are mainly governed by the Duffing potential as 
mentioned in equation (2.2). The equation of motion of a harmonically excited and 
viscously damped Duffing oscillator is given by: 
 ̈  
 
 
 ̇  
 
 
  
  
 
                                           (6.1.) 
where m is the mass, γ is the damping co-efficient, k is the linear stiffness parameter, kn is 
nonlinear stiffness parameter, F is the amplitude of forcing and ω is the external 
excitation frequency. 
To better understand the effect of different parameters like damping and external force on 
the output response of the nonlinear oscillator, non-dimensionalization of the parameters 
is a useful technique.  
Let us consider the non-dimensionalized time      and  √
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Using the above approximations, equation (6.1.) can be written as 
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Let us now consider the non-dimensionalized amplitude     . The value of   is taken 
in such a way that    
  
 
. 
It can be written, 
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or,                                                                                           (6.2.) 
where   
 
√  
 and     
 
 
  . 
 
Fig. 6.1: Duffing oscillator response obtained from numerical solution of equation 6.2 for 
various (a) amplitude of external force (d=0.1) (b) damping co-efficients (f=1). 
 
Equation (6.2) was solved numerically in MATLAB using the Runge-Kutta Integration 
method (Appendix IV). The solved responses for different values of the input force and 
damping co-efficient are shown in Fig. 6.1(a) and Fig. 6.1(b) respectively while the other 
parameter is kept fixed. The peak of the response is pulled further toward higher 
frequencies as the driving amplitude f is increased, as expected from a stiffening 
nonlinearity. A significant difference between the responses of the linear oscillator and 
that of the Duffing oscillator is that the response of the latter is multivalued; that is, for a 
fixed value of the driving frequency, there are two stable responses with different 
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amplitudes. Like the linear oscillator, the Q-factor of the nonlinear oscillator also reduces 
with increasing damping which detunes the output response further.  
6.2.2. Nonlinear Effects in a Fixed-Guided Cantilever Beam Under Large 
Deformation: In this section, the components of spring force due to bending and 
stretching are obtained separately. For analytical modelling of the nonlinear spring force, 
a simplified model of the fixed-guided cantilever beam is used as shown in Fig. 6.2. It 
consists of a beam of length L, width W and thickness t. One end of the beam (x=0) is 
clamped and the other end (x=L) is guided. The tip deflection at the guided end is δg. In 
this model, the possibility of any twisting movement in other directions has been 
neglected. 
 
Fig. 6.2: Simplified model of a fixed-guided beam for calculation of force due to linear 
bending strain and nonlinear stretching strain. Thick dotted line beam represents the rest 
position whereas solid line beam shows the deformed shape. 
 Contribution due to bending: The contribution due to bending of the beam can be 
approximated analytically by applying the Euler Bernoulli’s beam equation. Fig. 6.3 
shows the small section of a beam. 
Strain energy per unit volume 
 
 
 
 
 
      where σ is the strain. 
From Fig. 6.4,  
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Fig 6.3: Slice view of a portion of the beam showing neutral axis and curvature. 
For any line at a distance t’ from the neutral axis, the strain σ is then,      
 
 
 
The strain energy over the entire beam is 
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A function Ψ is assumed such that, 
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In order to minimize the strain energy, the value of Ψ0 which minimize E[Ψ] is to be 
found. Mathematically it can be said that, 
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Integrating by parts, 
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The above inequality is true when 
∫
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                                                (6.5.) 
For a simple bending of beam, Ψ(x) can be defined with length of the beam, 
The boundary conditions are: 
 (0) = 0,    ’(0) = 0,     (L) = δg,   ’(L) = 0 
Now as equation (5.5.) is a fourth order equation, let us define Ψ as, 
            
     
                                         (6.6.) 
Then from the above boundary conditions, it follows that,   =0,   =0, 
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Solving the two equations gives,    
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From equation (6.6), the deformation Ψ(x) along the length x of the beam for any definite 
tip deflection (δg) is obtained. Hence, 
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From equation (6.4.),  
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For simplicity of calculation, let us introduce a new co-ordinate system as shown in Fig. 
6.4, where the origin is at the middle of the beam and two end points are at –L/2 and L/2. 
This assumption is based on the fact that bending is symmetric in two ends of the beam. 
 
Fig. 6.4: New co-ordinate system where the origin is in the middle of the beam. 
Now the relation between new and old co-ordinate is  ̂    
 
 
 
Hence, from equation (6.8), 
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Integrating over the length of the beam, 
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Now regardless of the co-ordinate system, the above value should remain the same as it is 
a constant term. Hence, 
∫  
   
   
        
 
 
  
 
  
 
The component of energy due to bending as a function of deflection δg, 
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                                           (6.9.) 
The component of spring force (Fb) arising due to bending is derived as 
     
  
  
                                                     (6.10.) 
 Contribution from stretching: Considering the stretching strain using the same 
model, the elongated length of the beam (∆L) can be written as  
     ∫ √            
 
 
                                     (6.11.) 
Hence, length of the stretched portion is given by 
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The stretching component of the strain is formulated as follows: 
          
  
 
 
   
 
   
                                              (6.13.) 
The energy stored due to this stretching component of strain can be written as: 
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                      (6.14.) 
Similarly, the component of spring reaction force (Fs) arising due to stretching can be 
expressed by following equation (6.14). 
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Combining both bending and stretching components, the total spring reaction force is 
obtained analytically as 
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        (6.16.) 
The restoring spring force (F) arising due to this combined effect of bending and 
stretching is a cubic nonlinearity and gives rise to a Duffing potential of the form 
  
 
 
    
 
 
   
 . When the ratio 
  
 
 is less than unity, the cubic nonlinearity is 
insignificant. When the tip deflection (δg) is only greater than the thickness of the arm (t), 
or in other words, 
  
 
 is greater than unity, then only the effect of nonlinearity comes into 
play. From equation (6.16), the relation between linear stiffness constant (  
    
  
) and 
nonlinear stiffness constant (   
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                                                  (6.17.) 
Equation (6.17) provides an important implication for designing this kind of nonlinear 
systems. The nonlinearity arising due to stretching has inverse square dependence on 
thickness of the spring arm. 
6.2.3. Dynamical Modelling of Nonlinear EM Generator: Recapitulating the governing 
equation for an electromechanical oscillator with restoring force 
  
  
, external excitation  ̈, 
mechanical damping ratio c and including electromagnetic conversion mechanism is 
given by 
  ̈    ̇  
  
  
       ̈                                          (6.18.) 
Where m is the moving mass, γ is the electromagnetic coupling co-efficient and I is the 
current flowing due to EM transduction. 
As discussed in the previous sub-section, the restoring force is of the form    
  
  
 
      
 . So, substituting this in equation (6.18), the equation of motion of the 
oscillator is 
  ̈        ̇        
                                       (6.19.) 
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Where, ρ is the mechanical damping co-efficient,            is the sinusoidal external 
perturbation, ω is the external frequency. Since EM transduction is considered, the 
external conversion circuit is modelled using the following equation 
  ̇       ̇                                                      (6.20.) 
R is the total resistance which includes coil resistance RC and load resistance RL, L is the 
electromagnetic inductance. At low frequencies, the effect of L is neglected.   
Since the equation (6.20) describes a second order non-autonomous system, it can be 
transformed into an autonomous form by considering the phase ωt as the third state-space 
variable. The system can now be represented in a three dimensional state space form  
{
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                   (6.21.) 
Equation (6.21) has been solved numerically using the 4th order Runge Kutta method. 
The power dissipated in the electrical domain for the electromechanical oscillator is given 
by      
  
 
 ̇  and consequently the average power has been calculated as      
 
 
∫         
   
 
. All numerical simulations are performed using the stiffness constants 
found from the COMSOL modelling and the results are compared with the experimental 
findings. 
6.3. Wideband Nonlinear EM Generator on FR4 (Prototype I): 
6.3.1. Design and Fabrication of the Energy Harvesting Prototype: The designed 
transducer utilizes nonlinear stretching strain to obtain a wideband response. The magnets 
are placed on the top of the central paddle (1 cm
2
 square) of the vibrating resonator. 
Under the influence of external vibrations, the magnets move up and down and flux lines 
are cut by a coil assembled above it. As a result, voltage is induced into the coil. A 
schematic of the overall prototype is shown in Fig. 6.5(a). Like in the previous chapters, 
the spring structure in the meso-scale prototype is fabricated on FR4 using a laser 
micromachining process. The designed spring structure is shown in Fig. 6.5(b). The 
spring structure has been designed and optimized for macro scale EM harvesting in which 
the magnets act as the proof mass. The thin (150 μm) cantilever springs allow the 
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resonator to move in the out-of-plane direction. One end of each of the four cantilever 
arms is fixed, while the other ends of the cantilevers are connected pairwise. This gives a 
fixed-fixed cantilever configuration. As explained analytically in the previous section, 
nonlinear stretching arises due to this fixed-guided configuration of the cantilever. The 
overall outer dimension of the resonator including the frame is 1.72 × 1.72 cm
2
. The 
COMSOL simulated eigen frequency modes for the spring structure are shown in the Fig. 
6.6. It is observed from experiments that out-of-plane movement occurs in the first mode 
of vibration at 170 Hz whereas twisting movements are obtained at 384 Hz and 484 Hz 
respectively. 
 
Fig. 6.5: (a) Schematic of the nonlinear electromagnetic energy harvester showing 
different components (inset figure shows the cross-section of the prototype). (b) 
Architecture of the designed resonator on FR4. 
 
Two oppositely polarized Neodymium Iron Boron (NdFeB N42H) permanent magnets 
were epoxy bonded at the middle of the central paddle of the resonator. Each of the 
magnets has a dimension of 4 mm × 2 mm × 1 mm, 1 mm being in the poled direction. To 
provide a strong magnetic field, sintered NdFeB N42H magnets were used, which has a 
typical (BH)max of 40 MGOe. The field strength of this magnet arrangement was 
simulated using Ansoft Maxwell 2D v12. Fig. 6.7(a) shows the simulation result. It is 
found that at 0.5 mm above the magnets, the magnetic field strength is about 0.4 T. The 
orientations of the magnets are also shown in Fig. 6.7(a) by the arrow. An enamelled 
copper wire wound coil was epoxy bonded to a glass slide and placed at a gap of 1 mm 
from the top of the magnets. The gap was-  
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Fig. 6.6: Eigen modes of the designed resonator from COMSOL: (a) Vertically up and 
down movement at 170 Hz, (b) Twisting movement at 384 Hz, (c) Another twisting 
movement at 484 Hz. 
 
created using the spacers. The coil has an outer diameter, inner diameter and thickness of 
3 mm, 1.15 mm and 0.5 mm, respectively, and has about 450 turns. The copper wire has a 
diameter of 32 µm. The resistance of the coil was found to be 69 Ω upon measurement. 
Different parameters for the designed harvester, which are used in the modelling and 
experiment in following sections, are listed in the Table 6.1. The final assembled 
prototype is shown in Fig. 6.7(b). The overall volume of the prototype is 0.78 cm
3
. 
 
Fig. 6.7: (a) Simulation result for magnetic field. The orientations of the magnets are 
shown by the arrows. (b) Prototype harvester. The overall volume of the prototype is 0.78 
cm
3
. The Magnets act as the proof mass for the FR4 resonator. 
The device was designed in such a way that it exploits this analytically derived 
conclusion of a cubic nonlinearity in equation (6.16). The corresponding variation of the 
spring force with deflection is shown in Fig. 6.8(a). The same result is validated by 
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Parameters Value 
Spring Arm Length (L) 9.2 mm 
Spring Arm Width (W) 0.8 mm 
Thickness of the resonator (d) 0.15 mm 
Area of the central paddle 1 cm2 
Young’s Modulus of FR4 (Y) (COMSOL) 21 GPa 
Coil Outer Diameter 3 mm 
Coil Inner Diameter 1.15 mm 
Coil number of turns 450 
Coil Resistance (RC) (Measured) 69 Ohm 
Magnets Dimension 4 × 2 × 1 mm
3
 
Linear Stiffness (k) (Calculated) 185.66 N/m 
Nonlinear Stiffness (kn) (Calculated) 3.56 x 10
9
 N/m
3
 
Electromagnetic Coupling Co-efficient (γ) 
(Calculated) 
0.035 Wb/m 
Inertial Mass (m) (Measured) 16 X 10-5 Kg 
Mechanical Damping Co-efficient (ρ) 
(Measured) 
0.015 
Table 6.1. Different parameter values for the designed prototype I that are used for 
modelling and experiments 
finite element analysis using COMSOL. However, there is a difference between the 
COMSOL and analytical calculation of stiffness at large deflection. The analytical model 
is based on a simple fixed-guided beam and derivation shows that the spring force can be 
expressed in terms of a sum of a linear term and a cubic order term of the deflection of 
the spring arm. This is a simplified model of the designed system which did not consider 
any higher order terms in the calculation which also contribute to the spring force. 
COMSOL, on the other hand, considers the entire structure into finite size elements and 
numerically calculates the spring force considering all terms. The calculated values of 
linear stiffness (k) and nonlinear stiffness (kn) from the analytical model and COMSOL 
are given in Table 6.2. However, the difference between the values of nonlinear stiffness 
(kn) from analytical model and COMSOL is 262%. To investigate the root for this 
mismatch, we looked further into our COMSOL model. Under 0.2 N applied force, the 
deformation of the entire central platform of our structure is not uniform (Fig. 6.8(b)). 
The deflection at the middle point of the central platform is 378.2 μm, whereas that at the 
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two corners (connection points between the beams and the central platform) is 290.1 μm. 
This mismatch could arise from the softness of the spring material. In effect, the 
deflection of the guided ends of the beams is not as high as it should be and resulted in a 
negative effect on the ‘large deflection’ of the spring arms and thus resulted in the 
mismatch. 
Stiffness Analytical COMSOL 
Linear (k) 275.5 N/m 185.66 N/m 
Nonlinear (kn) 9.32×10
9
 N/m
3
 3.56×10
9
 N/m
3
 
Table 6.2: Comparison of linear and nonlinear stiffness values obtained from Analytical 
calculation and COMSOL model. 
 
Fig. 6.8: (a) Variation of Spring Force as a function of deflection. Inset figure shows the 
potential energy function of the spring arm as it gets deformed. (b) Deformation of the 
designed structure under 0.2 N applied force. Inverse deflection of the corners is marked 
by the arrows. The deflection at the middle point of the central platform is 378.2 μm 
whereas that at the two corners is 290.1 μm. 
For small deflections, the spring force is mainly dominated by the linear term and the 
nonlinear stretching based force become significant only as the deflection become large. 
Using the COMSOL stiffness values, for 50 μm, 150 μm and 300 μm deflections, the 
contributions due to the linear force term Fb are 0.0093 N, 0.028 N and 0.056 N whereas 
those due to nonlinear force term Fs are 0.0004 N, 0.012 N and 0.096 N. So for increasing 
deflection of the spring arm, the contributions of the nonlinear force term in the total 
force also increases significantly being 4.2% for 50 μm, 30% for 150 μm and 63.2% for 
300 μm. 
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6.3.2. Results & Discussions:  
 Measurements at different acceleration levels: The fabricated prototype was tested 
under different peak acceleration levels including 0.05g, 0.1g, 0.5g, 1g, 1.5g and 2g 
(1g=10 m/s
2
). The optimum load resistance (at which maximum power is generated) is 
found to be 70 Ω (which is almost equal to the coil resistance of the device) at 244 Hz for 
1g input acceleration level. The average load power is 0.35 µW, the RMS load voltage is 
9.45 mV across the optimal load (RL = 70 Ω) and the half-power bandwidth is 10 Hz at 
this acceleration level. The RMS load voltages and load powers for different input 
accelerations are shown in Fig. 6.9(a) and (b) respectively.  
 
Fig. 6.9: (a) Load RMS Voltage, inset shows the calculation of Q factor around the linear 
resonant point and (b) Average Load Power. For all the plots, RL was kept constant at 
70Ω. The solid lines are for up-sweep and dotted lines are for down sweep. 
For all these measurements, the driving frequency of the input sinusoidal signal was 
swept from 160 Hz to 360 Hz for 480 seconds both in up and down directions. The 
experimentally obtained data has been compared with the result obtained from numerical 
modelling of the system according to the theoretical framework, as discussed in the 
previous section. For very low input acceleration of 0.05g, the response is similar to that 
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of a linear resonant system. The linear resonant frequency is found to be 170 Hz, which 
matches well with the value obtained from the COMSOL model. As the response is near 
the linear regime for an input acceleration of 0.05g, a slow sweep of 8 minutes has been 
performed around the resonance point and the open circuit quality factor (QOC) is 
calculated from the resultant curve (inset of Fig. 6.7(a)) and it is found to be 33.33. The 
mechanical damping factor (    
 
  
) is calculated (ρ=0.015) using Qoc and used 
subsequently for modelling purposes. With increasing input acceleration, the system 
response becomes more and more non-resonant in nature and a wideband operational 
region is obtained. However, this comes at the expense of a nonlinear hysteresis 
phenomenon where two stable states (one high energy state and the other low energy 
state) co-exist. A jump phenomenon is a characteristic feature of nonlinear oscillators. 
When the external frequency is slowly varied, the steady state amplitude of the output 
response changes discontinuously and drastically at one point. This frequency is known 
as the jump frequency or saddle node point. It is seen that for low amplitude of the input 
accelerations, the voltage and power spectra are quite well matched for experimental and 
modelled curves. However, for high amplitude of the input accelerations (1.5g, 2g), the 
experimental output responses differ from the modelled results. For 1.5g and 2g input 
accelerations, the jump point during up-sweep are at 259.6 Hz and 279 Hz respectively 
whereas those values in the experiment are at 254 Hz and 260 Hz.   
 Comparison of saddle node bifurcation between modelling and experiment: The 
Saddle node bifurcation point or the jump point during the up-sweep of the frequency 
differs for the two sets of curves. The reason for this inconsistency can be two-fold. First, 
the nonlinearity arises due to the stretching strain of the spring arms. Certainly some 
energy is dissipated due to this and the effect of stretching and dissipation rises for large 
values of force (high levels of base excitation). However, the model does not include such 
complex dissipation terms. Additionally, for high base excitation levels, the effect of 
nonlinearity is quite high and as a result the system becomes very sensitive to any kind of 
small perturbation. Such small perturbations are always present within the real 
experimental system due to noise, whereas numerically a deterministic system is 
considered. As a result of this, the system losses increase much more quickly than 
expected for those values of the base accelerations and the saddle node point appears 
much earlier. Similar observations also have been made by Sebald et al [232] and Barton 
et al [233]. To understand further the influence of noise, basin of attractions for the 
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system are plotted for four different frequencies in Fig. 6.10 using the numerical model. 
The basin of attraction shows that starting from different set of initial conditions at 
vanishing driving force, the solution leads to different branches, where the high energy 
state is shown by red and the low energy state is shown by blue. The fixed points of the 
high energy and low energy states are also marked as FPH and FPL in the plots. If noise is 
added to the system, it can be easily perturbed from FPH in the red region into the blue 
region and end up in FPL. At 190 Hz (Fig. 6.10 (a)), i.e., at the start of the hysteresis loop, 
the probability of staying in the high energy state is much higher. This probability, 
however, reduces as the external frequency is increased as shown in Fig. 6.10 (b) for 205 
Hz and Fig. 6.10 (c) for 215 Hz. At 225 Hz (Fig. 6.10 (d)), just before the jump occurs, 
there is very little probability of staying in the high energy branch of the response. 
 
Fig. 6.10: Basin of attraction plots from the numerical model at (a) 190 Hz, (b) 205 Hz, 
(c) 215 Hz, and (d) 225 Hz. The basin of attraction for the low energy state is shown in 
blue and that in high energy state is shown in red. FPL and FPH are fixed points for low 
energy and high energy attractors respectively. 
However to justify the claim, an Additive Gaussian White Noise (AGWN) is included 
along with the harmonic excitation in the numerical model and a qualitative discussion is 
performed using the numerical simulations to exhibit the effect of dynamical noise that 
becomes prominent in the experimental system during high acceleration inputs. The 
modified model is solved numerically by using the Euler-Maruyama method where the 
modified equation of motion can be written as  
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  ̈        ̇        
     -           √                    (6.22.) 
where D is the noise parameter and ξ is the noise function with zero expected value and 
auto-correlation equals to the delta function. The above equation is solved numerically for 
various noise parameter values at 2g input acceleration. Fig. 6.11 shows that the jump 
point in the up-sweep is sensitive to the noise and it becomes smaller as the noise 
parameter value is increased. For zero noise, the jump point is 279 Hz whereas it becomes 
264.6 Hz, 226.6 Hz and 211.5 Hz for D=1×10
-8 
m
2
/s
3
, 2.25×10
-8
 m
2
/s
3
 and 4×10
-8
 m
2
/s
3
 
respectively. These noise levels are very small compared to other reported noise levels 
that are used to harvest energy [146]. Thus, the mismatch between saddle node 
bifurcation points between experiment and simulation could be due to the dynamical 
noise that is present in experimental systems, possibly due to the excitation of any other 
degrees of freedom. 
 
Fig. 6.11: Numerical simulation on effect of noise in jump point at 2g acceleration level. 
With increase in noise, the saddle node bifurcation point during up-sweep becomes lower. 
For 2g acceleration level, the peak power that is generated at the jump-point is 0.78 μW 
whereas that value from the simulation is 1.22 μW. However the trend of power variation 
with frequency is similar to the experimentally observed curves. It is also to be noted that 
in the experiment jump-point comes earlier at 260 Hz as compared to the 279 Hz of the 
model and the generated power is 0.86 μW at 260 Hz from the model which is close to 
the experimental value. The presence of noise cuts off the generated power at a lower 
value than what could have been achieved in a noise free environment. The above 
mentioned values for 1g acceleration level are 0.35 μW and 0.38 μW respectively. 
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Fig. 6.12: Variation of Jump Frequency on up-sweep and half power bandwidth with 
input acceleration. 
Two important observations in this analysis are the saddle node point (or jump point) 
during up sweep of the frequency as maximum power is normally generated at this point 
and the half power bandwidth.  It is seen from the Fig. 6.12 that for higher values of 
accelerations, the half power bandwidth also deviates from the modelled values due to the 
above mentioned reasons. 
 Non-characteristic secondary peaks: Additionally, a non-characteristic secondary 
peak was observed experimentally at around 196 Hz. To check the possibility of an 
additional eigen-mode due to unbalance of mass due to misalignment of the magnets on 
the resonator, the location of the magnets is shifted relatively by 0.5 mm/1 mm/2 mm in 
either direction in the COMSOL model and simulated. The change in configuration of the 
magnets made a small change in the frequency but no additional eigen-mode is obtained 
from simulation and hence this possibility is ruled out. To investigate further, the time 
domain data of the open circuit voltage are recorded at different frequencies for a constant 
input acceleration level of 1g. Fig. 6.13 (a) shows the open circuit voltage up to 800 Hz 
frequency sweep. Two small linear resonant peaks appear at 384 and 484 Hz respectively. 
The time responses is recorded both during the up (Fig. 6.13 (b)) and the down sweep 
(Fig. 6.13 (c)) of the frequency around the hysteresis region. The frequency is swept at a 
very slow rate (for 16 minutes in each sweep direction) and the oscilloscope is paused to 
record the signal when the required frequency was reached.   
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Fig. 6.13: (a) Frequency response of the Open Circuit Voltage for extended frequency 
range is shown for input acceleration of 1g. Solid rounds and hollow rounds are open 
circuit voltages during up- and down-sweep respectively. Time trajectories of open circuit 
voltage at 170 Hz, 185 Hz, 196 Hz, 210 Hz, 222 Hz, 244 Hz and 250 Hz during (b) up- 
and (c) down-sweep are shown. 
At 196 Hz, it is observed that the time trajectory loses its symmetry around the origin i.e., 
all the other time trajectories remain symmetric if they are flipped with respect to the zero 
line on the voltage axis but the trajectory at 196 Hz does not remain so. Similar dynamic 
symmetry breaking phenomena have been observed theoretically for the Duffing 
oscillator by a number of researchers like Parlitz et. al. [234] and Olson et. al. [235]. As 
the frequency is increased (from 210 to 244 Hz), the peak to peak value of the large 
amplitude oscillation increases until 250 Hz, and then the amplitude drops to the low 
energy branch. From the steady state time traces during the up and down sweep of the 
frequency, co-existence of two stable states (high energy and low energy) can be easily 
seen. In Fig. 6.14, a close examination on this symmetry broken state is performed for a 
171 | C h a p t e r  6 :  N o n l i n e a r  E n e r g y  H a r v e s t e r s  
 
further qualitative analysis. Open circuit voltage trajectories show the evolution of the 
symmetry broken state from its inception at 192 Hz to its disappearance at 200 Hz in 
detail. It is remarkable that a transition to a dynamically symmetry broken state occurs in 
the monostable (single valley potential well) device, which according to the best of 
author’s knowledge, so far has not been reported in the experimental literature before.  
 
Fig. 6.14: Chronological evolution of the symmetry breaking observed near 196 Hz. 
Time trajectories of open circuit voltage from 192 Hz to 200 Hz is shown here. 
However, a one degree-of-freedom dimensional model of the Duffing oscillator did not 
produce this kind of symmetry broken behaviour. To investigate it further, the non-
dimensionalized model for the Duffing oscillator is used which is described in the first 
section of this chapter. Non-dimensionalized equation (6.2) is solved numerically and the 
non-dimensional velocities, which are proportional to the induced voltage, are plotted in 
Fig. 6.15 (a) against non-dimensional frequency (     stands for the natural frequency 
of the system       Hz) for various input accelerations from f=0.0019 (=0.05g) to 
f=0.0755 (=2g). The non-dimensional damping is found to be d=0.031 for open circuit 
case. However, further study is performed to gain deeper understanding of the observed 
symmetry breaking. For higher order force and damping (f=3, d=0.2), the non-
dimensional model shows the presence of a dynamic symmetry breaking bifurcation 
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(SBB) along with other secondary resonances (Fig. 6.15 (b)). In that case the dynamic 
symmetry breaking appears around ω=1.  
 
Fig. 6.15: (a) Non-dimensional velocity at different input acceleration levels. (b) 
Frequency response from the Non-dimensional model for F=3, d=0.2. In this case 
Symmetry Breaking Bifurcation (SBB) appears around ω=1. The evolution of the 
symmetry broken states are shown on the inset for ω=0.90, 0.95, 1.00 and 1.05 
respectively for a qualitative comparison with our experimental observation. 
The chronological evolution of the symmetry breaking phenomena is shown in the inset 
of Fig. 6.15 (b) from ω=0.9 to 1.05. There is a qualitative difference between the way in 
which symmetry breaking appears in this numerical model and the time histories obtained 
experimentally in Fig. 6.14; in particular, the relative heights of maxima and minima in 
the numerical and experimental time traces do not fully agree. However, the symmetry 
broken state at ω=1 is of a similar nature to that found experimentally at 194 Hz. The 
developed system does not predict the existence of any additional secondary peak from 
this one degree-of-freedom non-dimensional model and it is seen that the underlying 
trajectories of the symmetry broken states differ from those of dynamical symmetry 
breaking. It is further noticed that the additional peak is seen only during frequency up-
sweep and disappears during down-sweep.  It is also observed experimentally that higher 
order linear modes in the output voltage occur at 384 Hz and 484 Hz (Fig. 6.13 (a)), 
which could be due to the different twisting modes of the device in agreement with the 
eigen frequency modes in COMSOL (Fig. 6.6 (b) & (c)). These higher order resonances 
could also explain the peak observed at 196 Hz due to the coupled interaction with the 
first nonlinear resonance. However, in that case the peak would have shown up both in 
the up and down sweep directions. The assembled prototype has an in-built asymmetry in 
its structure, as shown in Fig. 6.5 (a). Magnets are placed on one side of the resonator and 
173 | C h a p t e r  6 :  N o n l i n e a r  E n e r g y  H a r v e s t e r s  
 
inductive transduction is carried out from that side. So damping is much more complex 
on this side of the resonator compared to the opposite side. This inherent asymmetry 
could also have led to the symmetry broken states. 
 Advantage of the secondary peaks: It is a unique advantage of using a nonlinear 
dynamical system that can produce large-amplitude oscillation at low frequencies other 
than having its inherent wideband frequency response and normally it is perceived that 
triggering the symmetry breaking peaks for monostable systems is not easy, even for 
moderately high acceleration levels [236]. However, such peaks are observed in the 
developed system in the vicinity of the nonlinear peaks due to the first fundamental mode, 
and hence, sudden large amounts of power could be obtained around those peaks. The 
heights and positions of these secondary peaks on the frequency scale remain the same for 
increasing input acceleration levels, bringing them closer to the nonlinear peaks for lower 
acceleration levels, while increasing the effective output power. It is seen that 15.8%, 
24%, 40.6% and 110% of the peak power can be obtained at the secondary peak for 2g, 
1.5g, 1g and 0.5g accelerations respectively. So, for example, at 0.5g acceleration, 0.1 
μW is generated at 214 Hz (nonlinear peak) whereas 0.11 μW is obtained at 196 Hz 
(secondary peak) which are only 18 Hz apart. Also, symmetry breaking states are useful 
in generating significantly large power compared to symmetric states. It can be observed 
that just before or after the secondary peak, where time traces are symmetric, only a small 
power is obtained compared to the symmetry broken peak point. For 1g acceleration, 0.14 
μW is recorded at the secondary peak (194 Hz) which would have been ~3 times higher 
than the extrapolated symmetric state at that point from the frequency response. So with 
further optimization, the symmetry breaking phenomenon has the potential for 
exploitation to achieve enhanced performance of energy harvesting devices by increasing 
the output power compared to symmetric states. 
 Comparative Study with a comparable linear generator: To establish the 
bandwidth enhancement ability of the specially designed energy harvester with fixed-
guided spring arms, a linear EM energy harvester is designed and fabricated (Fig. 6.16), 
with exactly of the same volume (0.78 cm
3
) as the nonlinear counterpart. The linear 
resonator consists of four fixed-free configuration cantilever arms (as shown in Fig. 6.16 
(a)). Compared to the specially designed fixed-guided cantilever, the restoring force 
(      in this case consists of only a linear term. Similarly oriented magnets with 
exactly similar sizes are used as the proof masses whereas an identical coil is used to 
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transduce electrical power. A comparison between the frequency responses of the open 
circuit voltage at 1g acceleration for both the linear and nonlinear prototypes is plotted in 
Fig. 6.16 (c). By using a nonlinear stretching based EM energy harvester of exactly the 
same size, a five times wider half power bandwidth is obtained.  
 
Fig. 6.16: (a) Spring configuration of the linear prototype on FR4. (b) Assembled 
prototype for testing. (c) Comparison of Open Circuit Voltage response for the Linear and 
Nonlinear prototypes under 1g input acceleration. 
6.4. High Performance Meso-scale Nonlinear EM Generator (Prototype 
II): 
Though the theoretical model of the nonlinear oscillator is successfully validated through 
the prototype I and the wideband output response is also obtained, the power output from 
the reported proof-of-concept device is relatively small, particularly due to the ineffective 
magnet coil assembly. Also, the design goal of the energy harvesting devices is to 
maximize the power output in an environment where vibration frequencies and 
amplitudes are varying in time, neither the maximum power nor the bandwidth is a 
suitable performance metric because large bandwidth occurs at high (or infinite) load 
resistance but at the cost of small (or zero) power output and vice versa. In this section, 
the performance of the reported generator is improved with a few design modification and 
utilizing a high efficiency magnet-coil configuration to increase the electromagnetic 
coupling which, as a consequence, not only improves the output power but also enables 
one to modify the bandwidth by changing the load resistance only. Using the insight 
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obtained by combining experimental and theoretical results, the general design 
parameters are identified for improving the bandwidth along with the power and define a 
more appropriate figure of merit in vibration based nonlinear energy harvesters. 
 
Fig. 6.17: (a) Schematic of the nonlinear stretching induced electromagnetic energy 
harvester. (b) Built energy harvester prototype on FR4. 
 
Fig. 6.18: The top figure depicts the first fundamental mode for fixed applied force 
calculated using COMSOL. The bottom figure shows the deflection along the fixed-
guided beam for different applied forces. 
6.4.1. Device Design & Modelling: The spring structure is architecturally the same as 
that of prototype I. However, in this case a slot is created in the middle of the central 
paddle to align the coil vertically with respect to the moving magnets. A schematic of 
prototype II is shown in Fig. 6.17 (a) and the fabricated prototype is depicted in Fig. 6.17 
(b). The spring structure is fabricated using Laser micromachining technology on 0.24 
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mm thick FR4 substrate. The length and width of each of the spring arms are 12.2 mm 
and 1 mm respectively. The magnet coil configuration in this case is similar to the one 
reported for linear prototypes P1 and P2 in chapter 4. An arrangement of two pairs of 
oppositely polarized sintered NdFeB N50 magnet with soft magnetic blocks at the ends 
provides a closed magnetic flux path to maximize the flux density. The dimensions of 
each of the NdFeB magnets are 8×4×2 mm
3
 whereas those of the mild steel blocks are 
8×4.2×1.6 mm
3
. The magnetic arrangement constitutes of an inertial mass of 3 × 10
-3
 Kg. 
An enamelled copper wire wound coil having 6.5 mm outer diameter, 1.15 mm inner 
diameter, 1 mm thickness and 2500 turns with measured coil resistance of 714 Ω was 
used to generate the electrical voltage. As illustrated in Fig. 6.18, the effect of the 
stretching becomes more and more prominent with large applied force. The deformation 
of the structure consists of bending dominantly when the deflection is smaller or 
comparable to the thickness of the spring arms (0.24 mm) and this is when the stiffness is 
almost in the linear region. Under the large deflection of the spring arms, the stretching 
effect comes into play and the stiffness enters in the nonlinear regime. From FEM 
analysis, the linear stiffness constant (k) is calculated to be 384.1 N/m and the nonlinear 
stiffness constant (kn) is found to be 1.51 × 10
9
 N/m
3
. As discussed already, the system 
behaviour is dominated by the nonlinear force under large deformation of the spring arms 
only. For example, when the deflection (x) is 50 μm, the contribution due to the linear 
bending force (kx) is 19.2 mN whereas that due to the nonlinear stretching force (knx
3
) is 
only 0.19 mN and the system response is in the linear region. However, under a large 
deflection (600 μm), the contribution due to the nonlinear force (326.1 mN) dominates 
over that due to the linear force (230 mN). Hence the system is dominated by the 
nonlinear effects under large deflection conditions only when the external excitation is 
large. 
Consequently, the output response of the device (Fig. 6.19) is resonant (resonance 
frequency = 57 Hz) at low acceleration and become gradually wideband with increasing 
input vibration. In addition to the nonlinear wideband output response, secondary 
resonance peaks are also observed at 28.5 Hz and 19 Hz, respectively, and these peaks are 
prominent at higher acceleration levels when the nonlinearity is stronger. The observation 
of these large voltages at lower frequencies, occurring near a half and one-third of the 
fundamental frequency of the harvester, can be attributed to the activation of the super 
harmonic resonances [236-237] and such resonant peaks are characteristic features of 
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nonlinear systems. The super harmonics are observed during both the up- and down-
sweep of the frequency, unlike the nonlinear jump phenomena which create hysteresis in 
the frequency sweeps. At an excitation frequency of 28.5 Hz for 0.5g, the asymmetric 
oscillations are observed (Fig. 6.19) at twice the excitation frequency which is a 
characteristic of the super harmonic resonance. This feature generates an unique 
opportunity of harnessing almost 1.8 times higher output voltage at the super harmonic 
peak compared to its vicinity. Before the start of the nonlinear hysteresis, the vibration 
consists of principally the bending component and the output voltage is still small while, 
with a further increase in oscillation amplitude, the stretching nonlinearity becomes 
significant, enabling the large amplitude output. 
 
Fig. 6.19: Open circuit voltage up-sweeps (solid) and down-sweeps (dashed) at different 
input accelerations. Open Circuit Voltage time traces zoomed in at: 28.5 Hz, 50 Hz and 
86 Hz respectively (Inset). 
6.4.2. Interplay Between Mechanical and Electrical Parameters: An electrical 
resistive load is connected to the harvester to extract electrical power which adds 
additional damping to the mechanical oscillator. The maximum generated power across 
the resistive load and the half-power bandwidth can be modulated by changing the input 
acceleration level, as shown in Fig. 6.20 (a). At 0.05g, a maximum power of 14.1 μW is 
generated across RL of 4000 Ω and the half-power bandwidth is 1.6 Hz. As the input 
acceleration is increased to 0.1g, the corresponding maximum power becomes 56.8 μW 
and the bandwidth is 2.65 Hz. With a further increase in the input acceleration, at 0.5g, 
the maximum generated power increases to 488.47 μW and the bandwidth also widens to 
9.55 Hz. Since the noise term is enhanced with increasing acceleration, a small value of D 
is assumed in all simulations, being equal to 1×10
-8
 m
2
/s
3
 for 0.1g, 4×10
-8
 m
2
/s
3
 for 0.3g 
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and 9×10
-8
 m
2
/s
3
 for 0.5g respectively. With these chosen values of noise levels, the jump 
down frequencies matches well with the experiment (Fig. 6.20 (b)). 
 
Fig. 6.20: Variation load power with input frequency for different acceleration levels (a) 
Experiment, (b) Simulation. RL=4000Ω. 
The electromagnetic inductance (L) of the coil is 1.81 mH. Thus the impedance offered 
by the inductive component (ωL = 0.103 Ω) is very low compared to the resistive 
components (RC = 714 Ω and RL = 4000 Ω) at the intended low frequency of operation 
and so the effect of L is neglected. Thus under the approximation           , the 
electrical damping co-efficient (cEM) of the electromagnetic energy harvester is given as 
    
  
       
                                                    (6.23.) 
Since cEM is a function of RL, thus damping can be changed by also changing the load 
resistance. The effect of changing the load resistance is studied by recording the 
frequency sweep data at 0.1g acceleration for various RL values. Maximum power is 
generated at the jump-down frequency during up frequency scan. However, it is observed 
that the maximum achievable load power does not increase continuously with the load 
resistance. The variation of load power with frequency is shown in Fig. 6.21 (a) 
experimentally and using numerical simulations in Fig. 6.21 (b) for different load 
resistances, maintaining a good agreement between the two. For a very small load value 
(RL = 500Ω), the electrical damping is quite high and thus the response is approximately 
like a resonant spectrum. Moreover, a noise parameter of 1×10
-8
 m
2
/s
3
 is considered for 
0.1g for all simulations. For very low load resistance, the damping is very high (low Q-
factor) and the effect of dynamical noise might be negligible and additional input noise 
results in a wide spectrum with a lower height in simulation. However in order to 
maintain consistency within the analysis, a white noise with a noise parameter of 1×10
-8
 
m
2
/s
3
 for 0.1g is incorporated in all simulations.  
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Fig. 6.21: Load power with frequency sweep for various load resistance values are shown 
in (a) experimentally and (b) using simulations (D=1×10
-8
 m
2
/s
3
). (c) Load power and 
power integral variation with load resistance. All plots are obtained at 0.1g acceleration. 
The bandwidth increases continuously with the load resistance, whereas the maximum 
power is generated for 4000Ω load resistance. Since the nonlinear jump point and 
bandwidth depend on damping, they could also be changed just by altering the resistive 
load. With an increase in RL, the electrical damping eventually becomes smaller and, as a 
result, the jump-down frequency shifts further away from the resonance frequency, 
resulting in the widening of the bandwidth. This is advantageous compared to linear EM 
energy harvesters whereas complex load topologies are used to modify the resonance 
frequency [125, 238]. For devices with low magnetic flux gradient, the electrical damping 
is low compared to mechanical parasitic damping and, as a result, load resistance has no 
effect on jump frequency or bandwidth. Thus, the highly efficient magnetic circuit not 
only maximizes the generated power due to a large flux gradient but also modifies 
significantly the nonlinear down jump frequency and bandwidth. The lower limit of the 
tuned frequency is the resonant frequency of the device in the case of the hardening type 
monostable system as the amplitude-frequency curve tends to bend in the higher 
frequency direction for such a system whereas the upper limit is the open circuit 
condition. The envelope of the maximum generated power with the variation of the load 
resistance under 0.1 g acceleration is shown in Fig. 6.21 (c). The maximum load power of 
56.8 μW is generated at RL = 4000 Ω and, with a further increase in RL, the maximum 
load power reduces.  
6.4.3. Power Integral – Figure of Merit: The main motivation behind using nonlinear 
energy harvesters is to transduce electrical power from a wideband vibrational source 
where the available energy is distributed over a broadband of frequencies as opposed to 
linear devices which are suitable for transducing power from vibrations with discrete 
frequency peaks. So far, the state-of-the-art figure of merits for energy harvesters 
considers peak power generated at a particular frequency as described by Beeby et. al. 
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[62] which is suitable for linear generators only as they have narrow bandwidths. On the 
other hand, Sebald et al [232] proposed a figure of merit for nonlinear energy harvesters 
where they have considered generated power over a half-power bandwidth. As nonlinear 
energy harvesters are aimed to improve the off-resonance performance over a wide 
bandwidth and could have unusual peaks generating significant power at different 
frequencies outside the so called half power bandwidth, no existing figure of merit is 
useful for such systems which consider output power at a particular frequency or only 
over a certain frequency range only. For example, the power-frequency response depicted 
in [239] for a 35V bias has a narrow bandwidth where maximum power is generated but a 
significant wideband region is obtained outside that narrow bandwidth. Thus, a more 
generalized figure of merit is necessary for comparing different nonlinear energy 
harvesters. Here, a useful figure of merit for nonlinear energy harvesters is introduced, 
called the power integral, which is the area under the power frequency curve at a fixed 
acceleration level and is defined as    ∫     , where PL is the load power and f is the 
frequency. As the bandwidth increases continuously with load but the maximum power 
does not, to address this trade-off between load power and bandwidth, power integral 
optimizes the load resistance for which the integral of the load power over frequency is 
maximized, i.e. the value of load resistance is obtained for which maximum bandwidth is 
obtained with a minimum loss of power from the peak point. Thus for optimum 
performance of nonlinear energy harvesters, they must be operated with an electrical load 
which is optimized with respect to the Power Integral value instead of load which is 
optimized with respect to the load power. In this case, the maximum value of power 
integral is 297 μW-Hz and is obtained at RL=9000Ω, which is different from the value of 
RL (=4000Ω) at which maximum peak power is recorded. To justify the significance of 
Pf, load power-frequency responses for three different load values are plotted in Fig. 6.22. 
It is observed from Fig. 6.21 (c) that the maximum output power is generated at RL = 
4000 Ω when electrical damping is nearly equal to mechanical damping, whereas Pf is 
maximum for RL = 9000 Ω. The load power frequency responses for these two load 
conditions, and for RL = 50000 Ω, are shown in Fig. 6.22.  For a load of 4000 Ω, the 
maximum generated power is 56.8 μW, with a bandwidth of 2.9 Hz. For a very large load 
(50000 Ω), the system comes close to the open circuit condition and the maximum power 
falls to 17.9 μW while the bandwidth increases to 5.9 Hz. By optimizing the load to 9000 
Ω using the Power Integral, the maximum power of 50.5 μW is achieved with an 
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operational bandwidth of 4.5 Hz at 0.1g. Thus, using the Power Integal optimization, 
76.3% of the maximum achievable bandwidth is obtained with only 11.1% loss from the 
maximum load power. 
 
Fig. 6.22: Load power frequency responses at 0.1g to demonstrate the Power Integral 
optimization. Optimum load of 9 KΩ is used to balance between maximum load power 
and maximum achievable bandwidth. 
6.4.4. Effect of Load Resistance on Bandwidth: The modulation of bandwidth using the 
interplay between electrical load and mechanical input could be explained by Fig. 6.23 
which shows the down- and up-jump frequencies as a function of RL for various input 
accelerations. For 0.1g, the behavior is resonant for values of RL up to 1200 Ω due to 
large electrical damping and thus both the jump points merge into one.  
With an increase in RL, electrical damping decreases drastically, the jump points separate 
out, and the gap between them rises. The shaded portions of the plots depict the nonlinear 
hysteresis regions and they widen for higher load resistances. However, with an increase 
of the input acceleration, the hysteresis regime begins at a lower load resistance and there 
is already a loop width of 3.6 Hz at 0.5g for 1oad of only 100 Ω. It is to be noted from 
equation (6.23) that the electrical damping is independent of the driving force. But even if 
cEM is large for smaller load values, the nonlinear effect becomes prominent with growing 
input acceleration levels. The nonlinear jump down frequency does not increase 
indefinitely with a increase of electrical load resistance but saturates at one point and that 
threshold saturation point shifts to a lower value of load with an increase of the input 
acceleration. Since the jump down frequency defines the bandwidth, the operational 
bandwidth also gets saturated at a certain load resistance and does not increase with any 
182 | C h a p t e r  6 :  N o n l i n e a r  E n e r g y  H a r v e s t e r s  
 
further increment of the load. On the other hand, the jump up frequency remains almost 
constant for all values of the load. The points of maximum Pf are also marked in Fig. 6.23 
for various acceleration levels and they occur near the load where the threshold saturation 
for the jump-down frequency occurs. It is to be noted that the Pf values are calculated by 
considering the high energy branch solutions as the maximum power is generated at the 
jump-down frequency during the up-sweep. However, system response may result in 
either of the high or low energy branch for a frequency varying, excitation which is a 
classical problem for Duffing oscillator based nonlinear systems. The value of maximum 
Pf changes drastically from 297 μW-Hz at 0.1g to to 7560 μW-Hz at 0.5g as both the 
output power and bandwidth increase significantly with the same change in acceleration 
level. 
 
Fig. 6.23: Down-(solid) and up-(dashed) jump frequencies as a function of load resistance 
for different input accelerations. The shaded regions show the nonlinear hysteresis region 
for respective acceleration levels. Maximum Pf are marked at the corresponding load 
values. Electrical damping is also shown as a function of RL. 
6.5. MEMS based Nonlinear EM Energy Harvesters: 
In this section, two MEMS electromagnetic energy harvesting systems are studied. The 
nonlinear spring architecture is varied in the two different spring structures to study the 
consequent effect on the wideband output response. Using suitable design choices of the 
spring architectures, different fundamental modes are obtained close to each other, while 
further widening the output response. The devices are characterized at different level of 
MEMS integration to obtain comparable results. 
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Fig. 6.24: Schematic of the nonlinear spring architectures (a) Nonlinear Acrchitecture 1 
(A1) and (b) Nonlinear Architecture 2 (A2). The light grey represents the thin silicon 
spring arms whereas the dark grey denotes the bulk silicon-on-insulator. 
Parameters 
Nonlinear 
Architecture 1 
(A1) 
Nonlinear 
Architecture 2 
(A2) 
Length of a beam from a fixed to 
guided end (mm) 
2.85 1.9 
Angle between fixed-fixed ends 
(degree) 
90 0 
Width of the beams (mm) 0.2 0.2 
Thickness of the beams (μm) 50 50 
Dimension of movable paddle (mm
3
) 3×3×0.5 3×3×0.5 
Mass attached (magnet) (kg) 9.83×10
-5
 9.83×10
-5
 
Table 6.3: Different design parameters of the two nonlinear spring architectures 
6.5.1. Device Configurations: Schematic drawing of the nonlinear MEMS spring 
structures are shown in Fig. 6.24. The first nonlinear architecture, A1 (Fig. 6.24 (a)), 
consists of a large movable mass suspended by four fixed-guided beam arms. The arms 
are fixed in two opposite corners of the frame and attached pairwise to two other opposite 
corners of the movable paddle. The second nonlinear spring architecture A2 (Fig. 6.24 
(b)) consists of a pair of fixed-fixed beams which form an H-shaped configuration. The 
large movable mass along with the thin beam joints act as the middle bar of the ‘H’ in this 
case. For both the spring architectures, the thickness and width of the beam arms are 50 
μm and 200 μm, respectively, whereas the movable paddles have dimension of 3×3×0.5 
mm respectively. Detailed dimensions of the two nonlinear spring designs are provided in 
Table 6.3. The movable spring structures are fabricated using MEMS fabrication 
techniques. Double layer electroplated copper coils are fabricated on a separate Silicon 
substrate, which consist of two layers of copper coils with the coil track width, the inter-
track gap and the height of each of the coil being 10 μm each. The square shaped coil has 
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an outer dimension of 2.8×2.8 mm
2
. Each of the microfabricated double layer coils has 
144 turns with the coil resistance of 192 Ω. The MEMS spring structure and coil are 
packaged together to form the nonlinear microelectromagnetic energy harvesting devices. 
A small NdFeB block magnet (2.5×2.5×2 mm
3
) is epoxy bonded onto the movable paddle 
which provides mass (9.83×10
-5
 Kg) to the vibrating oscillator.  
 
Fig. 6.25: (a) Cross-sectional view of the packaged devices. Packaged nonlinear MEMS 
electromagnetic energy harvesting devices (b) device with A1 architecture and (c) device 
with A2 architecture. 
 
Fig. 6.26: SEM images of the (a) nonlinear architecture 1 (A1) and (b) nonlinear 
architecture 2 (A2). Inset figures show the tilted view of the fabricated spring structures 
identifying the thin spring arms and the bulk movable paddles. 
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Initially, the batch fabricated and diced nonlinear spring structures are packaged with 
commercially available wire wound copper coils having comparable dimensions to those 
of the micro-fabricated copper coils.  The circular wire wound coil with 3mm outer 
diameter, 0.5 mm thickness and 25 μm wire diameter, has 560 turns and a coil resistance 
of 140 Ω.  The cross-sectional schematic of the packaged MEMS devices is shown in Fig. 
6.25 (a). An acrylic spacer is used to create a gap of 1 mm between the moving magnet 
and the fixed coil of the device to allow relative motion between the two. Two 
experimental prototypes with each of the MEMS spring architectures are shown in Fig. 
6.25 (b) and Fig. 6.25 (c) respectively, where each device has a volume of 0.14 cm
3
.  
The spring structures are fabricated using the same steps as described in chapter 5. 
Scanning Electron Microscope (SEM) images of the two spring configurations are shown 
in Fig. 6.26 (a) and (b) respectively. The thin spring arms and bulk central paddles are 
identified in the tilted images in the inset figures. Similarly the micro-coil fabrication 
steps are also outlined. The micro-coil used in this case is same as the one used in chapter 
5. A comparison between the micro-fabricated coil and the wire wound coil of similar 
dimension is provided in Table 6.4.  
Coil 
No. of 
turns 
Area 
(cm
2
) 
Thickness 
(mm) 
Resistance (Ω) 
Wire Wound 560 0.08 0.5 140 
Micro-fabricated 144 0.09 0.03 192 
Table 6.4: Comparison between micro-fabricated and wire-wound copper coils 
6.5.2. Electro-mechanical Model: It is well understood already that the thickness of the 
spring arms is an important parameter for designing this kind of stretching induced 
nonlinear architectures i.e., the smaller the thickness of the spring arms, greater will be 
the nonlinearity. Thus this method of introducing nonlinearity into the system is one of 
the most convenient technique for micro-fabricated energy harvesting devices as it is 
comparatively easy to manufacture very thin beam structures on SOI using standard 
MEMS processing technologies, even though such thinning of the spring arms is also 
restricted by process technologies such as clamping issues during dry etching of the bulk 
silicon etc. In the reported devices, the thickness of the spring arms is chosen to be 50 
μm. 
186 | C h a p t e r  6 :  N o n l i n e a r  E n e r g y  H a r v e s t e r s  
 
 
Fig. 6.27: First three fundamental modes of A1 from COMSOL: (a) Vertically up and 
down movement at 376 Hz, (b) Torsional motion at 395 Hz, (c) Another torsion at 482 
Hz. (d) Variation of spring force vs. deflection for mode 1 and spring torque vs. angular 
rotation for other modes of vibration respectively. 
As shown in Fig. 6.27 (a-c), the first three vibrating modes of A1 are at 376 Hz, 395 Hz 
and 482 Hz respectively, where the device undergoes vertical deflection and torsion along 
different directions. The closely spaced fundamental modes help to improve the wideband 
characteristic of the nonlinear springs. In linear resonator based systems, multi modal 
design is a common approach to harness energy from different vibration frequency peaks; 
whereas the nonlinear effect associated with different vibration modes and their potential 
interactions producing an even enhanced wideband response is unreported and hence not 
analyzed properly. The nonlinear behavior of the different modes of A1 can be 
understood from Fig. 6.27 (d).  The spring force variation in the case of the first mode is 
shown as a function of the displacement whereas the variation of the produced spring 
torque as a function of the angular rotations of modes 2 and 3 are shown using FEM 
analysis in COMSOL Multiphysics. Using small angle approximation, the angular 
rotations are calculated from the deflection values in COMSOL for different applied 
torques. The nonlinearity produced at the large deflections can easily be observed from 
the plots. For mode 1, the spring force variation is almost in the linear regime till 50 μm. 
Beyond this point the spring force enters the nonlinear regime as the stretching strain 
becomes significant.  
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Fig. 6.28: First three fundamental modes of A2 from COMSOL: (a) Torsional  movement 
at 487 Hz, (b) Vertically up and down movement at 671 Hz, (c) Twisting movement at 
897 Hz. (d) Variation of spring force vs. deflection for mode 2 and spring torque vs. 
angular rotation for vibrational modes 1 and 3 respectively. 
The first three fundamental modes of A2 are at 487 Hz, 671 Hz and 897 Hz respectively, 
as shown in Fig. 6.28 (a-c). These modes correspond to torsional, vertical and twisting 
motions. Ideally one would like to have the vertical up-down motion as the first mode as 
that should be the most dominant mode of the spring architecture as that would maximize 
the magnetic flux linkage. But in this case torsional motion is obtained at lower frequency 
due to the presence of the thin beam joints, as indicated in Fig. 6.24 (b), which makes the 
torsion easier compared to A1 where the beam joints are bulk (Fig. 6.24 (a)). In A2, the 
gap between different modes is quite wide compared to that in A1. Also, it is observed 
from Fig. 6.28 (d) that except for the vertically moving mode 2, other modes do not 
incorporate any nonlinear effect. Hence, the influence of the interaction between different 
degrees-of-freedoms is expected to be lower. It is observed that both linear and nonlinear 
stiffness for the vertical mode A2 are higher compared to those of A1. Thus, much higher 
force is required to produce the same deflection in A2. However as the nonlinear stiffness 
is higher for A2, the frequency widening effect due to nonlinear stretching of a single 
vibration mode is also expected to be higher. This higher stiffness leads to higher 
operating frequency as well. The derived linear and nonlinear stiffness constants of A1 
and A2 spring architectures are given in Table 6.5.  
Theoretically, the upper bound on the maximum obtainable power from nonlinear energy 
harvesting device was calculated by Ramlan et al. [139] and is given as 
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                                                     (6.24.) 
where ω and Z are the angular frequency and amplitude of the input harmonic vibration 
and Xmax is the maximum displacement of the oscillator under any circumstances. Since 
the essential features like proof mass and maximum allowable displacements of the 
different nonlinear energy harvesting devices are same, the theoretical maximum average 
output power is plotted in Fig. 6.29 as a reference over a frequency range of 0 – 1000 Hz 
under different input accelerations from 0.1g to 1g (1g=10 m/s
2
). From equation (6.24), it 
is clear that proof mass plays an important role in increasing the output power. The effect 
of changing the mass on output power at a fixed frequency (500 Hz) is shown on the inset 
of Fig. 6.29, while keeping the other parameters unchanged. However, the actual 
performance of the reported devices is limited by a number of factors such as parasitic 
damping, the stiffness of the springs etc. 
Stiffness Constant 
Nonlinear Architecture 1 
(A1) 
Nonlinear Architecture 2 
(A2) 
Linear Stiffness (k) 
(N/m) 
917.2 2665.7 
Nonlinear Stiffness (kn) 
(N/m
3
) 
1.93 × 10
11
 5.62 × 10
11
 
Table 6.5: Comparison between stiffness parameters of the two nonlinear architectures 
 
Fig. 6.29: Theoretical maximum average power from the devices is plotted for different 
input accelerations as a reference of the actual performance. The dependence of proof 
mass on output power at a particular frequency (500 Hz) is shown as an inset. 
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Fig. 6.30: Measured load power response of (a) A1WC and (b) A1MC as a function of 
input frequency for various accelerations for both up- and down-sweep of the frequency. 
The inset in (a) shows the open circuit voltage response of A1 at an acceleration of 0.02g. 
6.5.3. Experimental Characterization: The two MEMS nonlinear spring architectures 
are characterized by two different coils, wire wound and micro-fabricated, respectively. 
For ease of understanding, the following terminologies have been used.  
A1WC – nonlinear architecture A1 assembled with the wire wound coil.  
A1MC – nonlinear architecture A1 assembled with the micro-fabricated coil.  
A2WC – nonlinear architecture A2 assembled with the wire wound coil.  
A2MC – nonlinear architecture A2 assembled with the micro-fabricated coil. 
In all of these cases, the NdFeB magnet (epoxy bonded onto the central paddle of the 
springs) acts as the proof mass, which increases the energy transduction efficiency due to 
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the large mass of the magnet compared to the conventional MEMS based approaches 
where a coil proof mass is used. The spring architectures A1 and A2 are characterized at 
different acceleration levels to obtain comparable outputs. As already explained, A2 is 
much stiffer than A1. Therefore, a much stronger force is required to enter the nonlinear 
regime for A2 spring architecture. As a consequence, high acceleration values are used to 
obtain significantly wider bandwidth and power output from the devices with the A2 
spring architecture. However, 0.5g is used as a common acceleration value to compare the 
performance of the two different spring designs. 
 Characterization of Nonlinear Architecture 1 (A1): The load power response of the 
devices A1WC and A1MC as a function of the input excitation frequency for both up- 
and down-sweeps are shown in Fig. 6.30 (a) and Fig. 6.30 (b), respectively, under 
different acceleration levels. As mentioned before, the first three fundamental modes of 
nonlinear design A1 are relatively closely spaced at 376 Hz, 395 Hz and 482 Hz. The 
large deflection, stretching strain nonlinearity results for the out-of-plane and different 
tilting vibration modes of the spring architecture, which leads to nonlinear output 
responses at each mode. The first mode (376 Hz), which corresponds to the vertical up-
down movement, is most dominant as the external excitation is also aligned along that 
direction. Also, the nonlinear contribution due to this mode is quite large, as seen from 
Fig. 6.27 (d). With an increase of input excitation frequency, the nonlinear contribution 
due to the following modes compliance with the first mode and that adds up to the overall 
nonlinear output response of the device. As a result, ultra-wide output response is 
achieved and the corresponding wideband nature escalates with the increase of input 
acceleration. A similar frequency response is observed for both A1WC and A1MC as the 
same nonlinear spring architecture is used for both. The inset in Fig. 6.30 (a) shows the 
open circuit voltage response of A1WC at a low acceleration of 0.02g where only the 
vertically moving first mode is significant whereas other modes are not recognizable. The 
peak is obtained at 367 Hz which agrees fairly well with the FEM analysis (376 Hz). As 
seen from the experiments, the maximum load power is generated for both the prototypes 
when the internal coil resistance is equal to the external load resistance. This condition 
holds when the parasitic damping is higher compared to the electrical damping. In MEMS 
based electromagnetic generators, the electrical damping is expected to be low as the 
small dimension magnet and coil assembly produces relatively lower electromagnetic 
coupling and there is little scope to form efficient magnetic arrangements, which also 
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affects the output power. Thus, the optimized loads for both the devices are equal to the 
respective coil resistances i.e., for AIWC it is 140 Ω and for A1MC the same is 190 Ω 
respectively. At 0.5g, the maximum average load power of 2.87 μW is obtained at the 
jump-down frequency of 629 Hz with a half power bandwidth of 82 Hz. A peak load 
power of 0.41 μW is generated at 627Hz for A1MC along with a bandwidth of 80 Hz at 
0.5g input acceleration. The significant fall in the output power for A1MC compared to 
that of A1WC is due to the low electrical damping produced by the microfabricated coil 
with fewer coil turns than the wire wound coil, whereas the output bandwidth remains 
almost the same due to the identical mechanical structures. 
 
 Characterization of Nonlinear Architecture 2 (A2): Load power variations of the 
devices A2WC and A2MC with up- and down-sweeps of the input frequency are shown 
in Fig. 6.31 (a) and Fig. 6.31 (b) under three different acceleration levels such as 0.5g, 
0.8g and 1g. It is observed from FEM analysis in the previous section that the first 
vibration mode (487 Hz) of this spring structure is a torsional mode which is relatively 
linear, whereas the second vertically moving mode at 671 Hz is nonlinear in nature. Thus, 
for devices with the A2 architecture, no overlap between the wideband responses occurs. 
A linear peak is obtained near 587 Hz, generating 0.023 µW at the peak for A2WC and 
0.0054 µW for A2MC. However, such a resonant response is followed by the wideband 
output frequency response due to the strong nonlinearity of the second vibrational mode.  
Like the previous case, the output response also widens with the increase of the amplitude 
of the input acceleration. The jump-down frequency for this strong nonlinear response 
increases significantly from 700 Hz at 0.5g to 704 Hz at 0.8g and 829 Hz at 1g. This can 
be explained from the spring force variation with displacement of the corresponding 
mode shown in Fig. 6.28 (d). As compared to A1, much higher force is needed for A2 to 
enter into the sufficiently nonlinear regime. Thus, larger input accelerations are needed to 
achieve the desired wideband output. At 1g acceleration, a maximum load power of 1.05 
μW is generated for A2WC at 829 Hz. The corresponding half power bandwidth of the 
device is 60 Hz. On the other hand, a maximum load power of 0.22 µW is produced for 
the device A2MC under similar excitation condition at 830 Hz which corresponds to a 
half power bandwidth of 61 Hz. In this case also the load resistances of both prototypes 
are adjusted to match the respective coil resistances for optimal power generation. It is to 
be noted that both the load power and the half power bandwidth of the prototypes with the 
A2 nonlinear structures are comparatively smaller than those of the prototypes with the 
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A1 variant. This can be attributed to the fact that A2 is much stiffer compared to A1, 
which imposes higher structural damping [240] as well and reduces the output power in 
spite of the nonlinear contribution from other modes as in the case of A1WC and A1MC. 
 
Fig. 6.31: Measured load power response of (a) A2WC and (b) A2MC as a function of 
input frequency for various accelerations for both up- and down-sweep of the frequency. 
The inset in (a) shows the open circuit voltage response of A2 at low acceleration of 0.1g. 
6.6. Conclusions: 
In this chapter, we have discussed the design, modelling and experimental validation of 
stretching strain based nonlinear monostable EM Energy Harvesters. An analytical 
formulation of large deformation of the spring arms shows that a cubic nonlinearity 
results from the contributions of stretching in addition to bending. This nonlinearity 
increases the operational bandwidth of the VEH significantly. Further, numerical 
investigation of a deterministic model based on a monostable Duffing oscillator supports 
this increase in bandwidth. A qualitative discussion based on the numerical model shows 
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that the presence of dynamical noise in the experimental system reduces the expected 
bandwidth. Using FR4 as the spring material, an initial device (prototype I) shows up to 
10 Hz bandwidth at 1g acceleration. In this prototype, a non-characteristic secondary peak 
(at 196 Hz) was observed experimentally, where 110% of the peak power at the nonlinear 
jump point can be achieved at 0.5g acceleration. Almost three times more power is 
generated at this symmetry broken peak compared to the nearby symmetric states, 
showing high potential of dynamical symmetry breaking in generating more power 
compared to the symmetric states and this can be utilized by further optimization. A 
detailed examination of this secondary peak shows the symmetry breaking bifurcation at 
that particular position. However, an elementary dimensional and non-dimensional one 
degree-of-freedom model could not justify the presence of any such additional peak. It is 
inferred that the symmetry broken secondary resonance may appear due to the dynamic 
symmetry breaking of the oscillator or due to the inherent asymmetry of the built 
prototype. The work also shows the potential of FR4 based a small footprint, wide 
bandwidth, nonlinear EM harvester generating a useful amount of power, which can be 
increased significantly by further optimization of the magnet coil assembly. The same is 
demonstrated in an improved prototype II. A reasonably good bandwidth of 9.55 Hz is 
obtained with prototype II among the reported macro prototypes whereas the load power 
of 488.47 μW generated across a resistive load of 4000 Ω under 0.5g input acceleration at 
77 Hz, which is also useful for practical applications. 
Further, a generalized bandwidth widening scheme with respect to a nonlinear vibration 
energy harvester is proposed. It is shown that bandwidth and the maximum power point 
(or jump-down frequency) can be modulated by changing either the input acceleration or 
the resistive load as opposed to a linear device, showing the inter-dependence among 
different physical parameters of nonlinear generator. By exploiting the interaction 
between the electrical circuitry and the mechanical motion of the device, the power output 
is improved over a large frequency range. This improvement is quantified using a new 
figure of merit based on a suitably defined ‘power integral (Pf)’ for nonlinear vibrational 
energy harvesters. 
Following a successful demonstration in meso-scale, the concept is utilized at MEMS 
scale with further innovations. Two different topologies are studied there. In the first 
nonlinear architecture (A1), the fixed ends are orthogonal to each other with the beam 
joined in the middle, whereas the second nonlinear architecture (A2) is H-shaped. The 
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realization of the spring architectures on the thin Silicon-on-Insulator substrate using 
MEMS processing technology activates different fundamental modes of the devices 
which further widens the output response. The devices are characterized at different 
levels of MEMS integration to report a comparative result. Experimental results show that 
around 80 Hz of the half power bandwidth is obtained for devices with A1 architectures 
due to nonlinear contributions from closely spaced vibration modes. On the other hand, 
devices with A2 spring structures have 60 Hz half power band width due to strong 
nonlinear stiffness of the beams.  
However, all of the devices suffer from problem of hysteresis which might restrict their 
operation in practical applications. This issue is addressed in the following chapter. 
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Chapter 7 
Electrical Switching in Nonlinear Energy 
Harvesters 
 
7.1. Introduction: 
Nonlinear oscillator based energy harvesters have improved the off-resonance 
performance significantly due to their inherent wideband frequency response when 
compared with linear resonators. Various nonlinear energy harvesters with different types 
of potential energy functions, e.g. single-well [142–147], double-well [150-151, 154-155, 
241-242] and triple-well [243-245] systems have been explored comprehensively to 
achieve energy transduction over a wide frequency range as has been already mentioned 
in chapter 2. However as it has been mentioned in the concluding section of the previous 
chapter that the branching of the frequency response introduces the phenomena of 
multistability and hysteresis in the dynamics of the devices, which means that a number 
of stable steady states with different energy output may coexist. The device selects a 
stationary state depending upon the frequency schedule of the external excitation and the 
initial conditions [127, 149].  
In this chapter, it is demonstrated that a suitable electrical control signal switches the state 
of a nonlinear VEH from the Low Energy Branches (LEBs) to the High Energy Branch 
(HEB). The VEHs have an inherent connection between their mechanical and electrical 
degrees of freedom. This interplay is exploited in an innovative way to supply a periodic 
electrical signal over a short period of time to the system to initiate the large amplitude 
mechanical motion when the system response is on the LEB. The dynamical 
characteristics of the proposed methods are theoretically reproduced and explained by a 
modified Duffing oscillator model. This elegant approach can be generalized to systems 
of any scale (MEMS or nanoscale devices) and with different transduction mechanisms 
where the manipulation of mechanical parameters may not be easy to implement. 
196 | C h a p t e r  7 :  E l e c t r i c a l  S w i t c h i n g  i n  N o n l i n e a r  E n e r g y                                         
H a r v e s t e r s  
 
Experimentally the proposed scheme is demonstrated using the stretching strain induced 
nonlinear EM energy harvester (prototype II) which is discussed thoroughly in the 
previous chapter. 
7.2. Precedent Works in Switching of States: 
In general, this phenomenon of hysteresis is not only restricted within the energy 
harvesting field but many dissipative nonlinear dynamical systems exhibit the coexistence 
of several stable states for a given set of parameters and can be found in various 
disciplines of science, including electronics [246], optics [247], mechanics [248], and 
biology [249]. In such systems, the control of the coexisting states is critical, because the 
corresponding attractors are extremely sensitive to any sort of perturbation. A number of 
control mechanisms [250] have been reported by researchers to achieve the desired state 
in a multistable system such as feedback control [251], using chaotic [252] or noise [253] 
signals or by creating a crisis of the undesired state [254].  
 
Fig 7.1: Schematic of the mechanical impact mechanism proposed by Zhou et al [256]. 
(b) Typical time histories showing the effectiveness of the impact method in realizing 
high amplitude output. 
The vibrational energy harvesting application, which is a crossover between mechanical 
and electrical domains, serves as the proving ground for many nonlinear dynamical 
phenomena. In principle, it is desirable to surf the state with the largest possible energy 
output. However in a real-world environment there is little control available over the 
frequency and amplitude of the driving vibration and therefore a large energy output is 
not guaranteed. Thus, efficient and convenient control mechanisms are required to perturb 
the system from a LEB to a HEB to facilitate the maximum energy conversion within the 
region of multistability. Previously this pertinent problem was addressed by Cammarano 
et. al. [255], who proposed the concept of altering the natural frequency of the oscillator 
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to a higher value where only a single solution exists for the given excitation frequency 
and then reducing the natural frequency as the oscillator response stays on the HEB. This 
concept is similar to the formation of a crisis, but the destruction of coexisting states can 
be difficult for some nonlinear systems as small perturbations of the system parameters 
can give rise to new complex multistabilities. Zhou et. al. [256] used mechanical impact 
to provide additional kinetic energy to the oscillator to reach the HEB. Their proposed 
method is shown in Fig. 7.1. However, both of these mechanisms involve mechanical 
modifications which are practically not very convenient. Recently, Masuda and Sato 
[257] introduced an electrical method to destabilize the lower output branch by 
developing a switching circuit of the load resistance between positive and negative values 
depending on the response amplitude of the oscillator. This switching of the effective 
damping is difficult to implement and changes the dynamics of the oscillator which is not 
desirable.  
7.3. Electrical Switching Scheme: 
7.3.1. Modelling of the Switching Mechanism: The proposed electrical switching 
method is shown in a circuital form in Fig. 7.2. The voltage induced in the coil due to the 
relative movement of the magnet and coil is modeled as a voltage source with a series 
resistance. Hence, it is supposed that a voltage   ̇ is induced in the coil of the EM 
harvester which has an internal resistance RC, where γ is the electromagnetic coupling co-
efficient and  ̇ is the velocity of the mechanical oscillator. The electrical power is 
extracted through the load resistance RL which is connected in series with the coil. 
Additionally, a voltage source VA (with internal resistance RA) is connected across the 
coil which generates electrical voltage over a short period of time to supply enough 
energy to the system to switch the state. The generated voltage VA is given as  
      {
                              
                                   
                           (7.1.) 
where VOA and fA are the amplitude and frequency of the signal within the switching 
period, and ti and tf are the starting and ending times of the switching period, respectively. 
VA drives a large current (IA) through the coil which in turn produces a magnetic field 
that forces the outer magnetic assembly, along with the resonating spring of the EM 
energy harvester to vibrate with a large amplitude and make a transition into the high 
energy branch. Kirchhoff’s laws for the loops in Fig. 7.2 provide, 
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Fig. 7.2: Proposed circuit to model the electrical switching method. 
Solving the above equations, the current IL through the electrical load RL is  
    ̇    
          ̇  
              
                                         (7.3.) 
From Fig. 7.2, the net current IC through the coil is given as 
    ̇                                                         (7.4.)  
Dividing both sides of second equation of (7.3) by RC, 
                                           (  
  
  
)       
  ̇
  
                                           (7.5.) 
Or,                                                 
  ̇
  
 
  
  
                                                         (7.6.) 
Substituting the value of IL from equation (7.3),  
    ̇          
  ̇
  
 
  
  
 
          ̇  
              
                         (7.7.) 
Taking into account the effect of the additional voltage signal, the coupled 
electromechanical equation of motion of the oscillator is given as 
  ̈        ̇        
         ̈                          (7.8.) 
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where m, ρ, ωn, k, kn and z are the mass, mechanical damping ratio, natural frequency, 
linear stiffness, nonlinear stiffness of the oscillator and the external excitation amplitude 
respectively. Equation (7.8) has been solved numerically using the Runge-Kutta method 
and compared with the experimental results. 
 
Fig. 7.3: Load power vs. frequency response of the nonlinear VEH device at various 
accelerations. The target switching action is indicated by the arrow. 
Parameters Values 
Mass (m) 3×10
-3
 kg 
Mechanical damping co-
efficient (cm) 
0.018 kg/s 
Natural frequency (ωn) 114π rad/sec 
Linear stiffness (k) 384.4 N/m 
Nonlinear stiffness (kn) 1.5×10
9
 N/m
3
 
Table 7.1: Physical parameter values for the nonlinear generator which is used in the 
electrical switching experiment. 
7.3.2. Experimental Validation of the Switching Mechanism: Experimentally the 
proposed scheme is demonstrated using the stretching strain induced nonlinear prototype 
II (chapter 6). To recapitulate, the vibrating spring structure is fabricated on FR4 substrate 
using Laser micromachining technology. Two pairs of oppositely polarized sintered 
NdFeB N50 magnets with soft magnetic iron blocks at the outer ends constitute a 
magnetic arrangement to maximize the flux density around an enameled copper wire coil 
(coil resistance, RC = 0.71 kΩ) which is used to induce electrical voltage.  A load 
resistance RL = 5 kΩ is used throughout the study in order to record the load voltage. The 
fabricated device is tested in a LDS V455 shaker using harmonic excitation at different 
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acceleration levels (0.3g, 0.5g and 0.8g; g = 9.8 m/s
2
). The LDS comet USB control 
system is used to maintain constant acceleration amplitude during the frequency sweep. 
Different system parameters are listed in the Table 7.1. 
 
Fig 7.4: Transition from LEB to HEB at 0.5g and fm = 70 Hz while using an electrical 
switching signal of 5v at fA = 70 Hz: (a) Experimental result. (b) Numerical result. 
The frequency response of the experimental nonlinear generator is also reiterated in the 
Fig. 7.3 which shows that the frequency response widens with increasing accelerations as 
the jump down frequency during the up-sweep gradually increases. During the down 
sweep, the VEH follows the LEB of the hysteresis, resulting in a very small output power. 
In Fig. 7.4(a), the switch from LEB to HEB is demonstrated for a mechanical driving 
frequency, fm = 70 Hz, at an acceleration of 0.5g. A periodic sinusoidal electrical signal of 
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frequency fA = 70 Hz and 5V amplitude is supplied within the time interval from 20 to 
20.2 seconds, which is approximately 15 cycles. As a consequence, the peak output 
power changes dramatically by a factor of more than 35, from the LEB steady state value 
of 16µW before the switching period to the HEB steady state value of 563µW after the 
switching period. This large power is maintained even without any further supply of 
electrical energy. This transition from the LEB to the HEB is indicated by the arrow 
shown in the frequency response of Fig. 7.3. The experimental result is validated using 
numerical simulations based on a modified Duffing oscillator [Fig. 7.4(b)] as described in 
equation 7.8. 
 
Fig. 7.5: The basin of attraction of the nonlinear oscillator. High and low energy 
attractors are denoted by red and blue regions respectively. Successful (yellow) and 
unsuccessful (green) switching are mapped for varying the phase of the switching signal 
at fixed amplitudes (diamonds - 5V, squares - 15V, circles - 25V). 
The switching action attributes to the basin of attraction of the oscillator as indicated in 
the Fig. 7.5. The basin of attraction shows that starting from different initial conditions at 
vanishing driving force, the solution approaches either the LEB (blue) or the HEB (red). 
The state of the Duffing oscillator can be switched easily under external perturbation due 
to the intermingled nature of the basin of attraction, as the system can be driven from the 
current to the other attractor using a small amount of energy. This feature of the Duffing 
oscillator is used to intentionally perturb the system to the HEB. Previously, it has been 
demonstrated using basin of attraction plots that the steady states are largely dependent on 
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the initial conditions; the phase space volume associated with the HEB shrinks as the 
system comes close to the jump-down frequency [149, 233]. Close to the jump up 
frequency, the phase-space of the HEB is large and a comparatively small perturbation is 
sufficient to switch the state and vice versa. However, the phase φ of the switching signal 
relative to the mechanical driving force plays an important role in the switching action, as 
illustrated by the yellow and green symbols in the basin of attraction plot Fig. 7.5. By 
varying φ ∈ [0 2π] for fixed switching signal amplitudes, it is observed that even very 
large switching amplitudes cannot guarantee a successful switching. For a particular 
switching amplitude, the successful switching occurs for those phase values for which the 
oscillator lands in the high energy attractor just after the electrical signal is switched off 
and vice versa for the unsuccessful cases. In mathematical terms, the LEB and HEB 
correspond to stable fixed points in the Poincaré map of equation (7.8) with respect to 
constant phase of the external driving force. The separatrix (i.e. the boundary) which 
divides the two basins of attraction is given by the stable manifold of the saddle of this 
Poincaré map. 
 
Fig. 7.6: Phase portrait of the system are depicted when the electrical excitation used is 
(a) large amplitude (10 V), short duration (0.02 sec) and (b) small amplitude (3.5 V), long 
duration (0.2 sec). The blue and red spirals are the LEB and HEB respectively whereas 
the green lines denote the electrical perturbation period. 
However, even if the desired attractor cannot be obtained using a very large switching 
signal and at the same time can be obtained using a relatively smaller switching signal, it 
is important to understand the dynamics behind every successful switching action. In Fig. 
7.6, the oscillator phase portrait is demonstrated for large and small amplitudes of the 
switching signal. For a large amplitude, shorter duration electrical input, the low 
amplitude limit cycles in the phase portrait of the system diverge out to very large orbits 
due to a sudden gain of kinetic energy before finally spiralling into the HEB limit cycles 
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as the electrical input is turned off, which is demonstrated in Fig. 7.6 (a). On the other 
hand, using a small amplitude, longer duration periodic signal, the low amplitude orbits 
are gradually driven to the desired orbit (Fig. 7.6 (b)). 
7.4. Results & Discussions: 
7.4.1. Probabilistic Study on Energy Requirement: To obtain further insight into the 
switching mechanism, the successful and unsuccessful switching is mapped in Fig. 7.7(a) 
for varying phase and amplitude of the electrical switching signals.  
 
Fig. 7.7: Probabilistic study on the switching mechanism: (a) Mapping of successful 
(yellow) and unsuccessful (green) switching for varying the phase of the electrical 
switching signal with its amplitude. (b) Probability of successful switching as a function 
of the switching signal amplitude. 
For very small amplitudes, there is no switching as expected due to the lack of injected 
energy to facilitate a switch. For moderately high amplitudes, the probability of 
successful switching increases due to the presence of the high energy attractor near the 
origin. Thus, suitably injected electrical energy can relatively easily drive the oscillator 
from the low to the high energy attractor. Very high amplitude signals, on the other hand, 
can oscillate the system into concentric and shallow elliptical rings of high and low 
energy attractors. Therefore, the probability of switching decreases relatively as the 
unsuccessful switching are obtained for many phase values. The corresponding variation 
of the probability of switching is shown in Fig. 7.7(b). The optimization of the energy 
required for optimal control of coexisting states is a topic of further research. The 
practical implication of this phase dependence of the switching method is to simply repeat 
the process if success is not obtained in the first attempt. A calculation is given below in 
order to estimate the total energy that might be needed to facilitate a switching. 
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Let E0 be the energy required to apply switching signal once and PS be the probability of 
successful switching in one attempt. The total energy (ET) that would be spent in order to 
switch the state is calculated as 
                                       ∑        
    
    
                                             
            
                                 
        
                                          
 
  
               
                                          
 
  
 
     
 
                                          
 
      
 
                                      
  
  
                                                                                   (7.9.) 
where         .  
Since PS is not too small, the total energy required is not very large under practical 
conditions even if successful switching into the HEB is not obtained in a single trial.  
One of the most significant concerns about the proposed approach is that a certain amount 
of energy needs to be supplied in order to facilitate the switching. However this invested 
energy is quickly recovered through increased power conversion in the HEB. This is 
demonstrated in Fig. 7.8, where the numerically calculated net electrical energy evolution 
of the system is shown. The net energy increases very slowly as long as the system 
remains in the LEB as only little power is generated. The energy is supplied electrically 
for 0.2 seconds and this results in a negative slope of the energy curve. Once the system 
reaches the HEB, the slope of the energy curve becomes steep as large power is 
generated. With a decreasing acceleration amplitude, both the required switching energy 
and the energy recovery time become larger. If the switching is successful at the first 
attempt, the externally supplied energy is recovered within 2 seconds at 0.3g, which 
shortens to 0.4 seconds at 0.8g. Similarly to ET in equation (7.9), the expectation times for 
energy recovery increase by a factor 1/PS if multiple switching attempts are required. 
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Fig. 7.8: The evolution of the net electrical energy under different acceleration levels. 
The negative slope from 20 to 20.2 seconds indicates that energy is supplied over that 
period of time. 
7.4.2. Demonstration under amplitude-frequency varying input: In general, there is 
no control over the amplitude and frequency of the ambient sources and the convertible 
energy is distributed over broad ranges of these parameters, making nonlinear energy 
harvesters an attractive solution. However, as mentioned already, the selection of the 
desirable branches in a nonlinear harvester is strongly dependent on knowledge of the 
input amplitude and frequency. Thus its application is limited due to this fundamental 
effect without much effort to exploit it. Using the proposed method, the oscillation can be 
sustained in the desired branch within the multi-stable regime. To demonstrate this 
improvement, two such input trajectories (R → R′ and S → S′) are mapped in Fig. 7.9 as 
both the above mentioned parameters are varied simultaneously. The jump-up and jump-
down lines correspond to saddle-node bifurcation lines of the Poincaré map and are 
plotted to define the multistate regime of the oscillation using AUTO-07P [258]. Below 
0.15g, the two jump frequencies merge into a co-dimension two cusp point at 57 Hz 
which is close to the linear resonance frequency of the device. The R to R′ input variation 
is confined within the LEBs, defined by the area above jump down frequency line, and 
the hysteresis of the oscillation. By contrast the input path S to S′ crosses the threshold of 
the HEB regime, defined by the jump up frequency line, before traversing back in the 
hysteresis again. The output response always remains in the LEB and HEB for input 
parameter values which are above the jump down frequency line and below the jump up 
frequency curves respectively. 
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Fig. 7.9: Electrical switching under frequency-amplitude varying input vibration: Two 
input vibration trajectories (R → R′ and S → S′) are defined. Jump up- and down-
frequencies are plotted in (a) and (b) as a function of input acceleration. Output states: (a) 
Without the electrical actuation, (b) With the electrical actuation. Numerical results show 
the improvement in load power due to electrical actuation for input trajectories (c) R → 
R′ and (d) S → S′. 
In the absence of electrical actuation (Fig. 7.9 (a)), the low amplitude oscillation is 
maintained as the oscillator enters the hysteresis region crossing the jump down 
frequency line for both the input variation paths (R1 → R2 and S1 → S2). For the S to S′ 
trajectory, the oscillator is pushed to the HEB automatically when it crosses the jump up 
frequency from the hysteresis region at S2 and remains there till S3 as that is the only 
available state. This high amplitude oscillation continues even when the oscillator returns 
to the hysteresis from the HEB region through S3 and maintains the corresponding state 
until S4, as there are no other perturbations. By applying the short duration electrical 
actuation at the inception of the hysteresis, the system can be driven onto the HEB, which 
persists during the entire multistate regime (Fig. 7.9 (b)) for both the input vibrations. 
These result in substantial improvements in the harvesting efficiency over the entire 
trajectories (being more than 300 times for R → R′) and the improvements are shown in 
Fig. 7.9 (c) and Fig. 7.9 (d) respectively for the two input trajectories. The proposed 
method is significant for input excitations as R to R′, where the device oscillates mostly 
within the multi-stable region.  
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Fig. 7.10: The up-sweep is indicated by the solid line and the down-seep by the dotted 
line. Load power variation: (a) with frequency for the harvester under 0.5g input 
acceleration with switching signal applied during down sweep to switch into the HEB and 
(b) with input acceleration for a fixed input frequency of 70 Hz. The output remains in the 
LEB during up sweep unless the switching signal is applied. 
It is a classical approach in VEH applications to sweep either the frequency or 
acceleration of the input vibration which corresponds to straight lines parallel to either 
axis of Fig. 7.9(a) or 7.9(b). In such cases, the switching technique can be employed to 
surf the HEB during down sweep (for frequency variation) or up sweep (for acceleration 
variation). In Fig. 7.10 (a), the switching action is successfully implemented at fm = 81 Hz 
during the down sweep of the frequency while the excitation is kept fixed at 0.5g. Both 
the down sweep results without and with switching action are shown to demonstrate the 
improvement in output power. After the switching, the harvester follows the HEB till the 
end of the hysteresis region, which results in a large power output over a wide frequency 
range. Similarly, the application of switching to improve the harvesting efficiency is 
shown in Fig. 7.10(b) for input acceleration variation while keeping the input frequency 
fixed at 70 Hz. Without switching, the output remains in the HEB during the down-sweep 
as the input is slowly reduced from a very high acceleration where the oscillator already 
has a high amplitude oscillation. During the up-sweep, the oscillation remains in the LEB 
but the switching method is applied at 0.55g to transit into the HEB. 
So far, a single frequency sinusoidal input vibration (Zsinωt, Z is the amplitude) is used in 
equation (7.8) in order to study the proposed electrical switching method. However, the 
same mechanism will work even if the input is multi frequency. In order to demonstrate 
this, a multi frequency input of the form Z[sin(ωt) + sin(1.2ωt)] is considered and the 
frequency sweep is performed. It is observed that in absence of any electrical switching, a 
hysteresis region is generated similar to the case of a single frequency input (Fig. 7.11) 
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becaue the output response follows the HEB during the up-sweep and the LEB during the 
down-sweep. But the electrical perturbation during the down sweep is shown to switch 
the oscillation into the HEB. In principle, this mechanism will work for any multi 
frequency or broadband input vibration to switch the state. 
 
Fig. 7.11: Demonstration of electrical switching mechanism under multi frequency input. 
Velocity variation with frequency for the harvester under 0.5g input acceleration with 
switching signal applied during down sweep to switch into the LEB. The up-sweep is 
indicated by the solid line and the down-seep by the dotted line. 
7.5. Electrical Switching in Nonlinear MEMS Device: 
As described in the introduction, the electrical switching mechanism is generic and can be 
extended to devices of any scale. To prove the point, the electrical switching method is 
applied to the nonlinear MEMS VEH device with the A1 spring architecture which is 
already described in the previous chapter. Different physical parameters for the device are 
given in Table 7.2. The frequency response of the device at 0.5g is shown in Fig. 7.12 (a) 
using numerical simulation. It is to be noted here that the effects of different modes are 
not considered in the single degrees-of-freedom numerical model and it is solved by 
considering the first vibration mode (376 Hz) and the corresponding nonlinearity only. 
Hence the simulated frequency response is significantly different from the one 
experimentally obtained in Fig. 6.30 (b) particularly in terms of the jump-down 
frequency. However, the load power (1.03 µW) at the simulated jump down frequency 
(555.7 Hz) is quite close to the experimentally obtained load power at the corresponding 
frequency which highlights the accuracy of the single degree-of-freedom numerical 
model. The switching from the low to the high energy branch by application of the 
electrical signal is shown in Fig. 7.12 (b). For a mechanical driving frequency, fm = 475 
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Hz at an acceleration of 0.5g, a periodic sinusoidal electrical signal of frequency fA = 475 
Hz and 10V amplitude within the time interval from 2 to 2.2 seconds shifts the output 
power by three orders of magnitude in the HEB.  
Parameters Values 
Mass (m) 9.83×10
-5
 kg 
Mechanical damping co-
efficient (cm) 
0.00093 kg/s 
Natural frequency (ωn) 752π rad/sec 
Linear stiffness (k) 548.6 N/m 
Nonlinear stiffness (kn) 1.93×10
11
 N/m
3
 
Table 7.2: Physical parameter values for the nonlinear MEMS generator which used in 
the electrical switching numerical modelling. 
The difference in total energy (kinetic plus potential) between the HEB and LEB 
indicated in Fig. 7.12 (a) is 0.018 mJ, whereas the same difference between the HEB and 
LEB for the meso-scale prototype indicated in Fig. 7.3 is 0.1 mJ. Hence, it can be 
expected that the amount of energy that needs to be input through electrical excitation for 
the MEMS device should be much lower than the energy needed for the meso-scale 
prototype. However, the electromagnetic coupling factor (γ) for the MEMS device (0.17 
Wb/m) is also quite low compared to that of the meso-scale device (11.069 Wb/m), as 
calculated through finite element analysis. Hence it can be concluded that, as the energy 
is transferred in this method from the electrical to the mechanical domain, the efficiency 
depends largely on the coupling between the two domains also. However, the proposed 
method is demonstrated here as a proof-of-concept just using a periodic signal generator, 
which can be further optimized through advanced design of the switching element. Also, 
to work in practical circumstances, a feedback circuit must be designed which can 
determine in-situ if the response is in the HEB or not and can initiate the electrical 
switching mechanism. The circuit may constitute of a voltage comparator to decide if the 
system is on the low energy branch, an energy storage element to store the energy from 
the harvester itself, a triggering circuit and a voltage amplifier to generate a large 
amplitude signal. This is however out of the scope of the current study and could be 
attributed as the future work. 
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Fig 7.12: (a) Numerically simulated frequency response of the MEMS nonlinear VEH at 
0.5g. (b) Transition from LEB to HEB at 0.5g and fm = 475 Hz while using an electrical 
switching signal of 10V at fA = 475 Hz. 
7.6. Conclusions: 
In summary, the reported work has demonstrated the potential of the electrical control 
mechanism to switch into the HEB of a nonlinear energy harvester within the region of 
hysteresis. In principle, the control method can be applied to any device with nonlinear 
hysteresis, having different sizes and transduction methods, through required 
modifications. The presented physics is generally applicable for other means of switching 
mechanism to control the coexisting states of the nonlinear oscillators which may find 
many applications in different branches of science and engineering. 
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Chapter 8 
Development and Integration of Nano-
structured CoPtP Permanent Magnets 
 
8.1. Introduction: 
Previous chapters describe the design, simulation, micro-fabrication and testing of EM 
VEH devices using NdFeB bulk magnets and integrated or wire wound coil. As 
mentioned in chapter 2, it is a major challenge in this field and in general in many 
applications of magnetic MEMS to develop high performance micro-magnets using 
MEMS or CMOS compatible processes. However, in spite of the various application 
needs of having permanent magnets at micro-scale, unfavourable volume dependent 
scaling laws for magnetic forces limit their applications like actuation and transduction. 
This is due to the fact that magnetic fields from a current carrying electromagnet (where 
the source of magnetic field is the current) scale down unfavourably with size, whereas 
the fields from a permanent magnet (where the source of the magnetic field is residual 
magnetization due to atomic scale phenomena) are scale invariant up to the atomic scale. 
This scaling is fairly constant down to the size scale of a single domain (usually < 100 
nm), below which thermal energy can dominate, and the magnet may exhibit a super-
paramagnetic behaviour with no residual magnetization [259]. Hence, above this atomic 
limit, permanent micro-magnets provide an effective way of realizing strong static 
magnetic fields. Rare earth based permanent magnets are mostly used in motors, actuators 
or energy generation applications. Sintering or melt spinning are a few of the industrial 
deposition processes for NdFeB, SmCo and other rare earth magnets, but these processes 
usually require very high temperatures and are incompatible with MEMS fabrication 
[260]. Moreover, miniaturization and patterning for batch fabrication of these sintered or 
melt spun rare earth based magnets is an extremely difficult task to achieve. As 
mentioned earlier, in order to achieve full integration of EM VEH devices, the bulk 
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magnets have to be replaced by hard magnetic materials which can be developed using 
MEMS compatible processes. Also it is important to develop relatively thick magnetic 
material to achieve high flux density without compromising the magnetic properties using 
such processes so that they can be employed in aforementioned applications replacing the 
bulk magnets. 
This chapter starts by providing a brief introduction to basic theories of magnetic 
materials and reviewing the state-of-the-art of hard magnetic materials. 
 
Fig. 8.1: Illustration of the B-H and M-H hysteresis loops [259]. 
8.2. State-of-the-Art of Hard Magnetic Material: 
8.2.1. Hard Magnetic Materials: Both ferromagnetic and ferrimagnetic materials can be 
classified as either soft or hard on the basis of their hysteresis characteristics. Permanent, 
or hard, magnets deliver high magnetic flux combined with high stability against 
demagnetization. In the absence of an external magnetic field, these materials exhibit 
strong magnetization. Also, they can act as a source of magnetic fields when magnetized, 
without requiring any external power. Soft magnetic materials, on the other hand, only 
become magnetized in the presence of an external magnetic field from either a current-
carrying conductor or a permanent magnet. Soft magnetic materials are normally used in 
devices that are subjected to alternating magnetic fields and in which energy losses must 
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be low. Soft magnetic materials are popular for their applications in transformer and 
inductor cores [261-262]. Hard magnetic materials are widely used in magnetic storage 
media, motors and energy generators [259, 263-264]. To better understand the behaviour 
of hard magnetic materials and to differentiate them from soft ones, a brief review of 
magnetic hysteresis and other important parameters is given below.  
Below the Curie temperature, any ferromagnetic or ferrimagnetic material contains 
small-volume regions in which there is a mutual alignment in the same direction of all 
magnetic dipole moments. Such regions are called magnetic domains. One domain is 
separated from the adjacent domains by domain walls or boundaries, across which the 
direction of magnetization gradually changes. Normally, domains are nano-sized, and in a 
macroscopic piece of material, there are large numbers of domains, where all of them 
may have different magnetization orientations.  The magnetization for the entire solid is 
the vector sum of the magnetizations of all the domains, each domain contribution being 
weighted by its volume fraction. For an unmagnetized specimen, the appropriately 
weighted vector sum of the magnetizations of all the domains is zero. The macroscopic 
magnetic behaviour of any ferromagnetic material is most commonly represented by its 
magnetic hysteresis loop, which is shown in Fig. 8.1. Flux density (B) or magnetization 
(M) and field intensity (H) of ferromagnetic materials are not linearly proportional. If the 
material is initially not magnetized, then B varies as a function of H, as shown in Fig. 8.1, 
which is known as the hysteresis curve. The curve begins at the origin, and the B field 
begins to increase slowly as external field intensity H is increased. B then increases more 
rapidly with H, and finally settles and becomes independent of H. With the applied field, 
the magnetic domains change shape and size by the movement of domain walls. The 
domains that are oriented with the applied field grow at the expense of those that are 
unfavourably oriented. This process continues with increasing field strength until the 
macroscopic material becomes a single domain, which is nearly aligned with the field. 
When this domain becomes fully oriented with the applied field, saturation occurs. The 
maximum value of B is the saturation flux density (Bs) and the corresponding 
magnetization is the saturation magnetization (Ms). From the saturation point, as the H 
field is reduced by reversal of the field direction, the curve does not retrace its original 
path. A hysteresis effect is produced in which the B (or M) field lags behind the applied H 
field, or decreases at a lower rate. The residual magnetic field that exists at zero H field, is 
called the magnetic remanence (Mr), or remanent flux density (Br). The process by 
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which the domain structure changes due to the inversion of the field direction from the 
saturation point is completely opposite to what was described earlier. The single domain 
rotates with the reversed field and domains having magnetic moments aligned with the 
new field form and grows at the expense of the former domains. The resistance to 
movement of the domain walls that occurs in response to the increase of the magnetic 
field in the opposite direction accounts for the magnetic remanence. To reduce the 
magnetic flux density or magnetization of the material to zero, the H field which needs to 
be applied in the opposite direction to the original field, is called the coercivity (Hc) of 
that magnetic material. As the applied field is increased in this opposite direction, reverse 
saturation is obtained. Now as the H field is increased in the first direction up to the point 
of first saturation, a symmetrical hysteresis loop is obtained, yielding a negative 
remanence and a positive coercivity.  
The area within a hysteresis loop represents the magnetic energy loss per unit volume of 
the material per magnetization-demagnetization cycle. Soft magnetic materials normally 
have low loss hysteresis loops which are thin and small and therefore are used for energy 
storage applications. Consequently, a soft magnetic material must have a high initial 
permeability and a low Hc. These materials may reach their saturation magnetization at a 
relatively low applied field, i.e., they can be easily magnetized and demagnetized. Hard 
magnetic materials, on the other hand, have a high remanence, coercivity, and saturation 
flux density, as well as a low initial permeability and high hysteresis energy losses. Such 
materials possess broad and thick hysteresis. The two most important characteristics 
relative to applications for hard magnetic materials are the coercivity and the ‘energy 
product’ designated as (BH)max. This corresponds to the area of the largest B-H rectangle 
that can be constructed within the second quadrant of the hysteresis curve and has the unit 
of kJ/m
3
 or MGOe.  
8.2.2. Literature Review: This section reviews the different conventional deposition 
techniques which include physical vapour deposition - sputtering, evaporation and 
pulsed-laser deposition (PLD), and electrochemical deposition route (electroplating). 
These wafer-level batch fabrication processes are suitable for MEMS integration and are 
used widely for studying hard micro-magnets. 
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Fig. 8.2: Development in the energy density (BH)max at room temperature of hard 
magnetic materials in the 20th century and presentation of different types of materials 
with comparable energy density (each magnet is designed so that at a reference point 5 
mm from the surface of the pole, a field of 100 mT is produced) [265]. 
There has been tremendous progress in the development of hard magnetic materials in the 
twentieth century. Fig. 8.2 shows the development of (BH)max of hard magnetic materials 
over the last 100 years. A peak energy product of ~ 450 kJ/m
3
 has been achieved for 
sintered NdFeB (based on the Nd2Fe14B phase) rare-earth permanent magnets with very 
large intrinsic coercivity of 880-3260 kA/m. They are low cost and available in different 
sizes for various applications. But they have low corrosion resistance and very low 
maximum operational temperature (125-150ºC). Though sputtered NdFeB are the best 
performing micro magnets yet known, the requirements for specialized deposition system 
and high annealing temperatures have made them unsuitable for MEMS oriented devices. 
Metallic alloy based hard magnets have been the researched extensively for potential 
integration in MEMS, mainly due to their favourable cost and relatively simple deposition 
processes. The earliest efforts at integrating permanent magnetic materials for MEMS 
focused on different cobalt based alloys with the presence of a small amount of non-
magnetic elements. The general form of such materials can be expressed as CoNiX, 
where X is phosphorous (P) or tungsten (W). During deposition, these non-magnetic 
elements tend to segregate at grain boundaries, forming defects that inhibit domain walls 
from moving, hence increasing the coercivity. This alloy offers strong magnetic 
properties in the as-deposited state, i.e., without any high-temperature annealing. The 
final magnetic properties are, limited, however, because the intrinsic coercivities range 
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between 20-200 kA/m and the energy products are usually less than 10 kJ/m
3
 [266-269]. 
However, these materials can easily be deposited and integrated in MEMS structures 
using the electrodeposition technique which makes them useful in a number of 
applications despite their modest performance. 
After the successful application in the magnetic recording area, CoPt and FePt emerged as 
promising hard magnetic thin film materials due to their high magnetocrystalline 
anisotropy and magnetic saturation [270-271]. Particularly, the tetragonal L10 ordered 
phase in equiatomic CoPt and FePt show very high coercivities (>800 kA/m) [272-282]. 
L10 refers to tetragonal distortion of a face centred cubic (fcc) structure, where atomic 
layers of Pt are sandwiched between Co (or Fe) layers. Weller et. al. [272], reviewed and 
compared the properties of various hard magnetic materials for ultra-high density 
magnetic recording applications. They reported that FePt and CoPt equiatomic face 
centered tetragonal (fct) hard magnetic films have a higher anisotropy field due to their 
large grain sizes compared to CoPt hexagonal (hcp) films, while the CoPt hcp phase has a 
higher saturation magnetization and remanence compared to the equiatomic fct phase. 
They suggest the use of CoPt and FePt equiatomic fct thin film magnets for developing 
smaller, thermally stable recording media. However, this ordered phase is normally not 
obtained in the as-deposited state but high temperature annealing (500 - 700
ᵒ
C) is required 
to induce the ordered L10 structure. Films of equiatomic Co/Fe, Pt with varying 
thicknesses have been deposited by electroplating [273-277], sputtering [279-281] and 
PLD [282] techniques. Intrinsic coercivities of up to 1440 kA/m [284] and energy 
products of up to 124 kJ/m
3
 [285] have been achieved after annealing. Shima et. al. [279] 
reported the microstructure and magnetization processes of highly ordered FePt (001) 
films with large perpendicular magnetic anisotropy. The FePt films were prepared by co-
sputtering of Fe and Pt targets directly onto heated, single crystalline MgO (001) using 
high vacuum dc-sputtering system. They managed to control the film morphologies from 
assemblies of single-domain nanoparticles to multi-domain islands by varying the 
nominal thickness of the FePt films. They report coercivity values as high as 5570 and 
8360 kA/m in the film with single-domain particles at room temperature and 4.5K. 
Yamane et. al. [22], have reported the development of CoPt/Ag nanocomposites and 
investigated the structural and magnetic properties of the deposited film. They report an 
as-deposited CoPt film having a soft magnetic fcc phase, which on annealing transformed 
to a hard magnetic fct phase, with large values of coercivity from 80-1350 kA/m and 
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remanence of 0.75 T for a 610 nm thick film with grain sizes varying from 7-100 nm. An 
et. al. [23] reported the magnetic properties and internal stresses of AlN(20 nm)/[CoPt(2 
nm)/AlN(20 nm)] 5 multilayer structure deposited at different substrate temperatures by 
dc magnetron sputtering. It is observed that the film deposited at room temperature has 
in-plane magnetic anisotropy and weak remanence, which indicates the poor crystallinity. 
When deposited at a substrate temperature of 573K, the film shows in-plane magnetic 
anisotropy and the corresponding anisotropy field is smaller. But when deposited at a 
substrate temperature of 673K, the perpendicular magnetization becomes as strong as the 
in-plane magnetization. The authors pointed out that the internal compressive stress 
favours in-plane anisotropy while the tensile stress favours perpendicular anisotropy. 
Recently, Varghese et. al. [282] also sputtered a very thin layer of equi-atomic CoPt at 
623K with perpendicular anisotropy for magnetic recording media applications where 
they achieved 520 kA/m coercivity in a 8 nm thick film.  
Equi-atomic CoPt and FePt materials can also be deposited using low cost 
electrodeposition methods. Huang et. al. [273], fabricated CoPt and FePt nanowires in an 
anodized alumina (AAO) template using electrodeposition. They observed a strong 
perpendicular anisotropy when annealed at 973K, with a coercivity varying between 240-
480 kA/m. Rhen et. al. [274], were the first to report on the preparation of continuous 
FePt films by electrodeposition from a novel bath and on copper substrates. About 450 
nm of FePt films were deposited and annealed at 673K to generate L10 fct phase with 
coercivity up to 240 kA/m. Rhen and Coey [275] also developed thick films of nearly 
equiatomic CoPt by electrodeposition into nanoporous membranes which exhibit an 
isotropic magnetic phase with square hysteresis loops (Mr/Ms = 0.95) and coercivity of up 
to 1040 kA/m. Recently Oniku et. al. [276] reported the fabrication and magnetic 
characterization of 15 μm thick electroplated L10 CoPt hard magnets. Experimental study 
of the dependence of the magnets’ properties on annealing temperature reveals that an 
intrinsic coercivity of 800 kA/m, squareness > 0.8, and energy product > 150 kJ/m
3
 are 
obtained for photolithographically patterned structures (250 μm × 2 mm stripes; 15 μm 
thickness) electroplated on silicon substrates and annealed in hydrogen forming gas at 
973K. 
Another class of hard magnetic material that is explored a lot is Co rich CoPtP [286-289], 
where the percentage of Co is approximately 80. This material also shows strong 
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magnetic properties in the as-deposited state and strong out-of-plane magnetic anisotropy 
can be achieved by aligning the c-axis of the Co crystalline perpendicular to the substrate 
with phosphorous-segregated grain boundaries. The properties of Co80Pt20 and Co80Pt20P 
were compared by Callegaro et al [286], where it is found that the addition of Phosphorus 
to the electrolyte for CoPt deposition induces P co-deposition and improves film hard 
magnetic properties. The addition of P improved the coercivity of CoPt films from 220 
kA/m to 440 kA/m, along with an increased squareness of 0.7. Vieux-Rochaz et. al. [287] 
reported in-plane magnetization with coercivities as high as 220 kA/m can be reached for 
patterned layers of CoPtP electrodeposited using an acidic bath for micro magnetic sensor 
applications. Ramulu et. al. [288] recently reported the three-electrode potentiostatic 
electrochemical synthesis and characterization of one dimensional hard magnetic CoPtP 
nanowires. They deposited nanowires into a nano-porous track-etched polycarbonate 
membrane with a nominal pore diameter 50 nm and thickness around 6–9 μm. The 
coercive fields were measured to be 140 kA/m and 100 kA/m for parallel and 
perpendicular to the nanowire axis, respectively. The phosphorous segregation in the 
grain boundaries is enhanced by Wang et. al. [289] using textured seed layers, e.g., Cu 
(111) on Si (110), that provide a template lattice for the desired crystalline structure. They 
demonstrated 8-μm-thick patterned films with an energy product of 69 kJ/m3. 
Apart from FePt/CoPt/CoPtP, CoMnNiP hard magnetic material has also been 
investigated and used for magnetic MEMS applications. Liakopoulos et. al. [290] 
reported the development of CoNiMnP based permanent magnet arrays for MEMS 
applications. The deposition of 1500 magnets of 40 μm × 40 μm × 50 μm in a square 
shape silicon substrate of 2.5 mm × 2.5 mm area was reported. The magnets showed 
strong perpendicular anisotropy with a coercivity of 60-100 kA/m and remanence of 0.2 T 
- 0.3 T and a maximum energy product of 14 kJ/m
3
. Guan et. al. [266], reported that 
addition of Ce2(SO4)3 and Nd2(SO4)3 to the plating solution, resulting in the reduction of 
stress in the thin plated CoNiMnP films and hence improving their magnetic properties. 
They claim that the stoichiometric addition of the above two salts improves coercivity to 
175 kA/m and the remanence to 0.1 T. Sun et. al. [291] reported an improvement in the 
properties of CoNiMnP-based magnet arrays by electrodepositing in the presence of a 
magnetic field. They developed arrays containing cylinder magnets with various radii as 
well as cubic magnets with different aspect ratios. A high coercivity of 60 kA/m, a 
retentivity up to 0.88 T and an energy density of 17.4 kJ/m
3
 were successfully obtained in 
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cubic arrays. They showed that by modifying the geometry of the arrays, the retentivity 
and the energy density can be improved up to 115% and 129%, respectively.  
 
Fig. 8.3: Schematic representation of the hard/soft bilayer structure (top-left). Simple 
graphic representation of the hysteresis loops for soft and hard ferromagnets (FM) and 
their possible combinations: exchange coupled and exchange-spring magnet. The 
saturation magnetization, MS, the remanent magnetization, MR and the coercivity HC, are 
indicated in the soft-FM loop. 
In spite of the extensive efforts to develop metal-alloy magnets, their properties are fairly 
limited and there is no foreseeable indication to date which can show that any dramatic 
improvement in the performance can be made. As a result, interest has steadily grown in 
rare-earth magnetic materials. Rare earth magnets cannot be electroplated from aqueous 
baths. Hence, most efforts have employed sputtering or PLD to develop very thin (< 0.5 
µm) rare earth based magnets which are comparable in performance to bulk magnets but 
not much use in MEMS applications. Some of the technical challenges like controlling 
the stoichiometry, the crystal structure, the microstructure and reduction of oxidation and 
corrosion are addressed on very thin films whereas issues that could help the MEMS 
applications like bath fabrication, faster deposition rate and patterning are relatively 
ignored. Among rare earth based magnets, both SmCo [292-293] and NdFeB [294-295] 
are deposited using both sputtering and PLD techniques. Both require post-deposition 
annealing at a very high temperature (450-750
ᵒ
C) in order to obtain the desired magnetic 
properties. Compared to SmCo, NdFeB alloys are more susceptible to oxidation, so 
additional coatings and protection layers are crucial. In some cases, though a very thick 
(120 µm) magnetic film is deposited, large area and fast deposition challenges are still 
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open. A comparison of different conventionally micro-fabricated hard magnetic materials 
is given in Table 8.1. 
Alloy 
Deposition 
Method 
Coercivity 
(HC)  
kA/m 
Remanence 
(Br)  
T 
Energy 
Product 
(BH)max 
kJ/m
3
 
CoNiP [267] Electrodeposition 104 0.1 1.8 
CoNiP [310] Electrodeposition 168 - - 
CoNiReWP 
[268] 
Electrodeposition 190 0.51 - 
CoNiMnP 
[266] 
Electrodeposition 180 0.1 2.6 
CoNiMnP 
[291] 
Electrodeposition 60 0.88 17.4 
CoNiMnP 
[311] 
Electrodeposition 
– 0.2T magnetic 
field 
210 0.2 10 
CoPt [275] 
Electrodeposition 
- 700ºC post 
deposition 
annealing 
1045 - - 
CoPt [276] 
Electrodeposition 
- 700ºC post 
deposition 
annealing 
795 - 150 
CoPt [316] 
Electrodeposition 
- 700ºC post 
deposition 
annealing 
795 0.37  
CoPt [282] 
Sputtering- 
700ºC post 
deposition 
annealing 
517 - - 
FePt [274] 
Electrodeposition 
- 400ºC post 
deposition 
annealing 
239 - - 
FePt [307] 
Electrodeposition 
- 600ºC post 
deposition 
annealing 
446 - 124 
FePt [308] 
Electrodeposition 
- 800ºC post 
deposition 
annealing 
1432 - - 
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FePt [313] 
Electrodeposition 
- 600ºC post 
deposition 
annealing 
875 - - 
FePt [279] 
Sputtering - 
heated MgO 
(001) substrate 
8355 - - 
FePt [314] PLD 596 1.4 105 
CoPtP [315] Electrodeposition 366 0.6 52 
CoPtP [316] Electrodeposition 215 0.3 - 
CoPtP [287] 
Electrodeposition 
– 1.2T magnetic 
field 
223 - - 
CoPtP [300] 
Pulse Reverse 
Electrodeposition 
120 - - 
CoPtP [289] Electrodeposition 326 1 69 
CoPtP [288] 
Electrodeposition 
- nanowires 
143 - - 
SmCo [317] 
Sputtering - 
550ºC post 
deposition 
annealing 
2077 - - 
SmCo [318] 
Sputtering - at 
450ºC, 550ºC 
post deposition 
annealing 
2100 - - 
SmCo [319] 
PLD - at 435ºC, 
550ºC post 
deposition 
annealing 
1200 - - 
NdFeB [320] 
Sputtering - at 
450ºC 
795 1 53 
NdFeB [321] 
Sputtering - at 
470ºC 
795 1.5 150 
NdFeB [322] 
Sputtering - at 
500ºC, 750ºC 
post deposition 
annealing 
1273 1.4 400 
NdFeB [323] 
PLD - 550ºC 
post deposition 
annealing 
994 0.55 77 
Table 8.1: Comparison of conventionally micro-fabricated permanent magnets. 
The development of more advanced magnetic nanoparticles comprising two (or more) 
materials such as bi-magnetic core/shell particles [296] or multilayer structures [297] is 
currently being pursued extensively in order to gain fundamental understanding and for 
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useful applications. In these systems, the exchange interaction between both constituents 
introduces an extra degree of freedom to tailor the overall properties. The behaviour of 
these systems can be understood as a combination of the intrinsic parameters of the hard 
and soft phases. Usually, soft materials possess low anisotropy K, which results in a small 
coercivity (HC) with a large saturation magnetization (MS). On the other hand, a hard 
material usually has a large K and moderate MS values. In exchange-coupled hard-soft 
thin film systems, the magnetization switching behaviour and consequently the M(H) 
loop, depend strongly on the dimensions of the soft phase (in thin films, the thickness of 
the soft layer, tsoft). For a thin tsoft there is a critical thickness below which the soft phase 
is rigidly coupled to the hard phase, and the two phases reverse at the same 
demagnetization field, HN, resulting in a rectangular hysteresis loop. Such systems are 
considered as completely exchange coupled. By contrast, for thicker soft layers, the soft 
phase demagnetizes at significantly lower fields and the switching is characterized by an 
inhomogeneous reversal, and the system is usually called an exchange-spring magnet. 
Both cases are shown in Fig. 8.3. The value of HN depends on the material parameters of 
both the hard and soft phases. The critical tsoft is found to be roughly twice the width of a 
domain wall, δH, in the hard phase:                  
 
 ⁄ , where Ahard and Khard are 
the exchange stiffness and anisotropy constants, respectively, of the hard phase. Among 
different exchange coupled systems, Co/CoO [296], SmCo/Fe [298], NdFeB/Fe [299] are 
popular. 
In summary, all of the integratable approaches to develop permanent magnets have both 
pros and cons. Co-Ni based magnets can easily be integrated but they are limited in 
performance. On the other hand, the L10 fct phase of Co/Fe-Pt and rare earth based 
magnets are magnetically superior but require high temperature annealing to reach the 
expected properties, limiting their applications. Rare earth magnets are prone to oxidation 
and corrosion and it is difficult to pattern or batch fabricate them. The middle ground in 
terms of performance is occupied by the Co-rich Co–Pt alloys, which exhibit good 
performance in the as-deposited state and can be developed at room temperature using an 
electrodeposition process. Most of the better performing sputtered or electroplated ﬁlms 
are limited to a few µm in thickness due to the intrinsic stresses that develop during 
deposition and/or thermal mismatch stresses that arise during annealing steps. Also, the 
magnetic properties degrade with thickness as the grain size and shape varies. To 
overcome this problem, alternative layers of ferro-magnet and non-magnet like Cu are 
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alternately electrodeposited to maintain the performance level. Hence, the development of 
stress free, multi micron thick good performance permanent magnets is an immediate 
need for the field of magnetic MEMS to flourish. 
In terms of process technologies, sputtering is a simple process with the advantages of 
uniform deposition, good adhesion and reproducibility. But it is an expensive process and 
is not suitable for depositing thicker films. Hence, it is not an ideal process for depositing 
the thick hard magnetic materials needed in EM VEH devices. Electrodeposition, on the 
other hand, is an attractive technique for depositing hard magnetic materials from the 
submicron to hundreds of micron range, which is ideal for many MEMS applications. 
Also, electrodeposition has an advantage of a faster deposition rate, no requirement for a 
vacuum system, low cost, control over film composition and is compatible with standard 
CMOS fabrication processes. 
In the following section, the electrochemical deposition, characterization and application 
of hard magnetic CoPtP is discussed. 
8.3. Electrochemical Deposition of CoPtP Hard Magnets: 
Co-rich CoPtP films are electrochemically deposited using a bath consisting of 0.1M 
Cobalt Sulfamate, 0.01M Diammine-Dinitro-Platinum, 0.1M Sodium Hypophosphite, 
0.1M Dibasic Ammonium Citrate, 0.1M Glycine and 0.25M Saccharin (Table 8.2). The 
bath is modified compared to the earlier reported electrolytic bath by Kulkarni et. al. 
[300]. 
Bath Components Composition 
Cobalt Sulfamate 0.1M 
Diammine-Dinitro-Platinum 0.01M 
Sodium Hypophosphite 0.1M 
Dibasic Ammonium Citrate 0.1M 
Glycine 0.1M 
Saccharin 0.25M 
Sulfamic Acid 0.1M 
Table 8.2: Electrolytic bath composition for deposition of CoPtP. 
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Fig. 8.4: Three electrode Cyclic Voltammetry analysis using Ag/AgCl as reference 
electrode.  
Among the chemicals used in the bath, Cobalt Sulfamate, Diammine-Dinitro-Platinum 
and Sodium Hypophosphite act as the source of cobalt, platinum and phosphorous 
impurity ions. Dibasic Ammonium Citrate acts as the complexing agent to bring the 
reduction potentials of cobalt and platinum close together. Because of the presence of the 
NO2
-
 ligand in the platinum salt, the current efficiency is reduced and precipitation is 
formed (especially after a few days of preparing the bath). This reduces the 
reproducibility of the electrolytic bath. To prevent this, Sulfamic acid is added which 
stabilizes the platinum compound. Glycine and Saccharin reduce the surface tension 
between the electrolyte and the working electrode whereas saccharin is added in the 
electrochemical bath as a stress-relieving additive. The pH of the solution was adjusted to 
8. Cobalt pieces were used as anode and silicon pieces (1 cm
2
 area) with a sputtered 
(200/20 nm) Cu/Ti seed layer were used as the cathode; deposition is carried out at room 
temperature. The optimized thickness of the seed layers are previously reported by 
Kulkarni et. al [300].  The microstructure and elemental characterization of the deposited 
materials are performed using Quanta FEI 450 Scanning Electron Microscope - Energy 
Dispersive X-ray spectroscopy (SEM-EDX) analysis. The X-Ray diffraction (XRD) 
analysis is performed in Panalytical X’Pert Pro MRD with Cu Kα radiation (40 kV, 50 
mA) at a wavelength of 1.54 nm for phase analysis. The magnetic measurements of the 
deposited films are carried out in Quantum Design SQUID magnetometer (MPMS-XL5) 
for an applied field up to 5 Tesla. 
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Fig. 8.5: Surface morphology of the films deposited at 20 mA/cm
2
 density (a) DC (b) 
PRP. The cross-section image of the films deposited at 100 mA/cm
2
 density (c) DC (d) 
PRP. 
Three electrode cyclic voltammetry (CV) analysis is performed initially using a CH 
Instrument CHI660C electrochemical station in order to determine the deposition current 
density by a three electrode configuration with a cobalt piece and Ag/AgCl as the counter 
and reference electrodes, respectively. The current vs voltage plot from the CV analysis is 
shown in Fig. 8.4. The negative potential refers to the deposition region while the positive 
potential refers to the etching region from CV analysis. The deposition current is chosen 
as 20 mA/cm
2 
from the CV analysis. Following the CV analysis, the first film is deposited 
using a conventional DC plating technique at a current density of 20 mA/cm
2
. The surface 
morphology of the deposited film is shown in Fig. 8.5 (a). The DC plated film is full of 
micro-cracks even though a stress relieving agent, sacharin, is added to the bath. It is to 
be noted that even a highly polished silicon wafer has nano-scale surface roughness, 
creating an uneven Nernst diffusion layer. As a result, a smaller diffusion length from the 
peak and a larger diffusion length from the valley are obtained for the uneven surface for 
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depositing ions. This gives rise to a relatively higher metal ion concentration, and hence 
greater deposition rate, at the peaks than the valleys. This preferential growth of the metal 
alloy leads to the non-uniformity of the entire film and, as a result, it is stressed. 
 
Fig. 8.6: Current waveform for Pulse Reverse Plating (PRP) deposition of CoPtP. 
To avoid this effect, a second film is electroplated using the Pulse Reverse Plating (PRP) 
technique with a current waveform, as shown in Fig. 8.6. This consists of forward and 
reverse current densities of 20 mA/cm
2
 (20 ms) and 10 mA/cm
2
 (0.5 ms) respectively, 
with intermediate off times of 0.5 ms. The cycle is repeated for the entire deposition 
duration. The forward duty cycle (Df) for the forward current and the reverse duty cycle 
(Dr) for the reverse current are given by 
   
  
 
 and   
  
 
                                               (8.1) 
where             is the length of the entire one cycle, within which tf is the 
forward cycle time, tr is the reverse cycle time, and to is the off time. The nano-scale 
roughness from the surface of the deposited film is etched away during each cycle due to 
the reverse current of the PRP process, which results in a smooth film with a uniform 
composition [Fig 8.5 (b)]. The cross-section images of the electrodeposited films at a 
higher current density of 100 mA/cm
2
 are shown in Fig. 8.5 (c) and Fig. 8.5 (d). The 
uniform columnar growth of the film in the case of the PRP technique can be easily 
observed, even at a high current density, whereas the DC plated film becomes more and 
more non-uniform and the grain size increases significantly with the deposition current. 
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Fig. 8.7: Variation of plating rate with the current density for DC and PRP plating. 
 
Fig. 8.8: Effect of deposition current density on the alloy composition: (a) DC plated film 
(b) PRP plated film. 
The samples are electroplated for one hour each. The deposition rate for DC plated film is 
1.7 μm/hr whereas that for the PR plated film is 2.9 μm/hr. The deposition current density 
is varied for both the electrodeposition techniques in order to observe the consequences 
on the developed films. In the case of the PRP technique, the reverse current density is 
always maintained at half of the forward current values with the previously mentioned 
durations as that is the optimized ratio to obtain high performance magnetic film [300]. 
The variation of the plating rates with current density is shown in the Fig. 8.7. With an 
increasing current density, the plating rate for both DC and PRP processes increases due 
to the enhanced charge movement. As shown in Fig. 8.8, the Co percentage increases 
significantly (over 90%) along with a further increase of current in both the deposition 
processes. As Co is soft magnetic in nature, the resulting films also lose their hard 
magnetic nature. Therefore, the above mentioned parameters are identified as optimized 
deposition conditions.  
228 | C h a p t e r  8 :  D e v e l o p m e n t  a n d  I n t e g r a t i o n  o f  N a n o -       
s t r u c t u r e d  C o P t P  P e r m a n e n t  M a g n e t s  
 
 
Fig. 8.9: Magnetic hysteresis loop measurement of the deposited films at room 
temperature: (a) DC plated film (b) PRP plated film. 
The PRP method also improves the magnetic properties significantly as shown in Fig 8.9. 
The perpendicular and parallel coercivities of the DC plated film are 515 Oe and 300 Oe, 
respectively, whereas the same values for the PRP deposited film are 3345 Oe and 1904 
Oe. This huge improvement in the magnetic property can be attributed to the structural 
uniformity of the PRP deposited film. The squareness factor (S=MR/MS) of the PRP 
deposited film in the perpendicular and parallel directions are 0.3 and 0.42 respectively. 
Corresponding values for the DC plated films are significantly low too. However, further 
improvements in the squareness and remanence properties of the developed films will be 
needed to increase the energy product, which is essential for hard magnetic applications.  
8.4. Variation of Thickness of Electrodeposited CoPtP:  
In the previous sections, the use of pulse reverse plating for deposition of stress-free hard 
magnetic material was described, including the optimization of the plating conditions to 
produce Co-rich CoPtP films with high coercivity. In this section, the above mentioned 
optimization conditions are used to electroplate Co-rich CoPtP micro-magnets with 
variable thicknesses. The surface morphology, crystalline structure and magnetic 
properties of CoPtP micro-magnets are compared for different thicknesses. For MEMS 
applications such as energy harvesting, it is particularly important to develop thick micro-
magnets while retaining their magnetic properties. 
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Fig. 8.10: Surface morphology of the (a) 0.9 µm thick and (b) 26 µm thick CoPtP films. 
Using the above mentioned plating parameters CoPtP films are plated for up to 10 hours 
in order to deposit 26 μm thick films. During deposition, it is observed that the plated 
films retain their composition for a long deposition time, without any need to refresh the 
plating bath, which has been an issue in previously reported work [300]. This 
improvement is achieved due to the addition of the stabilizing agent in the plating bath 
which restrains the bath from precipitating over long time. However, the pH of the bath is 
constantly monitored during electrodeposition. Also there is a slight drop in the plating 
rate for a long duration of electrodeposition. Initially the plating starts on the Cu/Ti seed 
layered substrate but, as the plating process progresses, the film keeps depositing on 
already grown CoPtP film. This causes the loss of conductivity on the substrate and, as a 
result, the plating rate falls. The characterization and magnetic measurements of the 
plated films are performed similarly as described before. Co-rich CoPtP films with 
thicknesses of 0.9 μm, 2.9 μm, 6.1 μm, 12.5 μm, 20.2 μm and 26 μm are electrodeposited 
using the PRP technique. The plated films are visually smooth, shiny and showed good 
adherence to the substrate. All the films show a columnar structure in the perpendicular 
direction. Also the films remain crack-free and stress relieved up to their respective 
thicknesses. Fig. 8.10 (a) and (b) compares the surface morphology of 0.9 μm thick film 
with that of 26 μm thick film. 
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Fig. 8.11: X-Ray Diffraction (XRD) analysis of the deposited CoPtP films for various 
thickness of 0.9, 12.5 and 26 µm respectively. 
 
The effect of thickness of Co-rich CoPtP films on hard magnetic properties such as 
coercivity, remanence and energy product can be analyzed using magnetic measurements 
along with XRD plots and micro-structure analysis. Fig. 8.11 compares the XRD 
measurements of the plated films with various thicknesses whereas the corresponding in-
plane and out-of plane hystersis loops are shown in Fig. 8.12. Table 8.3 summarizes the 
different structural and magnetic properties of the CoPtP films with various thicknesses. 
The grain size of the films is determined using the Scherrer equation 
  
  
     
                                                           (8.2) 
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where τ is the mean grain size, K is a dimensionless shape factor with a value close to 
unity, λ is the X-ray wavelength (1.54 Å), β is the line broadening at half the maximum 
intensity (FWHM), and θ is the Bragg angle (in degrees). 
Thickness 
(µm) 
Atomic 
Composition 
(%) 
XRD Peak 
Position/ Phase 
Grain 
Size (nm) 
In-Plane 
Coercivity 
(kA/m) 
Energy 
Product 
(kJ/m
3
) 
0.9 
Co – 79.4 
Pt – 19.5 
P – 1.1 
43.35º, Co 
hcp(002)/fcc(111) 
6.36 173 45.9 
2.9 
Co – 79.6 
Pt – 19.2 
P – 1.2 
43.26º, Co 
hcp(002)/fcc(111) 
6.58 174 42.2 
6.1 
Co – 80.3 
Pt – 18.5 
P – 1.2 
43.30º, Co 
hcp(002)/fcc(111) 
7.08 167 41.3 
12.5 
Co – 83 
Pt – 15.4 
P – 1.6 
43.26º, Co 
hcp(002)/fcc(111) 
10.96 162 34.5 
20.2 
Co – 85.3 
Pt – 12.9 
P – 1.8 
43.28º, Co 
hcp(002)/fcc(111) 
15.03 156 30 
26 
Co – 85.9 
Pt – 12 
P – 2.1 
43.32º, Co 
hcp(002)/fcc(111) 
22.5 144 27.1 
Table 8.3: Comparison of structural and magnetic properties for various thicknesses of 
electrodeposited CoPtP films. 
The variation of the in-plane and out-of plane coercivities and squareness with thickness 
of the plated CoPtP films are shown in Fig. 8.13 (a) and (b), respectively. It is observed 
that both coercivity and squareness decrease with thickness. Coercivity has a strong 
dependence on the grain size. If the grain size exceeds the size of a single domain, 
domains can be formed within the grains, making them a multi-domain grain. It is found 
that as the size of multi-domain grains is increased, the coercivity decreases. The size 
dependence of the coercivity is experimentally found to be given by [301] 
     
 
 
                                                           (8.3) 
where   and   are constants and   is the particle diameter. From equation (8.3), it is clear 
that increase in the grain size ( ) leads to a drop in coercivity. With the increase in the 
thickness of the films, the grain size increases, as observed from Table 8.2, also leading to 
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a loss of coercivity. However, the same is not apparent from the surface morphology of 
the films shown in Fig. 8.10. The particle size appears much bigger for 26 µm thick film. 
However, there could be smaller particles embedded in each of those big particles, which 
could be confirmed by Tunneling Electron Microscopy (TEM) analysis. 
 
Fig. 8.12: In-plane (parallel) and out-of-plane (perpendicular) magnetic hysteresis loops 
of CoPtP films with various thickness values. 
 
Fig. 8.13: Variation of the in-plane and out-of plane (a) coercivities and (b) squareness 
with thickness of the plated CoPtP films. 
From the XRD analysis in Fig. 8.11, it is observed that a high intensity peak is obtained at 
43.4° for all thickness values of the film, which indicates the coexistence of both Co-fcc 
(111) and Co-hcp (002) phases. A small diffraction peak of Co-hcp (101) is observed at 
50.5° which strengthen the hcp phase. For thin to moderately thick films of CoPtP, the 
absence of hcp (100) reveals the possibility of an fcc phase. Co-hcp (100) peak is 
observed at 40.5° for a thick 26 μm film, which indicates strong c-axis orientation of the 
columnar crystal structure normal to the surface plane.  The drop in coercivity can be 
explained by considering the Co-hcp hard magnetic phase. Pure Co-hcp is a soft magnetic 
phase [309] where the addition of Pt atoms leads to replacement of a few Co atoms in the 
Co-hcp unit cell. This results in an increased anisotropy of the Co-hcp phase, hence 
making it a hard magnetic phase. Additionally, as mentioned before, the P atoms tend to 
settle at the grain boundaries and act as pinning sites preventing domain wall movement 
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and as grain growth inhibitor. Now it is observed from Table 8.2 that the atomic 
percentage of Co increases with an increase of thickness, leading to the drop of Pt and 
less P acting as a pinning site and consequences in loss of coercivity.  
 
Fig. 8.14: (a) Magnetic hysteresis loop of 0.9 µm thick CoPtP. (b) FORC measurement 
plots for the sample from -0.5 kOe to -10 kOe as the field is swept again at a step of 0.5 
kOe. 
An interesting magnetic property is observed for thin 0.9 μm thick film in Fig. 8.12 (a) 
which has been zoomed and shown in Fig. 8.14 (a). A clear shoulder or kink is observed 
in the in-plane hysteresis loop which could arise due to deficient exchange coupling 
between the soft and hard phases. These phases could be the Pt and P induced Co-hcp 
(002) hard magnetic phase and Co-fcc (111) soft magnetic phase which is anticipated 
from the XRD analysis. As described earlier, the soft and hard phases reverse at different 
nucleation field, which results in the observed kink. Kinks are considered to be a sign that 
a soft phase is not fully coupled with a hard magnetic phase, and some free moments 
appear in the soft magnetic phase. Also, no such kink is observed for out-of-plane 
measurement. It has been observed previously [302] that the threshold condition for 
exchange coupling for in-plane and out-of-plane directions are significantly different. 
However, a symmetric pulse like behavior is observed in the out-of-plane hysteresis loop. 
From positive saturation, the soft phase and hard phase domains start to rotate as the 
reverse field is increased. But they do not do so at the same rate. As a consequence, they 
become repulsively oriented at one point. This is energetically unfavorable and the soft 
phase domains try to switch their directions, which might result in the pulse like 
behaviour. An interesting observation here is that the pulse like behavior is obtained at 
the same applied field for which the kink is obtained in the in-plane hysteresis loop. 
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For further understanding of the complicated magnetic property, First Order Reversal 
Curve (FORC) measurement [303-304] is conducted for the in-plane direction of the film. 
First-order-reversal-curve (FORC) measurements can provide insight into the relative 
proportions and irreversible components of the magnetization of various materials. For 
exchange-coupled nano-composite permanent magnet materials, FORC measurement 
enables differentiation of the magnetically hard and soft phases. A FORC is measured by 
saturating a sample in a field HS, decreasing the field to a reversal field HA, then 
sweeping the field back to HS in a series of regular field steps HB. This process is repeated 
for many values of HA, yielding a series of FORCs. The measured magnetization at each 
step as a function of HA and HB gives M(HA, HB), which is then plotted as a function of 
HA and HB in field space. The FORC distribution ρ(HA, HB) is the mixed second 
derivative, i.e.,          
          
      
⁄ , and a FORC diagram is a contour 
plot of ρ(HA, HB) with the axis rotated by changing coordinates from (HA, HB) to HC = 
(HB - HA)/2 and Hu = (HB + HA)/2, where Hu represents the distribution of interaction 
fields, and HC represents the distribution of switching fields. Fig. 8.14 (b) shows a series 
of FORCs for the sample from -0.5 kOe to -10 kOe as the field is swept again at a step of 
0.5 kOe. A full analysis of the FORC measurement can lead to the further understanding 
about the two phase material which is, however, attributed to future work. 
8.5. Patterned CoPtP Micro-magnet Development for EMEH 
Applications: 
8.5.1. Theoretical Background: The state of a magnet is defined by three vector fields: 
the magnetic flux density (B), the magnetic field (H) and the magnetization (M). At any 
given point, these field quantities are related by the constitutive equation,   
       where μ0 = 4π × 10
−7
 H/m is the permeability of free space. 
The internal field H acting in a sample is the sum of the external field H1 and the 
demagnetization field Hd produced by the magnetization distribution of the sample itself 
                                                       (8.4) 
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Fig. 8.15: Schematic diagram of the demagnetizing field of two types of magnets. (a) 
Low aspect ratio magnet shows large demagnetizing field. (b)High aspect ratio magnet 
shows small demagnetizing field [305]. 
In a magnet of finite length, a demagnetizing field arises because of the free magnetic 
poles at the terminating ends of the magnet. This strength of the demagnetization field is 
dependent on the magnetization and the physical magnet shape. The demagnetization 
field acts to demagnetize the magnet in a direction which is opposite to the direction of 
the magnetization. Hence, the magnetic flux density also diminishes due to the 
demagnetizing field [305], as shown in Fig. 8.15. The magnetic field and the 
demagnetizing field are expressed as solid and dashed line vectors. A commonly-used 
approximation is to assume that the demagnetizing field Hd is uniform and opposite in 
direction to the magnetization, 
                                                            (8.5) 
where, D is the demagnetization factor, which has a value between 0 and 1 depending on 
shape of the magnet. The significance of the demagnetizing field is that when a 
permanent magnet is used as a source of magnetic flux, its operating point is somewhere 
in the second quadrant of the hysteresis loop. The internal magnetic field H is in the 
opposite direction to the magnetic flux density B and magnetization M. This 
demagnetization curve (the second-quadrant portion of the hysteresis loop), provides the 
crucial information for magnetic design in terms of magnetostatic energy. The entire 
magnetostatic energy of a magnet can be derived by considering the identity [306] 
 
 
∫                                                          (8.6) 
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where the integration extends over all space. This integral can be divided into two parts 
constituting contributions from inside the magnet (index I) and from outside the magnet, 
where B=μoH (index A). The external magnetostatic energy then can be derived as 
   
 
 
∫   
      
 
 
∫                                        (8.7) 
This equation can be interpreted as      
   
 ⁄  where the energy product      
   ∫       is twice the energy stored in the stray field of a magnet. Using the 
constitutive relation           and assuming that there is no external field in 
equation (8.4), and replacing Hd as in equation (8.5),  
               
                                           (8.6) 
where it is assumed that M = MS. This equation shows clearly that the energy product is a 
shape-dependent property of a magnet. Thin films with perpendicular and parallel 
magnetization have D≈1 and D≈0, respectively, and both correspond to vanishing energy 
products. Hence, uniformly magnetized thin films produce no stray field outside the 
magnet, except at the edges, and most of the magnetic material is wasted. The energy 
product can be maximized w.r.t. the shape of the magnet by putting 
     
  
  . It has been 
found that (BH)max is obtained for D=0.5 which occurs for a magnet with a height 
approximately equal to the radius [306], which  yields         
 
 
    
 , the 
maximum possible energy product that can be achievedfrom a perfectly rectangular M(H) 
loop. 
8.5.2. FEM Simulation and Device Modelling: In a number of integrated magnetic 
MEMS applications, a film of permanent magnet is used as source of magnetic field. 
However, if the stray magnetic field appears only from the edge of the magnet then a 
large part of the material is wasted and the magnetic flux intensity is greatly reduced. 
This, however, can affect the performance of an integrated EM VEH device as the rate of 
change of magnetic flux will be greatly diminished. It is therefore proposed to replace a 
film or a block of permanent magnet by an array of magnets. In that case, the magnetic 
flux density can be intensified over a small space due to the increase of the magnetic 
element edges. FEM analysis in COMSOL is conducted to compare the magnetic field 
distribution between a block of magnet and different arrays (strip arrays, square arrays, 
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circular arrays and rectangular arrays). The simulation result is shown in Fig. 8.16. In the 
simulation, the total volumes of the whole block and magnet array (including the 
interspace) are kept the same. For the block, a 5 × 5 mm
2 
structure is assumed, while the 
thickness is kept fixed at 30 μm for all of the patterns. The detailed dimensions of the 
simulated patterns are shown in Table 8.4. The magnetization direction is assumed to be 
along the perpendicular to the plane of the magnet. The coercivity (HC) and magnetic 
remanence (Br) values used in the simulation are obtained from the measured results of 26 
μm thick CoPtP in the previous section. For all of the simulations, the only stray field that 
appears is from the edge of the magnets, which validates the aforementioned described 
theory. For all of the permanent magnets, the largest magnetic flux density appears at the 
edge region, which is about 0.01 T. In other regions, the value of magnetic flux density is 
reduced almost to zero. In the case of a circular array, it is observed that the directions of 
the magnetic field are radially outward; this could be due to shape anisotropy of circular 
structure. Hence, the magnetic flux density is greatly increased from block to strips to 
square patterns. 
 
Fig. 8.16: FEM simulation of magnetic field from (a) whole block of thin film (b) stripe 
pattern structure (c) square pattern structure (d) circular pattern structure. 
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Magnetic Structure   Dimensions 
(a) Single Block Size - 5×5 mm
2
; Thickness – 30 µm 
(b) Stripe Patterns Size - 5×0.05 mm
2
; Interspace – 0.05 
mm; Thickness – 30 µm 
(c) Square Patterns Size – 0.05×0.05 mm2; Interspace – 0.05 
mm; Thickness – 30 µm 
(d) Circular Patterns Size – (π/4)0.05 mm2; Interspace – 0.05 
mm; Thickness – 30 µm 
Table 8.4: Different patterned structure dimensions for FEM simulations. 
 
Fig. 8.17: Proposed device configuration with patterned magnetic structure. 
Further simulation is conducted to estimate the effect of using a patterned magnetic 
structure in an integrated EM VEH device. For this purpose, a topology has been assumed 
whose cross-section is shown in Fig. 8.17. The device configuration is designed in such a 
way that it can be employed to vibrate in parallel to the device plane. Four oppositely 
polarized magnets are used to produce a large change of magnetic flux with the exception 
that a single magnet block is replaced by oriented film and patterned blocks in different 
cases for comparison. The natural frequency of the device is assumed to be 500 Hz. The 
coil used in the simulation is a micro copper coil with 144 turns and 190 ohm internal 
resistance. For comparison, the above mentioned dimensions of the magnets are used for 
each of the four oppositely polarized magnetic blocks. Using the above design, the 
maximum load power that is obtained for different patterns is shown in plot of Fig. 8.18 
w.r.t. the total magnet volumes. It is observed that the maximum power is obtained for a 
square patterned magnet array compared to film or strip array due to the increase in the 
number of edges and consequently the stray magnetic field. For a circular array, the 
magnetic field is not as effective as the square pattern due to the aforementioned reason 
of shape anisotropy. The results are also compared to the case when the four oppositely 
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polarized magnets are conventional NdFeB magnets with dimension of 5 × 5 × 1 mm
3
. 
The resultant output power is two orders of magnitude higher than any of the patterned 
arrays. However, the magnetic volume is also greatly increased. 
 
Fig. 8.18: Calculated output power for different magnetic structures and comparison with 
commercially available NdFeB magnet. 
 
Fig. 8.19: Process flow for fabrication of patterned magnetic structure 
This section provides a new methodology to develop an integrated EM VEH device 
where the magnet can also be integrated in a CMOS compatible process and yet the 
output power can be significantly improved. In the following section, different patterns of 
CoPtP hard magnetic material are described. However, a complete integration of such a 
patterned structure is not performed due to the limited time scale of the project and it can 
be pursued as future work. 
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Fig. 8.20: Photoresist patterned structures. The deep yellow portions depict the resist 
whereas the light yellow portions are the openings for electrodeposition. 
8.5.3. Fabrication of Micro-patterned CoPtP Hard Magnets: The process flow to 
develop patterned CoPtP magnets is shown in Fig. 8.19. The process starts by cleaning a 
blank silicon wafer in acetone, isopropyl alcohol and DI water. Then a Ti/Cu (20/200 nm) 
seed layer is sputtered on the wafer. AZ9260 positive photoresist is spun on the wafer and 
a 20 μm thick resist layer is developed using an optimized double spinning process. 
Patterns are generated on the wafer using a mask (Appendix V). The patterned Si wafer is 
shown in Fig. 8.20 which depicts different micro-patterns. After developing the resist, the 
wafer is diced into four equal pieces and CoPtP is electrodeposited in one of the pieces in 
a beaker containing 200 mL of the electrolytic bath using the PRP technique with the 
optimized deposition parameters described in the earlier section. Since the pH of the bath 
is 8, which is basic, it acts as a developer for the photoresist. It is observed that the resist 
profile is not maintained after long plating durations. Hence, in a future optimization of 
the process, either the mask (a bright field mask could be used for same resist) or an 
alternative resist could be used for developing thicker patterns of the hard magnetic 
material. The SEM images of the developed micro-patterned structures with a thickness 
of ~10 μm are shown in Fig. 8.21. Detailed characterization and integration of the 
patterned magnetic films in EM VEH devices may be pursued as future work. 
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Fig. 8.21: Some of the fabricated micro-patterns of CoPtP magnetic material. 
8.6. Conclusions: 
In this chapter, the deposition technique and properties of thick Co-rich CoPtP films for 
use in electromagnetic power generators were discussed. The integration of permanent 
magnetic material in MEMS based EM VEH device is a major challenge in the field. 
Most of the commercial permanent magnets are deposited using a sintering technique, 
which requires high temperature processing. On the other hand, the permanent magnets 
which can be integrated using CMOS compatible processes requires either high 
temperature annealing or are limited in performance. Hence, to address this particular 
issue, a new method of electrodeposition is developed compared to the conventional DC 
plating; it involves a combination of forward and reverse pulses for optimized deposition 
of Co rich CoPtP hard magnetic material. This results in significant improvements in the 
microstructure of the developed films as the pulse reverse plated films are smooth, stress 
free and uniform. Such improvements in the structural properties are reflected in the hard 
magnetic properties of the material as well. The intrinsic coercivities of the pulse reverse 
deposited film are more than 6 times higher for both in-plane and out-of-plane 
measurement directions and the squareness of the hysteresis loops also improve for 
similar reasons. 
Using a stabilization agent in the electrochemical bath, the deposition is made 
homogeneous for long durations. This makes it possible to develop thick (up to 26 µm) 
structures of CoPtP without any significant loss in the magnetic properties, which is 
suitable for MEMS applications like EM VEH. A maximum energy product of 45.9 kJ/m
3
 
is obtained for 0.9 µm film, which reduces to 27.1 kJ/m
3
 for 26 µm thick film. 
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Further towards efficient integration of permanent magnets in an MEMS EM VEH 
topology, analytical and FEM calculations show that patterned magnetic structures 
produce denser stray fields compared to a thin block of magnet. Hence, efficient patterned 
magnetic structures are designed and their potential performance in a proposed topology 
are estimated and compared. Finally, patterned micro-magnets of developed Co rich 
CoPtP material are fabricated for a thickness up to 5 µm. However, the process needs 
further development to optimize its properties, to enable the magnets be integrated 
successfully in a MEMS topology. 
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Chapter 9 
Conclusions and Future Works 
 
9.1. Introduction: 
In this work, wideband vibration energy harvesting is reported using electromagnetic 
transduction method for potential powering of the WSNs within the Internet of Things 
(IoT)’ connected platform. Most of the reported works in the field of VEH consist of a 
linear resonant system that generates significant amount of power at resonance, however, 
the response drops drastically as the external vibration shifts slightly from resonant 
frequency. This is inevitable as most of the ambient vibrations are either random or 
frequency varying. Consequently, widening/tuning the operational frequency of the 
transducers is essential for efficient energy harvesting. The reported work here addresses 
three major challenges: i. wideband operation, ii. high output power generation, iii. 
integration using CMOS compatible MEMS fabrication processes (particularly 
challenging for EM transduction). The particular conclusions from the thesis are outlined 
below. Finally, suggestions toward further improvement/progress of the present work are 
reported. 
9.2. Conclusions: 
The conclusions drawn from different chapters of this thesis are given below: 
9.2.1. Literature Review: An extensive amount work has been conducted over the last 
decade in the field of vibration energy harvesting. Researchers from various fields (such 
as mechanical engineering, mathematics and dynamics, electrical and electronics 
engineering, material science etc.) have contributed to this field with their respective 
focus. Much of the earlier reported generators are resonant or low frequency non-
resonant, using various transduction mechanisms like electromagnetic, piezoelectric and 
electrostatic. The miniaturization of the devices while retaining useful power density has 
remained an open problem in this field. Particularly, scaling of the devices plays a critical 
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role in the case of EM VEH devices. Additionally, the integration of EM transducers is 
also very challenging due to the presence of permanent magnets and requirement of high 
efficiency micro-coils. An elaborate comparison of different reported MEMS scale (fully- 
or semi-integrated) EM VEH devices has shown that the power density available from 
such devices are considerably low compared to their meso-scale counter parts. 
A major part of the initially reported devices are linear resonant. A number of approaches 
have been undertaken in the literature to broaden the frequency response of the VEH 
devices. These include (a) resonance frequency tuning, (b) multi-frequency/multi-modal 
generator development and (c) nonlinear energy harvesting. Resonance frequency has 
been tuned using both mechanical and electrical methods. However, real-time active 
tuning using mechanical methods is not straight forward. The tuning ranges of different 
tuning mechanisms are also not very high and require more energy to tune the frequency 
compared to the generated power. Multi-frequency generators are suitable for MEMS 
based approaches as different modes of the mechanical structure can be activated through 
proper design only. Therefore the fabrication of such generators is relatively easier. There 
has been a huge surge of research in nonlinear oscillator based VEH devices for their 
inherent wideband response. Nonlinear energy harvesting devices employing various 
potential functions, such as monostable, bistable and tristable, have been reported both in 
meso- and micro-scale. Often the reported devices are quite bulky and not suitable for 
MEMS integration. Presence of multiple states within a certain frequency range i.e. the 
hysteresis of the frequency response is a major concern which restricts operation of 
nonlinear generators in real applications. 
Different power management schemes for EM VEH devices are also reported. Power 
management is as important as power generation for complete system development. 
Particularly for EM harvesters, where the generated voltage is low, AC/DC conversion is 
a major concern. Along with cold-start problem, optimal performance at steady state is 
addressed separately in literature. 
9.2.2. Linear Generators and Bidirectional Electrical Tuning: Different EM 
harvesting devices are designed and fabricated on FR4 as the resonating spring material. 
FR4 has a low Young’s modulus (Y=21 GPa), which enables low frequency operation in 
a smaller footprint without the need of additional mass, improving the reliability and 
applicability of the devices. The reported EM VEH devices (P1-4) differ in their spring 
configurations to operate at four different resonant frequencies: 58.6 Hz, 83.8 Hz, 162.9 
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Hz and 42.9 Hz respectively. In the untuned condition, the prototypes P1, P2, P3 and P4 
produce 470 μW (at 0.3g), 350 μW (at 0.3g), 4.3 μW (at 0.3g) and 16.5 μW (at 0.3g) at 
respective optimum loads of 2400 Ω, 2100 Ω, 780 Ω and 900 Ω respectively. A 
bidirectional electrical tuning scheme for EM energy harvesters has also been developed 
using two different complex load topologies: capacitive load to tune in the lower 
frequency direction and inductive load to tune in the higher frequency direction 
respectively. A theoretical model has been derived for this tuning method and study 
shows that in case of capacitive tuning, the tuning range widens with increase in load 
resistance whereas the tuning range broadens with decrease in load resistance for 
inductive tuning. The bidirectional tuning has been implemented successfully on the four 
developed prototypes and the test results are found to agree well with theoretical 
predictions. A maximum capacitive tuning of 1.8 Hz, 1.75 Hz, 0.16 Hz and 0.16 Hz are 
achieved for P1 – P4 respectively whereas a maximum inductive tuning of 0.57 Hz, 0.6 
Hz, 0.13 Hz and 0.13 Hz are obtained for the same devices. Results also show that output 
load power and load voltage drops with tuning as only 14% and 22.5% of the untuned 
power are obtained at the maximum tuned frequencies for capacitive and inductive tuning 
in case of P1 and 11.11% and 33.1% for P2.  The tuning ranges could be modified by 
using different values of load resistance. Also, the tuning capability is largely dependent 
on the electromechanical coupling. Hence, this method could be very useful for high-Q, 
largely electromagnetically coupled EM harvesters. For MEMS based devices, where the 
aforementioned coupling is not very strong, further investigation involving complicated 
load electronics will be needed in order to efficiently tune the resonance frequency. 
9.2.3. Multi-frequency MEMS EM Energy Harvesters: In this chapter, multi-
frequency MEMS electromagnetic energy harvesters are reported employing two 
different topologies. The first system is single mass, where different fundamental modes 
are obtained within a close range through spring design innovation, realization of the 
spring architectures and by using a large magnetic proof mass. The second system is dual 
mass, which inherently has two major vibration modes corresponding to the movement of 
each of the masses. The output power is improved in the reported designs, in general, by 
using the bulk magnet as a proof mass compared to the reported MEMS scale EM 
generators and this high performance is benchmarked through normalized power density 
parameter. The spring structures are developed using Silicon-on-Insulator (SOI) substrate 
while voltage is induced on double layer electroplated copper coils. The 3D finite element 
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analysis on the devices shows that different modes are activated in the low frequency (< 
300 Hz) region. The out-of-plane and torsional modes of the single mass systems are 
obtained at 188, 255.1 and 287.9 Hz, respectively whereas the first two modes of dual 
mass device are at 241.4 Hz and 419.6 Hz respectively. At 0.5g, the single mass device 
produces 0.37, 0.43 and 0.32 μW respectively in mode I, II and III whereas the dual mass 
device generates 0.22 and 0.02 μW in mode I and II respectively against a matched load. 
The experimental results are qualitatively explained using the simulation results and 
indicate a good potential in the development of multi-frequency energy harvesters for a 
number of practical applications. 
 
Fig. 9.1: Comparison of the Normalized Power Density (NPD) of the reported devices in 
different modes with the state-of-the-art MEMS EM VEH literatures in terms of (a) device 
volume and (b) operating frequency. 
Comparing different VEHs is not straightforward as the amount of data presented in 
published works varies considerably in terms of their operating conditions such as input 
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acceleration and frequency. Hence, just comparing the output parameters like voltage, 
current or power is not justified. Beeby et al [62] derived a figure-of-merit for resonant 
VEH devices called, Normalized Power Density (NPD), which is simply the output power 
(P) of the device normalized w.r.t. input acceleration level (A) and volume (V) of the 
device. Frequency is not considered in the figure-of-merit as resonant generators are fixed 
in frequency whereas acceleration levels applied during testing can be varied. In Fig. 9.1, 
the NPD of different MEMS scale EM energy harvesters are compared w.r.t their 
operating frequency (Fig. 9.1 (a)) and device volume (Fig. 9.1 (b)). It is to be noted here, 
we have compared different MEMS scale VEH devices regardless of their operating 
principles, including resonant, multi-frequency and nonlinear energy harvesters. For 
wideband nonlinear devices, the peak power generated at the down jump frequency is 
considered which is not fully justified but makes the comparison easy. In terms of the 
level of integration, the fully integrated MEMS EM harvesters [163-167, 169-170] have 
lowest NPD due to the low efficiency of the integrated magnets. Thus in most of the 
reported literature [129, 133-135, 142-143, 172], bulk NdFeB magnets are used whereas 
the spring structure and pick-up coils are integrated using CMOS compatible MEMS 
techniques. Coils are mostly integrated on the vibrating elements while a single or an 
array of static magnets is used to create the varying magnetic field. The output power is 
found to be low in such cases due to poor magnetic flux linkage and smaller proof mass. 
In some reported literature [133-135, 142-143], a sputtered metallic coil is used to induce 
electrical voltage. Generally the thickness of the sputtered layers is quite low, which 
affects the final output. Silicon is the most commonly used material in MEMS devices 
due to their suitability with CMOS compatible fabrication processes and its mechanical 
robustness. But due to its large elastic modulus (Y=170 GPa), the operational frequency 
becomes high with miniaturization in size. Hence, many researchers have exploited other 
polymeric materials like PDMS [167, 174] and parylene [129, 173] for developing the 
spring structure in order to reduce the frequency within the same footprint. The low 
Young’s modulus not only brings the resonance frequency to a lower value but also 
increases the displacement amplitude as the spring constant is reduced. However, 
reliability of these materials for long term applications is a concern which is yet to be 
verified in the reported literature.  
In this reported work, a magnet proof mass architecture is used where a NdFeB bulk 
magnet is bonded on the silicon paddle to increase the mass vis-à-vis the output power. 
248 | C h a p t e r  9 :  C o n c l u s i o n s  a n d  F u t u r e  W o r k s  
 
The high performance obtained from the MEMS energy harvesters is also due to the 
development of integrated, double layer, and thick copper micro-coil, which enhances the 
electromagnetic coupling with the moving magnet. These factors lead to NPDs of 0.043, 
0.11 and 0.064 kg.s/m
3
 respectively in the first three vibration modes of SMD and 0.081 
and 0.0047 kg.s/m
3
 respectively in the first two modes of the DMD, which are among the 
higher values for MEMS scale EM VEH devices. The performances can be further 
improved through even more optimization of the different design parameters, as described 
in the theoretical model section of chapter 5.  
9.2.4. Nonlinear Energy Harvesters: In chapter 6, the design, modelling and 
experimental validation of stretching strain based nonlinear EM Energy Harvesters are 
reported. An analytical formulation of large deformation of the spring arms shows that a 
cubic nonlinearity results from the contributions of stretching in addition to bending. This 
nonlinearity increases the operational bandwidth of the VEH significantly. Further, 
numerical investigation of a deterministic model based on a monostable Duffing 
oscillator supports this increase in bandwidth. Initially a proof-of-concept prototype is 
developed where up to 10 Hz bandwidth is obtained at 1g acceleration. However, the 
output power from the developed device is significantly low due to inefficient magnet-
coil assembly. A qualitative discussion based on the numerical model shows that presence 
of dynamical noise in experimental system limits this bandwidth. Additionally, a non-
characteristic secondary peak (at 196 Hz) was observed experimentally, where 110% of 
the peak power at the nonlinear jump point can be achieved at 0.5g acceleration. Almost 
three times more power is generated at this symmetry broken peak compared to the 
nearby symmetric states, showing high potential of dynamical symmetry breaking in 
generating more power compared to the symmetric states and this can be utilized by 
further optimization. A detailed examination of this secondary peak shows the symmetry 
breaking bifurcation at that particular position. It is inferred that the symmetry broken 
secondary resonance may appear due to the dynamic symmetry breaking of the oscillator 
or due to the inherent asymmetry of the built prototype. This work also shows the 
potential of FR4 based small footprint, wide bandwidth, nonlinear EM harvester 
generating useful amount of power, which can be increased significantly by further 
optimization of magnet coil assembly. Following this inference, a modified prototype is 
developed where the output power is significantly improved. A reasonably good 
bandwidth of 9.55 Hz is obtained with developed device among the reported macro 
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prototypes whereas the load power of 488.47 μW generated across a resistive load of 
4000 Ω under 0.5g input acceleration at 77 Hz, which is also useful for practical 
applications. It is shown that bandwidth and the maximum power point (or jump-down 
frequency) can be modulated by changing either the input acceleration or the resistive 
load by contrast with a linear device. 
Reference Prototype 
Scale 
Type of 
Transduction 
Volume  
(cm
3
) 
Accele
ration 
Power 
Integral 
(μW-Hz) 
NPID 
(Kg/m
3
) 
[141] Macro PZ 1.04 0.3g 640 68.38 
[142] MEMS EM 0.032 3g 1.8 0.0625 
[153] Macro EM 2.97 0. 5g 770 10.37 
[324] MEMS PZ 0.016 0.6g 2.8 1744 
[239] MEMS ES 0.042 1g 
(35V 
bias) 
164 4.86 
[144] Macro PZ 7.62 0.5g 1900 9.97 
[325] Macro EM 11.19 2g 1800 0.4 
First 
Prototype 
Macro EM 0.78 2g 17.33 0.05 
Modified 
Prototype 
Macro EM 2.65 0.3g 3990 167.29 
2.65 0.5g 7560 114.11 
PZ – Piezoelectric; EM – Electromagnetic; ES – Electrostatic. 
Table 9.1: Comparison of power integral for different reported nonlinear energy 
harvesters with our work 
In the literature, a number of nonlinear monostable energy harvesters have been reported 
where clearly two limiting cases of performances exist as macro prototypes with discrete 
components provide high output power mainly due to large transduction area whereas 
micro scale devices work over a large bandwidth due to the enhanced nonlinear stiffness. 
Stanton et. al. [141] reported a macro monostable system with piezoelectric transduction 
where magnetic end mass interacts with the field of oppositely poled stationary magnets 
to generate Duffing nonlinearity. For this device under hardening response, the value of 
‘Power Integral (Pf)’ is approximately calculated to be 640 μW-Hz at 0.3g. Whereas Liu 
et al [142] demonstrated a micro electromagnetic energy harvester with spring hardening 
nonlinearity, which has an approximate Pf value of 1.8 μW-Hz under 3g input excitation. 
A more generalized figure of merit can be obtained by normalizing Pf w.r.t the volume of 
the device and the input accelerations, which can be defined as 
                                 (    )   
  
                   
          (9.1) 
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Because of the above mentioned trade-off between the macro-scale and MEMS devices, 
Pf or NPID provides a more fair comparison between different nonlinear devices 
compared to the previous figure of merits. A more elaborated comparison of different 
state-of-the-art nonlinear energy harvesters with our system has been provided in Table 
9.1. It is to be noted here that accurate information about the volume of the devices are 
not always clearly mentioned in literature. Hence, we have considered the volume of the 
active materials in some cases for comparison. In the reported device, the load resistance 
is optimized to generate Pf value of 3990 μW-Hz at 0.3g and 7560 μW-Hz at 0.5g, which 
is high for reported devices at this scale. 
In the MEMS scale, wideband micro-electromagnetic energy harvesters employing two 
different nonlinear spring architectures are reported. Similar to the meso-scale prototypes, 
nonlinearity is introduced in the spring structures here, also by the stretching in addition 
to bending of the specially designed fixed-fixed configured spring arms. In first nonlinear 
architecture (A1), the fixed ends are orthogonal to each other with beam joint in the 
middle whereas the second nonlinear architecture (A2) is H-shaped. The realization of the 
spring architectures on the thin Silicon-on-Insulator substrate using MEMS processing 
technology activates different fundamental modes of the devices which further widens the 
output response. The devices are characterized at different level of MEMS integration to 
report a comparative result. Experimental results show that around 80 Hz of half power 
bandwidth is obtained for devices with A1 architectures due to nonlinear contributions 
from closely spaced vibration modes. On the other hand, devices with A2 spring 
structures have 60 Hz half power bandwidth due to strong nonlinear stiffness of the 
beams. 
In Table 9.2, a comparative study of the reported MEMS based wideband energy 
harvesting devices is provided along with present work. For nonlinear energy harvesters, 
the peak power frequency is normally the same as the jump down frequency during up 
sweep. Since the operational bandwidth depends on the working frequency of the devices, 
the normalized bandwidth provides a fair comparison between the performances of 
different devices. The efficient nonlinear spring design in our device produces sufficient 
wideband response, which results in comparable normalized bandwidth and large power 
integral values. However, the performance can be improved by further optimizations. 
Another concern that can be raised is the relatively high frequency of operation of the 
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reported devices whereas most of the available vibration sources are low frequency (<100 
Hz). However, there are a number of application scenarios where the available 
mechanical energy is located in the moderately high frequency (100-1000 Hz) region. In 
case of tire pressure monitoring system (TPMS), the vibration is distributed over the 
frequency range from 100 to 1000 Hz with quite high acceleration [327]. Similar high 
frequency application environment is available from aerospace vehicles during their take-
off and landing [328]. The reported devices can be useful under such circumstances for 
harvesting useful electrical energy. 
Reference 
Type of 
Transduction 
Volume 
(cm
3
) 
Acceleration 
(g) 
Output 
Power 
(μW) 
Power 
Integral 
(μW-Hz) 
NPID 
(kg/m
3
) 
[172] 
EM (MEMS 
Spring and 
coil) 
0.158 1g 
0.59 × 
10
-4
 
0.02 0.0013 
[141] 
EM (MEMS 
Spring and 
coil) 
0.032 3g 0.002 1.8 0.0625 
[171] 
EM (MEMS 
Spring and 
coil) 
0.09 4.5g 0.82 98.4 0.54 
[324] PZ 0.016 0.6g 0.11 2.8 4.86 
[239] ES 0.042 
1g (35V 
bias) 
3.4 164 39.04 
[326] ES 0.144 
0.42g (800V 
bias) 
0.95 
0.95 
(approx.) 
0.37 
A1WC 
EM (MEMS 
Spring) 
0.14 0.5g 2.87 840 240 
A1MC 
EM (MEMS 
Spring and 
coil) 
0.14 0.5g 0.41 123 35.14 
A2WC 
EM (MEMS 
Spring ) 
0.14 1g 1.05 225.75 16.13 
A2MC 
EM (MEMS 
Spring and 
coil) 
0.14 1g 0.22 47.3 3.38 
EM - Electromagnetic; PZ – Piezoelectric; ES – Electrostatic 
Frequency values are approximated from figure unless mentioned explicitly 
Table 9.2: Comparison of power integral for different reported MEMS nonlinear energy 
harvesters with our work 
9.2.5. Electrical Switching in Nonlinear Energy Harvesters: Nonlinear oscillator based 
energy harvesters improve the off-resonance performance significantly due to their 
inherent wideband frequency response when compared with linear resonators. But the 
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applicability of such systems are restrained by the phenomenon of multi-stability and 
hysteresis in the dynamics of the devices. It implies that a number of stable steady states 
with different energy outputs may coexist. The device selects a stationary state depending 
upon the frequency schedule of the external excitation and the initial conditions. Hence, 
such devices will not be very useful under real application conditions unless there is some 
mechanism which can control the output states of the device and switch into the highest 
output power state for maximum efficiency. In chapter 7, it is demonstrated that a suitable 
electrical control signal switches the state of a nonlinear VEH from the Low Energy 
Branches (LEBs) to the High Energy Branch (HEB). The VEHs have an inherent 
connection between their mechanical and electrical degrees of freedom. This interplay is 
exploited in a very innovative way to supply a periodic electrical signal over a short 
period of time to the system to initiate the large amplitude mechanical motion when the 
system response is in the LEB. The proposed method is shown to work under fixed 
frequency, fixed amplitude as well as varying amplitude-frequency input vibrations. The 
method is successfully demonstrated for a MEMS scale EM harvester as well.  
In principle, the control method can be applied to any device with nonlinear hysteresis, 
having different sizes and transduction methods, through required modifications. The 
presented underlying physics is generally applicable for other means of switching 
mechanism to control the coexisting states of the nonlinear oscillators which may find 
manifold of applications in different branches of science and engineering. 
9.2.6. Development and Integration of Nano-structured CoPtP Permanent Magnets: 
The integration of permanent magnetic material in an MEMS based EM VEH device is a 
major challenge in the field. Most of the commercial permanent magnets are deposited 
using sintering techniques which require high temperature processing. On the other hand, 
the permanent magnets which can be integrated using CMOS compatible processes 
require either high temperature annealing or are limited in performance. A simultaneous 
work was carried out on the development of stress-free, thick and nano-structured CoPtP 
hard micro-magnets for complete integration of the EM VEH devices. In chapter 8, the 
deposition technique and properties of thick Co-rich CoPtP films for use in 
electromagnetic power generators is discussed. A new method of electrodeposition is 
developed compared to the conventional DC plating, involving a combination of forward 
and reverse pulses, for optimized deposition of Co rich CoPtP hard magnetic material. 
This results in significant improvements in the microstructure of the developed films as 
253 | C h a p t e r  9 :  C o n c l u s i o n s  a n d  F u t u r e  W o r k s  
 
the pulse reverse plated films are smooth, stress free and uniform. Such improvements in 
the structural properties are reflected in the hard magnetic properties of the material as 
well. The intrinsic coercivities of the pulse reverse deposited film are more than 6 times 
higher for both in-plane and out-of-plane measurement directions and the squareness of 
the hysteresis loops also improve due to similar reasons. Using a stabilization agent in the 
electrochemical bath, the deposition is made homogeneous for long durations. This 
allows to develop thick (up to 26 µm) structures of CoPtP without any significant loss in 
the magnetic properties, which is suitable for MEMS applications like EM VEH. The 
maximum energy product of 45.9 kJ/m
3
 is obtained for 0.9 µm film which reduces to 27.1 
kJ/m
3
 for 26 µm thick film. 
Further towards efficient integration of permanent magnets in an MEMS EM VEH 
topology, analytical and FEM calculations show that patterned magnetic structures 
produce denser stray fields compared to a thin block of magnet. Hence, efficient patterned 
magnetic structures are designed and their application results in a proposed topology are 
estimated and compared. Finally, patterned micro-magnets of developed Co rich CoPtP 
material are fabricated for a thickness up to 5 µm. However, the process needs further 
development to gain the optimized properties, enabling them to successfully integrate in 
MEMS topology. 
9.3. Highlights of the Work Presented in this Thesis: 
Different innovations and novel outcomes from the works reported in this thesis are 
summarized as follows: 
 Extensive use of FR4 (low Young’s modulus, 21 GPa) for development of various 
linear resonance based meso-scale EM VEH devices. Development of compact, meso-
scale nonlinear monostable energy harvester using FR4 as spring material. 
 Demonstration of bidirectional electrical tuning for EM VEH devices using two 
complex load topologies. 
 First reported experimental evidence of symmetry broken nonlinear secondary peak in 
a single potential well system. The presence of this secondary peak is useful in 
generating a significant amount of power compared to the symmetric states. 
 Introducing a useful figure-of-merit for fairly benchmarking different wideband 
energy harvesters, called the ‘power integral’. Addressing the trade-off between load 
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power and bandwidth of nonlinear generators, by using the ‘power integral’ 
optimization.  
 Development of multi-frequency MEMS EM VEH devices with one of the highest 
reported normalized power densities. Development of MEMS scale nonlinear EM 
energy harvesters with one of the highest reported power integral values in the 
literature. Engaging different fundamental modes in a nonlinear MEMS spring 
topology to further widen the half-power bandwidth up to 80 Hz. 
 First reported electrical control method to switch from the low to the high energy 
output branch of a nonlinear energy harvester, which is independent of device scale 
and transduction mechanism. Addressing the underlying physics of the proposed 
method using a modified Duffing oscillator model. 
 Successful demonstration of the electrical control method to significantly improve the 
harvesting efficiency of a nonlinear energy harvester under amplitude-frequency 
varying environment. 
 Development of stress-free, nano-structured CoPtP hard magnetic material using 
pulse reverse electrodeposition method for a thickness up to 26 µm, having coercivity 
up to > 3 kOe. 
 Verification of the advantages of using micro-patterned permanent magnets for 
complete integration of EM VEH device using FEM analysis and fabrication of some 
of the micro-patterned CoPtP hard magnetic structures. 
9.4. Future Works: 
In this work, three major challenges of EM VEH devices are addressed i.e. i. wideband 
operation, ii. high output power generation and iii. complete integration. It is observed 
that, the power density falls down drastically with scaling and that fall of performance is 
even more severe for a completely integrated EM VEH devices, generating output power 
in the range of pW to nW which is of no use for practical applications. In chapter 8, it is 
shown that micro-patterned structures are more efficient for power generation than a 
whole block of thick, electrodeposited permanent magnet. But still for higher flux linkage 
it is necessary to develop patterned micro-magnets with multi-directional magnetizations 
similar to the Halbach array or alternately polarized array of magnets that are used in 
meso-scale devices. An approach to develop fine scale micro-magnetic pattern with 
alternate polarity could be using a magnetization mask. 
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Fig. 9.2: (a) Alternately polarized permanent micro-magnets. (b) Proposed process flow 
using magnetization mask. 
 Fig. 9.2 shows the possible steps for developing such magnetic structure. First, an 
electroplated hard magnetic film will be pre-magnetized using a magnetizer to induce a 
magnetic polarization everywhere on the layer. A magnetizing mask (which has the 
desired pattern) will then be brought in contact with the developed magnetic film, and a 
pulsed magnetic field will be applied in the opposite direction. Because of the differences 
in relative permeability created by the features on the mask, the external reversal 
magnetic flux will be concentrated in the areas of the soft magnetic mask. Consequently, 
the magnetization of selected regions will get reversed, and the desired pattern will be 
transferred onto the hard magnetic layer. A major challenge that could arise in this 
process is that the magnetic flux lines might diffract from the soft magnetic mask and that 
could possibly change the magnetization map. Hence the process needs to be optimized 
before it can be taken to the device fabrication level. 
Another challenge in this field is to work in the low/very low frequency region with a 
MEMS scale device. Silicon is the most used material in MEMS and microelectronics. 
But it has a high Young’s modulus of 170 GPa. Hence, it is very difficult to develop 
miniaturized devices using silicon with very low (<10 Hz) operational frequency. 
Polymer materials like PDMS, parylene, etc., have been used in the literature to develop 
MEMS scale devices with low frequency operation. PDMS (Y = 750 kPa) is a 
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particularly good candidate for developing low frequency membrane structure using a 
low cost fabrication technique. Fig. 9.3 (a-b) shows the initial trial result of PDMS 
membrane which is spin coated on a blank silicon wafer and then peeled off. An initial 
experimental device is shown in Fig. 9.3 (c) which when tested (Fig. 9.3 (d)) showed a 
resonance frequency of 22 Hz. The PDMS thickness can be further reduced using spin 
coating optimization and different nonlinear mechanical structure can also be developed 
on the PDMS using photolithography technique to further widen the output response. The 
low Young’s modulus not only reduces the frequency but also increases the amplitude of 
oscillation by reducing the spring constant. Therefore much higher output power can be 
obtained compared to a silicon based device having the same footprint. 
 
Fig. 9.3: (a) Spin coated PDMS on silicon. (b) Peeled off PDMS from the silicon 
substrate. (a) Initial trial device for experimentation. (d) Tested results under different 
input accelerations. 
Other innovative aspect of the reported work is the demonstration of an electrical control 
method to switch from the low to the high energy output branch of a nonlinear generator. 
However, the technique has been demonstrated manually so far by employing a short 
duration electrical signal generated in the burst mode from a signal generator. However, 
for operation under real world applications, the mechanism needs to be automated. Two 
approaches can be used for this purpose. Firstly, a fraction of the energy generated from 
the device is saved from the device and the energy is fedback to the device at regular 
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intervals. In this method, lot of energy will be wasted as the device might not be within 
the hysteresis region at that particular instant. In the second approach, a circuit can be 
developed which will comprise of a voltage comparator to decide if the system is in low 
energy branch, an energy storage element to store the energy from the harvester itself, a 
triggering circuit and a voltage amplifier to generate a large amplitude signal. A low-
power, completely automated electrical switching mechanism can really make the use of 
nonlinear energy harvesters in different applications widespread. 
Finally, as was mentioned before, power management is as important as power generation 
for complete system development. To advance this part of the work, the meso-scale 
nonlinear harvesters will be demonstrated first with off-the-shelf power management 
circuit like LTC3588-1 which is reported in chapter 4. It is necessary to develop a highly 
efficient power management solution for low voltage sources like EM VEH devices. 
There are two major challenges: (i) activation in the discharged state (cold-start). (ii) 
Efficient operation in the steady state (MPPT requirement). A circuit designed for one of 
these requirements is not suitable for the other case. Hence it is important to come with a 
novel solution where a balance can be achieved between this trade-off. The circuit can be 
developed at first at board level using discrete components. Finally, the circuit can be 
fabricated to develop an Application Specific Integrated Circuit (ASIC) for EM VEH 
purpose. 
9.5. Final Remarks: 
The vision of billions of connected autonomous sensors for the monitoring of wellbeing 
of human health and the environment leading to the ‘Internet of Things’ is closing 
towards reality. While the other fields in sensors, computation and data transmission have 
improved significantly in the last decade or so, the area of powering these devices still 
requires more attention. Thus addressing the pertinent issues of miniaturized vibrational 
energy harvesters is of paramount importance both scientifically and commercially.  
The reported work in this thesis has improved and advanced some of the issues related to 
the development of vibration energy harvesting technology. However, there is still scope 
for plenty of work that could enable an energy harvesting solution, which is capable of 
powering the billions of sensors under the IoT platform perpetually.   
258 | A p p e n d i x  
 
Appendix I: MATLAB Code for Bidirectional Tuning 
Matlab Code for Inductive Tuning: 
m=3e-3; %Kg 
%b=10; %damping coefficient 
%k=19720; %spring constant 
%f0=11.25; % in Hz 
wn=2*pi*100; %resonant frequency in rad/sec obtained through the 
analytical formula k=181 N/m 
%ke=1000; %flux linkage in Wb/m obtained from Ansoft solver 
RC=1000; %coil resistance in ohm 
RL=50; %load resistance in ohm 
%CL=1e-6; %load capacitance 
%a=0.5;%acceleration in m/sec2 
ke=15; 
Lm=(ke^2)/(m*(wn^2)); 
R=RL+RC; 
f=2000; 
wr=zeros(f,1); 
L=logspace(-6,3,f); 
for i=1:1:length(L) 
wr(i)=sqrt(((sqrt((((R/wn)^2)-(L(i)^2)-
(L(i)*Lm))^2+4*((L(i)/wn)^2)*R^2))-(((R/wn)^2)-(L(i)^2)-
(L(i)*Lm)))/(2*(L(i)/wn)^2)); 
end 
semilogx(L,wr/(2*pi),'m','linewidth',3) 
 
Matlab Code for Capacitive Tuning: 
m=3e-3; %Kg 
%b=10; %damping coefficient 
%k=19720; %spring constant 
%f0=11.25; % in Hz 
wn=2*pi*100; %resonant frequency in rad/sec obtained through the 
analytical formula k=181 N/m 
%ke=1000; %flux linkage in Wb/m obtained from Ansoft solver 
RC=1000; %coil resistance in ohm 
RL=1000; %load resistance in ohm 
%CL=1e-6; %load capacitance 
%a=0.5;%acceleration in m/sec2 
K1=0.225; 
r=RL/RC; 
f=2000; 
wr=zeros(f,1); 
c=logspace(-12,-2,f); 
for i=1:1:length(c) 
%H=r/(((1+r)^2)+(wn^2)*(RL^2)*(CL^2)); 
%S=(CL*(r^2)*((K1*RC)/m))/(((1+r)^2)+(wn^2)*(RL^2)*(CL^2)); 
%O=(((1+r))+(wn^2)*(RL^2)*(CL^2))/(((1+r)^2)+(wn^2)*(RL^2)*(CL^2)); 
theta=(1+r)^2; 
zeta=(c(i)*(r^2)*K1*RC)/m; 
epsilon=(RL^2)*(c(i)^2); 
wr(i)=sqrt((sqrt(((theta+zeta-
epsilon*(wn^2))^2)+4*epsilon*theta*(wn^2))-(theta+zeta-
epsilon*(wn^2)))/(2*epsilon)); 
end 
semilogx(c,wr/(2*pi),'m','linewidth',3) 
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Appendix II: Mask for Spring Fabrication 
Mask L1: 
 
Mask BACK MASS: 
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Mask Design for Linear MEMS EM VEH Spring Structure: 
 
Front Lithography Mask: 
 
Back Lithography Mask: 
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Appendix III: Mask for Double Layer Coil Fabrication 
 
Bottom Layer Coil Mask: 
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Via Layer Mask: 
 
Top Layer Coil Mask: 
 
 
 
 
263 | A p p e n d i x  
 
Appendix III: MATLAB Code for Duffing Oscillator 
Matlab Code for Simulation of Non-dimensional Model: 
%Equation of motion 
function pdot=Parlitz_time(t,p,w,f,d) 
%f=2; 
%d=0.2; 
pdot=zeros(3,1); 
pdot(1)=p(2); 
pdot(2)=-d*p(2)-p(1)-p(1)^3+f*cos(p(3)); 
pdot(3)=w; %phase 
 
%Frequency Response 
s=200; 
a=zeros(s,1); 
b=zeros(s,1); 
f=0.0019; 
d=0.031; 
%Front sweep 
ww=linspace(0.9,2.1,s); 
p0=[0 0 0]; 
for i=1:1:length(ww) 
 [t,p]=ode45(@(t,p) Parlitz_time(t,p,ww(i),f,d), 
linspace(0,100,1000), p0); 
 x=max(p(:,2)); 
 %xrms=sqrt(mean(x)); 
 n=length(p(:,2)); 
 %avgp=(x(length(t))-x(round(length(t)/2)))/(t(length(t))-
t(round(length(t)/2))); 
 a(i)=x; 
 p0=p(n,:); 
end 
plot(ww,a,'b','Linewidth',2); 
hold on; 
% Back sweep 
ww1=linspace(2.1,0.9,s); 
for i=1:1:length(ww1) 
 [t,p]=ode45(@(t,p) Parlitz_time(t,p,ww1(i),f,d), 
linspace(0,100,1000), p0); 
 y=max(p(:,2)); 
 %yrms=sqrt(mean(y)); 
 m=length(p(:,2)); 
 %avgpd=(y(length(t))-y(round(length(t)/2)))/(t(length(t))-
t(round(length(t)/2))); 
 b(i)=y; 
 p0=p(m,:); 
end 
plot(ww1,b,'--b','Linewidth',2); 
xlabel('Frequency'); 
ylabel('Amplitude'); 
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