We present the abundance analysis for a sample of 17 red giant branch stars in the metal-poor globular cluster M28 based on high resolution spectra. This is the first extensive spectroscopic study of this cluster. We derive abundances of O, Na, Mg, Al, Si, Ca, Ti, V, Cr, Mn, Fe, Co, Ni, Cu, Zn, Y, Zr, Ba, La, Ce, and Eu. We find a metallicity of [Fe/H]=-1.29±0.01 and an α-enhancement of +0.34±0.01 (errors on the mean), typical of Halo Globular Clusters in this metallicity regime. A large spread is observed in the abundances of light elements O, Na, and Al. Mg also shows an anticorrelation with Al with a significance of 3σ. The cluster shows a Na-O anticorrelation and a Na-Al correlation. This correlation is not linear but "segmented" and that the stars are not distributed continuously, but form at least 3 well separated sub-populations. In this aspect M28 resembles NGC 2808 that was found to host at least 5 sub-populations. The presence of a Mg-Al anticorrelation favor massive AGB stars as the main polluters responsible for the multiple-population phenomenon.
INTRODUCTION
Galactic Globular Clusters (GCs) are known to host star-tostar variations as far as chemical abundances are concerned. More specifically, Carretta et al. (2009b) showed that all Galactic GCs studied up to now have at least a spread (or anti-correlation) in the content of their light-elements O and Na. In some cases also a Mg and Al spread is observed. The only confirmed exception is Ruprecht 106, where Villanova et al. (2013) found that stars share a homogenous chemical composition. This spread is due to the early evolution of each cluster, that is initially formed by a first generation of stars that has the same chemical composition of field stars at the same metallicity. The subsequent generation of stars (Na-richer and O-poorer) are formed from gas polluted by ejecta of evolved stars of the older generation (Na-poorer and O-richer) . This is the so called multiplepopulation phenomenon. These anomalies have also been observed in one of the old, massive extragalactic GCs in Fornax (Letarte et al. 2006; Larsen et al. 2012) and in the Large Magellanic Cloud (LMC; Mucciarelli et al. 2009 ), but not in intermediate-age LMC clusters ). This spectroscopic evidence has been interpreted as the sig- † E-mail: svillanova@astro-udec.cl (SV) nature of material processed during H-burning by high temperature proton-capture reactions (such as the Ne-Na and Mg-Al cycles). Several theoretical models have been proposed to describe the formation and early evolution of GCs (e.g. D'Antona et al. 2016) The current explanation involves a self-enrichment scenario, were subsequent generations of stars co-exist in globular clusters that are formed from gas polluted by processed material produced by massive stars (Caloi & D'Antona 2011) . Several sources of polluters have been proposed: intermediate-mass asymptotic giant branch (AGB) stars (D'Antona et al. 2016) , fast-rotating massive stars (Decressin et al. 2007) , and massive binaries (De Mink et al. 2009 ). All these scenarios postulate that an important fraction of the first generation has been lost in order to justify the relatively low fraction of these stars that are observed nowaday compared with the objects of the Naricher and O-poorer generations. A recent attractive alternative has been proposed by Bastian et al. (2013) that implies only a single burst of star formation. They postulate that the gas ejected from massive stars of the first (and the only) generation concentrates in the center of the cluster and is acquired by low-mass stars via disk accretion, while they are in the fully convective phase of the pre-main sequence. This scenario has the advantage that does not require a huge star loss. However it is not able to reproduce the Mg-Al an-ticorrelation that is observed in some GCs like NGC 2808 (D'Antona et al. 2016) . In addition to the abundance spread of light elements, variations in heavier elements have also been found in some massive GCs, such as ω Centauri (Villanova et al. 2014) , M54 (Carretta et al. 2010) , M22 (Marino et al. 2009 ), Terzan5 (Massari et al. 2014 ) and NGC 2419 (Cohen et al. 2010 ). However they are generally thought to be the vestige of more massive primitive dwarf galaxies that merged with the Galaxy.
In this paper we present a spectroscopic study of the GC M28 (NGC 6626) . This is an old and metal-poor globular cluster that has received little attention, mostly due to reddening problems and the strong field contamination since it is located toward the Galactic Bulge slightly below the Galactic plane (l=7.80 0 , b=-5.58 0 ). M28 has a low metallicity of [Fe/H]=-1.32 and a high reddening of E(BV)=0.40 (Harris 1996) . The best photometry we could find in literature is that from Davidge et al. (1996) . At only 2.7 kpc from the Galactic center (Harris 1996) , M28 is one of the most metal-poor GCs found in the inner Galaxy, and it was classified as a genuine Bulge GCs by Bica et al. (2015) . If it is really as old as M12, M28 could be one of the oldest Bulge objects.
In section 2 we describe observation and data reduction and in section 3 the methodology we used to obtain the chemical abundances and the associated errors. In section 4 we present our results including a comparison with different environments (Galactic and extragalactic). Finally in section 5 we give a summary of our findings.
OBSERVATIONS AND DATA REDUCTION
Our dataset consists of high resolution spectra collected at the FLAMES@UVES spectrograph mounted at the VLT-UT2 telescope. Targets were selected from the infrared photometry collected with the Vista Variables in the Via Lactea survey (VVV, Minniti et al. 2010; Saito et al. 2012 ). The PSF photometry was obtained with the VVV-SkZ pipeline (Mauro et al. 2013 ) on the publicly available pre-processed frames, and calibrated in the astrometric and photometric 2MASS system (Skrutskie et al. 2001) as detailed in Moni Bidin et al. (2011) and Chene et al. (2012) . A total of 17 stars were selected along the upper red giant cluster sequence with magnitude between Ks=8.5 and Ks=11. The position of the targets in the cluster VVV color-magnitude diagram (CMD) is shown in Fig 1. These stars were observed with four fiber configurations of FLAMES@UVES. We used the 580nm set-up, that gives a spectral coverage between 4800 and 6800Å with a resolution of R=47000. The signal-to-noise (S/N) was between 50 and 70 at 6000Å. Four targets were observed twice, in two different fiber configurations, ito perform a proper error analysis.
Data were reduced using the dedicated pipeline 1 . Data reduction includes bias subtraction, flat-field correction, wavelength calibration, sky subtraction, and spectral rectification.
Radial velocities were measured by the fxcor package in IRAF 2 , using a synthetic spectrum as a template. The mean radial velocity we obtained is 13.3±2.0 km/s. Harris (1996) gives 17±1 instead. The agreement is good if we consider that the cluster has a large velocity dispersion as shown by the R.M.S. of our stars that is 9.4±1.5 km/s. Thare are not clear outliers in the radial velocity distribution. If we consider also that all our targets have the same [Fe/H] content within errors (see Section 4) and that all lie along the Red Giant sequence in the cluster CMD, we conclude that they are all cluster member. Table 1 lists the basic parameters of the retained stars: ID (stars observed twice are indicated by an underscored number), 2MASS ID, J2000.0 coordinates (RA & DEC in degrees), VVV J, H, Ks magnitudes, heliocentric radial velocity RVH (km/s), T eff (K), log(g), micro-turbulence velocity vt (km/s), and [Fe/H] abundances. The determination of the atmospheric parameters and abundances is discussed in the next section. In this table we report also the cluster mean radial velocity and mean [Fe/H] abundance with their errors (errors on the mean). In Fig. 1 we report, on the top of the M28 color magnitude diagram (CMD), our targets as black filled points. We warn the reader that the four targets observed twice have Table 4 . Estimated errors on abundances due to errors on atmospheric parameters and to spectral noise for star #1367 (column 2 to 6). Column 7 gives the total error calculated as the root squared of the sum of the squared of columns 2 to 6. This total error must be compared with the total error as obtained from the 4 repeated stars (column 8) and with the observed dispersion (RMS) of the data with its error (column 9). The last column gives the significance of the difference between the total error for star #1367 and the observed dispersion, in units of σ. two points for each plot of this paper. We preferred to keep the measurements (abundances and atmospheric parameters) of each of the two spectra per target separated both in the text, in the tables and in the plots in order to allow a direct check of the internal errors of our analysis. When required the two measurements per stars will be indicated by different symbols in the plots and by the underscores 1 and 2 in the text and in the tables.
ABUNDANCE ANALYSIS
Initial atmospheric parameters were obtained in the following way. First, T eff was derived from the J-K color using the relation of Ramirez & Melendez (2005) . The reddening we adopted (E(B-V)=0.40) was obtained from Harris (1996 Harris ( , 2010 . Surface gravities (log(g)) were obtained from the canonical equation:
where the mass M was assumed to be 0.8 M⊙, and the luminosity L/L⊙ was obtained from the absolute magnitude MV assuming an apparent distance modulus of (m-M)V=15.55 (Harris 1996) . The bolometric correction (BC) was derived by adopting the relation BC-T eff from Alonso et al. (1999) . Finally, micro-turbulence velocity (vt) was obtained from the relation of Marino et al. (2008) . Atmospheric models were calculated using ATLAS9 code (Kurucz 1970) Then T eff , log(g), and vt were re-adjusted and new atmospheric models calculated in an interactive way in order to remove trends in excitation potential and reduced equivalent width (EQW) versus abundance for T eff and vt, respectively, and to satisfy the ionization equilibrium for log(g). 140÷150 FeI lines and 12÷14 FeII lines (depending on the S/N of the spectrum) were used for the latter purpose. The [Fe/H] value of the model was changed at each iteration according to the output of the abundance analysis. The Local Thermodynamic Equilibrium (LTE) program MOOG (Sneden 1973) was used for the abundance analysis. SiI, CaI, TiI, TiII, CrI, FeI, FeII, and NiI abundances were estimated using the EQW method. For this purpose we measured EQW using the automatic program DAOSPEC (Stetson & Pancino 2008) 3 . OI, NaI, MgI, AlI, VI, MnI, CoI, CuI, ZnI, YII, ZrII, BaII, LaII, CeII, and EuII abundances were obtained using the spectro-synthesis method. For this purpose 5 synthetic spectra were generated for each line with 0.25 dex abundance step and compared with the observed spectrum. The line-list and the methodology we used are the same used in previous papers (e.g. Villanova et al. 2013 ), so we refer to those articles for a detailed discussion about this point. Here we just underline that we took hyperfine splitting into account for Ba as in our previous studies. This is particularly important because Ba lines are very strong even in metal-poor stars and hyperfine splitting help to remove the line-core saturation producing a change in the final abundance as estimated by the spectro-synthesis method up to 0.1 dex. Also other oddelements like V, Mn, Co, Cu, Y, and Eu or elements that have odd-isotops like La and Ce have an hyperfine splitting, but their lines are weak and the line-core saturation is not at work. So hyperfine splitting corrections are negligible.
We also added the MgI line at 5528Å. Parameters for this line were taken from SPECTRUM v2.76 4 linelist (Gray & Corbally 1994 reported in Tab. 2 and Tab. 3 together with the mean values for the cluster and the error on the mean. For Ti we reported the mean values of TiI and TiII abundances. Na is an element affected by NLTE effets. For this reason we looked in the INSPEC 5 database for suitable NLTE corrections. We found the they are very small (∼-0.05 dex) with no significant variation (less then 0.02 dex) in our temperature range. For this reason we decided not to apply them to our Na abundances.
As a cross check of our abundance analysis, we plot in Fig. 2, Fig. 3, Fig. 4 T ef f respectively, for the entire sample. The temperature range covered by our stars is about 600 K. We plot also the mean abundance for each element and the ±1σ error.
[Fe/H] shows a trend as a funcion of temperature with a significance on the slope of about 4 σ, with warmer stars beeing more metal rich. In order to investigate this, first of all we plot in Fig. 6 (upper and middle panels) the line by line FeI and FeII differential abundances as a function of E.P. for stars #1236 and #12931. These stars were selected to be at the extremes of the T ef f range. Differential iron abundances were calculated by subtracting to each FeI and FeI line the average FeI abundance. FeI lines have a flat trend (the black continuos line) while FeII lines are spread around the mean FeI abundance. This is not surprizing since Temperature and gravity were obtained in order to have flat trand for FeI lines and to match mean FeI and FeII abundances. However this test shows that the precedure was applied correctly. The [Fe/H] trend could be due to departure from the LTE approzimation we are using in our data analysis (the NLTE effect). In order to check this, for a subsample of 23 Fe I lines we obtained NLTE correction from the INSPEC 6 database. The mean NLTE correction for #1236 is +0.06 while for #12931 id +0.01. This goes in the wrong direction, because the net effect would be to make the warmer stars even more metal rich compared with the coolers. However, as shown in Fig. 6 (lower panel) , there is a trend of the NLTE correction with the exitacion potential. This is not unexpected because lines with low E.P. form in the upper atmosphere where gas density is lower and detarture from LTE is larger.
6 version 1.0 (http://inspect.coolstars19.com/index.php?n=Main.HomePage) While for stars #12931 (T ef f ∼4000K, red points) the NLTE correction is very small along the entire E.P. range and can be neglected, for stars #1236 (T ef f ∼4600K, black points) reaches ∼0.1 dex for lines with E.P.=1. For this star we performed again the spectroscopic analysis applaying to FeI lines the NLTE correction of Fig. 6 (lower panel, black line) . The result was a slight change in the atmospheric parame- ters (T ef f =4565 K, log(g)=1.70, and vt=1.40 km/s) but a negligible change in metallicity ([Fe/H] LT E/NLT E =-1.16/-1.17). This is because NLTE corrections cause a downward change of the temperature that counterbalances the mean +0.06 dex correction meantioned before. The conclusion of this test is that NLTE cannot be the reason of the [Fe/H] trend.
If we look carefully to the trend however, we notice that stars between T ef f =4100K and T ef f =4520K show a very flat slope that deviates from the 0 value of less then 0.2 σ. So the [Fe/H] trend is entirely due to the three warmer and to the three cooler points, that deviate from the mean iron abundance of ∼1.5 σ and ∼1.0 σ respectivelly. Actually Fig. 2 shows that 5 out of 21 points deviate of 1σ or more with respect to the mean [Fe/H] abundance, that represents 24% of the sample. This matches very well with deviation that is expected statistically, because 22% of the points are expected to fall out of the ∼1σ range. Because of this there is no reason not to attribute the [Fe/H] trend to statistical fluctuations. This is supported also by the error analisys (see Tab. 4 and below) that gives an expected r.m.s for our data of 0.06 dex that matches very well the observed spread of 0.06 dex. Maybe some other mechanism is at work like molecular bands that could affect the position of the continuum for the two cooler stars (in this case the continuum would be depressed causing an underestimation of the EQWs and so lower abundances for iron but also for all the other elements), but the accuracy of our measurements is not high enough to disentagle such a mechanism from statistical noise.
As far as Silicium, Calcium, Nickel, and Barium abundance ratios are concerned all stars are spread around the mean value and no sign of trend is present Only Ti appears to have a slight trend with temperature but the range in [Ti/Fe] of our data is so small (∼0.1 dex) that it is hard to attribute this to a cause other than statistical fluctuation, at least with the current internal accuracy of our measurements. However, since Ti final abundance was obtained from neautral and single ionized lines, we plotted in Fig. 6 (upper and middle panels) the differential Ti and TiII abundaces. As in the case of FeI and FeII, TiI lines follow a flat trand while TiII lines are spread around the mean TiI abundance. TiI and TiII are sensitive to stellar parameters but were not used to obtain them. For this reason this check shows that the method we used to obtain T ef f and log(g) is robust.
As a final conclusion we can say that the methodology used to obtain chemical abundances is consistent over the entire temperature range with possible minor trends on [Fe/H] and [Ti/Fe] with effective temperature that anyway could be due to statistical fluctuations and do no affect the results. Fig. 4 and Fig. 5 show the light elements O, Na, Mg, and Al abundances vs. T ef f . Those are the most important elements for the following discussion. We see that O, Na, Mg, and Al do not show any trend with T ef f and the large spread around the mean value is due to the presence in the cluster of stars with inhomogeneous abundances.
A detailed internal error analysis was performed using two methods. For the first we plotted in Fig. 7 temperature, gravity and microturbulence of our stars as a function of the K2MASS magnitude (black points). Because the error on K2MASS is negligible in this plot (0.01−0.02 mag.), the dispersion around the parabolic fit (black lines) is entirely due to errors on the atmospheric parameters. This dispersion gives us σ(T ef f )=41 K, σ(log(g))=0.12, and σ(vt)=0.04 km/s. The error on [Fe/H] due to the S/N is 0.01 dex. As a comparison, in Fig. 7 we plotted with blue points our initial guess for temperature, gravity, and microturbulence as obtained from photometry together with a parabolic fit (blue lines). As far as T ef f is concerned, for warmer and cooler targets the match is reasonably good while in the middle region photometric temperatures are about 100-150 K higher. The mean difference is about 60 K. We underline the fact that if we would have adopted photometric temperature, targets in the middle region would have had a [Fe/H] value 0.15-0.20 dex larger then the others, while with the temperature scale we adopt in this paper the [Fe/H] value of all the stars agree well within the errors (see Tab. 4). On the other hand our gravities are 0.3 dex lower on average than the photometric values while microturbulences are 0.05 km/s lower, with the warmer stars showing a better agreement. These mismatches could be due to the poorly known parameters of the cluster (a change in distance modulus of +0.1 mag and in the reddening of -0.05 mag would give an almost negligible difference in temperature and an agreement within 0.2 dex in gravity) or to effects not taken into account by the models (i.e. 3D effects). The second method is bases on the 4 stars observed twice (#1246, #1293, #1378, and #1380). We derived the atmospheric parameters independently from the individual spectra of each star. Then we computed the differences in Teff, log(g) and vt, between the two determinations. The distribution of atmospheric parameters differences gives us σ(T ef f )=33 K, σ(log(g))=0.12, and σ(vt)=0.03 km/s and a total error on [Fe/H] of 0.03 dex. This total error takes into account all the errors on the atmospheric parameters. The two methods agrees well, and we adopted σ(T ef f )=40 K, σ(log(g))=0.12, σ(vt)=0.04, and σ([Fe/H])=0.03 dex as our finals errors on the atmospheric parameters. Then we choose star #1367 as representative of the sample, varied its T eff , log(g), [Fe/H] , and vt according the the atmospheric errors we just obtained, and redetermining the abundances. Results are shown in Tab. 4, including the error due to the noise of the spectra. This error was obtained for elements whose abundance was obtained by EQWs, as the errors on the mean given by MOOG, and for elements whose abundance was obtained by spectrum-synthesis, as the error given by the fitting procedure. ∆tot is the squared sum of the single errors, while ∆tot(obs) is the error as obtained from the 4 repeated stars. ∆tot(obs) is equal or smaller than ∆tot. In Tab. 4 for each element we report the observed spread of the sample (RM S obs ) with its error and in the final column the significance (in units of σ) calculated as the absolute value of the difference between RM S obs and ∆tot divided by the error on RM S obs (we choose ∆tot instead of ∆tot(obs) to be conservative). This tells us if the observed dispersion RM S obs is intrinsic or due to observational errors. Values larger than 3σ imply an intrinsic dispersion in the species chemical abundance among the cluster starst.
RESULTS

Iron-peak, α elements and heavy elements
The mean iron content we obtained is:
[F e/H] = −1.29 ± 0.01 with a dispersion of:
Reported errors are errors on the mean. Harris (1996) gives [Fe/H]=-1.32 and we can consider the agreement satisfactory. The measured iron dispersion in Tab. 4 well agrees with the dispersion due to measurement errors so we no evidence for an intrinsic Fe abundance spread. As far as ironpeak elements are concerned, Cr and Ni are solar scaled, Mn and Cu are sub-solar, and V, Co and Zn are super-solar.
The α elements Si, Ca, and Ti are overabundant compared to the Sun. This is a feature common to almost all Galactic GC and Halo field stars as well as to very metalpoor stars ([Fe/H]<-1.5) in outer galaxies. Based on these elements we derive for the cluster a mean α element abundance of:
[α/F e] = +0.34 ± 0.01
As far as heavy elements are concerned Y, Zr, Ba, and Eu are super-solar, La is solar-scaled and Ce is sub-solar. Figure 8 shows the star by star (black filled circles) α-element abundances of the cluster compared with a variety of galactic and extra-galactic objects. We have included values from Galactic Globular Clusters (GCs) (Carretta et al. 2009b (Carretta et al. , 2010 (Carretta et al. , 2014a (Carretta et al. ,b, 2015a Villanova et al. 2010 Villanova et al. , 2011 Villanova et al. , 2013 Muñoz et al. 2013; San Roman et al. 2006 , red filled squares); Disc and Halo stars (Fulbright 2000; Reddy et al. 2003 Reddy et al. , 2006 Cayrel et al. 2004; Simmerer 2004; Barklem et al. 2005; Francois et al. 2007; Johnson et al. 2012 Johnson et al. , 2014 , gray filled squares) and extra-galactic objects such as Magellanic clouds (Pompeia et al. 2008; Johnson et al. 2006; Mucciarelli et al. 2008 Mucciarelli et al. , 2009 , blue filled squares), Draco, Sextans, Ursa Minor and Sagittarius dwarf galaxy and the ultra-faint dwarf spheroidals Boötes I and Hercules (Monaco et al. 2005; Sbordone et al. 2007; Shetrone et al. 2001; Ishigaki et al. 2014; Koch et al. 2008 , green filled squares).
The α elements in M28 follows the same trend as Galactic GCs and are fully compatible with Halo field stars while it falls in a region scarcely populated by extragalactic objects. So, according the its α-element content, M28 is very likely a genuine Galactic cluster.
The chemical abundances for the iron-peak elements Mn and Cu are reported in Fig. 9 . Around M28 metallicity, Galactic and extragalactic environments share the same Mn abundance, while the cluster Cu content agrees better with the Galaxy. This further supports a Galactic origin.
Finally for all α, iron-peak and heavy elements Tab. 4 shows that the observed dispersion agrees well with the measurement errors so we can rule out any intrinsic abundance spread. We check also for possible correlations of these elements with lights elements such Na and Al, but we did not find evidence for significant trends.
Light elements
Light elements O, Na, and Al have an observed spread that well exceeds the observational uncertainties (see Tab. 4). The only exception is Mg that seems to be homogeneous within the errors. In Fig. 10 and Fig. 11 we compare the O and Al abun- NGC 3201, and NGC 6752) and in the Large Magellanic Cloud (e.g. NGC 1718). Fig. 11 shows the Na-O anticorrelation for M28. First generation stars have a Na content that is lower than the bulk of Milky Way field objects. The second generation stars follow the Galactic GC trend along the O-poor edge (left edge). This is because M28 has one of the lowest initial O contents ([O/Fe]∼0.3) with respect to the other GCs. This relatively low O content is maintained when subsequent generations stars are formed. The cluster population ends up with two stars (#1291 and #1295) that are among the most O-poor star in the GC sample we have. This means that M28 suffered one of the most extensive nuclear processing. Fig. 11 shows also the star formation process was not continuous, but it happened with different bursts because our targets aggregate in at least three different clumps. Fig. 12 and Fig. 13 show the Na-Al and Mg-Al correlations. The cluster follows the typical correlations of the GCs, with Al-rich stars ([Al/Fe]>0.8) that appear to be slightly Mgpoorer that the others on average. However the most surprising result is that in the Na-Al correlation stars appear to be clearly aggregated in 3 clumps and that the abundance evolution is not linear. In order to investigate in more detail this behavior we plot in Fig. 14 light-element The third group has a spread much larger than the other two (up to 0.2 dex), and could be composed of two further sub-populations. However more data are required to constrain better the number of sub-populations in M28. We underline the fact that it is not unusual for a GC to show discrete sub-populations. As an example Milone et al. (2015) found that NGC 2808 is formed by 5 or more discrete sub-populations.
In the upper left panel of Fig. 14 we report the Na-O anticorrelation. We fitted the Carretta et al. (2009a) [Al/Fe]. The error analysis did not show evidence for a intrinsic spread of Mg for our stars. On the other end here we see that Al-rich stars are also Mg-poor and the trend has a slope with a significance at the level of 3σ. This is not unexpected since aluminum is produced by the Mg-Al chain at the expenses of Mg (Ventura et al. 2011 ) in intermediatemass AGB stars, that are one of the main candidates responsible for the multiple-population phenomenon and that are the only candidates able to activate this chain since they reach high enough temperatures (∼75 million K) during the hot-bottom-burning phase (D'Antona et al. 2016) .
SUMMARY
In this paper we present the first detailed chemical abundances of 21 elements in 17 red giant radial velocity and metallicity members of M28 observed using the high resolution UVES spectrograph, mounted at the VLT-UT2 telescope. M28 is a metal poor GC ([Fe/H]∼-1.3) and must be very old (∼13 Gyrs) because of the HB morphology that completely lacks a red branch. Chemical abundances have been computed using plane-parallel atmospheric-models and LTE approximation. Equivalent width method has been used when possible. Otherwise we applied the spectrumsynthesis method. We obtained the following results:
• We found a mean metallicity of [Fe/H]=-1.29±0.01, that well agree with previous literature data. As far as other iron-peak elements are concerned, Cr and Ni are solarscaled, Mn and Cu are sub-solar, and V, Co, and Zn are super-solar.
• M28 has the typical α-enhancement of the Halo with [α/Fe]=+0.34±0.01. Heavy elements Y, Zr, Ba, and Eu are super-solar, La is solar scaled and Ce is sub-solar. We did not find any intrinsic spread in any of these elements, and no correlation with light elements.
• M28 shows the typical Na-O anticorrelation common to almost all the other GCs. The cluster also show a Na-Al correlation and a Mg-Al anticorrelation. It is one of the clusters that shows the strongest O depletion and Na and Al enhancement among all the GCs studied up to now. The presence of a Mg-Al anticorrelation points toward intermediatemass AGB stars as the main polluters responsible for the multiple-population phenomenon in this cluster.
• The most interesting results however concerns the shape and discreteness of the Na-Al and Na-O relations. Both appears to be not linear or parabolic, but segmented, and stars are not distributed continuously, but seems to form at least 3 different sub-populations. This is not totally new since also the GC NGC 2808 shows the presence of at least 5 distinct sub-populations. A larger sample of data is required to confirm if more sub-populations are present. 
