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Glassy phases in layered Ising magnets with random interlayer exchange
P. N. Timonin∗
Physics Research Institute at Rostov State University 344090, Rostov - on - Don, Russia
(Dated: November 10, 2018)
Thermodynamics of layered Ising magnet with the infinite-range ferromagnetic intralayer interac-
tion and random exchange between nearest layers is considered. The case of zero average interlayer
exchange is studied in detail. The inequilibrium thermodynamic potential is obtained near transi-
tion point and existence of numerous metastable states is shown. The thermodynamic properties of
crystal in the simple periodic states are described. It is established that the evolution of the equi-
librium magnetic state with growth of random exchange proceed over infinite series of first order
transitions at which the number of magnetized layers and distance between them jump as well as
homogeneous magnetization and susceptibility.
PACS numbers: 05.70.Jk, 64.60.Cn, 64.60.Fr
The complete or partial disorder of magnetic structure has been found in many layered magnets and to describe
it the term ’spin glass’ has often been used1,2,3,4,5,6. The other spin glass features were also observed in layered
magnets such as the difference of ’field-cooled’ and ’zero-field-cooled’ parameters4,6, smeared peak and low-frequency
dispersion of magnetic susceptibility4,5,6. The glassy properties do not exist only in the crystalline solid solutions, in
which they obviousely result from magnetic exchange fluctuations caused by ion substitutions. Some crystals allow
significant deviation from stechiometry, such as SrCoO3−δ
4,5, in others, the disorder is their intrinsic property as in
LiNiO2 - here Li and Ni ions can easily exchange positions as they have almost equal sizes
1. Also the nominally
pure crystals has always some impurities and defects.
The simplest variant of disorder is the intercalation of impurities into the interlayer space, which does not modify
the intralayer magnetic interactions. Similar model explains the glassy features of LiNiO2 - small concentration of
Li ions in the ferromagnetic layers containing Ni does not essentially affect them, while the presence of Ni ions in Li
layers results in appearance of local ferromagnetic interlayer exchange on the background of small antiferromagnetic
one1. In this case one may hope to get comparatively simple description of disorder effects, especially when radius of
magnetic intralayer interaction is much greater than a lattice parameter. Then intralayer ordering can be considered
in the mean-field approximation everywhere except a narrow vicinity of transition point. Here the interlayer exchange
fluctuations are averaged over intralayer interaction range, which can be put infinite in this mean-field region. Hence,
we get a quasi one-dimensional situation with some average interlayer interaction7. Then theoretical description
becomes simpler than in case of 3d disorder and one may try to get some analytical results on the thermodynamics of
such random layered magnet, preserving some specific features of spin glasses, particularly, the presence of multiple
metastable states. The origin and properties of such states is a central issue of the theory of random magnets, so the
study of such model could give not only approximate description of thermodynamics of real crystals but also shed
some light on the mechanism of emergence of multiple metastable states responsible for the inergodic behavior of spin
glasses.
Here we consider the simplest model of Ising magnet having infinite-range ferromagnetic intralayer interaction and
random exchange between spins in neighboring layers. It allows to obtain rather easily an effective thermodynamic
potential for the layers’ magnetizations near transition point. Therefore, we can make sufficiently complete study of
the origin and the properties of various metastable states for the case of zero average interlayer exchange. Further we
establish the existence of a number of equilibrium spin-glass phases for different values of random exchange fluctuations
and describe phase transitions between them.
I. MODEL AND FORMALISM
The Hamiltonian of the model is
H = − J
2M
N∑
n=1
(
M∑
m=1
Sm,n
)2
−
M∑
m=1
N∑
n=1
J˜m,nSm,nSm,n+1 −
M∑
m=1
N∑
n=1
Sm,nHn (1)
Here Sm,n = ±1 are Ising spins, index m numerates the lattice sites in the layer from 1 to M , n = 1, 2, ..., N is the
layer number, J > 0 is ferromagnetic intralayer exchange, J˜m,n describes random interlayer interaction and Hn is
magnetic field, which is constant inside a layer. We assume all J˜m,n to have the same distribution function.
2For the Hamiltonian in Eq. (1) one can get the averaged over J˜m,n value of the thermodynamic potential (per site
in a layer)
MβF¯ = −〈lnTr exp (−βH)〉J˜ .
Here β = 1/T is inverse temperature, Tr means the sum over all spin configurations and the angle parenthesis with
index J˜ below designate the average over random J˜m,n.
The Hubbard-Stratonovich transformation of the ferromagnetic term in Eq. (1) gives
MβF¯ = −
〈
ln
{∫
df exp
[
−MβF˜ (f)
]}〉
J˜
, (2)
βF˜ (f) =
1
2K
N∑
n=1
f2n −
1
M
M∑
m=1
ln
{
Tr exp
N∑
n=1
[
K˜m,nSm,nSm,n+1 + (hn + fn)Sm,n
]}
, (3)
where hn = βHn , K = βJ and K˜m,n = βJ˜m,n
As the logarithms in the sum in Eq. (3) are independent random quantities the averaging of Eq. (2) over random
interlayer exchange reduces to the averaging of this large sum when M →∞. Thus we get
MβF¯ = − ln
{∫
df exp [−MβF (f)]
}
, (4)
βF (f) =
1
2K
N∑
n=1
f2n −
〈
ln
{
Tr exp
N∑
n=1
[
K˜nSnSn+1 + (hn + fn)Sn
]}〉
J˜
. (5)
In Eq. (5) index m is omitted at spins and random exchange integral because the contributions from all sites
in the layers are identical. Obtaining the inequilibrium thermodynamic potential in Eq. (5), one can describe all
thermodynamics of the model. Indeed, at M →∞ we have
F¯ ≈ min
f
[F (f)]− TSconf , (6)
where Sconf the is configurational entropy defined via the logarithm of the number W of points f at which the
minimum of F (f) is attained
Sconf =M
−1 lnW.
For the layer magnetization
mn ≡M−1
M∑
m=1
〈Sm,n〉T,J˜ = −
∂βF¯
∂hn
,
we get from Eqs. (4, 5)
mn = −
〈
∂βF (f)
∂hn
〉
f
=
〈
K−1fn − ∂βF (f)
∂fn
〉
f
≈ K−1 〈fn〉f , (7)
and for the correlator defining the inhomogeneous susceptipility
Cn,n′ ≡M−1
M∑
m,m′=1
〈〈Sm,nSm′,n′〉T − 〈Sm,n〉T 〈Sm′,n′〉T 〉J˜ = − ∂2βF¯∂hn∂hn′ ,
we have
Cn,n′ =MK
−2
[
〈fnfn′〉f − 〈fn〉f 〈fn′〉f
]
≈ K−2
[
∂2βF (f)
∂f∂f
]−1
n,n′,
∣∣∣∣∣
f=〈f〉
. (8)
3The second term in Eq. (5) contains under the logarithm the partition function of Ising chain with random exchange
in inhomogeneous field. It can be represented as expansion in powers of µn ≡ tanh (hn + fn) and one can express the
potential in Eq. (5) as a function of these variables
βF (µ) = − (N − 1)
〈
ln
(
2 cosh K˜
)〉
J˜
+
1
2
N∑
n=1
[(
tanh−1(µn)− hn
)2
/K + ln
(
1− µ2n
)]−
−
〈
ln

1 + [N/2]∑
k=1
∑
n1<n2<...<n2k
Gn1,n2,...,n2k
2k∏
l=1
µnl


〉
J˜
, (9)
Gn1,n2,...,n2k =
k∏
j=1
Gn2j−1,n2j , Gn,n′ =
n′∏
i=n
tanh
(
K˜i
)
To perform the averaging in the last term of Eq. (9) is generally a hard task, it is much simpler to study the vicinity
of transition point and the case of small or zero external fields. Then we can leave in Eq. (9) only the lowest powers
in its expansion in small µn and hn. Further we consider just this case.
II. THERMODYNAMICS NEAR TRANSITION POINT
Up to the forth order in µn and for |hn| ≤
∣∣µ3n∣∣ we get from Eq. (9)
βF (µ) = − (N − 1)
〈
ln
(
2 cosh K˜
)〉
J˜
+
h2
2K
− hµ
K
+
1
2
∑
n,n′
µn
(
K−1δn,n′ − g(1)n−n′
)
µn′ +
(
1
3K
− 1
4
)∑
n
µ4n +
1
2
∑
i<j
µ2i g
(2)
i−jµ
2
j +
∑
i<j<k
(
µ2i g
(2)
i−jµjg
(1)
j−kµk + µig
(1)
i−jµjg
(2)
j−kµ
2
k
)
+ 2
∑
i<j<k<l
µig
(1)
i−jµjg
(2)
j−kµkg
(1)
k−lµl (10)
where g
(1)
n = v|n|, g
(2)
n = u|n|, v =
〈
tanh K˜
〉
J˜
, u =
〈
tanh2 K˜
〉
J˜
.
As µn ≈ fn/K, the equilibrium (corresponding to the potential minimum) values of these variables give the layers’
magnetizations, cf. Eq. (7). Apparently, in zero field the potential in Eq. (10) describes the second order phase
transition at which spontaneous layers’ magnetizations order ferromagnetically when v > 0 or antiferromagnetically
when v < 0. The transition point in both cases is defined by the condition K
∞∑
n=−∞
∣∣∣g(1)n ∣∣∣ = 1.
In general, the essentially nonlocal interaction of the forth order in Eq. (10) (its radius goes to infinity when
u→ 1) allows to suppose that along with the minimum of the type µn = µ or µn = µ (−1)n the other minima could
exist corresponding to some inhomogeneous ordering. Most probably, these minima would have larger values of the
potential, thus defining the metastable states of a crystal.
Yet, in the presence of a field (especially inhomogeneous one) these states could become stable, i. e. there would
be first order transitions from ferro- or antiferromagnetic state into various inhomogeneous ones depending on the
strength and spatial variations the field applied. The dynamic phenomena in slow varying external fields would
also have pecularities caused by the presence of inhomogeneous metastable states so their study in the ferro- or
antiferromagnetic cases are very important for the description of the observed glassy properties of layered magnets.
The interesting features are also revealed in the numeric study of temperature dependence of the magnetization in the
case of random ferromagnetic excange7 - it shows visible oscillations growing while temperature is decreasing below
the transition point. Nature of this phenomenon is not clear now.
However, the case of pure glass ordering, realized when the distribution function of interlayer exchange is symmetric,
seems to be the most interesting one. Then v = 0 and the potential in Eq. (10) at hn = 0 becomes
βF (µ) = − (N − 1)
〈
ln
(
2 cosh K˜
)〉
J˜
+
τ
2
µ2 − 1
6
∑
n
µ4n +
1
4
∑
n,n′
µ2nu
|n−n′|µ2n′ (11)
where τ ≡ K−1−1 = (T − J) /J , τ ≪ 1. In spite of apparent simplicity of Eq. (11) the determination of spontaneous
magnetizations µn appearing at τ < 0 is rather complicated. The equation for the F (µ) extrema
µn
(
τ − 2
3
µ2n +
∑
l
u|n−l|µ2l
)
= 0, (12)
4has in general case a number of solutions, among which one should choose the stable ones (i. e. corresponding to
local minima) having the positively definite matrix of second order derivatives (Hessian)
βF ′′n,n′ = δn,n′
(
τ − 2µ2n +
∑
l
u|n−l|µ2l
)
+ 2µnu
|n−n′|µn′ . (13)
The form of stable solutions of Eq. (12) depends essentially on the u value. Indeed, in the trivial case u = 0 they are
of the form µn = ±µ, i. e. all layers have the same magnetizations’ magnitudes while their orientations are arbitrary,
so there are 2N solutions. This degeneracy of the potential minima is the consequence of its symmetry with respect
to the sign change of every µn. In the other extreme when random interactions are infinite, u→ 1, the stable states
have only one (arbitrary) layer with nonzero magnetization, thus there are 2N solutions (with different µn 6= 0 signs).
Our task is to find out which states are realized at the intermediate u values and how the evolution of the magnetic
state of crystal proceeds when disorder grows.
It follows from Eq. (12) that general form of its solution is
µn = ±ϑn
√
|τ | qn (14)
The variables ϑn can take two values, 0 and 1, ϑn = {0, 1}. Choosing the definite vector ϑ, one can find q from Eq.
(12)
q = Dˆ−1ϑ, (15)
Dn,n′ = ϑnu
|n−n′|ϑn′ − 2
3
δn,n′ . (16)
Let us note that variable |τ |q has the meaning of the (inhomogeneous) Edwards-Anderson order parameter8. Ac-
cording to Eq. (14) the choice of ϑ for a given u is limited by the condition qn > 0. Also the positive definiteness is
necessary for Hessian, Eq. (13), or, equivalently, for the correlator, cf. Eq. (8), which has the following form on the
solutions considered
Cn,n′ = |τ |−1
[
ϑn
(
Dˆ−1
)
n,n′
ϑn′/2
√
qnqn′ + δn,n′ (1− ϑn)E−1n
]
, (17)
En =
∑
l
u|n−l|qlϑl − 1. (18)
For this the validity of the following conditions are sufficient
En > 0 at ϑn = 0, (19)
ϑnDn,n′ϑn′ > 0. (20)
The last inequality designates symbolically the positive defineteness of the matrix Dˆ on the subspace where ϑn = 1.
The corresponding values of the equlibrium thermodynamic potential are
βF¯ = − (N − 1)
〈
ln
(
2 cosh K˜
)〉
J˜
+
τ
4
µ2 − Sconf = − (N − 1)
〈
ln
(
2 cosh K˜
)〉
J˜
− τ
2
4
ϑDˆ−1ϑ−M−1
∑
n
ϑn ln 2.
III. PERIODIC STATES
To find among 2N vectors ϑ those obeying the above conditions at a given u is rather difficult task. So we consider
first only periodic states having some period L. Introducing the layers’ numeration of the form n = rL + s with
integer r and s = 1, 2, ..., L we will study the solutions such that ϑrL+s = ϑs. Apparently, the L-dimensional vectors
ϑs, which differ by a cyclic permutations of components, describe the same solution. Then it is convenient to consider
ϑs as defined on the equidistance points of a circle to show visually that the rotation of ϑs on a circle do not change
the state.
Let us also note that the signs of µn in the states considered should not be necessarily periodic as they do not enter
the stability conditions and the equilibrium potential value. So further results refer to all 2[N/L]P states differing by
layers’ magnetization orientations. Here P =
L∑
s=1
ϑs is the number of magnetized layers in a period and the quadrangle
parentheses denote the integer part of a number.
5For such periodic states we have
Dn,n′ = Ds,s′ (r − r′) = ϑsϑs′uL|r−r
′|+(s−s′)sign(r−r′) − 2
3
δr,r′δs,s′
As the matrix Dˆ depends only on r − r′ it can be diagonalized over this indexes using the unitary transformation
Ωk,r = (L/N)
1/2
exp ikr in which we assume that k belong to the first Brillouin zone, |k| < pi. The result is
Ds,s′ (k) = ϑsϑs′
(
u|s−s′| + u
s−s′
u−Le−ik − 1 +
us
′−s
u−Leik − 1
)
− 2
3
δs,s′ (21)
Now the stability condition for the matrix Dˆ, Eq. (20), means that Ds,s′ (k) must be positively defined on subspace
where ϑs = 1 at all |k| < pi. Periodic solutions for q can be expressed via Ds,s′ (k) at k = 0,
qrL+s = qs =
[
Dˆ (0)
−1
]
s,s′
ϑs′ (22)
the same is true for Es
ErL+s = Es = Dˆs,s′ (0) qs′ϑs′ − 1 (23)
Diagonalization of the correlator over r − r′ gives
Cs,s (k) = |τ |−1
{
ϑs
[
Dˆ (k)−1
]
s,s′
ϑs′/2
√
qsqs′ + δs,s′ (1− ϑs)E−1s
}
, (24)
and for the equilibrium potential we have
βF¯ /N ≈ −
〈
ln
(
2 cosh K˜
)〉
J˜
− L−1
[
τ2
4
ϑDˆ (0)−1 ϑ+M−1P ln 2
]
. (25)
The last term in Eq. (25) proportional to P is the contribution of the configurational entropy appearing due to
degeneracy of the potential minima as there are 2[N/L]P states with equal potentials differing by the signs of layers’
magnetizations. It should be taken into account when P is of order M . As P ≤ N , this could only happen if N ≈M ,
i. e. in thin whiskers with diameter of order
√
M much smaller than the length N . Yet we should note that this
degeneracy are present only in the idealized situation when an external field is exactly zero while in real experiments
there always is some small inhomogeneous field breaking this degeneracy. Further we assume the presence of such
infinitesimal field and drop the contribution from the configurational entropy irrespective of the sample geometry.
IV. THERMODYNAMICS AND STABILITY OF PERIODIC STATES
Let us consider the simplest periodic states for which analytical results can be obtained. Thus, for the states with
P = 1 (ϑL = 1, ϑs = 0, s = 1, ..., L− 1) the matrix Dˆ in Eq. (21) becomes just the function of k,
D (k) =
1
3
1 + 4uL cos k − 5u2L
1− 2uL cos k + u2L (26)
and we have
qL ≡ q = D (0)−1 = 3 1− u
L
1 + 5uL
, (27)
Es = 3
us + uL−s
1 + 5uL
− 1, s = 1, ..., L− 1 (28)
Substitution of these expressions into Eq. (24) gives the formulae for the correlator which allows to find, in
particular, the expression for the homogeneous susceptibility,
βχ = L−1
L∑
s,s′
Cs,s′ (0) =
(
1 + 2
L−1∑
s=1
E−1s
)
/ (2 |τ |L) (29)
6It follows from Eqs. (??, 20) that the stability region of these states is defined by the conditions E[L/2] > 0, D (pi) > 0.
The first of them defines the lower bound for u values and the last one defines the upper bound. For the even L we
have
5−2 < uL < 5−1 (30)
For small odd L the lower bound is slightly higher, but while L grows it soon comes to 1/25.
Introducing the variable
R (u) = − ln 5
lnu
, (31)
having a meaning of effective radius of interlayer exchange, the stability condition in Eq. (30) can be represented in
the form
1 < L/R < 2. (32)
This representation demonstrates explicitly that period L (the distance between magnetized layers) cannot significantly
differ from the radius of interlayer exchange. The equilibrium potential of the states considered is
βF¯/N ≈ −
〈
ln
(
2 cosh K˜
)〉
J˜
− τ2q/4L. (33)
Now we turn to the states with P = 2. Let ϑL = ϑL′ = 1, while the rest ϑs = 0 and assume for definiteness
L′ ≤ L/2. Then
qL = qL′ ≡ q′ =
3
(
1− uL)
1 + 3uL′ + 3uL−L′ + 5uL
(34)
βF¯/N ≈ −
〈
ln
(
2 cosh K˜
)〉
J˜
− τ2q′/2L (35)
For these states to be stable the conditions E[(L+L′)/2] > 0 and DLL (0)−DLL′ (0) > 0 must be fulfilled or (for L+L′
even)
6
(
u(L−L
′)/2 + u(L+L
′)/2
)
− 3
(
uL
′
+ uL−L
′
)
− 5uL − 1 > 0,
1 + 5uL − 3
(
uL
′
+ uL−L
′
)
> 0 (36)
Summing these inequalities we get the condition u(3L
′−L)/2 < 1 so they both can be satisfied only when L′ > L/3 or
1 < ν < 2 (37)
where ν ≡ (L− L′)/L′ is the ratio of the maximal distance between magnetized layers and the minimal one.
The stability conditions in Eq. (36) can be presented in the form similar to that of Eq. (32)
A′ (ν) < L′/R < B′ (ν) . (38)
Numerical analysis of Eq. (36) gives the following approximate expressions
A′ (ν) ≈ 0.77 + 0.23/ν, B′ (ν) ≈ −0.23 + 2.23/ν
For ν = 2 the stability region reduces to a point while at ν = 1 (L′ = L/2) it coincides with Eq. (32) because the
corresponding states are identical to those having P = 1 and L1 = L/2. It is easy to see that these states with P = 1
have the stability region (L/4 < R < L/2) which includes the whole interval of Eq. (36) L′/B′ (ν) < R < L′/A′ (ν).
They also have the lower potential values than the P = 2 ones. The last statement is the consequence of the maximal
value of q′, Eq. (34), at L′ = L/2. Thus the states with P = 2 are always metastable.
Analytical study of states with P > 2 is very cumbersome, yet their main properties could be established using
numerical methods and qualitative considerations following from the exact results for P = 1, 2. Thus one can deduce
from the preceding results that at all P stable states should have the distances between magnetized layers of the order
R. Introducing the minimal and the maximal values of such distances (and assuming the points representing layers
to lie on a circle)
Lmin = min
s,s′
(|s− s′| , L− |s− s′|) , Lmax = max
s,s′
(|s− s′| , L− |s− s′|) for ϑsϑs′ = 1
71.0 1.5 2.0 2.5 3.0
0.50
0.75
1.00
1.25
1.50
1.75
2.00
 
n
FIG. 1: . The functions A(ν) (quadrangles) and B(ν) (circles) in Eq. (41) obtained in the numerical studies of stable states
with P > 2.
one can get the upper bound for the parameter ν = Lmax/Lmin of the stable states.
Indeed, one can see that the stability condition for the matrix Dˆ(0) in Eq. (21) implies that its maximal nondiagonal
element (on the subspace where ϑs = 1) must be smaller than the diagonal ones. Considering states with P ≫ 1
(and, hence, L >> R) we get from this the approximate necessary condition
3uLmin < 1, (39)
while from the condition ELmax/2 > 0, assuming Lmax ≈ R and qs ≈ qmax = 3 in Eq. (23) we have approximately
6uLmax/2 > 1 (40)
From Eqs. (39, 40) it follows that only those states are stable in finite R interval which have
ν < νc = 2
ln 6
ln 3
≈ 3.262.
The largest ν value found in numerical studies of states with 5 ≤ L ≤ 30 and 3 ≤ P ≤ 15 is 3. This corroborates the
existence of upper bound νc ≈ 3 for stable states. Numerical results show also that for P > 2 there are the necessary
stability conditions similar to those of Eq. (38),
A (ν) < Lmin/R < B (ν) . (41)
The functions A (ν) and B (ν) obtained in the numerical studies are shown in Fig.1. Note that the region between
A (ν) and B (ν) includes the region defined by Eq. (38) and that Eq. (41) coincide with Eq. (32) at ν → 1 as in this
case all states become equivalent to those with P = 1. From Eq. (41) it follows that interval of R values in which
stable states with P > 1 and 1 < ν < νc ≈ 3 exist,
Lmin/B (ν) < R < Lmin/A (ν) ,
belongs entirely to the stability region of states with P = 1, Eq. (32), and some L1 if L1 obeys the condition
Lmin/A (ν) < L1 < 2Lmin/B (ν) .
Apparently such L1 do exist and owing to A (ν) ≤ 1 and νB (ν) ≥ 2 their values are confined between Lmin and Lmax,
Lmin ≤ L1 ≤ Lmax.
8There are also states with L1 in this interval and in its vicinity which cover partially the stability region of Eq. (41).
The mentioned above numerical studies show also that states with P > 1 have always the higher thermodynamic
potential than the coexisting with them P = 1 states . The necessity of this can be shown analytically for the states
with ν close to 1. Let us consider the states with P > 1 and L = PL1 having equidistant magnetized layers, i. e.
equivalent to the states with P = 1 and L1 = L/P . We can find the change of their potential, Eq. (25), under small
variations of the positions of magnetized layers, L1s→ L1s+ δrs. The result is
βδF/N = (τq ln u/2)2
∑
k
|δrk|2
[
D (0)−D (k)−D (k)−1 |D′ (k)|2
]
Here δrk is Fourier-transform of δrs, k = 2pil/P, l = 1, 2, ..., P , D (k) is given by Eq. (26) with L = L1 and
D′ (k) =
2iu1 sink
1− 2u1 cos k + u21
, u1 ≡ uL1.
In the stability region (L1/2 < R < L1), where D (k) > 0, the expression under the sum sign is positive for all k so
δF > 0 and states with P > 1 and ν close to 1 have always the higher thermodynamic potential than the coexisting
with them P = 1 states.
We cannot give a rigorous proof of the metastability of states with P > 1 at all ν < νc. However, the numerical
results allow to suggest that all states having different distances between magnetized layers have higher potential then
that of the states with P = 1 in which only one such distance (L) exists. The last means that nonperiodic states will
also be metastable so equilibrium thermodynamic properties of the model are solely determined by the states with
P = 1. Further we consider the equilibrium thermodynamics and phase transition in the model in the framework of
this supposition.
V. PHASE TRANSITIONS AT DISORDER STRENGTH CHANGES
The stability condition of P = 1 states, Eq. (32), represented as R < L < 2R shows that there are several stable
states at all R > 1. Hence one should find among them the states with the lowest potential, Eq. (33), to describe the
equilibrium properties of a crystal. Considering the potential as continuous function of L we find that it has minimum
at
Lc = λR, λ ≈ 1.471
Thus the state with the lowest potential has L closest to Lc. At
RL = λ
−1 (L+ 1/2) , L > 1.
there are two nearest and equidistant from Lc periods (L and L+1), so at that RL the jumps of the distance between
magnetized layers occur manifesting the first order phase transitions. At R = 1 there is also phase transition between
L = 1 state (where all layers are magnetized) and L = 2 state, this point being the stability boundary of both these
phases.
Thus the evolution of crystal state under the growth of disorder fluctuations (increasing of u or R) proceed via
infinite series of phase transitions accompanied by the jumps of the distance between magnetized layers as well as
thermodynamic parameters of a crystal. To get this equilibrium parameters one should substitute in Eqs. (27, 29 ,
33 ) the values of L corresponding to a state with the lowest potential
Leq(R) = ϑ (1.5−R) [1 + ϑ (R − 1)] + ϑ (R− 1.5)
∞∑
L=2
Lϑ
[
1− 4 (λR − L)2
]
.
This gives
qeq (R) = 3
1− 5−Leq(R)/R
1 + 51−Leq(R)/R
,
βχeq (R) =

1 + 2ϑ (R− 1.5) Leq(R)−1∑
s=1
E−1s,eq

 / (2 |τ |Leq (R)) .
90 1 2 3 4 5
0
2
4
R
FIG. 2: . The dependences of qeq (quadrangles), |τ |βχeq (circles) and δC (triangles) on the effective interaction radius R.
The jumps of first two parameters correspond to the phase transitions between the states with different distances between
magnetized layers.
Let us remind that qeq (R) defines the spontaneous magnetization of layers meq (R) =
√|τ | qeq (R). The behavior of
qeq (R) and the equilibrium homogeneous susceptibility is shown in Fig.2. Differentiating the equilibrium potential
over the temperature we get the magnetic contribution to the heat capacity appearing at τ < 0 (T < J)
δC = qeq (R) /2Leq (R) .
It has no jumps at the transitions being proportional to the equilibrium potential, see Fig.2.
It must be noted that these thermodynamic parameters are the same for all 2[N/L] states differing by the layers’
magnetizations orientations while the total homogeneous magnetization is apparently different. It is determined by
the infinitesimal field existing in the experiment and choosing the state in which hnµn > 0 for all n. Then the
overwhelming majority of these randomly chosen states would have zero or almost zero total magnetization. Indeed,
the number of states with magnetization m is
Nm =
(
[N/L]
[N/L] (1−m) /2
)
≈ 2[N/L] exp− [N/L]
2
[(1 +m) ln (1 +m) + (1−m) ln (1−m)]
It has narrow peak at m = 0 with the width of order [N/L]
−1/2
.
The results obtained so far can be slightly changed if potential expansion in µ will include higher order terms.
Primarily, it concerns the vicinity of R = 1 point being the stability boundary of neighboring states. Here both
phases becomes unstable with respect to the transition into L = 2 phase of the type (µ1, µ2) which is absent in
the forth-order approximation considered. Considering the higher order terms could result either in appearance of
narrow (of order τ) interval of existence of such phase with second order transition points at its boundaries, or in the
overlapping of stability regions of the L = 1 and L = 2 phases9. Also near the other transition points the states with
P > 1 could become stable so transitions could split into series of first order ones with long-periodic intermediate
phases. Yet, all this cannot change the main conclusion about the infinite series of transitions accompanying the
growth of interlayer disorder.
10
Note also that in the immediate vicinity of transition point T = J the present model has temperature dependencies
of homogeneous magnetization and susceptibility characteristic to the ordinary mean-field ferromagnet. This is the
consequence of the absence of disorder inside the layers undergoing purely ferromagnetic transitions.
VI. CONCLUSIONS
The present results give at least qualitative picture of magnetic structure and thermodynamic properties of layered
Ising magnets having random interlayer exchange. Unlike the specific case considered here, really there always is
some nonzero average interlayer interaction. It would split somewhat the potentials of degenerate glassy states, yet
the growth of interlayer exchange fluctuations could still cause the changes of magnetic structure similar to ones
described here. The study of such more realistic case can be done on the basis of present considerations. Qualitatively
the presence of multiple almost degenerate metastable states with different total magnetizations would cause the
inergodicity manifesting itself in a difference of ’field-cooled’ and ’zero- field-cooled’ parameters, specific hysteresis
loop forms and long-time magnetic relaxation, which are really observed in many layered magnets1,2,3,4,5,6.
It should be also noted that the existence of a number of glassy phases at different u values means that transitions
between them can also take place under temperature variations as u depends on T . Probably the observed in [7]
temperature oscillations of magnetization are the signatures of such transitions. One may also suppose that analogous
yet more complex situation exists in case of short-range spin glasses, where a continuous changes of magnetic structure
under temperature variations has been supposed10.
One may also consider the present model as the intermediate variant between the mean-field Sherrington - Kirk-
patrick spin glass and the short-range Edwards-Anderson model8. Combining the most of their essential features
it allows for the first time to establish explicitly the existence of a number of metastable states and to study their
properties which were not achieved in these classic models - there are only the estimates of a number of metastable
states in the Sherrington - Kirkpatrick model11 and their phenomenological description in the short-range spin glass12.
Now it is hard to say to what extent the existence of metastable states relies on the presence of long-range interac-
tions. One may only assume, taking into account the evidences of their appearance in real disordered magnets with
dipole-dipole and magnetoelastic interactions, that sufficiently slow decaying interactions ensures the existence of nu-
merous metastable states. Anyway, the spin glass models without them have little chances to describe the inergodic
phenomena observed in experiments.
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