In this work, we propose a new operational method based on a Genocchi wavelet-like basis to obtain the numerical solutions of non-linear fractional order differential equations (NFDEs). To the best of our knowledge this is the first time a Genocchi wavelet-like basis is presented. The Genocchi wavelet-like operational matrix of a fractional derivative is derived through waveletpolynomial transformation. These operational matrices are used together with the collocation method to turn the NFDEs into a system of non-linear algebraic equations. Error estimates are shown and some illustrative examples are given in order to demonstrate the accuracy and simplicity of the proposed technique.
Introduction
Fractional differential equations (FDEs) are generalizations of ordinary differential equations to a non integer order equations. FDEs have attracted considerable interest consequential of their ability to formulate complex phenomena in the fields of physics, chemistry, engineering, aerodynamics, electrodynamics of complex medium, polymer rheology etc, [1] [2] [3] . Due to their extensive applications much work has been dedicated to developing nu-merical schemes for their solution. Therefore this method is becoming a very attractive research area and as such, several methods are established. The Adomian decomposition method [4] , variational iteration method [5] , homotopy perturbation method [6] and predictor-corrector method [7] are some of the more famous methods. In particular, systems of FDEs are considered in [8] where the Adomian decomposition method was employed for the solutions of system of nonlinear fractional differential equations. In [9] the homotopy analysis method (HAM) was used for the solutions of a system of nonlinear fractional partial differential equations, while in [10] , a modification of Adomian decomposition method was introduced and used for solving a system of nonlinear equations, which produce a series solution with accelerated convergence. Recently, the idea of approximating the solution of FDEs by a family of basis functions has been widely used. The most commonly used functions are sine-cosine functions and block pulse functions. Legendre polynomials, Chebyshev polynomials, Bernoulli polynomials and Laguerre polynomials are also regularly used. For instance, more recently, the operational matrix of Bernstein Polynomials (BPs) is used to solve the Bratu equation in [11] . Also in [12] , operational matrices of integration, differentiation, dual and product based on Bernstein polynomials are introduced and utilized to solve fractional optimal control problems. On the other hand, wavelets are localized functions, which form the basis for L 2 (R), so that localized pulse problems can easily be approached and analysed [13] . They are successfully applied in system analysis, optimal control, signal analysis and many more areas see [14] . However, wavelets are just another basis set that offers considerable advantages over alternative basis sets and allow us to tackle problems not accessible with conventional numerical methods. These main advantages are discussed in [15] . Legendre wavelets [14, 16, 17] , Chebyshev wavelets [18] and Bernoulli wavelets [19] are some of the wavelet methods applied for solving FDEs. In this paper, we present a wavelet-like basis based on an important member of Appell polynomials called Genoc-chi polynomial, though the polynomials are not besed on orthogonal functions, they share some advantageous properties with the polynomials in the Appell family, such as Bernoulli polynomials, over other classical orthogonal polynomials when approximating an arbitrary function. These advantages are stated in [20] .
Motivated by these advantages, in this paper we consider NFDEs
where, D αn is the derivative of order αn in the sense of Caputo subject to initial conditions
We introduce a new operational matrix of fractional order derivative base on Genocchi Wavelet-like basis, which we obtained through wavelet-polynomial transformation. This matrix is then utilized together with collocation method to reduce the NFDEs (1) to a system of algebraic equations. We compare our results with some existing standard results to clearly demonstrate the simplicity, applicability and accuracy of our method. The rest of the paper is organized as follows: In Section 2, we introduce some mathematical preliminaries of fractional calculus and properties of Genocchi polynomials. Section 3 is devoted to the basic formulation of the Genocchi wavelet-like basis and function approximation. In Section 4, we derive the Genocchi wavelet-like operational matrix of fractional derivative. Section 5 is devoted to the numerical method for solving NFDEs, While in section 6 the proposed method is applied to some numerical examples. Finally, a conclusion is given in section 7.
Preliminaries
In this section, we recall some basic definitions and properties of fractional calculus which will be used in this work.
Definition 2.1. [1, 2] The Riemann-Liouville integral I of fractional order α of a function f (t) is given by
Some of the properties of I α are
The Riemann-Liouville fractional derivative of order α > 0 is also defined by
Some properties of D α l are as follows [2] : 
It has the following properties
or β ∉ N and β > ⌊α⌋, (9) where ⌈α⌉ denote the smallest integer greater than or equal to α and ⌊α⌋ denotes the largest integer less than or equal to α. Similar to the integer order differentiation, the Caputo fractional differential operator is a linear operator, since,
where λ and µ are constants.
Genocchi polynomials
Genocchi numbers and polynomials have been extensively studied in many different context in branches of mathematics. Both Genocchi number Gn and polynomials Gn(x) are respectively defined by means of the exponential generating functions [21] [22] [23] .
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where Gn(x) is the Genocchi polynomial of degree n and is given by
G n−k here is the Genocchi number. The first few Genocchi polynomials are;
We list some of the properties of Genocchi polynomials below
Genocchi Wavelet-like Basis
Genocchi wavelet-like basis ψn,m(t) = ψ(k, n, m, t) have four arguments: k can assume any positive integer, m is the order for Genocchi polynomials and t is the normalized time. They are defined on the interval [0, 1] by
where,
is for the normality.
Since we assume that k is a positive integer only, hence, this Genocchi wavelet-like basis is not wavelets in the framework of wavelet analysis. However, this family of Genocchi polynomials in the interval of [0, 1] (what we called Genocchi wavelet-like basis) still inherit the advantages of using wavelets in solving fractional differential equations numerically.
Most of the advantages that motivated us to use this Genocchi wavelet-like basis are inherited from Genocchi polynomials. For example, this Genocchi wavelet-like basis has fewer of terms than Legendre wavelets and thus when approximating arbitrary functions, we need less CPU time. There are less computational errors when using this Genocchi wavelet-like basis, since the coefficients of individual terms of this basis are smaller when compared to that of Legendre wavelets, which we know are related to the computational errors in the product. The operational matrix of derivative based on these functions has fewer of non zero elements. Apart from that, using a collocation method together with other wavelets basis, for instance, Legendre and Chebyshev wavelets, requires the use of the zeros of Chebyshev polynomials as the suitable collocation points [24, 25] . Thus, another important advantage of using this Genocchi wavelet-like basis is that one can use suitably equally spaced collocation points.
Function approximations
is the set of Genocchi wavelet-like basis. We pause here and claim that this is the set of linearly independent elements of L 2 [0, 1]. To prove this claim it is enough to show that
is the Gram determinant defined in [26] as
show this determinant is not equal to zero, we first reduce the matrix to an upper triangular by Gaussian elimination and it is not difficult to see that the elements of the diagonal of the reduced matrix are given by
and R(m) is given in (18) . Clearly, one can see that Diag(k, M) is not equal to zero for all m. Hence the determinant given by
is not zero. Therefore, the set
is the set of linearly independent elements. Our claim is established. Now, suppose that
Thus, since f * ∈ Y there exist unique coefficients
This implies that ⟨f (t) − f * (t), f * (t)⟩ = 0.
In
This is a non-homogeneous system of (2 k−1 M) linear equations. The determinant of the coefficients is given by Gram determinant (19) Since f * (t) exist and is unique, the system (21) has a unique solution, hence Gram(ψ 1,1 (t), · · · ψ 2 k−1 ,M (t)) must be non zero. Therefore Cramer's rule now yields
where Gram(ψ 1,1 (t), · · · ψ 2 k−1 ,M (t)) is given in (19) and
) by the column with elements ⟨ψ 1,
Error Estimates
It is interesting to note that the error estimate can also be expressed in terms of Gram determinant as given in the following theorem [26] : 
Proof. For the proof of this theorem see [26] 
Genocchi Wavelet-like Operational Matrix of Fractional Order Derivative
In this section, we derive the Genocchi wavelet-like operational matrix of the fractional derivative by first transforming the wavelets to Genocchi polynomials. We then make use of the Genocchi operational matrix of the fractional derivative to derive the Genocchi wavelet-like operational matrix of the fractional derivative.
Transformation matrix of the Genocchi wavelet-like to Genocchi polynomials

An arbitrary function y(t) ∈ L 2 [0, 1] can be expanded into
Genocchi polynomials as
where the Genocchi coefficient vector R and the Genocchi vector Ψ ′ (x) are given by
Similar to (21) we have
where: 
(t), y(t)⟩, ⟨G 2 (t), y(t)⟩ · · · , ⟨G M (t), y(t)⟩.
The Genocchi wavelet-like basis may be expanded in to (M)-terms Genocchi polynomials as
where Φ is the transformation matrix of the Genocchi wavelet-like basis to Genocchi polynomial. The following lemma is also of great importance.
Lemma 4.1. Let G i (t) be the Genocchi polynomial then,
The proof of this Lemma is obvious, one can use (8), (9) and (10) on (13).
Genocchi operational matrix of fractional derivative
In the following theorem we derive the operational matrix of fractional order derivative for the Genocchi polynomials. (23) and let α > 0. Then,
Theorem 4.2. Consider Ψ ′ (x) the Genocchi vector given in
where P α is M × M operational matrix of fractional derivative of order α in Caputo sense and is defined as follows:
where ρ i,k,j is given by:
G i−k is the Genocchi number and c j can be obtain from (24) .
Proof. From (13) we have
Therefore, substituting this in (29) we have:
where ρ i,k,l is as given in (28) . Rewriting (30) in vector form, we have:
Also according to Lemma 1, we can write
Thus, combining (31) and (32) leads to the desired result.
Genocchi wavelet-like operational matrix of fractional order derivative
Now, we derive Genocchi wavelet-like operational matrix of fractional order derivative.
where H (α) is the Genocchi wavelet-like operational matrix of fractional derivative and ψ is the Genocchi waveletlike vector. Following the same method as in [17] we obtain the Genocchi wavelet-like operational matrix of fractional derivative H (α) to be given by;
Before we see the application of this operational matrix in solving NFDEs, we refer to the work [27, 28] for the existence and uniqueness of the solution for systems of FDEs.
Collocation Method based on Genocchi Wavelet-like Operational Matrix of Fractional Derivative
In this section, we use the collocation method based on Genocchi wavelet-like operational matrix of fractional derivatives to numerically solve the NFDEs (1). To do this, we first approximate y j (t) for j = 1, 2, · · · , n, by Genocchi wavelet-like basis as follows:
Where,
T is unknown vector and
T is the wavelet-like vector. Now employing (33) on (35), we have
Therefore, substituting (35) and (36) in (1), we have
From the initial conditions we have
To find the solution of (1), we collocate (37) at the collocation points
Thus, (39) are n(N − 1) algebraic equations. These equations together with (38) make n(N) algebraic equations which can be solved using Newton's iterative method. Consequently y j (t) given in (35) can be calculated.
Numerical Examples
In this section, some numerical examples are given to illustrate the applicability and accuracy of the proposed method. All the numerical computations are carried out using Maple 18. 
This example is solved using B-spline operational matrix in [29] , its exact solution is known to be y(t) = √︀ π(t + 1). We consider this problem when M = 3, 4, 5, 6, 7 and k = 1. The L 2 and L ∞ errors of the results obtained are compared with that obtained using B-spline operational method [29] as shown in Table 1 . From this table one can observe that, we are able to obtain a more accurate result than that obtained using the B spline operational method in [29] .
Example 2. We consider the following Riccati equation solved in [30] [31] [32] 
The exact solution when α = 1 is known to be y(t) = e 2t −1 e 2t +1
. Our numerical solution is in very good agreement with the exact solution when α = 1. We solve this problem when figure 1) show a similar result obtained in [31] .
We also solve the example when α = 0.5 and 0.75, the numerical results are compared with that given in [30] as shown in Table 2 . Example 3. Here, we consider the following system of NFDE [33, 34] . The exact solution of this system when α = 1 is known to be y 1 (t) = e t 2 and y 2 (t) = te t . The example is solved by our method with M = 10 and k = 1. The numerical results and absolute errors for y 1 (t) and y 2 (t) are, respectively, shown in Table 3 . We consider this example when α = 0.8, 0.9 and the results are compared with the exact solution when α = 1 as shown in figures 2 and 3, the figures affirm that when α approaches 1, our results approach the exact solution Example 4. Consider the following NSFDE [35] . 
