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Abstract 
Nearest-Neighbor classification was developed to perform discriminant analysis when reliable parametric estimates 
of probability densities are unknown or difficult to determine. The major disadvantages of NN are its sensitivity to 
the distance function and using all training instances in the generalization phase. This can cause slow execution 
speed and high storage requirement when dealing with large data sets. In our past research, an adaptive distance 
weighted nearest neighbor algorithm (WDNN) was proposed that tackled both of these problems. WDNN assigns a 
weight to each training instance that is used in the generalization phase to calculate the distance (or similarity) of a 
query pattern to that instance. The most disadvantage of WDNN is its early overfit to train data. In the scheme 
proposed in this paper, we improved WDNN to prevent the overfitting creation and at the same time saved the 
advantages of the old version of WDNN. For this purpose, the weight of a training instance is updated only if it is 
effective in the classification of several instances. By this way, the border of classes will be simple and the 
overfitting is prevented. Experimental results confirm the overfitting prevention. 
Keywords:  Nearest Neighbor;  overfit avoidance ; adaptive distance measure;  instance weighting. 
1. Introduction 
The Nearest Neighbor rule is one of the simplest and most attractive pattern classification methods. The nearest 
neighbor performance relies on the locally constant class conditional probability. Nearest Neighbor rule suffers 
some major problems. First of all, proximity measure depends on the distance function that should be adapted for 
the problem at hand. Moreover, basically all training instances are used in the generalization phase. This can cause 
low execution speed and high storage requirement when dealing with large data sets.  
In [1], a locally adaptive distance measure was used that is based on assigning a weight to each training instance. 
The parameters of the distance measure (i.e., the weights of the training instances) were specified by a simple 
heuristic. In [2], a scheme was proposed to learn weighted metrics to improve generalization accuracy of NN. 
To tackle the latter problem mentioned above, Wilson and Martinez proposed five instance reduction algorithms 
(DROP1-5) in [3,4]. In [5], a prototype reduction algorithm was proposed that simultaneously searches for a reduced 
subset of prototypes and a suitable local metric for these prototypes.  
The Weighted Distance Nearest Neighbor (WDNN) method was proposed to tackle both mentioned problems [6], 
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simultaneosly. In this method a weight parameter is assigned to each training instance, which is used in the weighted 
distance function. The learning algorithm attempts to maximize the leave-one-out (LV1) classification rate (or 
equally minimizing the error rate) of the NN rule by adjusting the weights of the training instances. At the same 
time, zero weight instances are virtually removed from the feature space, so the algorithm reduces the size of the 
training set and can be viewed as a powerful instance reduction technique. 
The main limitation of WDNN is that it lacks a mechanism to avoid overfitting. One way to avoid overfitting is 
by controlling model complexity [7,8]. Intuitively, a simpler model is preferred to explain the data (occam’s razor) 
[9,10]. This is not applicable in WDNN model since the convergence of a large number of parameters (i.e. instance 
weights) needs either an overall parameter determination method or an iterative parameter tuning in which each time 
one of the parameters is adapted. While in this model, parameter tuning is done in an iterative approach, the final 
model normally overfit the training data and for some applications it is not able to generalize to test data. 
Another approach to prevent train data overfit is early stopping [11,12]. In model training (usually Neural 
Networks) a validation set (which is independent of the training set) is used based on which the termination criterion 
of training phase is evaluated. Early stopping is effectively limiting the used weights in the model and thus imposes 
a regularization, effectively lowering the VC dimension [13,14]. A simple solution, for WDNN overfit problem, 
based on this idea is to limit the number of iterations in which instance weights are tuned, but obviously a genuine 
solution is to adjust parameters in a more conceived manner. Regularization techniques or weight decay, help to 
ensure that the computed border is no more curved than necessary [15]. In this paper we propose an enhanced 
version of WDNN (OAWDNN) to avoid train data overfit, while preserving its advantages over traditional NN 
classifiers. For this purpose the weight of an instance is updated only if the new weight is effective in classification 
of at least a minimum number of instances. This will implicitly cause the class boundary smoother and consequently 
more generalized. In the other words, the weight parameter may become a large value on benefit of correct 
classification of few instances, while a much less value suffices for classification of majority of instances. In fact, 
classification of few instances does not worth increasing the weight, since this cause a complex decision boundary.  
The rest of the paper is organized as follows. In section 2, NN classification with weighted similarity metric is 
described. In section 3, the method of learning the weights of instances is presented.  Section 4, presents the 
proposed method for overfit avoidance. In section 5, experimental results are given. Section 6 concludes the paper. 
2. NN Classification with Weighted Similarity Metric 
For an M-class problem, assume that a set of training examples of the form X = {( Xi, ci) | i = 1, ..., n} is given, 
where, Xi is a d-dimensional vector of attributes. Euclidean distance, d(Xi,Xj), has conventionally been used to 
measure the distance (i.e., dissimilarity) between two patterns Xi and Xj. Instead of working with distance function, 
we can equivalently work with the following similarity measure: 
( , ) 1 / ( , )i jX Xi j d X XP                                                                                                        (1) 
Using (1), the most similar pattern Xp to a query pattern Q can be formally stated as: 
^ `arg max ( , )
1
P Q X j
j n
P 
d d
                                                                                                                  (2) 
WDNN is based on the idea that some of the stored instances are more reliable classifiers than others. It 
accomplishes this by assigning a weight wk to each stored instance Xk. The weights of the stored instances are used 
in the test phase to find the most similar pattern Xw to a query pattern Q.
^ `arg max . ( , )
1
W w Q Xj j
j n
P 
d d
(3)
3.  Learning Weights of Training Instances 
The WDNN method attempts to minimize LV1 classification error rate on the given training set (using NN rule) 
by specifying the weights of training instances. The basic component of WDNN learning scheme is the best-weight
algorithm that can specify the optimal weight of a training instance (i.e., a number in the interval [0, ]) assuming 
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that the weights of all other instances are given and fixed. Starting with an initial weight vector (i.e., {wi =1.0 | 
i=1,2,...,n}),  the  overall  learning scheme is  to  use  this  algorithm to  adjust  the  weight  of  each  training  instance  in  
turn. The best-weight algorithm specifies the optimal weight of an instance Xk (i.e., wk). Assuming kc classT , the 
classification is considered a two class problem in which all instances with label not equal to classT , virtually 
belongs toclassT .
To find the optimal value of wk, first, it is set to zero. This effectively reduces the influence of Xk such that it is 
not used to classify any query instance in LV1 test. Using wk=0, instances from ClassT that are classified correctly 
in LV1 test are marked. These instances will be classified correctly regardless of the value wk. Instances of 
Tclass that are misclassified are also marked. Similarly, these instances will be misclassified regardless of the 
value of wk. At this stage, the true classification of unmarked instances (called XU,k) depends on the value of wk.
,
{ | }
U k t t k
X X X Classification of X depends OnW                                                                                                   (4) 
The score of any unmarked instance (i.e., XtXU,k) in the training set is calculated using the following definition. 
^ `
1
( ) max . ( , ), / ( , )j t j t kj nS X t w X X j t X XP Pd d z
                                                                                     (5) 
The interesting property of the score of a pattern (i.e., S(Xt)) is that using any value wk > S(Xt), pattern Xt will be 
classified as ClassT in LV1 test. This is due to the fact that using any value of the wk > S(Xt), the following relation 
can be easily derived from (5).  
^ `. ( , ) max . ( , ),
1
w X X w X X j tk t k j t j
j n
P P! z
d d
                                                                                                               (6) 
This in turn means that using any value wk > S(Xt),  pattern   Xk will be the nearest neighbor of Xt. To find the 
optimal value of wk, unmarked instances are ranked in ascending order of their scores. By choosing any value of wk
between two successive scores (i.e., S(XP) < wk < S(XP+1)), all instances that their scores are smaller than wk will be 
classified as class T. The corresponding LV1 accuracy for any chosen value of wk can be easily calculated as we 
know the true class of each instance. The best value of wk is the one minimizing LV1 classification error rate.  
In the WDNN method, basically, the search for a global solution can be stopped after a certain number of passes 
or when no improvement was observed during the last pass over the training set. Note that, the learning scheme is a 
greedy optimization technique and LV1 classification rate never decreases during this learning scheme.  
In fact there is a trade off between improvement of classification rate on training data by applying more iterations 
of the algorithm and the overfit of learned weights, which could be avoided by limiting the number of passes (in 
practice up to 3 iterations). Moreover, the weight overfit is caused by large values, assigned to instance weights. To 
avoid this, a variation of WDNN algorithm is presented in the next section.
4. Overfit Aviodance 
In basic WDNN algorithm, each different threshold (i.e. between any two consecutive scores in the sorted list S)
is considered as a candidate for wk and consequently the accuracy is calculated. Then the threshold that results the 
highest train accuracy is selected as the weight of instance Xk  (i.e., wk).
Suppose that pattern Xi’ is the nearest neighbor of Xi when wk = 0. For each different threshold, assuming wk = th,
the nearest neighbor of all instances, Xi with S(Xi) < th , is Xk and therefore they are predicted as classT. On the other 
hand Xk is not nearest neighbor classifier for any of the instances in second part of the list (i.e, Xj, with S(Xj) > th).
Each of these instances is classified by an instance Xj’. Therefore the threshold is a split point in the list of patterns 
(sorted according to their scores). For example consider to find the weight of an instance Xk, the patterns scores are 
sorted in table 1. In this example, Xk is effective in classification of 9 patterns (i.e. | Xu,k | = 9). Since the marked 
instances are removed form the list, placing the split point after an instance Xj will  cause  a  change  in  the  
classification of Xj. In the other words, this change in th either cause a misclassified instance Xj to be classified 
correctly (signed “+” in table 1), or a correctly classified instance Xj to be misclassified (signed “-” in table 1). 
The best threshold (i.e., the split point with minimum classification error) is between examples 7 and 8, which 
result in correct classification of 5 examples and misclassification of 2 other. In fact, classification of few instances 
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does not worth assigning a high weight for Xk, since this may cause a complex decision boundary. In the proposed  
Table 1. Example of score list:  
Example no. Impact on Classification Score List (th / s ) - 1 overfit criterion 
1 + 0.20 3.05 FALSE 
2 + 0.20 3.05 FALSE 
3 - 0.25 2.24 FALSE 
4 - 0.30 1.7 FALSE 
5 + 0.35 1.314286 FALSE 
6 + 0.76 0.065789 TRUE 
7 + 0.80 0.0125 TRUE 
8 - 0.82 -0.0122 
9 + 0.90 -0.1 
Fig
Figure 1.  best-weight algorithm for finding the best value of wk
overfit avoidance technique, shown in Fig. 1, any candidate weight before WDNN threshold is investigated 
considering its impact on the expected overfit. In table 1, the best weight for wk is 0.81. This way, wk may become a 
large value on benefit of correct classification of few instances, while a much less value of wk suffices for 
classification of majority of instances. A weight decrease in decision boundary of all training examples will result in 
a large margin classifier; hence more generalization. It is apparent from the sorted list that the greatest difference 
between scores of two consecutive examples is between examples 5 and 6. Overfit criterion (used in line 5 of overfit 
avoidance algorithm presented in Fig. 1) is considered to find which examples increased the threshold more than 
expected. In this example, assuming the overfit constant, Į = 0.1, the Xk weight is significantly decreased to 0.56. In 
table 1, horizontal dashed lines are used to depict threshold displacement caused by overfit avoidance algorithm. 
5. Experimental Results 
We used three data sets chosen from UCI-ML repository to evaluate the performance of the proposed scheme. Table 
2 gives a short summary of the data sets we used in the experiments. For data sets having categorical attributes, each 
categorical attribute was replaced by P binary attributes. Where, P is the number of different values that the attribute 
can assume. The data sets were normalized so that the mean value of each attribute was 0 and its standard deviation 
was 1. In data sets having missing values (i.e., Heart), missing values were replaced by the average value of that 
attribute in the data set. Five-fold cross validation (5-CV) was used to measure the performance of the OAWDNN 
scheme. Using the weighted training instances, classification accuracy on the test partition was measured. Table 3
gives the average 10 times 5-CV generalization accuracy of OAWDNN method for the datasets used in this paper. 
For comparison, the classification rates of the WDNN presented in [6] are also reported in this table. As seen, the 
OAWDNN improves the generalization accuracy of the WDNN method in all data sets. Fig. 2 shows the error-rate 
of the two methods during the 5 iterations of learning process for train and test data. As seen in OAWDNN the error 
Inputs: Xk, unmarked patterns XU,k, scores S(Xt ) 
{assume that Xt  and Xt+1 are two successive patterns in the ranked list of XU,k}
Output: the best weight for Xk, denoted as wk
1.  current = accuracy (leave one out classification rate) corresponding to the wk = 0.  
2.  optimum = current
3.  best-threshold = 0         {assume that S(Xlast ) is the score of the last pattern in the ranked list and Ĳ is a very small positive number} 
4.  for each different threshold th = (S(Xt)+S(Xt+1))/2, and th =( S(Xlast)+ Ĳ ) 
5.  find first element, Xp, (p < t) in list such that  D )1)(/( pXSth    is hold.   {overfit criterion}
6. if Xp exists then {i.e., all patterns Xt having  S(Xt) < h are classified as ClassT}   h = (S(Xp-1)+S(Xp))/2
7.  else h = th  
8. current = accuracy assuming wk = h  {wk = th in WDNN algorithm}
9.   if current > optimum then
10. optimum = current 
11. best-threshold = th
12.  return wk= best-threshold
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rate of train data is increased in comparison with WDNN in all data sets, while the error rate of test data is reduced. 
These results show that OAWDNN can prevent the overfitting of learned weights to training data.
Table 2. Statistics of the data sets used in experiment Table 3. Classification rates of WDNN and OAWDNN 
Data Sets Number of Instances 
Number of 
Features 
Number of 
Classes 
Number of  
categorical 
features 
Diabetics 768 8 2 0
Glass  214 9 6 0
Heart  270 13 2 7
Data set WDNN OAWDNN
Diabetics 75.96 ± 0.74 77.13 ± 0.94 
Glass 71.34 ± 0.90 71.73 ± 1.23 
Heart 83.91 ± 0.26 84.76 ± 0.73 
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Fig. 2. LV1 classification error rate during 5 iteration of the weight learning algorithm; (a)  Diabetics;  (b) Glass; (c) Hart 
6. Conclusion 
The WDNN algorithm is a method to learn nearest neighbor distance measure parameters. In this method a 
weight parameter is assigned to each training instance, which is used in the weighted distance function. In each 
iteration, the WDNN learning algorithm maximizes the leave-one-out (LV1) classification rate of the NN rule by 
determining the best weight for one of the training instances, assuming that the weights of all other instances are 
given and fixed. This maximization is highly expected to cause weight parameters overfitting to train data. In this 
paper we proposed a mechanism to avoid the overfit problem in WDNN algorithm. This method decreases instance 
weights to smooth decision boundary. Experimental results show the effectiveness of the method. In new method, 
although the error rate is higher on train data, but its generalization is increased, so test error is significantly lower 
than original version of WDNN. 
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