We show that for many semi-hyperbolic groups the decomposition into conjugacy classes of the Hochschild homology of the 1 -rapid decay group algebra is injective.
(−1) j a 0 ⊗ · · · ⊗ a j a j+1 ⊗ · · · ⊗ a n + (−1) n a n a 0 ⊗ a 1 · · · ⊗ a n−1 .
The complete computation of the Hochschild and cyclic homology of group rings is due to Burghelea [Bur85] . One can also consult Khalkhali We write G for the conjugacy classes of G, and for an element g ∈ G we write Z g < G for its centralizer.
Theorem 2.2 (Burghelea [Bur85] ). For all n ∈ N 0 we have
H n (Z g ; C).
(2.1)
Details of the computation I: reduction to the centralizers
We denote by C • (CG) the Hochschild complex of the group ring CG. For a conjugacy class x ∈ G we denote by C • (CG) x the C-linear span of the set {(g 0 , . . . , g n ) : g 0 · · · g n ∈ x}. Then C • (CG) x is a subcomplex of C • (CG), and we have a splitting
of the Hochschild complex which is responsible for the corresponding splitting in (2.1).
The proof of the following lemma is based on Ji [Ji93, Ji95] and Nistor [Nis90] , and the basic idea for their arguments can be traced back to Burghelea [Bur85] .
Lemma 2.3. For all h ∈ x the inclusion C • (CZ h ) [h] → C • (CG) x induces an isomorphism on Hochschild homology groups.
Proof. We define a map π h : C • (CG) x → C • (CZ h ) [h] which is an inverse on homology.
Let us define a map (which is in general not a homomorphism) p h : G → Z h by picking for each coset y ∈ Z h \G a representative s(y), i.e., Z h · s(y) = y, and then mapping g to gs(y)
It has the property p h (ag) = ap h (g) for all a ∈ Z h . Let (g 0 , . . . , g n ) ∈ C • (CG) x be given. Then there is r ∈ G such that g 0 · · · g n = r −1 hr, because h ∈ x. Then we set on generators
One quickly checks that π h maps indeed into C • (CZ h ) [h] . It is also well-defined in the sense that if we have two representations
. . , g n ) is independent of the choice of r or l for the formula. This follows from the fact that in this situation we have r = al for some element a ∈ Z h and we have already noted above that p h (ag) = ap h (g) for all a ∈ Z h . But the map π h does in general depend on the choice of p h .
A computation 3 shows that π h is a chain map, i.e., commutes with boundary operators, and therefore induces a map on homology groups.
We denote the inclusion
The composition π h • ι h is the identity map and the composition ι h • π h is chain homotopic to the identity (the latter will be shown in Section 2.3), which finishes this proof.
Details of the computation II: homology of the centralizers
To compute the group homology H * (G; C) we can either use the chain complex given by C n (G) := G n with the boundary operator
or we can use the chain complex given by (here (−) G denotes the G-invariants)
G with the boundary operator (2.4)
An isomorphism between these two chain complexes is given by the chain map
and its inverse
Recall the notation from Section 2.1. We have a chain map φ g :
. . , g n ). Its inverse is given by (g 0 , . . . , g n ) → (g 1 , . . . , g n ). This shows on the nose that φ g induces an isomorphism on homology groups H * (Z g ; C) ∼ = HH * (Z g ) [g] , where we write HH * (Z g ) [g] for the homology of the complex C • (CZ g ) [g] . Combined with Lemma 2.3 and (2.2) we therefore deduce the isomorphism (2.1) for Hochschild homology.
For every x ∈ G and h ∈ x the formula for the composition
is as follows: given a generator (g 0 , . . . , g n ) with g 0 · · · g n = r −1 gr, its image under the above composition is the equivariant chain having the value 1 on the orbit of
(2.6)
Details of the computation III: the chain homotopies
In this section we are following the presentation of Ji [Ji95] , which is itself based on work of Nistor [Nis90] . We consider the chain complex E • (G) with the chain groups E n (G) := G n+1 and the boundary operator
i.e., the non-equivariant version of (2.4). Let x be a conjugacy class of G and let h ∈ x. Let us denote by i
To define a chain homotopy inverse p E to it, recall first the definition of the map p h : G → Z h from the beginning of the proof of Lemma 2.3. Then p E is the extension to E • (G) of it, i.e., on generators we have
To define the chain homotopy from i E h p E h to the identity on E • (G), we first define
Then we define inductively
and this satisfies id − i
The kernel of ϑ h is spanned by {g · (g 0 , . . . , g n ) − (g 0 , . . . , g n ) : ∀i(g i ∈ G) and g ∈ Z h }, and ϑ h is surjective. It follows that it induces an isomorphism
h and the chain homotopies D n are all CZ h -linear, i.e., they induce maps between the quotient complexes
The main result of this subsection is now that we have a commuting diagram
This provides us the chain homotopies between the identity and ι h • π h .
Homology of

-rapid-decay group algebras
Let G be a finitely generated group. We fix a finite, symmetric generating set and get a word-length norm | − | : G → R ≥0 on G. Note that any two choices of finite, generating sets result in quasi-isometric word-length norms.
Definition 3.1. For every k ∈ N we define a norm − k,1 on CG by
We denote by 1 ∞ G the closure of CG under the family of norms ( − k,1 ) k∈N . For any Fréchet algebra 4 A we define HH cont * (A) analogously as its algebraic counterpart, but we use the completed projective tensor product to form the chain groups.
For x ∈ G and n ∈ N 0 we equip C n (CG) x ⊂ C n ( 1 ∞ G) with the induced subspace norm and denote by C n ( 1 ∞ G) x the completion. 5 Instead of the isomorphism (2.2) we now only have an injective chain map
which may not be injective. Here we have written HH
In Section 3.2 we will compute the single factors in the above decomposition, 6 and in Section 3.3 we will show that for a certain class of groups (3.2) is actually injective.
Rapid decay group homology
We will compute the single factors of (3.2) by comparing them with a rapid decay version of group homology: Definition 3.2. On the chain group C n (G) we define for each k ∈ N a norm − k,1 by
We equip C n (G) with the family of norms ( − k,1 + d− k,1 ) k∈N and denote its completion by C RD n (G). The resulting homology is denoted by H RD * (G).
4 A Fréchet algebra is a topological vector space whose topology is Hausdorff and induced by a countable family of semi-norms such that it is complete with respect to this family of semi-norms, and such that multiplication is jointly continuous. 5 Analogously to Footnote 2 on Page 3 we use here the isomorphism
. 6 Ji-Ogle-Ramsey [JOR10] already carried out these computations (in greater generality). We write them down again since our later results depend on how these computations concretely look like.
To get a hold on the rapid decay group homology we have to impose a polynomial control on the higher-order Dehn functions of the group G. Let us define that now. Proposition 3.4. Let G be of type F ∞ and let it have polynomially bounded higher-order Dehn functions.
The inclusion
2. For every n ∈ N and every k ∈ N exists a constant C k > 0 and
Here p k is the degree of the n-th Dehn function of G and the constant C k depends on its coefficients. 
Computation of the homology localized at a conjugacy class
The results in this section are already known [JOR10] . But we need their proofs in the next section, hence we have to write everything down again.
Let G be a finitely generated group, x ∈ G a conjugacy class, and h ∈ x. Recall that we denote by Z h ⊂ G the centralizer of h in G. We fix a word-length norm on G.
In the proof of Lemma 2.3 we defined a map p h : G → Z h . It was based on picking for each coset y ∈ Z h \G a representative s(y) and then mapping g to gs(y) −1 if g ∈ y. We pick now the representative s(y) ∈ y such that it minimizes the length in its class, i.e., |s(y)| ≤ |g| for all g ∈ y. This does not necessarily uniquely determine the element s(y), but this is of no problem to us. If we equip Z h ⊂ G with the induced subspace norm, 8 then the map p h is 2-Lipschitz, i.e., |p h (g)| ≤ 2|g| for all g ∈ G.
Definition 3.5 ([JOR10, Page 99]). We say that G has a polynomially solvable conjugacy bound at g ∈ G, if there exists a polynomial P such that we have the following: for each h ∈ [g] exists an r ∈ G with h = r −1 gr and |r| ≤ P (|h|).
We let h ∈ G and equip Z h ⊂ G with the induced subspace norm. Then the inclusion of complexes ι h :
is continuous. If G has a polynomially solvable conjugacy bound at h and if we pick the elements s(y) as above, then the map π h from (2.3) is a continuous map 9 and therefore extends continuously to a map
Since the chain homotopies from ι h • π h to the identity are also continuous, 10 we conclude that π h induces isomorphisms on homology groups.
Let us consider the composition
h of the last two maps from (2.5) and the inverse of this composition. If we equip Z h with a word-length norm, then this composition and its inverse are continuous and hence we have an isomorphism
Putting it all together, we have proved the following: . Let G be a finitely generated group. For an h ∈ G assume that the centralizer Z h is quasi-isometrically embedded in G, and let G have a polynomially solvable conjugacy bound at h. Then
Note that the result of the above proposition was already obtained by Ji-Ogle-Ramsey. They do not have the assumption of Z h being quasi-isometrically embedded in G because they use the induced metric on Z h (which might not be quasi-isometric to a word-length metric on it), whereas we equip Z h with a word-length metric to make the homology groups H RD * (Z h ) independent of G. Note also that Ji-Ogle-Ramsey were able to remove the assumption on the conjugacy bound in [JOR14].
Since for the identity e ∈ G the centralizer is the whole group and since the conjugacy class at e is trivial, we immediately get from the above proposition the following:
8 If Z h is quasi-isometrically embedded in G, then we can also use a word norm on Z h . Then p h is not necessarily 2-Lipschitz anymore. 9 We can write p h (rg 0 · · · g n )
to eliminate the appearance of h in the formula for π h . 10 One has to redo Section 2.3 in the setting of 1 -rapid decay algebras here. Especially, one has to convince oneself that under the assumptions here we have an isomorphism
Corollary 3.7. Let G be a finitely generated group. Then 
The claimed result follows with Proposition 3.4.1.
Injectivity of the product decomposition
The discussion in the previous two sections can be used to prove the following results:
Lemma 3.9. Let G be a countable group and pick for each conjugacy class x ∈ G an element h x ∈ x such that the following holds:
1. G has a polynomially solvable conjugacy bound at each h x .
11
2. The centralizers Z hx ⊂ G are all of type F ∞ and satisfy the following two conditions: a) Every centralizer admits a word-length norm such that the inclusion Z hx ⊂ G is a quasi-isometric embedding.
b) Each centralizer has polynomially bounded higher-order Dehn functions.
Then the map HH
Proof. We have the following diagram, where the left vertical isomorphism is due to the Theorem 2.2 and the right vertical map exists due to our assumptions:
By Proposition 3.4.1 the lower horizontal map is injective, hence the lemma follows.
Lemma 3.10. Let G be a countable group. For every conjugacy class x ∈ G we pick an element h x ∈ x minimizing the word-length norm in its conjugacy class. We assume that the following holds:
1. There is a polynomial P (−, −) in two variables and G has a polynomially solvable conjugacy bound at h x with governing polynomial P (−, |h x |).
2. The centralizers Z hx ⊂ G are all of type F ∞ and satisfy the following two conditions: 11 see Definition 3.5 a) There exists a polynomial P (−) and every centralizer Z h admits a word-length norm such that the inclusion Z hx ⊂ G is a quasi-isometric embedding with constants bounded by P (|h x |).
b) For each n ∈ N there is a polynomial P n (−, −) in two variables and each Z hx has its n-th higher-order Dehn functions bounded from above by P n (−, |h x |).
Then the map (3.2), i.e., HH
We first apply the chain map (3.1) to map c to a cycle in the space x∈ G C n ( For each conjugacy class x ∈ G we let h x ∈ x be as in the assumptions of this lemma, i.e., h x minimizes the word-length norm in its conjugacy class x. To each of the factors C n ( 1 ∞ G) x we now apply the map (3.3), i.e., we apply π hx :
Because of the Assumptions 1 and 2a of this lemma we can conclude now that the norms of the resulting chains are bounded from above by a factor times the norm of c and such that the factors for the conjugacy classes grow at most polynomially in |h x |.
We use now the composition of the last two maps from (2.5) on each factor and arrive in the space x∈ G C We now use the inverse of the composition of the last two maps from (2.5) on each of the factors to map x∈ G b x into x∈ G C n+1 ( 1 ∞ Z hx ) [hx] . Due to the above estimates on the norms of the chains b x we conclude that the image of x∈ G b x in x∈ G C n+1 ( 1 ∞ Z hx ) [hx] has finite norms that grow at most polynomially in |h x |. Now we apply x∈ G ι hx , where the maps ι hx :
x are the inclusions, to arrive at a chain in the space x∈ G C n+1 ( 1 ∞ G) x with an analogous estimate on the norms. Therefore it assembles to a well-defined chain b in C n+1 (
The claim is now that the Hochschild boundary of b is c. To see this one applies the chain homotopies between the identities and the compositions ι hx • π hx from Section 2.3. The important observation to do here is that under the assumptions of this lemma they assemble to a single well-defined chain homotopy between the identity and x∈ G ι hx •π hx with the needed polynomial estimates in |h x |.
Examples of groups satisfying the assumptions
Semi-hyperbolic groups were introduced by Alonso-Bridson [AB95] .
Theorem 4.1. Let G be a semi-hyperbolic group satisfying Assumption 1 of Lemma 3.10.
Then G satisfies Assumption 2 of that lemma, and hence (3.2) is injective for G.
Proof. By [BH99, Proposition III.Γ.4.14] we get that each centralizer Z hx is quasi-convex in G. Going into the proof of the cited result, we see that the quasi-convexity constant depends polynomially on |h x | (here we are already using that Assumption 1 of Lemma 3.10 is satisfied, because otherwise we would only get an exponential dependents). By [BH99, Proposition III.Γ.4.12] we get that each centralizer Z hx is quasi-isometrically embedded and semi-hyperbolic itself for a certain choice of finite generating set of it. Going again into the proof we see that the constants of the quasi-isometric embedding depend only on the constants of the semi-hyperbolicity of G, i.e., Assumption 2a of Lemma 3.10 is satisfied even with a constant instead of a polynomial. The semi-hyperbolicity constants will depend polynomially on |h x |.
The centralizers Z hx are of type F ∞ since they are combable; Alonso [Alo92, Theorem 2]. That the centralizers Z hx will have polynomially bounded higher-order Dehn functions was already noticed by Ji-Ramsey [JR09, End of 2nd paragraph on p. 257] since they are polynomially combable (in our case they are even quasi-geodesically combable). Since the hyperbolicity constants of the centralizers depend polynomially on |h x |, the polynomial bounds on the higher-order Dehn functions will be polynomial in |h x |.
Hence we have checked Assumption 2 of Lemma 3.10, and the injectivity statement follows from it.
Example 4.2. The following groups are known to be semi-hyperbolic: 8. groups acting geometrically and in an order preserving way on Euclidean buildings of the typeÃ n ,B n orC n (Noskov [Nos00] for the case of groups acting freely, and Swiatkowski [Świ06] for the general case).
The above groups are known to be bi-automatic (in the case of CAT(0) groups we have to restrict to CAT(0) cube groups) and hence they have exponentially solvable conjugacy bounds. Let us compile now results from the literature about which of these groups even satisfy the much stronger Assumption 1 of Lemma 3.10.
Lemma 4.3. Let G be a group from one of the following classes of groups:
Lemma 4.5. Let G be a CAT(0) group. Then it satisfies Assumption 1 of Lemma 3.10 for its conjugacy classes of finite order elements.
