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Abstract
Since its introduction in the 1930s by Wigner, and its generalisations by Moyal and
Weyl, the ability to associate an operator on Hilbert space by a quasi-probability
distribution function on phase space has found extensive use in the physics of con-
tinuous variable systems. Lacking, however, is finite system applications; to date,
such functions have taken a back seat to state vector, path integration, and Heisen-
berg representations.
In recent work, this lack of application has been addressed by giving a general
framework to generate phase-space distribution functions for any system. Where
the Wigner function for any system can be expressed in displaced parity form. This
construction of a general framework for treating quantum mechanics in phase space
will be presented in full in this thesis. Demonstrating a general approach to quantum
mechanics as a statistical theory.
Using this work, it will be shown how varied quantum systems can be easily
represented in phase space as well as visualise certain quantum properties, such as
entanglement, within these systems. In particular, formalism is applied to directly
measure phase space coordinates of multiple qubit states, including a five-qubit GHZ
state, on IBM’s Quantum Experience. Further, how these methods can be extended
for use in general composite quantum systems, such as hybrid atom-cavity systems,
will be presented, demonstrating how these phase-space methods are an optimal
method for quantum state analysis, entanglement testing, and state characterisa-
tions.
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Chapter 1
Introduction
Historically there have been two main complete mathematical descriptions of quantum
mechanics, these are Schro¨dinger’s state vector and the Heisenberg’s matrix repres-
entations. There has also been a desire to generate frameworks that more closely
relate quantum ideas back to their classical counterparts. An alternative approach
for the characterization of quantum systems has been to use phase-space meth-
ods [1,2]. There are many examples of how these methods can be used, for example
see Ref. [3–11]. However, the development of phase-space methods needs to be valid
for any quantum system. In fact the framework has not fully been made complete
until recent works [12–14], where phase-space methods can now be put on par with
methods such as Schro¨dinger’s state vector and Heisenberg’s matrix and Feynman’s
path integral.
The work on extending these classical techniques to use in quantum systems
started with Hermann Weyl in his 1927 paper ‘Quantenmechanik und Gruppenthe-
orie’ [15], where he wanted a method of bringing classical Hamiltonians to quantum
mechanics. Eugene Wigner then, for the purpose of linking quantum mechanics with
thermodynamics in in his 1932 paper [1] ‘On the Quantum Correction For Thermo-
dynamic Equilibrium’, provided a framework to perform the reverse transform that
Weyl formulated. This provided a method to generate a phase-space function for
quantum states, now known as the Wigner function.
Following the introduction of the Wigner function, the theory of quantum mech-
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anics as a statistical theory was properly formalized by Moyal [16]. Where, by
including Weyl’s function and providing a suitable Fourier transform between the
Wigner and Weyl functions, Moyal generalized the definition of the Wigner func-
tion to any operator. At the same time, Groenewold wrote his Ph.D. thesis [17]
providing much of the same framework Moyal developed. In both works, the power
of representing quantum mechanics in phase space was fully formalized, providing
a way to describe the evolution of quantum mechanics purely in phase space. At
this point there were in effect two distributions that were considered in treating
quantum mechanics in phase space. These were the Weyl function, that is the
quantum mechanical analogue of a characteristic moment generating function, and
the Wigner function, a quasi-probability distribution function.
When extending phase-space methods to statistical mechanics, the structure of
representing a state changed to a probability distribution, rather than a fixed point.
When further extending to quantum systems, one property of a standard probability
distribution function must be sacrificed, leading to any quantum distribution to
be known as a quasi-probability distribution function. From the Wigner function,
what is sacrificed is positive definiteness. This has brought about some conceptual
difficulties as it allows negative quasi-probabilities. However, this does not have to
be such a problem, there have been many interpretations of this negativity.
For instance in Ref. [17], Groenewold lays out an argument that justifies it as
necessary if you want to recover the correct marginals, which was what Wigner
wanted to achieve in his original paper. However, arguments like Groenewold’s are
mathematical, and do not address the philosophical problems many physicists have
about negative probabilities. For a more philosophical reasoning for the justification
of negative probabilities, Feynman’s made an argument in their defence in Ref. [18].
Feynman’s argument in effect boils down to the observation that probabilities of
exact values of position and momentum in quantum mechanics are anyway mean-
ingless – what is important are marginals. The negative values are therefore more
like a subtraction in an overall sum that results in an overall positive number, where
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the sum is integrating over a quadrature. A negative probability is therefore just a
tool in the calculation, much like one can have ‘minus three apples’ in the middle of
a calculation considering an apple seller.
Although negativity is talked about as if sacrificing positive definiteness, the
negativity in the Wigner function, can actually be considered a feature rather than
a bug. The Wigner function is a useful tool in pulling out quantum correlations
within quantum systems. In many cases, these correlations manifest as negative
quasi-probabilities in phase space. For instance, the iconic Schro¨dinger cat state
manifests oscillating positive-negative quasi-probabilties which are characteristic of
this type of superposition. Correlations of this form are discussed in more depth in
Section 2.1.
The negativity of the Wigner function in its own right has been a subject of
interest, starting with Hudson’s theorem [19] that states that negativity is a res-
ult of non-Gaussianity. This means that as long as a system is Gaussian, it is
positive definite. When the Gaussianity is gone, negative quasi-probabilities arise.
This observation has led to research on the link between negativity and quantum-
ness [8–11]. Although this link is useful in the search for quantum correlations in
many states, there is however one notable exception, this is the two-mode squeezed
state. A squeezed state in one mode is a state that is a Gaussian over position and
momentum, however one of the quadratures are ‘squeezed’, resulting in a Guassian
that has different standard deviation in the orthogonal quadratures. When extend-
ing this to a two-mode squeezed state this squeezing occurs in the space shared by
the two subsystems, resulting in a high degree of entanglement between the two
systems. However, the state is still a Gaussian state and is therefore a state that is
positive definite. The quantum correlations in such a state are therefore not charac-
terizable by a mere detection of negative quasi-probabilities. More on the negativity
as related to quantum correlations will be a main discussion in this thesis. Further,
results of different methods for discerning quantum correlations in the two-mode
state are shown in Appendix B.1.
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There are alternative quasi-probability distribution functions to represent quantum
states in phase space that take a different approach to Wigner. By choosing the right
function, these two-mode squeezed states can be made to exhibit negative quasi-
probabilities [5, 20, 21], making is easier to characterize the quantum correlations.
By looking at these alternative functions, different sacrifices to probability distri-
butions can be made. For example, a positive definite function that instead sacrifices
the marginals can be defined, this function is known as the Husimi Q-function [22].
A partner function to this was then developed by Glauber and Sudarshan separ-
ately a few years later. This is the Glauber-Sudarshan P-function [23,24], and is the
basis of the function used to measure the negativity in two-mode squeezed states
in Ref. [5, 20, 21]. Benefits can be found from choosing either of these alternative
functions over the Wigner function, and a more formal introduction for them is
given in Section 2.1.
Further to the development of the P-function, in Ref. [23] Glauber introduced the
displacement operator as a way of mathematically generating coherent states, which
are a key part in the generation of the P-function. This displacement operator then
proved useful in defining all quasi-probability distribution functions for continuous
variables of position and momentum.
In Ref. [25], Cahill and Glauber then expressed the Weyl function in terms of this
new displacement operator, from which any quasi-probability distribution function
could be generated by a simple Fourier transform. One of the key results from
Ref. [25] is the formulation of a kernel to generate a quasi-probability distribution
function through a group action. This kernel for the Wigner function took the form
of a displaced parity operator. Even though given in this form in Ref. [25], it was
not until Royer in Ref. [26] that it was described as such in name.
The description of the Wigner function in terms of a displaced parity was a
game changer as it allowed for a simple experimental method to measure quantum
mechanics in phase space. The Wigner function is commonly used in such experi-
mental settings due to its ability to display an intuitive representation of a quantum
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state, where it is particularly good at revealing coherences and correlations, such as
squeezing and superposition [27]. For these reasons, it has become a fundamental
tool in the ‘search’ for Schro¨dinger’s cats [28,29], where it has been used to identify
the creation of a Schro¨dinger cat state with over 100 photons [30], readily identified
by the iconic interference patterns arising from its quantum correlations.
From this development, the Wigner function proves itself as a useful tool in
describing the quantum state in terms of position and momentum. The problem is,
this formalism is restricted to the Heisenberg-Weyl group, only useful for continuous
variable systems such as those for position and momentum, while no such formalism
existed for discrete variable systems, such as those with spin degrees of freedom.
Other formulations of quantum mechanics, Schro¨dinger state vector, Heisenberg
matrix and Feynman path integral, have the advantage in that they can all easily
be extended to any group structure. How can a two-level atom (qubit) be described
in the phase space formulation of quantum mechanics?
Early work on this goal was produced by Stratonovich in 1956 [31], where, influ-
enced by Moyal, he fully described how to generate a Wigner function for a two-level
atom. However, he believed a Weyl function, like that shown in Moyal’s paper [16],
‘cannot be equated’ [31] for these finite systems, and so took a different approach to
Moyal in building up a suitable transformation to generating a valid Wigner func-
tion. Stratonovich then followed this by generalizing the formalism to any angular
momentum state, and then further showed how one can treat a hybrid system for
both continuous and discrete degrees of freedom.
However, his work was forgotten for many years, while people took alternative
approaches to consider probability distributions for discrete systems, such as for-
mulations taken by Feynman [18] and Wootters [32, 33], who generalized the same
discrete variable Wigner function to any prime-dimensional Hilbert space. These
two works effectively generate the same phase-space functions for a two-level system,
where Wootters’ is placed in the more familiar framework, of the Moyal representa-
tion [16]. The difference between this approach and Stratonovich’s is that Wootters’
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Wigner function has discrete degrees of freedom, whereas Stratonovich’s goal was
to generate a continuous phase space over the sphere – more in-line with a Bloch
sphere formulation.
Both variations generate a valid Wigner function that satisfies all the desired con-
ditions, and both have their advantages in different types of problem. For example,
the discrete approach has been very useful in the context of quantum information,
showing that Wigner function negativity is a resource in certain forms of quantum
computation procedures [34–36]. However the approach of Stratonovich is the one
that will be favoured here for discrete systems. This is because the power of a
phase-space representation is in its ability display information in an intuitive rep-
resentation. The similarity between Stratonovich’s formalism and the Bloch sphere
leads to a much richer and intuitive representation of discrete quantum states.
In 1989, Stratonovich’s work was revived by Va´rilly and Gracia-Bond´ıa in Ref. [37],
who recast the formalism in a form more familiar to those interested in Moyal’s ap-
proach in Ref. [16]. According to Va´rilly and Gracia-Bond´ıa, it was conventional
wisdom that ‘a Moyal-like version of the quantum theory of spin could not, or at
least did not, exist’ [37]. This Moyal representation of spin then brought phase space
back as a viable option for discrete quantum systems. Another result of Ref. [37],
is that they also defined the generation of phase-space function for discrete systems
in a formalism inline with Glauber’s generation, i. e. in terms of a coherent state
generation, building on the spin coherent state work by Acecchi [38] and Peremo-
lov [39,40].
Stratonovich’s Wigner function formulation has since seen many variations, gain-
ing attention for different purposes, examples of which include Ref. [41–46]. So far,
the treatment had been aimed at just systems with an SU(2) geometry, however
much of particle physics requires the structure of SU(3) [47]. There has been a
series of works that have focused on generalizing this formalism to above SU(2),
such as Ref. [12,48–50].
Recently, there has been a body of work seeking to develop the Moyal formalism
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for finite systems by expressing the kernel in terms of a displaced parity formalism,
similar to the HW case. This was proposed in Ref. [12], where soon after an ex-
perimental procedure to directly measure the phase space in a quantum computer
was demonstrated in Ref. [13]. Further experiments have been performed measuring
phase space directly, for example in Ref. [51–54]. In particular, in Ref. [54] the phase
space for atomic Schro¨dinger cat states of up to 20 qubits was able to be measured.
Using the generalized displaced parity introduced in Ref. [12], a formalism to
complete Moyal’s work for any quantum system was introduced in Ref. [14], by
demonstrating how it is possible to generate a displaced parity operator for any
system, along with how to correctly generate a Weyl function. A framework for
quantum mechanics for any quantum system is presented as a statistical theory,
showing that a phase-space formulation can be as complete as either Schro¨dinger’s
or Heisenberg’s representation of quantum mechanics and just as powerful.
1.1 Phase-Space Methods to Visualize, Verify, and
Validate Quantum Systems
The aim of this work is to build upon all the advances made in understanding
quantum mechanics through phase-space methods. By presenting and using the
framework from Ref. [14], signatures of different types of quantum correlations will
be explored. This will build a catalogue of these signatures to gain an understanding
of what pictures in phase space say about a given state.
It will be shown how Ref. [14] can be utilized to fully describe the physics of
any quantum system, with a focus on how phase-space methods can be used for any
system, or collection of any number of subsystems, to gain insight into the nature of
the quantum correlations present. This allows one to identify certain quantum sig-
natures or characterizations for types of superposition and entanglement. Through
doing this, it will be shown that the phase-space representation is on par with other
representations, such as the Schro¨dinger state vector, Hesienberg Matrix, and Feyn-
8 Introduction
man path-integral.
Chapter 2 begins by introducing the basics of how a quantum state in the
Heisenberg-Weyl group is represented in phase space. This is then followed up
by giving the general framework of how to map any Hilbert space operator to a
phase space function. Specific examples of how this general framework can be used
are then given in Chapter 3, where different representations of discrete-variable sys-
tems are considered. The results from both Chapter 2 and Chapter 3 are based on
Ref. [14]:
R. P. Rundle, Todd Tilma, J. H. Samson, V. M. Dwyer, R. F. Bishop,
and M. J. Everitt, ‘General approach to quantum mechanics as a stat-
istical theory,’ Phys. Rev. A, 99, 012115 (2019).
It will then be shown in Chapter 4, given the phase-space representation for any
single quantum system, how to generate and visualize the phase-space representation
for systems of composite qubits, showing applications of the discrete-variable Wigner
function in quantum computing. To show how the discrete-variable Wigner function
can best be utilized in a quantum information setting, a short introduction to the
basics quantum computing will be given. Using these tools, it will be shown how the
Wigner function formalism can be used on a quantum computer to directly measure
phase space in IBM’s Quantum Experience, providing a demonstration of how the
Wigner function can be used in practice as a tool for quantum state verification,
validation, and visualization. This chapter will be based on the results from Ref. [13]:
R. P. Rundle, P. W. Mills, Todd Tilma, J. H. Samson, and M. J. Everitt,
‘Simple procedure for phase-space measurement and entanglement val-
idation,’ Phys. Rev. A, 96, 022117 (2017).
Further work on Wigner function tomography methods has been published as [55]:
P. W. Mills, R. P. Rundle, J. H. Samson, Simon J. Devitt, Todd Tilma,
V. M. Dwyer and M. J. Everitt, ‘Quantum invariants and the graph
isomorphism problem,’ Phys. Rev. A, 100, 052317 (2019).
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Although only mentioned in passing in this thesis, the full paper is attached in
Appendix G.
Composite methods will further be extended to treat the hybridrization of the
continuous and discrete Wigner functions in Chapter 5, where systems of qubits
coupled to a field mode are considered. In this section, the correlations between
different quantum systems will be investigated, revealing the correlations that arise
in hybridization. Using these results, the Jaynes-Cummings and Tavis-Cummings
models will be evaluated with a hybrid qubit-field Wigner function approach. The
results in this chapter are based on the work from Ref. [56]:
R. P. Rundle, B. I. Davies, Todd Tilma, V. M. Dwyer, and M. J. Everitt,
‘Visualization of correlations in hybrid discrete-continuous variable quantum
systems,’ J. Phys. Commun, 4, 025002 (2020).
A further extension of the methods developed for the hybridization of continuous
and discrete variable Wigner functions have been applied to quantum chemistry,
presented in Ref. [57]:
B. I. Davies, R. P. Rundle, V. M. Dwyer, J. H. Samson, Todd Tilma
and M. J. Everitt, ‘Visualizing spin degrees of freedom in atoms and
molecules,’ Phys. Rev. A, 100, 042102 (2019).
The results from this paper will be referenced throughout this thesis although many
of the main results are not completely relevant to the current work. The paper will
therefore be presented in full in Appendix H.
By presenting the main results from this work, this thesis will demonstrate how
phase-space methods can reliably be used to visualize, verify, and validate quantum
quantum systems.
10 Introduction
Chapter 2
Phase-Space Functions I: The
Framework
2.1 The Continuous-Variable Wigner Function
Efforts to develop a phase-space formalism for quantum mechanics started in the
early 20th century, in order to try and provide a link between classical and quantum
formalisms. Initial efforts came from Weyl in 1927 [15], who wanted to map clas-
sical Hamiltonians onto quantum operators. An informationally complete map-
ping between classical functions and quantum operators could then provide a tool
to understand the crossover between classical statistical mechanics and quantum
mechanics. It wasn’t until a few years later, in 1932, that Wigner presented his
interpretation of a quantum state in phase space, mapping an ensemble of particles
onto a multi-dimensional phase-space function.
His motivations were the same as Weyl’s, where his 1932 paper bore the title ‘On
the quantum correction for thermodynamic equilibrium’, demonstrating his desire to
understand quantum mechanics in the framework of classical statistical mechanics.
Wigner was interested in the statistical group behaviour of many quantum particles
and how the framework of quantum mechanics can be shifted to resembling some-
thing our classical intuitions can handle. This is because Wigner’s original motiva-
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tion was to understand quantum mechanics in a thermodynamic setting, he wanted
to use the Wigner function to understand quantum thermodynamics – which hap-
pens to also be a very contemporary problem.
The original, multi-particle definition of the Wigner function, as presented in [1],
is
W (q1, ..., qn; p1, ..., pn)
=
1
~n
∫ ∞
∞
...
∫ ∞
∞
dζ1 ... dζn ψ
∗
(
q1 +
ζ1
2
... qn +
ζn
2
)
(2.1)
ψ
(
q1 − ζ1
2
... qn − ζn
2
)
ei(p1ζ1+...+pnζn)/~.
From now on, we will set ~ = 1. It is worth noting here that, throughout this paper,
the normalization favoured by Glauber in Ref. [25] is going to be used, this is why
this equation differs slightly from what is in the original paper, Ref. [1].
If one is only concerned about one concomitant pair of position and momentum,
this can be retrieved from Eq. (2.2) by simply integrating out the other systems,
yielding
W (q, p) =
∫ ∞
∞
dz ψ∗
(
q +
z
2
)
ψ
(
q − z
2
)
eipz, (2.2)
where we q and p are the position and momentum of the subsystem of interest.
Bringing Eq. (2.2) in line with more modern notation for quantum mechanics
and the Wigner function, the wavefunction is related to the Dirac notation
ψ(q) = 〈q |ψ〉 , ψ∗(q) = 〈ψ |q〉 , (2.3)
where 〈·|·〉 is the inner (scalar) product and |q〉 is the eigenstate of the position
operator
qˆ |q〉 = q |q〉 . (2.4)
Note that the convention of putting hats on top of operators will be used throughout
the thesis.
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Using Eq. (2.3), Eq. (2.2) can be rewritten as
Wρˆ(q, p) =
∫ ∞
−∞
dz
〈
q − z
2
∣∣∣ ρˆ ∣∣∣q + z
2
〉
eipz (2.5)
where ρˆ = |ψ〉 〈ψ| is the density matrix of a pure state. In this form it can be seen
that the Wigner function can now be expressed, not just for pure states but, for
mixed states, where the density matrix for an arbitrary mixed state can be written
as
ρˆ =
∑
i
ci |ψi〉 〈ψi| , (2.6)
where for an orthonormal basis of |ψ〉, ∑i ci = 1.
The Wigner function in Eq. (2.5) can further be extended more generally to give
the Wigner function of any arbitrary operator Aˆ
WAˆ(q, p) =
∫ ∞
−∞
dz
〈
q − z
2
∣∣∣ Aˆ ∣∣∣q + z
2
〉
eipz. (2.7)
Note that the Wigner functions also has the following two properties:
∫ ∞
−∞
∫ ∞
−∞
dqdp Wρˆ(q, p) = Tr [ρˆ] (2.8)∫ ∞
−∞
∫ ∞
−∞
dqdp Wρˆ1(q, p)Wρˆ2(q, p) = Tr [ρˆ1ρˆ2] . (2.9)
Where the trace operation is defined
Tr [ρˆ] =
∞∑
i=0
ρii, (2.10)
i.e. the sum of the diagonal elements of matrix. For the density matrix of a state,
Eq. (2.8) always equals unity. This arises as the diagonal elements of the matrix
correspond to the probabilities of being found in a given state in the corresponding
basis, and is not generally the case for any arbitrary Aˆ.
Now that the backbone of what the Wigner function is has been established, a
suitable basis for the state will be chose. Here, the textbook example of a Fock (or
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number) state basis will be chosen, allowing us to fully describe the Wigner function
in terms of the Heisenberg-Weyl group (HW). Note that a more full explanation of
the Fock states, the quantum harmonic oscillator and the Heisenberg-Weyl group is
given in Appendix A.1.
The Fock states are the eigenstates of the number operator
Nˆ |n〉 = n |n〉 , (2.11)
where the number operator is a diagonal operator such that the nth diagonal element
has the value n. Explicitly,
Nˆ =
∞∑
n=0
n |n〉 〈n| . (2.12)
The Fock states make up a complete orthonormal basis, reminiscent of a quantum
analogue of harmonics of a string, more information on this basis can be found in
Appendix A.1. The Wigner representation for the first five Fock states are shown in
Fig. 2.1. Below each of the Wigner functions, the position marginal has also been
plotted, such that
| 〈q|n〉 |2 = 1√
2pi
∫ ∞
−∞
Wn(q, p) dp, (2.13)
integrating out the momentum degree of freedom, where Wn(q, p) is the Wigner
function for the n-photon Fock state.
What is immediately noticeable in Fig. 2.1 is the emergence of negative quasi-
probabilities. The Fock states are a good example to discuss the negativity in
the Wigner function, two explanations for negativity in the Wigner function can
be given around the Fock states. The simplest is that negativity arises from non-
Gaussianity, a consequence laid out in Hudson’s theorem [19]. The vacuum state, |0〉,
is a Gaussian state and therefore positive definite. As the photon number increases,
annuli start to appear in phase space, generating non-Gaussian functions. Negativity
in the Wigner function then arises from the non-Gaussian function interacting with
itself, producing self-interference effects as a direct result of quantum correlations
within the system. In general, the negativity in the Wigner function is a consequence
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of a function interfering with itself, where there is a region between any two positive
points in quasi-probailities that are not directly connected.
The second explanation for negativity in the Wigner function to be considered
here was presented by Groenewold in his 1946 Ph.D. thesis [17]. A consequence of
Eq. (2.9), and the fact that the Fock states are an orthogonal basis, is that it is
required that the overlap of two Fock states must be 0:
∫ ∞
∞
∫ ∞
∞
dqdp Wn1(q, p)Wn2(q, p) = | 〈n1|n2〉 |2 = δn1,n2 , (2.14)
where Wn1 is the Wigner function for the Fock state |ni〉. Since it is also required
for the Wigner function to retain the marginals upon integration, some degree of
overlap in the Wigner functions occur between orthogonal Fock states. An example
of this can be seen in the vacuum state, which is a Gaussian state in phase space.
Therefore, as is typical for Gaussian distributions, the probability distribution only
reaches 0 at the limit of infinity, a property shared by all the Fock states from their
outer most annulus outwards. Therefore, in order to satisfy Eq. (2.14), the presence
of negative probabilities is required to cancel out the unavoidable overlap between
any of the two Fock states.
Returning to the vacuum state, and its place as being an exception in the Fock
states as being Gaussian and therefore positive definite, the vacuum state also has
the property that it is a minimum uncertainty state, making it the closest thing to a
classical state. It also minimizes the uncertainty in such a way that it is equivalent
in both position and momentum quadratures. This state is just the simplest of many
states that share this property. These states are known as the coherent states, which
are generated by displacing the vacuum state
|α〉 = Dˆ(α) |0〉 , (2.15)
a visual representation of this process is shown in Fig. 2.2. Here, Dˆ(α), is Glauber’s
16 Phase-Space Functions I: The Framework
Figure 2.1: The Wigner functions for the first five Fock states, including the
vacuum state. Where the top row shows the Wigner function for both position and
momentum degrees of freedom. The bottom row shows the Wigner function for the
position degree of freedom where the momentum degree of freedom integrated out.
The signature given by the Wigner functions for the Fock states is that the number
of rings around the origin increases with the photon number of the Fock state.
|0〉
Dˆ(α)
|α〉
(a) (b) (c)
Figure 2.2: A visual demonstration of how the displacement operator, Dˆ(α), acts
on the vacuum state, |0〉. (a) shows the vacuum state, a Gaussian state centred
at the origin. (b) then shows the application of the displacement operator that
displaces the vacuum state by the complex value α. (c) then shows the resulting
coherent state, a Gaussian state centred at α.
displacement operator from Ref. [25]
Dˆ(α) = exp
(
αaˆ† − α∗aˆ) . (2.16)
Note the use here of α instead of position and momentum, which is related to
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position and momentum by
α =
1√
2
(
γq +
i
γ
p
)
, (2.17)
where γ =
√
mω, where m is mass, ω is the resonant frequency. The operators in
the exponential of Eq. (2.16) are the annihilation, aˆ, and creation, aˆ†, operators,
that are related to the number operator Nˆ = aˆ†aˆ, and act on the Fock states
aˆ |n〉 = √n |n− 1〉 and aˆ† |n〉 = √n+ 1 |n+ 1〉 . (2.18)
From the relationships in Eq. (2.18), it is possible to expand on the definition of
the coherent state in Eq. (2.15) with Eq. (2.16). A general coherent state can be
written in terms of Fock states as
|α〉 = exp
(
−|α|
2
2
) ∞∑
n=0
αn√
n!
|n〉 , (2.19)
giving a direct relationship between the two representations.
Building from the definition of the displacement operator in Eq. (2.16), in Ref. [25]
there was the application of Glauber’s displacement operator to Moyal’s work ‘quantum
mechanics as a statistical theory ’ in Ref. [16]. In Ref. [16], Moyal introduced the
characteristic function and defined it in terms of an earlier, slightly different, form of
displacement operator. He then showed how this characteristic function is related to
the Wigner function by a Fourier transform – further treating quantum mechanics
as a statistical theory, leading to his formulation of the dynamics of phase space
functions.
Glauber’s treatment of the characteristic function is what we now call the Weyl
function [2], after Weyl’s early work in 1927 [15]. The Weyl function is formally
defined
W˜ (α˜) = Tr
[
ρˆ Dˆ(α˜)
]
, (2.20)
where α˜ = (γq˜ + ip˜/γ)/
√
2 is the dual of α from Eq. (2.17), and γ is the same as
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in Eq. (2.17). q˜ and p˜ are dual variables for position and momentum and can be
thought of as increments of position and momentum.
The Fourier transform relationship between the Wigner and Weyl functions are
then
W (α) =
1
pi
∫ ∞
−∞
∫ ∞
−∞
d2α˜ W˜ (α˜)eα
∗α˜−αα˜∗ , (2.21)
W˜ (α˜) =
1
pi
∫ ∞
−∞
∫ ∞
−∞
d2αW (α)eαα˜
∗−α∗α˜. (2.22)
The terms in Eq. (2.20) are written with tildes, this is to show that the Weyl function
is the Fourier transform of the Wigner function, the α˜ notation is used to show the
difference between the displacement (in α) and the increments of displacement (in
α˜).
The definition of ‘increments of displacement’ for α˜ is given by the property of
the Weyl function being a generalized autocorrelation function. This property can
more clearly be seen, similar to the ambiguity function used in signal processing [58],
by setting one of the degrees of freedom to 0. For example, take p˜ = 0, following
Eq. (2.3) and the definition of the density matrix, it’s simple to show that
W˜ (q˜) = Tr
[
ρˆ Dˆ(q˜)
]
(2.23)
=
∫
dxψ(x)ψ∗(x+ q˜), (2.24)
giving the standard definition of the autocorrelation function.
From Eq. (2.21) and substituting in Eq. (2.20), the Wigner function can be
redefined in a form similar to the Weyl function, that is
W (α) =
1
pi
∫ ∞
−∞
∫ ∞
−∞
d2α˜ Tr
[
ρˆ Dˆ(α˜)
]
eα
∗α˜−αα˜∗ (2.25)
= Tr
[
ρˆ
(
1
pi
∫ ∞
−∞
∫ ∞
−∞
d2α˜ Dˆ(α˜)eα
∗α˜−αα˜∗
)]
, (2.26)
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where the kernel that takes an operator to the Wigner function becomes
1
pi
∫ ∞
−∞
∫ ∞
−∞
d2α˜ Dˆ(α˜)eα
∗α˜−αα˜∗ = 2Dˆ(α)ΠˆDˆ†(α). (2.27)
Here Πˆ is the usual parity operator that, on a coherent state, has the effect Πˆ |α〉 =
|−α〉. It is explicitly given in terms of Fock states as
Πˆ =
∞∑
n=0
(−1)n |n〉 〈n| . (2.28)
Since the Wigner function kernel is given by the the displaced parity operator in
Eq. (2.27), for simplicity the kernel is defined as
Πˆ(α) = 2Dˆ(α)ΠˆDˆ†(α). (2.29)
The Wigner function can now be defined in terms of a group action, such that
Wρˆ(α) = Tr
[
ρˆ Πˆ(α)
]
. (2.30)
The displaced parity form of the kernel, that maps a density operator to a phase-
space function, is the basis of the general formalism for all of quantum mechanics
in phase space, that will be explored in the next section.
One of the many advantages of expressing the phase-space functions in this group
action form, is that it makes the formalism to transforming back to the density
operator much tidier. The inverse transformations from both the Wigner and Weyl
functions are
ρˆ =
1
pi
∫ ∞
−∞
∫ ∞
−∞
d2α Wρˆ(α)Πˆ(α) (2.31)
ρˆ =
1
pi
∫ ∞
−∞
∫ ∞
−∞
d2α˜ W˜ρˆ(α˜)Dˆ
†(α˜) (2.32)
respectively. Note that the transform back for the Weyl function requires the Her-
mitian conjugate, Dˆ†(α˜), whereas the Wigner function only requires Πˆ(α). This is
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since the displaced parity operator is self-adjoint, i.e. Πˆ†(α) = Πˆ(α).
It is also worth noting that the transform from the Weyl function to the Wigner
function Eq. (2.21) can simply be derived and generalized by starting with Eq. (2.30)
and substituting in Eq. (2.32) for ρˆ, such that
Wρˆ(α) = Tr
[(
1
pi
∫ ∞
−∞
∫ ∞
−∞
d2α˜ W˜ρˆ(α˜)Dˆ
†(α˜)
)
Πˆ(α)
]
(2.33)
=
1
pi
∫ ∞
−∞
∫ ∞
−∞
d2α˜ W˜ρˆ(α˜) Tr
[
Dˆ†(α˜) Πˆ(α)
]
, (2.34)
where
Tr
[
Dˆ†(α˜) Πˆ(α)
]
= eα˜α
∗−α˜∗α. (2.35)
Likewise,
Tr
[
Dˆ†(α˜) Πˆ(α)
]∗
= Tr
[
Dˆ(α˜) Πˆ(α)
]
(2.36)
= eαα˜
∗−α∗α˜. (2.37)
Therefore, the transform to the Weyl function from the Wigner function is equival-
ently
W˜ρˆ(α˜) =
1
pi
∫ ∞
−∞
∫ ∞
−∞
d2α Wρˆ(α) Tr
[
Dˆ(α˜) Πˆ(α)
]
. (2.38)
The transforms in Eq. (2.35) and Eq. (2.38) have a more general property than
performing a Fourier transform between the Wigner and the Weyl functions, they
can also be extended to transforming between any two phase-space functions. For ex-
ample, by replacing the displacement operator with the kernel for the Q-function [22]
or the P-function [23, 24], it is a simple procedure to transform between any two
phase-space functions.
The kernels for these two alternative phase-space functions are derived similarly
to the Wigner function kernel in Eq. (2.27), but with a difference in operator or-
dering. The Wigner and Weyl functions are symmetrically ordered functions (also
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known as Weyl ordered), this leads to some of the nice properties they share, such
as the kernel to generate them is also the kernel to transform back to the density
operator. However, neither the Q- nor P-function is symmetrically ordered, the
Q-function is anti-normally ordered and the P-function is normally ordered. The
difference between these three orderings will be given by a variable s. When s = 0
the function is symmetrically ordered, however when s = ±1 a normally or anti-
normally ordered function is yielded respectively.
The symmetric displacement operator that was given in Eq. (2.16) can be gen-
eralized to an s-ordered displacement operator
Dˆs(α) = Dˆ(α)e
s|α|2/2, (2.39)
where Dˆ(α) = Dˆ0(α) is the standard displacement operator given in Eq. 2.16. It is
worth noting that s is not restricted to integer values can take any value between
±1 [25]. It is also possible to also take imaginary values of s, an example of this
can be found in Ref. [59]. However, an exploration of these additional phase-space
functions will not be performed here, as it is unnecessary for the current purposes.
The generalized HW characteristic function, for any choice of operator ordering,
is therefore
W˜
(s)
Aˆ
(α˜) = Tr
[
Aˆ Dˆs(α˜)
]
. (2.40)
The Q- and P-functions are then calculated by the same Fourier transform in
Eq. (2.21), such that
Ws(α) =
∫ ∫
d2α˜ W˜s(α˜) e
α∗α˜−αα˜∗ . (2.41)
Following Eq. (2.27), it is therefore simple to show that the general kernel for a HW
quasi-probability distribution function is
Πˆs(α) =
∫ ∫
d2α˜ Dˆs(α˜) e
α∗α˜−αα˜∗ . (2.42)
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Although the construction of the normally and anti-normally ordered phase-
space functions will be mentioned to show that the framework to generate phase-
space functions is general to any choice or ordering, the discussion will be focussed
on the Wigner and Weyl functions throughout; since for our purposes, these two are
the most useful choices.
This is justified by the fact that just one kernel is needed to both generate a
symmetrically ordered phase-space function, and to return to the density operator
from that phase-space function. For the Q-function, the P-function kernel is required
to return to Hilbert space, likewise the Q-function kernel is necessary for the P-
function to yield the density operator. Another reason the symmetrically ordered
operators are chosen is because of the generation of the correct marginals through
integration of degrees of freedom. Where this cannot be said of the normally and
anti-normally ordered functions.
The most important reason is that the goal here is to show that phase-space
methods are a useful tool in gaining insight into quantum correlations. Quantum
correlations nicely manifest as negative quasi-probabilities in the Wigner function,
whereas the other representations fall somewhat short. The Q-function is non-
negative definite and does not display these negative quasi-probabilities, although
still informationally complete, the interference from quantum correlations are much
harder to spot. The P-function on the other hand does display negative quasi-
probabilities, however it has the downfall of being singular.
To show how the Wigner and Weyl functions are particularly useful for character-
izing quantum correlations within a system, example states of the Wigner function
and the corresponding Weyl function are shown in Fig. 2.3. The Wigner functions
are given in the top row, Figs. 2.3 (a) - (d), and the Weyl functions below, in
Figs. 2.3 (e) - (h). Fig. 2.3 demonstrates the power of both the Wigner and the
Weyl function, which show distinct patterns for the nature of quantum correlations
within a system.
First, in Figs. 2.3 (a) and (e), the standard Schro¨dinger cat state |ψ〉 = (|β〉 +
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(a) (b) (c) (d)
(e) (f) (g) (h)
1√
2
(|β〉+|−β〉) 1
2
(|β〉〈β|+|−β〉〈−β|) 1√
3
!|β〉+""βe2i/3#
+
""βe4i/3# $
1
3
!|β〉〈β|
+
""βe2i/3# %βe2i/3""
+
""βe4i/3# %βe4i/3"" $
2
-2
Figure 2.3: Examples of the Wigner function (a) - (d) and Weyl function (e) - (h).
(a) and (e) are a Schro¨dinger cat state with density matrix (|β〉+|−β〉)(〈β|+〈−β|)/2,
(b) and (f) show an equal mixture of the same two coherent states as in the
Schro¨dinger cat state, which has the density matrix (|β〉 〈β| + |−β〉 〈−β|)/2. The
comparison between the Wigner and the Weyl functions for these states reveals
where the correlations manifest in the different distributions. For the Wigner func-
tion, the quantum correlations arise between the two coherent states. For the Weyl
function, the coherent state information is mapped to the centre, where the quantum
correlations are now either side. This same effect can be seen by increasing the state
to have three Schro¨dinger cats, where (c) and (g) are a three-cat Schro¨dinger cat
states with density matrix (|β〉+ ∣∣βe2i/3〉+ ∣∣βe4i/3〉)(〈β|+ 〈βe2i/3∣∣+ 〈βe4i/3∣∣)/3. A
criterion of a valid characteristic functions is that W˜ (−α˜) = W˜ ∗(α˜), this means
that the function needs to be symmetric around the origin. When there are an odd
number of coherent states, in the Wigner function, the quantum correlations in the
Weyl function double to maintain the required symmetry. This is shown in (g) where
there are six Gaussians equally spaced around the origin. The Wigner function in (c)
however just has three coherent states with pairwise quantum correlations between
each three. Like (b) and (f), when the mixed state equivalent is taken in (d) and
(h), with density matrix (|β〉 〈β| + ∣∣βe2i/3〉 〈βe2i/3∣∣ + ∣∣βe4i/3〉 〈βe4i/3∣∣)/3, the coher-
ent state information remains equally spaced outside of the origin for the Wigner
function and is mapped to the centre in the Weyl function.
|−β〉)/√2 is shown, where |β〉 is a coherent state defined by Eq. (2.15). In Fig. 2.3 (a)
this is shown in the Wigner function as two coherent states with the quantum
correlations manifesting between the two as oscillating positive and negative terms.
Alternatively, in the Weyl function in Fig. 2.3 (e), although it looks very much the
same, the coherent state information has moved to the centre and the quantum
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correlation information is on the outside.
A demonstration of how this is the case is shown in Figs. 2.3 (b) and (f), where
the mixed-state counterpart to the Schro¨dinger cat state is shown, giving the equal
statistical mixture of |β〉 and |−β〉. As expected, since the two coherent states are
no longer in a superposition but are instead a statistical mixture, in Fig. 2.3 (b)
there are no quantum correlations between the two coherent states. Fig. 2.3 (f), on
the other hand, shows how all the coherent state information goes to the origin of
the Weyl function, resulting in no information for quantum correlations either side.
In Figs. 2.3 (c) and (g), a three-cat Schro¨dinger cat state is given, where all three
cats are equally spaced around the origin. The Wigner function, in Fig. 2.3 (c),
shows three equally placed coherent states, with pairwise correlations between each
pair of the coherent states, with additional correlations in and around the origin.
These correlations in the centre is the combination of the three-way correlations
from the coherent states and interference terms from the pairwise correlation terms.
Although, since the cats are fairly close and the pairwise correlations dominate the
figure, the three-way correlations are harder to discern. However, when transforming
this state to the Weyl function, the quantum correlations are brought to the outside,
revealing the full extent of the inner correlations. The coherent state information is
similarly brought into the centre.
Finally, the mixed-state counterpart to the three-cat Schro¨dinger cat state is
given in Figs. 2.3 (d) and (h). Where, as expected, there are no quantum correlations
in either the Wigner or Weyl function. Only the coherent state information from
Figs. 2.3 (c) and (g) remain in Figs. 2.3 (d) and (h) respectively.
Figure 2.3 shows that the phase-space representation can be a useful tool in de-
termining the presence and signature of correlations in these types of states. How-
ever, so far only the presence or absence of superposition correlations have been
considered. Furthermore, this has only been in the frame of the the HW group. In
order to show how these methods are useful to represent all of quantum mechanics
in phase-space, a more generic formulation of the framework is needed.
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2.2 General Framework
Having introduced the basics of phase-space functions for continuous variable sys-
tems in the Heisenberg-Weyl (HW) group, Eq. (2.30) and Eq. (2.40) will be gener-
alized for any group structure. Allowing the generation of phase-space functions for
any state in quantum mechanics. As such, the notation is this section will be general
and abstract; however, each equation can be linked to a specific example in the HW
group (presented in the previous section). Keeping the same notation, the general
framework developed in Ref. [14] will be presented. Note that an introduction to
the Lie groups used in this thesis can be found in Appendix A.
A transformation
Aˆ→ F (s)
Aˆ
(Θ) (2.43)
from any Hilbert-space operator, Aˆ, to an arbitrary phase-space function, FAˆ(Θ),
over some parameterization Θ with s ordering is performed by a group action with
the appropriate s-ordered kernel, ∆ˆs(Θ), such that
F
(s)
Aˆ
(Θ) = Tr
[
Aˆ ∆ˆs(Θ)
]
, (2.44)
where choosing the kernel to be Eq. (2.29) returns the Wigner function defined in
Eq. (2.30).
The mapping between the Hilbert-space operator and the phase-space function
must be an informationally complete, bijective mapping, such that
F
(s)
Aˆ
(Θ)→ Aˆ (2.45)
can be satisfied via a suitable, inverse kernel ∆ˆ†−s, where
Aˆ =
∫
Θ
dΘ F
(s)
Aˆ
(Θ)∆ˆ†−s(Θ). (2.46)
The ranges of
∫
Θ
and the volume-normalized element dΘ are dependent upon
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the parameterization of Θ, for example in the Heisenberg-Weyl case,
∫
Θ
dΘ =
(1/pi)
∫∞
−∞
∫∞
−∞ d
2α.
The transformation between two phase-space functions in Eq. (2.34) can be gen-
eralized to any two phase-space functions with the same Hilbert-space operator to
generate the mapping
F
(s1)
Aˆ
(Θ′)→ F (s2)
Aˆ
(Θ′′), (2.47)
by using Eq. (2.44) and Eq. (2.46), this mapping is generated
F
(s1)
Aˆ
(Θ′) = Tr
[(∫
Θ′′
dΘ′′ F (s2)
Aˆ
(Θ′′)∆ˆ†−s2(Θ
′′)
)
∆ˆs1(Θ
′)
]
=
∫
Θ′′
dΘ′′ F (s2)
Aˆ
(Θ′′) Tr
[
∆ˆs1(Θ
′)∆ˆ†−s2(Θ
′′)
]
=
∫
Θ′′
dΘ′′ F (s2)
Aˆ
(Θ′′)F (Θ′(s1); Θ′′(s2)) (2.48)
where the transformation kernel is
F (Θ′(s1); Θ′′(s2)) = Tr [∆ˆs1(Θ′)∆ˆ†−s2(Θ′′)] , (2.49)
which will be referred to as a generalized Fourier kernel.
Furthermore, a convolution between any two phase space functions with any
orderings s1 and s2 can be performed to generate a function
AˆBˆ → F (s)
AˆBˆ
(Θ) = F
(s1)
Aˆ
(Θ′) ? F (s2)
Bˆ
(Θ′′), (2.50)
generating a function with s ordering. Such a convolution can be performed with a
kernel similar to Eq. (2.49),
K (Θ(s); Θ′(s1),Θ′′(s2)) = Tr [∆ˆs(Θ) ∆ˆ†−s1(Θ′) ∆ˆ†−s2(Θ′′)] , (2.51)
such that
F
(s)
AˆBˆ
(Θ) =
∫
Θ′
∫
Θ′′
dΘ′dΘ′′ F (s1)
Aˆ
(Θ′)F (s2)
Bˆ
(Θ′′) K (Θ(s); Θ′(s1),Θ′′(s2)) . (2.52)
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Given the generalized method to generate a phase-space function of the product
of two matrices, Aˆ and Bˆ, Eq. (2.51) can further be utilized to generate the von
Neumann equation for any system in phase space:
i
∂
∂t
ρˆ = Hˆρˆ− ρˆHˆ → F (s)
Hˆρˆ
(Θ)− F (s)
ρˆHˆ
(Θ), (2.53)
where the left-hand side of the arrow is the standard von Neumann equation for a
density operator ρˆ and a Hamiltonian Hˆ. Substituting in Eq. (2.50) to Eq. (2.53),
the von Neumann equation in phase space can then fully be expressed
i
∂
∂t
F
(s)
ρˆ (Θ) = {{F (s1)Hˆ (Θ′), F
(s2)
ρˆ (Θ
′′)}}, (2.54)
where the brackets {{·, ·}} are the generalized Moyal brackets, defined
{{F (s1)
Aˆ
(Θ′), F (s2)
Bˆ
(Θ′′)}} = F (s1)
Aˆ
(Θ′) ? F (s2)
Bˆ
(Θ′′)− F (s2)
Bˆ
(Θ′′) ? F (s1)
Aˆ
(Θ′). (2.55)
Note that this equation is somewhat different in form to the original definitions
presented by Moyal and Groenewold in Ref. [16, 17], where they present the star
product in terms of differential operators. The definition in Eq. (2.52) is necessary
here to keep the framework general to any group structure, since equations of the
form in Ref. [16,17] do not exist for discrete systems.
From now, the ordering will be set to s = 0, allowing the s notation to be
dropped. The reason for this is that the main focus in this thesis are the sym-
metrically ordered phase-space functions – the Wigner and the Weyl function. The
remainer of this section will present the general method and approach to generating
the Wigner and Weyl functions for any quantum system, with any group structure.
This will then allow specific examples of different group structures in following sec-
tions.
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2.2.1 The Wigner function
The Wigner function in Eq. (2.30) for the HW group can be generalized for any
group using the framework just laid out. The kernel for the HW Wigner function
in Eq. (2.29) is in the form of a displaced parity operator. It then follows that a
generalized Wigner function is generated through a group action with a generalized
displaced parity operator. What is then needed is to define a suitable generalized
displacement operator and a generalized parity operator for any given group.
A generalized displacement operator, Dˆ(Ω), is an operator that displaces the
lowest weighted state, |0〉, for that system to generate a generalized coherent state,
such that
Dˆ(Ω) |0〉 = |Ω〉 , (2.56)
where |Ω〉 is a general coherent state.
For the specific case of the Wigner function, the generalized phase-space paramet-
erization is now Θ→ Ω. Likewise, when considering the generalized Weyl function
later in this discussion, the parameterization will be changed to Θ→ Ω˜, to display
the difference between the parameterization of the Wigner function and the dual
parameterization of the Weyl function.
The next step in fully generating the generalized displaced parity operator for any
Wigner function, is the generalized parity operator, Πˆ; giving the Wigner function
kernel
Wigner kernel: ∆ˆ(Θ)→ Πˆ(Ω) = Dˆ(Ω)ΠˆDˆ†(Ω). (2.57)
The generalized parity operator used to generate the Wigner function must be
chosen under a strict set of conditions laid out by Stratonovich [31], known as the
Stratonovich-Weyl correspondence:
S-W. 1 Linearity: The mappings WAˆ(Ω) = Tr
[
Aˆ Πˆ(Ω)
]
and Aˆ =
∫
Ω
WAˆ(Ω)Πˆ(Ω)dΩ
exist and are informationally complete. This means that Aˆ can be fully recon-
structed from WAˆ(Ω) and vice versa. Note that dΩ here is a volume normalized
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differential element.
S-W. 2 Reality: WAˆ(Ω) is always real valued when Aˆ is Hermitian, therefore Πˆ(Ω)
must be Hermitian. From the structure of the kernel in Eq. (2.57), this also
means that the generalized parity operator, Πˆ, must also be Hermitian.
S-W. 3 Standardization: WAˆ(Ω) is ‘standardized’ so that the definite integral over all
space
∫
Ω
WAˆ(Ω)dΩ = Tr
[
Aˆ
]
exists and
∫
Ω
Πˆ(Ω)dΩ = 1.
S-W. 4 Traciality: The definite integral
∫
Ω
WAˆ(Ω)WBˆ(Ω)dΩ = Tr
[
AˆBˆ
]
exists.
S-W. 5 Covariance: Mathematically, any Wigner function generated by ‘rotated’ oper-
ators Πˆ(Ω′) (by some unitary transformation V ) must be equivalent to ‘rotated’
Wigner functions generated from the original operator (Πˆ(Ω′) ≡ V Πˆ(Ω)V †) -
i. e. if Aˆ is invariant under global unitary operations then so is WAˆ(Ω).
Having generated a suitable kernel by using the Stratonovich-Weyl correspond-
ence, the generalized Wigner function is simply generated by the group action
WAˆ(Ω) = Tr
[
Aˆ Πˆ(Ω)
]
, (2.58)
where the reverse of this operation to return the operator, Aˆ is
Aˆ =
∫
Ω
dΩ WAˆ(Ω)Πˆ(Ω), (2.59)
as both stated in the first Stratonovich-Weyl condition, S.-W. 1.
2.2.2 The Weyl function
Generalizing the Weyl function requires more care than one would initially assume,
where the generation and definition of the Weyl function for any quantum system
constitutes one of the main results from Ref. [14].
From the example of the HW Weyl function, it is natural to ask: if the Wigner
function is the expectation value of a suitable displaced generalized parity operator,
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shouldn’t the Weyl function simply be the expectation value of the displacement
operator? i.e.
Weyl kernel: ∆ˆ(Θ)→ Dˆ(Ω˜). (2.60)
This indeed does happen to be the case, but care must be taken in the choice of
displacement operator.
This is because the choice of displacement operator for the Wigner function
will not necessarily be unique. Due to the presence of the generalized parity, vari-
ous displacement operators are valid and informationally complete for the Wigner
functions; in fact, because of this generalized parity operator, different choices of
generalized displacement operator will produce identical displaced parity operators.
However, these displacement operators may not generate an informationally com-
plete mapping for use in the Weyl function, a specific case of this will be elucidated
later in Section 3.1.
To generate a suitable Weyl function, it is required that the transform must be
informationally complete, and Eq. (2.44) and Eq. (2.46) must hold. There are three
further criteria that define a characteristic function, the Weyl function being the
quantum mechanical version of the characteristic function must also follow these
criteria.
These are the equivalent to the Stratonovich-Weyl correspondence for the Weyl
function, and will be based on the criteria presented by Perelomov in Ref. [60]. For
a Weyl function W˜Aˆ(Ω˜) = Tr
[
Aˆ Dˆ(Ω˜)
]
:
1 W˜Aˆ(0) = Tr
[
Aˆ
]
, and therefore Dˆ(0) = 1 1
2 W˜ ∗(Ω˜) = W˜ (−Ω˜)
3
∑
i,j z
∗
i zjW˜ (Ω˜i − Ω˜j) ≥ 0,
where 3 must be valid for any complex values of z and Ω˜.
1Note that this has been adapted from W˜Aˆ(0) = 1 in order to make the function more general.
The original W˜Aˆ(0) = 1 holds when Aˆ = ρˆ, a density operator for a state, however the Weyl
function can also be generated for any arbitrary operator, producing a different value at the origin.
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Once a suitable, informationally complete displacement operator is found, the
Weyl function can then be defined as
W˜Aˆ(Ω˜) = Tr
[
Aˆ Dˆ(Ω˜)
]
, (2.61)
where the inverse operation to return the operator is
Aˆ =
∫
Ω˜
dΩ˜ W˜Aˆ(Ω˜)Dˆ†(Ω˜). (2.62)
Having now defined the Wigner and Weyl functions, Eq. (2.49) can be used to
transform between these Wigner and the Weyl functions, resulting in
WAˆ(Ω) =
∫
Ω˜
dΩ˜ W˜Aˆ(Ω˜)F
(
Ω; Ω˜
)
, (2.63)
W˜Aˆ(Ω˜) =
∫
Ω
dΩ WAˆ(Ω)F∗
(
Ω; Ω˜
)
, (2.64)
where
F
(
Ω; Ω˜
)
= Tr
[
Πˆ(Ω)Dˆ†(Ω˜)
]
. (2.65)
Showing the informational completeness in this framework for quantum mechanical
phase-space functions.
2.3 Composite Quantum Systems
The general framework for generating a phase-space function for any quantum sys-
tem has been shown. However, in order to complete the theory, it is now useful to
show that these methods can be extended to generate phase-space functions for any
composition of these individual systems. This brings the general framework in line
with Wigner’s original motivation to generate a phase-space representation for an
ensemble of atoms, shown in Eq. (2.2).
The procedure presented here will also prove useful in later sections when the
understanding of correlations in composite systems will make up the main body of
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the text; whether that be qubit-qubit interactions in a quantum computer or the
interaction between two field modes, to gain a better understanding phenomena
such as two-mode squeezing. Further interest lies in the hybridization of these
group structures in systems that display atom-field interaction, such as those found
in the Jaynes-Cummings model. The introduction of composite systems brings
along with it the potential of entanglement. Entanglement is perhaps the most
important resource in quantum technologies, as it is what allows speed-up over
classical methods. It is therefore useful to be able to visualize and quantify quantum
correlations that arise from entanglement.
This then requires a mathematical framework to generate a phase-space function
for the composition of any number of arbitrary quantum systems. The kernels to
generate Wigner and Weyl functions for a composition of any number N arbitrary
quantum systems are
Πˆ(Ω) →
N⊗
i
Πˆi(Ωi), (2.66)
Dˆ(Ω˜) →
N⊗
i
Dˆi(Ω˜i). (2.67)
The volume normalized differential elements to transform the phase-space function
back to its Hilbert space operator are then calculated as the product of the individual
volume normalized differential elements, such that
dΩ→
N∏
i
dΩi, (2.68)
dΩ˜→
N∏
i
dΩ˜i, (2.69)
where the procedure to generate the individual volume normalized differential ele-
ments is given in Appendix A.3.3.
This procedure to generate composite kernel completes the general framework for
quantum mechanics in phase space, allowing one to fully describe quantum mech-
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anics in phase space and putting phase-methods on par with other representations
of quantum mechanics. Not only can the correlations in any single quantum system
be displayed, but composite phase-space functions allow the ability to find quantum
correlations between quantum systems. Certain characteristics and patterns arise
within phase-space functions, which act as signatures or fingerprints of given beha-
viours or types of correlation – whether they be superposition in a single system of
entanglement in a composite system.
However, before looking at examples of how these signatures of entanglement
arise in composite systems, examples of the Wigner and Weyl functions for different
types of quantum systems that will be useful in later sections will be introduced. By
understanding the types of correlations that arise in individual systems as a result
of superposition, it will allow for a deeper understanding of the correlations that
arise in the compositions of these systems.
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Chapter 3
Phase-Space Functions II:
Discrete-Variable Systems
Given the general framework above in Section 2.2, and the specific case of the
Heisenberg Weyl group given in Section 2.1, the formalism will now be extended
to give explicit examples of the phase-space representation for other systems. The
rest of this chapter provides the bulk of the results from Ref. [14], which provides
a framework for the construction of an informationally complete Weyl function for
any spin system finally providing a complete and general framework for quantum
mechanics as a statistical theory.
By looking at the bases for finite systems, it will be shown how their formalism
can easily be converted into a phase-space representation. Wigner functions for finite
systems have been covered in many different ways throughout the literature and
from the discrete case in Ref. [32], the spin-j model through multipole expansions
in Refs. [37,41,42,61,62], and the extension to SU(N) in Refs. [12,48,49]. Here the
focus will be on the results taken from Ref. [14], where this section will present the
results given within.
This chapter will begin with the example for the phase-space representation for
a single qubit in SU(2) and how this representation compares to the more familiar
method of two-level systems on the Bloch sphere. This is followed by a generalization
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to SU(2) spin-j, and then the generalization to SU(N).
3.1 SU(2) Phase-Space Functions
We begin with the phase-space representation of qubits; isolating this case from the
general spin-j case, since much of the later results in this thesis will be centred on
the interaction that take place with qubits in different models and technologies. A
more full explanation of the structure of SU(2) can be found in Appendix A.2.
To generate the phase-space for two-level atoms1 the concepts of a displacement
operator and a generalized parity operator need to be established for the structure of
SU(2). Since the phase space of a qubit is now on the surface of a sphere, the idea of a
displacement operator needs to be replaced with the more natural rotation operator.
There have been various choices for rotations acting on these states, however the
one that will be opted for here is the Euler angles
Uˆ12 (θ, φ,Φ) = exp (iσˆzφ) exp (iσˆyθ) exp (iσˆzΦ) , (3.1)
where 0 ≤ θ ≤ pi/2, 0 ≤ φ ≤ pi, and 0 ≤ Φ ≤ 2pi and the operators σˆy and σˆz are
the standard Pauli matrices. The notation of the subscript and superscript on the
rotation operator will be made clear later in this section. Note that the convention
on sign and factors of two here follow the group theoretical approaches taken [12,63].
Note, as mentioned, this choice of rotation operator is not unique for SU(2) and
variations provide equally valid rotations of a state around a sphere. Despite this,
the convention of using the the Euler angles in Eq. (3.1) will be followed and justified
later in this section.
Like the displacement operator in Eq. (2.16), the spin analogue of a coherent
state Eq. (2.15) can be generated by rotating a choice of lowest weighted state. The
standard basis is spanned by the eigenvectors of σˆz, that will be labelled |↑〉 and |↓〉
1Note that the terms two-level atom and qubits will be used interchangeably throughout the
thesis.
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|↑〉
Uˆ12 (θ,φ,Φ)
!!(θ,φ,Φ)12"
(a) (b) (c)
Figure 3.1: A visual demonstration of how the rotation operator acts on a spin-
vacuum state, generating a spin-coherent state. The spin-vacuum state is shown in
(a) as a Gaussian-like distribution at the north pole of the sphere. The act of the
rotation operator is then shown in (b) that rotated the spin-vacuum state across
the phase space of the sphere according to the Euler angles. The spin-coherent
state is then shown in (c), where |(θ, φ,Φ)12〉 = Uˆ12 (θ, φ,Φ) |↑〉, which is a similar
Gaussian-like distribution, but now centred at the specified Euler angles.
for the eigenstates with positive and negative eigenvalues for σˆz respectively, i.e.
σˆz |↑〉 = |↑〉 =
1
0
 , σˆz |↓〉 = − |↓〉 = −
0
1
 . (3.2)
The arrows are intuitively applied to these states as ↑ can be thought of at the
positive z axis and ↓ the negative z axis. A visual example of how this rotation
operator acts on a state is shown in Fig. 3.1.
Now that the SU(2) analogue of the displacement operator is chosen, all that is
needed to generate a kernel for an SU(2) Wigner function now is a generalized parity
Πˆ12 that satisfies the Stratonovich-Weyl correspondence. Like the rotation operator,
the choice of generalized parity that satisfies the Stratonovich-Weyl correspondence
is also not unique. The generalized parity operator for a qubit, like the HW case,
is a diagonal operator. However, any rotational variation in the elements generates
a valid Wigner function. Since for a qubit, there are only two elements, this leaves
two possibilities for the generalized parity operator
Πˆ12 =
1
2
(
1±
√
3σˆz
)
, (3.3)
which can be interpreted as defining the choice of lowest weighted state. The deriv-
38 Phase-Space Functions II: Discrete-Variable Systems
ation of this parity operator and the spin-1/2 kernel can be found in Appendix C.
Although either choice is valid, the positive version will be used as the example
from here. The SU(2) Wigner function kernel is therefore
Πˆ(Ω)→ Πˆ12(θ, φ) = Uˆ12 (θ, φ,Φ) Πˆ12 Uˆ1†2 (θ, φ,Φ)
=
1
2
 1 +√3 cos(2θ) −√3 sin(2θ)e2iφ
−√3 sin(2θ)e−2iφ 1−√3 cos(2θ)
 . (3.4)
Note that since the Φ degree of freedom commutes with the parity, it cancels out,
leaving the SU(2) spin-Wigner function to be defined on the complex-projective
space CP 1.
Examples of the single-qubit spin Wigner function generated by the kernel in
Eq. (3.4) are shown in Fig. 3.2. Fig. 3.2 shows the Wigner functions for the eigen-
states of the Pauli matrices, where the notation |σˆi;±1〉 is introduced. This refers
to the eigenstate of σˆi with eigenvalue ±1, such that σˆi |σˆi;±1〉 = ±1 |σˆi;±1〉.
The final column of Fig. 3.2 shows the Wigner function of the corresponding
Pauli matrix itself. The first row shows the the Pauli matrix and the eigenstates of
the matrix σˆx, the second is for σˆy, and the third is σˆz. The first two columns show
the positive eigenstates of the Pauli matrices, where the Wigner function and the
Bloch sphere have been plotted side-by-side to so show the comparison between the
two. Likewise the same two representations for the negative eigenstates in the next
two columns are shown.
From Fig. 3.2, the relationship between the single-qubit spin-Wigner function and
the Bloch sphere is demonstrated. Whereas the Bloch sphere representation shows a
vector pointing towards somewhere on the surface of the sphere, the Wigner function
gives a quasi-probability distribution on the surface of the sphere, where the tip of
the Bloch vector is the peak of the distribution. This probabilistic representation
makes much more sense when dealing with qubits in more realistic applications, such
as quantum computing, since the nature of quantum mechanics is probabilistic.
A point of note in these single-qubit Wigner functions is the emergence of neg-
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ative quasi-probabilities in all of the states. This may at first seem odd due to the
eigenstates of σˆz sometimes being treated as classical states, since they correspond
to the states of the classical bit. Therefore, one would expect these ‘classical’ states
to be more analogous to a coherent state from Eq. (2.15) and exhibit no negative
values, although this is not the case because these states are in fact fundamentally
quantum.
Coherent, discrete variable states describe systems such as the spin of an electron
or the polarization of a single photon, which can only be described in a quantum
framework. Every coherent discrete state is therefore quantum by definition. There-
fore, the structure of every single-qubit spin coherent state is to have a large amp-
litude in the direction of the Bloch vector and negativity resulting from interference
on the opposite side.
This interference in the single qubit states are similar to those found in the |1〉
Fock state and arise from the geometry of a sphere. The high amplitude in the
direction of the Bloch vector decreases symmetrically around the sphere towards
the antipodal point. The higher the coherence, the quicker the state reaches zero.
From the aspect of the antipodal point, an annulus forms, reminiscent of the
1-photon Fock state. In the same way as the 1-photon Fock state, there is then the
manifestation of negativity as a result of self-interference. Every single-qubit spin
coherent state can therefore be thought of as similar to the vacuum state at one
point and the 1-photon Fock state at the antipodal point on the sphere.
This can also be thought of in a different way. Since in the limit j →∞ the HW
group is generated, the lower values of j can be considered as truncated systems. In
the Wigner function, for the infinite limit, there are in effect two harmonic oscillators
– one in the north hemisphere and one in the south. Since in the qubit case there
are only two levels, the two basis states must both be reflections about the equator
and approximate a coherent state on one hemisphere and a 1-photon Fock state in
the other.
It can also be seen from Fig. 3.2 how operators are mapped onto phase space.
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|σˆi; 1〉
Wigner
function
|σˆi; 1〉
Bloch
sphere
|σˆi;−1〉
Wigner
function
|σˆi;−1〉
Bloch
sphere
σˆi
Wigner
function
i = x
i = y
i = z
√
3
−√3
Figure 3.2: Examples of the Wigner function for the eigenstates |σˆi;±1〉 of the Pauli
matrices σˆi, where the Pauli matrices themselves on the last column. For each of
the eigenstates both the spin-Wigner function and the Bloch sphere representations
are shown. This demonstrates how each of these spin-coherent states are simple
rotations of one another. It further demonstrates how the spin-Wigner function
relates to the Bloch sphere, where the direction of the Bloch vector is indicated by
the concentration of positive quasi-probabilities. Further, the Wigner functions for
the Pauli matrices show positive values for the direction of the +1 eigenstate and
negative values for the −1 eigenstate.
Since Pauli operators are traceless, from the condition in S-W. 3, the overall volume
integral for these states in 0. This property can be seen in the operator states in
right-most column in Fig. 3.2, where the volume of the negative quasi-probabilities
is equivalent to the volume of the positive quasi-probabilities. Another property of
the Wigner functions for the Pauli operators is that they are aligned along the same
axis as their eigenstates, where the maximum value is in the direction of the positive
eigenstate. Likewise, the minimum value points in the direction of the negative
eigenstate. This can simply be seen as a consequence of |σˆi;±1〉 〈σˆi;±1| = (1±σˆi)/2.
When generating the kernel for the Weyl function, much more care needs to
be taken. Recalling from earlier discussions, there is no unique rotation operator
that can generate the Wigner function. This however is not the case for the Weyl
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|σˆi; 1〉
W˜ (θ˜, φ˜, Φ˜)
|σˆi; 1〉
W˜ (θ˜, φ˜,−φ˜)
|σˆi;−1〉
W˜ (θ˜, φ˜, Φ˜)
|σˆi;−1〉
W˜ (θ˜, φ˜,−φ˜)
i = x
i = y
i = z
Radius shows the
absolute value
of Weyl function
Angle shows
the argument of
Weyl function
Figure 3.3: Example states for the Weyl function, corresponding to the states in
Fig. 3.2 giving the eigenstates |i±〉 of the Pauli operators σˆi.. the Weyl functions with
the slice W˜ (θ˜, φ˜, Φ˜) are Hopf fibration representations of the full Weyl function. To
see how the Hopf fibrations are generated, see Appendix D.2. Each of these figures
have five layers of fibrations for fixed values of θ˜ = 1/50, pi/8, pi/4, and pi/2. Each
of the layers make up a torus-like shape that has a cut through to allow a view
into the centre. These tori are plot of φ˜ against Φ˜ such that φ˜ is the major radius
plotted as 0 ≤ φ˜ ≤ 5pi/8, resulting in the gap in the tori. The minor radius of
each of the tori is the Φ˜ degree of freedom. In addition to the Hopf fibrations, the
complex projective space slice of W˜ (θ˜, φ˜,−φ˜) is shown mapped to a sphere. This
slice demonstrates how the full SU(2) manifold is necessary for an informationally
complete Weyl function since both eigenstates of σˆz give the same Weyl function in
the complex projective space.
function. The reason can be found in the space in which these phase-space functions
live; the Wigner function can be completely defined in the complex projective plane,
however the Weyl function requires the full SU(2) formalism.
There have been previous results where a rotation operator in CP1 has been used
as the kernel for the Weyl function. The use of such a rotation operator is also quite
a natural choice, given its similarity to the displacement operator in Eq. (2.16),
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where the CP1 rotation operator can be written
Rˆ(ξ) = exp (ξσˆ+ − ξ∗σˆ−) , (3.5)
where ξ = θ exp(iφ)/2. These results however lead to an informationally incomplete
function, such as in Ref. [64,65]. It is for this reason that we believe the progress in
fully considering an SU(2) Weyl function into the phase-space literature has been
held back. The kernel needed to generate an informationally complete Weyl function
in fact requires the full Euler angles, that fully extend over the full space of SU(2).
The problem with using the full Euler angles is that it generates a Weyl function
with three degrees of freedom. However, all three degrees of freedom are needed in
ensuring the condition for the Weyl function to be informationally complete, what is
more is that it is necessary to transform between the Wigner and the Weyl function.
This problem is only an artificial one and the Wigner function can in fact also
be defined over the full SU(2) space, the parity operator, however, absorbs the extra
phase degree of freedom and means that it is not necessary. The transformation
between the Wigner and Weyl functions in SU(2) now take the form
WAˆ(θ, φ) =
1
pi2
∫ 2pi
0
∫ pi
0
∫ pi
2
0
dθ˜ dφ˜ dΦ˜ sin(2θ˜) W˜Aˆ(θ˜, φ˜, Φ˜)F
(
θ, φ; θ˜, φ˜, Φ˜
)
,
W˜Aˆ(θ˜, φ˜, Φ˜) =
2
pi
∫ pi
0
∫ pi
2
0
dθ dφ sin(2θ) WAˆ(θ, φ)F∗
(
θ, φ; θ˜, φ˜, Φ˜
)
, (3.6)
=
1
pi2
∫ 2pi
0
∫ pi
0
∫ pi
2
0
dθ dφ dΦ sin(2θ) WAˆ(θ, φ)F∗
(
θ, φ; θ˜, φ˜, Φ˜
)
.
The third line demonstrates that the Wigner function can either be integrated over
the complex projective space or the full SU(2) space. The generalized Fourier kernel
for this case is explicitly
F
(
θ, φ; θ˜, φ˜, Φ˜
)
= Tr
[
Πˆ(θ,Φ) Uˆ(θ˜, φ˜, Φ˜)
]
= cos(θ˜) cos(φ˜+ Φ˜)∓
√
3i
(
cos(2θ) cos(θ˜) sin(φ˜+ Φ˜) (3.7)
+ sin(2θ) sin(θ˜) sin(2φ− φ˜+ Φ˜)
)
.
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Transforming from the states in Fig. 3.2, the Weyl functions for the same states
are shown in Fig. 3.3. Two difference slices of the full Weyl function are shown
in Fig. 3.3, since there are now more degrees of freedom to be interpreted. Note
that the Weyl function is a complex function, therefore the colour map is now one
of phase. Like the Wigner functions the blue is positive and the red is negative.
There is now the addition of pink and purple that show ±i phases respectively. The
absolute value corresponds to the intensity of the colour of the phase, where white
gives zero absolute value.
The states labelled W (θ˜, φ˜,−φ˜) (on the grey backgrounds), show what would be
yielded when using the rotation operator Rˆ(ξ˜) = Uˆ12 (θ˜, φ˜,−φ˜). This slice is demon-
strated for multiple reasons. It is the complex projective space slice of the Weyl
function, not only does this allow comparison to equivalent spin-Wigner functions
in Fig. 3.2, but also leads to good analogy to the HW Weyl function (which will
be made more clear in the spin-j case). This slice also demonstrates how the Rˆ(ξ˜)
rotation operator is not informationally complete for the Weyl function, since both
the eigenstates for σˆz produce the same Weyl function.
The states labelled W (θ˜, φ˜, Φ˜) (on the black backgrounds) are a Hopf fibration
of the full phase space. A Hopf fibration is a mapping from a three-sphere to a three
dimensional function, a demonstration of how this projection is generated can be
found in Appendix D.2, however a brief explanation follows here.
The three-sphere can be considered as a simple extension of the two-sphere,
where at each point θ and φ on the two-sphere, there is an extra phase Φ that
generates a circle in the fourth dimension. These Φ circles in the fourth dimension
are then treated as fibres, which can be reduced down to three dimensions as circles.
These fibres can be seen in Fig. 3.3 in the cross-section of each of the concentric
shells or layers. The layers (shells) represent different set values for the θ˜ degree of
freedom, such that θ˜ = 1/50, pi/8, pi/4, and pi/2. Each of the layers can be thought
of as a torus made up of multiple circular fibres, this can most clearly be seen for
the thinnest layer in the centre of each plot.
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The plotting that follows the major radius of each of the tori corresponds to
the φ˜ degree of freedom. There is a gap allowed along this radius, this is to allow
the viewer to look inside of this fibration. The gap is present since the φ˜ degree of
freedom has only partially been plotted: 0 ≤ φ˜ ≤ 5pi/8. The minor radius of each
of the tori gives the information from the Φ˜ degree of freedom, where, to keep the
structure of the complex projective space projection, the slice Φ˜ = −φ˜ has been
taken. This choice of Hopf fibration shows many of the details expected from the
eigenstates of the Pauli matrices.
For example, the difference in the eigenstates of σˆz is now present, especially in
comparison to the complex projective slice. The Hopf fibration shows that these
two states are orthogonal, by the switching of the phases at the poles. The complex
projective slice however cannot distinguish between the two. The benefit of the
complex projective slice for the eigenstates of σˆx and σˆy remains, where in both
slices these states are just rotations around the equator.
3.1.1 Spin-j
Having considered the single-qubit case, the displaced parity formalism will be exten-
ded to generate any general d-level qudit Wigner function. The extension of SU(2)
for any arbitrary number j can be used to represent different types of quantum
systems. It can be viewed as a d-level qudit, where d = M + 1 (for M = 2j), or as
an approximation for M qubits, so long as the state is symmetric, or overall angular
momentum is preserved. In either case, the way to construct the spin-j Wigner
function is the same.
The discussion about the choice of rotation here follows the same as in the qubit
case, the difference here is that as j → ∞, SU(2) approaches the HW group. This
means taking the operator from Eq. (3.5) and taking the infinite limit
RˆM→∞(ξ) = exp
(
ξJˆ+ − ξ∗Jˆ−
)
→ Dˆ(α), (3.8)
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where Dˆ(α) is the HW displacement operator from Eq. (2.16) and the Jˆ± oper-
ators are the angular momentum operators whose construction can be found in
Appendix A.3.1.
The result in Eq. (3.8) was presented by Arecchi in Ref. [38] and was clearly
the result that lead some into favouring this choice of rotation operator. Like in
the case for a qubit, this operator is equivalent to the Euler angles when Φ = −φ.
Therefore, since the Φ degree of freedom cancels out when the generalized parity
is diagonal, the use of this rotation operator yields equivalent results to the Euler
angles. But there is still the same problem of not being informationally complete
when considering the Weyl function.
The general SU(2) Wigner function kernel is again defined in terms of the Euler
angle rotations, whose construction is shown in Appendix A.3,
UˆM2 (θ, φ,Φ) = exp
(
iJˆ22(3)φ
)
exp
(
iJˆ22(2)θ
)
exp
(
iJˆ22(2)Φ
)
(3.9)
where Jˆ2M(2) and Jˆ
2
M(3) correspond to the generalizations of the σˆy and σˆz Pauli
matrices respectively. The resulting Wigner function kernel is therefore
Πˆ(Ω)→ ΠˆM2 (θ, φ) = UˆM2 (θ, φ,Φ)ΠˆM2 UˆM†2 (θ, φ,Φ), (3.10)
for some diagonal parity. The parity can be expressed as a weighted sum of diagonal
Hermitian operators Jz (where Jz(0) = 1), of the Lie algebra su(M + 1) in the
fundamental (spin-1/2) representation, such that
ΠˆM2 =
M∑
l=0
βM2 (l)Jz([l + 1]
2 − 1), (3.11)
for some values of β. The fact that the parity is diagonal once again results in the
Φ degree of freedom commuting with the parity and cancelling out in the general
kernel in Eq. (3.10). Meaning the Wigner function can be parametrized over just
(θ, φ) giving, again, the same parametrization as the Bloch sphere.
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Although, when the Wigner function is constructed only θ and φ are used, the
Wigner function is still parametrized over the full SU(2) phase space (given by
(θ, φ,Φ)). The diagonal parity allows for the Wigner function to also be defined on
the manifold of pure states, CPN−1 = SU(N) /Z(N), where Z(N) is the centre of
SU(N).
Equation 3.11 gives a general case for the SU(2) parity, this is since, like the rota-
tion operator, the choice of parity satisfying the Stratonovich-Weyl correspondence
is not unique. Furthermore, for any d-level parity, all d rotational permutations of
the elements of parity are equally valid. This just sets where the lowest and highest
weighted states are.
To compare the formalism presented here to a familiar method in the literature,
it is simple to construct a parity that produces a rotated parity kernel equivalent to
the kernels in works such as Ref. [31,37,50]. The multipole kernel in question is
KˆM(φ, θ) = 2
√
pi
M + 1
M∑
l=0
l∑
m=−l
Y ∗lm(φ, θ)Tˆ
j
lm,
Tˆ jlm =
√
2l + 1
M + 1
j∑
m′,n=−j
Cjnjm′,lm |j;n〉 〈j;m′| ,
(3.12)
where Y ∗lm are the conjugated spherical harmonics. The basis of the kernel is given
by the construction of the multipole operators Tˆ jlm, where C
jn
jm′,lm are the Clebsch-
Gordan coefficients that couple two representations of spin j and l to a total spin j.
From Eq. (3.12) it is then simple to construct the desired parity operator by setting
the θ and φ degrees of freedom to 0, such that
ΠˆM2 ≡ KˆM(0, 0)
=
M∑
l=0
2l + 1
M + 1
j∑
n=−j
Cjnjn,l0 |j;n〉 〈j;n| .
(3.13)
Using the parity from Eq. (3.13) in Eq. (3.10) yields a kernel equivalent to the kernel
given in Eq. (3.12), linking our formalism to the multipole expansion form of the
spin-Wigner function found in earlier works [37,41–43].
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As a demonstration of how a Wigner functions can be generated, an example of a
3-level system in SU(2) will now be considered. First, the construction of the rotation
operator Uˆ22 (θ, φ,Φ) is needed. By using the procedure given in Appendix A.3.1,
the Jˆ22 matrices needed to generate the Euler angle operator are
Jˆ22(2) =
1√
2

0 −i 0
i 0 −i
0 i 0
 , Jˆ22(3) =

1 0 0
0 0 0
0 0 −1
 . (3.14)
The next step is to construct the parity from Eq. (3.13), yielding
Πˆ22 =
1
6

2− 3√2 +√10 0 0
0 2− 2√10 0
0 0 2 + 3
√
2 +
√
10
 . (3.15)
=
1
3
Jˆ31(0) +
√
10−√2
4
Jˆ31(3)−
3
√
6 +
√
30
12
Jˆ31(8). (3.16)
Using these components, the kernel is then generated
Πˆ22(θ, φ) = Uˆ
2
2 (θ, φ,Φ) Πˆ
2
2 Uˆ
2†
2 (θ, φ,Φ) (3.17)
Examples of the Wigner function generated using the kernel from Eq. (3.17) are
shown in Fig. 3.4. Using the same format as in Fig. 3.2, without the Bloch spheres,
the eigenstates of the Jˆ22 operators are shown, such that
Jˆ22(i)
∣∣∣Jˆ22(i);m〉 = m ∣∣∣Jˆ22(i);m〉 . (3.18)
Since it is now a three-level system to be considered, there are now three eigenstates
for each of the operators, the m = ±1 eigenstates in Fig. 3.4 are simple analogues of
the ±1 eigenstates in Fig. 3.2. In that it can be seen that there is an overall moment
pointing in the positive or negative direction of the corresponding axis. The m = 0
eigenstate, however, has no obvious relation to the states in Fig. 3.2. It is however
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󰀏󰀏󰀏Jˆ22(i); 1󰁈 󰀏󰀏󰀏Jˆ22(i); 0󰁈 󰀏󰀏󰀏Jˆ22(i);−1󰁈 Jˆ22(i)
i = 1
i = 2
i = 3
Figure 3.4: Examples of the Wigner function for SU(2), M = 2. The states given
are the eigenstates
∣∣∣Jˆ22(i);m〉 of the operators Jˆ22(i), and the operators themselves on
the last column. The states with eigenvalues ±1 are similar so the M = 1 eigenstates
in Fig. 3.2, where there is a clear overall direction in that the vector for the spin
in pointing. At the opposite point of the sphere from the direction of this vector,
an annulus of negative quasi-probability has formed within region of low positive
quasi-probability. This behaviour is reminiscent of the annulus pattern seen in the
Fock states from Fig. 2.1. The states with zero angular momentum m = 0 form as
a positive annulus with negative quasi-probabilities on each side. Like the m = ±1
states, this can also an example of how these states are analogues of the Fock states,
where there appears to be something approximating the one-photon Fock state on
each hemisphere, meeting in the middle with the shared positive quasi-probability.
The operator states are identical to the Pauli operator states in Fig. 3.2. The only
difference is the range of the values, which here is ±√2 – i.e. they are the same
analytical function with different coefficients. This is due to a requirement from
Stratonovich in Ref. [31] that the Wigner function of an operator Jˆ2M(i) must be
proportional to the spherical component in the i direction. For example, when
i = 1, this is the same as the x component, the Wigner function must therefore be
proportional to sin(θ) cos(φ). Note that the colourbar here goes between the values
±(2 + 3√2 +√10)/6, where the white is zero.
worth noting that, even though this is still a simple case, the eigenstates of Jˆ22(3)
are known as the Dicke states for M = 2. The Dicke states generate an orthonormal
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basis for SU(N) and can be directly compared to the Fock states. This comparison
starts to become clear at this point, due to the emergence of the annuli around the
sphere. As higher values of M are considered, the m = 0 eigenstate of Jˆ22(3) is always
an annulus around the equator. The eigenstates for 0 < m < j (0 > m > −j) then
generate more distinguished analogues of the Fock states in the northern (southern)
hemisphere.
When the eigenstates for m = j (m = −j) are taken, this then generates a spin
coherent state at the north (south) pole, analogous to the vacuum state in the HW
Wigner function. As j increases, the size of sphere increases, causing the relative size
of the coherent state to decrease, where the size of the sphere is
√
j(j + 1) [41]. This
results in less and less self-interaction at the opposite side of the sphere, the self-
interaction that results in negativity for every single-qubit spin coherent state shown
in Fig. 3.2. At the infinite limit, the sphere becomes infinitely large, eliminating all
self-interference, generating a positive definite state, and recovering the HW vacuum
state. This can be thought of as Hudson’s theorem for discrete Wigner functions.
To demonstrate how these phase-space functions behave in the high limit of j,
it is useful to introduce the formalism for generating the Weyl function. Eq. (3.8)
stated how in this high limit, the operator RˆM(ξ) approaches the HW displacement
operator. Of course, from Eq. (2.60), the HW displacement operator is kernel for
the HW Weyl function. However, using RˆM(ξ) as a kernel for the Weyl function,
although approaching the HW displacement operator in the limit M → ∞, is not
a suitable kernel for SU(2). This is again because it does not produce an informa-
tionally complete mapping between the Hilbert-space operator and the phase-space
function.
From the discussion on Dicke states, it was noted that for m > 0 and m < 0
two sets of the analogues for Fock states are yielded. In fact as the limit M →∞ is
approached, two complete sets of Fock states are yielded. Therefore, on the sphere
in the high-j limit, there are effectively two harmonic oscillators. This is fine for the
Wigner function, but when the complex projective space slice is taken for the Weyl
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function, for every transform to the Weyl function from the northern hemisphere,
there is a state that exists in the southern hemisphere that maps to the same Weyl
function. A clear example of this can be seen in Fig. 3.3 where the m = ±1
eigenstates of the σˆz operator give exactly the same Weyl function in the complex
projective slice. Therefore, it is necessary to consider the full Euler angles again, in
order to generate an informationally complete mapping for the Weyl function. The
general SU(2) Weyl function kernel is then
Dˆ(Ω˜)→ UˆM2 (θ˜, φ˜, Φ˜) = exp
(
iJˆM2 (3)φ˜
)
exp
(
iJˆM2 (2)θ˜
)
exp
(
iJˆM2 (3)Φ˜
)
. (3.19)
The restriction on the Weyl function to be informationally complete leads to the
requirement of the full SU(2) space. This is what, we conclude here, makes the
Weyl function more fundamental. There are no different parities that need to be
chosen, where the choice in displacement operator is set by the group. This is also
what justifies the use of the full Euler angles in the definition for the general Wigner
function as used in Ref. [12]. Furthermore, the use of all three Euler angles in the
definition is a reminder that the full SU(2) information is contained in the parity
operator. It is a useful procedure to remind oneself of the fact that both functions
are parametrized over all three angles. Although, as mentioned earlier, the Wigner
function can be defined on the complex projective space CP1. Whereas, the Weyl
function exists in the full manifold of SU(2).
When integrating over the two phase-space functions to return to Hilbert-space
operator, the Weyl function requires the full SU(2) volume normalized element, such
that
Aˆ =
∫
Ω˜(θ˜,φ˜,Φ˜)
dΩ˜(θ˜, φ˜, Φ˜) W˜Aˆ(θ˜, φ˜, Φ˜) Uˆ
M†
2 (θ˜, φ˜, Φ˜), (3.20)
where
dΩ˜(θ˜, φ˜, Φ˜) =
M + 1
VSU(2)
sin(θ˜) dθ˜ dφ˜ dΦ˜
=
M + 1
16pi2
sin(θ˜) dθ˜ dφ˜ dΦ˜ (3.21)
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is the full SU(2) volume normalized differential element.
For the Wigner function, the integral can be done either over the full SU(2)
manifold, or just the restricted complex projective space:
Aˆ =
∫
Ω(θ,φ,Φ)
dΩ(θ, φ,Φ) WAˆ(θ, φ) Πˆ
M
2 (θ, φ), (3.22)
=
∫
Ω(θ,φ)
dΩ(θ, φ) WAˆ(θ, φ) Πˆ
M
2 (θ, φ), (3.23)
where dΩ(θ, φ,Φ) is defined the same way as in Eq. (3.21) and
dΩ(θ, φ) =
M + 1
VCP1
sin(θ) dθ dφ,
=
M + 1
8pi
sin(θ) dθ dφ. (3.24)
This is again due to there begin a homeomorphism between the volume normalized
elements dΩ(θ, φ,Φ) ∼= dΩ(θ, φ) [66]. It is therefore the case that either Eq. (3.21) or
Eq. (3.24) is an equally valid volume normalized differential element for the Wigner
function.
Returning to the idea that SU(2) approaches HW for large M , the HW Wigner
and Weyl functions are compared with their spin analogues for SU(2), M = 80
in Fig. 3.5. In Figs. 3.5 (a) and (c) the HW Wigner and Weyl functions for the
three-cat Schro¨dinger cat state are shown. Displaying a macroscopic superposition
of three coherent states, where the state is written as (|−3〉 + |−3 exp(2ipi/3)〉 +
|−3 exp(4ipi/3)〉)/√3. Likewise, Figs. 3.5 (b) and (d) shows the superposition of
three spin-coherent states for the M = 80 Wigner and Weyl functions. The state
plotted in these phase-space functions is
∑2
k=0(
∣∣(pi/10, kpi/3,−kpi/3/√3))802 〉, where
each spin-coherent state is generated by applying the rotation operator to the lowest
weighted state, such that
∣∣(θ, φ,Φ)M2 〉 = UˆM2 (θ, φ,Φ) ∣∣∣JˆM2 (3),M/2〉 (3.25)
As can be seen, these spin analogues give comparable quantum correlations to
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Radius shows the
absolute value
of Weyl function
Angle shows
the argument of
Weyl function
2
−2
(a)
(b)
(c)
(d)
(e)
(f)
HW Wigner function SU(2), M = 80 spin-Wigner function
HW Weyl function SU(2), M = 80 spin-Weyl function
Figure 3.5: Examples of Wigner and Weyl functions, comparing equivalent three-
cat Schro¨dinger cat states from HW and SU(2) M = 80. The HW Wigner and
Weyl functions are shown in (a) and (d) respectively, for a state equivalent to that
in Fig. 2.3 (c) and (g). Note here that the colouring Weyl function is according to
the phase, rather than the absolute value as shown in Fig. 2.3. The other images
are of the Wigner and Weyl functions for the superposition state (|pi/10, 0, 0〉802 +
|pi/10, pi/3,−pi/3〉802 +|pi/10, 2pi/3,−2pi/3〉802 )/
√
3. The Wigner function for this state
is shown in (b) and (c), where (b) shows the Wigner function on the surface of a
sphere and (c) shows the corresponding stereographic projection (limited to the
equator) to highlight the similarity between this spin state and the corresponding
HW state. Likewise, (e) and (f) show the spin-Weyl function for this state, where
the slice complex projective slice W˜ (θ˜, φ˜,−φ˜) has been taken. Again, this state is
shown on the surface of a sphere in (e) and the stereographic projection next to it in
(f). These are a demonstration of why the complex projective slice is always worth
consideration, despite not being informationally complete, it shows good agreement
to the HW Weyl function. However, in the infinite limit of M , the radius of the
sphere increases without bound, so only one hemisphere is needed as the SU(2) Weyl
function approaches HW. At this point, the incompleteness of information isn’t an
issue. This figure is adapted from Fig. 1 in Ref. [14].
those seen in the HW case. For each of the spin phase-space functions, the func-
tions have been plotted both on the surface of a sphere and the corresponding
stereographic (Riemann) projection shown in the inset next to each of the spheres.
The stereographic projection is a projection of the lower hemisphere onto a circle in
Euclidean space, where the boundary of the circle is the equator of the sphere.
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In both the Wigner functions and the Weyl functions it can immediately be
seen how close the states look at at this high value of M . Further, this gives good
intuition that as the limit of M →∞ the HW group is recovered. As with Fig. 3.3,
the Weyl function is a complex function, so the phase has been plotted according
to the colour wheel, the absolute value of the Weyl function is set according to the
intensity of the colouring. As mentioned before, the spin-Weyl function has two
degrees of freedom, so for this plot the complex-projective slice of Φ = −φ has been
taken.
3.2 SU(N) Phase-Space Functions
Attention now turns to the generation of the phase-space for systems with an SU(N)
structure. Many situations involving the finite cases already considered are incom-
plete unless the representation in SU(N) is considered. An example of this is the
case of multiple qubits in SU(2). When considering two qubits, general pure state
can be considered as
(
Uˆ12 (θ1, φ1,Φ1)⊗ Uˆ12 (θ2, φ2,Φ2)
)
|↑↑〉 , (3.26)
where a two-qubit spin coherent state is yielded when θ1 = θ2, φ1 = φ2, and Φ1 = Φ2.
More generally, any unitary, local evolution of these two qubits can be given
by Uˆ12 (θ1, φ1,Φ1) ⊗ Uˆ12 (θ2, φ2,Φ2) for set values for the degrees of freedom. This is
however incomplete since it does not fully describe every possible state two qubits
can exist in. It only describes local correlations and local rotations for each of the
qubits and misses out a key phenomena two qubits can exhibit – entanglement.
Entanglement correlations are non-local and therefore lie globally between the
two qubits, i.e. it does not exist in the tensor product space; that is to say, to be
able to fully model all quantum phenomena between two qubits, it is first useful
to describe their possible states and evolution operators in a more complete group
structure. This is given by SU(4), more generally N qubits are not fully described
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the the tensor product of N SU(2) spaces, but by SU(2N ).
Another example of where SU(N) is more suitable than the previous SU(2)
methods is with qudits. It was mentioned earlier that the SU(2) spin-j basis models
d-level systems, although this is true, it does not encompass all the possible states
and correlations of a d-level system. For many cases it is sufficient, but to get the
full information for a qudit, the required structure is given in SU(d). For instance,
a three-level atom, or qutrit, can be given in terms of SU(2) spin-1 operators, which
have the three degrees of freedom already demonstrated in Fig. 3.4; or it can be
fully given by the SU(3) operators, that instead have the eight degrees of freedom
needed to fully describe the possible quantum correlations.
The procedure needed to generate the full Euler angles for SU(3), or any SU(N),
can be found in Appendix A.3. This is the first step in generalizing the Wigner
and Weyl functions to SU(N). All that is needed now is to extend the idea of a
generalized parity operator. First, the size of dimension of the algebra must be
defined before going any further.
When considering the size of the space in SU(2), the dimension was defined
d = M + 1, this is generalized for SU(N) where the dimension of the system is [49]
dMN ≡
N +M − 1
M
 = (N +M − 1)!
M !(N − 1)! , (3.27)
when N = 2, Eq. (3.27) returns (M + 1)!/M ! = M + 1.
Similarly to Eq. (3.11), the generalized parity for SU(N) can be defined as the
weighted sum of the diagonal matrices in the suitable Lie algebra, su
(
dMN
)
. The
general form of the generalized parity is therefore
ΠˆMN =
dMN −1∑
l=0
βMN (l)Jz([l + 1]
2 − 1) (3.28)
where Jz are the various diagonal Hermitian operators of the Lie algebra of su
(
dMN
)
.
The general solution is presented here because, as before, there is no unique
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choice of generalized parity that satisfies the Stratonovich-Weyl correspondence.
The only constraint that has been enforced here is that the generalized parity must
be diagonal. As an explicit case, the SU(N), M = 1 kernel from Ref. [49] is con-
sidered, given in terms of a spin-coherent state basis,
Πˆ1N(θ,Φ) =
1
N
1N +
√
N + 1
2
N2−1∑
l=1
〈
(θ,Φ,Φ)1N
∣∣ Jˆ1N(l) ∣∣(θ,Φ,Φ)1N〉 Jˆ1N(l), (3.29)
where Jˆ1N(l) are the generalized Pauli matrices that can be constructed using Ap-
pendix A.3.1, and ∣∣(θ,Φ,Φ)MN 〉 = UˆMN (θ,Φ,Φ) ∣∣0MN 〉 (3.30)
is the generalized SU(N) spin-coherent state [67] for a generalized rotation operator
UˆMN (θ,Φ,Φ) and
∣∣0MN 〉 is the lowest weighted state for SU(N) for any value of M .
Following the same procedure as before, the degrees of freedom in the SU(N)
generalized Euler angles can be set to 0, such that θ = φ = Φ = 0, to yield the
SU(N) generalized parity operator
Πˆ1N =
1
N
1N +
√
N + 1
2
〈
01N
∣∣ Jˆ1N(N2 − 1) ∣∣01N〉 Jˆ1N(N2 − 1)
=
1
N
(
1N −
√
(N − 1)N(N + 1)
2
Jˆ1N(N
2 − 1)
)
, (3.31)
yielding the same SU(N) generalized parity operator presented in Ref. [12]. The
full SU(N) kernel can then be generated by including the SU(N) rotation operators
defined in Appendix A.3.2, yielding
Πˆ(Ω)→ ΠˆMN (θ,φ) = UˆMN (θ,Φ,Φ)ΠˆMN UˆM†N (θ,Φ,Φ) (3.32)
where using the rotation operators and the generalized parity from Eq. (3.31) returns
the kernel given in Eq. (3.29).
The kernel for the Weyl function is just a simple extension of the procedure in
the SU(2) case in Eq. (3.19), where the generalized SU(N) Euler-angle operator is
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used instead of the SU(2) rotation operator. The general SU(N) Weyl kernel is
therefore
Dˆ(Ω˜)→ UˆMN (θ˜, φ˜, Φ˜). (3.33)
All the properties given in the general framework apply to both the SU(N) Wigner
and Weyl functions, where the volume normalized elements for both the SU(N) and
CPN−1 manifolds can be found in Appendix A.3.3.
Note that the Weyl function is again defined over the full N2 − 1 degrees of
freedom for SU(N), where many of the degrees of freedom from the SU(N) operator
commute with the generalized SU(N) parity operator resulting in the 2(N − 1)
degrees of freedom from CPN−1. Again, the SU(N) Wigner function can still be
normalized over the SU(N) volume normalized element since it is still in SU(N)
and has an informationally complete mapping to the SU(N) Weyl function.
As an example, the kernel to generate the SU(3) Wigner function will be con-
sidered, therefore the values N = 3, M = 1 are chosen. The eight generalized Pauli
matrices that make up the algebra of SU(3) are
Jˆ13(1) =

0 1 0
1 0 0
0 0 0
 , Jˆ13(2) =

0 −i 0
i 0 0
0 0 0
 , Jˆ13(3) =

1 0 0
0 −1 0
0 0 0
 ,
Jˆ13(4) =

0 0 1
0 0 0
1 0 0
 , Jˆ13(5) =

0 0 −i
0 0 0
i 0 0
 ,
Jˆ13(6) =

0 0 0
0 0 1
0 1 0
 , Jˆ13(7) =

0 0 0
0 0 −i
0 i 0
 , Jˆ13(8) = 1√3

1 0 0
0 1 0
0 0 −2
 .
(3.34)
Note that when SU(2) is extended to SU(3), the generalized Pauli matrices are
formed of three subsets of SU(2) [47]. The first of these subsets can be seen as
a 2 × 2 submatrix in Jˆ13(1), Jˆ13(2) and Jˆ13(3), that have the Pauli matrices σˆx, σˆy
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and σˆz in the top left-hand corner of each of the matrices respectively. Similarly,
Jˆ13(4) and Jˆ
1
3(6) have the further two σˆx matrices and Jˆ
1
3(5) and Jˆ
1
3(7) have the
generalization of the σˆy rotations. The two missing σˆz operators can be generated
by linear combinations of Jˆ13(3) and Jˆ
1
3(8).
The SU(3) rotation operator can then be generated by using a subset of these
matrices, where
Uˆ13 (θ,φ,Φ) = exp
(
iJˆ13(3)φ1
)
exp
(
iJˆ13(2)θ1
)
exp
(
iJˆ13(3)φ2
)
exp
(
iJˆ13(5)θ2
)
exp
(
iJˆ13(3)φ3
)
exp
(
iJˆ13(2)θ3
)
exp
(
iJˆ13(3)Φ1
)
exp
(
iJˆ13(8)Φ2
)
. (3.35)
The generalized parity operator calculated from Eq. (3.31) is
Πˆ13 =
1
3
(
13 −
√
12Jˆ13(8)
)
,
=
1
3

−1 0 0
0 −1 0
0 0 5
 . (3.36)
As before, the Φ degrees of freedom commute with the generalized parity, due to the
diagonalization, and cancel out with each other, eliminating two degrees of freedom.
Further cancellations also occur due to the structure of the generalized Pauli
matrices. Since the generalized Pauli matrices span three different su(2) subalgebras
of the full su(3) algebra. The first su(2) subalgebra of the generalized Pauli matrices,
Jˆ13(1), Jˆ
1
3(2), and Jˆ
1
3(3) populate a 2 × 2 sub-matrix in the top left-hand corner of
the full 3× 3 matrix. This can be seen in Eq. (3.34) where the matrices are shown
explicitly. The first 2 × 2 section in the generalized parity operator is just −12/3,
which results in Jˆ13(2) and Jˆ
1
3(3) commuting with Eq. (3.36). This leads to the θ3
and φ3 degrees of freedom also commuting with the parity, cancelling out with one
another. The resulting kernel is therefore generated by
Πˆ13(θ1, θ2, φ1, φ2) = Uˆ
1
3 (θ,φ,Φ) Πˆ
1
3 Uˆ
1†
3 (θ,φ,Φ) (3.37)
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on the manifold of CP2. In fact, in general the Wigner function for SU(N) is defined
on the corresponding manifold of pure states CPN−1 = SU(N) /Z(N), leaving the
Wigner function defined over 2(N − 1) degrees of freedom, in comparison to the full
N2 − 1 degrees of freedom in SU(N).
Examples of the SU(3) M = 1 Wigner function generated by the kernel from
Eq. (3.37) are shown in Fig. 3.6. where the eigenstates of the generalized Pauli
matrices,
Jˆ13(i)
∣∣∣Jˆ13(i);m〉 = m ∣∣∣Jˆ13(i);m〉 , (3.38)
are given. The m = 0 eigenstates are notationally equivalent to the Dicke states,
explicitly
∣∣∣Jˆ13(1); 0〉 = ∣∣∣Jˆ13(2); 0〉 =

0 0 0
0 0 0
0 0 1
 ,
∣∣∣Jˆ13(4); 0〉 = ∣∣∣Jˆ13(5); 0〉 =

0 0 0
0 1 0
0 0 0
 ,
∣∣∣Jˆ13(6); 0〉 = ∣∣∣Jˆ13(7); 0〉 =

1 0 0
0 0 0
0 0 0
 . (3.39)
The eigenstates of Jˆ13(1) and Jˆ
1
3(2) form the basis of the first su(2) subalgebra, likewise
Jˆ13(4) and Jˆ
1
3(5) form the basis of the first su(2) subalgebra. These sub-bases can be
seen in Fig. 3.6; the eigenstates of Jˆ13(6) and Jˆ
1
3(7) however take on a different form.
This is a consequence of the SU(3) group being an oblate spheroid, slices similar to
the other eigenstates may be found for these eigenstates, however we would have to
shift into a different view of the five-sphere to view this, altering the slices of the
first two sets of eigenstates and making them similarly unrecognisable.
To get an alternative view on these states, the same states are plotted as Hopf
fibrations in Fig. 3.7. Since the Hopf fibration maps three degrees of freedom down
to two, it is first useful to chose a slice to reduce the four degrees of freedom.
Choosing θ1 = θ2 = θ, since the θ degrees of freedom show the variation off the
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SU(3) computational basis given by the states in Eq. (3.39). Each value of theta is
given by each of the tori for the values θ = pi/100, pi/8, pi/4, 3pi/8, and pi/2. The φ1
degree of freedom is then given by the major radius in each of the tori and φ2 by
each minor radius. The inset next to each Hopf fibration shows the slice θ = pi/4,
where the centre torus of each of the firbations has been isolated and mapped to a
square. An interesting property of pulling out these slices is that it is possible to see
the emergence of certain quantum correlations in more detail. Through the choice
of this representation of su(3), the basis is given by the m = 0 eigenstates of the
generalized Pauli matrices, shown explicitly by the states in Eq. (3.39). The non-
zero eigenstates are superpositions of these basis states, resulting in the emergence
of the quantum correlations that manifest as striping in phase space that can be
seen in the θ = pi/4 slices in Fig. 3.7.
In order to reveal the striping pattern that manifests from the quantum correla-
tions in a qutrit, the full SU(3) Wigner function is needed, where these correlations
are not visible by using the SU(2), M = 2 representation of the state. This shows
that although the SU(2), M = 2 is easier to handle from the fewer degrees of free-
dom, with the decrease in degrees of freedom comes a loss of information. Therefore,
a correct choice of kernel depends on the specifics of the system begin considered,
and what quantum correlations are important.
As has been shown in this section, the choice of which Wigner function to use for a
given system is not always a straight-forward choice. However, every representation
has its own benefits, displaying important information about the state in an intuitive
way. For example, although there is a loss of information when taking the SU(2),
M = 2 approximation of a qutrit, many of the correlations in the system are still
present.
Further, when considering the Wigner functions for SU(2), M = 2 and SU(3)
as two representations of two-qubit functions, speculations of what is a signature of
entanglement can start to arise. If there are two qubits, maybe it makes more sense
to consider the SU(3) Wigner function since there are double the degrees of freedom
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Figure 3.6: Examples of the SU(3), M = 1 Wigner function for the eigenstates of
the SU(3) generalized Pauli matrices. Visualising states in SU(3) is a more chal-
lenging process since there are now four degrees of freedom to show. As an initial
demonstration of these states, the equal-angle slice θ1 = θ2 = θ φ1 = φ2 = φ is con-
sidered. The reason for choosing this slice may not be immediately obvious, but the
preference for this will be made more clear in Chapter 4 when systems of composite
qubits are considered. However, although this choice may initially seem somewhat
arbitrary, it demonstrates some interesting aspects of states in SU(3). In the first
column, the states with eigenvalue 0 are shown – i.e. the zero angular momentum
states. Choosing this slice demonstrates the symmetry around the axis, showing no
variation in the φ degree of freedom. Note that the m = 0 states are identical for
the pairs of operators that build SU(3). These three pairs of operators are given
a row each. The first two rows nicely demonstrate the oblate-spheroid geometry
of SU(3), these states are equivalent to eigenstates of the σˆx and σˆy operators for
SU(2). However, in SU(3) and taking this slice, it can be seen how the coherent
states are deformed more to the north pole in the first row and more to the south
pole in the second row. This equal-angle slice picks out this symmetry in these
two pairs. However, this symmetry is lost for the last pair in the third row, where
all three states are dependent only on the θ degree of freedom – setting φ1 = φ2
causes the contribution from these degrees of freedom to cancel out. Note also that
the eigenstates for two of the operators are missing, this is because including them
produces duplicates.
to accompany the doubling of the qubits. However, as noted, there is still a loss
of information when choosing SU(3) for two qubits as the full space is spanned by
SU(4).
The problem with using SU(4) for two qubits, and more generally SU
(
2N
)
for N
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Figure 3.7: Examples of the SU(3) Wigner function, for the same states shown
in Fig. 3.6. These same states are now plotted on a Hopf fibration, such that
θ1 = θ2 = θ for each torus, where φ1 and φ2 are shown on the major and minor radius
on each of the torus respectively. By now plotting the two φ degrees of freedom, it
can now be seen that the m = 0 states definitely have no dependence on these angles.
However, it shows that the eigenstates of Jˆ13(6) and Jˆ
1
3(7) are dependent on the φ
degrees of freedom. This further shows that the equal-angle slice cancels out these
degrees of freedom for these states. Next to each Hopf fibration, the middle fibration
where θ = pi/4 is shown on a square. This slice is interesting to note for a few of
reasons. It displays the quantum correlations that are a result of superposition. The
three basis states are in the first column and have uniform distributions in this slice.
However, in this chosen basis, the other states are superpositions of these states.
This allows one to identify the quantum correlations as these oscillations between
positive and negative quasi-probabilities in phase space.
qubits, is that the number of degrees of freedom increase quickly. To optimize the
information gained by using phase-space methods for multiple qubits, a compromise
may therefore be necessary. It now makes sense for us to consider how, by using the
composite framework presented in Section 2.3, the correlations considered in this
section carry onto other multi-qubit representations, and further which correlations
are there as a result of entanglement.
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Chapter 4
Visualization of Correlations in
Multi-Qubit Systems
Now that the Wigner function for any quantum system has been given, some ap-
plications to show its power in displaying the nature of the quantum correlations
within a quantum information setting will be presented. In this chapter, collections
of qubits are considered and how entanglement between qubits manifests in their
Wigner functions. It will also be shown how the emergence of these quantum cor-
relations help determine key characteristics of the state, allowing one to not only
visualize the state, but to verify the state through tomography methods that were
developed in Ref. [13]. This chapter is based on the results and methods from
Ref. [13].
In Chapter 3 the phase-space representation for a single qubit was introduced.
It was also noted that multiple qubits can be approximated by the kernels ΠˆM2 (θ, φ)
and UˆM2 (θ˜, φ˜, Φ˜), where M = N for N qubits. Although this can easily be done, the
mapping from the full 2N×2N density matrix to the (N+1)×(N+1) approximation
is not informationally complete. This is since only states that can be written in terms
of a Dicke state basis can be represented in this way.
Two alternative higher-dimensional forms of the multi-qubit phase space func-
tions were introduced by considering two ways to utilize the SU(N) formulation in
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Section 3.2. The density matrix in the Dicke state mapping of N qubits can also
be applied to the SU(N + 1) kernel, giving more information of the full phase space
spanned by this state, but also lacking in informational completeness, since it is
still generated by using the reduced (N + 1) × (N + 1) density matrix. The only
informationally complete mapping for multiple qubits introduced is the full SU
(
2N
)
kernel. Although this is useful in showing the full phase space of the state, it gives
many more degrees of freedom and becomes very difficult to handle.
Furthermore, every pure state in SU(N) is a coherent state, since the definition of
a coherent state in SU(N) is just the rotation operator applied to the vacuum state,
as shown in Eq. (3.30). This same definition applies to all pure maximally entangled
states, i.e. all N -qubit maximally entangled states are just rotated vacuum states
in the full SU
(
2N
)
manifold. Although this may not seem to be that problematic,
it leads to treating all quantum correlations as local correlations.
Given the importance of determining non-locality when considering entangled
qubits, it is then advantageous to take an alternative approach that can consider
the qubits individually as well as in a whole. This alternative approach will be to
generate the kernels for multi-qubit phase-space functions introduced in Eq. (2.66)
and Eq. (2.67). This has the additional advantage of reducing the number of de-
grees of freedom while still maintaining informational completeness with the density
matrix.
4.1 Multi-Qubit Phase-Space Functions
Starting with the Wigner function, the composite kernel, using Eq. (2.66), is simply
Πˆ(Ω)→ ΠˆM⊗NN (θ,φ) =
N⊗
i
ΠˆMiNi (θi,φi), (4.1)
where M = {M1, ...,MN} and N = {N1, ..., NN}, also (θ,φ) = (θ1, ...,θN ,φ1, ...,φN ).
However, only systems of composite qubits will be considered in this chapter, giving
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the generalized displaced parity operator
ΠˆN (θ,φ) =
N⊗
i
Πˆ12(θi, φi), (4.2)
where (θ,φ) = (θ1, ..., θN , φ1, ..., φN ), and the notation ΠˆN (θ,φ) has been intro-
duced to indicate that this is the kernel for N qubits.
An interesting point to notice in Eq. (4.2), is that the kernel can be rewritten
N⊗
i
Πˆ12(θi, φi) =
( N⊗
i
Uˆ12 (θi, φi,Φi)
)( N⊗
i
Πˆ12
)( N⊗
i
Uˆ12 (θi, φi,Φi)
)†
. (4.3)
This in turn allows a natural definition of the composite rotation operator and
composite generalized parity operators
UˆN (θ,φ,Φ) =
N⊗
i
Uˆ12 (θi, φi,Φi), (4.4)
ΠˆN =
N⊗
i
Πˆ12, (4.5)
respectively. Here, specific notation for multiple qubits is continued, where the
rotation operator UˆN and generlized parity ΠˆN will only ever be used for the tensor
product of N qubits. These definitions allow Eq. (4.2) to be rewritten
ΠˆN (θ,φ) = UˆN (θ,φ,Φ) ΠˆN Uˆ†N (θ,φ,Φ), (4.6)
where, as with the other cases, the Φ degrees of freedom commute with the composite
generalized parity and cancel out.
As has already been noted in Chapter 3, the choice of generalized parity is not
unique. For a single qubit, it was mentioned that cyclic permutations of the diagonal
elements in the generalized parity also generate a Wigner function that conforms to
the Stratonovich-Weyl correspondence. When multiple qubits are considered, the
choice of generalized parity further increases. By keeping the same N -qubit rotation
operator in Eq. (4.4), the generalized parity for the SU
(
2N
)
Wigner function from
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Eq. (3.31) can be used. This Wigner function kernel was introduced in Ref. [12],
where the N -qubit kernel is
Πˆ2N (θ,φ) = UˆN (θ,φ,Φ)Πˆ12N Uˆ
†
N (θ,φ,Φ), (4.7)
where UˆN (θ,φ,Φ) is the N -qubit rotation operator defined in Eq. (4.4), and Πˆ12N is
the SU
(
2N
)
generalized parity operator from Eq. (3.31)1. This introduces a different
form of the Wigner function that is somewhere between SU
(
2N
)
and
⊗N SU(2).
This form of the multi-qubit Wigner function can be of interest since the non-
local correlations exist in the full SU
(
2N
)
space, not in the local, tensor product
space of the individual qubits. This then allows the possibility to use the Πˆ12N
generalized parity operator while considering fewer degrees of freedom from the
UˆN (θ,φ,Φ) rotation operator. Meaning that 2N degrees of freedom are needed to
interpret rather than 2(2N −1) from the SU(2N )Wigner function while maintaining
informational completeness with the density matrix.
The kernels considered for the Wigner function, Eq. (4.6) and Eq. (4.7), are both
informationally complete and fully satisfy the Stratonovich-Weyl correspondence.
The only difference between the two approaches is the choice of generalized parity
operator. What is more fundamental in the construction of the kernel is choice
of rotation operator Eq. (4.4), which both kernels have in common. The rotation
operator in Eq. (4.4) is also the one that generates an informationally complete Weyl
function for multiple qubits,
Dˆ(Ω)→ UˆN (θ,φ,Φ). (4.8)
As the single-qubit Weyl function has three degrees of freedom, the N -qubit
Weyl function is made up of 3N degrees of freedom. This is in comparison to the
N -qubit Wigner function that only has 2N . This difference in degrees of freedom
can be found in the volume normalized differential elements for the full
⊗N SU(2)
1Note that if the full SU
(
2N
)
rotation operator were to be used, the notation for the full kernel
would instead be Πˆ12N (θ,φ).
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manifold and the
⊗N CP1 manifold that the N -qubit Wigner function lives on. For
systems of multiple qubits, the volume normalized differential elements are
dΩ →
N∏
i
dΩ(θi, φi) =
(
2
pi
)N
dθ dφ, (4.9)
dΩ˜ →
N∏
i
dΩ˜(θ˜i, φ˜i, Φ˜i) =
(
1
pi
)2N
dθ˜ dφ˜ dΦ˜, (4.10)
where both of the variations of the multi-qubit Wigner function can be integrated
over both Eq. (4.9) and Eq. (4.10), whereas the Weyl function needs to be integrated
over the full volume in Eq. (4.10).
Both variations of the multi-qubit Wigner function are treated equally in terms
of the volume normalized differential element since they are both parameterized
by the same composite rotation operator, this is also the reason why they can be
integrated over the full manifold using Eq. (4.10). Meaning that the corresponding
Weyl function for both these two functions is also exactly the same Weyl function,
giving two Wigner functions that naturally transform to the same Weyl function.
Furthermore, the choice of the lowest weighted state in the generalized parities
is arbitrary; the elements in both generalized parities can be cyclically permuted.
This gives many different variations of the Wigner function for the same system
while having only one Weyl function, that is the reason the Weyl function is a much
more fundamental phase-space function. The Wigner function requires a weighting.
This weighting alters the appearance and attributes of the generated function, the
Weyl function however is always the same.
To show the power of these distributions, example states are shown in Fig. 4.1.
Choosing the kernel from Eq. (4.6), the equal-angle slice of the maximally entangled
five-qubit GHZ state, (|↑↑↑↑↑〉 + |↓↓↓↓↓〉)/√2, is shown in Fig. 4.1 (a). The GHZ
state is the discrete analogue of the HW Schro¨dinger cat state shown in Fig. 2.3 (a).
The similarity can be seen in oscillations around the equator, where the number
of oscillations is equal to the number of qubits in the GHZ state. Also like the
Schro¨dinger cat state, the GHZ state is also made up of two spin-coherent states,
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Figure 4.1: Example Wigner and Weyl functions for a five-qubit GHZ state (|↑〉⊗5+
|↓〉⊗5)/√2, where (a) and (b) show two variations of the Wigner function, and (c) and
(d) show the corresponding Weyl functions respectively. The phase-space functions
in (a) and (c) are generated using the tensor product kernels from Eq. (4.6) and
Eq. (4.4) respectively. Since for these two functions there are multiple degrees of
freedom, 10 for the Wigner function and 15 for the Weyl function, the equal-angle
slice has been used. Additionally for the Weyl function, the complex projective slice
of Φ = −φ has been taken. The other two functions in (b) and (c) are the Dicke
state basis equivalents of the Wigner and Weyl functions, using the kernels from
Eq. (3.19) and Eq. (3.10), respectively. For this Wigner function, there are only two
degrees of freedom so no slice needs to be taken. However, the Weyl function has an
extra degree of freedom, so the complex projective slice has also been taken. The
comparison between the tensor product kernels and the Dicke states kernels can be
seen my observation of this figure. What is also demonstrated in this figure is the
rationale behind choosing the equal-angle slice for multiple qubits. For states that
can be mapped to Dicke state basis, the equal-angle slice produces results similar
to what one would expect from these states, while also being able to accurately
represent states that cannot be mapped to the symmetric subspace. Further, the
two Weyl functions produce analytically equivalent results for these two states. This
figure is originally from Ref. [14].
one the top and one on the bottom of the sphere. Both of these properties are useful
in identifying this type of entanglement in a multi-qubit state.
Next to the composite Wigner function, the equivalent state mapped onto the
SU(2) M = 5 Wigner function is shown. The same oscillating pattern around the
The Wigner function and Quantum Computers 69
equator can be seen in this state, along with a spin-coherent states on each of the
poles. However, the appearance of the two Wigner functions is distinctly different.
The comparison between Figs. 4.1 (a) and (b) shows how the equal-angle slice is close
in form to the Wigner function of the Dicke state mapping, with clear differences in
amplitude and spread of the negative interference terms.
Below the Wigner functions, Figs. 4.1 (c) and (d), show the corresponding Weyl
functions. In both cases, the complex projective space mapping of Φ = −φ has been
taken. On top of this slice, Fig. 4.1 (c) shows the equal-angle slice for the five-qubit
Weyl kernel. Note that this can be thought of as the Weyl function for both choices
of kernel in Eq. (4.6) and Eq. (4.7).
Fig. 4.1 (d) is the Weyl function generated by the kernel in Eq. (3.19). Note
that these two Weyl functions also look identical, in fact when this slice is taken,
the two functions are mathematically identical. The only difference between the
two is that Fig. 4.1 (c) has 15 degrees of freedom and Fig. 4.1 (d) only has 3
degrees of freedom. From this example, it can be seen that when the weightings
that come from the choice of Wigner function generalized parity are discarded, a
much more pure representation of the quantum correlations is generated within the
Weyl function. Although, not always as practical to generate, due to the increased
number of degrees of freedom and its complexity, it is a useful tool in determining
the nature of quantum correlations in quantum systems.
4.2 The Wigner function and Quantum Computers
From the structure of the multi-qubit Wigner function, using the kernels from
Eq. (4.6) and Eq. (4.7), it is possible to implement algorithms on a quantum com-
puter to directly measure points in phase space. In this section, a brief introduction
to the gate model of quantum computing will be given. This will be followed by
the algorithm presented by Rundle, et. al. [13] that can be used to directly measure
points in phase space, allowing one to perform Wigner function state tomography.
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4.2.1 Quantum Gates and Circuits
Here, a brief summary of quantum gates and circuits is presented, the familiar
reader can skip to Section 4.2.2. Quantum computing is reliant on the qubit. The
advantage given by quantum computing over classical computing is found in the
the ability of a qubit to exist in more that one state at the same time, this is
a consequence of the quantum phenomena of entanglement and superposition. As
given by the name, gate-based quantum computing is done by generating algorithms
that manipulate these qubits with quantum gates. These gates can be used to
manipulate the state and perform quantum analogues of classical gate processes,
such as bit flips and CNOT gates. Since quantum algorithms are built on the
advantages given by entanglement and superposition, accordingly there are gates
that exist that put the the qubit or qubits into these desirable states.
Quantum gates can be shown either in their circuit diagram form or in matrix
from. The basic single-qubit gates are equivalent to the three Pauli matrices. These
gates are shown below in both circuit diagram and in matrix form.
X Y Z H U3
0 1
1 0

0 −i
i 0

1 0
0 −1
 1√
2
1 1
1 −1
 Uˆ12 (θ, φ,Φ)
Another frequently used single-qubit gate is the Hadamard gate, which can be
used to create a superposition state,
H |↑〉 = 1√
2
(|↑〉+ |↓〉) , H |↓〉 = 1√
2
(|↑〉 − |↓〉) . (4.11)
Note that when considering operators for quantum gates, the hat notation will be
dropped. The X gate is the same as the σˆx Pauli matrix and has the same effect as
a classical bit flip. Whereas Z (same as σˆz) acts as a phase flip.
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Arbitrary rotations can be performed by using the U3 rotation operator. This is
the gate form of the rotation operator introduced in Eq. (3.1), and used to generate
the kernel for the Wigner function. The notation comes from that used on IBM’s
platform, which has U1, U2, and U3 arbitrary rotations corresponding to rotations
of 1, 2, and 3 degrees of freedom respectively. However, only the U3 gate will be of
interest here. Note also that the rotation operator used on IBM’s machine differs
from the Euler angles used in this work. However, to keep notation simple and
consistent, the Euler angles used throughout this work will continued to be used to
explain Wigner function tomography – keeping it general for use on any system.
There are also two-qubit gates that will prove useful. Two-qubit operators cannot
necessarily be generated by the tensor product of two SU(2) operators. The same
is true for quantum gates, as an example the two-qubit CNOT gate is shown. This
is an example of a global, SU(4) operator. The CNOT gate is shown in the circuit
diagram and the matrix as
• → CNOT =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

.
The CNOT gate is the quantum analogue to the classical reversible XOR gate, like
the XOR gate, the CNOT gate requires a control and a target qubit. If the control
qubit is in the state |↑〉, the gate has no effect on either qubit. If, however, the
control qubit is in the state |↓〉 the CNOT gate acts as a bit-flip or an X gate on
the target qubit. That is
CNOT |↑↑〉 = |↑↑〉 CNOT |↑↓〉 = |↑↓〉 (4.12)
CNOT |↓↑〉 = |↓↓〉 CNOT |↓↓〉 = |↓↑〉 . (4.13)
This is the case when the input states are simply |↑〉 or |↓〉, however given the
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|Φ−〉 |Ψ+〉
|↑〉1 H • Z Z
|↑〉2 X
|Φ+〉 |Ψ−〉
Figure 4.2: An example of a quantum circuit that can be used to generate the
four maximally entangled Bell states. The first qubit travels along the top line and
the second along the bottom line, where time goes from left to right. The state
changes as it goes through each gate. For example, the qubits both start off in the
initial state |↑〉, the first qubit then reached the Hadamard gate, producing the state
(|↑〉 + |↓〉) |↑〉 /√2. The state then evolves through the other gates, generating the
four Bell states, where the Bell states are defined as |Φ±〉 = (|↑↑〉 ± |↓↓〉)/√2 and
|Ψ±〉 = (|↑↓〉 ± |↓↑〉)/√2.
purpose of quantum computers, the more useful effects of the CNOT gate happen
when one of the qubits are in a superposition. Starting off in an initial state |↑↑〉,
a Hadamard gate can be applied to qubit 1. Producing the superposition state
H1 |↑↑〉 = (|↑〉 + |↓〉)/
√
2 ⊗ |↑〉. Where H1 = H ⊗ 1. Applying the CNOT gate to
this state then yields
CNOT (|↑〉+ |↓〉) /
√
2⊗ |↑〉 = 1√
2
(CNOT |↑↑〉+ CNOT |↓↑〉)
=
1√
2
(|↑↑〉+ |↓↓〉) , (4.14)
generating a maximally entangled Bell state. To generate the other three Bell states,
all that is required is to add local rotations to the initial Bell state.
An example of the quantum circuit to generate the first Bell state and the other
three is shown in Fig. 4.2. The Bell states that are produced in Fig. 4.2 are defined
by ∣∣Φ±〉 = 1√
2
(|↑↑〉 ± |↓↓〉) , ∣∣Ψ±〉 = 1√
2
(|↑↓〉 ± |↓↑〉) . (4.15)
the convention for quantum circuits is that the time goes from left to right, where
the gates are applied in that sequence to the state. Note that gate order on the
quantum circuit is opposite to the order of the operators when written out, for the
example, the above gate sequence to generate the first Bell state is written with the
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|↑〉 H • . . . . . . H
...
...
|↑〉 H . . . • . . . H
|↑〉 . . . . . . H
|↑〉 H . . . • . . . H
...
...
|↑〉 H . . . . . . • H
Figure 4.3: Example circuit to generate a Greenberger-Horne-Zeilinger (GHZ)
state [68] for any number of qubits. Hadamard gates are applied to each of the
qubits, putting each of them in a superposition state, except a choice of central
qubit. CNOT gates are then applied between the central qubit and each of the
states that have had a Hadamard gate applied, where the control qubit is the state
in superposition. After every qubit has been connected to the central qubit, creating
the entanglement throughout the system Hadamard gates are then applied to all the
qubits to rotate the total state to a GHZ in the computational basis.
H1 gate next to the initial state and the CNOT gate at the beginning, such that
1√
2
(|↑↑〉+ |↓↓〉) = CNOT H1 |↑↑〉 . (4.16)
Extending from a two-qubit maximally entangled state, it is an simple procedure
to create a circuit that generates the N -qubit maximally entangled state, known as
the Greenberger-Horne-Zeilinger (GHZ) state [68]
∣∣GHZ±〉N = 1√2
(
|↑〉⊗N ± |↓〉⊗N
)
. (4.17)
The circuit diagram for the procedure to generate |GHZ〉N is shown in Fig. 4.3,
where, similarly to the case of the Bell state generation, all qubits are in the initial
state |↑〉.
A Hadamard gate is applied to all but one of the qubits. The qubit that has
not had a Hadamard gate is now the target qubit for CNOT gates from all of the
other qubits. Note that if an initial X gate is applied to this middle qubit, the state
generated is the negative phase version of Eq. (4.17). The application of all of the
74 Visualization of Correlations in Multi-Qubit Systems
CNOT gates is what entangles all the qubits together. A final set of Hadamard
gates are then applied to all of the qubits, this just rotates the entire state to bring
the maximally entangled state into the right basis.
4.2.2 Wigner Quantum State Tomography
Using both the formalism to generate a multi-qubit Wigner function and the stand-
ard set of gates for a quantum computer from Section 4.2.1, a procedure to directly
measure the phase space of a collection of qubits will be presented. The same
method can be used to generate both forms of the Wigner function from Eq. (4.6)
and Eq. (4.7). The method presented here is the one introduced in Ref. [13], where
these methods were applied to real qubits using IBM’s Quantum Experience. The
same results from Ref. [13] will also be presented later in this chapter for both
two-qubit and five-qubit Wigner functions.
The procedure to directly measure phase space is simple and is just a rearrange-
ment of Eq. (2.58). Using Eq. (2.58) and defining the generic N -qubit kernel to
be
Πˆ(θ,φ) = UˆN (θ,φ,Φ) Πˆ Uˆ†N (θ,φ,Φ), (4.18)
for some arbitrary Πˆ, then
W (θ,φ) = Tr
[
ρˆ Πˆ(θ,φ)
]
= Tr
[
ρˆ UˆN (θ,φ,Φ) Πˆ Uˆ†N (θ,φ,Φ)
]
= Tr
[
Uˆ†N (θ,φ,Φ) ρˆ UˆN (θ,φ,Φ) Πˆ
]
= Tr
[
ρ˜(θ,φ,Φ) Πˆ
]
, (4.19)
due to the allowance of cyclic permutations of trace, where
ρ˜(θ,φ,Φ) = Uˆ†N (θ,φ,Φ) ρˆ UˆN (θ,φ,Φ) (4.20)
is the rotated density operator.
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|↑〉1
O
U3(θ1, φ1,Φ1)
|↑〉2 U3(θ2, φ2,Φ2)
...
...
...
|↑〉M U3(θN , φN ,ΦN )
Πˆ
Figure 4.4: An example of the quantum circuit to perform Wigner state tomography
on an arbitrary number of qubits. The O gate is any sequence of gates to generate
the desired state. The Euler-angle rotation gates then move to a desired point in
phase space followed by taking a measurement at this point. Following this, the
desired generalized parity (Πˆ) is applied through a classical channel. The classical
channel is shown as the double lines, where the single lines represent the quantum
channels.
Given the outcome of Eq. (4.19), all that is needed to directly measure the Wigner
function is to rotate the initial state to points in phase space, make a measurement,
and then classically apply the desired generalized parity operator. Note that the P -
and Q-functions can equivalently be calculated by using the appropriate generalized
parity operator. In fact, measurement of the two variations of the N -qubit Wigner
functions, from Eq. (4.6) and Eq. (4.7), differ only by the choice of generalized parity.
Therefore, measurement of the phase space of these two Wigner functions can be
performed by using the same rotation operator from Eq. (4.4).
The algorithm on a quantum circuit to measure these points in phase space is
shown in Fig. 4.2.2 where O puts the initial state into the desired state ρˆ, the meters
are the measurements that take the information through the classical wires (double
lines), and Πˆ is the classical application of the generalized parity operator.
Note here that for the construction of the Wigner function, the convention given
in Eq. (3.1) is used, where the rotation operator is
Uˆ12 (θ, φ,Φ) = exp (iσˆzφ) exp (iσˆyθ) exp (iσˆzΦ) , (4.21)
for 0 ≤ θ ≤ pi/2, 0 ≤ φ ≤ pi, and 0 ≤ Φ ≤ 2pi is given. Whereas the arbitrary rota-
tion gate available for use on IBM’s Quantum Experience, at the time of experiment,
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uses a different convention, such that
UˆIBM(θ˜, φ˜, Φ˜) = exp
(
−iσˆz φ˜
2
)
exp
(
−iσˆy θ˜
2
)
exp
(
−iσˆz Φ˜
2
)
, (4.22)
where 0 ≤ θ˜ ≤ pi, 0 ≤ φ˜ ≤ 2pi, and 0 ≤ Φ˜ ≤ 4pi. This means that in practice, the
rotated density operator in Eq. (4.19) is
ρ˜ = UˆIBM(2θ, 2φ, 2Φ) ρˆ Uˆ
†
IBM(2θ, 2φ, 2Φ), (4.23)
where, due to the minus sign in the exponentials of Eq. (4.22), the Hermitian con-
jugate of the rotation operators have swapped and the angles are doubled.
4.3 The Two-Qubit Wigner Function
As an example, the simplest case where N = 2 will be considered. The two-qubit
Wigner function can be generated by the kernel Πˆ2(θ1, φ1, θ2, φ2), where there are
now four degrees of freedom to interpret. There are various ways for these four
degrees of freedom to be displayed in order to gain useful, visual information out of
a two-qubit quantum system. To start with, the basic example of the equal-angle
slice will be shown; this is the slice where θ1 = θ2 = θ and φ1 = φ2 = φ.
Examples of the equal-angle slice for various two-qubit Wigner functions are
shown in Fig. 4.5. In the first row, Figs. 4.5 (a) - (d), states that form the com-
putational basis are shown. Examples of spin coherent states, rotations of the first
state |↑↑〉, are shown in the second row, Figs. 4.5 (e) - (h). These first eight Wigner
functions show examples of separable states. For the equal-angle slice the Wigner
function for separable states can be simplified mathematically to
Wρˆ1⊗ρˆ2(θ, φ) = Tr
[
(ρˆ1 ⊗ ρˆ2)
(
Πˆ12(θ, φ)⊗ Πˆ12(θ, φ)
)]
= Tr
[
ρˆ1Πˆ
1
2(θ, φ)
]
× Tr
[
ρˆ2Πˆ
1
2(θ, φ)
]
(4.24)
= Wρˆ1(θ, φ)×Wρˆ2(θ, φ).
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This property makes it clear that these first eight states are the simple multiplication
of the corresponding two states, shown in Fig. 3.2. This also gives the reason why the
states |↑↓〉 and |↓↑〉 are identical on the equal-angle slice, since for separable states,
the multiplication of the Wigner functions for the component states is commutative.
The last row, Figs. 4.5 (i) - (l), shows the equal-angle slice for the four maximally
entangled Bell states. Since these states are non-separable Eq. (4.24) does not apply
to these four states. This highlights that one of the signatures of entanglement is the
presence of the negative interferences combined with higher amplitudes of negative
and positive quasi-probabilities. These maximally entangled states have the same
signatures as the five-qubit GHZ state in Fig. 4.1 (a), albeit with two oscillations
rather than five around the equator.
Further comparing the entangled (|↑↓〉+|↓↑〉)/√2 to the separable |↑↓〉, it can be
seen how the amplitude of the quasi-probabilities change for two comparable states,
but where only one of them is displaying entanglement correlations. In this last row,
the first three maximally-entangled states, Figs. 4.5 (i) - (k), are all triplet states,
Fig. 4.5 (h) is the singlet state and shows very different behaviour in the equal-
angle slice. In fact, the equal-angle slice for the three triplet states are comparable
to Wigner functions for the SU(2), M = 1 states in Fig. 3.4, where the m = 0
eigenstates are shown.
This is since all of these states can be mapped onto the symmetric subspace,
therefore able to be represented in a Dicke state basis. The singlet state, however,
has no comparison in the Dicke states. This is the reason for preferring the equal-
angle slice. The equal-angle slice produces Wigner functions that are familiar to
those used to the SU(2) spin-j Wigner functions generated using Eq. (3.12). The
similarity can further be seen in the ±1 eigenstates in Fig. 3.4 with the states |↑↑〉
and |↓↓〉, and the second row of Fig. 4.5. The equal-angle slice is therefore a good
alternative to the symmetric subspace that many are already used to, with the
additional ability to display states not accessible in the symmetric subspace, such
as the singlet state. There have been other methods to display the correlations of
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
Figure 4.5: Examples of the two-qubit Wigner function, generated using the ker-
nel ΠˆN from Eq. (4.6). Using this kernel generates functions with four degrees of
freedom, like Fig. 4.1, in order to plot the function on the surface of a sphere, the
equal-angle slice where θ1 = θ2 φ1 = φ2 is taken. For each function, the state is
given above. Notice the similarities here with the SU(2) M = 2 Wigner functions
from Fig. 3.4, where each state |Jˆ22(i);±1〉 is directly comparable to |σˆi;±1〉|σˆi;±1〉,
for i = x, y, z. Further, the states |Jˆ22(i); 0〉 are comparable to the first three Bell
states, also known as the triplet states. These states have a reliable mapping to a
Dicke states basis. However, the singlet state (|↑↓〉−|↓↑〉)/√2 cannot be represented
using the SU(2) M = 2 Wigner function, similarly with the states |↑↓〉 and |↓↑〉.
This then fully demonstrates why the equal-angle slice is the preferred default slice
for analysing the multi-qubit Wigner function. It produces Wigner functions that
are familiar to those used to the SU(2) M = 2 Wigner function, while being able to
also represent the states not on the symmetric subspace.
states not accessible in this subspace, such as Ref. [44] that takes a multi-qubit state
and produces different plots for the different subspaces.
In the equal-angle slice, the singlet sticks out as being different from all the other
states maximally-entangled states. The three triplet states are all simple rotation of
each other, that can be seen in the equal-angle slice. In order to see that the singlet
state is also a rotation of the triplet states, it is useful to look at different slice of
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Figure 4.6: A Hopf fibration representation of the example states shown in Fig. 4.5,
using the two-qubit Wigner function with kernel ΠˆN . Every state in this figure
corresponds to the state at the same position in Fig. 4.5. For this Hopf fibration
representation, the slice where θ1 = θ2 = θ has been taken, similarly to Fig. 3.7,
where each torus is a fixed value of θ. Each torus then has φ1 as the major radius,
such that 0 ≤ φ1 ≤ 5pi/8, and φ2 for the minor radius, that spans the full range of
values. Although there are benefits of the equal-angle slice, discussed in the caption
for Fig. 4.5, the relationship between the triplet states and the singlet states is
not clear, the triplet states are clearly rotations of one another. Using this Hopf
fibration is can be seen now how the singlet state is also a simple rotation of the
third triplet state. Further, considering the insets, which are the unfolded tori for
θ = pi/4 similarly to Fig. 3.7, it can be seen how all the Bell states are related.
This pattern that emerges in the Bell states is a familiar one, as it is similar to
the quantum correlations that arise from the superposition states in Fig. 3.7. Here,
however, these correlations are non-local and are therefore a result of entanglement
between the two qubits.
the Wigner function.
In Fig. 4.6, a Hopf fibration representation of the same states in Fig. 4.5 are
shown. As in Fig. 3.7, there are four degrees of freedom to map on to three
dimensions. Following the procedure used in for Fig. 3.7, the slice where θ1 =
θ2 = θ has first been taken. Each of the tori is then set to be fixed values, where
θ = pi/100, pi/8, pi/4, 3pi/8, pi/2. The major radius of each torus is then plotted as
0 ≤ φ1 ≤ 5pi/8 and the full range of φ2 is shown on the minor radius. An additional
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slice where θ = pi/4, and displaying φ1 against φ2, is shown in the inset.
By using the Hopf fibration, it can be seen how (|↑↓〉 + |↓↑〉)/√2 and (|↑↓〉 −
|↓↑〉)/√2 are also simple rotations of each other. A full, more global view is needed
to see all the quantum correlations, since correlations from entanglement between
two subsystems are global (or non-local) quantum correlations. The insets show an
interesting signature of entanglement correlations for two-qubit states, these correl-
ations are also very similar to the superposition quantum correlations found in the
SU(3) Wigner function in Fig. 3.7. This is since what are local correlations in SU(3)
(or SU(4)) are global in bipartite SU(2)⊗ SU(2) systems.
Comparisons in the computational basis states in the top row of Fig. 4.6 also have
a direct comparison to the m = 0 eigenstates in the first column of Fig. 3.7. In fact,
the state |↑↓〉 (and by extension |↓↑〉, that is still identical due to θ1 = θ2 and the
symmetry between φ1 and φ2 in this state) in Fig. 4.6 has exactly the same form as
the state
∣∣∣Jˆ13(6); 0〉 in Fig. 3.7. Furthermore, there are useful comparisons between
|↑↑〉 and
∣∣∣Jˆ13(1); 0〉, and |↓↓〉 and ∣∣∣Jˆ13(4); 0〉, where the highest amplitude on both
is pointing in the same direction. The only difference between these states is that
the SU(3) Wigner function retains the negative self correlations found in the single
qubit cases, typical of states in the M = 1 fundamental representation, whereas the
SU(2)⊗SU(2) Wigner function produces a slightly positive quasi-probability in this
direction.
The Hopf fibrations reveal more of the phase space to give some indication of the
types of quantum correlations to look for in these two-qubit systems. However, this
form of visualizing these types of state may take some getting used to for one not
used to this visualization method. Taking different slices of the full phase space, a
further demonstration of how the three maximally entangled states are rotations of
one another can be seen. It is therefore useful to introduce three further slices for
consideration of the symmetry in these maximally entangled states in the full SU(4)
manifold.
These three slices are equivalent to rotating the second qubit around its x-, y-,
The Two-Qubit Wigner Function 81
and z-axes, where all four spherical slices are
W (θ, φ, θI2, φ
I
2) : θ2 → θ; W (θ, φ, θX2 , φX2 ) : θ2 → pi2 − θ;
φ2 → φ φ2 → −φ
W (θ, φ, θY2 , φ
Y
2 ) : θ2 → pi2 − θ; W (θ, φ, θZ2 , φZ2 ) : θ2 → θ;
φ2 → pi2 − φ φ2 → pi2 + φ,
(4.25)
where the superscript on the second θs and φs denote the relative rotation to the
fist θs and φs.
In Fig. 4.7 and Fig. 4.8, demonstrations of these slices are shown as two qubits
go through the evolution to generate the four Bell states, from Fig. 4.2. The Wigner
functions for the kernel given in Eq. (4.6) is shown in Fig. 4.7, whereas the Wigner
function for the kernel from the kernel Eq. (4.7) is shown in Fig. 4.8. The states are
lined up with the quantum gates at the top of both Fig. 4.7 and Fig. 4.8, evolving
left to right, showing what their Wigner functions look like after the corresponding
gate has been applied.
The different slices are displayed top to bottom, where the first four slices are
W (θ, φ, θI2, φ
I
2), W (θ, φ, θ
X
2 , φ
X
2 ), W (θ, φ, θ
Y
2 , φ
Y
2 ), and W (θ, φ, θ
Z
2 , φ
Z
2 ) respectively.
These slices reveal the symmetry of the four Bell states, demonstrating that they
are all rotations of one another. All pure states in SU(4) are just simple rotations of
each other, this property is lost for states with differing quantum correlations when
the Uˆ2 rotation operator is used to generate the Wigner function.
For example, there is no way the initial |↑↑〉 state can be viewed as a rotation of
any of the Bell states. In contrast, all four Bell states are simply rotations of each
other. This is the reason why one may prefer to choose a reduced SU(2) ⊗ SU(2)
space over the full SU(4) space for investigating quantum correlations between two
qubits.
The next slice for each of the states is comparable to the slice where θ1 = θ2 = pi/4
in Fig. 4.6. However, the slice here is instead φ1 = φ2 = 0 where θ1 is plotted against
θ2, giving the Wigner function W (θ1, 0, θ2, 0). Both this choice of slice and the one
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Figure 4.7: States in the evolution of the algorithm to generate the four Bell states
from Fig. 4.2. The quantum circuit is reproduced at the top of the figure, where the
corresponding Wigner functions (with different slices) are presented below, at each
gate in the circuit. For example, the initial state |↑↑〉 is shown in the first column.
Each row then corresponds to different slices of the four degrees of freedom present
in the Wigner function. The first four rows are the slices presented in Eq. (4.25),
where there is the equal-angle slice first, and then rotations of the second pair of
degrees of freedom around the x, y, and z axes. The fifth slice is where φ1 = φ2 = 0,
plotting θ1 against θ2. This slice is similar to the insets of Fig. 4.6, which reveals
quantum correlations in two-qubit entangled states through the striping pattern.
The last two rows are the reduced Wigner functions for the first and second qubit
respectively.
from Fig. 4.6 reveal the correlations between the two qubits. Due to the symmetry
in the Bell states, the same patterns that emerge from entanglement manifest in
The Two-Qubit Wigner Function 83
θ,φ,
θI ,φI
θ,φ,
θX ,φX
θ,φ,
θY ,φY
θ,φ,
θZ ,φZ
θ1, 0,
θ2, 0
|Φ+〉 |Φ−〉 |Ψ−〉 |Ψ+〉
|↑〉1
|↑〉2
1 +
√
3
2
−(1 +
√
3
2
)
.
Figure 4.8: States in the evolution of the algorithm to generate the four Bell states,
same as given in Fig. 4.7. Here, the SU(4) generalized parity has been used instead,
using the kernel from Eq. (4.7) with N = 2. Note that the single-qubit Wigner
functions have been omitted here since they would be generated in exactly the same
was as in Fig. 4.7 and are therefore the same. From this figure, it can be seen that the
structure of the two-qubit Wigner functions is similar those in Fig. 4.7. There are,
however, a couple of differences. The property in Eq. (4.24) for the tensor product
kernel is worth noting, since it results in negative quasi-probabilities that manifest in
each subsystem to cancel out. As such, the initial state equal-angle slice in Fig. 4.7
has no negativity. However, here, this does not occur and the equal-angle slice for
the initial state has significant negativity. This is worth noting, since the presence of
negativity helps determining coherence, as discussed in depth in Chapter 3. There
are other examples of where negative quasi-probabilities cancel out in Fig. 4.7 where
the counterparts here have a much smoother distribution.
these slices, irrespective of whether just the θ or just the φ degrees of freedom are
fixed. In either case, when the two qubits become the first Bell state, the same
striping pattern across each of the Bell states is manifested, giving a signature of
entanglement. Note that this slice of φ1 = φ2 = 0 will also be useful in later results.
The last two slices in Fig. 4.7 are the single-qubit reduced Wigner functions,
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W (θ1, φ1) and W (θ2, φ2) respectively, where the degrees of freedom of one of the
qubits have been integrated out, such that for the reduced Wigner function for the
first qubit is
W (θ1, φ1) =
∫
Ω(θ2,φ2)
dΩ(θ2, φ2) W (θ1, φ1, θ2, φ2)
= Tr
[
ρˆA Uˆ
1
2 (θ1, φ1)Πˆ
1
2Uˆ
1†
2 (θ1, φ1)
]
, (4.26)
where in the second line, ρˆA is the reduced density matrix for subsystem A; an
equivalent procedure is done for W (θ2, φ2).
These states are only shown in Fig. 4.7 and not in Fig. 4.8 since in both cases
the same kernel is needed to generate the single-qubit Wigner functions. The single-
qubit Wigner function demonstrates how all the quantum correlations are lost when
one of the qubits is fully integrated out. These results are what would be expected
since the reduced density matrix of a maximally entangled state results in a com-
pletely mixed state, where the probability of finding the state at any point in phase
space is the same everywhere.
In both Fig. 4.7 and Fig. 4.8 the same bounds for the colourbar have been used,
setting the value minimum and maximum values as ±(2 + √3)/2. This choice of
bound for the colourbar leads to a small amount of clipping in the first two states
of Fig. 4.8, where their maximum value is (1 + 3
√
5)/4. Since these maxima are
not the points in phase space that we are interested in, preference has been given
in maximizing the visualization of the quantum correlations in the entangled states,
while getting an intuition of the overall structure for all states.
While the tensor-product generalized parity is preferable for locating negativity
associated with entanglement correlations, the property from Eq. (4.24) means that
for even numbers of qubits there are no negative values on the equal-angle slice for
spin-coherent states. This can be seen in the equal-angle slice of the first state |↑↑〉
in Fig. 4.7. However, when the full SU(4) generalized parity, and more generally
SU
(
2N
)
generalized parity for N even, in chosen, it reveals the correlations present
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in spin-coherent states. In fact, the negativity in the Wigner function is associated to
the purity and coherence of the state for qubits. Therefore, using SU(4) generalized
parity is preferable when testing coherence in multi-qubit systems, as the presence of
negativity in the Wigner function for coherent states ensures a certain level of purity
and coherence. Furthermore, the decreased amplitude in entanglement correlations
in this choice of generalized parity means that presence of negativity in any state
serves as a good threshold for purity in the measured state.
4.3.1 Two-Qubit Wigner Tomography
Focus now turns towards how Wigner tomography methods can be used to gain
meaningful information from these states. As an experimental example of this, the
results from Ref. [13] where the phase space of two entangled qubits were measured
directly, using IBM’s Quantum Experience will be presented.
Starting with two-qubit Wigner functions, two of the four Bell states are gener-
ated and measured. These two states are the |Φ−〉 and |Ψ+〉 Bell states, generated
using the circuit from Fig. 4.2. This step is then the O part of the tomography
algorithm in Fig. 4.2.2. After applying the appropriate rotation to point in phase
space, 1024 measurements are taken at each point. The results are then equivalent
to the diagonal elements of the density matrix ρ˜(θ,φ,Φ) from Eq. (4.20). To get
the value of the Wigner function at that point in phase space, all that is needed is to
classically apply the generalized parity operator and take the trace of their product.
For two qubits, two generalized parities were used. These were the tensor product
generalized parity from Eq. (4.5), explicitly
Πˆ2 = Πˆ
1
2 ⊗ Πˆ12 =
1
2

2 +
√
3 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 2−√3

, (4.27)
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and the SU(4) generalized parity from Eq. (3.31), where
Πˆ14 =
1
4

1 + 3
√
5 0 0 0
0 1−√5 0 0
0 0 1−√5 0
0 0 0 1−√5

. (4.28)
It was shown in Section 4.3 how taking certain slices of the Bell states reveal
different quantum correlations resulting from the entanglement between the two
qubits. In this case, the correlations manifest as oscillations between positive and
negative quasi-probabilities. A suitable choice of slice that presents these correla-
tions are the slices of W (θ1, 0, θ2, 0) shown in the fifth row of Fig. 4.7 and Fig. 4.8.
The results of measurement for this slice are shown in Fig. 4.9, where the points
were measured in phase space on a 9× 9 plaquette grid.
The results from both choices of generalized parity for the Wigner function are
presented; Fig. 4.9 (a) gives the outcome from using WΠ2(θ,φ), and Fig. 4.9 (b)
shows WΠ22 (θ,φ) for the two Bell states |Φ−〉 and |Ψ+〉. The colour bar used is
set in order to see all subtle difference in the negative values that arises from deco-
herence in the system, further allowing lower negative amplitudes to be discerned.
In Fig. 4.9 (c) an example of the circuit we used to generate the results on the
quantum computer is given for the |Φ−〉 Bell state, the rotation operators are set to
φ1 = φ2 = 0 and a variety of different values of θ1 and θ2 to measure the 81 points
in phase space.
In each of the subfigures, Figs. 4.9 (a) and (b), the results marked ‘Theory’
are shown first; these are calculated using IBM’s ideal simulator and give good
agreement with the slices shown in Fig. 4.7 and Fig. 4.8.
Next in the two subfigures the ‘Simulated’ results are presented. These are gen-
erated using IBM’s realistic simulation2, calculated by applying a master equation
to the gate evolution of the qubits, adding realistic values for decoherence and de-
2that was removed from the platform at the time of writing this thesis
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(a) WΠ2(θ,φ) (b)
WΠ22 (θ,φ)
(c) |↑〉1 H • Z Uˆ(θ1, 0, 0)
|↑〉2 Uˆ(θ2, 0, 0)
Πˆ
Figure 4.9: Results of applying Wigner function tomography methods to Bell states
using IBM’s Quantum Experience. The two Bell states chosen are |Φ−〉 and |Ψ+〉,
where |Φ−〉 is shown in the first row and |Ψ+〉 in the second. In both cases, the slice
where φ1 = φ2 = 0 has been taken. Plotting θ1 against θ2, the same slice that’s
in the fifth row of Fig. 4.8 and Fig. 4.7. (c) shows the circuit used to generate the
|Φ−〉 Bell state and the gates used to rotate the state to take a measurement of the
Wigner function. Like Fig. 4.8 and Fig. 4.7 two choices of parity have been taken
in the measurement process, where (a) shows the tensor product parity Πˆ2 and (c)
shows the results of using the SU(4) parity. Note that the same rotation operators
have been used for both Wigner functions since an SU(4) rotation has not been used.
In both (a) and (b), theoretical, simulated and experimental results are shown. The
theoretical results are what would happen given a perfect results, the simulated
results are from using IBM’s realistic simulation that employs a master equation
simulation, that was available on their platform at the time of the experiment. The
experimental results are taken using IBM’s quantum device, note that at the time
of experiment there was just one device. From the results, the level of decoherence
in the device can be seen in the decrease in negative values. Where the |Ψ+〉 state
has seen more decoherence, this is since an additional gate was used to generate
this state, therefore increasing decoherence times. However, experimentation is in
good agreement with simulation and theoretical results, showing that there is Bell-
type entanglement generated between the two qubits. (a) and (b) are originally
from Ref. [13].
phasing times. The environmental effects can be seen at points with lower Wigner
function amplitudes, where much stronger effects happen on the WΠ22 Wigner func-
tion, where some regions that should be negative are now closer to zero or even
slightly positive.
The last set of results in the subfigures, are the experimental results for the
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tomography of these two Bell states. Here it can be seen that the amplitude of the
negative regions have decreased again, in these cases even more than the simulated
data. However, the quantum correlations between the θ1 and θ2 degrees of freedom
can still be seen, where the pattern of the negative regions is still visible. Again, the
negative regions in WΠ22 are harder to distinguish than in WΠ2 , but are still visible.
One other aspect to note is how the |Ψ+〉 Bell state has experienced higher levels
of decoherence than the |Φ−〉 Bell state, this is due to the longer time needed to
perform the algorithm, due to the two additional gates in the algorithm.
Regardless of the decrease in amplitude in the experimental results, it can still
be seen from Fig. 4.9 that entanglement has been generated between the two qubits,
where quantum correlations from Bell-state type entanglement is visible. The pres-
ence of the continuous line of negativity is the signature pattern of a Bell state, and
is enough to say that there are quantum correlations between the two qubits. If
the negative quasi-probabilities did not produce this diagonal striping pattern, this
would be an indication that the fidelity is less that 0.5, meaning that the two states
generated were just the statistical mixture of the two cats, |↑↑〉 〈↑↑| − |↓↓〉 〈↓↓| and
|↑↓〉 〈↑↓|+ |↓↑〉 〈↓↑| respectively.
Therefore, using Wigner function tomography methods to look for certain cor-
relations can be advantageous over taking fidelity measurements, which will require
complete state reconstruction. Although this process is not too difficult for two
qubits, when the number of qubits is increased, Wigner function tomography meth-
ods could provide big advantages over other state reconstruction methods.
4.4 Five-Qubit Wigner Functions
Using these Wigner tomography methods, it has been shown that entanglement
between two qubits can be verified in IBM’s machine by picking out certain sig-
natures of entanglement found in the Wigner function. Since there are five qubits
available using IBM’s Quantum Experience3, the analysis will be extended to con-
3at the time of the experiments
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Figure 4.10: A small zoo of selected five-qubit Wigner function states using the
tensor product kernel Πˆ5(θ,φ), where the equal-angle slice has been taken. In (a) the
familiar five-qubit GHZ state is shown. (b) shows the mixed-state counterpart of the
GHZ state, (|↑↑↑↑↑〉 〈↑↑↑↑↑|+ |↓↓↓↓↓〉 〈↓↓↓↓↓|)/√2, where there are no off-diagonal
terms, resulting in now oscillations around the equator. (c) shows the state |↑↓↓↓↓〉,
this state was chosen since measurement of the north pole of this state gives the
highest negative value possible from a five-qubit state. (d) and (e) show the ‘clock’
state defined in Eq. (4.29), where there is a modified colour map in (e) to clearly
display the quantum correlations present in this state. This state is interesting, since
it is the test state for GHZ-type entanglement – it is has the closest signature to
the GHZ state without there being any entanglement. (f) and (g) show a variation
of the GHZ state and the mixed-state counterpart where the two entangled states
are no longer orthogonal. Finally the W state is shown in (h), where the W state
is given explicitly in Eq. (4.30). By understanding an array of signatures, such as
the ones presented in this figure, performing Wigner function tomography methods
allows one to characterize a state by searching for these signatures. This figure is
originally from Ref. [13]
sider five-qubit states, how their quantum correlations manifest and how each type
of state has a different signature making them distinguishable in the equal-angle
slice.
The five-qubit GHZ state was given as an example earlier in this chapter in
Fig. 4.1, where it was noted that this form of entanglement has a distinctive feature
as a results of the quantum correlations. More details of these correlations and other
signatures for different five-qubit states are presented in Fig. 4.10. In Fig. 4.10 (a),
the five-qubit GHZ states is shown again for comparison with other states. For
example, Fig. 4.10 (b) shows the mixed state counterpart of the GHZ state which is
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given by [(|↑〉 〈↑|)⊗5 + (|↓〉 〈↓|)⊗5] /2, demonstrating that the quantum correlations
in the equal angle slice of the GHZ state are all around the equator. Removing the
quantum correlations results in a coherent state at the north and another at the
south pole. Such a state can also be seen as a standard consequence of decoherence
in a quantum machine. This can result in a decay in the quantum correlations or
the off-diagonal terms in the density matrix. For the GHZ state the off-diagonal
terms appear as the oscillations around the equator, as a GHZ state decoheres and
these off-diagonal terms vanish, the state then tends towards the mixed state in
Fig. 4.10 (b).
In Fig. 4.10 (c) the state |↑↓↓↓↓〉 is shown. This state is shown since it is the
state that has the highest negative amplitude for a five-qubit state, which is present
on the north pole of the equal-angle slice. What’s also noteworthy about this state,
and similar states, is that when using the tensor product kernel and using the equal-
angle slice, the Wigner function looks identical for any permutation of the ↑s and
the ↓ in |↑↓↓↓↓〉.
The next state in Fig. 4.10 (d) is what is called the ‘clock’ state, this state is used
due to its relationship to the GHZ state. As mentioned earlier, the signature of the
GHZ is found around its equator, where the off-diagonal terms of the density matrix
produce positive-negative oscillations. The closest separable state to manifest these
oscillations is found in the ‘clock’ state. The same state is also shown in Fig. 4.10 (e)
but with a modified colour map, since the amplitudes are too low to get a true
appreciation of the state with the colour map used for the other states. The ‘clock’
state is
|ψclock〉 = 1
2M/2
M⊗
k=1
[
|↑〉+ exp 2ipik
M
|↓〉
]
. (4.29)
The comparison to this state is a useful one, since the amplitude of the oscillations
in the GHZ decreases with decoherence, if the amplitude dips lower than the ‘clock’
state, there may no longer be enough confidence that there is GHZ-like entanglement
in the system.
The entanglement in the GHZ state is a result of the global superposition of
Five-Qubit Wigner Functions 91
|↑↑↑↑↑〉 and |↓↓↓↓↓〉. There is maximal entanglement when the two states in the su-
perposition are orthogonal and have no overlap. However, if the two coherent states
are not completely orthogonal, like with the HW Schro¨dinger cat state, quantum
correlations can manifest with differing signatures. Another spin analogue to the
Schro¨dinger cat state is shown in Fig. 4.10 (f) with its mixed state counterpart
in Fig. 4.10 (g). The two cats in this case are no longer orthogonal, there is one
spin-coherent state pointing along the equator, and the other is |↑↑↑↑↑〉. Like the
GHZ state, Fig. 4.10 (f) shows negative oscillations as a result of the entanglement.
However, due to the overlap between the two coherent states, there is a large posit-
ive region and two large negative regions, while the other three negative regions (to
make a total of five oscillations) have a much lower amplitude on the bottom side
of the Wigner function.
Finally, Fig. 4.10 (h) shows the entangled five-qubit W state
|W 〉5 =
1√
5
(|↑↑↑↑↓〉+ |↑↑↑↓↑〉+ |↑↑↓↑↑〉+ |↑↓↑↑↑〉+ |↓↑↑↑↑〉) . (4.30)
This demonstrates that different forms of entanglement manifest different signatures
in their quantum correlations. The signatures given by the W state are unique
and significantly different to those found in the GHZ state. Also note that from
Eq. (4.30), the W state is the entanglement superposition of all the variations of the
state in Fig. 4.10 (c). Accordingly they both share the highest negative amplitude
at the north pole, but the entanglement correlations for this state are visible in the
combination of this with the positive annulus below. As a side note, this is also the
definition of the five-qubit Dicke state, and is the five-qubit spin analogue to the
first HW Fock state.
Various reasons for preferring the equal-angle slice have been presented here. The
two key reasons being first that it is familiar to those who are used to the Wigner
function for the Dicke state mapping and, secondly, that Fig. 4.10 demonstrates that
the signatures for the different states are discernable. In addition the priority here
is to use the Wigner function as a method to characterize quantum correlations, not
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necessarily the entire state. For example, it was mentioned that any permutation of
the qubit labels in Fig. 4.10 (c) results in the same equal-angle slice. This is not a
problem at this stage since all five permutations have the same quantum correlations.
The states with identical quantum correlations therefore produce an identical equal-
angle slice. This of course means that more robust, exact state verification requires
more measurements. However, an example of how the power of how the equal-angle
slice picks out types of quantum correlations can be found in Ref. [55], where the
equal-angle slice was used to make progress in the graph isomorphism problem. A
full description of the work in Ref. [55] is beyond the scope of this thesis, but it
is interesting to note that all five-node isomorphic graph states produce the same
five-qubit equal angle sliced Wigner functions. In fact, it is shown that this holds
for up to nine-node graph states. What is more is that non-isomorphic graph states
produced distinct equal-angle sliced Wigner functions. The full paper can be found
in Appendix G.
4.4.1 Five-Qubit Wigner Tomography
It will now be shown how the methods used in Section 4.3.1 can successfully be
applied to tomography for five qubits. The focus will be on the measurement of
a five-qubit GHZ state, demonstrating that the unique pattern of the quantum
correlations is measurable using these methods, further showing that by measuring
slices such as these work reliably as a state verification method. This is one example
of how increasing the number of qubits is not a problem for the Wigner function
tomography methods proposed. In fact, these methods have very recently been
used to measure the phase space of atomic Schro¨dinger cat states with up to 20
qubits [54].
As before, the two variations of the multi-qubit Wigner function will be con-
sidered, using the two variations of the generalized parity. The first variation is
once again given by the tensor product of the individual parities from Eq. (4.5); the
second version is the full SU(32) generalized parity operator, that can be construc-
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ted using Eq. (3.31). Since there are now five qubits, there are 10 degrees of freedom
in total. This leads to an abundance of choice for the slices to look at. However,
from the example states in Fig. 4.10, the equal-angle slice is sufficient for discerning
quantum correlations in these states. The equal-angle slice is enough to determine
that entanglement have been generated between the five qubits. With sufficient
data, it is therefore possible to say that GHZ-type entanglement is present, given
knowledge of where the quantum correlations can be found in this slice.
Examples of the measurement of the equal-angle slice for the five-qubit GHZ
state, using the two choices of generalized parity, can be found in Fig. 4.11, where
Fig. 4.11 (a) shows the tensor product generalized parity and Fig. 4.11 (b) shows the
SU(32) generalized parity. Straight away the difference between the two generalized
parities is visible. The colour bar shows a big difference in the highest negative value
of the Wigner functions. This is carried over from the earlier two-qubit results, where
the negative amplitudes were much higher in the tensor product parity. It is clear
that the difference between the two choices of generalized parities becomes greater
as the number of qubits increase. The area on the surface of the equal-angle slice
where there are negative volumes is also larger using the tensor-product generalized
parity. This will make the negative areas easier to measure experimentally if there
are any calibration, environmental, or measurement errors within the system that
may cause a phase shift. For these reason, the tensor product generalized parity
may be better for quantum state verification.
The initial experimental results of the five-qubit GHZ state in Figs. 4.11 (a)
and (b) show the measurement of four points in phase space. For each of the points
both a simulated measurement was taken, where environmental effects were added
to the simulation, as well as an experimental measurement from IBM’s quantum
computer. The perfect theoretical value can be found at the corresponding point on
the surface of the sphere. Again the ability of the tensor-product generalized parity
to pick up the amplitude of the negative and positives values is shown, serving as a
good indicator for the quantum correlations along the equator.
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(a) W⊗5 SU(2)(θ,φ) (b) WSU(2[5])(θ,φ)
(c) |↑〉1 H • H Uˆ(θ, φ)
|↑〉2 H • H Uˆ(θ, φ)
|↑〉3 X H Uˆ(θ, φ)
|↑〉4 H • H Uˆ(θ, φ)
|↑〉5 H • H Uˆ(θ, φ)
Πˆ
Figure 4.11: Results of Wigner function tomography method for a maximally
entangled, five-qubit GHZ state. In (a) and (b) the Wigner functions for the five-
qubit GHZ states are shown using two different generalized parity operators. The
circuit used to generate these states and perform the measurements is shown in
(c). (a) uses the tensor product generalized parity form Eq. (4.6), while (b) used
the SU(N) operator, generated by the kernel in Eq. (4.7). Both Wigner functions
are plotted using the equal-angle slice and both present the same signature from
the manifested quantum correlations. Both of these are similar to the quantum
correlations in the SU(2) M = 5 Wigner function in Fig. 4.1 (b). However, the
negative regions in (a) are much larger with larger absolute values, making the
negativity easier to measure. This can be seen in the experimental results where
one of the negative nodes has been measure around the equator. In (a), there is
much closer agreement between the theoretical value and the simulated value and
the experimental result. This point in (b) shown a significant decrease in amplitude.
However, the other three points measured show good agreement in both (a) and (b).
These points are useful to measure, this is since the points at the two poles are useful
to determine the coherence of the two ‘cats’ and it is important to determine both
the peaks and the troughs in the oscillating terms around the equator. (a) and (b)
are originally from Ref. [13]
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(a) (b)
Figure 4.12: Here, in (a), the results of measuring the equatorial slice of the five-
qubit GHZ state on IBM’s Quantum Experience are shown, where the full equal-
angle slice is shown in (b) as reference. In (a), the theoretical values of the equatorial
slice are shown in blue and the equatorial slice of the ‘clock’ state are shown in
red. The green points are the measurement results from IBM’s device and the
green curve is the least-squares best-fit curve from the data, showing that something
approximating a five-qubit GHZ state has been generated, confirming that GHZ-like
entanglement has been generated in the system. The subfigures here are originally
from Ref. [13].
Now, considering just the tensor-product generalized parity, an example of how
Wigner function tomography methods can be used to find quantum correlations in
order to work as a state verification method can be demonstrated. In Fig. 4.12 the
equatorial slice – the equator of the equal-angle slice – has been taken. Since the
signature of entanglement for any N -qubit GHZ state is given by the presence of
N oscillations around the equator of the equal angle slice, this works as a good
demonstration into the power of the state verification abilities. In Fig. 4.12 (a) the
theoretical value for the equatorial slice is shown in blue. The equatorial slice of the
‘clock’ state given in Eq. (4.29) is shown in red.
Since this is the non-entangled state that has oscillations around the equator
with highest amplitude, the equatorial slice of this state can directly be compared
to the GHZ state. If the amplitude of the experimental results from the equatorial
slice is higher than the ‘clock’ state, there is certainty that GHZ-type entanglement
has been generated. The experimental results are shown in green, where the green
dots are the measured results at the given points in phase space and the line is a
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least-squares best-fit curve of the experimental data. From these results it can be
confirmed that GHZ-type entanglement has been generated, since the amplitude of
the sine wave is significantly larger than that of the ‘clock’ state. It can also seen
from the best-fit curve that some amount of phase error in present in the machine.
By using this method continually, this method could be used for device calibration.
Although 60 points around the equatorial slice have been taken, fewer measure-
ments would be sufficient. All that is needed is a couple of measurements to confirm
the negative and positive amplitudes of the curve and the period. In addition, the
measurements on the top and the bottom of the equal-angle slice from Fig. 4.11
should be taken and of sufficiently high positive amplitudes, to confirm the presence
of spin-coherent states at the poles.
It is therefore a straight-forward procedure to use Wigner function tomography
methods to verify GHZ state type entanglement, by locating the two coherent atomic
Schro¨dinger cat states and the quantum correlations that manifest between the two.
These methods can further be extended to consider multiple atomic Schro¨dinger cats,
such as in Ref. [69], where the Wigner function tomography techniques presented in
this section was used to characterize the quantum correlations found in a five-cat
atomic Schro¨dinger cat state in Ref. [54].
By further understanding the correlations that arise from the Wigner function
and from general phase-space methods, a path to understand correlations in multi-
qubit systems may be possible. Current methods to understand multi-partite en-
tanglement in qubits start to get difficult when more than two qubits are present
or there is noise present in the system. For example, the metrics output from dif-
ferent entanglement measures disagree in the amount of entanglement when mixed
states are considered. In fact, there has been work on states whose entanglement
is maximized for a given measure of purity [70–73], and every measure results in a
different type of state.
The multi-qubit phase-space methods presented here may therefore be a way to
overcome the difficulties that accompany existing metrics, providing a novel way to
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characterize multi-partite entanglement in noisy systems.
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Chapter 5
Visualization of Correlations in
Hybrid Quantum Systems
The Wigner function has seen much of its use within the quantum optics community,
where the Wigner function for a field mode can be found throughout much of the
literature [74, 75]. A common domain in understanding a quantized field mode is
that of quantum electrodynamics. In such experiments, the physicist is interested
in the interaction between a field mode and atom. Much of the work and many of
the experiments perform Jaynes-Cummings-like interactions to generate Schro¨dinger
cat states in the field mode [76]. Works like Ref. [28, 29, 77, 78] then generate the
Wigner function for the Schro¨dinger cat state, showing the superposition in its
iconic oscillating interference patterns between the two coherent states. However,
this picture of the Jaynes-Cummings model is incomplete, since a key component to
the Jaynes-Cummings Model is the the interaction of the field mode with a two-level
atom.
Work such as Ref. [79] have taken the atom into account, plotting the Wigner
function for the qubit, or composite qubits, along-side the Wigner function for the
field mode, although, in both cases, correlation information is still lost. When
focusing on either subsystem, the general approach is to take the reduced Wigner
function of the subsystem of interest. This means averaging over the quantum
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correlations that are shared between the two systems.
In contrast, when two qubits are entangled, the main approach here has been to
take the equal angle slice of the entangled state, to show the nature of the quantum
correlations between the two qubits. A procedure for tracing out one of the qubits
has not been followed, such a procedure would produce the Wigner function for a
completely mixed state – yielding a Wigner function that has a value 1/2 over the
entire surface. The same kind of information loss occurrs when tracing over the
field mode or the two-level atom in atom-cavity coupled systems. Therefore, in this
section, the focus is how the Wigner function can be plotted such that the quantum
correlations between two different types of quantum system are visible.
5.1 Correlations in Hybrid Wigner Functions
To plot a hybrid Wigner function for atom-cavity systems, the kernels for each
subsystem, introduced in Chapter 2 and Chapter 3, need to be applied to Eq. (2.66).
This yields the atom-cavity composite kernel
Πˆ(α, θ, φ) = Πˆf (α)⊗ Πˆ12(θ, φ), (5.1)
where Πˆf (α) is the kernel for the field mode, note that in this section, the subscript
f will be added to the kernel and the states in the field mode to make a clear
distinction with the atomic states. Πˆ12(θ, φ) is the kernel for a single two-level atom,
keeping its distinctive notation for the kernel. This can be generalized to any number
of field modes and qubits. Later in this section, the case of multiple qubits coupled
to a field mode will be considered. Generating the Wigner function for this case can
be done by generalizing Eq. (5.1) to
Πˆ(α,θ,φ) = Πˆf (α)⊗ ΠˆN (θ,φ), (5.2)
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(e) (f) (g) (h)
Figure 5.1: Example basis states for a using two Fock states as the two levels of
a qubit. Below the Wigner function for each state, the corresponding atomic qubit
state is shown. Where the distributions are displayed on the surface of a sphere,
inset next to each sphere the corresponding Lambert azimuthal projection is shown.
The Lambert azimuthal projections for these qubit states displays the similarities
between the qubit Wigner functions and the Fock states. The first three Fock-qubit
states ((a) - (c)), and similarly the first three discrete qubit states ((e) - (g)), are
all pure states. Where the density matrices for these states are |0〉 〈0|f , |1〉 〈1|f , and
(|0〉f + |1〉f )(〈0|f + 〈1|f )/2 for (a) - (c) respectively. Similarly, the states in (e) - (f)
are |↑〉 〈↑|a, |↓〉 〈↓|a, and (|↑〉a + |↓〉a)(〈↑|a + 〈↓|a)/2 respectively. The last column
shows examples of mixed states, where the state in (d) is (|0〉 〈0|f + |1〉 〈1|f )/2, and
the state in (h) is (|↑〉 〈↑|a+ |↓〉 〈↓|a)/2. The colourbar goes between ±2 for the Fock
states and ±(1 +√3/2) for the atomic states.
where ΠˆN (θ,φ) in the N -qubit kernel from Eq. (4.2). However, the simple case from
Eq. (5.1) needs to be considered first, and the regime for visualising these systems
will be considered in this section.
5.1.1 Fock State Qubits
Like the Wigner functions in Chapter 4, these hybrid Wigner functions can be used
to demonstrate interactions in a quantum information setting. Here, this can be
achieved by considering some of the HW states introduced in Chapter 2 as the two
levels of a qubit. In this chapter, two variations of HW qubits will be considered.
First of all, the natural choice of two Fock states as the two levels will be con-
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(a) (b) (c)
−(1 +√3) 1 +√3
Figure 5.2: Hybrid Wigner function representation for three examples of separable
states, where a two-level atom has been coupled to a field mode in a Fock state basis.
For this representation, the phase space for the field mode has split to represent
discrete point in phase space. At each of these discrete points, the Wigner function
for the two-level atom at that point in position-momentum phase space is plotted.
For these separable state, this produces an overall image of the field mode Wigner
functions with the atomic Wigner function identical at every point in phase space.
Albeit with amplitude and sign altered by the Wigner function for the field mode.
sidered. For simplicity, the first two states will be considered, these are the vacuum
state, |0〉f , and the single-photon Fock state, |1〉f .
It is standard practice to assign bit values to the two levels of a qubit when used
in a quantum information processing situation. For example, the two levels of an
atom considered in Chapter 4 are normally assigned as 0→ |↑〉a and 1→ |↓〉a. The
Fock states are therefore a natural choice as HW qubits since this assignment is
simply 0→ |0〉f and 1→ |1〉f . Further, since the Fock states form an orthonormal
basis, any two Fock states are orthogonal, a useful feature in the choice of two
levels. Note that the atomic states now have the subscript a, while the states for
the field mode have the subscript f , this is in order to avoid confusion, due to the
consideration of hybrid systems.
Examples states of a Fock state qubit are shown in Fig. 5.1. The Fig. 5.1 (a) -
(d) shows the Wigner functions for the Fock states with analogous qubit Wigner
function states below in Fig. 5.1 (e) - (h). Inset next to each of the atomic Wigner
functions, in Fig. 5.1 (e) - (h), a Lambert azimuthal area-preserving map of the
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Figure 5.3: Three examples of hybrid states of atoms coupled to Fock states. All
three states have the same reduced Wigner functions, shown in the fourth column
of Fig. 5.1. The three states are shown using the hybrid Wigner function methods,
highlighting the difference in the correlations in the states. The first state is mixed
with no correlations. The second state demonstrates a state that has classical correl-
ations. The third state is a pure state with quantum correlations within the hybrid
system.
qubit state is shown [80]. This maps a sphere onto a unit circle, where the north
pole is mapped to the centre and the south pole is around the edge of the unit
circle. the equator of the sphere is mapped to a concentric circle, with radius 1/
√
2
of the full radius of the circle. For a more in-depth discussion of this mapping, see
Appendix D.1.1.
Since this is an area-preserving mapping, it is a useful choice for Wigner func-
tions. The reason for using an area-preserving mapping, rather than an angle-
preserving mapping, is because area-preservation is useful when dealing with prob-
ability distribution functions. The integral over a volume is what determines probab-
ility. Area-preserving therefore translates to probability-preserving. The Lambert-
azimuthal mapping also allows for a full view of the qubit Wigner function, without
having to display what is out of view as is done on that back walls of the spherical
plots. The usefulness of this property of the mapping will become apparent later on
in this section.
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The Lambert azimuthal area preserving mapping is the mapping that is going
to be preferred for the rest of this chapter. This is since there will be a more
complicated procedure in how the correlations in these hybrid systems are going
to be displayed. As an example of the plotting technique for hybrid systems, it is
simplest to consider states whose reduced Wigner functions produce the states in
Fig. 5.1.
Figure 5.2 shows example hybrid Wigner functions for products of Fock states
coupled to qubit states. First, the state |0〉f | ↑〉a is shown in Fig. 5.1 (a), coupling the
two states in Fig. 5.1 (a) and Fig. 5.1 (e). The states are plotted by first discretizing
the HW Wigner function to points in position and momentum phase space. At each
of these set points in the HW phase space, the Wigner function is then calculated,
where the θ and φ variables at that point are plotted on a disk, where the Lambert
mapping is used. For example, the point at the origin of the state in Fig. 5.2 (a) is
calculated by taking W (q = 0, p = 0, θ, φ). Since this state is separable, the result
is simply the product of the two individual Wigner functions.
Transparency is then applied to each of the plots; for each point of position
and momentum, the transparency of the disk at that point is set proportional to the
maximum absolute value of function generated by θ and φ, i.e. maxθ,φ |W (q, p, θ, φ)|.
For the first state, this produces an overall picture of the HW vacuum state, |0〉f ,
with |↑〉a states at every point.
Applying this method to the other two states in Fig. 5.2 shows similar results.
Since these are all separable states, the overall picture of the HW Wigner function
is visible, with the Wigner function for the atom shown at every point of position
and momentum phase space. The difference for these other two states is that the
HW Wigner functions have negative values at some points in the HW phase space.
At these points, the sign of the atomic Wigner function is flipped. This can be seen
at the centre of the state, |1〉f | ↓〉a, in Fig. 5.2 (b) and slightly to the left in the
state, (|0〉f + |1〉f )(| ↑〉a + | ↓〉a)/2 in Fig. 5.2 (c).
In Figs. 5.1 (d) and (h), examples of an equal statistical mixture of the two levels
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are shown for both systems. There are multiple hybrid states that can produce these
mixed-state reduced Wigner functions for the field and the atom. This is why using
a hybrid Wigner function approach can be useful in understanding the correlations
present in a hybrid system. Three examples of full states states that can produce
these mixed-state reduced Wigner functions are shown in Fig. 5.3.
The first state shown in Fig. 5.3 (a) is a fully mixed state
1
4
(
|0〉 〈0|f + |1〉 〈1|f
)
(|↑〉 〈↑|a + |↓〉 〈↓|a) , (5.3)
that displays no correlations at all and is simply the tensor product of the individual
mixed states. The second state in Fig. 5.3 (b) is
1
2
(
|0〉 〈0|f |↑〉 〈↑|a + |1〉 〈1|f |↓〉 〈↓|a
)
, (5.4)
that displays classical correlations between the two subsystems. With the emergence
of the classical correlations comes more coherence in the state. The coherence can be
seen in the states around the outside, where the distributions at each point in phase
space are no longer uniform. The coherence can further be seen by the manifestation
of negative quasi-probabilities around the centre. Such classical correlations are
useful to understand since they differ from both a completely mixed state and a
state with quantum correlations. In this case there is a 50% chance the state |↑〉a is
found, resulting in the field mode being in the vacuum state |0〉f . Or a 50% chance
a state |↓〉a is measured, resulting in the single-photon Fock state in the field mode.
However, this probability is classical and does not violate any Bell inequality, and
is equivalent to just flipping a coin.
The third state in Fig. 5.3 (c), however is a state that will violate Bell inequality
tests and is fully entangled. It is what will be referred to as a Bell-Fock state
1√
2
(
|0〉f |↑〉a + |1〉f |↓〉a
)
. (5.5)
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The choice of naming ‘Bell-Fock’ state can be understood in that the form is similar
to the Bell state introduced in Fig. 4.5 (i) - (l). In Fig. 4.5, there are four examples
of Bell states, note that these variations can be made with Bell-Fock states. The
difference with the Bell-Fock states is that one of the |↑〉a states has been replaced
by |0〉f , likewise one of the |↓〉a states is replaced by |1〉f . Any of these entangled
Bell-Fock states will then produce the same reduced Wigner functions, but each will
have unique hybrid Wigner functions.
This further demonstrates the need for a hybrid Wigner function approach in
looking at coupled systems of these kinds. Not only can the type and amount of
correlations be discerned visually, but individual characteristics within the same
type of states can be discerned. A signature that is shared between the four Bell-
Fock states is the apparent twisting of the qubit Wigner function around the HW
phase space, as can be seen in the Bell-Fock state in Fig. 5.3. There is a strong
dependence of spin direction of the atom on the position and momentum of the
Fock state. This dependence is in essence the definition of entanglement in a pure
state such as this.
This signature twisting in phase space as an indication of quantum correlations
can be seen beyond the simple coupling of a field mode to an atom. Similar signatures
are found in Ref. [57] for a spin-orbit coupled state. There it was possible to show
that these same phase-space methods can be used to show atomic orbitals, giving a
more complete picture of the probability density of an atom. Following a procedure
similar to that found in Ref. [81, 82], the HW Wigner function was used to act as
the position and momentum of the atom, where the spin-Wigner function was the
spin of the electron at that point in the atom. When this technique is applied to a
spin-orbit coupled state, the resulting image in Fig. 5.4 occurs. This state produced
the same patterns that can be seen in the Bell-fock state in Fig. 5.3.
This is a further example of how entanglement can appear as asymmetry in
certain slices. The quantum correlations that emerge here have nothing to do with
the negativity oscillations as they do in many cases, it is purely a result of the spatial
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Figure 5.4: An example of spin-orbit coupling taken from Ref. [57]. This is a reduced
Wigner function of the x− and y− position axes, with the momentum degrees
of freedom integrated out. The coupling between the spin and spatial degrees of
freedom can be seen in the spin dependence of the position. The spin-orbit coupling
manifests as twisting around phase space, showing similar quantum correlations to
the entangled state in Fig. 5.3 (c).
108 Visualization of Correlations in Hybrid Quantum Systems
dependence on the spin degree of freedom. The detail of the spin-orbit coupling in
Fig. 5.4 outlines the advantage of a composite Wigner function approach for atomic
orbitals, due to the importance spin plays in chemical reactions. Furthermore, it
holds promise to replace methods used more broadly in the community, such as spin
textures, as it is straightforward to add more spins into the system with techniques
taken from Section 4.
5.1.2 Coherent State Qubits
An alternative to using Fock states as HW qubits is to use two coherent states as
the two levels. One drawback is that no two coherent states are orthogonal, since
any two coherent states have non-zero overlap. However, given sufficient distance
between the two coherent states, the overlap is negligible. The two coherent states
that will be considered will therefore be for |α〉f and |−α〉f for α = 3. Unless stated
otherwise, it should be assumed from now on that, in all examples shown, |α〉f will
be a coherent state at α = 3.
A comparable figure to Fig. 5.1 for coherent state qubits is shown in Fig. 5.5.
It is demonstrative of how a coherent state qubit works. Each of the two coherent
states at |α〉f and |−α〉f correspond to the two levels of the qubit, onto which
one could encode quantum information with bit values 0 and 1 respectively. The
superposition of these two then generates the Schro¨dinger cat state. Any change
in phase, equivalent to rotation around the equator on the Bloch sphere, is then
visible by a shift in the interference terms between the two coherent states. Finally,
a statistical mixture of the two states is then displayed in Fig. 5.5 (d), visible as two
coherent states with no interference terms between them.
How do the quantum correlations now present, when hybridizing these two
choices of qubit? By using the same hybrid phase-space methods used for the Fock
states, hybrid coherent states will now be considered. The couplings |α〉f |↑〉a and
|−α〉f |↓〉a are straight-foward and so will not be shown here. |α〉f |↑〉a will be the
same as |0〉f |↑〉a in Fig. 5.1, just displaced to a different point in HW phase space.
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(e) (f) (g) (h)
Figure 5.5: Example basis states for a using two coherent states as the two levels of
a qubit. Below the Wigner function for each coherent state qubit, the corresponding
atomic qubit state is shown. Where the distributions are displayed on the surface of
a sphere, inset next to each sphere the corresponding Lambert azimuthal projection
is shown. Like in Fig. 5.1, the first three columns ((a) - (c) and (e) - (g)) are all
pure states. The density matrices for these states are |α〉 〈α|f , |−α〉 〈−α|f , and
(|α〉f + |−α〉f )(〈α|f + 〈−α|f )/2 for (a) - (c) respectively. Similarly, the states in
(e) - (f) are |↑〉 〈↑|a, |↓〉 〈↓|a, and (|↑〉a + |↓〉a)(〈↑|a + 〈↓|a)/2 respectively. The choice
of coherent states are such that they are sufficiently far away from one another to
ensure the overlap between the two, although not zero, is negligible. This results
in the superposition of the two levels generating a Schro¨dinger cat state, that can
be seen in (c). In the last column, we take the mixed-state version Schro¨dinger cat
state generating the statistical mixture of the two coherent states giving the state
(|↑〉 〈↑|a + |↓〉 〈↓|a)/2 in (h). Similarly, the state in (h) is (|↑〉 〈↑|a + |↓〉 〈↓|a)/2.
Likewise, |−α〉f |↓〉a will be similar, just with the qubit pointing in the opposite
direction.
An example of the Schro¨dinger cat state coupled to a qubit in superposition is
shown in Fig. 5.6. Much like the comparable state in Fig. 5.1, the qubit Wigner
function is same all over HW phase space, with the amplitude varying. The amp-
litude at each point in phase space corresponds directly to the Wigner function for
the state in the field mode. Like the states in Fig. 5.1, where the negative oscil-
lations occur in the HW Wigner function, the qubit Wigner function values then
invert. These observation give a clear indication that this is a separable state.
It is useful to now consider the signatures that reveal whether a state is not sep-
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(a)
(b)
(c)
Figure 5.6: Example of Schro¨dinger cat state coupled to qubit in superposition.
Shown is first in (a) the reduced HW phase space for the Schro¨dinger cat state.
The reduced Wigner function for the qubit is then shown in (b), where the Lambert
azimuthal projection is shown in the inset next to it. The hybrid phase space of the
coupled state is then shown in (c). Since this is a separable state, a similar pattern
to the states in Fig. 5.2 is seen. The shape of the reduced Wigner function for the
field mode can be seen in the hybrid Wigner function, where at every point in the
phase space the reduce Wigner function for the atom is repeated everywhere.
arable. Similarly to Fig. 5.3, different states that produce the same reduced Wigner
functions will be considered, all with different types and levels of correlations. The
reduced states are again the mixed states for field mode and the atom in Figs. 5.5 (d)
and (h), both reproduced in Figs. 5.7 (a) and (b) respectively. Figs. 5.7 (c) - (f)
then show four different states that share these reduced Wigner functions. The first
state in Fig. 5.7 (c) is simply the product of the two mixed states,
1
4
(
|α〉 〈α|f + |−α〉 〈−α|f
)
(|↑〉 〈↑|a + |↓〉 〈↓|a) , (5.6)
with no correlations present.
The following three states can all be described by the same state
1
2
( |α〉 〈α|f |↑〉 〈↑|a + η |α〉 〈−α|f |↑〉 〈↓|a
+ η |−α〉 〈α|f |↓〉 〈↑|a + |−α〉 〈−α|f |↓〉 〈↓|a
)
,
(5.7)
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Figure 5.7: Examples of four Hybrid states that produce the same reduced Wigner
functions. All four states have different levels of classical and quantum correlations.
The reduced Wigner functions are shown on the left, where the Wigner function for
the reduced field mode is shown in (a). The reduced Wigner function for the atom
is shown in (b). Both of these states are the respective fully mixed states for their
qubit structures. The state in (c) is simply the tensor product of these two mixed
states. The states in (d) to (e) can all be described by Eq. (5.7) with different values
of η, corresponding to different levels of entanglement. When η = 0, indicating no
entanglement, this produces just classical correlations shown in (d). By increasing η,
the quantum correlations increase. The manifestation of these quantum correlations
can be seen in (e) and (f) that have values of η = 0.5 and 1 respectively.
shown in Figs. 5.7 (d) - (f) for varying values of η, where η determines the level
of entanglement between the two states. Starting with η = 0 in Fig. 5.7 (d), this
results in a state with no quantum correlations, just classical correlations between
the field and the atom. Like Fig. 5.3 (b), this can be seen as a 50-50 probability
of finding |α〉 〈α|f |↑〉 〈↑|a or |−α〉 〈−α|f |↓〉 〈↓|a. In this case, it is much easier to
discern these classical correlations, as there are all |↑〉a states in the |α〉f coherent
state, and likewise |↓〉a states in the |−α〉f coherent state.
The next two states are then the result of increasing η, where the two states are
for η = 0.5 and η = 1 in Figs. 5.7 (e) and (f) respectively. In these two states the
classical correlations present in Fig. 5.7 (d) remain, with an increase in quantum
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correlations. The increase of quantum correlations can be seen by the emergence of
interference terms between the two coherent states. These interference terms have
an interesting signature in that they all resemble that of traceless states – that is,
they are the Wigner functions for operators that have trace zero. In fact, the state at
the very centre of the quantum correlations is the Wigner function for the σˆx Pauli
matrix. From the Stratonovich-Weyl correspondence S. W. 3, this traceless property
means at these points that
∫
Ω
dΩW (Ω) = 0, revealing why these correlations are lost
when taking the reduced Wigner functions. For the hybridization of coherent state
qubits with a two level atom, the manifestation of these traceless states is therefore
the signature to look for when discerning quantum correlations.
There are two main components of this type of hybrid state that one needs to
look for to understand the correlations. The first is the classical correlations in the
two coherent states, these are the correlations that can be found in Fig. 5.7 (d) and
are manifested by two different atomic states in each of the two coherent states.
The second is the manifestation of traceless states, found between the two coherent
states, appearing as the main signature of quantum correlations for this type of
state.
5.2 Evolution of Hybrid Quantum Systems
The signatures that reveal different types of correlation between quantum systems
have now been identified. Given these signatures, it is now useful to apply this
analysis to more realistic models of quantum systems.
5.2.1 Jaynes-Cummings Model
The first model to consider is the textbook Jaynes-Cummings model [76]. The
Jaynes-Cummings model demonstrates a simple interaction between a field mode
and a two-level atom. This, of course, can be adapted for any number of field modes
or atoms levels. However, a single field mode and single two-level atom is sufficient
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for the current analysis.
The Jaynes-Cummings model is made up of three parts. There is the part that
acts on just the field, a part that acts on the qubit, and then there is the interaction
term. Since the interest here is simply in the interaction between the two systems,
the first two parts will be ignored. This results in the use of an interaction picture
Hamiltonian for the Jaynes-Cummings Model of
HˆJC = ω
(
aˆ†σˆ− + aˆσˆ+
)
, (5.8)
in the rotating wave approximation.
The Jaynes-Cummings model has been studied in depth already. Therefore, any-
one familiar with the model will not be particularly surprised by the forthcoming
results using a hybrid visualization approach. The goal here is to show how hybrid
Wigner function approach can reveal much more information about the interac-
tion than other phase-space methods that have been used to treat this model. To
demonstrate these methods, two initial conditions will be used, demonstrating the
manifestation of different types of quantum correlations that can arise within this
model.
These two initial conditions follow the states that have been explored earlier in
the section; these are the Fock states and the coherent states.
Fock State Qubits
When considering Fock states in the Jaynes-Cummings model, an interesting process
of continuous sharing quantum information between the two systems occurs. In
general, given an initial Fock state |N〉f and coupling it a qubit |↑〉a, the state
will then continuously fluctuate between |N〉f |↑〉a and |N + 1〉f |↓〉a. Where half
way between the transition, a superposition of the two states is generated, creating
Bell-Fock type state. This process is particularly useful from a quantum information
point of view, not only to view the generation of a Bell pair, but also to visualize how
quantum information is shared between two qubits in a realistic quantum system.
114 Visualization of Correlations in Hybrid Quantum Systems
(a) (b)
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Figure 5.8: The hybrid Wigner functions for two points in the evolution of the
Jaynes-Cummings model with initial state |0〉f |e〉a. During the evolution of the
Jaynes-Cummings model with this excited state, two entangled Bell-Fock states are
generated before returning to the initial state again. The two entangled Fock-States
are shown here, where the first one in (a) is the state (|0〉f |e〉a − i |1〉f |g〉a)/
√
2.
The second entangled Bell-Fock state in the evolution is shown in (b), where the
state is (|0〉f |e〉a + i |1〉f |g〉a)/
√
2. The signature of entanglement in these states
can be seen in the DV Wigner function dependence on the value of the CV Wigner
function, similarly to the example state in Fig. 5.3 (c). Figure taken from Ref. [56].
To relate to earlier results, the initial state will be chosen as N = 0. This results
in a fluctuation between |0〉f |↑〉a and |1〉f |↓〉a, where the state at time t is
|Ψ(t)〉 = cos(ωt) |0〉f |↑〉a − i sin(ωt) |1〉f |↓〉a . (5.9)
This evolution is therefore cyclic, where one period starts from t = 0 then returning
to the initial state at t = pi/ω. During one period of Eq. (5.9), two Bell-Fock states
are generated at t = pi/4ω and t = 3pi/4ω, where
∣∣Ψ( pi
4ω
)〉
=
1√
2
(
|0〉f |↑〉a − i |1〉f |↓〉a
)
, (5.10)∣∣Ψ( 3pi
4ω
)〉
=
−1√
2
(
|0〉f |↑〉a + i |1〉f |↓〉a
)
. (5.11)
These two Bell-Fock states differ slightly from the example Bell-Fock state in Fig. 5.3.
This difference can be seen in Eq. (5.10) and Eq. (5.11) in the i term in the state.
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The difference from this phase in the hybrid Wigner functions can be seen in
Fig. 5.8, where the states in Eq. (5.10) and Eq. (5.11) have been plotted. Both of
the entangled states in Fig. 5.8 have the same twisting around phase space as can be
seen in the Bell-Fock state from Fig. 5.3 (c). However, each state is rotated around
the z-axis of the atom by a factor of pi/2. Note that the reduced Wigner functions
have not been plotted here. This is because the reduced Wigner function for all the
of the Bell-Fock states of this type are the same.
To get a full appreciation of this evolution, there is a video to be released along
side Ref. [56] that can be found in Ref. [83] that shows the full evolution. The full
evolution demonstrates the power in this hybrid visualization tool in appreciating
the swapping of quantum information between two systems.
Coherent State Qubits
An alternative initial condition for the Jaynes-Cummings model is to displace the
vacuum state, starting with a coherent state. As with the previous example coherent
states in Fig. 5.5, the initial coherent state |α〉 will be set for α = 3. During this
evolution, quantum information instead manifests in the form of a Schro¨dinger cat
state. Another difference is the state does not continuously fluctuate between two
states. There is instead a well-known collapse and revival of the Rabi oscillations
throughout the evolution [84–86], where the revival of the Rabi oscillations happens
at t = tr.
Figure 5.9 shows three snapshots of interesting points in the evolution of the
Jaynes-Cummings evolution with a coherent state as the initial state. A plot of
the von Neumann entropy of the qubit over time is shown in cyan in Fig. 5.9 (a),
and the qubit inversion (〈σˆz〉), demonstrating the Rabi oscillations, is shown in red.
These are standard metrics used to understand the process of the state during the
evolution. They are added here to relate characteristics of the state at these points
in the evolution to the signatures that arise from the hybrid Wigner function.
The first of these three points, indicated by the blue line in Fig. 5.9 (a), is at
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Figure 5.9: The Wigner functions for three points in the evolution of the Jaynes-
Cummings model with initial state |α〉f |e〉a, where α = 3. The graph in (a) shows
the von Neumann entropy of the qubit in cyan and the qubit inversion (〈σˆz〉) in
red throughout the entire evolution. The three points are marked out on this graph
by vertical coloured lines. The first point is at approximately t ≈ tr/9, where tr is
the revival time of the Rabi oscillations. The Wigner functions for the state at this
point are shown in (b), (c), and (d), showing a very highly entangled state. The
second point is at t ≈ tr/2 and is shown in (e), (f), and (g), where the atom and
field mode have decoupled, showing signatures of a separable Schro¨dinger cat state.
The last point is as t = tr where the Wigner functions are shown in (h), (i), and (j).
The colour bar values go between ±2 for the reduced Wigner functions for the field
mode in (b), (e), and (h), ±(1 +√3)/2 for the reduced atomic Wigner functions in
(c), (f), and (i), and between ±(1 +√3) for the hybrid Wigner functions in (d), (g),
and (j). This figure has been adapted from Ref. [56]
t ≈ tr/9, which is a local maximum of the entropy, nearing the collapse of the Rabi
oscillations. The Wigner functions for this state are shown in Figs. 5.9 (b) - (d).
At this point in the evolution, it becomes more clear that a Schro¨dinger cat state is
forming in the field mode, as can be seen in Fig. 5.9 (b). Although the two ‘cats’ have
not yet completely separated, as there is a considerable degree of overlap remaining.
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There are, however, signatures in this state that are similar to the entangled Bell-
Cat state from Fig. 5.7. By looking at the hybrid Wigner function in Fig. 5.9 (d),
the atomic state in the top ‘cat’ is pointing in almost orthogonal direction to the
atomic state in the bottom ‘cat’, this satisfies the classical correlation aspect for
this type of state. Further, the interference terms in the middle have strong enough
positive and negative quasi-probabilities that they appear to be close to traceless
states. With these observations, one can see that this state has the signatures of a
Bell-cat state.
The second point of interest is around t ≈ tr/2, indicated by the pink line where
the Wigner functions are shown in Figs. 5.9 (e) - (g). This point in the evolution
is towards the end of where the Rabi oscillations have collapsed, and the entropy
has reached a local minimum. At this point in the evolution, the two ‘cats’ have
separated, forming a very strong Schro¨dinger cat state in the field mode. The
correlations in this state are very similar to those in the separable state in Fig. 5.6.
The separability of the two systems can be seen in the reduced Wigner functions,
Figs. 5.9 (e) and (f), where there is an almost-pure spin state. The hybrid Wigner
function in Fig. 5.9 (g) shows this spin state at all points, altered only by the
amplitude of the field mode at each point in phase space.
The last snapshot is when the Rabi oscillations have revived, indicated by the
yellow line in Fig. 5.9 (a) with Wigner functions in Figs. 5.9 (h) - (j). At this
point, the overall state is nearing a coherent-like state, where the spins of the atoms
are pointing in the same direction. However, there is some residual entanglement,
causing interference patters towards the centre of the field mode.
5.2.2 Tavis-Cummings Model
There are various ways the Jaynes-Cummings model has been extended to accom-
modate different types of system. One of the best known of these is the Tavis-
Cummings model [87], that considers a similar evolution with multiple atoms, where
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in the interaction picture
HˆTC =
N∑
i
(
aˆ†σˆ(i)− + aˆσˆ
(i)
+
)
, (5.12)
where σˆ
(i)
± is the operator σˆ± that acts on the i
th atom.
There have been previous phase-space treatments for the evolution of this model [79],
where the authors considered the atoms as one big spin, using the Dicke state map-
ping. Although, using the multi-qubit the visualization techniques from Chapter 4
and combining them with the hybrid Wigner function here, it is possible to represent
this evolution in phase space without taking such a mapping.
An interesting part of the Tavis-Cummings model is the process of cat swap-
ping [79], where entanglement in the atoms is swapped between the atoms and the
field mode. By increasing the number of field modes, this can further be exten-
ded to hybrid entanglement swapping [88]. Entanglement swapping in general has
seen much attention [89], where it can be used for state generation and purifica-
tion [90, 91]. However the simpler case of swapping Schro¨dinger cat states will be
considered here, where the interaction between one field mode and a collection of
two-level atoms will be treated.
When considering the Jaynes-Cummings model with an initial vacuum state,
there is swapping of information between the atom and the field mode. The atom
would go from the excited state to the ground state, as the atom falls to the ground
state, the vacuum state in the field mode will move to the single-photon state.
Representing this process in phase space allows a visualization of the swapping of
quantum information between the atom and the field mode. Moving this to the
Tavis-Cummings model, it is possible to start with an atomic Schro¨dinger cat state
and watch how the quantum information is transferred from the atoms to the field
mode.
To demonstrate this effect, and keeping in line with previous examples, this
will be demonstrated with both two-qubit and five-qubit atomic Schro¨dinger cat
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(i) (j) (k) (l)
Figure 5.10: Example of multi-qubit atomic states in comparison to analogous
coherent state qubits. Where now the eigenstates of σˆx are considered. The states
in this figure follow a similar pattern to those in Fig. 5.1 and Fig. 5.5. Here, (a)-
(d) show the coherent state qubit examples. Directly below are the two-qubit ex-
amples in (e)-(h). In the last row, (i)-(l), examples of the corresponding five-qubit
states are shown. The first three columns ((a) - (c), (e) - (g) and (i) - (l)) are
all pure states for the respective systems. The density matrices for these states
are |α〉 〈α|f , |−α〉 〈−α|f , and (|α〉f + |−α〉f )(〈α|f + 〈−α|f )/2 for (a) - (c) respect-
ively, like in Fig. 5.5 (a) - (c). Similarly, the states in (e) - (f) are the two-qubit
pure states |σˆx; 1〉 〈σˆx; 1|⊗2a , |σˆx;−1〉 〈σˆx;−1|⊗2a and (|σˆx; 1〉⊗2a +|σˆx;−1〉⊗2a )(〈σˆx; 1|⊗2a +
〈σˆx;−1|⊗2a )/2 respectively, where |ψ〉⊗2 = |ψ〉⊗ |ψ〉. And in the last column the fig-
ures (i) - (k) are the five-qubit pure states |σˆx; 1〉 〈σˆx; 1|⊗5a , |σˆx;−1〉 〈σˆx;−1|⊗5a , and
(|σˆx; 1〉⊗5a + |σˆx;−1〉⊗5a )(〈σˆx; 1|⊗5a + 〈σˆx;−1|⊗5a )/2 respectively. From this last state,
(k), the real analogy can be drawn between atomic Schro¨dinger cats and Schro¨dinger
cats in a field mode. This is highlighted when the Lambert projection is shown in
(k) and (l). Showing the two coherent states and the quantum correlations between
in (k). This can further be shown in the mixed state comparisons in the last column,
where (d) shows the mixture of two coherent states (|α〉 〈α|f + |−α〉 〈−α|f )/2. The
discrete analogues for the two-qubit and five-qubit states in (h) and (l) with states
(|σˆx; 1〉 〈σˆx; 1|⊗2a +|σˆx;−1〉 〈σˆx;−1|⊗2a )/2 and (|σˆx; 1〉 〈σˆx; 1|⊗5a +|σˆx;−1〉 〈σˆx;−1|⊗5a )/2
respectively. The colour bar goes between ±2 in (a)-(d), and ±((1 + √3)/2)N in
(e)-(l).
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states. Since one of the features of interest in this evolution is the process of cat
swapping, the initial states will be in the form of atomic Schro¨dinger cat states. To
demonstrate these initial states, Fig. 5.10 shows examples of 2- and 5-qubit atomic
Schro¨dinger cat states in Figs. 5.10 (e) - (h) and Figs. 5.10 (i) - (l) respectively, while
the equivalent HW states are shown in Figs. 5.10 (a) - (d). Fig. 5.10 is similar to
Fig. 5.5, comparing different bases to generate a Schro¨dinger cat state in different
systems. However, the basis of the two levels of the atomic states has now been
rotated into the x axis, where now the eigenstates of σˆx are considered, rather than
the eigenstates of σˆz as shown in Fig. 5.5.
The first two columns, Figs. 5.10 (a), (e) and (i), and Figs. 5.10 (b), (f) and (j),
show the two coherent states that make up the bases in the different systems re-
spectively. This choice of basis and the Lambert azimuthal projection in the inset
allows a much more direct comparison between the systems. The third column,
Figs. 5.10 (c), (g) and (k), shows the Schro¨dinger cat states for the three different
systems. Where when the number of atoms is increased, and taking the Lambert
azimuthal slice, the similarities between the form of these states becomes clearer.
These atomic states will be the ones that will be chosen for the initial states for the
Tavis-Cummings model evolution. Finally, in the last column, Figs. 5.10 (d), (h)
and (l), the statistical mixture of the two coherent states is shown for each system,
demonstrating how the oscillations in all three systems are what determines the
‘cattiness’ of the state and providing the signature of the quantum correlations in
these states.
Two Atoms
Consideration of the Hamiltonian in Eq. (5.12) will begin with the two-qubit case,
with an initial state
1√
2
|α〉f (|↑↓〉+ |↓↑〉) . (5.13)
The hybrid and reduced Wigner functions for this state is shown in Fig. 5.11. As
would be expected, this presents as a coherent state in the field mode, where the
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(a)
(b)
(c)
Figure 5.11: The initial state for the two-qubit Tavis-Cummings model. The
reduced Wigner functions for the field mode and the atom are shown in (a) and
(b) respectively. The hybrid Wigner function is shown in (c), showing the state
|α〉 (|↑↓〉 + |↓↑〉)/√2. The colour bar goes between ±2 in (a), ±(1 +√3/2) in (b),
and ±(2 +√3) in (c)
atomic Wigner function shows the entangled two-qubit state at all points phase
space.
Further points in the evolution of the two-qubit Tavis-Cummings model can be
found in Fig. 5.12, where snapshots of points comparable to Fig. 5.9 are taken.
Likewise, the von Neumann entropy is shown in cyan, where this time it is the
entropy of the two atoms, not just one, that is needed in order to calculate the
coupling between the qubits as a pair with the field mode. The qubit inversion is
again shown in red, this time taking 〈σˆ(1)z 〉.
Like Fig. 5.9, the first point of interest is the first local maximum of entropy,
indicated in Fig. 5.12 (a) by the blue line. The Wigner functions for the state at
this point in the evolution are shown in the blue box in Figs. 5.12 (b) - (d). This
shows a similar pattern of a Schro¨dinger cat state forming in the field mode, where
the atomic states in each of the two cats are pointing in orthogonal directions. With
an increase in the number of qubits, the Wigner functions for the equal-angle slice
changes from earlier sections, forming more like the two-qubit coherent states in
Fig. 5.10.
A notable change here is the different structure of the traceless states that
manifest as a consequence of quantum correlations. These traceless states are now
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Figure 5.12: The Wigner functions for three points in the evolution of the Tavis-
Cummings model with initial state |α〉f (|↑↓〉a + |↓↑〉a)/
√
2. The graph in (a) shows
the von Neumann entropy of the two qubits in cyan and the qubit inversion (〈σˆ(1)z 〉)
in red throughout the entire evolution. The three points are marked out on this
graph by vertical coloured lines. The Wigner functions for the first point are shown
in (b), (c), and (d), showing an entanglement between the field mode and the qubits.
The second point is shown in (e), (f), and (g), where the atom and field mode have
decoupled, where the atomic Schro¨dinger cat state has been swapped into the field
mode, showing a spin coherent state in the atomic state and a Schro¨dinger cat
state in the field mode. The last point is a at the point of the revival of the Rabi
oscillations at t = tr, where the Wigner functions are shown in (h), (i), and (j). The
colour bar values go between ±2 for the reduced Wigner functions for the field mode
in (b), (e), and (h), ±(1 + √3/2) for the reduced atomic Wigner functions in (c),
(f), and (i), and between ±(2 +√3) for the hybrid Wigner functions in (d), (g), and
(j).
products of single-qubit operators, generating different signatures in the equal-angle
slice. However, the property that the overall positive volume is equal to the overall
negative volume remains the same. This pattern can be seen in the interference
terms in this first entangled Schro¨dinger cat state.
The second point of interest is shown in Fig. 5.12 (a) by the pink line, where the
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Wigner functions are shown in the pink box Figs. 5.12 (e) - (g). At this point in the
evolution, the field and the atoms are decoupling from the entanglement generated
in the previous state. This is where the information from the qubit has transferred
to the field mode, swapping the atomic Schro¨dinger cat state to a Schro¨dinger cat
state in the field mode. The atom is in an almost-pure spin coherent state at every
point in phase space, where the HW Wigner function shows the definite signature
of a Schro¨dinger cat state. The fact that the hybrid Wigner function is almost a
direct product of the two reduced Wigner functions is demonstrative of the extent
that the two systems have decoupled.
The third point, like Fig. 5.9, is during the revival phase, and is at the point of
the yellow line in Fig. 5.12 (a). At this point, the cat was swapped back, resulting
in the atomic Schro¨dinger cat state being returned, as can be seen in the Wigner
functions for this state in Figs. 5.12 (e) - (g). In the field mode, in Fig. 5.12 (e), a
state similar to that in Fig. 5.9 is present. Along with this, similar patterns emerge
in the hybrid Wigner function in Fig. 5.12 (j), where there are atomic cat states in
the main coherent lump on the left-hand side, with some residual entanglement in
the part that resembles a Fock state.
Five Atoms
Demonstrations of how quantum information can be shared between discrete variable
system (atoms) and continuous variable systems (a field mode) have so far been given
in this section. This has so far been shown for both one-qubit and two-qubit models,
where the form of the shared information has differed. In the one-qubit case, it was
shown how information from an excited atom can be transferred to the field mode,
as the atom falls to its ground state causing the field mode to go from its vacuum
state to a single-photon Fock state.
In contrast, in the two-qubit case, it was shown how a Scho¨dinger cat state can
be transferred to the field mode from a two-atom state. For the two-qubit Tavis-
Cummings model, this was achieved by having the field mode initially in a coherent
124 Visualization of Correlations in Hybrid Quantum Systems
state |α〉, at α = 3. This was done in order for the cat to faithfully swap from the
two-atom state into the field mode.
Now, considering the five-qubit Tavis-Cummings model, we investigate how
quantum information can be shared from an initial atomic Scho¨dinger cat state
to a field mode in the vacuum state, to see how this compares to both the one-qubit
and two-qubit models considered earlier in this Chapter. This will give the initial
hybrid state
1√
2
|0〉f
(
|σˆx; 1〉⊗Na + |σˆx;−1〉⊗Na
)
. (5.14)
Like the Jaynes-Cummings model, with a vacuum initial state, information is
transferred back and forth between the atom and the field modes with each cycle of
the Rabi oscillations. However, like the coherent state case, these Rabi oscillations
collapse and revive over time, meaning that there is not a perfect transfer of quantum
information from the initial atomic Schro¨dinger cat state the the field mode. This
will give an opportunity to consider the hybrid Wigner function as a tool for un-
derstanding impurities in a system, allowing an understanding of increased entropy
between the systems.
Figure 5.13 shows the evolution of the initial state in Eq. (5.14) with the five-
atom Tavis-Cummings model Hamiltonian. Here, two periods of the Rabi cycle are
shown, starting with the intial state. The next point is then after one cycle of the
Rabi oscillations where the Schro¨dinger cat state has first been transferred to the
field mode. Following is after the second cycle of the Rabi oscillations, where the
Schro¨dinger cat state has returned to the atoms, regenerating a five-qubit atomic
Schro¨dinger cat state.
The initial state is shown in Figs. 5.13 (a) - (c), where, as expected, there is a
vacuum state in the field mode and a five-atom Schro¨dinger cat state. This produces
the hybrid Wigner function of an envelope of a coherent state where there is a GHZ
state at every point in phase space. Note here that the colour bar has been slightly
adapted from earlier figures, this is in order to highlight the oscillations in the GHZ
state. The range of position and momentum has also been decreased, in order to
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more clearly see the finer detail in the atomic states.
Figures 5.13(d) - (f) show the point at which the Schro¨dinger cat state has been
swapped to the field mode. In Fig. 5.13 (d) the reduced Wigner function for the field
mode shows the Schro¨dinger cat state, while Fig. 5.13 (e) shows the reduced Wigner
function for the atoms, in the equal-angle slice. Since the quantum information has
left, the atomic state now resembles an atomic coherent state. However, since the
transfer in this model is not a perfect state transfer, like in the Jaynes-Cummings
model example, the atomic coherent state appears somewhat squeezed. Inspection
of the hybrid Wigner function in Fig. 5.13 (f) reveals why this is the case. At
some points in phase space, the coherent state has more faithfully transferred to the
atomic state, however at most points residual entanglement can be seen in the full
state.
Next in Figs. 5.13 (g) - (i) is the point where the Schro¨dinger cat state returns
to the atom. Like in Figs. 5.13 (d) - (f), this is not a perfect transfer of quantum
information as impurities can be seen in both the reduced Wigner functions in
Figs. 5.13 (g) and (h) for the field mode and the atoms respectively. The main
difference can be seen in the atomic Wigner function in Fig. 5.13 (h) where the
oscillations in the GHZ state are lower in amplitude. However, only when looking
at the hybrid Wigner function in Fig. 5.13 (i) it is clear why there is this decrease
in amplitude. Here, it can be seen at the origin of the field mode, a strongly formed
GHZ state is present, however as you get further away from the centre, imperfections
appear in the full quantum state.
From these three points in the initial Rabi oscillations for the Tavis-Cummings
model, it can be seen by considering the hybrid Wigner function how information
transfers from one system to the other. Further, it shows how the transfer has not
been perfect, displaying noise around the full phase space, indicating a non-zero
entropy in the system.
However, a high-entropy system may be what is desired in this information
transfer, as in the Jaynes-Cummings model where, at the points between the transfer
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Figure 5.13: Points in the five-qubit Tavis-Cummings evolution with an initial state
of |α〉f
(|σˆx; 1〉⊗5a + |σˆx;−1〉⊗5a ) /√2. The top row, (a), (d) and (g), show the reduced
Wigner functions for the field mode, with the reduced atomic Wigner functions inset
in (b), (e) and (h). The hybrid Wigner functions for these states are shown in the
bottom row, in (c), (f) and (i) respectively. Note that for all the atomic Wigner
functions, the equal-angle slice has been taken. This figure shows the evolution
from the initial state in (a)-(c) to where the quantum information transfers to the
field mode in the form of a Schro¨dinger cat state in (d)-(f) and then returns to the
atomic state in (g)-(i), albeit with some noise from an imperfect transfer of quantum
information. Note here how there is a difference in the colourbar from earlier figures,
this was done in order to highlight the oscillations in the atomic Schro¨dinger cat
states. The maximum and minimum values are ±2 for the Wigner function for the
field mode, ±((1 +√3)/2)5 for the five-qubit Wigner function, and ±2((1 +√3)/2)5
for the Hybrid Wigner function.
of the information, there were highly entangled states generated between the atom
and the field mode. This is also the case in the five-atom Tavis-Cummings model.
These highly entangled midpoints are shown in Fig. 5.14, where Figs. 5.14 (a)
- (c) show a point between the first two points in Fig. 5.13 and Figs. 5.14 (d) - (f)
show a point between the second and third points in Fig. 5.13.
At both points, it can be seen in the reduced Wigner functions that there is
a drop in quantum correlations for what would be expected for a Schro¨dinger cat
state in either systems. Further the reduced Wigner function for the atomic states in
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Figure 5.14: The Wigner function for two points in the five-qubit Tavis-Cumming
model. The points chosen here are between the points in the evolution shown in
Fig. 5.13, where (a)-(c) is between the first two points of Fig. 5.13, and (d)-(f) are
between the second and third points in Fig. 5.13. Fig. 5.13 showed the points at
which the information had been transferred between the systems, are points where
the information is halfway through being transferred, creating entangled hybrid
Schro¨dinger cat states. The colour bar values go between ±2 for the reduced Wigner
functions for the field mode in (b), (e), and (h), ±((1 + √3)/2)5 for the reduced
atomic Wigner functions in (c), (f), and (i), and between ±2((1 +√3)/2)5 for the
hybrid Wigner functions in (d), (g), and (j).
Figs. 5.14 (b) and (e) shows the two atomic coherent states moving closer together
in phase space.
In the hybrid Wigner functions in Figs. 5.14 (c) and (f) the two atomic coherent
states can been seen in each of the field-mode Schro¨dinger cats, where they are
pointing in different directions in each of the cats, at the top and the bottom of
the figures, in the field mode. Between the two cats, in the centre of Figs. 5.14 (c)
and (f), the emergence of quantum correlations from the entanglement between the
different systems can be seen from the manifestation of traceless states.
It can further be seen that the first entangled state in Fig. 5.14 (c) is much
cleaner that the state in Fig. 5.14 (f) later on in the evolution. The atomic states in
Fig. 5.14 (c) are quite pure with little noise when far away from the correlations in
the centre. However, the atomic states in Fig. 5.14 (f) are far more noisy, where the
purest atomic coherent state exhibits some level of quantum interference, shown by
the increased manifestation of negative quasi-probabilities.
By taking a hybrid approach to phase-space methods, rather than just analyzing
the reduced Wigner functions, it is now possible to understand where increases in
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entropy come from, or to further see the decrease in amplitudes of Rabi oscillations
in these hybrid systems. Another interesting feature is that it allows an intuitive pic-
ture of the process of swapping quantum information between two different systems.
The understanding of this kind of process is useful, especially with the development
of technologies such as quantum memory. Understanding how efficiently information
can be swapped between one system to another will provide a way into understand-
ing how efficient such technologies are, as the efficacy of quantum memory can only
be as good as the information received from the state.
By further developing the techniques presented here, phase-space methods can
be used to characterize the evolution of states within a variety of systems, gaining an
appreciation of the dynamics involved. By providing the signatures that arise from
quantum correlations in all types of system allows one to gain a deeper understanding
of the processes happening within the full quantum state. This can then provide
a reliable route to visualize, verify and validate hybrid and composite quantum
systems.
Chapter 6
Conclusions
In this thesis, it has been shown that phase-space methods provide useful tools
for visualizing and characterizing quantum correlations within different types of
system – and combinations therein. A full framework for the generation of quantum
mechanics in phase space was presented in Chapter 2, where some of the intricacies
and difficulties were expanded upon.
In Chapter 2 and Chapter 3, the Wigner-Weyl-Moyal-Groenewold program of
work describing quantum mechanics as a statistical theory [16, 17] is completed. It
was shown how unifying concepts of displacement and parity leads to generalizations
of Wigner and Weyl functions for any quantum system and its dynamics. The care
needed to correctly formulate the Weyl function of a given system was discussed,
where it was shown that taking proper account of its underlying group structure is
essential, with examples of this in Chapter 3. Specifically, the Weyl function is not
simply the two-dimensional Fourier transform of the Wigner function, but is instead
defined though a specific displacement operator and its parameterization. The fact
that the dimensionalities of the two phase spaces differ has been an obstacle to com-
pleting the description of quantum mechanics as a statistical theory in phase space
which has now been overcome, allowing a generalization of the Fourier transform
links these two representations.
By giving examples of these methods for different group structures, it has been
shown how certain signatures are unique within a group and how others are shared
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among different structures. Such as the different ways multiple qubits can be rep-
resented whether as a Dicke mapping, using the full SU(N) space, or with the
multi-qubit representations in Chapter 4.
Chapter 4 builds upon the framework to apply these methods directly to qubits
in a quantum computer. A simple method for quantum state reconstruction, that
extends those previously known for quantum optical systems [29, 92–96] to other
classes of systems, has been shown. By using IBM’s Quantum Experience five-
qubit quantum processor, state reconstruction of two Bell states and the five-qubit
GHZ spin Schro¨dinger cat state, via spin Wigner function measurements, has been
performed. The procedure laid out could be made much more efficient by direct
implementation of rotation operations and measurement of any suitable extended
parity operator (or, if appropriate, direct measurement of the rotated extended par-
ity). By doing so, the potential advantage of our procedure over other tomographic
methods would be made much clearer in that fewer measurements would be needed
to check certain properties of the quantum state. In such an instance, in verifying
the fidelity of a high-quality GHZ state, only a small set of measurements that quan-
tifies the strength of the interference terms is needed, providing an improvement over
traditional quantum state tomography.
Furthermore, this work demonstrates how phase-space methods can be of utility
in understanding processes such as decoherence and be useful in the ‘debugging’
of quantum information processors. In particular a method for verifying a system
is entangled has been proposed and tested on the five-qubit GHZ state Ref. [13],
that uses only a few measurements and which in some circumstances where suitable
constraints of the range of possible states are known may potentially be reduced
to only two. The utility of this work extends beyond metrology as the inclusion
of tomography in device engineering will no doubt be of use in the development
of quantum analogues for ‘Design for Test’, debug, fault identification and system
certification.
These methods and processes could see further applications in more general
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quantum technologies. Including devices that require computation with or between
hybrid qubits. The signatures that arise in such a system were explored in more de-
tail in Chapter 5 . By plotting the information generated by calculating the Wigner
function for an atom-cavity hybrid system, it was shown that the usual techniques
for visualizing these systems misses the full nature of the quantum correlations that
arise. In turn, the visualization techniques presented in this thesis allow for the
characterization signatures of quantum correlations that can be found in certain
systems; a result that promises potential usefulness in analyzing the correlations in
maximally entangled states and entanglement as a result of squeezing.
Moreover, it has been shown that by plotting the full Wigner function, the level of
quantum correlations that are not always clear in coupled systems can be visualized,
giving clear advantage over reduced Wigner function methods that do not always
detect the purity of Bell-cat like entanglement.
By demonstrating these methods within the Jaynes-Cummings and Tavis-Cummings
models, the process of how the excitations are shared and swapped was explored,
demonstrating a visual representation of the transfer of quantum information between
systems. Extending these methods to different systems, will allow for a more intuit-
ive pictures of how quantum information moves around coupled systems, providing
further insight into the inner process of quantum processes and algorithms.
There have been previous experimental examples which have used phase space
to investigate the types of state considered here. One notable example is Ref. [97],
where from a sequence of measurements of the expectation values of the qubit in
different bases, they have been able to recreate the CV Wigner function. Using a
similar procedure with our generalized displaced parity operator, it should be pos-
sible to extend this to produce experimental results equivalent to those in this paper.
This technique could be considered to be a form of quantum state spectroscopy. Such
a process would not only be limited to this form of atom-cavity hybridization, and
could be generalized to any composition of states with the same or differing group
structures.
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This thesis, although tackling many examples of quantum systems in phase space,
does not provide examples for every possible group structure. However, because the
underlying group structure of the system of interest is utilized, extensions to this
work in areas outside of quantum mechanics may provide many new insights. Of
particular interest would be applications to signal processing where Wigner and Weyl
(ambiguity) functions already find great utility. There have already been attempts to
describe signal processing in terms of group actions (such as Ref. [98] and Ref. [99]); a
complete formalism could lead to more computational efficiency in many areas of the
field. One might also borrow ideas from signal processing and ambiguity functions,
such as the formulation of the energy, Ef , of a signal [100]. Lastly, phase-space
methods have seen many uses as entropic measure, such as the Re´nyi entropy [101];
its extensions [102] link ideas in quantum and classical information theory.
Finally it has been shown that by making use of its underlying group structure
one can fully describe any quantum system, whether continuous, discrete or hybrid,
in terms of a statistical theory in phase space. Because of this, not only is this
theory capable of describing and providing new insights into standard quantum
systems such as qubits, atoms, and molecules but we also propose that extensions
to this would be of utility for systems with more exotic group structures such as
SU(1, 1) and anti-de Sitter space calculations.
Because of the emergent universality of using these methods to treat quantum
mechanics as a statistical theory, further development of these methods can allow for
a deeper understanding of entanglement and mixing in quantum states. At present,
bipartite pure entanglement is well understood, with many measures around to give
a metric to the entanglement. However, introducing impurity, the situation begins
to get more messy. These different entanglement measures disagree in the metric of
entanglement. In fact, there has been work states whose entanglement is maximized
for a given measure of purity [70–73], and every measure results in a different type
of state.
The measures for entanglement also breakdown when more qubit are qubit are
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added to the system, and where it is not even clear what is meant by an entanglement
metric over the bipartite case. Utilizing phase-space methods as an alternative can
give new insights into these problems – as they have been used to show superposition
in cat states in optical systems. How to characterize multi-compnonent atomic cat
states is not entirely clear for systems of multiple qubits, however the signature of
the quantum correlations can be seen by utilizing the Wigner function [54].
By understanding how these correlations manifest in phase space and what char-
acteristics constantly arise for certain types of couplings, it will be possible to char-
acterize properties of quantum states using a phase-space based metric for quan-
tumness and entanglement.
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Appendix A
Notations and Representation of
Quantum Mechanics
This appendix will deal with the group structures behind the different types of
systems that are considered throughout this thesis. The general framework for
phase-space functions for any system deals with the transform to phase space as a
group action. Therefore, for a deeper understanding of the construction of phase-
space functions, it is necessary to understand the groups that will be dealt with.
An in-depth treatment of group theory will not be dealt with here, for a deeper
understanding for how group theory is used in physics, works such as Ref. [47, 60,
103–105] are well worth reading. The two most important concepts to consider here
are the two components to the structure of the systems that will be considered.
They are the algebra and the group.
For the systems considered in this thesis, the algebra is expressed by a set of
matrices which are referred to by quantum physicists as the observables. The entire
algebra can be generated by a subset of the algebra, these are the generators of the
algebra. From these generators, it is also possible to generate a basis for the given
quantum system by finding the eigenstates.
In order to define the generators of the algebra, it is first important to consider
the canonical commutation relation (CCR). The given CCR is the defining feature
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of the interaction between the observables for use in a quantum mechanical setting.
The elements that make up the CCR in each case are then chosen to be the generators
of the algebra.
Having defined the generators, the corresponding group is obtained by an expo-
nential mapping from these generators. That is, given a set of generators, gˆi,∈ G,
where 1 ≤ i ≤ n and G is an arbitrary algebra that has n generators. The group is
then obtained by exponentiating each such gˆ, yielding exp(iggˆ), for some constant
g. Any element of the group can then be defined by the multiplication of these
exponentiated elements.
As an example of this, the generalized displacement operator for each group will
be given – all of which are important in the generation of the phase space for each
group structure.
A.1 The Heisenberg-Weyl Group
The first group to be considered here will be the Heisenberg-Weyl group (HW).
The Heisenberg-Weyl group is the one that represents the observables and states
of the quantum harmonic oscillator. The CCR in this group is also known as the
Heisenberg commutation relationship and describes the relationship between the
position and momentum observables,
[qˆ, pˆ] = i~1. (A.1)
The generators of HW are therefore these three operators, where qˆ and pˆ are the
position and momentum operators and 1 is the identity operator. We will now set
~ = 1.
The position and momentum operators play an important role in the formulation
of quantum mechanics, defining the Hamiltonian for the quantum mechanical har-
monic oscillator. Based on the classical harmonic oscillator, the Hamiltonian that
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describes the quantum harmonic oscillator is
HˆHO =
1
2m
pˆ2 +
mω2
2
qˆ2, (A.2)
where m is the mass of the particle and ω is the frequency of the oscillator.
The solution of this Hamiltonian, using the Schro¨dinger equation, reveals the
discretization of energy levels present in the quantum harmonic oscillator. However,
before looking into the solution, it is worth introducing a change in operator basis,
the reason why will become obvious later on. We introduce the annihilation (aˆ) and
creation (aˆ†) operators, where
aˆ =
1√
2
(
γqˆ +
i
γ
pˆ
)
, aˆ† =
1√
2
(
γqˆ − i
γ
pˆ
)
, (A.3)
where γ =
√
mω. The change to these two operators also provides an alternative
set of generators for the HW algebra. In fact, the CCR in terms of the creation and
the annihilation operator is
[aˆ, aˆ†] = 1, (A.4)
note that these operators are not self-adjoint and are therefore not observables, they
are still however useful in the description of the quantum harmonic oscillator.
Rewriting Eq. (A.2) with the creation and annihiation operators produces the
simplified Hamiltonian
HˆHO = ω
(
aˆ†aˆ+
1
2
)
. (A.5)
The eigenstates of the Hamiltonian are now simply the eigenstates of aˆ†aˆ. These
eigenstates are better known as the Fock states, |n〉, where
aˆ†aˆ |n〉 = Nˆ |n〉 = n |n〉 (A.6)
such that
Nˆ = aˆ†aˆ (A.7)
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is the number operator. The Fock states, also known as the number states, are the
eigenstates of the quantum harmonic oscillator, and describe a state that has an
average of n particles. By applying the annihilation (creation) operator to a Fock
state, a particle is annihilated (created), where
aˆ |n〉 = √n |n− 1〉 , aˆ† |n〉 = √n+ 1 |n+ 1〉 , (A.8)
hence the terminology of annihilation and creation. Furthermore, any Fock state
can simply be defined in terms of a creation ladder
|n〉 = (aˆ
†)n√
n!
|0〉 , (A.9)
where |0〉 is the vacuum state and eigenstate of the number operator with eigenvalue
n = 0.
By using the Fock states as a basis for the quantum harmonic oscillator, the
number operator can be diagonalized, where
Nˆ =
∑
n |n〉〈n| (A.10)
leading to the diagonalization of the Hamiltonian. This results in the Schro¨dinger
equation
ω
(
Nˆ +
1
2
)
|n〉 = ω
(
n+
1
2
)
|n〉 . (A.11)
The Fock states can therefore provide a useful basis when considering states in
HW in general. Any pure state, |ψ〉, can now defined in terms of the Fock basis
|ψ〉 =
∑
n
cn |n〉 , (A.12)
for some constant cn, where
∑
n |cn|2 = 1. Furthermore, the identity is constructed
1 =
∞∑
n=0
|n〉〈n| . (A.13)
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By using the Fock states as a basis, the position and momentum operators are
explicitly
qˆ =
1√
2γ

0
√
1 0 0 . . .
√
1 0
√
2 0 . . .
0
√
2 0
√
3 . . .
0 0
√
3 0 . . .
...
...
...
...
. . .

, (A.14)
and
pˆ = i
γ√
2

0 −√1 0 0 . . .
√
1 0 −√2 0 . . .
0
√
2 0 −√3 . . .
0 0
√
3 0 . . .
...
...
...
...
. . .

. (A.15)
From this basis, the full group can then be generated. This is done through the
exponentiation of the elements, giving
exp(−iqpˆ), and exp(−ipqˆ), (A.16)
which displaces a state through position or momentum respectively. Interestingly,
this exponentiation generates an alternative to the CCR in Eq. (A.1), known as the
Weyl commutation relation
exp (ixqˆ) exp (iypˆ) = exp (−ixy) exp (iypˆ) exp (ixqˆ) . (A.17)
The full displacement operator for HW is then generated by the combination of
these two states, bearing in mind the Weyl commutation from Eq. (A.17)
Dˆ(q, p) = exp (iqp/2) exp(−iqpˆ) exp(ipqˆ)
= exp (−iqp/2) exp(ipqˆ) exp(−iqpˆ), (A.18)
= exp (ipqˆ − iqpˆ) .
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Returning to the annihilation and creation operators as generators of the har-
monic oscillator, we will now see how this algebra produces alternate generation
of the group. The annihilation and creation operators in the Fock state basis are
represented by the matrices
aˆ =

0
√
1 0 0 . . .
0 0
√
2 0 . . .
0 0 0
√
3 . . .
0 0 0 0 . . .
...
...
...
...
. . .

, (A.19)
and
aˆ† =

0 0 0 0 . . .
√
1 0 0 0 . . .
0
√
2 0 0 . . .
0 0
√
3 0 . . .
...
...
...
...
. . .

. (A.20)
It is important to also consider these generators as two bases to represent HW are
considered in the body of the text. These are the Fock basis, which has been demon-
strated above, the second is the overcomplete coherent state basis. The coherent
states are defines as the eigenstates of the annihilation operator
α |α〉 = aˆ |α〉 , (A.21)
where |α〉 is a coherent state with eigenvalue α.
A coherent state can alternatively be defined by displacing the vacuum state,
|0〉. By changing the variables of Eq. (A.18) with the relations in Eq. (A.3), the
displacement operator in terms of the annihilation and creation operators is
Dˆ(α) = exp
(−|α|2/2) exp(αaˆ†) exp(−α∗aˆ) (A.22)
= exp
(|α|2/2) exp(−α∗aˆ) exp(αaˆ†), (A.23)
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= exp
(
αaˆ† − α∗aˆ) , (A.24)
where α = (γq+ip/γ)/
√
2. Note that this is the version of the displacement operator
preferred in the body of the text.
Using the displacement operator, an arbitrary coherent state can alternatively
be defined
|α〉 = Dˆ(α) |0〉 . (A.25)
In turn, we can then relate an arbitrary coherent state in terms of Fock states, using
the form of the displacement operator in Eq. (A.22) and Eq. (A.9), giving
|α〉 = exp (−|α|2/2) exp (αaˆ†) |0〉 = exp (−|α|2/2) ∞∑
n=0
αn√
n!
|n〉 . (A.26)
Therefore relating the two bases.
A further relation between the two bases can be seen, by comparison to Eq. (A.13),
in the generation of the identity operator
1 =
1
pi
∫ ∞
−∞
|α〉〈α| d2α. (A.27)
From this we can arrive at the identity of the coherent states as a basis for HW
using Eq. (A.12) and Eq. (A.26), where any state can be expressed
|ψ〉 = 1
pi
∫ ∞
−∞
∞∑
n=0
cn |α〉 〈α|n〉 d2α = 1
pi
∫ ∞
−∞
exp(−|α|2/2)
∞∑
n=0
cn
(α∗)n√
n!
|α〉 d2α.
(A.28)
A.2 SU(2) Spin Operators
The next group to be considered is the special unitary group SU(2). The construc-
tion of the algebra su(2) depends on the value of the quantum number j, which can
be used to represented angular momentum, azimuthal quantum number and others.
Here, it will be referred to as spin – for example for j = 1/2, we have a spin-1/2
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system.
Note that in the main body of the text, there are two variations of the algebra
of su(2) for spin-1/2. One is simply the Pauli matrices and is the representation
preferred for treatment on qubits. The other treatment is to use the spin operators,
which are simply the Pauli matrices multiplied by 1/2. In this section, the focus
will just be on the spin operators.
The generators of the su(2) algebra are related by the commutation relationship
[
JˆM2 (a), Jˆ
M
2 (b)
]
= iεabcJˆ
M
2 (c) (A.29)
where εabc is the Levi-Civita symbol. Note that the general notation for su(N)
generators is JˆMN for N in SU(N), where here we are concerned with N = 2 and
M = 2j. In this section, we will prefer the use of j over M , but the M notation will
be kept in the operators.
For j = 1/2, the generators are fulfilled by rescaled versions of the Pauli matrices,
where Jˆ22(i) = σˆi/2, explictly
Jˆ22(1) =
1
2
0 1
1 0
 Jˆ22(2) = 12
0 −i
i 0
 Jˆ22(3) = 12
1 0
0 −1
 . (A.30)
The basis for any state in SU(2) j = 1/2 is then fully described by the two levels
Jˆ22(3) |↑〉 = +1 |↑〉 , Jˆ22(3) |↓〉 = −1 |↓〉 , (A.31)
where the shorthand of |↑〉 and |↓〉 are used for convenience in the case of SU(2),
j = 1/2.
More generally, the eigenstates of the 2j + 1 × 2j + 1 operator JˆM2 (3) serve as
a complete basis for any state in SU(2). The notation used here, along with the
corresponding eigenequation, for these general states is
JˆM2 (3)
∣∣∣JˆM2 (3);m〉 = m ∣∣∣JˆM2 (3);m〉 , (A.32)
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i.e.
∣∣∣JˆM2 (3);m〉 is the eigenstate of JˆM2 (3) with eigenvalue m, where −j ≤ m ≤ j.
JˆM2 (3) can therefore be represented by a 2j + 1 × 2j + 1 diagonal matrix, whose
elements, without loss of generality, are descending values of m, starting with j.
The states
∣∣∣JˆM2 (3);m〉 provide a complete basis for any 2j+ 1-level system, such
that
1 =
j∑
m=−j
∣∣∣JˆM2 (3);m〉〈JˆM2 (3);m∣∣∣ , (A.33)
and an arbitrary state |ψ〉 can be constructed
|ψ〉 =
j∑
m=−j
cm
∣∣∣JˆM2 (3);m〉 , (A.34)
for some constant cm, where
∑
m |cm|2 = 1.
In the text, we also refer to the states
∣∣∣JˆM2 (3);m〉 as Dicke states. This is due
to the ability to map N spin-1/2 states to a j = N /2 state for states that preserve
angular momentum. Specifically, the Dicke states are N spin-1/2 states that are
equal symmetric superpositions of a given number of excitations. For example,
for three spin-1/2 systems, the Dicke state mapping from the repeated Kronecker
product of three spin-1/2 systems to a spin-3/2 basis is
|↑↑↑〉 →
∣∣∣Jˆ32(3); 3/2〉
1√
3
(|↑↑↓〉+ |↑↓↑〉+ |↓↑↑〉) →
∣∣∣Jˆ32(3); 1/2〉
1√
3
(|↓↓↑〉+ |↓↑↓〉+ |↑↓↓〉) →
∣∣∣Jˆ32(3);−1/2〉
|↓↓↓〉 →
∣∣∣Jˆ32(3);−3/2〉 ,
therefore, if a three-qubit state can be written as a convex sum of the states on the
left-hand side of the arrows, it can also be represented in a spin-N /2 basis.
Note that this is a demonstration of how, given certain conditions, an even
number of fermions can form a bosonic system, i. e. two spin-1/2 fermions can
form a spin-1 bosonic system. Likewise an odd number creates a big-spin fermionic
system.
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In general, a state with N spin-1/2 atoms where k of them are excited states
(|↑〉 states) is the Dicke state
1√(N
k
)∑
j
Pj
(
|↑〉⊗k + |↓〉⊗(N−k)
)
→
∣∣∣JˆN2 (3); k −N〉 , (A.35)
where Pj is an operator that permutes the N qubits in all the
(N
k
)
possible ways.
The group for higher spin systems can therefore be thought of as the repeated
Kronecker product of the spin-1/2 group. In this case, we can think of the group as
the mapping
⊗N
i=1 SU(2)j=1/2 → SU(2)j=N/2. Following from such a mapping, it is
then possible to generalize the generators of the su(2) algebra from Eq. (A.30). The
algebra can therefore be thought of as the mapping
∑N
i=1 su(2)
(i)
j=1/2 → su(2)j=N/2,
where su(2)
(i)
j=1/2 is the tensor product of the algebra for the N th system with the
identity of the other systems. This results in the algebra for higher spin systems
(
JˆM2 (1)
)
ab
=
1
2
(δa,b+1 + δa+1,b)
√
(j + 1)(a+ b+ 1)− ab(
JˆM2 (2)
)
ab
=
i
2
(δa,b+1 − δa+1,b)
√
(j + 1)(a+ b+ 1)− ab (A.36)(
JˆM2 (3)
)
ab
= (j + 1− a)δa,b.
From the three components of the algebra, the generalized displacement operator
can be constructed, in terms of the SU(2) Euler angles
UˆM2 (θ, φ,Φ) = exp
(
iφJˆM2 (3)
)
exp
(
iθJˆM2 (2)
)
exp
(
iΦJˆM2 (3)
)
, (A.37)
which will be referred to as a rotation operator, since it rotates a state over the
surface of a sphere. A general SU(2) coherent state can then be generated by
rotating the highest weight state1, where we define such a state
∣∣(θ, φ,Φ)M2 〉 = UˆM2 (θ, φ,Φ) ∣∣∣JˆN2 (3); j〉 , (A.38)
1The state |ψ〉h, where Jˆ+ |ψ〉h = 0.
SU(2) Spin Operators 157
which, like the HW coherent states, serve as an alternative to the Dicke states as a
basis for SU(2), where
1 =
2j + 1
16pi2
∫ 4pi
0
∫ 2pi
0
∫ pi
0
∣∣(θ, φ,Φ)M2 〉 〈(θ, φ,Φ)M2 ∣∣ sin(θ) dθ dφ dΦ. (A.39)
Also like the HW case, there is an alternative choice of generators for the su(2)
algebra. Again, three operators serve as the basis. Conveniently, one stays as JˆM2 (3).
The other two are analogous to the creation and annihilation operators, known as
the raising and lowering operators. Like the annihilation and creation operators,
they act as a ladder operators through the basis states, note that they are also
non-Hermitian and therefore not observables. These are
Jˆ± = JˆM2 (1)± iJˆM2 (2). (A.40)
As one might expect, these work by raising or lowering the state, for example, when
j = 1/2
Jˆ+ |↓〉 = |↑〉 , Jˆ− |↑〉 = |↓〉 . (A.41)
More generally
Jˆ±
∣∣∣JˆM2 (3);m〉 = √j(j + 1)−m(m± 1) ∣∣∣JˆM2 (3);m± 1〉 , (A.42)
note that by reversing Eq. (A.40), Eq. (A.42) can be used as an alternative method
to construct JˆM2 (1) and Jˆ
M
2 (2).
An important result from this choice of generators is that they can be used to
create an alternative rotation operator to that in Eq. (A.37).
Rˆj(ξ) = exp
(
ξJˆ+ − ξ∗Jˆ−
)
, (A.43)
where ξ = θ exp(iφ)/2. This alternative instead is defined over the restricted complex
projective space CP1, rather than the full SU(2). The complex projective space is
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related to SU(2) by CP1 = SU(2) /Z(1), where Z(1) is the centre of SU(2). The
two choices of rotations can directly be related by taking the appropriate slice of
Eq. (A.37), where
Rˆj(ξ) = UˆM2 (θ, φ,−φ). (A.44)
Therefore, the coherent state generated from this rotation operator is simply
Rˆj(ξ)
∣∣∣JˆN2 (3); j〉 = |ξ〉j = ∣∣(θ, φ,−φ)M2 〉 , (A.45)
where
1 =
2j + 1
4pi
∫ 2pi
0
∫ pi
0
∣∣(θ, φ,−φ)M2 〉 〈(θ, φ,−φ)M2 ∣∣ sin(θ) dθ dφ. (A.46)
A.3 SU(N)
We now generalize the results to construct the generators of su(N) and the rotation
operators for SU(N). The generators of su(N) are generalizations of the Pauli
matrices in su(2). However, the number of generators needed for su(N) increases as
N2 − 1. The CCR for su(N) therefore covers all N2 − 1 generators, where
[
JˆMN (a), Jˆ
M
N (b)
]
= i
N2−1∑
c=1
fabc Jˆ
M
N (c) (A.47)
where fabc are the appropriate structure constants for SU(N). Taking N = 2 as an
example, the generators are simply the Pauli matrices. Eq. (A.47) is then satisfied
for fabc = 2εabc, where εabc is the Levi-Civita symbol.
The rest of this appendix is split into three parts, taken directly from Ref. [14].
Appendix A.3.1 will show how the generate the generalized Pauli matrices that
are the generators of su(N). Appendix A.3.2 will then show how the appropriate
rotation operator for SU(N) can be constructed from the su(N) algebra. Following
these, the procedure to calculate the group volume will be shown in Appendix A.3.3.
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This is not only important for the generation of the SU(N) Wigner function in the
main text, but it is also useful for the SU(N) generalization of Eq. (A.39), equating
the identity for an SU(N) coherent state basis.
A.3.1 Generalized Pauli Matrices
The JˆMN (k) are generalized Pauli matrices of dimension d
M
N that are generated in the
following way [67]:
1 Define a general basis |m1,m2, . . . ,mN〉 where M =
∑N
k=1 mk, mk ∈ Z, and
2j ≡M ∈ Z+.
2 Define the following three operators:
Jab |m1, . . . ,ma, . . . ,mb, . . . ,mN〉 =
√
(ma + 1)mb |m1, . . . ,ma + 1, . . . ,mb − 1, . . . ,mN〉
for 1 ≤ a < b ≤ N ,
Jab |m1, . . . ,mb, . . . ,ma, . . . ,mN〉 =
√
ma(mb + 1) |m1, . . . ,mb + 1, . . . ,ma − 1, . . . ,mN〉
for 1 ≤ b < a ≤ N , and,
J cc |m1, . . . ,mc, . . . ,mN〉 =
√
2
c(c+ 1)
( c∑
k=1
mk−cmc+1
)
|m1, . . . ,mc, . . . ,mN〉
for 1 ≤ c ≤ N − 1.
3 Using the basis given in 1 and the operators given in 2, define the following
matrices:
Jx(a, b) ≡ Jab + J ba,
Jy(a, b) ≡ −i
(
Jab − J ba
)
,
Jz([c+ 1]
2 − 1) ≡ J cc . (A.48)
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for a, b = 1, 2, 3, . . . , N ; a < b and c = 1, 2, . . . , N − 1.
4 Combine the three matrices given in Eq. (A.48) to yield the set {JˆMN (k)} where
k = 1, 2, . . . , N2 − 1 and
Tr
[
JˆMN (i) · JˆMN (j)
]
=
2M
N + 1
dMN+1δij, (A.49)
where
dMN ≡
(N +M − 1)!
M !(N − 1)! . (A.50)
For example, for N = 3 and M = 1, Eq. (A.48) gives the following 8 matrices, the
spin-1/2 SU(3) Hermitian operators also known as the Gell-Mann matrices [47]:
Jx(1, 2) ≡ Jˆ13(1) =

0 1 0
1 0 0
0 0 0
 , Jy(1, 2) ≡ Jˆ13(2) =

0 −i 0
i 0 0
0 0 0
 ,
Jx(1, 3) ≡ Jˆ13(4) =

0 0 1
0 0 0
1 0 0
 , Jy(1, 3) ≡ Jˆ13(5) =

0 0 −i
0 0 0
i 0 0
 ,
Jx(2, 3) ≡ Jˆ13(6) =

0 0 0
0 0 1
0 1 0
 , Jy(2, 3) ≡ Jˆ13(7) =

0 0 0
0 0 −i
0 i 0
 ,
(A.51)
and
Jz([1 + 1]
2 − 1) ≡ Jˆ13(3) =

1 0 0
0 −1 0
0 0 0
 , Jz([2 + 1]2 − 1) ≡ Jˆ13(8) = 1√3

1 0 0
0 1 0
0 0 −2
 .
(A.52)
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Similarly, for N = 2 and M = 2, Eq. (A.48) gives the following spin-1 SU(2)
Hermitian operators:
Jx(1, 2) ≡ Jˆ22(1) =
1√
2

0 1 0
1 0 1
0 1 0
 , Jy(1, 2) ≡ Jˆ22(2) = 1√2

0 −i 0
i 0 −i
0 i 0

(A.53)
and
Jz([1 + 1]
2 − 1) ≡ Jˆ22(3) =

1 0 0
0 0 0
0 0 −1
 . (A.54)
For completeness, we define Jz(0) ≡ 1dMN .
A.3.2 UˆMN Operators
Our Weyl and Wigner formulations are based on the exploitation of a SU(N) group
action UˆMN given in [63]:
UˆMN (θ,φ,Φ) =
( ∏
N≥q≥2
∏
2≤p≤q
AˆMN (p, j(q))[θ,φ]
)
BˆMN [Φ], (A.55)
where
AˆMN (p, j(q))[θ,φ] ≡ exp
(
iJz(3)φ(p−1)+j(q)
)
exp
(
iJy(1, p)θ(p−1)+j(q)
)
, (A.56)
BˆMN [Φ] ≡
∏
1≤c≤N−1
exp
(
iJz([c+ 1]
2 − 1)Φ(N(N−1)/2)+c
)
, (A.57)
and j(q) = 0 for q = N with j(q) =
∑N−q
i=1 (N − i) for q 6= N . For example, for
N = 4 and M = 1 Eq. (A.55) yields (via Appendix A.3.1) the operator Uˆ14 (θ,φ,Φ)
that parametrizes the group SU(4) in the fundamental representation [106]:
Uˆ14 (θ,φ,Φ) = exp
(
iJˆ14(3)φ1
)
exp
(
iJˆ14(2)θ1
)
exp
(
iJˆ14(3)φ2
)
exp
(
iJˆ14(5)θ2
)
exp
(
iJˆ14(3)φ3
)
exp
(
iJˆ14(10)θ3
)
exp
(
iJˆ14(3)φ4
)
exp
(
iJˆ14(2)θ4
)
(A.58)
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exp
(
iJˆ14(3)φ5
)
exp
(
iJˆ14(5)θ5
)
exp
(
iJˆ14(3)φ6
)
exp
(
iJˆ13(2)θ6
)
exp
(
iJˆ14(3)Φ1
)
exp
(
iJˆ14(8)Φ2
)
exp
(
iJˆ14(15)Φ3
)
.
Furthermore, for N = 2 and M = 3 we get
Uˆ32 (θ,φ,Φ) = exp
(
iJˆ32(3)φ1
)
exp
(
iJˆ32(2)θ1
)
exp
(
iJˆ32(3)Φ1
)
. (A.59)
Here, Jˆ32(3) is just the 4 × 4 version of Jˆz and Jˆ32(2) is just the 4 × 4 version of Jˆy.
In other words, the spin-3/2 version of the SU(2) rotations.
A.3.3 Normalization Requirements
For the Weyl function we have given to be informationally complete, it must re-
produce the original Hilbert space operator under integration over the appropriate
manifold parametrized by Eq. (A.55). Here we will give the volume normalized dif-
ferential element necessary to integrate any representation of a SU(N) Wigner or
Weyl function, such that
dΩ → d
M
N
VCPN−1
dVCPN−1 (A.60)
dΩ˜ → d
M
N
VSU(N)
dVSU(N) (A.61)
which when evaluated for CP1 and SU(2) correspond to Eq. (3.24) and Eq. (3.21)
respectively when using dMN as defined in Eq. (A.50). The difference in volume
normalization in Eq. (A.60) and Eq. (A.61) is due to the fact that the Wigner
function is defined over the complex projective space in N − 1 dimensions CPN−1,
whereas the Weyl function is defined over the full manifold of SU(N).
To calculate the invariant volume element for CPN−1 we use the following from [63,
66]:
dVCPN−1 =
( ∏
2≤k≤Ni
K(k)
)
dφN−1dθN−1 . . . dφ1dθ1,
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K(k) =

sin(2θ1) k = 2,
cos(θk−1)2k−3 sin(θk−1) k 6= N,
cos(θN−1) sin(θN−1)2N−3 k = N,
(A.62)
where the integration is over the following ranges [63, 66],
0 ≤ φj ≤ 2pi and 0 ≤ θj ≤ pi
2
for 1 ≤ j ≤ N − 1 (A.63)
such that
VCPN−1 =
∫
Ω
dVCPN−1 . (A.64)
Now considering the SU(N) volume element, we use the overall volume of the
manifold, which does not depend on the dimension of the representation M [66]. As
such, the volume
VSU(N) =
∫
Ω˜
dVSU(N) (A.65)
is generated by integrating the invariant integral measure of SU(N) derived from Eq. (A.55):
dVSU(N) =
( ∏
N≥q≥2
∏
2≤p≤q
Ker(p, j(q))
)
dφdθdΦ,
Ker(p, j(q)) =

sin(2θ1+j(q)) p = 2,
cos(θ(p−1)+j(q))2p−3 sin(θ(p−1)+j(q)) 2 < p < q,
cos(θ(q−1)+j(q)) sin(θ(q−1)+j(q))2q−3 p = q,
(A.66)
and j(q) is from Eq. (A.55). The method for the generating the ranges of integration
for the full volume of SU(N) are given in [63]. For completeness, we note that it has
been shown [63, 106–108] that the above is mathematically equivalent to the Haar
measure [109,110] for SU(N).
It is important to note that the integration ranges for the calculation of Eq. (A.65)
are equivalent to those used to calculate Eq. (A.64) but are not equal. While the
ranges of integration for the “local rotations” θj do not change, the ranges of integ-
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ration for the “local phases” φj and the “global phases” Φj used in the calculation
of the overall volume VSU(N) are modified from those used to calculate VCPN−1 . For
example, the ranges needed to calculate VSU(4) are (from [63])
0 ≤ φ1, φ4, φ6 ≤ pi and 0 ≤ φ2, φ3, φ5 ≤ 2pi,
0 ≤ θ1, θ2, θ3, θ4, θ5, θ6 ≤ pi
2
,
0 ≤ Φ1 ≤ 2pi, 0 ≤ Φ2 ≤ 3pi
(
1√
3
)
, 0 ≤ Φ3 ≤ 4pi
(
1√
6
)
. (A.67)
These ranges yield both a covering of SU(4) [66, 106], as well as the correct group
volume for SU(4) [109, 110]. One can use these modified ranges to calculate the
equivalent version of Eq. (A.64) for N = 4 but then the normalization in front
of Eq. (A.60) would have to be changed.
Appendix B
Two-Mode System Wigner
functions
B.1 Two-Mode Systems
Two-mode systems have probably had much more treatment in phase space than
any other composite system treated in this thesis. This is mostly due to the wide
adoption of the Wigner function in the quantum optic community. When under-
standing the nature of certain quantum correlations, it is very usual for these systems
to begin by looking for negativity in the Wigner function. There has been much
work in characterizing quantum correlations by the patterns formed by negativity
in non-separable systems Ref. [3–11].
However, even though negativity arises from quantum correlations and character-
izing the behaviour of negativity gives reliable insight into the nature of the system
in question, not all quantum correlations manifest with negativity. Furthermore,
in many cases for continuous variable systems, negativity is better characterized as
being some kind of measure of non-Gaussianity with sufficient purity. For example,
the superposition oscillations occur in interference terms in the Schro¨dinger cat state
due to the correlations happening over phase space, the split of the two coherent
cats results in the loss of Gaussian behaviour in the state. The purity part it also
165
166 Two-Mode System Wigner functions
(a) (b) (c) (d)
qp qp qp qp
Figure B.1: Examples of single-mode squeezed states with r = 1/2 and varying
values for ϕ, where (a) - (d) have squeezing values ζ = 1/2, i/2, −1/2, and −i/2
respectively. In the centre we show the full Wigner function, with a projection onto
the floor of each of the subfigures. on the back wall we show the marginals, on the
left there is the position marginal where the momentum has been integrated out.
Likewise, on the right of each of the subfigures we show the momentum marginal,
where the position has been integrated out.
clear from the Schro¨dinger cat state. When we plot the statistical mixture of the
two coherent states, no negativity arises, this is due to the loss in purity.
The focus in the characterization of negativity for quantum correlations can lead
missing out one very important case – the entangled two-mode squeezed state. The
two-mode squeezed state is a special case of entanglement between two modes where
there is no negativity in the whole of phase space1. Looking for the correlations for
these states therefore comes in looking for and examining the right quadratures that
show interesting behaviour between systems. The correlations we are looking for in
this case are squeezing across different modes, but before we can look into that, for
completeness we need to first look at squeezing in one field mode.
Single-mode squeezed states are, like coherent states, are minimum uncertainty
states. They, also like coherent states, are Gaussian, the only difference is that they
are squeezed in one quadrature, causing the state to be stretched in the orthogonal
quadrature. A simple example can be given by a coherent state that has been
squeezed in the position degree of freedom. This results in lower uncertainty in
position. To satisfy the minimum uncertainty, the Gaussian is elongated in the
momentum quadrature. Formally, a single-mode squeezed vacuum state is defined
1It is worth noting that there have been methods developed to use a filtered P-function to reveal
negativity in two-mode squeezed states Ref. [5, 20,21]
Two-Mode Systems 167
similarly to a coherent state, as a squeezing operator acting on the vacuum state
Sˆ(ζ) |0〉 = |ζ〉 , (B.1)
where
Sˆ(ζ) = exp
(
1
2
[
ζ∗aˆ2 − ζ(aˆ†)2]) (B.2)
and ζ = r exp(2iϕ), where r is the squeezing parameter and ϕ defines in which
direction the Gaussian is squeezed. When ϕ = 0 or pi/2, the vacuum state is
squeezed in the position or momentum axis respectively.
An example of these two states are shown in Figs. B.1 (a) and (c) respectively.
Focussing on Fig. B.1 (a), it can be seen how the state is squeezed in the position
quadrature. On the back left-hand wall of the figure the position marginal is shown,
where momentum is integrated out, showing the effect squeezing has had on the
position wave function. Likewise, the back right-hand wall shows the momentum
marginal, where the position degree of freedom has been integrated out, also showing
an effect in the momentum wave function where the uncertainty in momentum has
increased. The converse of these results is true for the momentum-squeezed states
shown in Fig. B.1 (c).
When ϕ is set so that the squeezing is not aligned along either the position or
momentum quadrature, the position and momentum degrees of freedom start to
become more correlated. However, there are no special artefacts in the phase-space
to show any significant difference in the correlations. It can just be seen that the
squeezing is along a shared quadrature, then at ϕ = pi/4 or 3pi/4 the squeezing is
between the two. For these two states, the marginals in position and momentum are
identical, appearing to be just a thermal state if just the marginals are considered.
The quantum correlations in the single-mode squeezed states are easy enough to
identify visually. The difficulty then comes in representing two-mode systems in a
visually convenient form. As with atom-cavity coupling, it is standard to produce
reduced Wigner functions, where one is left with the Wigner function for just one
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!!ζ(2) = 1/2"
2
|ζ = −i/2〉 ⊗ |ζ = i/2〉
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure B.2: Reduced Wigner functions for two variations of squeezed states in two
modes. (a) - (d) show the reduced Wigner functions for an entangled two-mode
squeezed state and (e) - (h) are the reduced Wigner functions for the separable
product of two squeezed states in two modes. The reduced Wigner functions are
generated by integrating out degrees of freedom of the full Wigner function for the
two modes. In (a) and (e) the degrees of freedom for the second mode have been
integrated out, leaving just the degrees of freedom for the first mode. Likewise, (d)
and (h) show the results of integrating out the degrees of freedom of the first mode,
leaving just the reduced Wigner function for the second mode. For the separable
state, this just yields the two squeezed states, one in each mode. However, since
shows two thermal states. Taking just the two position degrees of freedom in (b)
and (f),or just the two momentum degrees of freedom in (c) and (g), the converse
is true, revealing the non-local correlations in the two-mode squeezed state.
of the modes. However, in quantum optics, it is often useful to look at different
choices of a reduced Wigner function, such integrating out both momentum degrees
of freedom, leaving W (q1, q2), similar to the spatial component in the spin-orbit
coupling Wigner function from Fig. 5.4.
Slices like this are important since they reveal information about the quantum
correlations between field modes, indicating whether there is any entanglement
between the two. This is an especially useful technique when investigating the
two-mode squeezed state, that has entanglement between the two modes without
any negativity, like the single mode squeezed state can have superposition quantum
correlations without any negativity.
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!!ζ(2) = 1/2"
2
|ζ = −i/2〉 ⊗ |ζ = i/2〉(a) (b)
Figure B.3: An alternative approach to view the Wigner function for a two-mode
system. This method is based on the hybrid Wigner function plots in Chapter 5
where the position and momentum of the first mode are discretized into set points in
phase space. At each of these discrete points the Wigner function is then calculated
in polar coordinates on a disk. (a) shows the entangled two-mode squeezed state
while (b) shows the comparison separable state. From displaying the Wigner func-
tion in this form, it can be seen that the separable state is clearly separable. There
is an envelope of the squeezed state in the first mode where at every discrete point
in phase space the squeezed state for the second mode is displayed. In the two-mode
squeezed state, however, there appears to be some dependence on the first mode for
the second mode, generating a pattern that is comparable to the spin orbit-coupled
image in Fig. 5.4.
Two-mode squeezed states are generated by a two-mode squeezing operator
Sˆ2(ζ) = exp
(
ζ∗aˆbˆ− ζaˆ†bˆ†
)
, (B.3)
that acts on the two-mode vacuum state, |00〉. The two-mode squeezing operator
acts by squeezing between the modes, where the squeezing can only be seen in slices
such as W (q1, q2) and W (p1, p2), like how in Figs. B.1 (b) and (d) the squeezing is
between the position and momentum degrees of freedom in the single mode, here the
squeezing is between position and position, and momentum and momentum degrees
of freedom. This can be seen in Figs. B.2 (b) and (c) respectively, leaving the
the reduced Wigner functions W (q1, p1) and W (q2, p2) appearing as thermal states,
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which are shown in Figs. B.2 (a) and (d) respectively.
For comparison, a two-mode state that is not entangled but displays superpos-
ition correlations in each of the modes in shown. This is the state |ζ = −i/2〉 ⊗
|ζ = i/2〉, taking the tensor product of two of the states from Fig. B.1. The choice
of comparison state here comes from some interesting observations about the nature
of superposition and entanglement. Here it can be seen that what locally is su-
perposition correlations is identical to the entanglement correlations across the two
modes. It can also be seen that the presence of the thermal state switches between
quadratures. These two states can then just be thought of as global rotations of one
another.
To see this further, it is useful to display two-mode systems in a similar way to
the hybrid Wigner functions in Chapter 5. Here, like the hybrid systems, the phase
space of one of the modes is split up into discrete points. At each of these points
the Wigner function is then calculated. Each of these Wigner functions have been
plotted in polar coordinates in Fig. B.3, in order to clearly separate points in phase
space.
From applying this method to two-mode systems, it is clear that these methods
for determining certain types of quantum correlations from the atom-cavity compos-
ite systems directly translate. The reduced Wigner function approach to these two
examples in Fig. B.2 revealed some features in the quantum correlations between the
two modes. However, the only thing really distinguishing the two functions was a
rotation between which quadratures the squeezing happened in. But applying these
composite phase-space methods to these states, it is revealed that the two states
have fundamentally different signatures.
The separable state in Fig. B.3 (b) follows exactly the same pattern as seen the
separable atom-cavity states shown in Chapter 5 The envelope of the function is
determined by the first field mode, arranged as a squeezed state. In each of the
disks, the second field mode is revealed with a squeezed state pointing orthogonally
to the first mode, where the amplitude of the first field affects the second.
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The two-mode squeezed state in Fig. B.3 (a) however displays a pattern that
comparable to the spin-orbit coupling state shown in Fig. 5.4, where the direction of
the spin was dependent on the position in phase space. Here, the state in the second
mode of the two-mode squeezed state is comprised of Gaussians whose position in
phase space is dependent on the position in the first mode, much like the spin-orbit
coupling in Fig. 5.4, of the entangled Bell-Fock states in Fig. 5.3 (c).
Note that the Gaussians in Fig. B.3 (a) approach delta functions as r →∞ and
so each slice, if considered alone, does not obey Heisenberg’s uncertainty principle.
However, this is not violated since because of the same principle, it makes no sense
to just isolate one slice in practice. Also as r increases, the W (q1, p1) and W (q2, p2)
reduced Wigner functions become wider and wider thermal states until r → ∞
where the quasiprobability is equal all over phase space. For this case, the reduced
Wigner function W (q1, q2) and W (p1, p2) become squeezed states across the diagonal
axes that are infinitely thin, appearing as a straight line diagonally across all phase
space. The full state, however, actually approaches
W (q1, p1, q2, p2) = Cδ(q1 − q2)δ(p1 + p2), (B.4)
where C is some normalization. This behaviour is much more clearly demonstrated
using these composite phase-space methods to represent the Wigner function than
the traditional methods used to represent four-dimensional functions.
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Appendix C
Derivation of SU(2) Kernel
What is desired is an operator that act as a group action to map a state in Hilbert
space, Aˆ, to a phase-space function
Aˆ→ WAˆ(θ, φ). (C.1)
Such a mapping can be performed through a group action given suitable kernel,
Πˆ(θ, φ), by
WAˆ(θ, φ) = Tr
[
Aˆ Πˆ(θ, φ)
]
(C.2)
Given that any arbitrary operator, Aˆ, for a two-level atom can be written in terms
of the su(2) algebra, such that
Aˆ = a01 + a1σˆx + a2σˆy + a3σˆz. (C.3)
Eq. (C.1) can then be separated into its basis, where each of the basis terms is
mapped to a term in phase space, where the phase space basis is
1→ fi(θ, φ), σˆx → fx(θ, φ), σˆy → fy(θ, φ), σˆz → fz(θ, φ), (C.4)
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therefore the Wigner function can be decomposed as
WAˆ(θ, φ) = a0 Tr
[
Aˆ
]
fi(θ, φ) + a1 Tr
[
Aˆσˆx
]
fx(θ, φ)
+ a2 Tr
[
Aˆσˆy
]
fy(θ, φ) + a3 Tr
[
Aˆσˆz
]
fz(θ, φ).
(C.5)
The kernel therefore needs to be structured as
Πˆ(θ, φ) = fi(θ, φ) 1 + fx(θ, φ) σˆx + fy(θ, φ) σˆy + fz(θ, φ) σˆz, (C.6)
which satisfies S-W 2 as long as the the functions are real, since the sum of Hermitian
operators generates a Hermitian operator.
It is now required that suitable functions are chosen. A feature of the Wigner
function is that it maps operators to a quasi-classical phase space. It is then desirable
that the functions are each proportional to their classical components on a sphere,
resulting in
W1(θ, φ) = Tr [1] fi(θ, φ) = 2c0,
Wσˆx(θ, φ) = Tr
[
σˆ2x
]
fx(θ, φ) = 2c1 sin(θ) cos(φ),
Wσˆy(θ, φ) = Tr
[
σˆ2y
]
fy(θ, φ) = 2c2 sin(θ) sin(φ),
Wσˆz(θ, φ) = Tr
[
σˆ2z
]
fz(θ, φ) = 2c3 cos(θ).
(C.7)
All that is required now is to find suitable coefficients for the functions that satisfy
the Stratonovich-Weyl correspondence. Starting with c0, from S-W 3 it follows that
1
2pi
∫ 2pi
0
∫ pi
0
Tr
[
Πˆ(θ, φ)
]
sin(θ)dθdφ = Tr [1]
2c0
2pi
∫ 2pi
0
∫ pi
0
sin(θ)dθdφ = 2
4c0 = 2
c0 =
1
2
.
(C.8)
The other coefficients can be calculated by using S-W 4, starting with c3 and
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setting Aˆ = Bˆ = σˆz yields
1
2pi
∫ 2pi
0
∫ pi
0
W 2σˆz(θ, φ) sin(θ)dθdφ = Tr
[
σˆ2z
]
2c23
pi
∫ 2pi
0
∫ pi
0
cos2(θ) sin(θ)dθdφ = 2
8c23
3
= 2
c3 =
√
3
2
.
(C.9)
The values for c1 and c2 can be calculated in the same way, by setting Aˆ = Bˆ = σˆx
and Aˆ = Bˆ = σˆy respectively.
Plugging these values into Eq. (C.6) then yields the qubit kernel
Πˆ(θ, φ) =
1
2
1 +
√
3
2
sin(θ) cos(φ) σˆx +
√
3
2
sin(θ) sin(φ) σˆy +
√
3
2
cos(θ) σˆz,
=
1
2
 1 +√3 cos(θ) √3 sin(θ) exp(−iφ)√
3 sin(θ) exp(iφ) 1−√3 cos(θ)
 . (C.10)
Assuming that the kernel can be written in terms of a rotated generalized parity
operator, the generalized parity operator must be found when setting θ = φ = 0.
Since at this point, the rotation operator is just the identity operator. This then
yields
Πˆ(0, 0) = Πˆ =
1
2
1 +√3 0
0 1−√3
 . (C.11)
By using the rotation operator
Uˆ ′(θ, φ) = exp
(
− iσˆz
2
φ
)
exp
(
− iσˆy
2
θ
)
exp
(
− iσˆz
2
Φ
)
(C.12)
the kernel can be generated by
Πˆ(θ, φ) = Uˆ ′(θ, φ)ΠˆUˆ ′†(θ, φ). (C.13)
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Note that in the body of the thesis, a different representation of the Euler angles are
used that results in a difference in sign. This is just a different choice in convention,
where the work of Tilma et. al. [12] has been followed. The reason for the preference
in this thesis can be found in the Wigner function tomography chapter, in Chapter 4,
where the procedure is to rotate the state with the operator Eq. (C.12), which is
equivalent the rotating the generalized parity with the alternative rotation operator.
It is also worth noting that when the goal is to just generate a generalized parity,
the coefficients for the diagonal operators is all that is necessary. Therefore, it was
only really necessary to calculate Eq. (C.8) and Eq. (C.9) resulting in
Πˆ =
1
2
1 +
√
3
2
σˆz. (C.14)
When generalizing to any value of M = 2j, the derivation of the kernel can be
greatly simplified by considering only the diagonal elements and generating only the
generalized parity. This generalized parity can be generated in a similar way to that
presented here, however it has to be expanded in terms of a multipole basis, where
the coefficients are calculated by the spherical harmonics. The solution of this is
given in the main body.
Appendix D
Visualization techniques,
projections and fibrations
Throughout this thesis, there are various ways that the discrete-variable Wigner
function has been plotted in order to generate an intuitive representation of the
data generated. All of the techniques used are based on the inherent geometry of
the system, that is a spherical structure. The sphere is the central format to all of
the images, and where viable has been preserved – such as when plotting an equal-
angle slice of multiple qubits. However, a three-dimensional sphere has not always
been the best way to display all of the correlations within the systems considered in
this thesis.
In this appendix, three of the plotting techniques used within the thesis will be
explained in more detail than is given in the body of the text. Two of these are a
projection of a 2-sphere onto a two-dimensional plane, the third is a projection of a
3-sphere to three-dimensional space. Where all three projections will be described
in terms of fibrations. Strictly speaking, the first two do not need to be described as
such, however it provides an interesting way of looking at the mapping and further
aids in understanding a fibration from the 3-sphere to three-dimensional space.
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D.1 Fibrations of the 2-Sphere
A fibration is a method where one takes an N-dimensional object and breaks it into
n-dimensional fibres, where n < N. Those fibres are then warped and moved into
a target space, mapping the original object fibre by fibre onto the new space. It
is best to understand this with a simple example, two simple examples of creating
circular fibres from the surface of a 2-sphere and mapping them onto a plane will
be shown in this section.
D.1.1 Lambert-Azimuthal Equal-Area Projection
A prominent projection throughout this thesis is the Lambert-azimuthal equal-area
projection. This has been chosen since it reliably represents all the information
on a sphere onto a disk. This projection was originally designed for cartography,
where a reliable method for projecting a map of the earth onto a sheet of paper was
necessary, this is an alternative to the Mercator projection one would typically see
in a map of the earth.
Figure D.1: Example of the Lambert-azimuthal equal-area projection for its original
use as a mapping tool for the globe [111].
An example of this projection used to display the globe is shown in Fig. D.1,
where the equator has been preserved as a straight line in the middle, and the
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north and south poles are points 1/
√
2 times the radius of the sphere away from
the equator. The projection between spherical coordinates and polar coordinates is
formally given by
(R,Φ) =
(
cos
(
θ
2
)
, φ
)
, (D.1)
(θ, φ) = (2 arccos (R) ,Φ) , (D.2)
where (θ, φ) are the coordinates on the sphere, θ is the zenith and φ is the azimuthal
angle, and (R,Φ) are polar coordinates in the plane where R is the radius and Φ is
the angle.
Figure D.1 has set the centre of the sphere to be on the equator. However
the projection used in this thesis chooses the north pole to be projected to the
centre, leaving the south pole to be projected around the perimeter, with the equator
projected as a concentric circle on the disk.
Thinking of this in terms of fibres, the surface of the original sphere is sliced
infinitely thinly. The north pole is sliced such that it is just a point, the rest of
the sphere is then slices into circles, where each circle increases in radius until the
equator (which is the largest circle). This process is then continued to the south
pole, which is, like the north pole, a single point. This single point is stretched out
to be a circle like the other fibres, this fibre is then made to be the perimeter of the
disk.
(a) (b) (c) (d)
Figure D.2: The steps of how to go from a sphere to the Lambert azimuthal
projection through a fibration. (a) shows the full sphere. In (b), the sphere has been
split up into fibres and separated. These fibres are then stretched and squeezed in
(c) according to the value of the radius in Eq. (D.1). The fibres are then put back
together in (d), generating the Lambert azimuthal equal-area projection.
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Each circular fibre, taken from a set value of θ on the sphere, is stretched or
squeezed to have a radius, according to Eq. (D.1), of cos(θ/2). The south pole
therefore has a radius of 1, and the equator, originally at θ = pi/2 is mapped to
cos(pi/4) = 1/
√
2. A visual demonstration of how this process works is shown in
Fig. D.2.
D.1.2 Stereographic Projection
The stereographic projection is similar to the Lambert azimuthal equal-area pro-
jection in that is maps the surface of a sphere to the two-dimensional plane. The
difference, however, is in how it is projected. Mathematically, the relation between
spherical and polar coordinates is
(R,Φ) =
(
sin(θ)
1− cos(θ) , φ
)
, (D.3)
(a)
(b) (c) (d) (e)
Figure D.3: Here is an example of how the stereographic projection related to a
sphere. (a) shows how the stereographic projection can be thought of as a light
shining from the north pole, creating a projection of the surface of the sphere onto a
two-dimensional plane. Below in (b)-(e) are the steps to thinking about the stereo-
graphic projection as a fibration. (b) shows the sphere which is then split into fibres
in (c). In (d), the fibres are stretched and squeezed according to the stereographic
projection, where only values from the south pole to the equator have been taken
into account. (e) then shows this fibration on a disk.
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(θ, φ) =
(
2 arctan
(
1
R
)
,Φ
)
. (D.4)
One aspect of Eq. (D.3) is that as θ → 0, R → ∞. However in this case, in
contrast to the Lambert azimuthal equal-are map, the south pole in mapped to the
centre of the plane.
This mapping is most regularly thought of as holding a light at the north pole.
The light then shines directly though the sphere, through the south pole onto a
two-dimensional surface. The light projects what is on the surface of the sphere
onto the plane. This light shines in all directions and every point on the plane
corresponds to point where a straight line from that point to the north pole of the
sphere intersects the surface of the sphere. Therefore, the projection from the north
pole to the surface simply forms a plane parallel to the two-dimensional surface. A
demonstration of this can be seen in Fig. D.3 (a). Figs. D.3 (b) - (e) then shows
how the stereographic project can be represented as a fibration.
D.2 The Hopf Fibration of the 3-Sphere
Now the process of fibrating a higher-dimensional object moves onto a 3-sphere.
In order to understand how the fibration of a 3-sphere works, it is useful to first
understand its geometry. The 3-sphere is diffeomorphic to SU(2), meaning that it
can be described by three degrees of freedom, θ, φ, and Φ. The first two degrees of
freedom, θ and φ, describe the surface of a 2-sphere. At every point on the surface
of the sphere, the Φ degree of freedom describes a circle that extends into the fourth
dimension. It is these circles that are represented by the Φ degree of freedom that
will be the fibres that will be mapped to a three dimensional space.
To show how these circles are mapped to a three-dimensional space, Fig. D.4
gives a demonstration of the Hopf fibration. Fig. D.4 shows Hopf Fibrations for
different set values of θ, where Figs. D.4 (a) and (b) show fibrations for θ = pi/4,
Figs. D.4 (c) and (d) show fibrations for θ = pi/2, and Figs. D.4 (e) and (f) show
fibrations for θ = 3pi/4. The top row shows fibrations for discrete points of φ,
182 Visualization techniques, projections and fibrations
(a)
(b)
(c)
(d)
(e)
(f)
Figure D.4: A demonstration of the Hopf fibration for different set values of the θ
degree of freedom – see text for explanation.
whereas the bottom show the plot for continuous values of φ. Next to each plot
shows the corresponding points in the 2-sphere.
Taking a specific example, let us consider Fig. D.4 (a), this is a set of fibrations
for θ = pi/4. In the sphere inset, this is shown by the ring of points at θ = pi/4.
Each of the points in the ring in indicated by a unique colour. This colour is set
constant for all values of Φ for the set values of θ and φ, therefore, the fibration
generated at this point in a circle of uniform colour. This circle is then taken from
four-dimensional space and place in the Hopf fibration. This is then repeated for
all the points chosen in this fibration. Fig. D.4 (b) then shows how this is mapped
when the φ degree of freedom is set to be continuous, generating a ring shape.
In the body of the text, this ring shape is referred to as a torus, this is of course
not what it is, but it simplifies the explanation. The circles are much larger, as an
example in Fig. D.4 (b), the blue at the front of the ring corresponds to the same
blue on the back wall. The fibrations therefore form a sort of set of interlocking
circles, where each circle is generated by the Φ degree of freedom (referred to as
the minor axis in the main text) and the whole ring is generated by the φ degree of
freedom (referred to as the major axis in the main text).
As the value of θ is changed in Figs. D.4 (c) and (d) and Figs. D.4 (e) and (f),
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the size and angle of the circles change, generating thicker rings. The angle, position
and size change to ensure that the different fibrations do not touch one another for
different values of θ, the fibrations can then nest inside one another as demonstrated
in the examples in the main text.
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Appendix E
Simple procedure for phase-space
measurement and entanglement
validation
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It has recently been shown that it is possible to represent the complete quantum state of any system as
a phase-space quasiprobability distribution (Wigner function) [Phys. Rev. Lett. 117, 180401 (2016)]. Such
functions take the form of expectation values of an observable that has a direct analogy to displaced parity
operators. In this work we give a procedure for the measurement of the Wigner function that should be applicable
to any quantum system. We have applied our procedure to IBM’s Quantum Experience five-qubit quantum
processor to demonstrate that we can measure and generate the Wigner functions of two different Bell states as
well as the five-qubit Greenberger–Horne–Zeilinger state. Because Wigner functions for spin systems are not
unique, we define, compare, and contrast two distinct examples. We show how the use of these Wigner functions
leads to an optimal method for quantum state analysis especially in the situation where specific characteristic
features are of particular interest (such as for spin Schrödinger cat states). Furthermore we show that this analysis
leads to straightforward, and potentially very efficient, entanglement test and state characterization methods.
DOI: 10.1103/PhysRevA.96.022117
I. INTRODUCTION
In 1932, Eugene Wigner, in an attempt to link the physics
of many-particle systems (statistical physics) with quantum
mechanics, defined a new way of describing the quantum
state [1]. It took the form of a probability density function
in position and momentum but, interestingly, it could take
on negative values. Now named after its creator, the Wigner
function is usually presented in advanced quantum optics texts
as an integral combining the notions of Fourier transformations
and autocorrelations. The function rapidly established its
usefulness when its ability to take on negative values enabled
physicists to be able to visualize quantum correlations in ways
that were not previously possible. This capability is most
commonly seen in the superposition of two macroscopically
distinct coherent states [2–4]. In Fig. 1 we show an example
of the Wigner function for such a superposition, the famous
Schrödinger cat state. Such a state is very similar to those pre-
sented in Ref. [5] where it was demonstrated that nonclassical
states of light can be made.
Similar schemes to those used in Ref. [5] for the direct
reconstruction of the Wigner function for light have been in
existence for some time (see, for example, Refs. [6–10]). These
schemes all have the same feature that they, either implicitly
or explicitly, rely on the fact that the Wigner function can be
written as the expectation value of an appropriately normalized
displaced parity operator or, equivalently, the expectation of
parity for a displaced state [11]. In quantum mechanics, parity
is similar to the usual notion of point reflection in that it maps a
coordinate to one of opposite sign, the difference being that the
coordinate in quantum mechanics is an observable operator.
What this means is that, to reconstruct the Wigner function
representation of the quantum state, all that is needed is a
mechanism of displacing the quantum state and measuring its
*m.j.everitt@physics.org
parity. Such operations are well established in the quantum op-
tics community [12]. A similar procedure, designed and built
around finite-dimensional systems, is however still lacking.
To address this lack of a mechanism for displacing the
quantum state and measuring its parity for finite-dimensional
quantum systems, we propose a phase-space formalism that
allows for a full representation of a product Hilbert space
and offers easily understandable visualizations. Focusing on
the latter, the symmetric-subspace approach, for example,
the one presented in Ref. [13] where Wigner functions are
constructed via a multipole expansion of spherical harmonics,
is quite visually informative for harmonic-oscillator type sys-
tems [14,15] and those with spin-1/2 symmetry. In more detail,
it was Arecchi et al. [14] that first derived spin-1/2 atomic
coherent states described by continuous functions of Euler
angles. These states satisfied the same mathematical proper-
ties as the Glauber–Sudarshan infinite-dimensional coherent
states [2,16] but offered discreteness and Bloch symmetry to
the corresponding Hilbert space, thus allowing them to be
used to describe an assembly of spin-j particles. Soon after,
Agarwal [17] rewrote the Wigner R and P functions in terms
of Arecchi’s atomic coherent states, thus allowing for the study
of various spin-j systems under the Moyal quantization [18].
These parametrizations allow for easy visualizations of various
quantum systems via Dicke state mappings [19,20] to a
multipole expansion of spherical harmonics, for example, but
they do not allow for a full representation of a product Hilbert
space. As such, all symmetric-subspace Wigner functions are
limited insofar that they cannot correctly show entanglement
or represent the set of states that lie outside of this subspace
(which, for large numbers, is nearly all of the Hilbert space).
To address the issue of the full representation of a product
Hilbert space, we propose that the the phase space needs to be
parametrized by more generalized coherent states such as those
derived by Nemoto [21] and Mathur et al. [22]. Such states
can be used to construct characteristic functions beyond those
written with atomic or three-level coherent states [17,23–26].
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|alive|dead
Quantum Interference
Quantum Interference
FIG. 1. The iconic textbook example of a Wigner function for
a Schrödinger cat state. The bell shapes represent the “alive” and
“dead” possible states for the “cat” and the oscillations between them
indicate the quantum coherence between these states (i.e., the classic
“both alive and dead” statement). A similar Wigner function without
these interference terms would represent a state with a classical coin
toss probability of being either alive or dead but not both. The presence
of the interference terms indicates that this Wigner function represents
a state that is in both states (“alive and dead”) at the same time (a
superposition).
These characteristic functions [27], by satisfying the
Stratonovich–Weyl correspondence [28], are informationally
complete SU(N )-symmetric, spin-j descriptions of finite-
dimensional quantum states (“qudits”) [29–32]. This work is
in contrast to that proposed by Wootters [33] and others for
generating characteristic functions of N -dimensional discrete
systems. There, the motivating mathematics are built around
analyzing “systems having only a finite number of orthogonal
states. The ‘phase space’ for such a system is taken to
be not continuous but discrete.” [33]. The phase space
generated by such generalized coherent states is continuous
in its parametrization (see Refs. [34,35]), allows for Wigner
functions to be generated by the methodology given in
Ref. [36] (the expectation value of an appropriately normalized
displaced general parity operator), can completely represent
product Hilbert spaces of qudits (thus producing phase-space
signatures of entanglement), and gives a method for visualizing
said functions that is equivalent to that done for symmetric sub-
space representations, which we now discuss in more detail.
II. BACKGROUND
While it has been known for a long time that parity
displacement could be done for continuous systems [16,37],
following much work on the use of Wigner functions of dis-
crete systems [17,18,23–27,30–33,38–44], it has only recently
been proposed that any quantum system’s Wigner function can
be written as the expectation value of a displaced and/or rotated
generalized parity operator [36]. Mathematically this can be
expressed as
Wρ() = 〈U ()U †()〉ρ
= Tr[ρ{U ()U †()}], (1)
where W is the Wigner function and is the set of parameters
over which displacement or rotations are defined (typically this
would be position and momentum), ρ is the density matrix,
U () is a general displacement or rotation operator or
collection of operators, and ’s definition is motivated by
the usual parity operator. The conventional Wigner function
in position and momentum space is obtained if U is set to the
displacement operator that defines coherent states |α〉 from the
vacuum state |0〉 according to D(α)|0〉 = |α〉, and the operator
 is defined to be twice the usual phase-space parity operator
so that |α〉 = 2| − α〉 [45].
For a given system the choice of U () and  is not
unique, but in Ref. [36] it was stipulated that a distribution
Wρ() over a phase space defined by the parameters 
is a Wigner function of ρ if there exists a kernel ()
[which we show can be written as a similarity transform
with respect to a “displacement” of a parity-like operator,
i.e., () = U ()U †()—and the Wigner function is the
expectation value of this similarity-transformed operator]
satisfying the following restricted version of the Stratonovich–
Weyl correspondence (reproduced verbatim from Ref. [36]):
S-W.1 The mappings Wρ() = Tr [ρ ()] and ρ =∫

Wρ()()d exist and are informationally complete.
Simply put, we can fully reconstruct ρ from Wρ() and vice
versa.1
S-W.2 Wρ() is always real valued which means that
() must be Hermitian.
S-W.3 Wρ() is “standardized” so that the definite integral
over all space
∫

Wρ()d = Tr ρ exists and
∫

()d =
1l.
S-W.4 Unique to Wigner functions, Wρ() is self-
conjugate; the definite integral ∫

Wρ ′ ()Wρ ′′ ()d =
Tr [ρ ′ρ ′′] exists. This is a restriction of the usual Stratonovich–
Weyl correspondence.
S-W.5 Covariance: Mathematically, any Wigner function
generated by “rotated” operators(′) (by some unitary trans-
formation V ) must be equivalent to rotated Wigner functions
generated from the original operator [(′) ≡ V()V †]—
i.e., if ρ is invariant under global unitary operations then so is
Wρ().
If we define U () as an element of a special unitary (SU)
group that acts as a displacement or rotation and  as an
appropriately normalized identity plus a traceless diagonal
matrix (i.e., an element of the Cartan subalgebra of the
appropriate group) then, from Ref. [36], Eq. (1) is sufficient
to generate Wigner functions for any finite-dimensional,
continuous-variable, quantum system. We note that, beyond
satisfying the Stratonovich–Weyl correspondence, we have
yet to fully determine the level to which this definition is
constrained. Because  performs the same role as parity does
in the standard Wigner function, we refer to it as an extended
parity.
III. THE SCHEME
In this work we present a procedure for the measurement
and reconstruction of the quantum state for a series of qubits
from two different Wigner functions that both satisfy the
above restricted Stratonovich–Weyl correspondence. We start
by considering a Wigner function where the extended parity
operator is defined with respect to the underlying group
structure of the total system. We then proceed to investigate
1For the inverse condition, an intermediate linear transform may be
necessary.
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another Wigner function, whose kernel comprises a tensor
product of one-qubit kernels, which is arguably a more natural
way of looking at composite quantum systems. In both cases
we apply our procedure to IBM’s Quantum Experience five-
qubit quantum processor to demonstrate that we can measure
and reconstruct the Wigner functions of two different Bell
states and the five-qubit Greenberger–Horn–Zeilinger (GHZ)
state.
While Wigner functions can be considered to be expectation
values of displaced extended parity operators, this view does
not necessarily lead to the best way to practically determine
the Wigner function. As previously discussed, displacing the
extended parity operator and taking its expectation value
should be the same as displacing or rotating the state, i.e.,
creating a new “state”:
ρ˜() = U †()ρU (), (2)
and calculating the expectation value of the unshifted extended
parity operator
〈〉ρ˜() = Tr [ρ˜()]. (3)
Mathematically this is equivalent to our original expression
for the Wigner function [Eq. (1)] because trace is invariant
under cyclic permutations of its arguments. Furthermore, it is
possible, and in some cases (such as with the IBM Quantum
Experience) easier, to make ρ˜() by performing local rotations
on each qubit rather than displacing .
In the ideal case, the extended parity  shown in Eq. (3)
will be directly measurable, allowing for reconstruction of the
quantum state via its Wigner function without any intermediate
steps being needed. Even if it is not possible to measure
the extended parity directly, such as with the IBM Quantum
Experience, there is a simple alternative. Note that , as
introduced in Ref. [36], is always a diagonal operator in
the computational basis. The Wigner function is then easy
to calculate according to
W () =
∑
n
ρ˜nn()nn. (4)
To determine the Wigner function we are only required to
measure the probability of the rotated system occupying each
state of the computational basis.
For a set of qubits the rotation of the system can be
intuitively defined in terms of rotation operators acting on each
of the system’s constituent parts. Explicitly, we can define a
total rotation operator for N qubits as
UN =
N⊗
i
Ui(θi,ϕi,	i), (5)
where Ui(θi,ϕi,	i) = eiσzi ϕi eiσyi θi eiσzi 	i is the SU(2) rotation
operator for each qubit in terms of the Euler angles i =
(θi,ϕi,	i). In the following sections we discuss the Wigner
functions defined through two different possible choices of .
IV. A SPIN WIGNER FUNCTION WITH SU(·)
EXTENDED PARITY
In this section we define and explore a Wigner function
for N qubits where the extended parity operator reflects
the underlying group structure of the total system. Here,
extended parity is motivated by the idea of doing what
amounts to a global π rotation on the hypersphere of the
underlying SU(2[N]) coherent-state representation. This is
achieved by defining our extended parity operator SU(2[N])
as a 2N × 2N diagonal matrix whose first element2 is
2−N [1 + (2N − 1)√2N + 1] and whose remaining diagonal
elements are 2−N [1 − √2N + 1]. For example,
SU(2[1]) =
1
2
(
1 + √3 0
0 1 − √3
)
= 1
2
[1l +
√
3σz] (6)
for one qubit and
SU(2[2]) =
1
4
⎛
⎜⎜⎜⎜⎝
1 + 3√5 0 0 0
0 1 − √5 0 0
0 0 1 − √5 0
0 0 0 1 − √5
⎞
⎟⎟⎟⎟⎠
= 1
4
[1l ⊗ 1l +
√
51l ⊗ σz +
√
5σz ⊗ 1l +
√
5σz ⊗ σz]
(7)
for two qubits in the computational basis.
Combining this definition of extended parity with the
composite rotation operator UN , we obtain the kernel
SU(2[N ])({θi,ϕi}) = UN ˆSU(2[N ])U†N (8)
that satisfies the restricted Stratonovich–Weyl correspondence
given in the introduction. We note that the 	i make no
contribution because SU(2[N]) commutes with σzi . This kernel
defines our SU(2[N]) extended parity-based Wigner function
according to
WSU(2[N ])({θi,ϕi}) = Tr[ρUN ˆSU(2[N])U†N ]. (9)
Let us now consider the specific case of the Wigner
function WSU(2[N ]) for two qubits. Each qubit brings with it
two degrees of freedom expressed in terms of Euler angles
 = (θ1,ϕ1,θ2,ϕ2); thus the associated Wigner function takes
the form of a four-dimensional quasiprobability distribution
WSU(2[2])(θ1,ϕ1,θ2,ϕ2). Four-dimensional functions are not easy
to visualize, but we can take slices of the function in order
to gain an appreciation of it as a whole. In Figs. 2(a)–2(d)
we show some example Wigner function slices for two
Bell states. Specifically, Figs. 2(a) and 2(b) show the
equal-angle (“=^”) slice W=^SU(2[2])(θ,ϕ) = WSU(2[2])(θ,ϕ,θ,ϕ)
while Figs. 2(c) and 2(d) show the slice Wϕi=0SU(2[2])(θ1,θ2) =
WSU(2[2])(θ1,0,θ2,0). Note that Figs. 2(e) and 2(f) will be
discussed in Sec. V, while more general two-qubit Wigner
function dynamics are shown in Ref. [46].
2This particular representation of extended parity is a rotation of
the extended parity operator given in Ref. [36] that we have taken
in order to keep within the conventions of the experimental physics
and quantum information communities. As with the extended parity
operator given in Ref. [36], ours is still a linear function of the identity
plus the Cartan subalgebra of the selfsame SU group.
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FIG. 2. (a)–(d) Slices from the four-dimensional Wigner function WSU(2[2])(θ1,ϕ1,θ2,ϕ2) of two qubits for two different, maximally
entangled, Bell states |	−〉 = (|0〉1|0〉2 − |1〉1|1〉2)/
√
2 and |+〉 = (|0〉1|1〉2 + |1〉1|0〉2)/
√
2. The three-dimensional plots in panels (a) and
(b) show W=^SU(2[2])(θ,ϕ), the slice where θ = θ1 = θ2 and ϕ = ϕ1 = ϕ2. The two-dimensional plots in panels (c) and (d) of θ1 versus θ2
show Wϕi=0SU(2[2])(θ1,θ2), the slice where ϕ1 = ϕ2 = 0. We recommend that the reader see the Supplemental Material [46], which expands on
these figures and shows animations of the Deutsch–Jozsa algorithm [47] and the creation of all four Bell states (in the animations, for
example, it becomes clear that the Wigner functions for the Bell states, or, for that matter, any maximally entangled two-qubit state, are
simply rotations of the same function in four-dimensional space). Later in this work we present experimental reconstructions of the θ1
versus θ2 plots. In understanding the form of these plots we note that the |+〉 state is one with total spin-angular momentum h¯ but zero
total z spin-angular momentum. We thus expect to see the observed ring-like symmetry in W=^SU(2[N])(θ,ϕ) for |+〉 (the symmetry of |	−〉
follows from |+〉 because they are rotations of each other in four-dimensional space). This state is also an angular-momentum analog of a
photon-number (Fock) state which shares a similar symmetry in its Wigner function [8–10]. In panels (e) and (f) we show Wϕi=0⊗2 SU(2)(θ1,θ2)
created by using the alternative extended parity operator ⊗2 SU(2) as discussed in Sec. V. The availability of more than one extended
parity operator, which produces Wigner functions with qualitatively very similar features, opens up possible alternative paths for direct
phase-space reconstruction (note we have also included an animation of W⊗2 SU(2) for the creation of the Bell states in the Supplemental
Material [46]).
To demonstrate that this function is indeed easy to construct
we have taken advantage of IBM’s Quantum Experience
project. The project makes available through the Internet
a five-qubit processor, initially based on a simple “star”
topology:3 a central qubit is coupled to four other qubits.
The machine has already been used to produce interesting
results [48,49]. Here we use it to measure and reconstruct
the Wigner functions for the two Bell states |	+〉 and |−〉,
as presented in Fig. 2. In this work, we are limited by the
operations that IBM has made available to the user, operations
that naturally focus on quantum computing applications.
Nevertheless, following Eq. (2), we are able to produce
3Before the early-2017 update by IBM.
ρ˜(θ1,ϕ1,θ2,ϕ2) by using rotations generated by combina-
tions of gate operations and readout state populations of
ρ˜nn(θ1,ϕ1,θ2,ϕ2) via the standard output of the IBM processor.
We then use Eqs. (4) and (7) to reconstruct the Wigner
function (9).
In Fig. 3 we plot the Wigner function Wϕi=0SU(2[2])(θ1,θ2)
slices, comparing the ideal theoretical values of Figs. 2(c)
and 2(d), values generated by IBM’s built in simulator (that
models environmental effects) and real experimental data. The
calibration data pertaining to the experiments are provided in
Table I. In principle, to fully reconstruct the state requires us
to measure the same number of points as needed to reconstruct
the density matrix. In Fig. 3 we have actually measured more,
and different, points than would be needed to fully reconstruct
the state. This was done to demonstrate the ability to generate
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FIG. 3. Plots of the spin Wigner function for the two Bell states
|	+〉 and |−〉. We plot θ1 versus θ2 for the Wϕi=0SU(2[2]) slice of the
Wigner function for two qubits; making use of the periodicity of
the function at the edges of each plot for computational efficiency.
We have included for comparison ideal theoretical values, numerical
results using IBM’s built in simulator, and real experimental data from
IBM’s quantum processor. The quantum circuit presented above is
a screenshot taken directly from IBM’s Quantum Experience web
interface. It provides an example of the measurement protocol we
used to obtain the diagonal elements of the rotated density matrix
ρ˜nn(θ1,ϕ1,θ2,ϕ2). The theoretical, simulated, and experimental data
are all in very good agreement with each other. Slight differences exist
due to imperfect implementation of needed rotations due to different
gate operations having different levels of noise (decoherence). It
should be straightforward to replace the “Gates for performing
θ rotations” with generalized rotation operators on each qubit.
Furthermore, if measurement of the extended parity operator ()
were available, direct observation of the quantum state would be
reduced to a two-stage process of rotate and measure. We believe that
such a protocol, because it would need fewer gate operations, would
result in better agreement between theory and experiment than that
seen in this figure. Note that, in order to have good color graduation
in the transition from positive to negative values, there is some color
clipping for the very strong blue points.
the Wigner function by using a raster scan approach because
this makes clear the straightforward nature of our measurement
method. Due to finite computational resources, and the need
to do rotations as outlined above, we are limited in our
resolution. Nevertheless, we find good agreement between
theory, simulation, and experimental data, demonstrating that
our tomographic process is clearly able to distinguish between
the two Bell states.
Bell states are interesting both as an example of maxi-
mally entangled states and for their usefulness in quantum
information processing. Fortunately, for systems comprising
more spins, we can extend this class of states to those
that have a direct analogy with optical Schrödinger cat
states as considered in Ref. [5] and others. Such states
are termed “spin-cat states” of which the GHZ state [50]
is an excellent example. In previous theoretical work, spin
TABLE I. Calibration data for the experimental results contained
within this paper. Data for the Bell state and GHZ Wigner functions
were taken on June 16 and 17, 2016 when the fridge temperature was
18.25 and 17.916 mK, respectively. T1 and T2 are the usual relaxation
times, g is the gate error, r is the readout error and i2g is the CNOT
gate error between the qubit listed and qubit 2 (which is the target
qubit for the CNOT operation).
Bell GHZ
Qubit 1 2 0 1 2 3 3
T1 (μs) 85.8 75.1 58.9 87.1 74.7 74.8 65.5
T2 (μs) 109.6 58.8 74.8 142.2 59.2 53.2 48.4
g (×10−2) 0.15 0.2 0.29 0.2 0.23 0.23 0.89
r (×10−2) 4.6 4.3 4.6 4.2 3.6 3.6 5.7
i2g (×10−2) 3.19 5.21 3.31 3.18 6.55
Wigner-like functions have been proposed as a mechanism
for visualizing such cat states [13,51,52]. In analogy with
measuring Wigner functions of nonclassical cavity field
states [5], using our method we now construct the WSU(2[5])
Wigner function for a spin-cat of the form |GHZ5〉 =
(|0〉1|0〉2|0〉3|0〉4|0〉5 − |1〉1|1〉2|1〉3|1〉4|1〉5)/
√
2. In Fig. 4 we
show the θ1 = θ2 = θ3 = θ4 = θ5 and ϕ1 = ϕ2 = ϕ3 = ϕ4 =
ϕ5 slice of the WSU(2[5]) Wigner function for |GHZ5〉 which is
the higher-dimensional analog of Figs. 2(a) and 2(b). We show
both theoretical predictions and, due to limited computational
resources, as insets, simulation and experimental data obtained
from the IBM machine. Once more the calibration data
pertaining to the experiments is provided in Table I. We
note that the θ1 = θ2 = θ3 = θ4 = θ5 and ϕ1 = ϕ2 = ϕ3 =
ϕ4 = ϕ5 slice does not contain all the information needed
to reconstruct the state; for full reconstruction we would
need to measure and visualize all {θi,θj } i = j sets of angles
for various values of ϕi . For the top and bottom point the
theoretical value is 2.7 while the simulated values are 1.64
and 1.70, and experimental values 1.16 and 1.22, respectively.
Here simulation and experiment are in good agreement. The
difference from the theoretical values for all four points
indicates that there is some decoherence and/or gate and mea-
surement errors in the system, mostly accounted for in IBM’s
simulation, meaning that the observed state is not in an ideal
GHZ state.
V. A WIGNER FUNCTION FOR TENSOR
PRODUCTS OF SPINS
The Stratonovich–Weyl conditions do not uniquely specify
the extended parity operator  and hence the Wigner function
is also not uniquely defined. Because of this, it is natural to
ask what difference choosing alternative Wigner functions will
make. As our current focus is on experimental reconstruction
of the quantum state in phase space, we believe that it is
instructive to explore at least one alternative whose direct
measurement may be more readily available to those working
in quantum information. In the previous case, the definition of
extended parity was motivated by the idea of a globalπ rotation
on the hypersphere of the underlying SU(2[N]) coherent-state
representation. In this case the notion of extended parity is
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FIG. 4. Here we show the five-qubit GHZ spin Schrödinger
cat state Wigner function WSU(25) for the θ1 = θ2 = θ3 = θ4 = θ5
and ϕ1 = ϕ2 = ϕ3 = ϕ4 = ϕ5 slice. This can be considered a qubit-
system analog of Fig. 1 and which was presented in Ref. [5] to
reconstruct nonclassical cavity field states. We note that in Ref. [5]
the interference terms that were observed correspond to quantum
coherence in macroscopically distinct superpositions of states. In
this figure, the interference terms should be interpreted as a direct
visualization of the entanglement in the system. Here we show the
ideal function, and as insets, show both simulated and experimental
results from IBM’s Quantum Experience project. In this figure
we also show an example circuit used to generate simulated and
experimental data. As with the circuits used to create the Bell states
presented in Fig. 3, these gate operations ideally would be replaced
by optimized, single-rotation, operations that have very recently been
made available by IBM. We note that the two, nonpolar, points can
be obtained in a variety of ways. Specifically they could be found by
using just θ rotations, or through a combination of θ and ϕ rotations.
We have verified that the results that we obtained from the IBM
Quantum Experience project are independent of the combination of
rotations used.
motivated on an individual qubit level; a global π rotation on
each qubit’s Bloch sphere. This leads to an extended parity
operator that is nothing more than the tensor product of the
parities of individual qubits:
⊗N SU(2) =
N⊗
i=1

(i)
SU(2[1]) =
N⊗
i=1
1
2
(1l +
√
3σzi ), (10)
which for one qubit is equal to Eq. (6) but for two qubits takes
the explicit form
⊗2 SU(2) = 12
⎛
⎜⎜⎜⎝
2 + √3 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 2 − √3
⎞
⎟⎟⎟⎠
= 1
4
[1l ⊗ 1l +
√
3 1l ⊗ σz +
√
3 σz ⊗ 1l + 3 σz ⊗ σz]
(11)
in the computational basis. When compared with Eq. (7) we see
that this version of extended parity no longer treats one-qubit
and two-qubit contributions on an equal footing. The definition
of the Wigner function continues in the same way as before
and, in terms of the rotated density matrix ρ˜ = U†NρUN , takes
the form
W⊗N SU(2)() = Tr[ρ˜()⊗N SU(2)]
=
∑
n
ρ˜nn()(⊗N SU(2))nn. (12)
Returning to Figs. 2(e) and 2(f) we show example slices
of Wθi=0⊗N SU(2)(θ1,θ2) = W⊗N SU(2)(θ1,ϕ1 = 0,θ2,ϕ2 = 0) that
demonstrate that this alternative Wigner function is quali-
tatively very similar to the equivalent slices of WSU(2[N])()
shown in Figs. 2(c) and 2(d) [46].
In Fig. 5 (top) we show results for comparison with Fig. 4
and (bottom) (and, by analogy, with nonclassical cavity field
states [5]) with Fig. 3 which demonstrates that W⊗N SU(2) is
a Wigner function with qualitatively very similar features to
WSU(2[N]) that will be compared in the next section. For the top
and bottom point the theoretical value is 2.375. The simulated
values are 1.13 and 1.11, and the experimental values are
0.8876 and 0.9006, respectively.
VI. EFFICIENT STATE ESTIMATION,
CHARACTERISATION, AND ENTANGLEMENT
VALIDATION
As they are informationally complete, our Wigner functions
for spin can be considered mathematically equivalent to the
density matrix (state space) formulation. They also exhibit
unique and intuitively natural characteristic features. If, for
example, we look at Fig. 5 for the GHZ state (which is a
superposition of spin coherent states) it is clear that there
are regions of strong oscillations in the equal-angle slice;
these are reminiscent of the interference terms between two
harmonic-oscillator coherent states shown in Fig. 1. It is
natural to ask if measurement of such characteristic features
can be used to verify nonclassical properties of the state
such as quantum coherence or entanglement. In other words,
can we extract information in a similar way as for Wigner
functions of continuous systems where negativity is a signature
of nonclassical correlations? In finite-dimensional systems
things are a little more complicated because negativity of the
Wigner function has some subtle complexities which we will
expand on later in this paper and in full detail in a later work.
Moreover, the exact form of a state’s spin Wigner function is
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FIG. 5. Here we reproduce Figs. 3 and 4 by using the same
data but now employing the Wigner function defined by using the
alternative extended parity operators as given in Eq. (12). In the
top figure, for comparison with Fig. 4, we show the five-qubit
GHZ spin Schrödinger cat state Wigner function W⊗5 SU(2) for the
θ1 = θ2 = θ3 = θ4 = θ5 and ϕ1 = ϕ2 = ϕ3 = ϕ4 = ϕ5 slice. Again
we show the ideal function and, as insets, show both simulated and
experimental results from IBM’s Quantum Experience project. On
the bottom figure, for comparison with Fig. 3, we provide plots
of W⊗2 SU(2) for the two Bell states |	+〉 and |−〉. We plot θ1
versus θ2 for the ϕ1 = ϕ2 = 0 slice of the Wigner function for two
qubits. Once more, we have included for comparison ideal theoretical
values, numerical results using IBM’s built in simulator, and real
experimental data from IBM’s quantum processor. Again we see
good agreement between theory, simulation and experiment and note
that using a different extended parity operator provides an alternative
path to direct measurement of phase space.
fixed by the chosen extended parity operator that is used. As
such, it may be that different extended parity operations may
be more or less useful in revealing particular characteristic
features of the quantum state. To focus the discussion in
this section we fix our choice of parity and Wigner function
to ⊗N SU(2) and W⊗N SU(2). We discuss with reference to
this specific Wigner function possibilities for efficient state
characterization or categorization (e.g., by identifying features
peculiar to GHZ states). We show that if one has sufficient prior
information about the expected state of the system (such as that
it comprises a superposition of antipodal spin coherent states)
it may be possible to validate entanglement with only a couple
of measurements.
To begin we consider the N -qubit state
ρ(γ ) = γρGHZ + (1 − γ )ρm, (13)
where γ ∈ [0,1]. Here ρ(γ ) interpolates between the density
operators ρGHZ for the GHZ state (the coherent superposition
of |11111〉 and |00000〉 with γ = 1) and ρm for the statistical
mixture of |11111〉 and |00000〉 (with γ = 0). The Wigner
function of this state is
W
(γ )⊗N SU(2)() =
1
2N+1
N∏
i=1
(1 +
√
3 cos 2θi)
+ 1
2N+1
N∏
i=1
(1 −
√
3 cos 2θi)
− γ
2N
N∏
i=1
(−
√
3 sin 2θi) cos
(
2
N∑
i
ϕi
)
. (14)
When γ = 1 we can see that the N -qubit GHZ state is made
up of three terms: the first two correspond to the first and last
diagonal elements of the density matrix in Eq. (13) and the third
(interference) term to the maximally off-diagonal elements.
Figure 6 compares the equal-angle Wigner functions (θ =
θ1 = · · · = θN,ϕ = ϕ1 = · · · = ϕN ) of the GHZ state γ = 1
[Fig. 6(a)]and the separable mixed state γ = 0 [Fig. 6(b)]. As
can be seen, the maxima at the top and bottom of the sphere
are the same in both states, although the equatorial oscillations
are absent in the separable state.
From this simple example, it is clear that the oscillations
around the equator, where all θi = π/4, arise entirely from the
cos(2∑Ni ϕi) term. These oscillations, which are of maximum
possible frequency for a Wigner function with this number of
qubits, are characteristic of GHZ-type superposition (compare
the iconic Wigner function Fig. 1) and are analogous to the
super-resolution oscillations observed in NOON states [53].
We note that any antipodal superposition of spin coherent states
will be look like a rotated version of Fig. 6(a) with interference
terms along the geodesic bisecting them. It is natural to
ask if such oscillations can be used to certify GHZ-type
entanglement. We note that negativity in the Wigner function
alone is insufficient to be a signal of entanglement. To illustrate
this we show in Fig. 6(c) the equal-angle slice Wigner function
for the state |10000〉 and note that, despite being separable, it
has significant negativity in this equal-angle slice. Indeed, the
equal-angle slice of the W⊗5 SU(2) function for the statistical
mixture of |10000〉, |01000〉, etc. is identical to Fig. 6(c). To
establish if there is a potential to use the characteristic features
of the GHZ Wigner function equal-angle slice for certification
we can ask what is the nearest separable state in terms of its
phase-space characteristics. We believe the closest in form is
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FIG. 6. Here we show the equal-angle slice W⊗N SU(2) Wigner function for various 5-qubit states. Panel (a) shows the same GHZ state
as seen in Fig. 5, with panel (b) showing the mixed state counterpart of this GHZ state given by [(|0〉〈0|)⊗N + (|1〉〈1|)⊗N ]/2 Only the pure
state displays the interference pattern given by the off-diagonal terms in the density matrix when the state is entangled. In panel (c) we see
the state |10000〉. In panels (d) and (e) we see the clock state; panel (d) is shown with the same color map as the other plots, whereas panel
(e) shows the state with a modified color map to show the structure of the slice that is not evident with the color maps used throughout the
rest of this figure. (f), (g) Defining |→〉 = (|0〉 + |1〉)/√2 we show the entangled superposition of spin coherent states |0〉⊗N + |→〉⊗N and
its mixed-state counterpart, the equally weighted statistical mixture of (|0〉〈0|)⊗N and (|→〉〈→|)⊗N . Again note that only the pure state has
negative interference terms in this slice with two of particularly large amplitude. Finally, panel (h) shows the equal-angle slice Wigner function
for the five-qubit W state showing that other entangled states have patterns that could also act as state identification signatures.
the “clock” state which we define by
|ψclock〉 = 12N/2
N⊗
k=1
[
|0〉 + exp
(
2iπk
N
)
|1〉
]
, (15)
whose Wigner function is
W clock⊗N SU(2)() =
1
2N
N∏
k=1
1 +
√
3 sin 2θk cos
(
2ϕk + 2πk
N
)
.
(16)
We show the equal-angle slice of this function in Fig. 6(d). We
note that there is a similar oscillatory character to that seen in
the GHZ state but that it is exponentially smaller in amplitude.
For this reason we show this function again in Fig. 6(e) but
on a different scale. It is straightforward to show4 therefore
that oscillations of this wavelength that exceed those of the
clock state Wigner oscillations is a signature of a GHZ type of
entanglement—something that in principle can be established
with only two measurements. Due to an update on the IBM
computer during the closing stages of our work, we were able
4The maximum-frequency equatorial oscillations of the Wigner
function are determined by the top-right and bottom-left elements of
the density matrix. The maximum amplitude of these for any product
state
⊗N
k=1(ak|0〉 + bk|1〉) occurs when |ak| = |bk| = 1/
√
2 and has
magnitude 2−N , compared with 2−1 for the GHZ state.
to observe these oscillations directly, as seen in Fig. 7. This was
due to the implementation of three new gates that can perform
arbitrary rotations on individual qubits: u1(λ), u2(ϕ˜,λ), and
u3( ˜θ,ϕ˜,λ), with u3( ˜θ,ϕ˜,λ) = e−iϕ˜σz/2e−i ˜θσy/2e−iλσz/2. These
three gates give us the freedom to specify any rotation or
any point in phase space in SU(2), allowing us to sweep
around the equator, experimentally verifying the presence of
the interference-based oscillation for a 5-qubit GHZ state. In
Fig. 7 these measurement results are compared with ideal
theoretical values. The experimentally measured amplitudes
are somewhat reduced, as well as having an offset phase. This
indicates that the computer is not producing a perfect GHZ
state but that the state is verified to be both entangled and
in reasonably consistent agreement with a perfect GHZ state.
However, since there is a linear mapping between the density
matrix and the Wigner function, a similar Wigner function
implies the state is at least similar, making feature-based
characterization robust against small errors in state preparation
and limited decoherence, likely candidates for the difference
between the theoretical and experimental curves.
The advantage of our approach is in the potential to
reduce the number of measurements required to develop
confidence certifying more general states. For example, begin
by defining |→〉 = (|0〉 + |1〉)/√2. We then generate the
normalized equal superposition of |0〉⊗N and |→〉⊗N . In
Fig. 6(f) we show W⊗N SU(2) for this state and the corre-
sponding equally weighted mixture of |0〉⊗N and |→〉⊗N
[Fig. 6(g)]. Both density matrices have no nonzero elements
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FIG. 7. Points around the equator of the 5-qubit GHZ state
Wigner function from Fig. 5 with θ1 = θ2 = · · · = θN = π4 ,ϕ1 =
ϕ2 = · · · = ϕN = ϕ where the blue curve is the theoretically calcu-
lated values for an ideal GHZ state found from our model. The green
dots are the measured experimental results and the green curve is a
least-square best-fit sinusoid to the experimental results. In red we see
the oscillations given around the equator for the separable clock state
of Eq. (15); the amplitude is significantly lower than for the “GHZ
measured” state demonstrating that the latter (whose oscillations are
not as strong as the theoretical maximum) is indeed entangled. Here,
ϕ˜ = 2ϕ to correspond to how IBM defines the rotations on their
machine.
in the computational basis (making conventional tomography
challenging), but the superposition can be certified to be within
an acceptable confidence interval through a few measurements
of the characteristic features of its corresponding Wigner
function. As with our analysis of the GHZ state the presence
of this structure may be used to give confidence in the
existence of entanglement in the system and categorization as
a superposition of spin coherent states. As another example,
we show in Fig. 6(h) the equal-angle Wigner function for
the W state of five qubits. Again we see that W states have
a distinctive shape (because W states can be thought of as
“eigenstates of a total ‘z’ angular-momentum operator,” this
form is intuitively sensible). Once more, it would not take
more than a few measurements to gain significant confidence
that a system was or was not in a W state.
In terms of the more general problem of rapid quantum
state estimation, spin-Wigner functions may be of particular
use when some properties of the state are known in advance.
We have already noted that only a few measurements are
needed to verify that certain characteristic features of the
Wigner function are present. Because it is possible to build
these Wigner functions from expansions by using bases other
than the computational basis, such as from stabilizer states, full
quantum-state reconstruction can be viewed as establishing the
coefficients of such expansions. Understanding the structure
of these expansions together with foreknowledge of the
set of potential states a system may achieve can lead to
efficient state-estimation protocols. This is because one can
select measurements that rapidly exclude very many of the
components of the expansion and confirm the presence of the
dominant terms. In this way phase-space methods provide an
alternative path to efficient state estimation from those known
in other areas of quantum state tomography [54–58]. A detailed
study of efficient quantum state reconstruction in phase space
will be the subject of a future work.
VII. ON THE DIFFERENCES BETWEEN
WIGNER FUNCTIONS
Each of the two cases we have considered here have their
own strengths which will be expanded on in a later publication.
However, we are including a brief discussion to highlight that
there is some freedom in choosing extended parity operators
in tensor product spaces. This should be of utility because
it increases the number of available options in designing
experiments for the direct measurement of a Wigner function.
The full-group Wigner function WSU(2[N]) and the tensor-
product Wigner function W⊗N SU(2) are related to the density
matrix by different, but still invertible, linear maps, and
therefore both contain full information about the quantum
state. The tensor-product form has the additional property of
respecting the marginals in each subspace. We can see that this
is indeed the case by noting that the two-qubit kernel separates,
⊗2 SU(2) = SU(2)(A) ⊗ SU(2)(B), (17)
leading to the result∫
W⊗2 SU(2)(A,B)dB = Tr[ρASU(2)(A)]
= WSU(2)(A), (18)
where ρA is the reduced density matrix of subsystem A. Note
that extension to an arbitrary number of qubits is a trivial
extension of this argument.
As an example, consider the Bell state |+〉 shown in
Fig. 2(b). Here our two Wigner-function cases have the
same structure, with the tensor-product form having a larger
amplitude of modulation:
WSU(2[2]) = 14 [1 +
√
5(xAxB + yAyB − zAzB)], (19)
W⊗2 SU(2) = 14 [1 + 3(xAxB + yAyB − zAzB)], (20)
where (xi,yi,zi) is the unit vector in the direction i . However,
for the product state (|0〉1|0〉2) we see a distinction in angular
dependence:
WSU(2[2]) = 14 [1 +
√
5(zA + zB) +
√
5zAzB], (21)
W⊗2 SU(2) = 14 [1 +
√
3(zA + zB) + 3zAzB]. (22)
Note that the one-qubit and two-qubit angular terms carry
coefficients of different magnitude in the tensor-product
Wigner function.
The above distinctions have led us to speculate that the
two different forms of the Wigner function that we consider
in this paper may be useful as a mechanism to differentiate
(in representation) logical and physical qubit systems. That is,
when there is a natural separation into physical qubits, into
subsystems, or into a system and an environment, we choose
the tensor product formulation. If, on the other hand, the system
under consideration comprises a many-level quantum system
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constrained to act as logical qubits, it is less natural to impose
a tensor product structure to the phase-space representation
than use the full-group form, which may be more natural.
Furthermore, in systems that comprise a mixture of logical and
physical qubits a tensor product of the different kernels could
be used to maintain this distinction. We also note that in the
case of W⊗2 SU(2) the Weyl transform ρ =
∫

Wρ()()d
reconstructs the original density matrix but in the case of
WSU(2[2]) a further linear transform is needed. If reconstruction
of the density matrix from the Wigner function is desired,
W⊗2 SU(2) would be the more appropriate choice. While much
further work needs to be done, it may well be that drawing
such distinctions may help us understand separability from
a phase-space perspective, thus enabling derivation of new
useful entanglement measures.
VIII. CONCLUDING REMARKS
We have demonstrated a simple method for quantum state
reconstruction that extends those previously known for quan-
tum optical systems [5–10] to other classes of systems. Using
IBM’s Quantum Experience five-qubit quantum processor,
we have shown reconstruction of two Bell states and the
five-qubit GHZ spin Schrödinger cat state via spin Wigner
function measurements. We note that our procedure could be
made much more efficient by direct implementation of rotation
operations and measurement of any suitable extended parity
operator (or, if appropriate, direct measurement of the rotated
extended parity). By doing so, the potential advantage of our
procedure over other tomographic methods would be made
much clearer in that fewer measurements would be needed
to check certain properties of the quantum state. In such an
instance, in verifying the fidelity of a high-quality GHZ state,
only a small set of measurements that quantifies the strength
of the interference terms is needed, providing an improvement
over traditional quantum state tomography. Furthermore, this
work demonstrates how phase-space methods can be of utility
in understanding processes such as decoherence and be useful
in the “debugging” of quantum information processors. In
particular we have proposed a method for verifying whether
a system is entangled that uses only a few measurements and
which in some circumstances, where suitable constraints of the
range of possible states are known, may potentially be reduced
to only two. The utility of this work extends beyond metrology
because the inclusion of tomography in device engineering will
no doubt be of use in the development of quantum analogs
for “Design for Test,” debug, fault identification, and system
certification.
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Since the very early days of quantum theory there have been numerous attempts to interpret
quantum mechanics as a statistical theory. This is equivalent to describing quantum states and
ensembles together with their dynamics entirely in terms of phase-space distributions. Finite di-
mensional systems have historically been an issue. In recent works [Phys. Rev. Lett. 117, 180401
and Phys. Rev. A 96, 022117] we presented a framework for representing any quantum state as a
complete continuous Wigner function. Here we extend this work to its partner function – the Weyl
function. In doing so we complete the phase-space formulation of quantum mechanics – extending
work by Wigner, Weyl, Moyal, and others to any quantum system. This work is structured in
three parts. Firstly we provide a brief modernized discussion of the general framework of phase-
space quantum mechanics. We extend previous work and show how this leads to a framework that
can describe any system in phase space – putting it for the first time on a truly equal footing to
Schro¨dinger’s and Heisenberg’s formulation of quantum mechanics. Importantly, we do this in a
way that respects the unifying principles of “parity” and “displacement” in a natural broadening of
previously developed phase space concepts and methods. Secondly we consider how this framework
is realized for different quantum systems; in particular we consider the proper construction of Weyl
functions for some example finite dimensional systems. Finally we relate the Wigner and Weyl
distributions to statistical properties of any quantum system or set of systems.
I. INTRODUCTION
The field of quantum physics is undergoing rapid ex-
pansion, not only in such high-profile applications as
those promised by quantum information technologies,
but also in such foundational areas as quantum ther-
modynamics. Wigner was motivated by the latter con-
text in his seminal work “On the Quantum Correction
For Thermodynamic Equilibrium” [1], where he defined
the function that now takes his name. However, the
original Wigner function, and its extensions [2–10], are
now finding great utility in the former context. The
Wigner function is the quantum analog of the classi-
cal probability density which is a function of the sys-
tem’s state variables. In classical statistical mechanics
there is another distribution which is of great importance,
the characteristic/moment-generating function. These
two classical distributions, being two-dimensional Fourier
transforms of each other are, are naturally complemen-
tary and extremely powerful. There have been numerous
attempts to bring to general quantum systems a similar
framework - each of which have suffered from issues such
as being informationally incomplete or being singular in
nature (see, for example, [11–15]). In this work we de-
scribe how, by taking account of the underlying group
structure, we can use a single general approach to quan-
tum mechanics as a statistical theory that resolves these
∗ m.j.everitt@physics.org
issues.
In many introductory texts, and even seminal works
such as [16, 17], the Wigner function is introduced via the
Weyl-Wigner transformation that describes transform-
ing a Hilbert space operator Aˆ to a classical phase-space
function WAˆ(q, p) [18–22]:
WAˆ(q, p) =
∫ +∞
−∞
dζ
〈
q − ζ
2
∣∣∣∣ Aˆ ∣∣∣∣q + ζ2
〉
eipζ/~. (1)
Here
∫∫
dqdpWAˆ(q, p) ≡ 2pi~Tr[Aˆ] and we regain the
function originally introduced by Wigner Wρˆ(q, p) by re-
placing Aˆ with the density operator ρˆ [17]. As a direct
replacement of the density matrix, the Wigner function
can serve to represent both pure and mixed states with
the system dynamics described by a Liouville equation
with quantum corrections [22, 23]. Thus it is possible to
view the Wigner function as a quantum replacement of
the probability density function in classical physics.
In Wigner’s original work [1] the function of Eq. (1)
and its dynamics were introduced for a collection of par-
ticles,
Wρˆ(q,p) =
∫ +∞
−∞
dζ
〈
q− ζ
2
∣∣∣∣ ρˆ ∣∣∣∣q + ζ2
〉
eip·ζ/~, (2)
where q = [q1, q2, . . . , qn] and p = [p1, p2, . . . , pn]
are n-dimensional vectors representing the classical
phase-space position and momentum values, and ζ =
[ζ1, ζ2, . . . , ζn] is a n-dimensional variable of integration.
Equation (1) results by integrating out the marginals of
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2all but one component (in exactly the same way as one
does a partial trace of a system’s density operator) [1].
An equivalent method for generating a Wigner func-
tion of an ensemble can be done by performing a group
action on the density matrix directly [16, 23],
Wρˆ(α) = 2
n Tr
[
ρˆ Pˆ(α)
]
. (3)
Here
αi =
1√
2
(
γiqi +
i
γi~
pi
)
(4)
for γi =
√
miωi/~, and Pˆ(α) ≡
⊗
i Pˆi(αi) is a displaced
parity operator for the whole system. This operator
is built from the individual displaced parity operators,
Pˆi(αi) = Dˆi(αi)PˆiDˆ†i (αi), such that
Pˆi ≡ exp
(
ipiaˆ†i aˆi
)
(5)
=
∞∑
n=0
(−1)n |n〉i i〈n|
is a diagonal operator basis of the eigenstates of the num-
ber operator (|n〉i) and
Dˆ(αi) = exp
(
αiaˆ
†
i − α∗i aˆi
)
(6)
≡ exp (i[piqˆi − qipˆi] /~)
is the standard displacement operator [24]. Here Dˆ(αi) is
defined according to the annihilation and creation opera-
tors written in terms of the position, qˆi, and momentum,
pˆi, operators (with [qˆi, pˆj ] = i~ δij) where
aˆi =
1√
2
(
γiqˆi +
i
γi~
pˆi
)
, aˆ†i =
1√
2
(
γiqˆi − i
γi~
pˆi
)
,
(7)
so that
[
aˆi, aˆ
†
j
]
= δij . Because we will later want to dis-
cuss general composite systems, we absorb the normal-
ization of 2 into the displaced parity operator to generate
a normalized displaced parity operator
Πˆi(αi) ≡ 2Pˆi(αi), (8)
allowing us to rewrite Eq. (3) as
Wρˆ(α) = Tr
[
ρˆ Πˆ(α)
]
, (9)
Πˆ(α) ≡
⊗
i
Πˆi(αi).
When dealing with probability distribution functions,
it is generally useful within a statistical framework to
consider the corresponding characteristic function. The
characteristic function has historically been given by the
Fourier transform of the probability distribution func-
tion. In our case, taking the Fourier transform of the
Wigner function yields the Weyl function [25]
W˜ρˆ(α˜) =
(
1
pi
)n ∫ +∞
−∞
dαWρˆ(α) exp (α · α˜∗ −α∗ · α˜) ,
(10)
and similarly
Wρˆ(α) =
(
1
pi
)n ∫ +∞
−∞
dα˜ W˜ρˆ(α˜) exp (α˜ ·α∗ − α˜∗ ·α) ,
(11)
where α˜i is the dual of αi such that α˜i = (γiq˜i +
ip˜i/γi~)/
√
2. The Weyl function can be thought of as
a 2n-dimensional autocorrelation function, and so each
q˜i (p˜i) can be thought of as an increment of position
(momentum). This is in the sense that they display the
overlap between the state and the same state displaced
by that position (momentum) increment.
This Weyl function [17, 23] was used by Moyal as a
starting point in his work “Quantum Mechanics as a Sta-
tistical Theory” and is a moment generating function of
the quantum state or operator being considered [22]. The
Weyl function can be defined in its own right in terms of
a group action by
W˜ρˆ(α˜) = Tr
[
ρˆ Dˆ(α˜)
]
, (12)
where Dˆ(α˜) ≡ ⊗i Dˆi(α˜i), and Dˆi(α˜i) is the displace-
ment operator defined in Eq. (6). To return the density
matrix, the inverse transforms of Eq. (9) and Eq. (12)
are needed [16, 17, 22]. This can be done by integrating
the phase-space function with the Hermitian transpose
of the kernel used to create that function [16].
ρˆ =
(
1
pi
)n ∫ +∞
−∞
dαWρˆ(α)Πˆ(α) (13)
ρˆ =
(
1
pi
)n ∫ +∞
−∞
dα˜ W˜ρˆ(α˜)Dˆ
†(α˜). (14)
Note that because parity is Hermitian the displaced par-
ity must also be an Hermitian operator so that the adjoint
is not needed in Eq. (13).
II. THE GENERAL FRAMEWORK
A. Phase-space distributions and their dynamics
We have previously shown that it is possible to gen-
eralize the Wigner function to arbitrary systems [2]. In
this paper we will show that the same can be done for
the Weyl function, yielding a complete and complemen-
tary representation of quantum mechanics in phase space.
The general framework is described below with respect
to any operator Aˆ.
To begin, consider an arbitrary phase-space function,
(F
(s)
Aˆ
) of Aˆ defined with respect to a kernel which maps a
state to phase space through a group action (∆ˆs) param-
eterized over some phase space (Θ). This can be written
as
F
(s)
Aˆ
(Θ) = Tr
[
Aˆ ∆ˆs(Θ)
]
. (15)
3Following Refs. [16, 26], the subscript s in the kernel
refers to the ordering of the operators: 1 for normal,
0 for symmetric, and −1 for anti-normal ordered (for
those systems where this is meaningful; s takes on al-
ternative meaning for spins [26]). When considering
quasiprobability distribution functions, these values cor-
respond to analogs of the Glauber-Sudarshan P function
(s = 1) [24, 27], the Wigner function (s = 0) [1], and the
Husimi Q function (s = −1) [28].
Supposing that a suitable kernel exists [16], we can
retrieve the operator via
Aˆ =
∫
dΘF
(s)
Aˆ
(Θ)∆ˆ†−s(Θ). (16)
Extending from Eq. (16), and following Ref. [29], we can
generate a generalized Fourier transform kernel to trans-
form between any two phase-space functions with the
same dimension by:
F
(s1)
Aˆ
(Θ) =
∫
Θ′
dΘ′ F (s2)
Aˆ
(Θ′)F(∆ˆs1(Θ); ∆ˆs2(Θ′)) (17)
for
F(∆ˆs1(Θ); ∆ˆs2(Θ′)) ≡ Tr
[
∆ˆs1(Θ)∆ˆ
†
−s2(Θ
′)
]
, (18)
where the kernel on the right-hand side of the semicolon
follows the inverse kernel from Eq. (16). Using the two
distinct subscripts on the kernel, s1 and s2, allows us
to transform between any two phase-space functions, re-
gardless of their respective ordering. Following this, we
can also express the trace of two operators as
Tr
[
AˆBˆ
]
=
∫∫
dΘ dΘ′ F (s1)
Aˆ
(Θ)F
(s2)
Bˆ
(Θ′) (19)
× Tr
[
∆ˆ†−s1(Θ)∆ˆ
†
−s2(Θ
′)
]
.
This can be extended to the trace of any number of op-
erators, as long as the ordering of the kernels in the trace
on the right hand side of the equation correspond to the
same order of the the operators on the left side of the
equation. We also note that the different si values al-
low us to take the trace of two operators from any two
phase-space functions. Lastly, the Hamiltonian dynam-
ics of the system follows from the von Neumann equation
and is given by
∂F
(s)
ρˆ (Θ)
∂t
= − i
~
Tr
[[
Hˆ, ρˆ
]
∆ˆs(Θ)
]
(20)
= − i
~
Tr
[[
∆ˆs(Θ), Hˆ
]
ρˆ
]
,
for some Hamiltonian Hˆ and density operator ρˆ [22].
By using Eq. (16), the evolution equation above can
be written entirely in phase space as
∂F
(s)
ρˆ (Θ)
∂t
= − i
~
∫∫
dΘ′dΘ′′F (s)
Hˆ
(Θ′)F (s)ρˆ (Θ
′′) (21)
× Tr
[[
∆ˆs(Θ), ∆ˆ
†
−s(Θ
′)
]
∆ˆ†−s(Θ
′′)
]
.
This motivates an extension of Eq. (18) that allows us
to perform a convolution of two functions, generating a
Moyal star product kernel:
K(∆ˆs1(Θ); ∆ˆs2(Θ′), ∆ˆs3(Θ′′)) ≡
Tr
[
∆ˆs1(Θ)∆ˆ
†
−s2(Θ
′)∆ˆ†−s3(Θ
′′)
]
, (22)
so that, by setting si = s, we can define a generalization
of the usual star product following similar arguments by
Klimov [30] according to
F
(s)
Aˆ
(Θ) ? F
(s)
Bˆ
(Θ) ≡ (23)∫∫
dΘ′dΘ′′ F (s)
Aˆ
(Θ′)F (s)
Bˆ
(Θ′′)K(∆ˆs(Θ); ∆ˆs(Θ′), ∆ˆs(Θ′′)).
We can then use this definition to write the system’s
dynamics purely in terms of a Moyal bracket,
{{F (s)
Aˆ
(Θ),F
(s)
Bˆ
(Θ)}} ≡ (24)
F
(s)
Aˆ
(Θ) ? F
(s)
Bˆ
(Θ)− F (s)
Bˆ
(Θ) ? F
(s)
Aˆ
(Θ),
in the familiar form of a generalized Liouville equation
∂F
(s)
ρˆ (Θ)
∂t
= − i
~
{{F (s)
Hˆ
(Θ), F
(s)
ρˆ (Θ)}}, (25)
which is now fully equivalent to the quantum von Neu-
mann equation for the system. We note that for
Heisenberg-Weyl (HW) systems this reduces, in the limit
~→ 0, to
∂F
(0)
ρˆ (q,p)
∂t
= {F (0)
Hˆ
(q,p), F
(0)
ρˆ (q,p)} (26)
where {·, ·} is the usual Poisson bracket. For the Wigner
function of position and momentum, Moyal showed that
in the classical limit the Wigner symbol becomes the
same as its classical counterpart so that F
(0)
Hˆ
(q,p) =
H(q,p) and F
(0)
ρˆ (q,p) = ρ(q,p) [22]. So we see that in
this “classical” limit we simply regain,
∂ρ(q,p)
∂t
= {H(q,p), ρ(q,p)}, (27)
the standard Liouville equation of classical mechanics.
The phase-space framework we present above is com-
pletely general and, while its evaluation can be non-
trivial for some systems, modern computational symbolic
algebra should render phase-space methods for many
quantum systems usable. Different problems are more
efficiently solved in different representations, such as
Heisenberg matrix mechanics vs Feynman path integrals.
Phase-space methods may render more tractable certain
classes of problem not readily solvable by other meth-
ods (see, for example, [31]). Examples could well include
open quantum systems and quantum chemistry. We note
that a number of authors including Moyal and Groe-
newold have produced similar arguments to the above
although the presentation has tended to be in a more
system-specific form [18, 23, 30, 32].
4B. The Wigner function
As in classical mechanics, a quantum statistical the-
ory would not be complete (or as powerful) without also
possessing the characteristic function complement of the
probability density function. We now set out the pro-
cedure for generating the kernels for the two functions
we will be primarily interested in discussing here. These
are the two needed to generate the Wigner and Weyl
functions that were discussed for the HW group case in
Section I. Since we are only considering these two func-
tions, the kernel is symmetrically ordered (s = 0) and so
we drop the s subscript so that ∆ˆ0(Θ) ≡ ∆ˆ(Θ).
As shown in Eq. (9), the Wigner function kernel for po-
sition and momentum space is generated from a displaced
parity operator. To generalize the Wigner function ker-
nel we follow Ref. [2] and use notions of both a gener-
alized parity Πˆ operator and a generalized displacement
or shift operator. The latter is denoted by Dˆ(Ω), where
we will take Θ→ Ω for the generalized Wigner function.
It should also be noted that we will take Θ → Ω˜ for the
parameterization of the generalized Weyl function to dis-
play the difference between the parameterization for the
Wigner function and the dual parameterization for the
Weyl function.
The displacement operator, Dˆ(Ω), can be seen as a
shift operator that translates the vacuum state of the
system in consideration to a valid coherent state. It must
therefore have the property [24]
Dˆ(Ω) |0〉 = |Ω〉 (28)
where |0〉 is the vacuum state for an arbitrary system and
|Ω〉 is the displaced vacuum or generalized coherent state.
Next, the generalized parity Πˆ is set by the Stratonovich-
Weyl conditions [33], (taken and adapted from Ref. [2])
given by:
S-W.1 The mappings WAˆ(Ω) = Tr
[
Aˆ Πˆ(Ω)
]
and Aˆ =∫
Ω
WAˆ(Ω)Πˆ(Ω)dΩ exist and are informationally
complete. Simply put, we can fully reconstruct Aˆ
from WAˆ(Ω) and vice versa [34]. Note that dΩ here
is a volume normalized differential element.
S-W.2 WAˆ(Ω) is always real valued (when Aˆ is Hermitian)
which means that Πˆ must be Hermitian.
S-W.3 WAˆ(Ω) is “standardized” so that the definite in-
tegral over all space
∫
Ω
WAˆ(Ω)dΩ = Tr
[
Aˆ
]
exists
and
∫
Ω
Πˆ(Ω)dΩ = 1l.
S-W.4 Unique to Wigner functions, WAˆ(Ω)
is self-conjugate; the definite integral∫
Ω
WAˆ′(Ω)WAˆ′′(Ω)dΩ = Tr
[
Aˆ′Aˆ′′
]
exists. This
is a restriction of the usual Stratonovich-Weyl
correspondence.
S-W.5 Covariance: Mathematically, any Wigner function
generated by “rotated” operators Πˆ(Ω′) (by some
unitary transformation V ) must be equivalent to
“rotated” Wigner functions generated from the
original operator (Πˆ(Ω′) ≡ V Πˆ(Ω)V †) - i. e. if Aˆ is
invariant under global unitary operations then so
is WAˆ(Ω).
We can therefore generate the general Wigner function
by this kernel (or a tensor product of such kernels) by
setting
Wigner kernel: ∆ˆ(Θ)→ Πˆ(Ω) ≡ Dˆ(Ω)ΠˆDˆ†(Ω) (29)
over some parameterization Ω. Therefore, from Eq. (1),
the Wigner function is given by
WAˆ(Ω) = Tr
[
Aˆ Πˆ(Ω)
]
. (30)
We note that for Wigner functions, Eq. (19) reduces to
S-W.4.
C. The Weyl function
Here we move from summarizing and modernizing past
work to the central finding of this paper that enabled
us to bring together the various elements of phase-space
methods into a single coherent whole – completing the
Wigner, Weyl, and Moyal program of work and forming
our central results.
When generalizing the Wigner function to any quan-
tum system we used the notion of displaced parity as
a starting point combined with the Stratonovich-Weyl
correspondence to determine the exact form of the ker-
nel. As with the Wigner function, a key constraint for
the Weyl function is that the transform to phase space
must be informationally complete. We further require
that the transform be invertible to the original operator
in its Hilbert space according to Eq. (16). Using the same
strategy for the Weyl function we propose that its gener-
alization, W˜Aˆ, is then simply obtained by using a kernel
in direct analogy with that for the usual Weyl function,
which is the displacement operator defined in Eq. (28)
(or a tensor product of such kernels for an ensemble),
that is
Weyl kernel: ∆ˆ(Θ)→ Dˆ(Ω˜) (31)
over some suitably chosen dual parameterization Ω˜. As
we will discuss below and later in the work, the choice
of parameterization – and the associated displacement
operator – has been, in our view, the major obstacle pre-
venting past attempts to generalize the Weyl function
from being successful. We note for a given system there
is no one unique displacement operator, and care must
be taken in choosing one that satisfies our constraints.
In order to ensure the condition of invertiblity according
to Eq. (16) is met we note that the phase spaces for the
5Wigner and Weyl functions need not be of the same di-
mension. While this may at first seem surprising we will
provide in Section III B below a specific example and dis-
cussion clarifying how and why this is needed. It is worth
noting that the definition of the Weyl function is given by
the expectation value of the displacement operator while
the Wigner function also needs the notion of parity. For
this reason the Weyl function might be considered more
fundamental.
Using an appropriate displacement operator the Weyl
function is thus defined as:
W˜Aˆ(Ω˜) = Tr
[
Aˆ Dˆ(Ω˜)
]
. (32)
From Eq. (32), Aˆ can be reconstructed using Eq. (16)
according to
Aˆ =
∫
dΩ˜ W˜Aˆ(Ω˜)Dˆ†(Ω˜) (33)
where dΩ˜ is a volume normalized differential element.
Using Eq. (18), it is therefore possible to transform be-
tween the Wigner and Weyl functions in terms of each
other according to:
W˜Aˆ(Ω˜) =
∫
dΩ WAˆ(Ω) F∗(Πˆ(Ω); Dˆ(Ω˜)), (34)
WAˆ(Ω) =
∫
dΩ˜ W˜Aˆ(Ω˜) F(Πˆ(Ω); Dˆ(Ω˜)). (35)
III. EXAMPLE SYSTEMS
A. The Heisenberg-Weyl Group
The full standard formalism, as described in the intro-
duction for Wigner (Weyl) functions, is recovered by the
parameterization of position q (q˜) and momentum p (p˜)
[or α and α˜] and using the usual displacement and parity
operators. This is a textbook system and is described in
the introduction.
B. SU(2) and Orbital Angular Momentum States
Considering the phase-space functions for SU(2) angu-
lar momentum states, we start again with the generation
of the displaced parity operator for the Wigner function.
When considering SU(2) we need to replace the displace-
ment operator with the notion of a rotation operator that
rotates a spin vacuum state to an arbitrary spin coher-
ent state. The problem we face is that such an operator
is not unique. One choice of operator is given by Arec-
chi [15] and expanded on by Perelomov in Ref. [35]. This
operator is the rotation operator defined in the subspace
of degenerate eigenstates of Jˆ2:
Rˆ(ξ) = exp
(
ξJˆ+ − ξ∗Jˆ−
)
. (36)
Here ξ ≡ θe−iφ/2, where φ is the azimuthal angle, θ is
the ordinate, and Jˆ± = JˆM2 (1) ± iJˆM2 (2), where M ≡ 2j
(j being the azimuthal quantum number and M , while
strictly speaking redundant, is used to make clear the
link between this work and the substantial body of exist-
ing group theory literature). We use JˆM2 (1), Jˆ
M
2 (2), and
JˆM2 (3) instead of Jˆx, Jˆy, and Jˆz respectively to take into
account all possible j values (these are the generators of
the algebra {JˆMN } that are defined in Appendix A). There
is a similarity in form between Eq. (6) and Eq. (36) in
that in the limit of high j, Eq. (36) tends towards the
displacement operator of Eq. (6) [15].
In earlier work [2] we opted instead to use the SU(2)
rotation operator parameterised by the full Euler angles,
such that
UˆM2 (φ, θ,Φ) = (37)
exp
(
iJˆM2 (3)φ
)
exp
(
iJˆM2 (2)θ
)
exp
(
iJˆM2 (3)Φ
)
.
The connection between Eq. (36) and Eq. (37) can be
found by noting that
Rˆ(φ, θ) = UˆM2 (φ, θ,−φ). (38)
Next, to obtain the Wigner function kernel we need
the generalized parity for spin-j SU(2). The generalized
parity can be expressed as a weighted sum of diagonal
Hermitian operators, given by Jz, of the Lie algebra of
su(M + 1) in the fundamental representation (the spin-
1/2 representation) calculated by the procedure in Ap-
pendix A:
Πˆ→ ΠˆM2 =
M∑
l=0
βM2 (l) Jz([l + 1]
2 − 1). (39)
For simplicity we define Jz(0) ≡ 1lM+1. Equation (39)
gives the form of the generalized parity operator, dis-
playing it as a weighted sum of the diagonal elements of
the associated Lie algebra. Although we don’t express
this form in detail here, we show below a method to gen-
erate the generalized parity operator that is more in line
with the existing literature on orbital angular momen-
tum states [26, 29, 30, 36]. This means that the kernel
for the Wigner function is
Πˆ(Ω)→ ΠˆM2 (φ, θ) = UˆM2 (φ, θ,Φ)ΠˆM2 UˆM2 †(φ, θ,Φ) (40)
where, because ΠˆM2 is diagonal and thus Φ makes no
contribution due to the Baker–Campbell–Hausdorff con-
dition, the parameterization of the phase space is just
(φ, θ) which is equivalent to that for the Bloch sphere [2].
We note that Eq. (36) also works as a valid rotation op-
erator for orbital angular momentum Wigner functions,
which can be seen by the relation in Eq. (38), and that
the parity is a diagonal matrix.
Equation (39) is the broad solution for the generalized
parity, a special case of which was given in Ref. [2], that
is based on observations from Ref. [3] for product states
6and from Ref. [8] wherein a given spin-j SU(2) Wigner
operator was defined as:
KˆM (ϕ, ϑ) = 2
√
pi
M + 1
M∑
l=0
l∑
m=−l
Y ∗lm(ϕ, ϑ)Tˆ
j
lm,
Tˆ jlm =
√
2l + 1
M + 1
j∑
m′,n=−j
Cjnjm′,lm |j, n〉 〈j,m′| . (41)
Here, Y ∗lm are the conjugated spherical harmonics and
Cjnjm′,lm are Clebsch-Gordan coefficients that couple two
representations of spin j and l to a total spin j. It can
be easily shown that
ΠˆM2 ≡ KˆM (0, 0)
=
M∑
l=0
2l + 1
M + 1
j∑
n=−j
Cjnjn,l0 |j, n〉 〈j, n| (42)
linking our formalism to the multipole expansions found
in other works [26, 29, 30, 36]. Note that although
both Eq. (39) and Eq. (42) sum over the same number of
elements, βM2 (l) is not necessarily equal to (2l+1)/(M +
1); for instance βM2 (0) = 1/(M + 1), but for general l
βM2 (l) is a more complicated sum.
Unlike the Wigner function there have been few at-
tempts to generate Weyl functions for spins. In our view,
the most notable was proposed in Ref. [11] where the
kernel is a rotation operator that is equivalent to the
one defined in Eq. (36) (the equivalence to the opera-
tor used in Ref. [11] is shown in Ref. [15]). The simi-
larity of Eq. (36) and Eq. (6) could lead one to believe
that Eq. (36) would make a good kernel for the Weyl
function given in Eq. (32). Unfortunately this kernel does
not lead to a complete representation of the quantum
state; the mapping from a density matrix to the Weyl
function is not invertible by Eq. (33). We therefore need
to use instead the rotation operator in Eq. (37) for our
Weyl kernel to satisfy Eq. (33):
Dˆ(Ω˜)→ UˆM2 (φ˜, θ˜, Φ˜) = (43)
exp
(
iJˆM2 (3)φ˜
)
exp
(
iJˆM2 (2)θ˜
)
exp
(
iJˆM2 (3)Φ˜
)
.
For this reason the phase space of the Weyl function, hav-
ing more degrees of freedom, is not the same as that of the
Wigner function. Because the Weyl function is usually
introduced as the two-dimensional Fourier transform of
the Wigner function, this difference of phase space is why
we asserted earlier in this work that the choice of param-
eterization and displacement operator formed the major
obstacle in previous attempts to generalize the (p − q)
Weyl function to other systems. Although we use all
three angles to define the Weyl function, when plotting
we choose to use the slice from Eq. (38) where Φ˜ = −φ˜
since this slice produces figures that are more in line with
what is expected from a Weyl function (see Fig. 1 for an
example).
For completeness, we note that Samson [12, 13], and
Scully and Wo´dkiewicz [14], made use of a similar charac-
teristic function argument to generate Wigner functions
with a phase space parametrized by three degrees of free-
dom. Their Wigner functions were generated by a kernel
that was the Fourier transform of a characteristic func-
tion kernel. In both cases, this yielded a generalized delta
function in place of Eq. (38). What is important to note
is that in both of those works, the characteristic func-
tion was parameterized in terms of the symmetrized ver-
sion of Tait–Bryan angles (pitch, roll, and yaw) rather
than Euler angles. Consequently, in Ref. [14], this for-
mulation of the characteristic function was used to jus-
tify a delta function construction of the Wigner function.
This lead to the problem that, although in SU(2), their
Wigner functions, as a joint distribution of spin compo-
nents, suffer from being singular. Our approach, on the
other hand, overcomes all these issues by making use of
the correct underlying quantum-mechanical group struc-
ture. Not only are all our distributions well behaved,
this framework is also a more natural one since we in-
terpret the Weyl function as the expectation value of a
displacement operator and the Wigner function as the
expectation value of a displaced parity operator.
Due to the difference in degrees of freedom present
in the functions, the volume normalized differential ele-
ments in S.W-1 and Eq. (33) are not the same, this leads
to the inverse transform to be given by
Aˆ =
∫
Ω(φ,θ)
dΩ(φ, θ)WAˆ(φ, θ) Π
M
2 (φ, θ), (44)
and
Aˆ =
∫
Ω˜(φ˜,θ˜,Φ˜)
dΩ˜(φ˜, θ˜, Φ˜) W˜Aˆ(φ˜, θ˜, Φ˜) Uˆ
M†
2 (φ˜, θ˜, Φ˜),
(45)
where we can define the volume normalized differential
elements to be
dΩ(φ, θ) =
M + 1
VCP1
sin(2θ) dφ dθ, (46)
dΩ˜(φ˜, θ˜, Φ˜) =
M + 1
VSU(2)
sin(2θ˜) dφ˜ dθ˜ dΦ˜, (47)
where the method to calculate VCP1 and VSU(2) is shown
in Appendix C. In our view, the above differences in the
phase-space structure for the Wigner and Weyl functions
have been a major obstacle finding an invertible Weyl
function for finite-dimensional systems. In this example
the parametrization of the Weyl function is based on all
three Euler angles (φ˜, θ˜, Φ˜). However, due to the parity
being diagonal, the Wigner functions for SU(2) appear
to be parameterized by only two Euler angles (θ, φ).
The fact still remains that both functions are param-
eterized over all three angles, although the diagonaliza-
tion of the parity allows for the Wigner function to be
defined on the manifold of pure states (SU(N)/Z(N) –
where Z(N) is the center of SU(N)) and the Weyl func-
tion exists in the full manifold (SU(N)); that also means
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FIG. 1. Here we show (left column: a and c) the coherent superposition (Schro¨dinger cat) state of three macroscopically
distinct coherent states: (a) is the Wigner function and (c) is the Weyl function. Each of the coherent states are generated
from the displacement operator in Eq. (6), such that |α〉 = Dˆ(α) |0〉. The state shown in (a) and (c) is explicitly |ψ〉 =
(|−3〉+ |−3 exp(2ipi/3)〉+ |−3 exp(4ipi/3)〉) /√3. In the right column (b and d) we show a spin coherent state version of the
state shown in the left column. These are a macroscopically distinct coherent superposition of spin coherent states (a spin
Schro¨dinger cat) on the sphere where j = 40. Each of the “cats” in this state has been created by applying the operator
in Eq. (43) to the lowest state |j;−j〉, such that a spin coherent state is given by |j;φ, θ〉 = Rˆ(φ, θ) |j;−j〉. The position of each
spin coherent state with relation to the south pole is determined by the θ rotation. Here θ = pi/10, as j increases the value
of θ will need to decrease to form the same analogue of a cat state seen in a continuous system, and thus in the stereographic
projection, the spin coherent Schro¨dinger cat states at θ = pi/10, φ = pin/3 (n = 0, 1, 2 for the three cats), will appear to get
further away from each other. The state is explicitly given by |ψ〉 = (|j; 0, pi/10〉+ |j;pi/3, pi/10〉+ |j; 2pi/3, pi/10〉) /√3. The
inset next to each sphere in (b) and (d) is the corresponding stereographic (Riemann) projection of the lower hemisphere onto
a circle in Euclidean space, with the boundary at the equator. Here (b) shows the spin Wigner function and (d) shows the
spin Weyl function. Both (c) and (d) contain both magnitude (intensity) and phase (color) information for the complex valued
Weyl functions as shown by the inset color wheel.
that either Eq. (46) or Eq. (47) is an equally valid volume
normalized differential element for the Wigner function.
This therefore justifies the use of Eq. (37) as the best
choice of rotation operator for both Wigner and Weyl
8functions.
C. SU(N)-symmetric Quantum Systems
The Wigner and Weyl functions for SU(N) are found
by generalizing the displacement and parity operators
from the preceding section. Starting with the appropri-
ate rotation operator, Eq. (37) has already conveniently
been generalized to SU(N) in Ref. [37]. The procedure to
generate the SU(N) rotation operators is shown in Ap-
pendix B. The rotation operator is given by UˆMN (φ,θ,Φ)
for φ = {φ1 . . . φN(N−1)/2}, θ = {θ1 . . . θN(N−1)/2}, and
Φ = {Φ1 . . .ΦN−1}.
The parity is a straightforward generalization
of Eq. (39) to SU(N)
Πˆ→ ΠˆMN =
dMN −1∑
l=0
βMN (l) Jz([l + 1]
2 − 1) (48)
where dMN is the dimensionality of the system given by
Eq. (A3). Here the Jz are the various diagonal hermitian
operators of the Lie algebra of su
(
dMN
)
in the M = 1
(i.e. fundamental) representation, as explained in detail
in Appendix A. The kernel for generating the Wigner
function is therefore given by:
Πˆ(Ω)→ ΠˆMN (φ,θ) = UˆMN (φ,θ,Φ)ΠˆMN UˆMN †(φ,θ,Φ).
(49)
As with SU(2) Wigner functions, the parity is diago-
nal which leads to the Φi terms canceling out. This in
combination with further cancellations leaves the SU(N)
Wigner functions with 2(N − 1) degrees of freedom,
equally split between θ and φ degrees of freedom. This
split allows for the SU(N) Wigner function to be visual-
ized under an “equal angle” slicing that allows us to map
the state to S2, allowing for a representation of SU(N)
in a generalized Bloch sphere similar to a Dicke state
mapping [38].
The explicit form of Eq. (49) for M = 1 was given in
Ref. [39] in terms of coherent states by
Πˆ1N (φ,θ) =
1
N
1lN + (50)
√
N + 1
2
N2−1∑
l=1
〈
(φ,θ,Φ)1N
∣∣ Jˆ1N (l) ∣∣(φ,θ,Φ)1N〉 Jˆ1N (l),
where Jˆ1N (l) are the generalized Gell-Mann matrices
given in Appendix A. The coherent states in Eq. (50)
are given by ∣∣(φ,θ,Φ)1N〉 ≡ Uˆ1N (φ,θ,Φ) |0〉 , (51)
where |0〉 is the lowest weighted (spin vacuum) state of
dimension d1N = N
2 − 1 [40]. Using the same procedure
used for Eq. (42), we can set θ = φ = Φ = 0 yielding
the SU(N) parity operator
Πˆ1N =
1
N
1lN +
√
N + 1
2
〈0| Jˆ1N (N2 − 1) |0〉 Jˆ1N (N2 − 1)
=
1
N
(
1lN −
√
(N − 1)N(N + 1)
2
Jˆ1N (N
2 − 1)
)
(52)
and returning the generalized parity operator given in
Ref. [2].
The kernel for generating the Weyl function is therefore
also an extension of the SU(2) case in Eq. (43), where we
replace the SU(2) rotation operator with the SU(N) rota-
tion operator used for the corresponding Wigner function
in Eq. (49), and so
Dˆ(Ω˜)→ UˆMN (φ˜, θ˜, Φ˜). (53)
We again note that this Weyl function has more degrees
of freedom than the corresponding Wigner function. This
is since the N − 1 Φ degrees of freedom make no contri-
bution in the Wigner function but are still present in the
Weyl function. A comprehensive discussion can be found
in [2].
Given arbitrary SU(N) Wigner and Weyl functions,
WAˆ(Ω) and W˜Aˆ(Ω˜), the density operators can be re-
covered again by using S.W-1 and Eq. (33) respectively,
where the normalized differential elements can be con-
structed using Appendix C.
D. General Composite Quantum Systems
Generalization to composite systems is, in principle,
straightforward. Consider a set of N quantum systems
with respective Wigner and Weyl kernels being Πˆi(Ωi)
and Dˆi(Ω˜i). Then the composite kernels for finding the
total phase-space distributions are found simply by tak-
ing the tensor product of the respective kernels of each
component system:
Πˆ(Ω)→
N⊗
i
Πˆi(Ωi), (54)
Dˆ(Ω˜)→
N⊗
i
Dˆi(Ω˜i). (55)
Here, Ω → {Ωi, . . . ,ΩN } and Ω˜ → {Ω˜i, . . . , Ω˜N }. The
volume normalized differential elements to return the
Hilbert space operator are therefore given by
dΩ→
N∏
i
dΩi, (56)
dΩ˜→
N∏
i
dΩ˜i, (57)
where the procedure to generate each of the dΩi and dΩ˜i
is defined in Appendix C.
9Following this scheme for the HW group returns the
formalism for a collection of particles in position and
momentum phase space (q,p) as originally introduced
by Wigner [1]. Importantly, these kernels allow us to
generate Wigner and Weyl functions for any composite
system including hybrid ones (such as qubits and fields
in quantum information processing devices, atoms and
molecules including both spatial and spin degrees of free-
dom, and particle physics in phase space). The fact that
it is also possible to calculate quantum dynamics follow-
ing Eq. (25) in phase space may lead to alternative path-
ways to numerical calculating a systems dynamics. For
example an N electron Wigner function, as might be ap-
plied in quantum chemistry, has 6N spatial and 2N spin
continuous real degrees of freedom (rather than 3N com-
plex continuous and 2N discrete ones). It may be that
such a representation could, in some situations, yield dy-
namics efficiently modeled by adaptive mesh solvers in
regimes where traditional methods are not efficient (such
as in modeling chemical reactions).
Given N qudits, there are various ways a state can be
shown in phase space. Much of the previous work on
Wigner functions for finite spaces have chosen a Dicke
state [41] mapping of N qubits to an SU(2) M = N
function. In our earlier work [3], we chose to take either
the tensor product of N SU(2) kernels,
Πˆ(Ω) = ⊗Ni=1Πˆ12(Ωi), (58)
or to take N SU(2) rotation operators, Uˆ(Ω) =
⊗Ni=1Uˆ12 (Ωi), with the SU
(
2N
)
parity. As an example,
in Fig. 2 we compare two of the options for visualizing
a 5-qubit GHZ state. In the first column, (a) and (c),
we show the Wigner and Weyl function according to Sec-
tion III B, where M = 5. This state can be interpreted
as either the approximation of the 5 qubit GHZ state or
a 6-level angular moment state in a superposition of the
highest and lowest weighted state. In the second column,
(b) and (d), we show the 5 qubit GHZ state with a ten-
sor product of 5 SU(2) kernel shown in Eq. (58) for the
Wigner function and the tensor product of the rotation
operator for the Weyl function. Since for these visual-
izations we have 10 (15 for the Weyl function) degrees
of freedom, unlike the 2 (3 for Weyl) degrees of freedom
needed for the Dicke states, we need to choose appropri-
ate slices. For the Wigner function we have taken the
equal angle slice θi = θ and φi = φ. For the Weyl func-
tion we have set θ˜i = θ˜, φ˜i = φ˜, and Φ˜i = −φ˜.
We can see from Fig. 2 that the two Wigner functions
(a-b) look similar, this is since the equal angle slice is
similar to the symmetric subspace. Although the two
Wigner functions look similar, the advantage of using
the tensor product state can be found in the fact it is in-
formationally complete, whereas a Dicke state mapping
is not. Interestingly, the Weyl function for the two differ-
ent choices of kernel are identical. The Wigner functions
differ due to the weighting given by the parity to each el-
ement of the given basis, since the parity isn’t present in
1
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FIG. 2. Here we show (a) and (c) the superposition state
for a spin- 5
2
spin coherent Schro¨dinger cat state [41], given
by
(∣∣− 5
2
〉
+
∣∣ 5
2
〉)
/
√
2 and in (b)and (d) the five-qubit GHZ
state (|00000〉+ |11111〉) /√2. Figures (a-b) show the spheri-
cal plot for the the spin Wigner functions where we have taken
the equal angle slice, φi = φ and θi = θ, and where blue is
positive and red in negative; (c-d) give the spin Weyl func-
tions spherical plots for the slice Φ˜ = −φ˜, and where we have
again taken the equal angle slice φ˜i = φ˜, θ˜i = θ˜. The phase
for the spin Weyl functions is given by color according to the
color wheel in the center of the figure. The absolute value is
shown by saturation, so that the Weyl function is white when
the value at that point is zero. Note that we have extended
the range when mapping the function onto the sphere, so that
the θ˜ degree of freedom is doubled.
the Weyl kernel such a weighting doesn’t exist and every
element is equally weighted.
IV. QUANTUM STATISTICAL MECHANICS IN
PHASE SPACE
Both the Weyl formalism developed here and the
Wigner formalism given in [2, 3] allow us to analyze finite-
dimensional and composite quantum systems in the same
way as one would analyze continuous-variable quantum
systems. Both the Wigner and Weyl functions are infor-
mationally complete; one can always regain the Hilbert
space representation of the collection of states by suit-
able integration of the parameters for the phase-space
functions with the appropriate kernel. A corollary to
this condition is that any quantum-mechanical property
defined in Hilbert space must have an equivalent phase
space definition. The close relationship between quantum
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phase-space methods as presented here and other statis-
tical methods is apparent from Eq. (25), which takes the
form of a generalized Liouville equation. Furthermore,
as one can now discuss and define thermodynamic con-
cepts and quantities for collections of finite quantum sys-
tems [42, 43], it goes without saying that one can have the
same discussion by using the Weyl or Wigner function of
the same collection of states.
This connection is well know to be more than a super-
ficial one. For instance, the partition function Z(β) can
be found following the same approach as originally sug-
gested by Wigner [1]. For a given unnormalized thermal
density matrix ρˆ(β) = exp(−βHˆ) where β ≡ 1/kBT
Z(β) ≡ Tr [ρˆ(β)] =
∫
Ω
dΩWρˆ(β)(Ω), (59)
making use of S.W-3. Interestingly, to first order in β we
see a direct connection between the Wigner function for
the Hamiltonian WHˆ(Ω) and the partition function
Z(β) =
∫
Ω
dΩWρˆ(β)(Ω)
=
∫
Ω
dΩ Tr
[
ρˆ(β)Πˆ(Ω)
]
=
∫
Ω
dΩ Tr
[ ∞∑
n=0
(−βHˆ)n
n!
Πˆ(Ω)
]
= Z(0)− β
∫
Ω
dΩWHˆ(Ω)
+
β2
2
∫
Ω
dΩW 2
Hˆ
(Ω) +O(β3), (60)
where the second and third terms are easily calculated
and come directly from S.W-3 and S.W-4 respectively. It
also follows from S.W-3 that Z(0) is the dimensionality of
the Hilbert space. We note that for some systems there
may be a computational advantage to using the above
approach to compute the approximate partition function,
in particular for small values of β. From the partition
function we can further calculate other thermodynamical
quantities such as the total energy
〈E〉 = −∂ lnZ(β)
∂β
, (61)
and free energy
A = − 1
β
lnZ(β), (62)
with clear analogy to classical statistical mechanics. This
will be of utility in the burgeoning field of quantum ther-
modynamics.
When using these methods to generate partition func-
tions for finite systems, there are interesting cases for
the expansion of Eq. (59). As an example, we con-
sider the Pauli matrices in SU(2), given by h · σˆ, where
h = [hx, hy, hz] is the magnetic field. Setting ρˆ(β) =
exp(−βh · σˆ), Eq. (59) reduces to
Z(β) =
∫
Ω
dΩ
(
cosh(β|h|)W1l(Ω)
− sinh(β|h|)|h| Wh·σˆ(Ω)
)
= 2 cosh(β|h|). (63)
It’s useful to note that
Wh·σˆ(Ω) = hxWσx(Ω) + hyWσy (Ω) + hzWσz (Ω) (64)
which allows us to calculate the partition function
through the Wigner functions of the individual Pauli ma-
trices. Furthermore, the mean value, A¯, of any physical
quantity, Aˆ, is Tr
[
Aˆ exp(−βHˆ)
]
/Z(β). We note that
this can be written (by using S.W-4) in terms of the
Wigner functions as
A¯ =
1
Z(β)
∫
Ω
dΩWAˆ(Ω)Wρˆ(β)(Ω). (65)
By using the first line of Eq. (63), we can extend this
with Eq. (65) to yield the solution
A¯ =
1
2
∫
Ω
dΩ
(
WAˆ(Ω)−
tanh(β|h|)
|h| WAˆ(Ω)Wh·σˆ(Ω)
)
.
(66)
setting A = e · σˆ, for e = [ex, ey, ez] where each ei is
the component of magnetization in the i direction, and
noting that∫
Ω
dΩWe·σˆ(Ω)Wh·σˆ(Ω) (67)
=
∫
Ω
dΩ
(
exhxW
2
x (Ω) + eyhyW
2
y (Ω) + ezhzW
2
z (Ω)
)
,
Eq. (65) reduces to the expected
A¯ = − tanh(β|h|)|h| e · h
= −|e| cos(ϑ) tanh(β|h|), (68)
where ϑ is the angle between e and h. So A¯ is therefore
completely calculable with the Wigner function.
We now turn our attention to the Weyl function. The
Weyl function can be viewed as a quantum analog of the
characteristic function [22]. In classical probability the-
ory the Fourier transform of the probability density func-
tion is the characteristic function that has the powerful
property of being a moment-generating function. By fol-
lowing Refs [17, 44, 45] we can see that the Weyl function
can be considered the quantum analog of this character-
istic function. In particular, we see it acts as a moment
generating function if we consider some operator Aˆ where
the phase space is parameterized by Ω˜ = {ω˜1, . . . , ω˜n}
where each ω˜i is an individual degree of freedom, so that
each moment is
Mm1,...,mn =
n∏
i=1
(
ηi
∂
∂ω˜i
)mi
W˜Aˆ(Ω˜)|Ω˜=0 (69)
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where ηi = ±1,±i depending on the sign in front of the
corresponding moment in the generalized displacement
operator. For example, when looking at SU(2) systems,
to get the correct sign ηi = −i. For HW, when choosing
moments of α (α∗) the correct value is ηi = −1 (or just
1 for α∗).
Weyl or Wigner functions can be used in in the gener-
ation of correlation functions. Correlation functions can
be defined either in terms of time or spatial coordinates
and in special cases can be rewritten as autocorrelation
functions. For example, the ambiguity function is the
signal processing analog of the Weyl function that can
be reduced to a temporal autocorrelation function by
noting the spatial coordinates where the Doppler shift
is zero. Similarly, when looking at the Weyl function
from Eq. (12), by setting either p˜ = 0 (q˜ = 0) we can
generate the autocorrelation function for position (mo-
mentum) [46]. This can be seen from the definition of a
general autocorrelation function:
R(χ) =
∫ ∞
−∞
ψ∗(s+ χ)ψ(s) ds = Tr
[
ρˆ Dˆ(χ)
]
. (70)
By extension to finite-dimensional systems is now pos-
sible by direct analogy. For example when considering
a single spin we can define the following autocorrelation
functions
W˜ρˆ(0, θ˜, 0) = Tr
[
ρˆ Uˆ(0, θ˜, 0)
]
≡ R(θ˜) (71)
and
W˜ρˆ(φ˜, 0, 0) = Tr
[
ρˆ U˜(φ˜, 0, 0)
]
≡ R(φ˜). (72)
If we evaluate R(Φ˜) we see that it is identical to Eq. (72);
this allows us to view standard Weyl functions as effec-
tive autocorrelation functions in the “rotation and phase”
spin degrees of freedom. Generalization of autocorrela-
tion to any system is then simply given by
R(ω˜) = Tr
[
ρˆ Dˆ(ω˜)
]
, (73)
where ω˜ is any degree of freedom from the full parameter-
ization. As the Weyl function is a characteristic function
this relation to auto-correlation is expected.
Higher order correlation functions can be generated
from directly measuring the Wigner or Weyl function by
evaluating the continuous cross-correlation integral of the
Wigner (Weyl) function with itself at a later time (cor-
responding to the mapping Ω 7→ Ω + f (Ω˜ 7→ Ω˜ + f˜),
where f (f˜) is the displacement in phase space, which
yields:
R(f) = 1
VΩ
∫
Ω
dΩWρˆ(Ω + f)Wρˆ(Ω),
R˜(f˜) = 1
VΩ˜
∫
Ω˜
dΩ˜ W˜ρˆ(Ω˜ + f˜)W˜ ∗ρˆ (Ω˜). (74)
These are alternative forms of Eq. (73), in particular
Eq. (71) and Eq. (72), for the Wigner or Weyl function.
Following the discussion in Section III D, the extension of
Eq. (74) to collections of systems, and thus comparisons
to Eq. (73), is straightforward.
The Wiener–Khinchin theorem allows us to relate the
autocorrelation functions defined in Eq. (74) to appro-
priate power spectral density functions (such as those
used in neutron scattering [47]), via a Fourier transform.
More generally, it is clear that one can define a correla-
tion function C of a Weyl function of a collection of finite
quantum systems at time t1 and t2, where t1 > t2, as
C(Ω˜1, Ω˜2) = 〈W˜ρ(t1)(Ω˜1) , W˜ρ(t2)(Ω˜2)〉, (75)
and that the corresponding Wigner function version is
generatable by exploiting Eq. (35). What is more power-
ful is that we can define not two-point correlation func-
tions, but n-point correlation functions of phase space
functions:
C(Ω˜1, Ω˜2, . . . , Ω˜n) = 〈W˜ρ(t1)(Ω˜1) , W˜ρ(t2)(Ω˜2)
, . . . , W˜ρ(tn−1)(Ω˜n−1), W˜ρ(tn)(Ω˜n)〉. (76)
In this way, we map the changes in physical position and
time to changes in phase-space coordinates, allowing us
to define highly generalized static and dynamic structure
factors for spin systems.
We believe that these ideas can be further applied to
quantum statistical mechanics by using the above notions
in lieu of the moments of the Inverse Participation Ratio
(IPR) [48] in order to describe the localization and com-
plexity of a collection of qubits or other quantum states,
in particular those used in Anderson localization [49].
This will be the subject of future work.
V. CONCLUSIONS
In this work we have completed the Wigner-Weyl-
Moyal-Groenewold program of work describing quantum
mechanics as a statistical theory [22, 23]. We have pre-
sented the general framework in a modern context. Im-
portantly we have shown how unifying concepts of dis-
placement and parity lead to generalizations of Wigner
and Weyl functions for any quantum system and its dy-
namics. For correctly formulating the Weyl function of
a system we have discussed how taking proper account
of its underlying group structure is essential. Specifically
we observe that the Weyl function is not simply the two-
dimensional Fourier transform of the Wigner function but
is instead defined though a specific displacement operator
and its parameterization. The fact that the dimension-
alities of the two phase spaces differ has, in our view,
been the major obstacle to completing the description of
quantum mechanics as a statistical theory in phase space
which we have here overcome. We have shown how a
generalization of the Fourier transform links these two
representations.
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We have also shown how we can utilize phase space
to gain insight into statistical properties of quantum sys-
tems. We have shown how statistically important quan-
tities such as the partition function and moment gen-
erating function can be constructed within this quan-
tum phase space approach. This should lead to a natu-
ral framework for the study of important applications in
fields such as quantum thermodynamics.
We speculate that, because we utilize only the under-
lying group structure of the system of interest, extensions
to this work in areas outside of quantum mechanics may
provide new insights. Of particular interest would be ap-
plications to signal processing where Wigner and Weyl
(ambiguity) functions already find great utility. There
have already been attempts to describe signal processing
in terms of group actions (such as Ref. [50] and Ref. [51]);
a complete formalism could lead to more computational
efficiency in many areas of the field. We might also bor-
row ideas from signal processing and ambiguity functions,
such as the formulation of the energy, Ef , of a signal [52].
Lastly, phase-space methods have seen many uses as en-
tropic measure, such as the Re´nyi entropy [53]; its exten-
sions [54] link ideas in quantum and classical information
theory.
Finally it has been shown that by making use of its un-
derlying group structure we can fully describe any quan-
tum system in terms of a statistical theory in phase space.
Because of this, not only is this theory capable of de-
scribing and providing new insights into standard quan-
tum systems such as qubits, atoms, and molecules but
we also propose that extensions to this would be of util-
ity for systems with more exotic group structures such as
E(8), SU(1, 1), and anti-de Sitter space calculations.
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Appendix A: Generalized Pauli Matrices
The JˆMN (k) are generalized Pauli matrices of dimension d
M
N that are generated in the following way [40]:
1. Define a general basis |m1,m2, . . . ,mN 〉 where M =
∑N
k=1mk, mk ∈ Z, and 2j ≡M ∈ Z+.
2. Define the following operators:
Jab |m1, . . . ,ma, . . . ,mb, . . . ,mN 〉 =
√
(ma + 1)mb |m1, . . . ,ma + 1, . . . ,mb − 1, . . . ,mN 〉
for 1 ≤ a < b ≤ N ,
Jab |m1, . . . ,mb, . . . ,ma, . . . ,mN 〉 =
√
ma(mb + 1) |m1, . . . ,ma − 1, . . . ,mb + 1, . . . ,mN 〉
for 1 ≤ b < a ≤ N , and,
Jcc |m1, . . . ,mc, . . . ,mN 〉 =
√
2
c(c+ 1)
(
c∑
k=1
mk − cmc+1
)
|m1, . . . ,mc, . . . ,mN 〉
for 1 ≤ c ≤ N − 1.
3. Using the basis given in 1 and the operators given in 2, define the following matrices:
Jx(a, b) ≡ Jab + Jba,
Jy(a, b) ≡ −i
(
Jab − Jba
)
,
Jz([c+ 1]
2 − 1) ≡ Jcc . (A1)
for a, b = 1, 2, 3, . . . , N ; a < b and c = 1, 2, . . . , N − 1.
4. Combine the three matrices given in Eq. (A1) to yield the set {JˆMN (k)} where k = 1, 2, . . . , N2 − 1 and
Tr
[
JˆMN (i) · JˆMN (j)
]
=
2M
N + 1
dMN+1δij , (A2)
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where
dMN ≡
(N +M − 1)!
M !(N − 1)! . (A3)
For example, for N = 3 and M = 1, Eq. (A1) gives the following 8 matrices, the spin-1/2 SU(3) hermitian operators
also known as the Gell-Mann matrices [55]:
Jx(1, 2) ≡ Jˆ13(1) =
 0 1 01 0 0
0 0 0
 , Jy(1, 2) ≡ Jˆ13(2) =
 0 −i 0i 0 0
0 0 0
 ,
Jx(1, 3) ≡ Jˆ13(4) =
 0 0 10 0 0
1 0 0
 , Jy(1, 3) ≡ Jˆ13(5) =
 0 0 −i0 0 0
i 0 0
 ,
Jx(2, 3) ≡ Jˆ13(6) =
 0 0 00 0 1
0 1 0
 , Jy(2, 3) ≡ Jˆ13(7) =
 0 0 00 0 −i
0 i 0
 ,
(A4)
and
Jz([1 + 1]
2 − 1) ≡ Jˆ13(3) =
 1 0 00 −1 0
0 0 0
 , Jz([2 + 1]2 − 1) ≡ Jˆ13(8) = 1√
3
 1 0 00 1 0
0 0 −2
 . (A5)
Similarly, for for N = 2 and M = 2, Eq. (A1) gives the following spin-1 SU(2) hermitian operators:
Jx(1, 2) ≡ Jˆ22(1) =
1√
2
 0 1 01 0 1
0 1 0
 , Jy(1, 2) ≡ Jˆ22(2) = 1√
2
 0 −i 0i 0 −i
0 i 0
 (A6)
and
Jz([1 + 1]
2 − 1) ≡ Jˆ22(3) =
 1 0 00 0 0
0 0 −1
 . (A7)
For completeness, we define Jz(0) ≡ 1ldMN .
Appendix B: UˆMN Operators
Our Weyl and Wigner formulations are based on the exploitation of a SU(N) group action UˆMN given in [37]:
UˆMN (φ,θ,Φ) =
( ∏
N≥q≥2
∏
2≤p≤q
AˆMN (p, j(q))[φ,θ]
)
BˆMN [Φ], (B1)
where
AˆMN (p, j(q))[φ,θ] ≡ exp
(
iJz(3)φ(p−1)+j(q)
)
exp
(
iJy(1, p)θ(p−1)+j(q)
)
, (B2)
BˆMN [Φ] ≡
∏
1≤c≤N−1
exp
(
iJz([c+ 1]
2 − 1)Φ(N(N−1)/2)+c
)
, (B3)
and j(q) = 0 for q = N with j(q) =
∑N−q
i=1 (N − i) for q 6= N . For example, for N = 4 and M = 1 Eq. (B1) yields (via
Appendix A) the operator Uˆ14 (φ,θ,Φ) that parametrizes the group SU(4) in the fundamental representation [56]:
Uˆ14 (φ,θ,Φ) = exp
(
iJˆ14(3)φ1
)
exp
(
iJˆ14(2)θ1
)
exp
(
iJˆ14(3)φ2
)
exp
(
iJˆ14(5)θ2
)
exp
(
iJˆ14(3)φ3
)
exp
(
iJˆ14(10)θ3
)
(B4)
exp
(
iJˆ14(3)φ4
)
exp
(
iJˆ14(2)θ4
)
exp
(
iJˆ14(3)φ5
)
exp
(
iJˆ14(5)θ5
)
exp
(
iJˆ14(3)φ6
)
exp
(
iJˆ13(2)θ6
)
exp
(
iJˆ14(3)Φ1
)
exp
(
iJˆ14(8)Φ2
)
exp
(
iJˆ14(15)Φ3
)
.
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Furthermore, for N = 2 and M = 3 we get
Uˆ32 (φ,θ,Φ) = exp
(
iJˆ32(3)φ1
)
exp
(
iJˆ32(2)θ1
)
exp
(
iJˆ32(3)Φ1
)
. (B5)
Here, Jˆ32(3) is just the 4×4 version of Jˆz and Jˆ32(2) is just the 4×4 version of Jˆy. In other words, the spin-3/2 version
of the SU(2) rotations.
Appendix C: Normalization Requirements
For the Weyl function we have given to be informationally complete, it must reproduce the original Hilbert space
operator under integration over the appropriate manifold parametrized by Eq. (B1). Here we will give the volume
normalized differential element necessary to integrate any representation of a SU(N) Wigner or Weyl function, such
that
dΩ→ d
M
N
VCPN−1
dVCPN−1 (C1)
dΩ˜→ d
M
N
VSU(N)
dVSU(N) (C2)
which when evaluated for CP1 and SU(2) correspond to Eq. (46) and Eq. (47) respectively when using dMN as defined
in Eq. (A3). The difference in volume normalization in Eq. (C1) and Eq. (C2) is due to the fact that the Wigner
function is defined over the complex projective space in N−1 dimensions CPN−1, whereas the Weyl function is defined
over the full manifold of SU(N).
To calculate the invariant volume element for CPN−1 we use the following from [37, 57]:
dVCPN−1 =
( ∏
2≤k≤N
K(k)
)
dφN−1dθN−1 . . . dφ1dθ1,
K(k) =

sin(2θ1) k = 2,
cos(θk−1)2k−3 sin(θk−1) 2 < k < N,
cos(θN−1) sin(θN−1)2N−3 k = N,
(C3)
where the integration is over the following ranges [37, 57],
0 ≤ φj ≤ 2pi and 0 ≤ θj ≤ pi
2
for 1 ≤ j ≤ N − 1 (C4)
such that
VCPN−1 =
∫
Ω
dVCPN−1 . (C5)
Now considering the SU(N) volume element, we use the overall volume of the manifold, which does not depend on
the dimension of the representation M [57]. As such, the volume
VSU(N) =
∫
Ω˜
dVSU(N) (C6)
is generated by integrating the invariant integral measure of SU(N) derived from Eq. (B1):
dVSU(N) =
( ∏
N≥q≥2
∏
2≤p≤q
Ker(p, j(q))
)
dφdθdΦ,
Ker(p, j(q)) =

sin(2θ1+j(q)) p = 2,
cos(θ(p−1)+j(q))2p−3 sin(θ(p−1)+j(q)) 2 < p < q,
cos(θ(q−1)+j(q)) sin(θ(q−1)+j(q))2q−3 p = q,
(C7)
and j(q) is from Eq. (B1). The method for the generating the ranges of integration for the full volume of SU(N) are
given in [37]. For completeness, we note that it has been shown [37, 56, 58, 59] that the above is mathematically
equivalent to the Haar measure [60, 61] for SU(N).
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It is important to note that the integration ranges for the calculation of Eq. (C6) are equivalent to those used to
calculate Eq. (C5) but are not equal. While the ranges of integration for the “local rotations” θj do not change,
the ranges of integration for the “local phases” φj and the “global phases” Φj used in the calculation of the overall
volume VSU(N) are modified from those used to calculate VCPN−1 . For example, the ranges needed to calculate VSU(4)
are (from [37])
0 ≤ φ1, φ4, φ6 ≤ pi and 0 ≤ φ2, φ3, φ5 ≤ 2pi,
0 ≤ θ1, θ2, θ3, θ4, θ5, θ6 ≤ pi
2
,
0 ≤ Φ1 ≤ 2pi, 0 ≤ Φ2 ≤ 3pi
(
1√
3
)
, 0 ≤ Φ3 ≤ 4pi
(
1√
6
)
. (C8)
These ranges yield both a covering of SU(4) [56, 57], as well as the correct group volume for SU(4) [60, 61]. One can
use these modified ranges to calculate the equivalent version of Eq. (C5) for N = 4 but then the normalization in
front of Eq. (C1) would have to be changed.
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Three new graph invariants are introduced which may be measured from a quantum graph state
and form examples of a framework under which other graph invariants can be constructed. Each
invariant is based on distinguishing a different number of qubits. This is done by applying al-
ternate measurements to the qubits to be distinguished. The performance of these invariants is
evaluated and compared to classical invariants. We verify that the invariants can distinguish all
non-isomorphic graphs with 9 or fewer nodes. The invariants have also been applied to ‘classically
hard’ strongly regular graphs, successfully distinguishing all strongly regular graphs of up to 29
nodes, and preliminarily to weighted graphs. We have found that although it is possible to prepare
states with a polynomial number of operations, the average number of preparations required to
distinguish non-isomorphic graph states scales exponentially with the number of nodes. We have so
far been unable to find operators which reliably compare graphs and reduce the required number of
preparations to feasible levels.
I. INTRODUCTION
A graph is a set of nodes connected by edges, and two
graphs are termed isomorphic if one may be obtained
from the other by permuting the labels of their nodes [1].
The question of whether two graphs are isomorphic is the
so-called graph isomorphism (GI) problem [2]: a com-
putationally hard problem that is not just of academic
interest, but is also central to a number of areas critical
to industry. Some of the more obvious of these include
the following: the integrated circuit industry requires de-
signs to pass a key (layout versus schematic) verification
check, which compares the transistor network delivered
by the Logic Synthesizer to that extracted from the Place
and Route engine [3]. In the field of image recognition,
including registration problems in computer vision [4]
and medical imaging (for example automated histology
analysis [5]), graphs are used as effective structural de-
scriptors due to their ability to represent relational in-
formation in which nodes are associated to image com-
ponents and edges to the relationships between them.
In the field of cybersecurity, the control flow graphs of a
number of worms have been analysed as a detection tech-
nique [6]. Perhaps less obvious applications of GI involve
financial fraud detection, banking risk management, le-
gal precedents, fault detection, and even zero-knowledge
proofs [7, 8]. Some industry experts have estimated that
the global worth of a number of these sectors will grow
∗ v.m.dwyer@lboro.ac.uk
† m.j.everitt@physics.org
up to $12Bn within the next ten years, making progress
in solving the GI problem an important industrial as well
as academic challenge [9].
Complexity arises here as, even restricted to simple
undirected graphs without loops, the number of non-
isomorphic graphs increases at least exponentially with
the number of nodes [1]. The combination of a number
of different methods has resulted in classical algorithms
that are efficient for many graphs [10–12]. However, there
still exist a large number of important graphs for which
solutions do not currently exist [7, 13]. As a result, new
contributions to graph isomorphism, such as those that
might be offered by quantum computing, would add real
value, even if they only deal with these difficult cases.
While the problem is computationally hard, simple
methods such as edge counting or spectral comparisons
can resolve many cases efficiently. These comparisons
rely on the fact that such properties (known as graph in-
variants [14]) are shared by all isomorphic graphs. The
current best classical algorithm for the general case is
due to Weisfeiler and Lehman [15–17] implemented in
the Nauty algorithm [11] which is able to solve many
cases of practical interest in polynomial time. However,
a general solution with polynomial scaling does not exist,
and recent unpublished work indicates that the problem
is classically solvable in quasi-polynomial time, implying
that the GI problem is between polynomial and expo-
nential in its complexity [18, 19]. It is worth noting here
that Nauty performs poorly for strongly regular graphs,
graphs which the quantum algorithms developed here are
able to distinguish (up to the 29 node graphs tested).
This demonstrates that our algorithms are fundamen-
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2tally different from (at least two dimensional) Weisfeiler-
Lehman methods [20, 21].
Two factors support the existence of an efficient al-
gorithmic quantum solution for the graph isomorphism
problem. The first is that the complexity of the GI prob-
lem is similar to that of integer factorization [22], a prob-
lem which can be solved in polynomial time on a quantum
computer using the Shor algorithm [23]. The second rea-
son follows from the existence of an adiabatic quantum-
annealing method by Gaitan and Clark [24], which al-
ready solves the GI problem. As the algorithm is adi-
abatic, the method’s complexity is unknown. However
since adiabatic and algorithmic quantum computing are
known to be equivalent [25], the adiabatic method guar-
antees the existence of a quantum solution. We also note
here the work of Wang et al. [26, 27] applying quantum
walks to the GI problem; these methods have successfully
distinguished classes of strongly regular graphs with up
to 64 nodes. However, their method (like many novel
approaches [28]) has been shown to be equivalent to the
Weisfeiler-Lehman algorithm [21].
With many methods equivalent to Weisfeiler-Lehman’s
(W-L), effective general invariants unrelated to W-L’s
are of significant interest to the field. Any W-L
based method cannot distinguish Cai-Fu¨rer-Immerman
graphs [20, 29]. The ability to distinguish such graphs
would therefore demonstrate our algorithms are distinct
from all dimensions of the W-L method. Whilst we have
been unable to analyse such large graphs due to the scal-
ing of our classical simulations, we believe our method
works in a fundamentally different manner since it is
not iterative and exploits the exponential resources avail-
able on a quantum computer to measure group elements,
which are guaranteed to be different for non-isomorphic
graphs.
Motivated by these factors we introduce a number of
graph invariants which were designed to exploit the ex-
ponential resources of a quantum computer. These and
the classical invariants are compared below for their effi-
cacy in distinguishing graphs, as a function of graph node
number. We have found that our invariants are better
at distinguishing graphs than several classical methods
in the sense that a higher proportion of graphs give a
unique result. Indeed, in the worst case, the proportion
of graphs which the quantum invariants cannot distin-
guish appears to tend to zero. In the particular case
of strongly regular graphs, the quantum invariants are
able to distinguish all graphs with fewer than 30 nodes.
Furthermore, we find that two of our quantum measures
allow all the non-isomorphic graphs that we have been
able to consider in this work to be distinguished.
This work presents a family of new graph invariants
which could potentially be extended to form part of a
practical solution. However, it also highlights the dif-
ficulty of obtaining information from a large quantum
system, even in the ideal case.
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FIG. 1. Schematic showing an example network or graph and
the associated adjacency matrix that represents it. The ad-
jacency matrix is constructed by numbering each node and
associating each row and column with a node. Ones are then
entered into the positions corresponding to connected nodes
and zeros otherwise. The set of adjacency matrices associ-
ated with isomorphic graphs are those that are formed from
simultaneously permuting the matrices’ rows and columns.
II. CONSTRUCTING GRAPH STATES
To study graphs in a quantum setting we first map
them into quantum states known as graph states. To
do so we follow the procedure described in the paper of
Zhao et al. [30] which efficiently and uniquely encodes
the graphs [31–34], as set out here. We then show it
is possible to construct classes of measurements, derived
from the Wigner function [35–37], which act as graph
invariants.
To obtain a graph state from a graph or network, first
the adjacency matrix must be found as shown in Fig. 1.
A set of operators is then constructed from the adjacency
matrix by replacing the elements of the adjacency matrix
with Pauli matrices according to the following scheme:
diagonal entries of the matrix are replaced by σˆx; all
other zeros are replaced by the identity operator, which
we denote by σˆI , and each ‘1’ is replaced by a σˆz. The
tensor product is then taken between adjacent matrices
within each row, resulting in a set of N operators for an
N -qubit system. Note that each qubit corresponds to a
node in the graph. For the adjacency matrix shown in
Fig. 1, the corresponding set of operators is given by;

σˆx ⊗ σˆI ⊗ σˆI ⊗ σˆz ⊗ σˆz ⊗ σˆI
σˆI ⊗ σˆx ⊗ σˆI ⊗ σˆz ⊗ σˆI ⊗ σˆz
σˆI ⊗ σˆI ⊗ σˆx ⊗ σˆz ⊗ σˆI ⊗ σˆI
σˆz ⊗ σˆz ⊗ σˆz ⊗ σˆx ⊗ σˆI ⊗ σˆI
σˆz ⊗ σˆI ⊗ σˆI ⊗ σˆI ⊗ σˆx ⊗ σˆz
σˆI ⊗ σˆz ⊗ σˆI ⊗ σˆI ⊗ σˆz ⊗ σˆx

=

Gˆ1
Gˆ2
Gˆ3
Gˆ4
Gˆ5
Gˆ6

. (1)
These operators, Gˆi, i ∈ {1, . . . , N}, are known as group
generators, since their products form a finite abelian
group of 2N operators gˆk, k ∈ {1, . . . , 2N}. Adding the
group elements together and normalising gives the den-
sity matrix of the corresponding graph state. The density
3matrix can also be expressed in a factorised form using
only the generators as shown on the right [38]:
ρˆ =
1
2N
2N∑
k=1
gˆk =
1
2N
N∏
i=1
(
1+ Gˆi
)
. (2)
It is worth noting that graph states are a subset of sta-
bilizer states [39]. They are pure states that are said to
be fixed by the generators, i.e. Gˆiρˆ = ρˆ. It is the form of
the states which makes using graph states so promising
for producing effective graph invariants. This is because
all the information about the graph is in the state and
every group element is accessible either individually or
simultaneously via measurements. Hence all the infor-
mation is available and it is just a question of generating
schemes for efficiently accessing the relevant information.
Zhao [30] also covers how to experimentally construct
the states expressed in Eq. (2). First, each node is asso-
ciated with a qubit prepared in the +1 eigenstate of σˆx;
|+〉. Controlled-Z gates are then applied between any
two qubits whose corresponding nodes are connected in
the graph. For a fully connected quantum computer this
procedure requires O(N2) operations. However, it has
been shown by Zhao that it is theoretically possible to
construct graph states with O(N) operations with the
use of an oracle.
We note that it is also possible to implement the pro-
cedure on hardware with limited connectivity provided a
path of connections can be found between any two qubits
connected in the graph. Regarding the current IBM ma-
chines, a CZ gate is not provided as required in the al-
gorithm to generate graph states. This problem is easily
overcome by adding appropriate Hadamard gates to the
CNOT gates. In cases where there is less connectivity
and there is no direct CNOT gate between two qubits,
it is possible to ‘skip’ a qubit with a sequence of CNOT
gates, provided both of the qubits have a connection to
a shared qubit. Although possible, the number of gates
needed to ‘skip’ higher numbers of qubits grows quickly,
resulting in higher decoherence in the algorithm. A sim-
ilar sequence of gates is also possible with CZ gates with
a similar outcome. Thus it is possible to implement our
algorithm on various architectures, as long as a minimum
connectivity is met.
III. METHODS
A. Underpinning theory
Having described how to encode a graph into a graph
state, we now discuss how to measure its quantum graph
invariants. An observable can only be a quantum graph
invariant if its measurement results do not depend upon
the order in which the qubits are labeled. Two ways of
achieving such a measurement are to treat all qubits iden-
tically or to measure each qubit individually and then
discard ordering information by sorting the individual
measurement results according to some arbitrary norm,
for example by magnitude. The former case is order in-
variant for any given state since the measurement results
contain no qubit index information and therefore the or-
der in which the qubits are labelled must have no effect.
If we consider a general measurement on N qubits
Mˆ =
N⊗
j=1
mˆj (3)
then the former case corresponds to taking mˆj = mˆ for
all j giving,
Mˆ0 = mˆ
⊗N . (4)
While, as an example of the second case, we consider the
situation in which the observable being measured on one
arbitrary qubit mˆ1 is different to the observable being
measured on all other qubits mˆ0 giving,
Mˆ1 =
N⊗
j=1
(δjqmˆ1 + (1− δjq)mˆ0) . (5)
If this measurement is repeated for all q ∈ {1, ..., N},
the expectation values lead to a quantum graph invariant
once the values are sorted as shown here;〈
Mˆ
〉
= sort
(〈
Mˆ
(q=1)
1
〉
,
〈
Mˆ
(q=2)
1
〉
, · · · ,
〈
Mˆ
(q=N)
1
〉)
.
(6)
In either case the expectation values of these operators
may be calculated in a similar manner given below.
Expanding Eq. (2) the graph state may be written in
terms of its generators as
ρˆ = 2−N
N∏
i=1
(
1+ Gˆi
)
= 2−N
∑
a
Gˆa11 Gˆ
a2
2 · · · GˆaNN
=
∑
a
(
Gˆa11(1)Gˆ
a2
2(1) · · · GˆaNN(1) ⊗ · · · ⊗ Gˆa11(N)Gˆa22(N) · · · GˆaNN(N)
)
2N
(7)
where the sum is over all binary words a = [a1, · · · , aN ]
of length N . Note that the second subscript specifies the
space in which that part of the operator is acting. For
example in Eq. (1), Gˆ12(4) = σˆz whilst Gˆ
0
i(j) = σˆI for
all i, j. The expectation value for a measurement of the
form in Eq. (4) is then〈
Mˆ0
〉
= Tr(ρˆMˆ0)
= 2−N
∑
a
N⊗
j=1
Tr(Gˆa11(j)Gˆ
a2
2(j) · · · GˆaNN(j)mˆ).
(8)
For graph states, the Gˆi(j) correspond to a mapping of
the adjacency matrix A, according to Gˆj(j) = σˆx, Gˆi(j) =
4σˆI if Aij = 0 and Gˆi(j) = σˆz if Aij = 1. Consequently
a term from the product in Eq. (8) contains either one
factor of σˆx (if aj = 1) or none (if aj = 0) together with
a number of factors of σˆz equal to the edge count vj of
node j; it may be written in the canonical form σˆxσˆ
vj
z
by swapping σˆx with those σˆz terms on its left. In doing
so, each swap introduces a change of sign as σˆxσˆz =
−σˆzσˆx and the final results may be reduced depending
on whether the edge count vj is even (when σˆxσˆ
vj
z = σˆx)
or odd (when σˆxσˆ
vj
z = σˆxσˆz = −iσˆy). As a result each
trace in Eq. (8) evaluates to
Tr(Gˆa11j · · · Gˆannj mˆ)
= (−1) 12 (aj(AaT )j+ajrj)

Tr(mˆ) (aj , rj) = (0, 0)
Tr(σˆxmˆ) (aj , rj) = (1, 0)
Tr(σˆymˆ) (aj , rj) = (1, 1)
Tr(σˆzmˆ) (aj , rj) = (0, 1)
(9)
Here the prefactor in Eq. (9) keeps track of the number
of swaps and rj is the parity of the edge count vj , i.e.
rj = 1 if (Aa
T )j is odd and is 0 otherwise.
What then remains is to choose measurements mˆ, mˆ0
and mˆ1 as to provide a means of distinguishing non-
isomorphic graphs. We consider a possibility for each
case in the following sections. In section III B measure-
ments from the equal-angle slice of the Wigner function
are used which have the form in Eq. (4) and treat no
qubits differently. This results in a natural graph invari-
ant which identifies more than 99.8% of the graphs we
have tested, outperforming all of the classical invariants
we consider. In section III C we consider a measurement
distinguishing one qubit as in Eq. (5). The resulting in-
variant can identify all graphs we have tested when com-
bined with the eigenvalues of the adjacency matrix. Fi-
nally, in section III D, we extend this scheme to the mea-
surement of two qubits with an operator other than mˆ0,
giving an invariant which has, on its own, distinguished
all graphs we have tested.
B. Measurements which distinguish no qubits: the
equal-angle slice of the Wigner function
To perform identical measurements on all qubits we
used the equal-angle slice of the Wigner function which
has previously been used for state characterization [36].
This lead us to speculate that it could be used to iden-
tify graph states. The results in Fig. 2 where we show
the equal-angle slice of the Wigner function for all 34
non-isomorphic 5-node graphs supported this specula-
tion [40]. We show in Fig. 3 example experimental data
calculated on the IBM quantum experience. We followed
the procedure in [36] to directly measure points on the
equal-angle Wigner function using IBM’s Quantum In-
formation Software Kit (QISKit) that “is a software de-
velopment kit (SDK) for working with OpenQASM and
the IBM Q experience (QX)” [41].
A detailed discussion of spin Wigner functions goes
beyond the scope of this paper - please see Refs [35, 36,
42] for a full discussion. In brief, a spin Wigner function
for a set of N qubits may be given in the form
W (θ,φ) =
〈
Πˆ(θ,φ)
〉
= Tr
[
Πˆ(θ,φ) ρˆ
]
. (10)
Here θ = (θ1, . . . , θN ) and φ = (φ1, . . . , φN ) are the sets
of coordinates of the Bloch sphere, associated with each
qubit, and Πˆ(θ,φ) is a rotated generalised parity opera-
tor given by
Πˆ(θ,φ) =
N⊗
i=1
Πˆ
(i)
1
2
(θi, φi). (11)
All the Πˆ
(i)
1
2
have the same form and are given by [36]
Πˆ
(i)
1
2
=
1
2
(
1 +
√
3 cos θi −
√
3 sin θi exp(iφi)
−√3 sin θi exp(−iφi) 1−
√
3 cos θi
)
.
(12)
The equal-angle slice, required for treating all qubits
equivalently, is then obtained by setting θi = θ and
φi = φ for all i. This gives an operator in a form equiv-
alent to that in Eq. (4). Inserting Πˆ(θ, φ) into Eq. (8)
gives the equal-angle slice of the Wigner Function as
W (θ, φ) =
∑
a
(−1) 12 (aAaT+a·r) Tr(σˆyΠˆ 1
2
)a·r×
Tr(σˆxΠˆ 1
2
)(1−r)·a Tr(σˆzΠˆ 1
2
)(1−a)·r
. (13)
Evaluating the trace terms as
Tr(Πˆ 1
2
) = 1
Tr(σˆxΠˆ 1
2
) = −
√
3 sin θ cosφ
Tr(σˆyΠˆ 1
2
) =
√
3 sin θ sinφ
Tr(σˆzΠˆ 1
2
) =
√
3 cos θ
(14)
leads to the final expression
W (θ, φ) =
∑
a
(−1) 12 (aAaT−a·r)+1·a
√
3
1·(a+r)+a·r
× cos(1−a)·r θ sin1·a θ cos(1−r)·a φ sina·r φ
=
∑
a
Ca,r x
(1−r)·a ya·r z(1−a)·r
(15)
where the second expression comes from using the nota-
tion x = sin θ cosφ, y = sin θ sinφ, z = cos θ and
Ca,r = (−1) 12 (aAaT−a·r)+1·a
√
3
1·(a+r)−a·r
. (16)
It is interesting to note that by analyzing coefficients of
the terms in the polynomial in Eq. (15), it is possible to
determine a number of permutation invariant properties
of the adjacency matrix, such as the degree sequence.
5FIG. 2. We show the Wigner functions for the set of all five-node graphs that are not isomorphic. Note that the colour maps
have been scaled for each figure to maximise the feature clarity. We have done this to better enable the reader to see the
functional form of each graph (this does however mean that a direct comparison between plots in terms of magnitude is not
possible). We have also computed the Wigner functions for all graphs of fewer than ten nodes and can use them to identify
all graphs of fewer than eight nodes. Graphs with eight or nine nodes can still be efficiently identified by using anagraph
measurements which have the form given in Eq. (18).
This supports the possibility that equal-angle Wigner
functions could fully encode the adjacency matrix (up
to permutations), and in turn be used to distinguish all
graph states.
However, as shown in Table (I) we have found sets of
non-isomorphic graphs which have the same equal-angle
slice of the Wigner function. We call graphs with the
same equal-angle slice equiumbral [43]. Thus isomorphic
implies equiumbral but the converse does not hold. De-
spite this it is worth noting that the equal-angle slice
of the Wigner function is dependent upon enough in-
formation in the states to identify more than 99.8% of
the graphs we have tested, significantly outperforming
all the classical methods we have considered as shown in
Table (I).
More generally we have found that any observable of
the form in Eq. (4) will not be able distinguish all graph
states, despite their use in permutation invariant tomog-
raphy [44].
This is due to the existence of non-isomorphic graphs
which share the same number of each type of Pauli oper-
ator within each group element. Since these graph states
are not isomorphic they cannot be made equal by per-
mutations of the whole group, which is equivalent to per-
muting nodes. However, they can be made identical by
applying permutations to the operators in a subset of the
group elements. Thus we find that ‘equal-angle’ or ‘per-
mutation invariant’ measurements, are actually invariant
for a larger class of possible ‘reorderings’ including the
partial permutations described above, and do not form
an exclusively permutation invariant measurement (this
suggests it would be more accurate to refer to permuta-
tion invariant tomography as order invariant instead).
This problem is overcome in the following sections with
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FIG. 3. Figure showing the equal-angle Wigner function
(given by
〈
Πˆ 1
2
(θ,φ)
〉
) and construction circuit for graph
number 34 in Fig. 2. The sphere is the theoretical plot and
the discs on its surface show the experimental data, measured
at that point on the equal-angle sphere using IBM’s 5 qubit
machine via quantum experience. The unmarked gates rep-
resent Controlled-Z gates. We note that the IBM experience
machines are still in development and that the deviations be-
tween theory and experiment seen here are to be expected.
However, we were able to use the simulator in the IBM ex-
perience to obtain exact agreement with our own theoretical
predictions, showing the process works in principle.
measurements which are sensitive to partial permutations
of the group.
We now consider the efficiency with which this method
can be used to check if graphs are isomorphic. If ensemble
measurements at P points are required to distinguish two
non-isomorphic graphs, then using the O(N) construc-
tion of the state, the whole procedure will require O(PN)
operations. Determining with certainty that two graphs
are equiumbral will require at most P = (N2+3N+2)/2
ensemble measurements per graph. (In our work the
measurements were distributed evenly over the Bloch
sphere. This has been shown to be close to optimal [44].)
Since non-isomorphic graphs may be distinguished in far
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FIG. 4. Figure showing 1 standard deviation about the ex-
pectation value of the equal-angle Wigner function for graph
number 34 in Fig. 2. The data points are distributed over a
spiral covering the sphere. The standard deviation is theoret-
ically calculated based upon 1000 preparations of the state.
This distribution of points was used to facilitate a plot, but
not for comparing states since it is non-uniform.
fewer than N2 ensemble measurements, the total pro-
cedure will require between O(N) and O(N4) gate op-
erations and ensemble measurements, dependent upon
the graphs to be compared and the method of construct-
ing the states. However, this analysis assumes negligible
error in the ensemble measurements, which is realistic
for small systems as shown in Fig. 4. Assuming a mea-
surement process similar to that used in IBM’s quantum
computers, the number of preparations required per en-
semble to distinguish pairs of graphs based on a single
point appears to grow exponentially. This is due to the
functions becoming similar as graph size increases. As
such, an equal-angle approach may require alternative
measurement procedures to effectively obtain the func-
tions with sufficient clarity. Whether alternative proce-
dures are possible which are significantly more efficient
at distinguishing these functions is left to further work.
C. Measurements which distinguish a single qubit
Having established a class of measurements which de-
pend upon the group elements in their entirety it is nat-
ural to try to determine information from the group el-
ements which corresponds mainly to individual qubits.
This can be done with an observable in the form of the
second case, as given in Eq. (5), by taking
mˆ0 = σˆI + α(σˆx + σˆy + σˆz) (17)
7TABLE I. Rows 1, 5, 6 and 7 show values derived from “The On-Line Encyclopedia of Integer Sequence”[45] giving, for each
graph up to 9 nodes the number of; graphs (A000088), the completeness gap of degree sequences, i.e. the number of graphs
minus the number of degree sequences (A004251), the number of graphs minus the number of graphs with a unique Tutte
polynomial (A243049), and the completeness gap of eigenspectra (A099883). In each row we show the ‘completeness gap’
which is determined as the number of graphs minus the number of distinct outcomes for a given invariant. Thus it gives an
idea of how far an invariant is from being complete, i.e. able to distinguish all graphs. Rows 2, 3 and 4 show the completeness
gaps using our quantum methods alone. Notably, in row 2 we have found we can distinguish at least all graphs with less than
10 nodes by performing anagraph measurements on 2 qubits simultaneously. Finally rows 8, 9 and 10 show the completeness
gaps when combining methods. As shown in row 9 we find that combining anagraph measurements with eigenspectra allows
for all graphs of less than 10 nodes to be distinguished.
Row # Number of Nodes 1 2 3 4 5 6 7 8 9
1 Number of graphs 1 2 4 11 34 156 1,044 12,346 274,668
2 Completeness gap of dianagraph values 0 0 0 0 0 0 0 0 0
3 Completeness gap of equal-angle Wigner functions 0 0 0 0 0 0 0 14 222
4 Completeness gap of anagraph values (α = 1) 0 0 0 0 0 0 0 18 1,174
5 Completeness gap of eigenspectra 0 0 0 0 1 4 38 661 242,620
6 Completeness gap of Tutte Polynomials 0 0 0 4 15 84 548 5,629 90,776
7 Completeness gap of degree sequences 0 0 0 0 3 54 702 11,133 270,307
8 Completeness gap of eigenspectra & equal-angle Wigner functions 0 0 0 0 0 0 0 0 18
9 Completeness gap of eigenspectra & anagraphs values (α = 1) 0 0 0 0 0 0 0 0 0
10 Completeness gap of (α = 1) anagraphs & equal-angle Wigner functions 0 0 0 0 0 0 0 2 3
(where α is an adjustable parameter used to reduce the
variance in measured results) and taking mˆ1 in turn to
be σˆI , σˆx, σˆy and σˆz, giving
Mˆki =
N⊗
j=1
(δjkσˆi + (1− δjk)mˆ0) (18)
for qubit k and Pauli matrix i.
Substituting mˆ0 for mˆ into Eq. (9), the trace terms for
j 6= k are respectively [2, 2α, 2α, 2α], while the terms
[Tr(mˆ1),Tr(σˆxmˆ1),Tr(σˆymˆ1),Tr(σˆzmˆ1)] (19)
will give [2, 0, 0, 0], [0, 2, 0, 0], [0, 0, 2, 0] and [0, 0, 0, 2], re-
spectively for mˆ1 = σˆI , σˆx, σˆy and σˆz. As a consequence,
the factor of 2N cancels the normalization of the graph
state and measuring mˆ1 = σˆI , σˆx, σˆy and σˆz on qubit k,
and mˆ0 on the rest will yield a matrixM whose 4N val-
ues are dependent upon the number of occurrences of the
operator σˆi in the k
th space of the group elements, given
by;

MkI
Mkx
Mky
Mkz
 =∑
a
(−1) 12 (aAaT+a·r)×
α1·(a+r)−a·r

(1− ak)(1− rk)
ak(1− rk)
akrk
(1− ak)rk

. (20)
We fix the parameter α = 1 for now, returning to its con-
sideration again later. The resulting 4N elements of M
are then integers and, when sorted by column k, provide
a matrix which is invariant under any permutation of the
qubits.
As an example of how to perform such a measure-
ment experimentally, consider ‘counting’ the number of
σˆx operators on the second qubit. Thus our operator
will have a σˆx in the space of the second qubit. In
the space of all other qubits the operator σˆI + σˆx +
σˆy + σˆz is measured. This corresponds to measuring√
3Uˆ(θ, φ)σˆZUˆ
†(θ, φ), with θ = − arctan(√2), φ = −pi/4
and Uˆ(θ, φ) = exp(iφσˆz/2) exp(iθσˆy/2) [46].
Unfortunately the sorted matrixM with elements Mki
can be the same for non-isomorphic graphs. Two graphs
with identical matricesM we term anagraphs, since they
appear to contain the same number of each Pauli oper-
ator in the space of each qubit. We therefore have that
graphs which are isomorphic will be anagraphs but not
the converse.
Despite this we have found that graphs which are ana-
graphs and isospectral are isomorphic in all cases we have
considered. It is not known whether this holds generally.
However, in the next section we introduce a measure-
ment which is robust against the failure modes of both
the equal angle and single qubit approaches.
We now consider the efficiency with which anagraph
measurements can be used to check if graphs are isomor-
phic. Since each operator of the four operators σˆI , σˆx, σˆy
and σˆz must be measured on each qubit there are 4N
ensemble measurements to perform. Using the O(N)
construction of the state, the whole procedure will re-
quire O(4N2) gate operations and ensemble measure-
ments, assuming a constant number of preparations. If
8this assumption holds as system size increases, anagraphs
will provide a powerful and efficient invariant. To check
this assumption we now evaluate the theoretical signal to
noise of anagraph operators.
A value of α = 1 has the advantage of providing a 4×N
graph measure M consisting entirely of integer values,
and consequently capable of delivering a robust means
for the comparison of graphs states. Unfortunately, with
this measure, the variance in measurement results grows
exponentially with node number N , so that an exponen-
tial number of measurements is needed to obtain mean-
ingful results. See Fig. 6. Nonetheless, it seems reason-
able to suppose that other measures exists, dependent on
M, which possess better measurement statistics without
losing the ability to distinguish graph states. One triv-
ial example, which suggests such statistics exits, may be
seen by altering the scale parameter α in the measure-
ment operator m1. For small α the signal to noise (SNR)
can be shown to behave as roughly
SNR =
〈Mkσˆ 〉2〈(
Mkσˆ − 〈Mkσˆ 〉
)2〉 ∼ (exp(Nα2)− 1)−2 (21)
for Pauli operator σˆ and node k. Thus for a given value
of node number N one can significantly increase the SNR
by choosing a value of α  N−1/2. We have shown in
calculations that α 6= 1 retains the ability to distinguish
graph states, yet provides a much improved SNR.
The cost of this reduction in signal to noise is that the
anagraph values of non-isomorphic graphs become more
similar and therefore harder to distinguish. Fig. 5 shows
the expected number of preparations to be able to dis-
tinguish graphs as a function of graph size. Whilst such
a simple modification is insufficient to help distinguish
graphs it remains a possibility that some modification
of the measurements or data processing may be able to
efficiently distinguish non-isomorphic graphs.
We have begun investigating operators which target
only those group elements which are a product of a set
number of generators. It appears these operators may
require less preparations. Such operators will be the sub-
ject of future work.
D. Measurements distinguishing two or more
qubits
A whole family of operators can be formed by varying
the number of qubits which are measured with a differ-
ent operator to mˆ0. The equal-angle slice is an example
with no qubits being measured with a different opera-
tor (although we rotate mˆ0 to obtain more information
about the state). We then vary a single operator on in-
dividual qubits to give the anagraph values. Following a
similar regime, but distinguishing two qubits at a time
by measuring them with Pauli operators instead of mˆ0,
we find that at least all graphs with less than 10 nodes
can be distinguished as well as all strongly regular graphs
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FIG. 5. Expected number of preparations pN , to distinguish
graphs using anagraph values. The value is the expected num-
ber of samples to have one standard deviation between results,
based on up to 200 pairs of graphs per vertex count. The 13,
16 and 18 node values are based off only two graphs each,
giving only a rough estimate of the scaling.
shown in row 2 of Table (I) and Table (III). This gives a
measurement operator of the form
Mˆ2 =
N⊗
j=1
(δjqmˆ1 + δjpmˆ2 + (1− δjq) (1− δjp) mˆ0) ,
(22)
provided (q, mˆ1) 6= (p, mˆ2). mˆ2 is chosen similarly to mˆ1
as any of the Pauli matrices and mˆ0 is as in Eq. (17). We
call operators of this form dianagraph operators, and re-
fer to the general family as polyanagraph operators. To
remain permutation invariant all possible pairs must be
measured and in general for k distinguished qubits there
will be ‘N choose k’ sets which must be measured. Fur-
thermore, if all possible combinations of Pauli matrices
(including σˆI) are measured on each qubit in a chosen set
of k qubits, the number of measurements required per set
increases exponentially as 4k.
Whether this family of operators is applicable to solv-
ing the graph isomorphism problem is unclear, however
they show promise in that the forms with k = 1 and 2
have successfully distinguished all graphs we have been
able to test. Based on this we conjecture that any pair of
graphs with N nodes will be distinguishable using mea-
surements from the N + 1 members of this family.
IV. DISCUSSION OF RESULTS
Direct classical simulation of these methods scales ex-
ponentially. Despite this we have found it tractable to
numerically evaluate all 288, 266 graphs of fewer than ten
nodes as well as all pairs of strongly regular graphs of up
to 29 nodes. In each case finding both the equal-angle
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FIG. 6. Experimentally obtained anagraph values for the 5
node graph numbered 34 in Fig. 2. The error bars show one
standard deviation based upon 4096 preparations. They can
be reduced by varying the parameter α in Eq. (17). For each
qubit the data points show the values for σˆI , σˆx, σˆy and
σˆz from left to right. The experimentally obtained variances
closely match the theoretically obtained values, giving poor
signal to noise as the number of qubits increases. Varying
α improves signal to noise at the cost of making anagraph
values of non-isomorphic graphs more similar.
TABLE II. The table below shows the number of 9-node
graphs which share the same equal-angle Wigner function,
anagraph values or eigenvalues. Note that all observed
equiumbral graphs fail only in pairs, whilst anagraphs can
share common values with more than one other graph. All
8-node graphs which fail, only fail pairwise for all quantum
methods.
Degeneracy(set size) 2 3 4 5 6 7 8 9 10
Equiumbral sets 222 0 0 0 0 0 0 0 0
Anagraph sets 345 13 0 0 1 0 1 0 0
Isospectral sets 25762 2015 551 95 37 1 2 0 2
TABLE III. The table below shows the classes of strongly
regular graphs which have been distinguished using our in-
variants. The graphs were obtained from Spence’s [47] on-
line catalogue. The parameters correspond to the number of
nodes, the degree of the nodes, the number of common neigh-
bours adjacent nodes have and finally the number of neigh-
bours non-adjacent nodes have in common [48]. By definition
graphs which permit these parameters are strongly regular.
SR Graph Parameters
16-6-2-2
25-12-5-6
26-10-3-4
28-12-6-4
29-14-6-7
slice of the Wigner function and evaluating the anagraph
values.
A summary of our results is given in Table (I), where
our methods may be compared against classical graph
invariants such as the number of isospectral graphs and
Tutte polynomials. To determine the number of unique
measurement results a hashmap was formed for each in-
variant. This involves mapping the results for each graph
into a value known as a key. If two graphs have the same
result they will have the same key but not otherwise.
Associated with each key is the number of any graphs
which have that key, where the graph’s number is deter-
mined by Maple 2017.3’s non-isomorphic graph genera-
tor. This method allows graphs with identical measure-
ment results to be found quickly, as they will share the
same key, whilst also allowing graphs with similar results
to be found and compared by sorting the hashmap by
the keys and then comparing adjacent entries.
The number of graphs which share any particular key is
smaller for the quantum invariants than the classical in-
variants. The degeneracy of these measures for nine node
graphs is shown in Table (II). For the special case of non-
isomorphic strongly regular graphs which scale badly for
classical algorithms such as Nauty, we show the classes
we have successfully distinguished in Table (III). We note
that our invariants were also able to distinguish the pair
of 24 node Mermin magic square graphs which were in-
distinguishable to the quantum approach of Asterias [49].
A. Extensions to weighted graphs
It should also be possible to apply our invariants to
weighted graphs states, formed by the application of con-
trolled phase gates as opposed to CZ gates [31] as in sec-
tion II. Denoting the phase angle by ω, a controlled phase
gate is given by 
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 eiω
 . (23)
Thus taking ω = 0, the identity matrix is obtaining giv-
ing no connection between the nodes, whilst for ω = pi,
the CZ operator is obtained giving a full edge. Weighted
edges can be obtained by taking intermediate values of
ω. Equal-angle functions are order invariant for all states
and as shown in Fig. 7, small variations in the edge
weights appear to correspond to small variations in the
equal-angle Wigner functions. We have also performed
preliminary checks on anagraph measurements finding
that graphs with a small phase difference have similar
anagraph values. This is shown in Table (IV) where
the anagraph values of a simple and similar randomly
weighted graph are given. This is not surprising since the
expectation values will be a continuous function of the
phase angle guaranteeing that similar graphs will have
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TABLE IV. This table shows the anagraph values of simple
graph and a structurally similar randomly weighted graph
with noise applied to the edge weights. The average value of ω
is 0.9pi. Each pair of rows shows the corresponding anagraph
values from each graph type. The operator measured for that
pair is shown in brackets. The columns represent distinct
qubits on which the operator was measured. The order is
determined by sorting the anagraph values.
(σˆI) Simple Graph 6 6 6 6 8
Random Weighted Graph 6.60 6.52 6.53 6.68 8.71
(σˆx) Simple Graph 2 2 6 6 4
Random Weighted Graph 2.63 2.52 6.53 6.68 4.02
(σˆy) Simple Graph 6 6 2 2 0
Random Weighted Graph 6.77 6.87 2.75 2.94 0.67
(σˆz) Simple Graph 6 6 6 6 8
Random Weighted Graph 6.10 6.19 6.30 5.80 8.69
similar expectation values. However, a full investigation
is left to future work.
V. CONCLUSION AND REMARKS
In this work we have introduced a family of new graph
invariants which can be determined on a quantum simula-
tor/computer. We have also shown that these invariants
can distinguish a greater proportion of non-isomorphic
graphs than classical invariants. Our strategy makes use
of the fact that a quantum state uniquely representing
a N node graph can be efficiently constructed using N2
simple gate operations applied to an initial spin-coherent
state on N qubits. This renders all the information about
the graph into a state which may then be arbitrarily
probed for relevant information. It is our belief that this
will provide many opportunities for the discovery or cre-
ation of novel and powerful graph invariants, providing a
promising step in understanding the graph isomorphism
problem.
We have tested the viability of such an approach by
applying our method on the IBM Q experience, and ,in
good agreement with theory, found that extracting infor-
mation with sufficient accuracy requires an exponentially
large number of preparations. This is due to a trade
off between either variance diverging with system size or
values of different graphs becoming too similar to distin-
guish even with relatively simple operators. Whether it
is possible to circumvent these problems remains an open
question. We have found that being order invariant, the
equal-angle slice and similar operators are fundamentally
unable to distinguish all graphs. Polyanagraphs were de-
veloped to only be permutation invariant, and in the case
of dianagraphs may achieve this goal.
Although our algorithms and the Weisfeiler-Lehman
algorithms both perform graph canonisation, we believe
there are key differences which make our algorithms dis-
FIG. 7. Shown above in the first row are the equal-angle
Wigner functions of the 5-node graph numbered 13 in Fig. 2
and a weighted graph which is structurally similar to it
(ω = 0.9pi on all edges). In the second row we show ran-
domly weighted graphs also with a similar form with average
ω values of 0.95pi and 0.9pi respectively. Due to weighted con-
nections the resultant functions are slightly distorted from
that originally obtained on the top left. However, the topog-
raphy of the function appears to be robust to small changes
in the edge weights.
tinct from their approach. The ability to distinguish
strongly regular graphs shows our algorithms are not
equivalent to the 2 dimensional Weisfeiler-Lehman algo-
rithm. Our procedure is not based on iterative refine-
ment, instead we canonically construct a unique graph
state (guaranteeing measurable differences) and measure
invariant properties from it. Furthermore, given the ex-
ponential resources on a quantum computer which are ex-
ploited by the algorithms, we conjecture that we may be
accessing properties not observed in classical Weisfeiler-
Lehman algorithms. Distinguishing the 80 node Cai-
Fu¨rer-Immerman graphs [29] would prove our algorithms
are unrelated to Weisfeiler-Lehman’s. However, it is not
possible to evaluate such large graphs with current tech-
nology.
ACKNOWLEDGMENTS
We acknowledge use of the IBM Q experience for this
work. The views expressed are those of the authors and
do not reflect the official policy or position of IBM or
the IBM Q experience team. R.P.R. is funded by the
EPSRC [grant number EP/N509516/1]. T.T. notes that
11
this work was supported in part by JSPS KAKENHI (C)
Grant Number JP17K05569. S.J.D. acknowledges sup-
port from the Australian Research Council Centre of Ex-
cellence in Engineered Quantum Systems EQUS (Project
CE110001013). We would also like to thank J. Stark,
D. Bacon, S. Severini and G. M. Fratangelo for their help
suggesting example graphs to test our invariants. MJE
would like to thank W. J. Munro for feedback and advice.
MJE would like to thank Roberto Desimone and the In-
novate UK “quantum algorithms for optimised planning
and scheduling” project for providing current context on
the importance of the graph isomorphism problem to in-
dustry. Please send queries on computational represen-
tation, modelling and optimisation to VMD, all other
enquiries to MJE.
[1] F. Harary, Graph Theory (Addison-Wesley Publishing
Company, Inc, 1972).
[2] R. Gould, Graph Theory (Benjamin/Cummings Publish-
ing Company, Inc, 1988).
[3] R. M. C. Roberts and C. J. Fourie, IEEE Transactions
on Applied Superconductivity 25, 1 (2015).
[4] A. C. Berg, T. L. Berg, and J. Malik, in IEEE Com-
puter Society Conference on Computer Vision and Pat-
tern Recognition., Vol. 1 (IEEE, 2005) pp. 26–33.
[5] M. T. McCann, J. A. Ozolek, C. A. Castro, B. Parvin,
and J. Kovacevic, IEEE Signal Processing Magazine 32,
78 (2015).
[6] C. Kruegel, E. Kirda, D. Mutz, W. Robertson, and
G. Vigna, in Recent Advances in Intrusion Detection,
edited by A. Valdes and D. Zamboni (Springer, Berlin,
Heidelberg, 2006) pp. 207–226.
[7] (2018), as was discussed in the QCAPS Innovation Work-
shop (4th July) at the BT Centre in London funded under
the UK Quantum Technology Programme by Innovate
UK.
[8] M. Blum, ICM Proceedings: 1444–1451 (1986).
[9] R. Desimone, P. Warburton, Y.-L. Fang, A. Monta-
naro, S. Piddock, S. Yarkoni, A. Mason, C. White,
and T. Popa, Final Report: Quantum computing algo-
rithms for optimised planning and scheduling applications
(QCAPS), Tech. Rep. (Plantagenet Systems, BT, Uni-
versity College London, University of Bristol, D Wave,
2018).
[10] J. R. Ullmann, J. ACM 23, 31 (1976).
[11] B. D. McKay and A. Piperno, Journal of Symbolic Com-
putation 60, 94 (2014).
[12] L. P. Cordella, P. Foggia, C. Sansone, and M. Vento,
IEEE Transactions on Pattern Analysis and Machine In-
telligence 26, 1367 (2004).
[13] D. Neuen and P. Schweitzer, “Benchmark Graphs
for Practical Graph Isomorphism,” (2017),
arXiv:1705.03686.
[14] L. Lova´sz, Large networks and graph limits, Vol. 60
(American Mathematical Society Providence, 2012).
[15] B. Weisfeiler and A. Lehman, Nauchno-Technicheskaya
Informatsiya (in Russian) , 12 (1968).
[16] G. Ryabov, https://www.iti.zcu.cz/wl2018/pdf/wl_
paper_translation.pdf (2018), translation of ‘A Reduc-
tion of a Graph to a Canonical Form and an Algebra
Arising during this Reduction’, Weisfeiler, (1968).
[17] B. Weisfeiler, On Construction and Identification of
Graphs (Springer, 1976).
[18] L. Babai, “Graph isomorphism in quasipolynomial time,”
(2015), arXiv:1512.03547.
[19] H. A. Helfgott, J. Bajpai, and D. Dona, “Graph
isomorphisms in quasi-polynomial time,” (2017),
arXiv:1710.04574.
[20] J. Y. Cai, M. Fu¨rer, and N. Immerman, Combinatorica
12, 389 (1992).
[21] B. L. Douglas, “The Weisfeiler-Lehman Method and
Graph Isomorphism Testing,” (2011), arXiv:1101.5211.
[22] S. Arora and B. Barak, Computational Complexity (Cam-
bridge University Press, New York, 2009).
[23] P. W. Shor, SIAM J. Comput. 26, 1484 (1997).
[24] F. Gaitan and L. Clark, Phys. Rev. A 89, 022342 (2014).
[25] D. Aharonov, W. van Dam, J. Kempe, Z. Landau,
S. Lloyd, and O. Regev, in 45th Annual IEEE Sym-
posium on Foundations of Computer Science (2004) pp.
42–51.
[26] B. L. Douglas and J. B. Wang, Journal of Physics A:
Mathematical and Theoretical 41, 075303 (2008).
[27] S. D. Berry and J. B. Wang, Phys. Rev. A 83, 042317
(2011).
[28] J. Smith, ArXiv e-prints (2010), arXiv:1004.0206 [quant-
ph].
[29] M. Fu¨rer, “A Counterexample In Graph Isomorphism
Testing,” http://funkybee.narod.ru/misc/graphiso.pdf
(1987).
[30] L. Zhao, C. A. Pe´rez-Delgado, and J. F. Fitzsimons,
Physical Review A 93, 032314 (2016), arXiv:1510.03742.
[31] M. Hein, W. Du¨r, J. Eisert, R. Raussendorf, M. Van den
Nest, and H. . Briegel, eprint arXiv:quant-ph/0602096
(2006), quant-ph/0602096.
[32] M. Mhalla and S. Perdrix, arXiv preprint quant-
ph/0412071 , 17 (2004), arXiv:0412071 [quant-ph].
[33] P. Høyer, M. Mhalla, and S. Perdrix, in Algorithms and
Computation, edited by T. Asano (Springer, Berlin, Hei-
delberg, 2006) pp. 638–649.
[34] A. Cabello, L. E. Danielsen, A. J. Lo´pez-Tarrida, and
J. R. Portillo, Physical Review A - Atomic, Molecular,
and Optical Physics 83, 1 (2011), arXiv:1011.5464.
[35] T. Tilma, M. J. Everitt, J. H. Samson, W. J. Munro,
and K. Nemoto, Phys. Rev. Lett. 117, 180401 (2016).
[36] R. P. Rundle, P. W. Mills, T. Tilma, J. H. Samson, and
M. J. Everitt, Phys. Rev. A 96, 022117 (2017).
[37] E. P. Wigner, Phys. Rev. 40, 749 (1932).
[38] A. Rocchetto, “Stabiliser states are efficiently PAC-
learnable,” (2017), arXiv:1705.00345.
[39] M. A. Nielsen and I. L. Chuang, Quantum Computation
and Quantum Information: 10th Anniversary Edition,
10th ed. (Cambridge University Press, New York, NY,
USA, 2011).
[40] We note for completeness that we have verified for a selec-
tion of graphs that their isomorphisms do indeed produce
equiumbral plots.
[41] IBM, “Qiskit - quantum information software kit,”
(2018).
12
[42] R. P. Rundle, T. Tilma, J. H. Samson, V. M. Dwyer,
R. F. Bishop, and M. J. Everitt, Phys. Rev. A 99, 012115
(2019).
[43] Meaning of equal shadow.
[44] G. To´th, W. Wieczorek, D. Gross, R. Krischek,
C. Schwemmer, and H. Weinfurter, Phys. Rev. Lett. 105,
250403 (2010).
[45] N. Sloane, “The on-line encyclopedia of integer sequences
(oeis),” http://oeis.org (2018).
[46] We note that it is possible to adjust the above arguments
to efficiently obtain from the graph-state density matrix
the generators and therefore the adjacency matrix from a
given graph state. This will be covered in a future paper,
see also [50] for identifying stabilizer states.
[47] T. Spence, http://www.maths.gla.ac.uk/~es/index.
php (2018).
[48] C. Godsil and G. Royle, Algebraic Graph Theory
(Springer, New York, 2001).
[49] A. Atserias, L. Mancˇinska, D. E. Roberson, R. Sˇa´mal,
S. Severini, and A. Varvitsiotis, “Quantum and
non-signalling graph isomorphisms,” (2016),
arXiv:1611.09837.
[50] A. Montanaro, “Learning stabilizer states by bell sam-
pling,” (2017), arXiv:1707.04012.
228 Quantum invariants and the graph isomorphism problem
Appendix H
Visualizing spin degrees of
freedom in atoms and molecules
229
PHYSICAL REVIEW A 100, 042102 (2019)
Visualizing spin degrees of freedom in atoms and molecules
B. I. Davies,1 R. P. Rundle,1,2 V. M. Dwyer,1,2 J. H. Samson,1 Todd Tilma,3,4,1 and M. J. Everitt 1,*
1Quantum Systems Engineering Research Group, Department of Physics, Loughborough University,
Loughborough LE11 3TU, United Kingdom
2The Wolfson School, Loughborough University, Loughborough LE11 3TU, United Kingdom
3Department of Physics, College of Science, Tokyo Institute of Technology, H-63, 2-12-1 ¯Ookayama, Meguro-ku, Tokyo 152-8550, Japan
4Quantum Computing Unit, Institute of Innovative Research, Tokyo Institute of Technology, S1-16, 4259 Nagatsuta-cho,
Midori-ku, Yokohama 226-8503, Japan
(Received 30 April 2019; published 1 October 2019)
In this work we show how constructing Wigner functions of heterogeneous quantum systems leads to new
capability in the visualization of quantum states of atoms and molecules. This method allows us to display
quantum correlations (entanglement) between spin and spatial degrees of freedom (spin-orbit coupling) and
between spin degrees of freedom, as well as more complex combinations of spin and spatial entanglement.
This is important as there is growing recognition that such properties affect the physical characteristics, and
chemistry, of atoms and molecules. Our visualizations are sufficiently accessible that, with some preparation,
those with a nontechnical background can gain an appreciation of subtle quantum properties of atomic and other
systems. By providing insights and modeling capability, our phase-space representation will be of great utility
in understanding aspects of atomic physics and chemistry not available with current techniques.
DOI: 10.1103/PhysRevA.100.042102
I. INTRODUCTION
Despite its fundamental flaws, the Rutherford description
of the atom as electrons orbiting a nucleus is an established
icon of the physical sciences. This provides a familiar image
with which to start a discussion of matter at the subatomic
level. In such discussions one rapidly moves towards a more
sophisticated view of a set of atomic and molecular orbitals,
generally displayed as the 90th percentile of the probability
density of the associated quantum-mechanical energy eigen-
state. These images represent a much more accurate view;
however, some simplifications remain. For example, they are
unable to display the entanglement of spin and spatial degrees
of freedom due to coupling between the spin of an electron
and its orbital angular momentum. This spin-orbit coupling
contains key features that change the shape of an energy
eigenstate as well as affecting chemical properties such as
dissociation energy [1–4]. Given the growing recognition that
phenomena such as spin-orbit coupling play an important role
in some chemical reactions [5–7], there is a need for tools to
help better understand these processes.
In this work we bring insight to atomic systems by present-
ing a framework for visualizing states such as those found us-
ing modern quantum-chemistry numerical simulations (which
include both spin and entanglement [8–11]). To do this we
*m.j.everitt@physics.org
Published by the American Physical Society under the terms of the
Creative Commons Attribution 4.0 International license. Further
distribution of this work must maintain attribution to the author(s)
and the published article’s title, journal citation, and DOI.
extend the standard picture of the probability density to the
full atomic phase space, including spin degrees of freedom.
While there have been a number of previous attempts to
visualize atoms using these techniques, none have so far
included spin [12–16]. Representing atoms and molecules in
phase space (via Wigner functions) allows for a complete
description of the quantum state as a quasiprobability density
function. While Refs. [17,18] lay down the necessary frame-
work for heterogeneous systems (by which we mean systems
combining differing continuous phase-space representations),
we are aware of only two other examples considering the
Wigner functions of heterogeneous quantum systems com-
pletely within phase space. Reference [19] considers using
the Wigner function as an entanglement witness for hybrid
bipartite states. Reference [20] investigates the phase-space
representation of one or more two-level systems coupled to
a cavity mode in the Jaynes- and Tavis-Cummings models.
Our simple procedure however, allows for the construction of
Wigner functions of composite heterogeneous systems.
We demonstrate below how such methods can be used
to visualize spin-orbital, spin-spin, and other more complex
entanglement combinations of spin and spatial degrees of
freedom. We expect that this capability will find great utility in
understanding important electronic transfer processes such as
photosynthesis (PSI and PSII), the avian compasses, and oxy-
gen transport via hemoglobin in blood [21–26]. Having said
this, spin-orbital entanglement is not trivial, particularly for
many-electron systems which often have many internal corre-
lations between electrons. It is with these future applications
in mind that we demonstrate a more accurate visualization of
the atom: one that is familiar, yet at the same time offers more
insight into the internal entanglement effects that determine
many atomic properties [2–4,10,27].
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FIG. 1. A set of reference plots of spin Wigner functions to aid interpretation of the results presented later in this work. The state vectors
for each Wigner function are given under each image. Multispin states have been plotted on the equal-angle slice, θi = θ and φi = φ for all i.
Note that panel (c) is the product of two states which individually are the same as those in panel (a), panel (g) is the product of panels (a) and
(d), and panel (h) is the product of panels (a) and (e). See Ref. [28] for a full discussion. For those in black and white, note that the top of
the sphere in panel (a) is positive and blue and that panel (e) is uniformly red and negative. The top of the color bar is blue and the bottom
is red.
II. PARTICLES IN PHASE SPACE
It is possible to write the state of any system as a quasiprob-
ability distribution over the system’s degrees of freedom
[17,18,28]. This is termed the Wigner function and can be
calculated by taking the expectation value of a suitably dis-
placed parity operator over all its possible configurations (the
phase space). For the electron this generalized parity is the
tensor product of the displaced spatial parity ˆi(qi, pi ) and
the generalized displaced spin-parity πˆi(θi, φi ):
ˆe
−
i (qi, pi, θi, φi ) = ˆi(qi, pi ) ⊗ πˆi(θi, φi ). (1)
The spatial parity ˆ is the operator that reflects states
through the origin in phase space, displaced by the dis-
placement operator ˆDi(qi, pi ) = exp (i[pi · qˆi − qi · pˆi]/h¯) so
that ˆi(qi, pi ) = ˆDi(qi, pi ) ˆ ˆD†i (qi, pi ) [29]. The general-
ized spin-parity is πˆ = (1+ √3σz )/2 and is chosen over
a parity operator with eigenvalues ±1 so that it satisfies
Stratonovich-Weyl conditions [28]. The displacement opera-
tor for spin is ˆU (θ, φ,) = exp (iσˆzφ) exp (iσˆyθ ) exp (iσˆz)
so that πˆi(θi, φi ) = ˆUi(θi, φi,i )πˆ ˆU †i (θi, φi,i ) for Euler an-
gles θi and φi (note that the third angle i cancels and plays
no part in the Wigner function). Given our focus on atomic
physics and chemistry applications rather than quantum in-
formation, a sign convention is used for ˆU (θ, φ,) and πˆ
that is different from that used in Refs. [17,18,28] so that the
Wigner function for σz = +1, i.e., spin up, points up. Note
that the negative values in the Wigner function have mani-
fested due to spin-half systems not being classical [30,31];
a full discussion of this approach can be found in Ref. [28]
with exploration of other spin systems. There have been a
number of other attempts to describe spin systems, such as
Refs. [17,18,28,31–37]. However, none of these have also
included the spatial degrees of freedom needed to fully de-
scribe the quantum state of atoms and molecules.
The Wigner function for a composite system is found
by taking expectation values of the tensor product of the
displaced parity for each of the constituent parts. The ex-
amples shown in Fig. 1 provide a visual index of some
important spin Wigner functions that will be used to inform
later discussions, where the total spin-parity is
⊗
i πˆi(θi, φi )
over the appropriate set of spins. Note that throughout the
paper, blue is positive, red is negative, and white always
corresponds to 0 (see colorbar in Fig. 1).
For an N-electron atom, ignoring the nucleus, with density
matrix ρˆ the Wigner function will be
W (q1, p1, θ1, φ1, . . .) = Tr[ρˆ ˆ(q1, p1, θ1, φ1, . . .)], (2)
where
ˆ(q1, p1, θ1, φ1, . . .) =
N⊗
i=1
ˆe
−
i (qi, pi, θi, φi ). (3)
The generalized displaced parity for each electron has
eight dimensions of which three are the spatial degrees of
freedom, xi, yi, and zi; three are the concomitant momentum
degrees of freedom; and two are the spin degrees of freedom,
θi and φi. The Wigner function is therefore an 8N-dimensional
function—distilling from this function meaningful visualiza-
tions of atomic states is the subject of the next section.
How we choose to visualize the Wigner function depends
very much on the application at hand. If, for example, the
system is an electron in a periodic lattice, where momentum
states are well defined, we might start by integrating out
position degrees of freedom. This would yield a function that
combines the probability density in the momentum represen-
tation with the spin Wigner function. If instead the system
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is an electron exposed to a potential that is periodic in one
dimension and quadratic in perpendicular directions (such as
a quantum wire or ion trap) it seems appropriate to integrate
out the position degrees of freedom for the periodic compo-
nent and the momentum degrees of freedom for the other
components. This would yield a function that combines the
probability density function in the momentum representation
for the periodic dimension, the position representation of the
probability density, and the spin Wigner function.
It is possible to extend our method to include the nucleus
using a suitable spin-parity operator to represent the overall
nuclear spin. The total atomic Wigner function is then ob-
tained by taking expectation values of
ˆHewith nucleus = ˆnucleus ⊗ ˆe
−
1 ⊗ ˆe
−
2 , (4)
which may be of interest for systems where the Jahn-Teller
effect is important (see Refs. [17,18] for details on how to
construct ˆnucleus for a given nuclear spin). If more detail is
required, displaced parity operators for protons and neutrons
could be used so that
ˆHetotal = ˆp
+
1 ⊗ ˆp
+
2 ⊗ ˆn1 ⊗ ˆn2 ⊗ ˆe
−
1 ⊗ ˆe
−
2 . (5)
If still more detail is required, it may even be possible to write
the phase-space representation for each nucleon’s constituent
parts (see Refs. [17,18] for details on how to construct gen-
eralized displaced parity operators such as those needed for
other spins and color).
In a similar way, to describe an atom interacting with a
field, or indeed molecules, the total parity is the tensor product
of the parities of all the system’s constituent parts. This leads
to a Wigner phase-space representation of the total quantum
state.
III. RESULTS
In this section we obtain a Wigner function visualization
for a range of atomic states. The states we consider are
pure states of the atom before integration over degrees of
freedom. At this stage, in order to simplify calculations, we
use a model atom representation which replaces the Coulomb
confining potential with that of a three-dimensional harmonic
oscillator (as in Ref. [38]) and is similar in form to the Hooke
and Moshinsky atoms in the noninteracting electron model
[9–11,39–41]. This approximation does not alter the angular
distributions of the eigenstates and provides an adequate
first approximation to the radial dependence of real hydro-
genic systems which is sufficient for our present purposes.
It has the additional advantage of allowing the calculation of
momentum-only representations, such as are required for the
visualization of Compton scattering profiles (see, for example,
Refs. [42,43]).
The states of hydrogen, helium, and lithium referred to
below are obtained within this approximation; however, for
simplicity, such states are referred to by their corresponding
atomic name.
A. Hydrogen
Even though hydrogen is a one-electron system, the
Wigner function is eight dimensional (with three spatial q,
three momentum p, and two spin degrees of freedom). To
produce from this a representation of hydrogen as similar as
possible to existing images we integrate out the momentum
degrees of freedom:
W H(q, θ, φ) :=
∫
d3pW H(q, p, θ, φ). (6)
In contrast to tracing out entire components we have here re-
duced complexity by using marginals to integrate out individ-
ual degrees of freedom (the momentum) while still retaining
others (position). This results in a reduced Wigner function of
only three spatial and two spin degrees of freedom. We adopt
the notation throughout this work that the degrees of freedom
not in the argument list have been integrated out resulting in
a reduced Wigner function. We now consider a visualization
strategy that seeks to display as much of this information as
possible, while being constrained by our requirement to make
this as familiar as possible.
For the visualization we choose a set of points in space
[44]. At each of these points a sphere is plotted with its
opacity, α, obtained from the value of
|ψH(q)|2 = W H(q) = 2
π
∫ π/2
0
dθ
∫ π
0
dφ sin(2θ )W H(q, θ, φ),
(7)
as α = W H(q)/W Hmax(q). This position marginal is simply the
spatial probability density function. In order to more readily
make comparison with standard orbital plots, all spheres with
an opacity less than 0.1 have been omitted. On the surface
of the sphere at q is plotted the reduced Wigner function
W H(q, θ, φ). This means that each sphere is an indication of
the probability of finding an electron at that point in space
with a certain spin.
As a gentle introduction to our visualization scheme a
simple state generated using the above scheme is plotted in
Fig. 2. The spatial dependence conforms to standard plots
of dz2 orbitals of hydrogen. Comparing each sphere with
Fig. 1(a), the spin Wigner function at each point is consistent
with the up state, |↑〉. From inspection we have been able to
correctly infer that this is |dz2 ,↑〉 [45].
Figure 3 shows a less trivial state. It is interesting to explore
what can be deduced from only this figure and Fig. 1. The first
observation is that the spheres are identical to that in Fig. 1(a)
but pointing in different directions. The more opaque spheres
are predominantly pointing in one direction suggesting there
is a corresponding overall spin magnetic moment. Second, the
direction of the spin varies as a function of position—this is
an indication of correlation (entanglement) of the electron’s
spin and spatial degrees of freedom [46]. Neither of these two
pieces of information are obtainable from conventional plots
of atomic orbitals.
In real atomic hydrogen the total energy is more than the
sum of kinetic and Coulomb potential energies. There are a
number of relativistic effects that need to be taken into account
in order to get an accurate model that, for example, correctly
predicts the energy level structure and thus the absorption
and emission spectra of hydrogen. One of the most important
of these relativistic effects is the spin-orbit coupling term
(proportional to ˆL · ˆS). In Fig. 3 is a state that takes account
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FIG. 2. This figure displays the spin-up 3dz2 orbital for the three-
dimensional harmonic oscillator. The Wigner function for this orbital
has eight dimensions:at the three spatial x, y, and z degrees of
freedom; the concomitant momentum degrees of freedom; and two
spin degrees of freedom, θ and φ. To obtain the familiar orbital
structure, all momentum and spin degrees of freedom are integrated
out to yield the probability density function in terms of position.
These values are used to set the opacity (α) of each sphere, neglecting
all points where α < 0.1. At each point q in the xz plane we plot the
reduced Wigner function W H(q, θ, φ) on a sphere as in Fig. 1 [see
Eq. (6)]. Each sphere can then be interpreted as an indication of the
probability of finding an electron at q with a certain spin. In this
plot, which has rotational symmetry about the z axis, the state of the
system is of the same form as an n = 3, l = 2, and m = 0 d orbital of
hydrogen with spin pointing up [see Fig. 1(a)]. To aid interpretation,
the inset shows an equivalent plot using arrows to represent the spin;
i.e., the arrows show the direction of the spin component (Bloch
vector) at each point in position space.
of such correlations. Specifically,
∣∣∣∣ j = 52 , m =
1
2
〉
=
√
3
5
|dz2〉|↑〉 +
√
1
5
(|dxz〉 + i|dyz〉)|↓〉,
(8)
which, as we deduced in our above discussion of Fig. 3, has
a nonzero magnetization (1/2), strongly entangles spin and
spatial degrees of freedom and has an entropy of entanglement
of 0.971 bits. We note that the eigenstates | j, m〉 are labeled by
j, the quantum number associated with ˆJ2 = ( ˆL + ˆS)2, and
m, the eigenvalue of ˆJz = ˆLz + ˆSz for orbital and spin angular
momenta ˆL and ˆS, respectively. These two pictures then are
not only able to distinguish between states with spin-orbit
coupling and those without but also are able to make clear
spin-spatial correlations. Figure 3 has different spin states of
the electron at different positions, encapsulating the definition
of pure state entanglement visually. That is, this is a direct
manifestation of, and can be mapped back to, the fact that
FIG. 3. Due to relativistic effects in the Hamiltonian of real
atomic hydrogen, states such as the one shown in Fig. 2 are not
stationary. One of the most important corrections arises due to a
coupling between spin and orbital angular momentum degrees of
freedom. This affects every state, other than the s orbitals, and the
result is that the energy eigenstates have entangled spin and spatial
degrees of freedom. Such entanglement cannot be made visible using
conventional probability density plots. This figure follows the same
scheme as Fig. 2 but for the | j = 5/2, m = 1/2〉 orbital; it is clear
that there are correlations between the spin and spatial degrees of
freedom. In this way we demonstrate how our method can visualize
the entanglement of the electron’s spin and orbital degrees of free-
dom, as the spin points in different directions at different positions.
The inset shows an equivalent plot using arrows to represent the spin.
the spin of a particle cannot be described independently of
its position.
B. Helium
We now begin to consider the case of multielectron atoms.
Helium’s Wigner function is 16 dimensional having three
spatial, three momentum and two spin degrees of freedom
for each electron. To obtain the graphical representation of
helium we use a scheme to the one used for hydrogen, also
taking account of the Wigner function’s increased dimen-
sionality. Once more a reduced Wigner function is calcu-
lated, W He(q1, θ1, φ1, θ2, φ2), integrating out both electrons’
momenta and one of the electron’s spatial degrees of free-
dom (indistinguishability of electrons means that it will not
matter which one is chosen). Here the function W He(q1) =
|ψHe(q1)|2, defined in the same manner as in Eq. (7), by
integrating out all spin degrees of freedom, is again used to set
the intensity. In plotting multielectron systems, we choose the
equal-angle slice of the Wigner function for the spin degrees
of freedom, where θ1 = θ2 and φ1 = φ2. Choosing this slice
has the advantage of keeping the figures familiar in the context
of the literature, for example, states found in Ref. [33]. It not
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FIG. 4. This figure shows the equal-angle slice, θ1 = θ2 = θ and
φ1 = φ2 = φ, of the Wigner function for the following states of
helium: (a) ground state, (b) first excited singlet, (c) first triplet state
with magnetization quantum number m = 1 (note for m = −1 each
sphere would be the antipodal version of the ones shown here),
and (d) first triplet state with magnetization quantum number m =
0. Comparing each figure with Fig. 1 we see that panels (a) and
(b) correspond to the entangled state in Fig. 1(e) and that panel
(d) corresponds to the entangled state in Fig. 1(f). Panel (c) cor-
responds to the nonentangled state in Fig. 1(c). In this way we
demonstrate how our method clearly visualizes not only spin-orbit
entanglement (as in Fig. 3) but also spin-spin entanglement.
only allows us to relate certain states to other representations
of the Wigner function but also allows us to pull out additional
useful information (such as the ability to represent the singlet
state). This slice is then plotted on the surface of each of the
spheres in Fig. 4 for helium.
In Fig. 4 we have plotted the ground state [Fig. 4(a)], the
first excited singlet state [Fig. 4(b)], and two of the triplet
states [Figs. 4(c) and 4(d)] of helium. In the ground state we
see three key features: (i) with reference to Fig. 1(d), each
sphere is consistent with that of the two-spin singlet state (the
antisymmetric superposition of spin up and spin down, and
not |↑↓〉 as in Fig. 1(c), often indicated in elementary treat-
ments of the subject); (ii) the intensity in this plot suggests
the spatial component is the product of two s orbitals; and
(iii) there is no dependence of spin on position, consistent with
the spin and spatial degrees of freedom being separable. These
observations are consistent with the ground state of helium,
|1S(1)1S(2)〉(|↑1↓2〉 − |↓1↑2〉)/
√
2 [47]. A comparison of
the spins with Fig. 1 for the remaining states demonstrates
that both Figs. 1(b) and 1(d) are in an entangled spin state,
while Fig. 1(c) is not.
C. Lithium
As with helium, lithium is often introduced along the
following simplified lines: two electrons are added to the 1S
orbital with opposite spin, as dictated by the Pauli exclusion
principle. It also states that the third electron cannot be in
the 1S orbital as it is now fully occupied. This electron must
therefore go into the 2S orbital with spin |↑〉 for example.
The actual configuration of electrons in lithium is not this
simple.
The state of multifermionic systems can be found using
the Slater determinant, which ensures that Pauli’s exclusion
principle is properly satisfied and for lithium is
|ψLi〉 = 1√
3!
∣∣∣∣∣∣
|1S(1)〉|↑1〉 |1S(1)〉|↓1〉 |2S(1)〉|↑1〉
|1S(2)〉|↑2〉 |1S(2)〉|↓2〉 |2S(2)〉|↑2〉
|1S(3)〉|↑3〉 |1S(3)〉|↓3〉 |2S(3)〉|↑3〉
∣∣∣∣∣∣,
(9)
yielding
|ψLi〉 = 1√
6
[|1S(1)1S(2)2S(3)〉(|↑1↓2〉 − |↓1↑2〉)|↑3〉
+ |1S(1)2S(2)1S(3)〉(|↓1↑3〉 − |↑1↓3〉)|↑2〉
+ |2S(1)1S(2)1S(3)〉(|↑2↓3〉 − |↓2↑3)|↑1〉] (10)
or
= 1√
6
[|↑1↑2↓3〉(|2S(1)1S(2)〉 − |1S(1)2S(2)〉)|1S(3)〉
+ |↑1↓2↑3〉(|1S(1)2S(3)〉 − |2S(1)1S(3)〉)|1S(2)〉
+ |↓1↑2↑3〉(|2S(2)1S(3)〉 − |1S(2)2S(3)〉)|1S(1)〉]. (11)
The ground state of lithium is a superposition of Slater
determinants but here we shall only consider this one. From
Eq. (10), it can be seen that there is bipartite entanglement be-
tween each spin degree of freedom. There is also a nontrivial
level of spin-spatial entanglement combining these bipartite
entangled spin states. Entanglement such as this could be
an important factor in determining physical and chemical
properties [2–4,10,27]. Therefore, being able to get a grasp
of such phenomena without necessarily analyzing the full
mathematics would be of tremendous value. We now explore
an example of how our visualization strategy can be utilized
in achieving such an ambition.
Lithium has a 24-dimensional Wigner function (the usual
eight dimensions for each electron). Due to the added com-
plexity of lithium, it is now necessary to look at different slices
of the Wigner function. As before all momentum degrees of
freedom have been integrated out; however, spin degrees of
freedom have also been integrated out, appropriate to each
figure. For those slices with multiple electron spin degrees of
freedom remaining, the equal-angle slice is used. We show
a selection of different slices in Fig. 5. Although we have
restricted this discussion to the four slices presented, other
slices could be chosen to explore different features of the
state.
In Fig. 5(a), the spatial degrees of freedom q2 and q3 have
been integrated out. This leaves the reduced Wigner function
W Li(q1, θ1, φ1, θ2, φ2, θ3, φ3). The function behavior at the
origin of Fig. 5(a) is similar to that displayed in Fig. 1(h). It is
important to note that the state differs from Fig. 1(h) because
what is shown is not itself pure. The reason for it being mixed
is that this is a single slice of the full Wigner function with
entangled degrees of freedom integrated out. Points far from
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FIG. 5. Showcasing the power of the Wigner function we demonstrate how to reconstruct all the important aspects of the Slater determinant
for lithium by inspection of different slices (these figures are on a different scale to others to accommodate the 2S orbital). We follow the same
scheme as in Fig. 4, on the equal-angle slice where appropriate. In panel (a) is the reduced Wigner function W Li(q1, θ1, φ1, θ2, φ2, θ3, φ3),
which at the origin is similar to that displayed in Fig. 1(h). Importantly, this shows that the spin entanglement structure in Fig. 1(h) is part of
the state. In panel (b) we extract the electron spin density, plotting the reduced Wigner function W Li(q1, θ1, φ1). This means that lithium must
have an overall magnetic moment and, by comparison with Fig. 1(a), we see this manifested as the preponderance of blue, positive values, in
the positive z direction. In panels (c) and (d) we have removed the link between transparency and amplitude of the position marginal to explore
some of the more complex aspects of the quantum correlations. Panel (c) shows the reduced Wigner function W Li(q1, θ1, φ1, θ2, φ2). Note
that integrating out θ2 and φ2 instead yields the same result, as the only spatial component is q1. Panel (d) shows the reduced Wigner function
W Li(q1, θ2, φ2, θ3, φ3). At point X, when q1 is likely to be in the 2S orbital, we find the singlet state |↑2 ↓3〉 − |↓2↑3〉. At the same point in panel
(c), the state is similar to spin up. From both of these figures then, the spin state they are visualizing is consistent with |↑1〉(|↑2 ↓3〉 − |↓2↑3〉).
In panel (d), the node of the 2S orbital (indicated by the ring Y) has spin states similar to spin up. This means that when q1 is likely to be
in the 1S orbital, one of the other electrons is likely to be spin up. Putting the information from panels (c) and (d) together we deduce a
state consistent with |2S(1), 1S(2), 1S(3)〉(|↑2 ↓3〉 − |↓2↑3〉)|↑1〉. Coupled with the fact that the pictures must be invariant under cyclic per-
mutation of electron indices (Pauli’s exclusion principle), we infer that the state is |ψLi〉 = 1√6 [|1S(1), 1S(2), 2S(3)〉(|↑1 ↓2〉 − |↓1↑2〉)|↑3〉 +|1S(1), 2S(2), 1S(3)〉(|↓1↑3〉 − |↑1 ↓3〉)|↑2〉 + |2S(1), 1S(2), 1S(3)〉(|↑2 ↓3〉 − |↓2↑3〉)|↑1〉].
the origin tend towards the pure variation of Fig. 1(h), where
an electron is in the up state and likely to be found in the 2S
orbital. This slice is consistent with the description of lithium
as a singlet state in the 1S orbital coupled with a spin up in the
2S orbital.
Figure 5(b) is a plot of the reduced Wigner function
W Li(q1, θ1, φ1). This slice gives us insight into the electron
spin density, revealing the magnetization of lithium. Lithium
has an overall magnetic moment which is manifested as the
preponderance of blue in the up direction [compare with
Fig. 1(a)]. There are no negative values in this plot as a suffi-
cient amount of entanglement information has been integrated
out.
Figures 5(c) and 5(d) explore some of the more complex
aspects of the quantum correlations within lithium, which
combine both spin-spin and spin-orbit entanglement. To study
these entanglement effects in more detail, we have removed
the link between transparency and amplitude of the position
marginal.
Figure 5(c) is the equal-angle slice of the reduced Wigner
function W Li(q1, θ1, φ1, θ2, φ2). We note that integrating out
θ2 and φ2 instead of θ3 and φ3 yields the same result, as the
only spatial component is q1. The region dominated by red,
the same region ring Y indicates in panel (d), is the node of
the 2S orbital and implies that if the electron associated with
q1 is found here it is likely to be in a singlet state.
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FIG. 6. Simplified versions of (a) single electron and (b) double
electron π bonds in a p-bonded pseudomolecule. Note that in the
linear combination of atomic orbitals approximation the spatial com-
ponents are identical; the states can only be visually distinguished
through spin degrees of freedom—this difference is clearly seen in
the Wigner functions displayed above. States where this distinction
is important will arise often in organic chemistry.
Figure 5(d) is the equal-angle slice of the reduced Wigner
function W Li(q1, θ2, φ2, θ3, φ3). Here we see that if the elec-
tron associated with q1 is far from the origin, the other two
electrons are likely to form a singlet. By forming a singlet the
electrons have high probability of being in the same orbital,
the 1S orbital. Furthermore, where the 2S contribution is
close to zero, there is little contribution from the singlet state
indicated by the lack of negative values in the Wigner function
(comparatively less red, compare with Fig. 1(d)). Hence, the
electrons associated with q2 and q3 are not likely to be in the
same orbital at these points.
Putting all this together, and taking recognition of the
permutations, we see from Fig. 5 that we can infer the Slater
determinant and get substantial insight into advanced aspects
of the quantum nature of lithium. This analysis is performed
purely on the basis of the supporting table of spin Wigner
function reference states (Fig. 1).
IV. MOLECULES
The importance of including spin degrees of freedom in
the visualization of atoms and molecules is clearly illustrated
in Fig. 6, which shows simplified versions of single electron
[panel (a)] and double electron [panel (b)] π bonds. The spa-
tial distributions of these two pseudomolecules are identical
in the linear combination of atomic orbitals approximation
[48]. However the spin provides a distinguishing feature in
the visualization for each state. Such situations will naturally
be important in organic chemistry.
As the number of degrees of freedom grows, more reduced
Wigner functions become available for plotting. The key to
utilizing our technique will be in selecting plots that display
the relevant information of important aspects of the quantum
state. As quantum correlations may determine how certain
parts of a molecule will react [1–4], correctly chosen slices
will provide a visualization that will aid the understanding of
such processes.
We note that a full quantum mechanical calculation of real
molecular bonds, including terms from spin-spin, spin-orbit,
electron-electron, nuclear interaction, and other relativistic
effects, will have a substantial effect on the forms of these
Wigner functions. As such Figs. 6(a) and 6(b) provide only
a glimpse of the potential that Wigner functions have for
understanding the role of spin and entanglement in chemical
processes. However, such analysis is beyond the scope of this
paper and will be considered in future work.
V. CONCLUDING REMARKS
In this work we have shown that it is possible to visu-
alize various forms of atomic entanglement in an accessible
way. Specifically, we have considered spin-orbit coupling (in
hydrogen), spin-only entanglement (in helium), and more
complex hybrid entanglement (in lithium). Importantly, we
have been able to infer each of the states from the visualization
alone. We believe that this visualization technique will be of
great utility in communicating the more complex and subtle
aspects of the quantum mechanics of atoms and molecules,
not just within the professional scientific community but also
beyond. We note that the Wigner function is found by tak-
ing expectation values of displaced parity operators, each of
which commute with one another and are observables. Should
simultaneous measurement of these quantities be possible,
then the direct measurement of the system’s Wigner function
could be considered a form of quantum state spectroscopy.
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