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INTRODUCTION
ITH massive amounts of data continuously being collected and stored, many industries are becoming interested in identifying sequential patterns from their database. Sequential pattern mining is one of the most wellknown methods and has broad applications including web-log analysis, customer purchase behavior analysis, medical record analysis, market analysis, decision support, music recommendation, fraud detection, intrusion detection and business management. Many approaches have been proposed to extract information, and mining sequential patterns is one of the most important ones [1] [2] [3] . It is firstly proposed by
Alpa Reshamwala Dr. Sunita Mahajan
Agrawal R. et al. in the shopping basket data analysis [1] . Sequential Pattern Mining finds interesting sequential patterns among the large database. It finds out frequent subsequences as patterns from a sequence database. In addition, Constraintbased sequential pattern mining algorithm, based on the pattern of growth approach, and databases based on the projection methods have been proposed. And moreover, there are some expansions of research on SPM, such as closed sequential pattern mining, parallel mining, distributed mining, multi-dimensional sequential pattern mining and approximate sequential pattern mining.
Existing approaches to find appropriate sequential patterns in time related data are mainly classified into two approaches. In the first approach developed by Agarwal and Srikant [14] , the algorithm extends the well-known Apriori algorithm. This type of algorithms is based on the characteristic of Apriorithat any subpattern of a frequent pattern is also frequent [1] . The latter, uses a pattern growth approach [8] and employs the same idea used by the Prefix-Span algorithm.
It has been a great challenge to improve the efficiency of Apriori algorithm. Since all the frequent sequential patterns are included in the maximum frequent sequential patterns, the task of mining frequent sequential patterns can be converted as mining maximum frequent sequential patterns. AprioriALL [1] is based on Apriori algorithm. In each pass we use the large sequences from the previous pass to generate the candidate sequences and then measure their support by making a pass over the database.
In this paper, the Apriori based algorithm, AprioriALL [1] , as well as modified algorithm AprioriAll_Set, both are implemented to mine frequent sequential patterns. [13] . Besides these, work has been done to extend the mining of sequential patterns to other time-related patterns. Existing efforts to find appropriate sequential patterns in time related data are mainly classified into two approaches. In the first approach developed by Agarwal and Srikant [14] , the algorithm extends the well-known Apriori algorithm. This type of algorithms is based on the characteristic of Apriori-that any sub-pattern of a frequent pattern is also frequent [1] . The latter, using a pattern growth approach [8] , employs the same idea used by the Prefix-Span algorithm. This algorithm divides the original database into smaller sub-databases and solves them recursively. Previous research addresses time intervals in two typical ways, first by the time-window approach, and second by completely ignoring the time interval. First, the time window approach requires the length of the time window to be specified in advance. A sequential pattern mined from the database is thus a sequence of windows, each of which includes a set of patterns. Patterns in the same time window are bought in the same time period. Srikant and Agrawal, specified the maximum interval (max-interval), the minimum interval (min-interval) and the sliding time window size (window-size) in the algorithm [12] , Moreover, they cannot find a pattern whose interval between any two sequences is not in the range of the window-size. Agrawal and Srikant [1] , introduced traditional sequential mining, by ignoring the time interval and including only the temporal order of the patterns.
II
To address the intervals between successive patterns in sequence database, Chen et al. have proposed a generalization of sequential patterns, called time-interval sequential patterns, which reveals not only the order of patterns, but also the time intervals between successive patterns [4] . Chen et al. developed algorithms to find sequential patterns using both the approaches [4] . Their work, by assuming the partition of time interval as fixed, developed two efficient algorithms -I-Apriori and I-PrefixSpan. The first algorithm is based on the conventional Apriori algorithm, while the second one is based on the PrefixSpan algorithm.
An extension of the algorithm developed by Chen et al [4] , to solve the problem of sharp boundaries to provide a smooth transition between members and non-members of a set, is addressed by Chen et al [5] . The sharp boundary problems can be solved by the concept of fuzzy sets. The concept included fuzzy time interval (FTI) pattern. Two efficient algorithms, the FTI-Apriori algorithm and the FTI-PrefixSpan algorithm, were developed for mining FTI sequential patterns. There are several other reasons that support the use of FTI in place of crisp time interval. First, the human knowledge can be easily represented by fuzzy logic. Second, it is widely recognized that many real world situations are intrinsically fuzzy, and the partition of time interval is one of them. Third, FTI is simple and easy for users. Fuzzy logic addresses the formal principles of approximate reasoning. It provides a sound foundation to handle imprecision and vagueness as well as mature inference mechanisms by varying degrees of truth. As boundaries are not always clearly defined, fuzzy logic can be used to identify complex pattern or behavior variations. And it can be accomplished by building an intrusion detection system that combines fuzzy logic rules with an expert system in charge of evaluating rule truthfulness. In [6] , the authors have contributed to the ongoing research on FTI sequential pattern mining by proposing an algorithm to detect and classify audit sequential patterns in network traffic data. The paper also defines the confidence of the FTI audit sequences, which is not yet defined in the previous researches. In [7] , S. Mahajan and A. Reshamwala have proposed an algorithm which uses a fuzzy genetic approach to discover optimized sequences in the network traffic data to classify and detect intrusion.
Anrong et al [15] , addresses application of sequential pattern in intrusion detection by refining the pattern rules and reducing redundant rules. Their work implements PrefixSpan algorithm in the data mining module of network intrusion detection system (NIDS). Shang Gao et al [16] , describes a set-based approach for mining association rules and finding frequent sequential patterns in customer transactional databases. Their approach relaxes the constraints described in Apriori (All/Some), and improves the performance while being more user-oriented and self-adaptive than the probabilistic knowledge representation. In [17] , A. Reshamwala and S. Mahajan, have implemented on KDD Cup 1999 dataset to predict DoS attack sequences and they conclude that, Approach 2 results are more efficient with dividing the sequence by a timestamp window of 1 day or 86400 seconds.
III. SET THEORY
Set theory is the branch of mathematical logic that studies sets, which are collections of objects. Although any type of object can be collected into a set. A set theory features binary operations on sets:
Union of the sets A and B, denoted A ∪ B, is the set of all objects that are a member of A, or B, or both. The union of {1, 2, 3} and {2, 3, 4} is the set {1, 2, 3, 4}.
Intersection of the sets A and B, denoted A ∩ B, is the set of all objects that are members of both A and B. The intersection of {1, 2, 3} and {2, 3, 4} is the set {2, 3}.
Consider the sequence database as shown in Table I . The length of a sequence is the number of itemsets in the sequence. A sequence of length k is called a k-sequence. The sequence formed by the concatenation of two sequences x and y is denoted as x, y. the support for an itemset i is defined as the fraction of customers who bought the items in i in a single transaction. Thus the itemset i and the 1-sequence <i> have the same support. An itemset with minimum support is called as the large itemset or litemset.
IV.
APRIORIALL SET BASED ALGORITHM Figure 1 depicts the working of the algorithm to find frequent sequences using set theory. Consider the sequence dataset D, as in Table I . To avoid multiple scans of the dataset D, the dataset is stored in the Hash Map data structure in Java. For the example in figure 1 we get, frequent longest sequence pattern as <a b e> with minimum support >= 0.3.
ISSN 2277 -5048 | © 2014 Bonfring 
Sid <a> ∩ Sid <b> ∩ Sid <e>
Next pass or when k>=2, we will be considering only those set of Sequence_id which resulted from the previous pass intersection if Sid's of the l-sequence, where l is the length of sequence. When l=1, we get, a set of Sid {10, 30, 50, 60, 100}. Thus C 2 will be generated from this reduced dataset D' stored as a hash map. Find L 2 satisfying the min_supp =0.3, we get 2-sequence <a b>, <a e> and <b e>. Also form a set of Sequence_id of each of these L 2 candidates as shown in 
V. RESULTS AND DISCUSSION
In this section, both the algorithms: AprioirALL [1] and AprioriAll_Set; are implemented to mine sequential patterns without time intervals.
These algorithms were implemented in Sun Java language and tested on an Intel Core Duo Processor, 2.10 GHz with 2GB main memory under Windows XP operating system. The dataset used for simulation is the KDD Cup 1999 dataset to detect DoS attack sequences on network traffic data. The sequence dataset is formed using the second approach as in [17] . Here the sequence is divided by a timestamp window of 1 day or 86400 seconds.
AprioriAll_Set; based on traditional set theory shrinks the database size. It also scans the database at most twice. Also, as the interestingness of the itemset is increased with the database shrinking leads to longest sequences. As the database is reduced the time taken to mine sequences also reduces and is faster than traditional algorithms. The Complexity of the Algorithm can also be reduced. As we can observe in the Figure 3 , it is shown that AprioriAll_Set generates efficient number of sequential patterns.
From Figure 4 , it is seen that AprioriALL algorithm requires 34% more memory than AprioriAll_Set when the minimum support is taken as 20%. AprioriALL algorithm requires more memory and generates longer patterns than AprioriAll_Set algorithm. On applying set intersection operation, the interestingness of the itemset is increased in AprioriAll_Set. Dataset shrinking in AprioriAll_Set leads to efficient sequences with high associativity. Lastly, in AprioriAll_Set, as the dataset is stored in Hash Map data structure the multiple scans of the dataset is relatively reduced.
In past enhancement, as in these experiments sequence patterns, were discovered by ignoring the time interval and including only the temporal order of the patterns. The approach can be extended to more set-based mathematical models for further data analysis in order to discover hidden sequential patterns. To address the intervals between successive patterns in sequence database, Chen et al. have proposed a generalization of sequential patterns, called timeinterval sequential patterns, which reveals not only the order of patterns, but also the time intervals between successive patterns [4] . An extension of the algorithm developed by Chen et al [4] , can also be implemented to solve the problem of sharp boundaries for providing a smooth transition between members and non-members of a set, as addressed in Chen et al [5] . Also as proposed in [7] , the use of fuzzy genetic approach to discover optimized sequences in the network traffic data to classify and detect intrusion can also be implemented.
