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Введение
При решении прикладных задач часто требуется заменить множество со сложной гео-
метрией конечным набором выпуклых компактов. В данном исследовании авторы изуча-
ют задачу об оптимальном расположении двух выпуклых многогранников [1] в смысле
минимизации хаусдорфова расстояния между ними. При этом считается, что один много-
гранник может совершать плоскопараллельные перемещения, но не повороты. В похожей
формулировке изучались задачи, например в [2, 3]. Их решения имеют большое приклад-
ное значение, например, в задачах при распознавании образов [4, 5]. Ранее изучалась более
простая задача о минимизации хаусдорфова расстояния между многоугольниками на плос-
кости [6,7]. Впервые многогранники в трехмерном пространстве авторами рассматривались
в работе [8].
§ 1. Основные обозначения и постановка задачи
Введем обозначения основных понятий. Пусть A и B — компактные множества в трех-
мерном евклидовом пространстве. Обозначим
ρ(x, A) = min
a∈A
‖x− a‖ — евклидово расстояние от точки x до A,
h(A,B) = max
a∈A
ρ(a, B) — хаусдорфово отклонение A от B,
d(A,B) = max{h(A,B), h(B,A)} — хаусдорфово расстояние между A и B,
r(A) = min
x∈R3
h(A, {x}) — чебышёвский радиус [9] множества A,
c(A) — точка, такая что r(A) = h(A, {c(A)}), — чебышёвский центр множества A.
Задача 1. Пусть заданы выпуклые компактные множества A в B в евклидовом про-
странстве R3. Требуется найти вектор x ∈ R3, обеспечивающий минимум хаусдорфова
расстояния d(A,B + {x}) между множествами A и B + {x}.
О п р е д е л е н и е 1.1. Назовем оптимальным значением решения задачи 1 значение
D(A,B) = min
x∈R3
d(A,B + {x}), (1.1)
О п р е д е л е н и е 1.2. Назовем множеством оптимальных решений в задаче 1
X(A,B) = {x ∈ R3 : d(A,B + {x}) = D(A,B)}. (1.2)
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Точное решение в задаче 1 может быть найдено только в некоторых частных случаях.
Например, если множества A и B подобны. В общем случае необходимо строить решение
численными методами и приближенно. Важно оценить, насколько приближенное решение
близко к точному.
О п р е д е л е н и е 1.3. Будем называть x̃ ε-субоптимальным решением задачи 1, если
d(A,B + {x}) 6 D(A,B) + ε (1.3)
при некотором ε > 0.
Будем искать ε-субоптимальное решение при минимально возможном ε.
§ 2. Методы решения задачи 1
Задачу 1 при конкретных выпуклых многогранниках A в B можно свести к задаче гло-
бальной минимизации функции
F (x) = d(A,B + {x}) (2.1)
с областью определения на всем пространстве R3.
Свойства функции F (x) исследованы, например в работах, [7, 8]:
(1) F (x) липшицева с константой липшицивости L = 1;
(2) ∀x ∈ R3 F (x) > 0, причем равенство F (x) = 0 возможно только, если A и B —
конгруэнтны;
(3) F (x) выпукла и субдифференцируема на всей области определения.
Подробнее свойства выпуклой функции описаны, например, в [10, гл. II]. Показано,
что во всех внутренних точках ее области определения существует субдифференциал. Для
произвольной функции f(x) с областью определения X ⊆ R3 в точке x0 ∈ X субдифферен-
циал ∂f(x0) имеет вид
∂f(x0) , {x ∈ R
3 : ∀x∗ ∈ X f(x∗) > f(x0) + 〈x,x
∗ − x0〉}. (2.2)
Элементы субдифференциала называются субградиентами.
Для любого выпуклого множества Y ⊂ R3 функция расстояния ρ(x, Y ) до него от точки
x ∈ R3 является выпуклой. Известно [11], что максимальное значение выпуклой функции
на выпуклом многограннике достигается в вершинах этого многогранника. Поэтому для
вычисления значения (2.1) достаточно вычислять значения расстояния до второго элемента
из пары множеств не по всем точкам многогранников, а только по их вершинам ai и bj , т. е.




ρ(ai, B + {x}), max
j=1,...,b
ρ(bj + x, A)
}
,
ai ∈ A, i = 1, . . . , a; bj ∈ B, j = 1, . . . , b.
(2.3)
Здесь a и b — количество вершин многогранников A и B соответственно.
О п р е д е л е н и е 2.1. Проекцией p(a, B) точки a на выпуклое компактное множе-
ство B называется ближайшая к a в евклидовой метрике точка из B.
Заметим, что если множество B не выпуклое, то ближайших к a точек может быть более
одной, но в случае выпуклого множества B она всегда единственна [11] .
Функция (2.3) представляет из себя максимум из конечного числа выпуклых функций.
В тех точках x, в которых F (x) > 0, субдифференциал (2.2)
∂F (x) = − coV (x)/F (x), (2.4)
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где coY — выпуклая оболочка множества Y,





bi + x− p(bi + x, A)
)
: ρ(bj + x, A) = F (x)
}
.
В тех точках x, в которых F (x) = 0,
∂F (x) = U(0, 1) , {y ∈ R3 : ‖y‖ 6 1}.
Подробнее дифференциальные свойства функции (2.3) описаны, например, в [12].
Заметим, что субдифференциал ∂F (x) при F (x) > 0, — это непустое множество, которое
может определяться не более чем a+ b векторами. Геометрически субдифференциал ∂F (x)
представляет собой выпуклую оболочку тех единичных векторов, в направлении которых
достигается хаусдорфово расстояние между A и B + {x} и которые направлены от много-
гранника A к многограннику B + {x}.
Необходимым и достаточным условием минимума функции F (x) является [10, гл. IV,
§ 2, теорема 2.1] включение
0 ∈ ∂F (x).
На базе конструкций (2.4) ранее применялись различные подходы к реализации численных
субградиентных методов.
Одна из идей, с помощью которых можно численно решать задачу поиска минимума
непрерывной выпуклой негладкой функции, принадлежит Н. З. Шору [13] и выражается
следующей формулой:
x(k+1) = x(k) − γk
h
‖h‖
, h ∈ ∂F (x(k)), k ∈ N. (2.5)
Согласно этой формуле каждый раз происходит сдвиг на величину γk в направлении, про-
тивоположном одному из векторов субдифференциала. Несовершенство этого метода за-
ключается в невозможности определения длины необходимого шага γk без дополнительной
информации, а также в том, что отсутствует детерминированная процедура выбора субгра-
диента из (2.2). Вопрос выбора длины шага при использовании различных субградиентных
методов решается по-разному. В этом методе последовательность длин шагов γk, на ко-
торые производится сдвиг, должна быть сходящаяся к нулю, но при этом сумма должна
быть равна +∞. При реализации численного алгоритма можно, например, использовать
последовательность γk = γ0/k, γ0 > 0.
Следует отметить, что метод (2.5) не относится, вообще говоря, к числу методов спуска,




k=1 γk = +∞, то метод (2.5) сходится медленно. Поэтому авторы приме-
нили более сложные конструкции.
О п р е д е л е н и е 2.2. Назовем
W (x) =
{











характеристическим множеством многогранников A и B в точке x.
В качестве первой итерации в реализованном методе берется точка
x(1) = c(A)− c(B). (2.7)
Основу итерационного алгоритма составляет схема




, k ∈ N, (2.8)
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которая продолжается, пока не будет выполнено условие окончания работы. Условие может
быть, например, в форме неравенств
∥∥x(k+1) − x(k+1)
∥∥ 6 δx, δx > 0,
или ∥∥F (x(k+1))− F (x(k+1))
∥∥ 6 δF, δF > 0,
где скалярные параметры δx и δF задаются в программе.
П р е д л о ж е н и е 2.1. При любых выпуклых компактах A и B для полученного по фор-
муле (2.7) значения x(1), выполняется оценка
F (x(1)) 6 max{r(A), r(B)}.
Д о к а з а т е л ь с т в о. В силу формулы (2.7) имеет место равенство
c(B + {x(1)}) = c(A). (2.9)
Известно, что чебышёвский центр множества принадлежит его выпуклой оболочке [9, 14].








A, c(B + {x(1)})
)
= h(A, c(A)) = r(A), (2.10)
h
(









B + {x(1)}, c(B + {x(1)})
)
= r(B + {x(1)}) = r(B).
(2.11)
Из (2.10) и (2.11) по определению хаусдорфова расстояния следует
d(A,B + {x(1)}) 6 max{r(A), r(B)},
что эквивалентно (2.9). 
В работе [8] доказано, что x(k+1) = x(k) тогда и только тогда, когда x(k) ∈ X(A,B).
Т е о р е м а 2.1. Пусть F (x(k)) > 0 для некоторого x(k). Если в итерационной процеду-
ре (2.8) получено значение x(k+1), то выполняется оценка





Д о к а з а т е л ь с т в о. Заметим, что по построению множества (2.6) выполняется ра-
венство
F (x(k)) = max
w∈W (x)
‖w‖. (2.13)









a, B + {x(k)}
)















Из (2.14) и (2.15) следует

















F (x(k+1)) 6 F (x(k+1)). (2.16)
По формуле (2.8)





















6= 0. Из свойств чебышёвского центра множества W,
состоящего из конечного числа точек, известно [14], что его чебышёвский центр совпадает
с чебышёвским центром подмножества Ŵ ⊆ W, состоящего из конечного числа точек,
лежащих на сфере ∂U
(
c(W ), r(W )
)
. Поскольку чебышёвский центр всегда принадлежит
выпуклой оболочке множества [9], то для любого полупространства Π, содержащего точку




































∗ ∈ R3 : 〈x∗,x0〉 > 〈x,x0〉}
есть полупространство точек, скалярное произведение которых на x0 не меньше, чем ска-
лярное произведение x на x0. Для точки w












Из последнего неравенства, (2.13) и (2.18) следует





Последнее неравенство можно преобразовать к виду






F (x(k))− F (x(k+1))
) (












F (x(k)) + F (x(k+1))
.
Пользуясь оценкой (2.16), правую часть неравенства можно выразить, заменив F (x(k+1))
на F (x(k)),








Подставив в правую часть значение (2.17), получаем





что эквивалентно (2.12). 
Теорема 2.1 усиливает результат теоремы 1 из работы [7]. В ней доказана оценка
F (x(k+1)) 6 F (x(k)), и как следствие из нее, неравенство F (x(k+1)) < F (x(k)), при усло-
вии x(k+1) 6= x(k).
§ 3. Оценки точности результата
Для полученного численными метода решения x̃ важно оценить, насколько значение
функции F (x̃) в нем близко к нижней грани (1.1). Можно попытаться провести перебор
точек по множеству, заведомо включающему в себя (1.2).
П р е д л о ж е н и е 3.1. Для любых выпуклых компактов A и B
X(A,B) ⊆ U
(
c(A)− c(B), r(A) + r(B)
)
. (3.1)
Д о к а з а т е л ь с т в о. Согласно предложению 3.1 и определению 1.2 справедливо
∀x ∈ X(A,B) F (x) 6 F (x(1)) 6 max{r(A), r(B)}. (3.2)
Поскольку чебышёвский центр выпуклого компакта A принадлежит A, то для всех точек
x∗ /∈ U (c(A)− c(A), r(A) + r(B)) следует
F (x∗) > h(A,B + {x∗}) > ρ(c(A), B + {x∗}) > r(A). (3.3)
Аналогично справедливо
F (x∗) > h(B + {x∗}, A) > ρ(c(B) + {x∗}, A) > r(B). (3.4)
Из неравенств (3.3), (3.4) следует
∀x∗ ∈ R3
(




F (x∗) > max{r(A), r(B)}
)
. (3.5)
Оценки (3.2) и (3.5) означают
∀x∗ ∈ R3
(







что эквивалентно (3.1). 
Предложение 3.1 указывает на область, разбив которую на части малого чебышёвско-
го радиуса, и перебрав чебышёвские центры этих частей, можно получить оценку снизу
для (1.1). Однако это требует больших вычислительных ресурсов. Поэтому авторы решили
использовать по существу формулу (2.3) и множество (2.6).
Л е м м а 3.1. Пусть при некотором x для одной из точки ai, 1 6 i 6 a, определена
проекция p(ai, B + {x}). Если




x,p(ai, B + {x})− ai)
)
ρ(ai, B + {x
∗}) > ‖ai − p(ai, B + {x})‖ . (3.6)
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Д о к а з а т е л ь с т в о. Поскольку B + {x} — выпуклое множество, то выполняется
вложение
B + {x} ⊂ Π
(
p(ai, B + {x}),p(ai, B + {x})− ai
)
. (3.7)
Действительно, если бы существовала точка b ∈ B + {x}, лежащая вне полупространства,
ограниченного плоскостью, перпендикулярной к отрезку [ai,p(ai, B + {x})] и не содер-
жащая ai, то на отрезке [b,p(ai, B + {x})] нашлась бы точка, лежащая ближе к ai, чем
p(ai, B + {x}). Если рассмотреть произвольный вектор x
∗ ∈ Π
(
x,p(ai, B + {x} − ai
)
,
то для него из (3.7) следует
B + {x∗} ⊂ Π
(
p(ai, B + {x}),p(ai, B + {x})− ai
)
. (3.8)
Для любой точки y ∈ Π
(
p(ai, B + {x}),p(ai, B + {x})− ai
)
, очевидно, выполняется
‖y − ai‖ > ‖ai − p(ai, B + {x})‖ .
Значит из (3.8) вытекает
∀b ∈ B + {x∗} ‖ai − b‖ > ‖ai − p(ai, B + {x})‖,
из чего по определению евклидового расстояния справедливо (3.6). 
Л е м м а 3.2. Пусть при некотором x для одной из точки bj , 1 6 j 6 b, определена
проекция p(bj + x, A). Если




x,bj − p(bj + x, A)
)
ρ(bj + x
∗, A) > ‖bj − p(bj + x, A)‖.




x,bj − p(bj + x, A)
)
,
из которого следует, что ∀x∗ ∈ Π
(
x,bj − p(bj + x, A)
)
и ∀a ∈ A
‖bj + x
∗ − a‖ > ‖bj − p(bj + x, A)‖.
Т е о р е м а 3.1. Пусть в некоторой точке x определено характеристическое множе-
ство W (x). Если существует его подмножество W ∗ ⊆ W (x), такое, что





Д о к а з а т е л ь с т в о. Если 0 ∈ W ∗, то правая часть неравенства (3.10) равна нулю.
Тогда оно выполняется, поскольку D(A,B) > 0. Допустим 0 /∈ W ∗. Из формулы (2.6)
и лемм 3.1, 3.2 следует, что для любого вектора w ∈ W ∗ найдется либо точка ai ∈ A такая,
что w = ai − p(ai, B + {x}) и
∀x∗ ∈ Π(x,−w) ρ(ai, B + {x
∗}) > ‖ai − p(ai, B + {x})‖
либо bj ∈ B, w = p(bj + x, A)− bj и
∀x∗ ∈ Π(x,−w) ρ(bj + x
∗, A) > ‖bj + x− p(bj + x, A)‖.
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Значит, для любой точки w ∈ W ∗ справедливо
∀x∗ ∈ Π(x,−w) F (x∗) > ‖w‖. (3.11)
Из условия (3.9) следует
∀x∗ ∈ R3 ∃w ∈ W ∗ : 〈x∗ − x,−w〉 > 0. (3.12)
Из условий (3.11) и (3.12) вытекает
∀x∗ ∈ R3 F (x∗) > min
w∈W ∗
‖w‖. (3.13)
Определения 1.1 и (3.13) влекут неравенство (3.10). 
С л е д с т в и е 3.1. Пусть в некоторой точке x определено характеристическое мно-
жество W (x). Если существует его подмножество W ∗ ⊆ W (x), такое, что для него
выполняется (3.9), то точка x есть ε-субоптимальное решение задачи 1 при
ε = F (x)− min
w∈W ∗
‖w‖. (3.14)
§ 4. Примеры решения задачи 1
Разработан программный комплекс, построенный на предложенных в § 2 алгоритмах.
Для его реализации использовался пакет MATLAB. Основу алгоритмов составили итераци-
онные формулы (2.7), (2.8). Эффективность их работы доказана предложением 2.1 и теоре-
мой 2.1. Для оценки точности результатов применяется неравенство (3.10), обоснованное
теоремой 3.1.
П р и м е р 4.1. Пусть задан выпуклый пятигранник A с набором вершин
{ai}
5
i=1 = {(0, 0, 0.5), (−0.5,−0.4, 0.1), (0.7,−0.3− 0.1),
(0.1, 0.6, 0), (0.1,−0.1,−0.9)}
и выпуклый пятигранник B с набором вершин
{bj}
5
j=1 = {(0.2,−0.5, 0.4), (0.5, 0.9, 0), (0.3,−0.8, 0.1),
(0.1,−0.7, 0.1), (0.1, 0.9,−0.1)}.
Требуется найти вектор x, при котором хаусдорфово расстояние между многогранниками
A и B + {x} было бы минимальным.
Найденное в результате проведенных численных экспериментов приближенное значе-
ние вектора сдвига x̃ = (−0.1175, 0.0617,−0.3602), расстояние между многогранниками
d(A,B+{x̃}) = 0.5801. Существует подмножество W ∗ ⊂ W (x̃) множества (2.6), состоящее
из четырех векторов
W ∗ = {(−0.2825,−0.4, 0.3111), (0.1175,−0.4484, 0.3488),
(−0.1336, 0.1814, 0.5346), (0.1175,−0.0705,−0.5637)}.
(4.1)
Для всех векторов из (4.1) выполняется оценка
∀w ∈ W ∗ ‖w‖ > F (x̃)− 0.001.
Кроме того, для множества (4.1) имеет место включение (3.9). Значит, согласно след-
ствию 3.1, x̃ есть ε-субоптимальное решение задачи 1, а для величины ε в соответствии
с неравенством (3.14) выполняется оценка ε 6 0.001.
Итерационный метод позволил достигнуть данный результат за 7 итераций. Расположе-




























Рис. 2. Расположение многогранников A и B + {x̃} в примере 4.1: вид 2.
П р и м е р 4.2. Пусть задан выпуклый шестигранник A с набором вершин
{ai}
6
i=1 = {(0.4, 0.4, 0.6), (0.8, 0.6, 0), (−0.9, 0.7, 0),
(−1,−1.2, 0), (0.9,−0.9, 0), (0.1, 0.3,−0.5)}
и выпуклый пятигранник B с набором вершин
{bj}
5
j=1 = {(0.1,−0.1, 2.1), (−0.2, 0.2,−0.1), (−0.4,−0.2, 0),
(0.2,−0.3, 0.1), (0.3, 0.4, 0)}.
Требуется решить ту же задачу.
Найденное в результате проведенных численных экспериментов приближенное значе-
ние вектора сдвига x̃ = (−0.1721,−0.1982,−0.6935), расстояние между многогранниками
d(A,B+ {x̃}) = 1.0088. Предложенная процедура позволяет оценить рассогласование меж-
ду d(A,B + {x̃}), для него выполняется оценка (1.3) при ε = 0.001. Итерационный метод
позволил достигнуть результат за 9 итераций. Расположение многогранников A и B + {x̃}








































Рис. 4. Расположение многогранников A и B + {x̃} в примере 4.2: вид 2.
§ 5. Заключение
Разработаны алгоритмы решения задачи об оптимальном расположении двух выпуклых
многогранников. Их основным элементом является выделение характеристического множе-
ства — массива векторов, соединяющих вершины одного многогранника с их проекциями
на другой (с учетом знака, для подвижного многогранника знак вектора отрицательный,
для неподвижного — положительный). Итерационный сдвиг выполняется на вектор, рав-
ный чебышёвскому центру данного массива. Проведено обоснование корректности работы
алгоритмов. Доказана теорема, оценивающая уменьшение хаусдорфова расстояние на каж-
дом шаге работы алгоритма. Доказана теорема, позволяющая установить точность решения
путем изучения характеристического множества в различных точках. Из теоремы выведено
следствие, которое дает возможность установить, с какой точностью ε найденное решение
x̃ гарантированно является ε-субоптимальным.
Предложенные алгоритмы реализованы в виде программного комплекса, реализующего
итерационные формулы. Выполнено моделирования ряда примеров. Проведена визуали-
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зация результатов. В дальнейшем авторы планируют разработать методы построения оп-
тимального расположения набора из большого числа многогранников, как это было ранее
сделаны для выпуклых многоугольников на плоскости [15]. Другим перспективным направ-
лением представляется решение задачи о минимизации хаусдорфова расстояния не только
для многогранников, но и для тел с криволинейной границей, например, эллипсоидов [16].
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The problem of finding the optimal location of moving bodies in three-dimensional Euclidean space
is considered. We study the problem of finding such a position for two given polytopes A and B at
which the Hausdorff distance between them would be minimal. To solve it, the apparatus of convex and
nonsmooth analysis is used, as well as methods of computational geometry. Iterative algorithms have
been developed and justification has been made for the correctness of their work. A software package
has been created, its work is illustrated with specific examples.
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