Introduction
The past few years have witnessed an explosion in the avai− lability of photographic data from multiple consumer elec− tronic products. For example, cell−phone cameras and com− mercial digital cameras are the common sources of imagery data that rapidly gain consumer acceptance. To keep up with the rising demand for high resolution imaging devices, more image sensors are packed on a chip. Unfortunately, image capturing devices become increasingly sensitive to− wards the exposure of noise as the number of pixels per unit area grows. Using denser pixel arrays not only results in noisier images, but also increases the production cost [1] . As cost effective and valuable alternate, image restoration has been applied to recover the high quality original images.
In general, noise characteristics in an image depend on many factors including sensor type, temperature, and vari− ous camera settings (e.g., aperture size, exposure time, and ISO speed) [2] . Simpler image capturing devices, particu− larly camera phone, tend to produce noisier images due to physical limitations such as fixed−focus lenses and smaller image sensors. In addition, limited accuracy of auto−focus− ing system and low−light condition may add extra blur and noise into the image. Other probable causes of image noise include faulty memory units, external disturbances in noisy environments, and compression errors. Fortunately, the ty− pes of noise frequently encountered in digital photography can be modelled as additive (e.g., Gaussian, uniform, etc.) and/or impulsive (e.g., salt−and−pepper, random−valued im− pulse, etc.) noise; both degradation processes are assumed to be zero mean, independent, and identically distributed. In conjunction to image restoration, the mathematical model− ling of these degradation processes allow image denoising algorithms to be flexibly formulated.
Over the years, many nonlinear methods have been pro− posed for additive and impulsive noise removal [3, 4] . Spe− cifically for the removal of additive noise, the bilateral filter (BF) [5] and its variants [2, [6] [7] [8] , which enforce both spatial closeness and gray value similarity in their denoising, have proven to be a powerful tool for edge−preserving smoothing. However, the BF yields visually disappointing filtered ima− ges when addressing the impulsive noise because it misin− terprets impulsive pixels for fine texture to be preserved. Conversely, state−of−the−art impulsive noise filters [9] [10] [11] [12] [13] are not designed to handle additive noise and, thus, the fil− tered images often appear "grainy". Recent attempts (e.g., see Refs. 14 and 15) to combine these two classes of filters into a single framework capable of removing both additive and impulsive noise have been futile. Such observations motivate us to come up with an effective and robust method for image denoising.
In Ref. 16 , we have already shown that the bilateral clus− tering approach has the capability to simultaneously per− form deblurring and sharpness enhancement of the captured image while suppressing noise artifacts. However, we have ignored some important image degradation sources, name− ly, the additive and impulsive noise in our earlier work. In this paper, we extend our bilateral clustering framework to remove both additive and impulsive noise, and any mixture thereof. The proposed method can also yield excellent resto− ration results when applied to real noise images and, hence, it can be regarded as the universal noise filter.
Since the scope of this paper deals with images that are appropriate for digital photography, we do not consider images that are severely degraded. In this respect, the pro− posed method removes visible noise as cleanly as possible while preserving the detail information and natural appear− ance of the filtered images. Moreover, the computational complexity of the proposed method appears to be much lower than that of the existing ones. The universal character− istics of the proposed filter for robust denoising and its fast runtime underline the contributions of this paper, which are also useful for numerous image and video applications, such as digital camera design with embedded "on−the−spot" image editing feature and web−based image enhancement software (e.g., see Ref. 17) .
This paper is structured as follows. In Sect. 2 we des− cribe the proposed method based on the bilateral clustering framework, and later generalize the results for bilateral fil− tering. Section 3 presents the simulation results on both real and synthetic data to support the feasibility of the proposed approach. Finally, the conclusion is drawn in Sect. 4.
Locally adaptive bilateral clustering-based filter
In this section, we motivate the bilateral clustering approach in Ref. 16 for a detail−preserving image smoothing. We first begin with a brief introduction to the notion of bilateral fil− tering. Bilateral filtering, which has a variety of applications and is commonly known as the "surface blur" in graphics editing software [17] , performs nonlinear smoothing by re− placing noise pixel with the weighted average of intensities in a (2L + 1)×(2L + 1) neighbourhood. More precisely, let x(i, j) be the noise pixel centred at position (0.0) in the local window W defined as
where (k, l) is the neighbourhood of (i, j) and L defines the local window support size. Following a similar notation as in Ref. 3 , the discrete version of the bilateral kernel can be expressed as
where y i j bi ( , ) is the restored pixel, w S (·) and w R (·) are the spatial and radiometric (gray value) similarity kernels, respectively.
Basically, the w S (·) kernel spatially assigns neighbour− ing pixels x(i+k, j+1) with decreasing weights for pixels sit− uated farther away from x(i, j). Similarly, the w R (·) kernel radiometrically weighs the intensity differences between neighbouring pixels x(i+k, j+1) and the centre pixel x(i, j) by giving higher weights to pixel intensities that are similar to the centre pixel in gray value. Combining w S (·) and w R (·) results in a data−adapted bilateral kernel with the effective weights form an elongated "footprint" that is oriented along the local image features (see Fig. 1 ). This ensures that smo− othing is done mostly along the features and greatly reduced in the gradient direction to preserve the edge and textural structures.
In any event for very noisy data sets, we note that the radiometric weights tend to be very small and close to zero, which is effectively useless for the smoothing operation. Meanwhile, in the presence of an impulsive noise, w R (·) works contrary to our goal in smoothing. The radiometric weights assigned to non−impulsive neighbouring pixels are diminished due to obvious intensity dissimilarities between the neighbouring pixels and the impulsive centre pixel. In what follows we provide a novel solution to overcome these drawbacks, which enables bilateral filtering to have more effective and nonlinear action on the data.
In this paper, our proposed method aims to improve on the successful bilateral clustering framework [16] by elimi− nating the above mentioned limitations. We go about this task with a new unsupervised clustering approach that uti− lizes the augmented variational series of the local kernel. Firstly, we define the neighbour gram N for the neighbour− ing pixels in W as
Next, we sort N in ascending order as 
In this framework, we use the L 1 −norm as our distance metric. One can also consider using the L 2 −norm or Maha− lanobis distance metric. The choice of distance metric quan− tifies the similarity between the measured quantities, but the selection of a particular metric remains as an open question. For now, we work with the simple and less computationally intensive L 1 −norm, which proves to be an effective distance metric for achieving satisfactory clustering in our algorithm.
Subsequently, we augment the variational series (for reasons to become clear shortly) with the aid of the Huber influence function H(m)
where T 1 and T 2 are parameters defining the sensitivity of the influence function when applied on the image data. Alternatively, one can use the Tukey's biweight influence function for different effect on outliers and edge preserva− tion. A good review on different choices of functions, their properties, and effects on bilateral filtering can be found in Ref. 18 . Then, the augmented variational series V A is given by
where T V is the scaling factor that controls the growth of the exponent. The motivation behind augmentation is to bring out small irregularities that exist in an otherwise smoothly vary− ing set of signals [16] . Under the influence of impulsive noise, large absolute differences are produced in the varia− tional series in Eq. (4) . In this case, outliers can be easily identified from the noise−free neighbourhood. However, one difficulty arises when the impulsive intensities are close to the neighbouring intensities. In this case, one of the two possible errors may occur: 1) impulsive pixels can be misin− terpreted as image details and, thus, left unfiltered, or 2) image details are mistaken for impulsive pixels and, thus, being removed. One way to reduce both types of errors is to amplify any irregularities in the variational series, at the same time, small intensity fluctuations are kept minimal or possibly neutralize. This goal is accomplished using the Huber influence function in Eq. (5). Appropriately, an expo− nential function, like the one in Eq. (6) , is used to augment (or attenuate) the variations modelled by the Huber influ− ence function. Careful selection of the scaling factor T V keeps V A (m) bounded in the dynamic range [0, e Tv -1] .
Based on the augmented variational series, we segment N S into clusters that are made up of pixels with similar geo− metric and radiometric features. The z−th cluster
segments N S (n) according to
where C(z) is the set of pixel samples in the z−th cluster and T C is the predefined clustering threshold. Initially, z = 1 and C(1) contains its fixed member N S (1), e.g., C(1) = {N S (1)}. Then, the condition in Eq. (8) is evaluated. If V A (m) > T C , a new (z + 1)−th cluster is formed and the subsequent (n + 1)−th sorted neighbour gram member falls into the new (z + 1)−th cluster, e.g.,
The clustering process is repeated by incre− menting m and n until m = (2L + 1) 2 -2 and n = (2L + 1) 2 -1.
At the end of the clustering, we have adaptively segmented N S into clusters that are roughly representative of the under− lying local data structure. Besides, any outliers correspond− ing to impulsive noise will be isolated with an appropriate choice for T C . Then, we may perform effective smoothing by selectively exploiting only the pixels from the cluster that represents the dominant feature in the local kernel. With respect to bilateral filtering, our proposed cluster− ing algorithm maps the pixel data into a much higher dimen− sional space after the clustering takes place. That is to say, the clustered pixels can be associated with the spatial and radiometric weights (as is the case for bilateral filtering). As such, we generalize the spatial similarity kernel as
where D(i+k, j+l) and s S are the spatial similarity measure and smoothing parameter, respectively. In this framework, we refrain from diverting much attention to the open prob− lem of better D(i+k, j+l). It has been shown in Refs. 2 and 7 that the computationally simple weighted Euclidean (L 2 −norm) distance metric can produce satisfactory smoo− thing, e.g.
The L 2 −norm metric works well in this case because it matches the statistical distributions of additive noise. Con− sequently, we can rewrite Eq. (9) as the conventional Gaussian kernel
exp ( The spatial similarity kernel S(i+k, j+l) decreases the influence of distant pixels that are located farther away from the centre pixel, while s S (also called the spatial "band− width") controls the spread of the footprint formed by
S(i+k, j+l).
Recall that the clustered pixels are segmented based on the sorted neighbouring pixel intensities in the local kernel W, e.g., the set N S . During the sorting operation, the spatial information related to each pixel is lost. Therefore, the spa− tial weights S(i+k, j+l) associated with each pixel location in W must be "vectorially" indexed to their corresponding clustered pixel intensities. We denote this vectorized index− ing operation on S with respect to N S as
Without losing any generality, we briefly discuss this new concept 1 Without ignoring the correlation between spatial posi− tions of the pixels and their gray values, we adopt a radio− metric similarity measure to take into account the actual intensities of pixels. Based on the clustered pixels, we cap− ture this concept by introducing our radiometric similarity kernel as
where μ(z) and s R are the mean intensity of the z−th cluster and the radiometric smoothing scalar, respectively. R(n) is a term used for penalizing the radiometric differences between the sorted neighbouring pixel intensities N S (n) and the mean intensity μ(z), which represents the local feature, of their corresponding cluster. Concurrently, s R controls the strength of this penalty. Because the mean can be very sensitive to noise, using it as a robust estimator of location must be done carefully. From a statistical standpoint, the mean estimator can be biased towards any extremal values present in the data set. This argument applies to the weighted averaging operation in bilateral filtering and, thus, accounts for its failure to remove impulsive noise. However, our bilateral clustering approach provides us with a platform that allows us to selec− tively use relevant pixels for smoothing, while outliers can be effectively scrapped. From an extensive experimenta− tion, we assume that pixels that made up the local dominant feature in the window W can be segmented into the largest cluster, C L , with μ CL as its mean intensity representing the statistics of the local dominant feature. Under this assump− tion, R(n) can be recasted as:
Subsequently, the restored pixel y(i, j) is estimated as
We note that Eq. (15) retains the general form of bilat− eral filtering. Interestingly, if we let T C ® ¥ (e.g., only a single cluster exists) and replace μ CL in Eq. (14) with x(i, j)
which is nothing but the recently well−studied and popular− ized bilateral filtering. Here, we demonstrate that the pro− posed bilateral clustering approach can be used as a tool for the generalization of bilateral filtering; said another way, we establish the relation of our proposed framework with the BF in Ref. 5 . We demonstrate that the BF is a special case of the generic bilateral clustering approach, in which the clus− tering threshold T C becomes very large (e.g., T C ® ¥) and the radiometric similarity reference is the centre pixel x(i, j). On the contrary, the more elaborate and complex radiomet− ric similarity reference, which is defined by an offset func− tion, was used in our earlier work in Ref. 16 for improving the gradient of edge profiles in blurred and mildly noisy images. We further note that the restoration process in Eq. (15) utilizes pixel data from the largest cluster C L because effective smoothing of noisy image data requires sufficient number of pixel samples from the local neighbourhood as compared to the case of image deblurring or sharpening in Ref. 16 . On the other hand, our earlier work in Re. 16, which essentially deals with noise−free pixel data, uses the dominant cluster that contains the local image structure for restoration in order to enhance selectively the relevant local information. The choice of radiometric similarity reference and the selection of clusters for restoration primarily distin− guish the differences between the proposed filter and the one in Ref. 16 , albeit both methods share the same bilateral clustering background. Additionally, the proposed method is formulated in a different fashion from the one in Ref. 16 by using a generalized model that demonstrates the univer− sal characteristics and robustness of the bilateral clustering approach in the image restoration (e.g., denoising, deblur− ring, sharpening, etc.). A brief comparison between the BF and the proposed method indicates that we use the mean of the largest cluster μ CL as the radiometric similarity reference in Eq. (14) instead of the noisy centre pixel x(i, j) when computing the radiometric weights. The result is an equivalent footprint with high accuracy in modelling the underlying local image structures. A few such footprints representing a variety of local features (e.g., corner, edge, flat, and texture) are shown in Fig. 1 . We observed that our proposed method has smaller equivalent footprints at patches containing edge, corner, and texture, whereas its footprint is almost as large as the one of the BF in flat region. Furthermore, by contrast− ing the intensity of each pixel with μ CL in Eq. (14) , the pixel intensities in the local window W are redistributed towards the local dominant feature upon restoration. Figure 3 further illustrates this viewpoint using the histogram and a 3−D pro− file as a means to compare the outcome in smoothing between the BF and the proposed method. Clearly, the noise pixel intensities are compressed towards the mean intensity μ CL in our proposed scheme. We further note that our earlier assumption that states the largest cluster C L to contain the local dominant feature in kernel W is a valid one since μ CL is approximately situated at the center of the highest pixel concentration region in the histogram.
By capitalizing on the advantages of the bilateral clus− tering approach, we make improvements to the conven− tional bilateral filtering. As we have shown, we effectively suppress outliers by segregating the impulsive pixels into Opto−Electron. Rev., 20, no. 4, 2012 K.K.V. Toh Fig. 3 . Effect on smoothing using bilateral w R and proposed R radiometric similarity kernels. Note that s S = 5 and s R = 15 in both cases.
separate clusters, whereas pixels carrying pertinent local feature information are segmented into a single cluster. The bilateral clustering approach also enables the selection of an adaptive radiometric similarity reference that produces foot− prints that are highly descriptive of the local structural infor− mation. These footprints subsequently improve the accu− racy of the denoised estimate. Moreover, our proposed bilat− eral clustering approach discards redundant weights, which are meaningless for smoothing purposes, and this reduces the overall computational load while increases the runtime efficiency of the proposed filter. The performance of the proposed method is demonstrated next.
Simulation results and discussions
In this section, we provide the simulation results using the proposed filter to authenticate our claims made in the previ− ous sections. These results show the excellence and useful− ness of the proposed method for diverse applications.
Simulated denoising performance
In order to establish the soundness of the proposed method, we perform extensive simulations by artificially inflicting impulsive, additive, and the mixture of both noise on a set of 100 512×512 test images.
In an attempt to demonstrate fur− ther the robustness of the proposed method, we employ our filter to perform deblocking of compressed images. The simulation results obtained by our proposed method are compared with five other techniques, which can be consid− ered as the state−of−the−art denoising methods, namely, BF, switching bilateral filter (SBF) [6] , trilateral filter (TF) [14] , adaptive kernel−based semi−parametric regularization filter (KSRF) [15] , and including our seminal work on bilateral clustering in Ref. 16 , the locally adaptive bilateral clustering filter (LABCF) 2 . The performances of these filters are eval− uated based on the peak−signal−to−noise ratio (PSNR) and mean average−error (MAE) image quality assessment met− rics. The MAE, which accounts for the detail−preserving characteristics of a filter, is used to complement the PSNR quality metric that only appraises the differences between the restored and original images, mainly in terms of the fil− ter denoising capacity. As a measure for the filter complexity, we also present the runtime taken for each filter to perform its denoising task. The runtime measure is of a paramount impor− tance when applications, especially consumer−related image−based products, are concerned as the runtime is one of the key points often overlooked in a design of noise filters. The parameters of the filters used for a comparison are configured as follows. For BF, a 3×3 window with s s = 1. 2, 1, 1, 1, 0), μ 0 = 0.1, v = 3, l = 1, s = 3, c = (1, 1, 1, 1, 1,  1) , vector N takes the values (5, 5, 5, 5, 5, 5), (5, 5, 5, 7, 7, 7), (7, 7, 7, 7, 7, 7), (7, 7, 7, 9, 9, 9) , and p is (0.1, 0.1, 0.1, 0.1, 0.2, 0.2) for images with less fine details, and (0.2, 0.2, 0.1, 0.1, 0.2, 0.4) for images that are rich in details. For TF, N = 2, s I = 40, s J = 50, s s = 5 is used for additive noise removal and s s = 0.5 is used for impulsive noise filtering, and s r = 1.0 or it is set to be twice the standard deviation of the added additive noise.
In the first set of experiments, we separately injected three types of impulsive noise models, namely, the salt−and− −pepper (SNP), the uniform (UNIF) impulse, and the mixed (MIX) impulse (see Ref. 7 for detailed discussion on each model) noise on the test images with the impulsive intensi− ties r ranging from 5% to 15% in 5−% noise steps. These noisy images are denoised using the aforementioned filters. The overall restoration results are compared and shown as the bar plots of average PSNR, MAE, and runtime in Fig. 4 . Figures 5 to 7 show the enlarged version of the filtered images for three different test images, namely, "Lena," "House," and "Statue," respectively, altogether with their original and noisy counterparts used in this experiment. As [16] , (e) SBF [6] , (f) KSRF [15] , (g) TF [14] , and (h) the proposed filter. [16] , (e) SBF [6] , (f) KSRF [15] , (g) TF [14] , and (h) the proposed filter.
expected, the BF yields the poorest restoration results for impulsive denoising. This is followed by the LABCF, in which its restored images contain small patches of closely knitted impulsive pixels. However, the poor performance of the LABCF is not surprising because it is not designed to handle impulsive noise. On the other hand, the SBF re− moves impulses as well as the fine image details, whereas a fair amount of impulsive noise remained in the filtered images of the KSRF. On the contrary, the proposed filter produces the best restoration results, in which impulses are successfully suppressed and fine image details are well pre− served. The visual results shown in Figs. 5(h), 6(h) and 7(h) clearly endorse the outstanding numerical results presented in Fig. 4 . In our second experiment set up, we independently added additive white Gaussian and uniform noise onto the set of 100 test images with the noise standard deviations (s g and s u , respectively) ranging from 5 to 15 units per 5−unit step size. The aforementioned filters are employed to de− noise these images, and the quantitative restoration results are produced in Fig. 8 as the bar plots of average PSNR, MAE, and runtime. As for qualitative comparison, two of the 100 test images, "Cameraman" and "Barbara," are cor− rupted with additive white Gaussian and uniform noise, as shown in Figs. 9(b) and 10(b) , respectively. Their denoised images are reported in Figs. 9(c) to 9(h) and Figs. 10(c) to 10(h), respectively. For the case of additive white Gaussian noise, the proposed filter offers better smoothing at flat regions of the "Cameraman" image. Therefore, the pro− posed filter excels in terms of PSNR and MAE with a rela− tively fast runtime. The average results in Fig. 8(a) [16] , (e) SBF [6] , (f) KSRF [15] , (g) TF [14] , and (h) the proposed filter. Fig. 8 . Comparison of average PSNR, MAE, and runtime for addi− tive noise filtering using BF [5] , LABCF [16] , SBF [6] , KSRF [15] , TF [14] , and proposed filter.
son, except for one anomaly when the noise standard devia− tion is s g = 5, in which the BF has a slightly higher average PSNR than the proposed filter. Here, the mechanism of the BF that uses all pixel in the local window W for the weighted averaging process has better smoothing power on lower dosage (e.g., s g £ 5) additive white Gaussian noise as compared to the proposed method that selectively uses rele− vant pixels in W. The BF has more samples than the pro− posed method in the weighted averaging process. However, for highly corrupted images (i.e., s g > 5), the proposed filter is more effective in removing the additive noise in images because corrupted pixels are effectively isolated to avoid biasing the weighted averaging process. Similarly, this argument applies to the case of additive uniform noise. Although the BF yields slightly better average PSNR and MAE as compared to the proposed method in Fig. 8(b [16] , (e) SBF [6] , (f) KSRF [15] , (g) TF [14] , and (h) the proposed filter. [16] , (e) SBF [6] , (f) KSRF [15] , (g) TF [14] , and (h) proposed filter.
visual comparison of the filtered images using the BF and the proposed method in Figs. 10(c) and 10(h), respectively, does not reveal any perceivable differences. In any case, the proposed method consumes only a fraction of the runtime of that of the BF. Overall, the proposed filter remains competitive, both qualitatively as well as quantitatively, as compared to the LABCF, SBF, KSRF, and TF. We set up a third controlled simulated experiment by considering a more extreme situation where the 100 test images are contaminated with a mixture of additive and impulsive noise. To be specific, we repeat the second exper− iment except that the noisy images are now simultaneously superimposed with the MIX impulse noise as in the first experiment. The restoration results for additive white Gaussian plus MIX noise and additive uniform plus MIX noise are presented in Figs. 11 and 12 , respectively. Figure  13 (a) shows the original "Building" image and its noisy ver− sion, which is corrupted with additive white Gaussian plus MIX noise, is shown in Fig. 13(b) . Similarly, the original "Goldhill" image in Fig. 14(a) is contaminated with additive uniform plus MIX noise, as shown in Fig. 14(b) . The restored "Building" and "Goldhill" images are qualitatively compared in Figs. 14(c) to 14(h) and Figs. 13(c) to 13(h) , respectively. Again, it can be observed that the BF fails to Comparison of average PSNR, MAE, and runtime for addi− tive white Gaussian plus impulsive MIX noise filtering using the BF [5] , LABCF [16] , SBF [6] , KSRF [15] , TF [14] , and proposed filter. Fig. 12 . Comparison of average PSNR, MAE, and runtime for addi− tive uniform plus impulsive MIX noise filtering using the BF [5] , LABCF [16] , SBF [6] , KSRF [15] , TF [14] , and proposed filter.
remove the portion of the impulsive noise that significantly damages the appearance of the restored images. Similarly, a small amount of highly visible impulsive noise remained in the restored images of the LABCF and KSRF. The SBF and TF over−smooth the noisy images and, thus, their fil− tered images appear blurry. Regardless of the severity of the corrupted images, the proposed method excels in recovering [16] , (e) SBF [6] , (f) KSRF [15] , (g) TF [14] , and (h) proposed filter. [16] , (e) SBF [6] , (f) KSRF [15] , (g) TF [14] , and (h) the proposed filter.
Finally, the proposed method is applied to remove com− pression artifacts as a result of lossy compression. In this experiment, the set of 100 test images are compressed using the JPEG compression routine with the quality parameter Q varies from 5 to 15 in a 5−unit step size 3 . The restoration results are presented as bar plots of average PSNR, MAE, and runtime in Fig. 15. Figures 16(a) and 16(b) show part of the original "Pepper" image and its Q = 15 compressed ver− sion, respectively, while the restored images are shown in Figs. 16(c) to 16(h) . The ability of the proposed filter in grouping pixels of similar local feature allows it to remove most of the noticeable distortion with less "checker−board− ing" in the filtered image. The soft edge between two block− ing artifacts is not considered as a border separating two regions, but the proposed method treats them as a single region with varying degree of smoothness from a similar local feature. Therefore, the weighted averaging process eventually smoothes the "watermarked edges" of the block− ing artifacts, and the fluctuations in intensity between two or more blocks are eliminated during the clustering process using signal augmentation. This argument also explains the good deblocking performance of the LABCF, which shares a similar bilateral clustering framework as the proposed method, and it is numerically ranked second in deblocking compression artifacts.
Note that the average runtime of the KSRF is not inclu− ded in the bar plots of Figs. 4, 8, 11, 12 , and 15. The exclu− sion of the KSRF's average runtime is to avoid impinging the scale of the bar plots because the average runtime con− sumed by the KSRF filter is in the order of 10 3 s (or higher), whereas the average runtime of the remaining filters are less than 10 s. All the simulations in the reported experiments are carried out using a Dell laptop with 1.66 GHz Centrino Duo processor. Generally, the KSRF filter takes up to 10 4 s in restoring a 512×512 corrupted image. On the contrary, the average runtime taken by the proposed filter does not exceed 0.40 s when applied to denoise corrupted images of size 512×512, even when tested under stringent noisy envi− ronment. Remarkably, the average runtime consumed by Comparison of average PSNR, MAE, and runtime for deblocking compression artifacts using BF [5] , LABCF [16] , SBF [6] , KSRF [15] , TF [14] , and proposed filter.
the proposed filter is lower than that of the simpler BF. This feat is not surprising because the clustering mechanism in the proposed method eliminates any unnecessary computa− tion of the spatial and radiometric weights. Moreover, it is observed that the runtime of the BF becomes increasingly slow when the size of the local window grows larger (e.g., L increases). Overall, the proposed filter outperforms other filters across a wide range of noise manifestations with a relatively fast average runtime. The fast runtime is in line with state−of−the−art digital camera or scanner design whereby automatic image pre− −processing or "on−the−spot" post−processing requires spe− edy algorithm for fast response in user interface. At a time when camera design employs several filters, each targets a specific noise model, to restore a noisy captured image, the capability of the proposed filter in handling different noise models simplifies the entire design workflow for real implementation 4 . Although our method already has low complexity with practically fast runtime, it should be noted that the implementation of the proposed method could be easily parallelized to take advantage of modern multicore processors. This could be done because the last two stages of the proposed approach, namely, the computation of spa− tial and radiometric similarity kernels, can be implemented as separate threads and performed independently after clus− tering. This is an additional advantage of our method when implemented as digital photography editing and/or enhan− cement software.
Real denoising applications
In this set of examples, we apply the proposed method to remove real noise from images obtained by using consumer digital cameras. In addition to runtime comparison, we visu− ally compare our filtering results based on visual inspection, which is a reasonable indicator of superior performance in the absence of the ground−truth (original) image.
We first perform denoising for an image captured using a 14.1−megapixels Canon SD3500−IS digital camera. Due to low−light condition, the scarce supply of photons reaching the image sensors generates noise in the captured image. An increase in the depth−of−field (DOF), e.g., the "sharper" the object appears from the background, will produce even noisier image. For example, the noise scattered across the objects in Fig. 17 is highly more visible than the dark back− ground [see Fig. 17(b) ] because the objects are in−focus when the image is captured. In this case, the KSRF and TF do not produce any convincing smoothing on the noisy image as noises are visibly present in their filtered images in Figs. 17(f) and 17(g), respectively. The BF and SBF over−smooth the noisy image and dam− age the edges and textures of objects in Figs. 17(c) and 17(e), respectively. On the other hand, the proposed method in Fig. 17(h) produces a smoother restored image as com− pared to that of the LABCF in Fig. 17(d) . Moreover, the proposed filter consumes the lowest runtime on top of its appealing filtered image.
In our second example on real denoising, we apply our method to remove noise from image captured by a low−reso− image. Filtered images using: (c) BF [5] , (d) LABCF [16] , (e) SBF [6] , (f) KSRF [15] , (g) TF [14] , and (h) the proposed filter.
lution (3.2 megapixels) camera phone. The noisy image, which is captured using a built−in camera of the Black− Berry® Bold 9000 cell phone, is shown in Fig. 18(a) , while its enlarged version is illustrated in Fig. 18(b) . The limited resolution in camera phone introduces tiny "squarish" arti− facts in the captured image. The small camera lens causes distortion that further limits the image resolution, and at the same time amplifies noise. These limitations prevent fine details and textures of the real scene being recorded clearly. The noisy captured image is then denoised using the BF, LABCF, SBF, KSRF, TF, and the proposed filter. Obvi− ously, the BF and SBF significantly blur the restored images in Figs. 18(c) and 18(e), respectively. Although the KSRF and TF reduce the "squarish" artifacts, they do not have any significant denoising effect on the noisy image as noise is still noticeable in the filtered image in Figs. 18(f) and 18(g), respectively. The LABCF suppressed the tiny "squarish" artifacts, but its sharpening capability roughens the surface of the graphemic letters. Conversely, the proposed method renders excellent noise attenuation resulting in the fastest runtime while preserving the natural appearance of the fil− tered image in Fig. 18(h) . Given the affinity between the LABCF and the proposed method, a hypothetical but tangi− ble solution to reduce the blurriness induced by the pro− posed method is to combine the LABCF with the proposed method because the LABCF's deblurring mechanism could complement the denoising component of the proposed filter.
Selection of parameters
For the denoising experiments in Sect. 3.1, we select L = 1 for the additive noise filtering and compression artifacts re− moval, and L = 2 for the impulsive noise and mixed noise filtering. We expand the local window support size and en− large the neighbourhood in order to minimize the L 2 risk in smoothing when the amount of noise present in the image is high [2] . In general, we found out from the experimentation that T 1 , T 2 , T V , and T C should never be outside of the range of [5, 45] , respectively. Intuitively, the performance of the proposed filter can be further improved if the parameters can be made locally varying, e.g., they can be adaptively tuned to remove the precise amount and type of noise pres− ent in the local window. However, such an ideal solution will be time−consuming and the best way to do this is not immediately clear. As a robust fit, we simply let T 1 = 15, T 2 = 200, T V = 6, s S = 0.7, and s R = 30 to achieve satisfactory denoising performance in Sect. 3.1. Fortunately, the choice of parameters can be easily selected for an optimal perfor− mance in the real denoising applications. Here, we take L = 1, T 1 = 5, T 2 = 250, T V = 4, T C = 7, s S = 0.5, and s R = 15 for the examples shown in Sect. 3.2. Furthermore, it is suffi− cient to use a set of fixed−valued parameters in order to reduce the computational burden in real−world applications [16] . Specifically on the proposed clustering, the number of clusters formed depends on the choice of T C . We use a smaller threshold (e.g., T C £ 10) if the noise is impulsive in nature, and we choose T C to be sufficiently large (e.g., T C ® ¥) when the noise is additive. The reason for a smaller T C is to discriminate exhaustively impulsive pixels from the nonimpulsive ones. Meanwhile, we select a larger value for T C to enhance the smoothing effect by increasing the num− ber of members in the largest cluster C L . Moreover, it is worth mentioning that the s S and s R have properties similar to those used in the bilateral filtering, which have been [5] , (d) SBF [6] , (e) KSRF [15] , (f) TF [14] , and (g) the proposed filter.
widely studied and well understood in the contemporary lit− erature. 
Conclusions
In this paper, we proposed a novel framework for image denoising based on the bilateral clustering approach moti− vated from our previous work that partially exploits the advantages of signal augmentation and bilateral filtering. We analyzed the bilateral clustering approach in depth and we showed that the popular bilateral filtering is a special case of our proposed method through a generalized mathe− matical model. In an unsupervised fashion, our proposed method is capable to handle realistic noise models including those from real applications and, therefore, it can be regarded as a universal noise filter. Extensive simulations attested its excellent denoising results and detail−preserving capability over some state−of−the−art noise filters. In addi− tion, our proposed method has the luxury of fast runtime and simplicity in implementation, which are important criteria that demonstrate its feasibility for image−based applications. Moving forward, we envision extending the use of this framework to address other image restoration problems, such as super−resolution.
