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Abstract. Magnitude homology of graphs is introduced by Hepworth and Willerton in [1]. Magnitude
homology of arbitrary metric spaces by Leinster and Shulman in [2]. We verify that the Ku¨nneth and
Mayer-Vietoris formulas proved in [1] for graphs extend naturally to the metric setting. The same is done
for the notion of diagonality, also originating from [1]. Stability of this notion under products, retracts,
filtrations is verified, and as an application, it is shown that median spaces are diagonal; in particular,
any Menger convex median space has vanishing magnitude homology.
Acknowledgements. Victor Chepoi for making the content of Proposition 5.1 known to us.
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1 Introduction
These notes have two somewhat distinct purposes.
For the first, after remarking that median graphs have diagonal magnitude homology1, one is led to
wonder if the same could be said of median metric spaces. The first obvious obstacle to an affirmative
answer is the fact that diagonality is a concept that only makes sense for graphs, but after reinterpreting
what it means to be diagonal and restating that in the metric language, the question can be asked again.
By verifying stability properties for diagonality and using an equivalence between finite median metric
spaces and finite median graphs, one is finally led to a positive answer.
The second is the verification that the Ku¨nneth and Mayer-Vietoris formulae for graph magnitude
homology do indeed work in the metric setting (with appropriate adaptations). This is essentially doing
the grunt work of going through the proofs of [1] and checking that everything said of graphs still makes
sense for metric spaces, and adapting arguments when needed.
While writing these notes, we remarked that once betweenness2 is defined, most arguments can be
worked-out without appealing to either notion of length or distance, instead relying only on betweenness.
1That is, the graded homology group MHl
k
(•) vanish when k 6= l.
2y is between x and z if d(x, y) + d(y, z) = d(x, z).
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Thus, we strove to make this reliance on betweenness as apparent as possible, while de-emphasising the
length grading.
We now briefly introduce our working definitions; more motivation is to be found in [1] and [2].
1.1 Metric Spaces
We consider only classical3 metric spaces for simplicity’s sake, although we expect everything said below
to hold when infinite distances are allowed. Sequences of points in X are written using pointy brackets
x = 〈x0, . . . , xk〉. If consecutive elements are different (∀0 ≤ i < k : xi 6= xx+1), we call such a sequence
a (k-)path . The length l(x) of a k-path x = 〈x0, . . . , xk〉 is defined as:
l(x) :=
k−1∑
i=0
d(xi, xi+1).
Given two points x, y ∈ X , we say that a third point z ∈ X lies between them if
d(x, y) = d(x, z) + d(z, y).
In other words, z realises the triangle inequality. If furthermore z 6= x, y, we say that z lies strictly
between x and y. We write [x, y] for the points between x and y and ]x, y[ those strictly between. We
call [x, y] and ]x, y[ intervals for obvious reasons. A k-path x is saturated if each strict interval ]xi, xi+1[
is empty. A metric space is Menger convex if no strict interval is empty.
A map f : X → Y between metric spaces is non-expanding (or 1-Lipschitz) if for all x, x′ ∈ X , we
have
d(fx, fx′) ≤ d(x, x′).
A subset A of a metric space X is convex if for all a, b ∈ A, the interval [a, b] in X is contained in A;
in other words, any point between points of A is in A. Note that this definition is stronger than the one
found in [1] for graphs.
If X is a set and A is a net, we call a filtration (Uα)α∈A a sequence of subsets of X with
⋃
α Uα = X
and such that for any α ≤ β, we have Uα ⊆ Uβ.
If Y is a subspace of X , a retraction of X onto Y is a 1-Lipschitz map f : X → Y satisfying f |Y = IdY .
1.2 Graphs
We view graphs as metric spaces with distance valued in N and induced by edges. A 1-Lipschitz map is
therefore a map from vertices to vertices that either leaves edges intact or collapses them. Since we do
not work with infinite distances, we assume our graphs connected.
When considering a subset of vertices of a graph, the distance on this subset is the restriction of
the original distance to the subset, not the induced distance. In particular, subset of vertices are not
interpreted as subgraph.
Since our working definitions differ from the ones in [1], some care has to be taken.
1.3 Magnitude Homology
Definition 1.1 (Magnitude complex). Let X be a metric space. The magnitude complex of X is the
chain complex whose k-th module is:
MCk(X) := Z{x : a k-path in X}
(the free abelian group on the set of all k-paths in X) and with boundary map
∂k :=
k−1∑
i=1
(−1)i∂k,i : MCk(X)→ MCk−1(X),
where ∂k,i is defined as:
∂k,i〈x0, . . . , xi, . . . , xk〉 :=
{
〈x0, . . . , x̂i, . . . , xk〉 if xi is between xi−1 and xx+1;
0 otherwise.
3The distance function is non-degenerate, R≥0-valued symmetric and satisfies the triangle inequality.
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We will write MZk(X) for the kernels and MBk(X) for the images of ∂ respectively, so that magnitude
homology becomes
MHk(X) = MZk(X)/MBk(X).
The magnitude complex enjoys a grading on R≥0 by letting MClk(X) be spanned by the k-paths of length
l.
A non-expanding (1-Lipschitz) map f : X → Y induces a morphism of magnitude complexes by
letting:
MCk(f)〈x0, . . . , xk〉 :=
{
〈fx0, . . . , fxk〉 if l〈fx0, . . . , fxk〉 = l〈x0, . . . , xk〉;
0 otherwise.
Thus, MC∗(•) defines a functor from the category of metric spaces with non-expanding maps to the
category of Z-modules with R≥0-grading. When a length l is fixed, the associated groups are written
MCl∗(•),MH
l
∗(•), etc. In the case of graphs, the length of any path is necessarily integer; it is then easily
seen that for non-integer length l ∈ R≥0, the groups MHl∗(•) vanish.
The following definition of diagonality of graphs is made in [1]:
Definition 1.2 (Diagonality, [1, Section 1.3]). A graph X is diagonal if MHlk(X) = 0 for all k 6= l.
This definition is very natural in the case of graphs, and enjoys many stability properties, as can be
seen in [1]. In Section 4, we propose a generalization to the metric setting.
Remark 1.3 (On length). In the remainder of these notes, we will try to de-emphasise the “length grading”
of magnitude homology. On one hand, the graded versions can in all cases at hand be recovered easily.
On the other, the homogenisation obtained by forgetting about length allows both leaner formulations
of the main results (Ku¨nneth, Excision, Diagonality) and gives us more flexibility. In particular, when
proving diagonality of median spaces, we make use of the equivalence between finite median spaces and
finite median graph in terms of betweenness; this wouldn’t work while trying to preserve length.
In short, it seems to us that the notion of betweenness plays a more important role than length itself
in magnitude homology.
The part where length is important is in the definition of induced maps in magnitude for 1-Lipschitz
maps. It is unclear to us how this definition could be translated to a length-free one.
2 Median Graphs
Definition 2.1 (Median graphs). A graph X is said to be median if, for any three pairwise distinct
points x, y, z, the intersection [x, y] ∩ [y, z] ∩ [x, z] consists of a single point, written m(x, y, z).
In this section, and as preparation for the next ones, we prove the following:
Proposition 2.2. Median graphs are diagonal (in the sense of Hepworth and Willerton).
The following beautiful characterisation of median graphs, due to Bandelt, will be crucial in the
sequel:
Theorem 2.3 ([3, Theorem 2]). Median graphs are precisely the retracts of hypercubes.
Note that in the above, no restriction on cardinality is imposed.
We now only need three simple properties of diagonality, whose proofs we will not linger on, since
generalisations will come in Section 4.
Proposition 2.4 ([1, Proposition 35]). Cartesian products of diagonal graphs are diagonal.
Proof. By applying the Ku¨nneth formula and noting that diagonal graphs have torsion-free homologies.
See [1, Proposition 35].
Proposition 2.5. Retracts of diagonal graphs are diagonal.
Proof. If f : X → Y is a retraction, it has left inverse the inclusion ι : Y → X , by definition. Functoriality
of MHlk implies that MH
l
k(f) : MH
l
k(X)→ MH
l
k(Y ) is surjective. In particular, MH
l
k being zero outside
the diagonal for X implies the same for Y .
Proposition 2.6. Graphs with filtrations by diagonal graphs are diagonal.
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Proof. Let (Uα)α a filtration of X . Then MZ
l
k(X) =
⋃
αMZ
l
k(Uα) and MB
l
k(X) =
⋃
αMB
l
k(Uα). If for
all α, and k 6= l, MZlk(Uα) = MB
l
k(Uα), then MZ
l
k(X) = MB
l
k(X) and the homology vanishes outside the
diagonal.
We can now proceed with the proof:
Proof of Proposition 2.2. Fix X a median graph and Q a hypercube of which X is a retract. Q has a
filtration by finite hypercubes, which are diagonal (Proposition 2.4); hence so is Q (Proposition 2.6), and
X (Proposition 2.5).
3 Ku¨nneth and Excision
In [1], Hepworth and Willerton described versions of the Ku¨nneth and Excision theorems applying to
magnitude homology of graphs. In [2], Leinster and Shulman, extending magnitude homology to metric
spaces4, asked whether Ku¨nneth and Excision extend to this new setting.
The answer is yes, assuming the right reinterpretations.
Proposition 3.1 (Ku¨nneth formula – metric case). Hepworth and Willerton’s statement and proof of
the Ku¨nneth formula ([1, Theorem 21]) extends verbatim to l1 products of metric spaces.
Beware that in the category of metric spaces and non-expanding maps, the l1 product is not the
categorical product.
Proposition 3.2 (Excision formula – metric case). Hepworth and Willerton’s statement and proof of the
Excision formula ([1, Theorem 29]) extends to so-called gated decomposition with minimal changes. The
same is true for the Mayer-Vietoris theorem.
The “minimal changes” understood above are a bit trickier than simple generalisation. In particular,
the “Metric Excision formula” that we define is not strictly a generalisation of the graph theoretic one
of [1], since the definitions we work with are not themselves generalisations of the ones in [1].
A gated decomposition in metric spaces is essentially the translation of a “projecting decomposition”
into the metric language: A triple (X ;Y, Z) with X = Y ∪Z such that for any point of Z, there exists a
unique so-called projection of this point lying between it and any point of Y ∩ Z. See [4] for details on
gates.
Since our arguments mainly consist in tweaking the original constructions of Hepworth and Willerton,
having a copy of [1] at hand will prove useful!
3.1 Ku¨nneth
If X,Y are metric spaces, we recall that the Cartesian product X × Y is endowed with the l1 metric:
d((x, y), (x′, y′)) := d(x, x′) + d(y, y′).
Which implies that the intervals satisfy the identity:
[(x, y), (x′, y′)] = [x, y]× [x′, y′],
which is the reason for the l1 metric’s appearance in this context. Note also that the l1 product reduces
to the usual Cartesian product in the case of graphs.
Summary of differences. The arguments in [1, Section 8] go through verbatim for proving the
Ku¨nneth formula in the case of metric spaces, since the main ingredient is the notion of betweenness,
which generalises directly from graphs to metric spaces. Our downplaying of length as a grading of
magnitude homology simplifies some expressions by virtue of getting rid of some
⊕
ls and
∨
ls; this is
syntactical. Other than that, we chose to put more emphasis on some arguments that could be suspected
of hiding complications; conversely others that are clearly independent of the metric/graph schism are
only glossed over. In short, our arguments do not provide any new insight, but merely confirm that the
generalisation holds.
We now retrace [1, Section 8] closely, with the metric case in mind.
4among others
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Definition 3.3 (Interleavings, Cross product ([1, Definition 20])). Fix n, l ∈ N and let k = n + l, and
write [k] for the set {0, . . . , k}.
We call a map σ = 〈σh, σv〉 : [n+ l]→ [n]× [l] satisfying
• σ(0) = (0, 0) and σ(n+ l) = (n, l);
• if σ(i) = (a, b), then σ(i + 1) is either (a+ 1, b) or (a, b+ 1),
a staircase path. Write xn, lq for the set of (n, l) staircase paths. A staircase path is just a geodesic from
(0, 0) to (n, l) in the obvious grid. The sign sgnσ of σ is (−1)s, where s is the number of squares “below
the staircase”.
If x is a n-path in X , y a l-path in Y , seen as maps [n]→ X, [l]→ Y (which we will always do) and
σ a staircase path, the interleaving of x and y along σ, is the k-path x
σ
×y defined by x
σ
×y := (x × y) ◦ σ
(with x× y seen as a map [n]× [l]→ X × Y ).
The cross product5 is the morphism of chain complexes:
 : MC∗(X)⊗MC∗(Y )→ MC∗(X × Y ),
sending a tensor x⊗ y to the alternating sum of its possible interleavings:
x⊗ y

7→
∑
σ∈xn,lq
sgn(σ)(x
σ
×y).
As a token of good will, let us check that  indeed defines a morphism of chain complexes. First, we
need some terminology. We visualise a staircase path as an actual (irregular) staircase on the [n] × [l]
grid, going from bottom-left (0, 0) to top-right (n, l), with horizontal coordinate given by x and vertical
by y. Then, any 0 < m < n+ l defines a point σ(m) on the staircase; exactly one of:
A corner: which means that its predecessor and successor differ in both coordinates. There are two
distinct types of corners, looking like p and y respectively.
A flat: which means that σv(m+1) = σv(m) = σv(m− 1) and σh(m) = σh(m− 1)+ 1 = σh(m+1)− 1.
Equivalently, σv(m) has a unique preimage m.
A wall: which means that σh(m+1) = σh(m) = σh(m− 1) and σv(m) = σv(m− 1)+1 = σv(m+1)− 1.
Equivalently, σh(m) has a unique preimage m.
Fix x and y, being n- and l-paths respectively. For any point m, the value ∂m(x
σ
×y) of the interleaving
depends on the type of the point m.
A corner: then one easily sees that (x
σ
×y)m is always between (x
σ
×y)m−1 and (x
σ
×y)m+1, but we do not
need to know more than that.
A flat: then (x
σ
×y)m is between (x
σ
×y)m−1 and (x
σ
×y)m+1 iff x ◦ σh(m) is between x ◦ σh(m − 1) and
x ◦ σh(m+ 1).
A wall: then (x
σ
×y)m is between (x
σ
×y)m−1 and (x
σ
×y)m+1 iff y ◦ σv(m) is between y ◦ σv(m − 1) and
y ◦ σv(m+ 1).
If m is a flat of σ, one can delete the column with coordinate σh(m) and get a new staircase σm̂ in
xk − 1, lq. The sign of σm̂ differs from that of σ by (−1)
σv(m). By the above discussion, one concludes
that:
∂m(x
σ
×y) = ∂σh(m)x
σm̂
× y,
so that, using σv(m) + σh(m) = m:
(−1)m sgn(σ)∂m(x
σ
×y) = (−1)σh(m) sgn(σm̂)∂σh(m)x
σm̂
× y,
Similarly, if m is a wall, σm̂ is obtained by deleting the row with coordinate σv(m), the signs differ by
(−1)n−σh(m), and we obtain:
(−1)m sgn(σ)∂m(x
σ
×y) = (−1)n−σv(m) sgn(σm̂)x
σm̂
× ∂σv(m)y
5but it’s a square!
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Note that whenever we have a flat, the horizontal coordinate changes in two consecutive positions.
Hence flats are characterised by the positions where 0 < i < n has a unique pre-image under the map
σh. Using this knowledge, we can define the following sets. Let
Sh = {(σ, i) : σ ∈ xn, lq and σ
−1
h (i) is a well-defined element}
and similarly
Sv = {(σ, j) : σ ∈ xn, lq and σ
−1
v (j) is a well-defined element}.
Then, one easily sees that the map
xn− 1, lq× {1, . . . , n− 1} → Sh
defined by mapping (τ, i) to (σ, i), where σ is obtained by inserting a flat at position min τ−1h (i), is
bijective. Its inverse is given by (σ, i) 7→ (σ ̂σ−1
h
(i)
, i); similarly for
xn, l− 1q× {1, . . . , l − 1} → Sv.
By definition,
∂(xy) = ∂
∑
σ∈xn,lq
sgn(σ)(x
σ
×y)
=
∑
σ∈xn,lq
sgn(σ)
n+l−1∑
m=1
(−1)m∂m(x
σ
×y).
Consider a given staircase path σ and assume index m of σ is a corner, say p. Then, there is a unique
staircase path σ′m that is equal to σ everywhere except at m, where it is the opposite corner, say y.
Clearly σ and σ′m have opposite sign, and thus will cancel out when mapped through ∂m. It follows that
we can restrict the sum to indices which are not corners:
=
∑
σ∈xn,lq
sgn(σ)
n+l−1∑
m=1
not corner
(−1)m∂m(x
σ
×y)
and since the remaining indices are either flats or walls:
=
∑
σ∈xn,lq
sgn(σ)
 ∑
m∈{1,...,n+l−1}
flat
(−1)m∂m(x
σ
×y) +
∑
m∈{1,...,n+l−1}
wall
(−1)m∂m(x
σ
×y)

=
∑
σ,i∈Sh
(−1)σ
−1
h
(i) sgn(σ)∂σ−1
h
(i)(x
σ
×y) +
∑
σ,j∈Sv
(−1)n+σ
−1
v (i) sgn(σ)∂σ−1v (j)(x
σ
×y)
=
∑
σ,i∈Sh
(−1)i sgn(σ ̂σ−1
h
(i)
)∂ix
σ ̂
σ
−1
h
(i)
× y +
∑
σ,j∈Sv
(−1)j sgn(σ ̂σ−1v (j)
)∂jx
σ ̂
σ
−1
v (j)
× y
and by the decomposition of staircases discussed above:
=
n−1∑
i=1
∑
τ∈xn−1,lq
(−1)i sgn(τ)(∂ix)
τ
×y +
l−1∑
j=1
∑
θ∈xn,l−1q
(−1)n+j sgn(θ)x
θ
×∂jy
By definition, we also have
(∂(x⊗ y)) =  (∂x⊗ y + (−1)nx⊗ ∂y)
=
n−1∑
i=1
(−1)i∂ixy + (−1)
n
l−1∑
j=1
(−1)jx∂jy
=
n−1∑
i=1
∑
τ∈xn−1,lq
(−1)i sgn(τ)(∂ix
τ
×y) +
l−1∑
j=1
∑
θ∈xn,l−1q
(−1)n+j sgn(θ)(x
θ
×∂jy)
so that (∂(x⊗ y)) = ∂(xy) and we have a chain map!
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Proposition 3.4 (Ku¨nneth Theorem ([1, Theorem 21])). The cross product induces a morphism
MH∗(X)⊗MH∗(Y )

→ MH∗(X × Y )
[f ]⊗ [g] 7→ [fg]
which fits into a natural short exact sequence:
0→ MH∗(X)⊗MH∗(Y )

→ MH∗(X × Y )→ Tor(MH∗−1(X),MH∗(Y ))→ 0.
Definition 3.5 ([1, Definition 40]). If X is a metric space, we define the pointed simplicial set M(X) as
having k-simplices the (k + 1)-tuples of points 〈x0, . . . , xk〉 : [k]→ X in X , plus basepoint simplices ptn,
along with face and degeneracy maps defined by:
dk,i〈x0, . . . , xi, . . . , xk〉 :=
{
〈x0, . . . , x̂i, . . . , xk〉 if xi ∈ [xi−1, xi+1]
ptk−1 otherwise,
and
sk,i〈x0, . . . , xi, . . . , xk〉 := 〈x0, . . . , xi, xi, . . . , xk〉,
and on basepoints:
dk,iptk := ptk−1
sk,iptk := ptk+1.
Proposition 3.6 ([1, Proposition 41]). Let X,Y metric spaces. The following map of pointed simplicial
sets:
 : M(X) ∧M(Y )→ M(X × Y )
[x, y] 7→ 〈x, y〉
is an isomorphism.
Let us clarify the notation: x and y are n-simplices of M(X) and M(Y ) respectively, that is, maps
[n]→ X and [n]→ Y respectively. Thus, (x, y) is an element of M(X)×M(Y ), and [x, y] an element of
M(X) ∧M(Y ). Finally, 〈x, y〉 : [n] → X × Y is the “product” of the given maps, hence an element of
M(X × Y ).
Proof. Bijectivity and commutation with degeneracy maps is clear. For face maps, one uses the product
identity for intervals in the l1 product, plus the fact that dk,i(x, y) 6= ptk−1 iff both dk,ix 6= ptk−1 and
dk,iy 6= ptk−1 hold.
Still following [1], given a simplicial set S, the normalised reduced chain complex N∗(S) associated to
X is defined by:
Nk(S) := Z{k-simplices}/Z{degenerate and basepoint simplices},
with boundary map induced by:
∂k =
k∑
i=0
(−1)idk,i.
Since a simplex in M(X) is degenerate iff it has consecutive equal points, the following holds:
Proposition 3.7 ([1, Lemma 42]). Nk(M(X)) and MCk(X) are isomorphic chain complexes.
Proof. MCk(X) is generated by the k-paths in X ; that is, the (k + 1)-tuples of consecutively distinct
points in X . Nk(M(X)) is generated by the non-degenerate non-basepoint simplices of M(X) which
are exactly the k-paths . Thus, the levels are isomorphic. On Nk(M(X)), the boundary is defined as
∂k =
∑k−1
i=1 (−1)
i
dk,i, and since dk,i sends a simplex x to a basepoint iff xi /∈ [xi−1, xi+1], dk,i sends x to
zero at the level of chain maps, which shows that the boundary maps agree.
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From now on, we will identify Nk(M(X)) with MCk(X).
Remember that given a simplicial set S, there exists, for any n, a natural bijection:
s(•) : Mor(∆[n], S)↔ Sn,
where ∆[n] is the canonical n-simplex. This bijection is obtained by sending a morphism f : ∆[n] → S
to the image through f of the single non-degenerate n-simplex Id : [n]→ [n] in ∆[n].
If σ = 〈σh, σv〉 is a (k, l)-staircase, σ defines a morphism of simplicial complexes:
σ∗ : ∆[k + l]→ ∆[k]×∆[l],
by sending a face f : [n] → [k + l] of ∆[k + l] to the pair of faces (σh ◦ f : [n] → [k], σv ◦ f : [n] → [l])
in ∆[k]×∆[l]. Finally, if x and y are simplices in S and T respectively, they are naturally associated to
morphisms s(x) : ∆[k]→ S, s(y) : ∆[l]→ T , so that one has a morphism:
s(x) × s(y) : ∆[k]×∆[l]→ S × T.
Given pointed simplicial sets S, T we now define the reduced Eilenberg-Zilber map.
∇N : N∗(S)⊗N∗(T )→ N∗(S ∧ T )
x⊗ y ∈ Nk(S)⊗Nl(T ) 7→
∑
σ∈xk,lq
[s−1((s(x) × s(y)) ◦ σ∗)]
where [•] : S × T → S ∧ T is the collapsing map.
The following abstract property of ∇N is proved in [1]:
Proposition 3.8 ([1, Proposition 43]). ∇N is a quasi-isomorphism.
Let us now concretely describe the map ∇N in the case at hand: Fix generators x ∈ Nk(M(X)) and
y ∈ Nl(M(Y )). Seen as a simplex of M(X), we have
x : [k]→ X
and through the identification “simplex”↔“morphism”, as
s(x) : ∆[k]→ M(X)
(φ : [n]→ [k]) ∈ ∆[k]n 7→ (x ◦ φ : [n]→ X) ∈M(X)n,
and similarly for y. Thus, the composite
(s(x)× s(y)) ◦ σ∗ : ∆[k + l]→ M(X)×M(Y )
is defined as
(φ : [n]→ [k]) ∈ ∆[k + l]n 7→ ((x∗ × y∗) ◦ σ∗)φ ∈M(X)×M(Y )
= (x ◦ σh ◦ φ, y ◦ σv ◦ φ),
and passing back from morphism to simplices (evaluating at Id : [k + l]→ [k + l]), the result is simply
(x ◦ σh ◦ Id, y ◦ σv ◦ Id) = (x ◦ σh, y ◦ σv) ∈M(X)k ×M(Y )l.
Proposition 3.9 ([1, Proof of Theorem 21]). The cross product
 : MC∗(X)⊗MC∗(Y )→ MC∗(X × Y )
is a quasi-isomorphism.
Proof. We consider the following chain of maps:
MC∗(X)⊗MC∗(Y ) ∼= N∗(M(X))⊗N∗(M(Y ))
∇N
→ N∗(M(X) ∧M(Y ))
N∗()
∼= N∗(M(X × Y ))
∼= MC∗(X × Y ).
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All but ∇N are isomorphisms, and ∇N is a quasi-isomorphism; the composite is therefore a quasi-
isomorphism. By following along a generator x⊗ y ∈MCk(X)⊗MCl(Y ), one has
x⊗ y
=
7→ x⊗ y
∇N
7→
∑
σ∈xk,lq
sgn(σ)[(x ◦ σh, y ◦ σv)]
Nk+l()
7→
∑
σ∈xk,lq
sgn(σ)[(x × y) ◦ σ]
=
7→
∑
σ∈xk,lq
sgn(σ)[(x × y) ◦ σ] = xy.
and the composite is really just the cross product.
Proof of Proposition 3.4. Applying the algebraic Ku¨nneth formula to MC∗(X) and MC∗(Y ) yields a short
exact sequence
0→ MH∗(X)⊗MH∗(Y )→ H∗(MC∗(X)⊗MC∗(Y ))→ Tor(MH∗−1(X),MH∗(Y ))→ 0,
and by the above, the middle term is isomorphic, through H∗(), to MHk(X × Y ). Naturality follows
from naturality in the algebraic Ku¨nneth formula and that of the cross product.
Note that the “length aware” sequence in [1] can easily be recovered by fixing l in H∗(MC∗(X) ⊗
MC∗(Y )).
3.2 Excision
Definition 3.10 (Gated sets). Given a metric space X , a subset A of X is said to be gated if for any
x ∈ X , there exists some ax ∈ A such that ax is between x and any a ∈ A. The point ax is called a gate
between x and A.
Gated sets enjoy, among others, the following properties; see [4].
Proposition 3.11 ([4, pp. 114,112, 115 respectively]). • Gated sets are convex.
• For any x and gated A, there exists a unique gate ax.
• The map x 7→ ax is non-expanding, and is the identity on A.
From now on, we write π : X → A for the map sending x to ax. Note that by the above, π is a
retraction from X to A.
Summary of differences. Similarly as in the proof of the Ku¨nneth formula, the proofs of excision
and Mayer-Vietoris in [1] essentially generalises without trouble, yet some care is warranted: This is
mainly because the notions of convexity and subgraphs used in [1] do not exactly agree with our metric
definitions. In particular, it is possible that a decomposition X = Y ∪ Z is not a valid decomposition in
the sense of [1] because of the existence of edges connecting Y and Z. Conversely, a subgraph may be
convex in the sense of [1] but not in the sense used here. Since the notions used in [1] are less natural in
the metric case, we chose not to expand on them.
Apart from definitional differences, the main obstacle to generalising [1] comes in their [1, Lemma
51] and [1, Proof of Theorem 29] in which, once a length l is fixed, they use the vanishing of the groups
MClk(X) for k > l; this doesn’t hold in general for metric spaces. Thus, the vanishing of the homologies
of the respective quotients in their arguments can no longer be proven for all k at once. however fixing
k this is easily resolved.
To conclude, we will (again) follow [1, Section 9] very closely and make changes as needed.
Definition 3.12 (Gated decomposition). If X is a metric space and Y, Z,W are subspaces satisfying
X = Y ∪ Z, W = Y ∩ Z and W is gated w.r.t Z, then we say that the triple (X,Y, Z) is a gated
decomposition.
Following [1], we write MC∗(Y, Z) for the subcomplex of MC∗(X) spanned by paths entirely contained
in either Y or Z. We can now state the Excision theorem:
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Theorem 3.13 (Excision – Metric case). If X = Y ∪Z,W = Y ∩Z is a gated decomposition of X, then
the inclusion
MC∗(Y, Z) →֒ MC∗(X)
is a quasi-isomorphism.
Once one has excision, Mayer-Vietoris follows easily:
Theorem 3.14 (Mayer-Vietoris – Metric case). If X = Y ∪ Z,W = Y ∩ Z is a gated decomposition of
X, then the obvious morphisms
jY :W → Y, jZ :W → Z, iY : Y → X, iZ : Z → X
induce a short exact sequence:
0→ MH∗(W )
((jY )∗,−(jZ)∗)
−→ MH∗(Y )⊕MH∗(Z)
(iY )∗⊕(iZ )∗
−→ MH∗(X)→ 0.
The proof follows [1, Proof of Theorem 29, assuming Theorem 28].
Proof. We have a short exact sequence of chain complexes
0→ MC∗(W )
((jY )∗,−(jZ )∗)
−→ MC∗(Y )⊕MC∗(Z)
(iY )∗⊕(iZ)∗
−→ MC∗(Y, Z)→ 0,
which induce a long exact sequence in homology:
· · · → MH∗(W )
((jY )∗,−(jZ)∗)
−→ MH∗(Y )⊕MH∗(Z)
(iY )∗⊕(iZ)∗
−→ MH∗(Y, Z)→ MH∗−1(W )→ . . .
and we will verify that ((jY )∗,−(jZ)∗) is a monomorphism, which implies that the sequence decomposes
into fragments:
0→ MH∗(W )
((jY )∗,−(jZ)∗)
−→ MH∗(Y )⊕MH∗(Z)
(iY )∗⊕(iZ)∗
−→ MH∗(Y, Z)→ 0,
and composing with the excision isomorphism yields the desired short exact sequence.
Since π : Z →W is a retraction, π∗ : MH∗(Z)→ MH∗(W ) is an epimorphism, and so is the composite
MH∗(Y )⊕MH∗(Z)
prj2→MH∗(Z)
pi∗→MH∗(W )
and ((jY )∗,−(jZ)∗) serves as a left inverse, hence is injective.
3.2.1 Proof of Excision
Let us fix for the remainder of the section a gated decomposition X = Y ∪ Z,W = Y ∩ Z.
We define, for a ∈ Y − Z, b ∈ Z − Y (or vice versa):
A∗(a, b) := span {〈x0, . . . , xk〉 | x0 = a, xk = b, x1, . . . , xk−1 ∈W} ≤ MC∗(X).
For b ∈ Z − Y ,:
B∗(b) := span {〈x0, . . . , xk〉 | xk = b, x0, . . . , xk−1 ∈ Y } ≤ MC∗(X),
B˜∗(b) := span {〈x0, . . . , xk〉 | xk = b, x0, . . . , xk−1 ∈ W} ≤ MC∗(X),
and i ∈ N:
F∗(b; i) := span {〈x0, . . . , xk〉 | xk = b, x0, . . . , xk−1 ∈ Y, xi, . . . , xk−1 ∈ Z} ≤ MC∗(X),
and symmetrically for b ∈ Y − Z. Finally for i ∈ N:
G∗(i) := span {〈x0, . . . , xk〉 | x0, . . . , xk−i all lie in Y , or all lie in Z} ≤MC∗(X).
It is clear that G∗(0) = MC∗(Y, Z), Gk(l) = MCk(X) for all k ≤ l, and G∗(l) ≤ G∗(l + 1) for all l. It
follows that MC∗(X) is the direct limit of the system
MC∗(Y, Z) = G∗(0) ≤ G∗(1) ≤ · · · ≤ G∗(l) ≤ G∗(l + 1) ≤ . . . .
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Thus, to show that the inclusion MC∗(Y, Z) →֒ MC∗(X) is a quasi-isomorphism, it is enough to do
so for each inclusion G∗(l) →֒ G∗(l + 1). Indeed, once this is done, the whole system becomes a chain of
isomorphisms after getting homologised, and each inclusion to the limit MC∗(X) as well. In particular,
so does the inclusion MC∗(Y, Z) →֒ MC∗(X).
This is essentially the only thing we have to change from the argument of [1].
Let l be fixed from now on, and given a chain complex C∗, write Σ
jC∗ for the shifted chain complex
(ΣjC∗)k = Ck−j .
Proposition 3.15 ([1, Lemma 48]). The complex A∗(a, b) is acyclic.
Proof. Assume that a ∈ Y −Z, b ∈ Z−Y (the other case is treated symmetrically). We construct a chain
homotopy s between Id and 0 on A∗(a, b) as follows:
sk : Ak(a, b)→ Ak+1(a, b)
(a, x1, . . . , xk−1, b) 7→
{
(−1)k(a, x1, . . . , xk−1, π(b), b) if π(b) 6= xk−1
0 otherwise,
where π : Z →W is the gate projection.
Thus, we have to check that ∂ ◦ s− s ◦ ∂ = Id. Let us fix a path x = 〈a, x1, . . . , xk−1, b〉. Recall that
the boundary map ∂k : MCk(X)→ MCk−1(X) is defined as the alternating sum of the maps ∂k,i which
drop the index i iff it lies between its neighbours. Since s behaves independently of the content of the
path up to xk−1 and, for i ≤ k − 2, each ∂k,i behaves independently of the content after xk−1, it follows
that ∂k+1,is− s∂k,i = 0 for i ≤ k − 2. Thus, it remains to verify that
(−1)k−1∂k+1,k−1 ◦ s+ (−1)
k∂k+1,k ◦ s+ (−1)
k−1s ◦ ∂k,k−1 = Id . (1)
By definition of a gated set, and since xi ∈ W for all 1 ≤ i ≤ k − 1 we know that π(b) ∈ [b, xi] holds.
We now verify the equation by distinguishing cases:
If xk−1 = π(b): Then sx = 0, by definition so the two leftmost terms of Equation (1) vanish; and
xk−1 ∈ [xk−2, b], so that ∂k,k−1x = 〈a, . . . , xk−2, b〉. Since xk−2 6= xk−1 = π(b), s〈a, . . . , xk−2, b〉 is
(−1)k−1〈a, . . . , xk−1, π(b), b〉 = (−1)
k−1x, the rightmost term is x and the equation is verified.
If xk−1 6= π(b): Then sx = (−1)
k〈a, x1, . . . , xk−2, xk−1, π(b), b〉, and ∂k+1,ksx = (−1)
k〈a, x1, . . . , xk−2, xk−1, b〉 =
(−1)kx; the middle term of Equation (1) is therefore x.
If moreover xk−1 ∈ [xk−2, b] : Then ∂k+1,k−1◦sx = (−1)
k〈a, x1, . . . , xk−2, π(b), b〉 and s◦∂k,k−1x =
(−1)k+1〈a, x1, . . . , xk−2, π(b), b〉, hence they cancel.
If on the other hand xk−1 /∈ [xk−2, b] : Then ∂k,k−1x = 0 and since also xk−1 /∈ [xk−2, π(b)],
consequently ∂k+1,k−1 ◦ sx = 0.
Define the set:
JZ(l) := {x = 〈x0, . . . , xl〉 : x0, . . . xl ∈ Y, xl /∈ Z},
and define JY (l) symmetrically.
Proposition 3.16 ([1, Lemma 51]). For any b ∈ Z − Y , we have an isomorphism:
F∗(b, l+ 1)/F∗(b, l) ∼=
⊕
x∈JZ(l)
ΣlA∗(xl, b).
In particular, the quotient F∗(b, l)/F∗(b, 0) is acyclic.
The same holds for b ∈ Y − Z with JY (l) instead of JZ(l).
Proof. By definition of the groups Fk(b, l + 1) and Fk(b, l), the quotient is spanned freely by the paths
x = 〈x0, . . . , xk〉 satisfying:
(i) xk = b;
(ii) x0, . . . , xk−1 ∈ Y ;
(iii) xl+1, . . . , xk−1 ∈ Z;
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(iv) xl /∈ Z;
where the first three conditions stem from membership in F∗(b, l+1), and the last from non-membership
in F∗(b, l). For i ≤ l such a generator 〈x0, . . . , xl, xl+1, . . . , xk〉 is mapped by ∂i into F∗(b, l) since xl+1
is moved to index l and lies in Z. Thus, ∂i becomes the zero map in the quotient. For i > l, ∂i maps a
generator into F∗(b, l + 1). Therefore, the boundary map on F∗(b, l + 1)/F∗(b, l) is:∑
i>l
(−1)i∂i.
Similarly, the complex
⊕
x∈JZ(l)
ΣlA∗(xl, b) is freely spanned by pairs 〈x0, . . . , xl〉, 〈xl, . . . , xk〉 satis-
fying:
(i) xk = b;
(ii) xl+1, . . . , xk−1 ∈ Y ∩ Z;
(iii) x0, . . . , xl ∈ Y
(iv) xl /∈ Z;
where the first two conditions stem from membership of 〈xl, . . . , xk〉 in Σ
lA∗(xl, b), and the last two from
membership of 〈x0, . . . , xl〉 in JZ(l). The boundary map on
⊕
x∈JZ(l)
ΣlA∗(xl, b) is clearly just
∂ : 〈x0, . . . , xl〉, 〈xl, . . . , xk〉 7→ 〈x0, . . . , xl〉,
k−l∑
i=1
(−1)i∂i〈xl, . . . , xk〉
which correspond to applying
∑
i>l(−1)
i∂i to the merged path 〈x0, . . . , xk〉.
The isomorphism is then obviously defined by:
φ :
⊕
x∈J(l)
ΣlA∗(xl, b)→ F∗(b, l + 1)/F∗(b, l)
〈x0, . . . , xl〉︸ ︷︷ ︸
∈JZ(l)
, xl, . . . , xk︸ ︷︷ ︸
∈Ak−l(xl,b)
7→ 〈x0, . . . , xk〉,
and the above analysis of the two sides shows that φ is an isomorphism of chain complexes.
Proposition 3.17. For any b ∈ Y∆Z, the quotient B∗(b)/B˜∗(b) is acyclic.
Proof. Consider the directed system:
B˜∗(b) = F∗(b, 0) ≤ F∗(b, 1) ≤ · · · ≤ F∗(b, l) ≤ F∗(b, l+ 1) ≤ . . .
Since we have inclusions F∗(b, l) ≤ B∗(b) for all l, and for each k ≤ l,
Fk(b, l) = Bk(b),
it follows that B∗(b) is the direct limit of the above system. Passing to homology, each inclusion F∗(b, l) ≤
F∗(b, l+1) becomes an isomorphism by Proposition 3.16. It follows then that the inclusion B˜∗(b) ≤ B∗(b)
also becomes an isomorphism.
Define now the set:
K(l) := {x = 〈xk−l, . . . , xk〉 : xk−l ∈ Y∆Z}.
Proposition 3.18 ([1, Proof of Theorem 29]). We have an isomorphism:
G∗(l + 1)/G∗(l) ∼=
⊕
x∈K(l)
ΣlB∗(xk−l)/B˜∗(xk−l).
In particular, the inclusion G∗(l) ≤ G∗(l + 1) is a quasi-isomorphism.
Proof. We proceed as in Proposition 3.16.
The chain complex G∗(l + 1)/G∗(l) is spanned freely by the paths x = 〈x0, . . . , xk−l−1, xk−l, . . . , xk〉
satisfying either:
(i) x0, . . . , xk−l−1 all lie in Y ;
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(ii) x0, . . . , xk−l−1 do not all lie in W ;
(iii) xk−l does not lie in Y ;
or symmetrically with Y replaced by Z. Indeed, the first condition stems from membership in G∗(l+1),
while the other two conditions from non-membership in G∗(l): if xk−l ∈ Y held, we’d clearly have
x ∈ G∗(l), and if all x0, . . . , xk−l−1 lied in W , they would all lie in Z, and assuming xk−l /∈ Y , necessarily
xk−l ∈ Z so that x ∈ G∗(l).
For i ≥ k − l, the image of such a generator under ∂i does not satisfy the last condition, hence is
necessarily mapped to zero in the quotient. For i ≤ k− l− 1, its image under ∂i will be zero if the second
condition becomes unsatisfied, and is kept otherwise.
For b ∈ Y∆Z, the chain complex ΣlB∗(b)/B˜∗(b) is spanned freely by the paths x = 〈x0, . . . , xk−l〉
satisfying, if b ∈ Z − Y :
(i) xk−l = b;
(ii) x0, . . . , xk−l−1 ∈ Y ;
(iii) there exists 0 ≤ i ≤ k − l− 1 with xi /∈ Z;
and symmetrically if b ∈ Y −Z. The image of a generator of ΣlB∗(b)/B˜∗(b) under ∂i will still satisfy the
first two conditions, and thus be zero depending on whether the last condition becomes unsatisfied.
Thus, the chain complex
⊕
x∈K(l)Σ
lB∗(xk−l)/B˜∗(xk−l) is spanned by pairs of paths 〈x0, . . . , xk−l〉, 〈xk−l, . . . , xk〉
such that, in addition to the above conditions with b := xk−l on the first path , we have
(iv) xk−l ∈ Y∆Z.
The boundary map on
⊕
x∈K(l)Σ
lB∗(xk−l)/B˜∗(xk−l) is just the sum of the boundary maps on each
B∗(xk−l)/B˜∗(xk−l), which we observe having the same behaviour as on G∗(l + 1)/G∗(l).
Thus, we define our isomorphism as:
ψ :
⊕
x∈K(l)
ΣlB∗(xk−l)/B˜∗(xk−l)→ G∗(l + 1)/G∗(l)
〈xk−l, . . . , xk〉︸ ︷︷ ︸
∈K(l)
, 〈x0, . . . , xk−l〉︸ ︷︷ ︸
∈Bk−l(xk−l)/B˜∗(xk−l)
7→ 〈x0, . . . , xk〉.
and having equal generating sets and agreeing boundary maps, this indeed is a chain complex isomor-
phism.
Proof of theorem 3.13. Each inclusion in the direct system
MC∗(Y, Z) = G∗(0) ≤ · · · ≤ G∗(l) ≤ G∗(l + 1) ≤ . . . · · · ≤ (MC∗(X))
is a quasi-isomorphism by Proposition 3.18, and MC∗(X) is the direct limit of this system. Thus, the
inclusions induce isomorphisms:
MH∗(Y, Z) = H(G∗(0)) ∼= . . . ∼= H(G∗(l)) ∼= H(G∗),
with MH∗(X) (along with the morphisms induced by inclusions into MC∗(X)) their limit. It follows that
each inclusion, among which MC∗(Y, Z) →֒ MH∗(X) is a quasi-isomorphism.
4 Diagonality
In the first section, we have seen that median graphs are diagonal (in the sense of Hepworth and Willer-
ton). Knowing that median graphs are special cases of median spaces motivates us to try and find a
corresponding description of median spaces. In this section, we introduce the notion of diagonality for
arbitrary metric spaces and verify some of its properties. As hoped, we will see in the next section that
median spaces indeed are diagonal. This section and the next should make a strong case for this being a
worthy generalisation of the original notion of diagonality.
Definition 4.1 (Diagonality). A space X is said to be diagonal if MHk(X) is generated by chains of
saturated paths , for all k, l.
Let Sk(X) denote the span of saturated paths , as a submodule of MCk(X). It is useful to remark
that:
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Proposition 4.2. Sk(X) does not intersect MBk(X).
Proof. By the definition of the boundary operator, any path in the boundary comes from a larger path ,
hence is not saturated.
Thus, diagonality can be restated in different ways:
Proposition 4.3. The following are equivalent:
1. X is diagonal;
2. MZk(X) ∼= (MZk(X) ∩ Sk(X))⊕MBk(X);
3. Given a cycle σ = σS + σ
′ ∈MZk(X) with σS the part corresponding to saturated paths and σ
′ the
rest, we must have σ′ ∈ MBk(X);
4. The natural “inclusion-then-quotient” map MZk(X) ∩ Sk(X)→ MHk(X) is an isomorphism.
Proof. Assume X is diagonal. By Proposition 4.2, the two groups in the RHS intersect trivially. Di-
agonality states that for any element σ ∈ MZk(X), there exists some σ
′ ∈ MZk(X) ∩ Sk(X) with
σ − σ′ ∈ MBk(X), which is exactly that the sum of the groups in the RHS sum up to MZk(X). This
shows that 2. holds. The other implications are similarly verified.
In particular, it follows directly from the last item that:
Corollary 4.4. A diagonal space has torsion-free homology.
To support our choice of terminology:
Proposition 4.5. A graph is diagonal in the sense of Hepworth and Willerton iff it is diagonal in the
above sense.
Proof. In a graph, if k 6= l, no k-path of length l can be saturated. Thus, having vanishing homology
outside the diagonal and having homology groups generated by saturated paths is equivalent.
Proposition 4.6. A diagonal Menger convex space has vanishing homology (except possibly at k = 0).
Proof. A Menger convex space has no saturated path .
As the next few arguments will show, diagonality is very stable:
Proposition 4.7. If (Uα)α is a filtration of a space X such that each Uα is diagonal, then so is X.
Proof. Fix σ ∈ MZk(X), and write σ = σS + σ
′ where σS consists of the saturated paths of σ. Fix α
large enough that it contains the support of σ, and for each non-saturated path in σ′, also contains a
“witness” to non-saturation of the path . Then, σ ∈ MZk(X) and σS still consists of saturated paths in
Uα, and σ
′ of non-saturated paths in Uα. Since Uα is diagonal, σ
′ ∈MBk(Uα) ≤MBk(X).
Proposition 4.8. A l1 product of diagonal spaces is diagonal.
Proof. By applying the (metric) Ku¨nneth formula. Let X,Y be diagonal spaces. For any fixed n, l, we
have a short exact sequence
0→
⊕
n+l=k
MHn(X)⊗MHl(Y )

−→ MHk(X × Y )→ Tor(. . . , . . . )→ 0.
The torsion part being zero (Corollary 4.4), an isomorphism⊕
n+l=k
MHn(X)⊗MHl(Y )

−→ MHk(X × Y )
remains. Since each groups MHn(X),MHl(Y ) is generated by (sums of) saturated paths , the whole LHS
is generated by tensors of such, and MHk(X × Y ) by their image. Noting that if z is an interleaving of
two paths x, y as in the definition of the map , then z is saturated iff both x, y are, we conclude that
MHk(X × Y ) is generated by (sums of) saturated paths .
Proposition 4.9. If (X,Y, Z) is a gated decomposition and Y, Z are convex and diagonal, then so is X.
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Proof. By applying a fragment of the (metric) Mayer-Vietoris sequence: We have an epimorphism:
MH∗(Y )⊕MH∗(Z)→ MH∗(X),
and the image of saturated chains in either Y or Z are still saturated in X by convexity.
If X,Y are two metric spaces, and f : X → Y is injective map, we say that f preserves betweenness
if y ∈ [x, z] implies fy ∈ [fx, fz]; and reflects betweenness if fy ∈ [fx, fz] implies y ∈ [x, z]. In case f
both preserves and reflects betweenness, we say it is a betweenness embedding. If it is also surjective, it
becomes a betweenness isomorphism.
Proposition 4.10. If f : X → Y is a betweenness embedding, then f induces a morphism of chain
complexes:
f∗ : MC∗(X)→ MC∗(Y )
(x0, . . . , xk) 7→ (fx0, . . . , fxk).
If f is bijective, this turns into an isomorphism.
Proof. Injectivity plus the betweenness preserving+reflecting makes the path map commute with bound-
aries.
Proposition 4.11. If f : X → Y is a betweenness isomorphism between metric spaces, and Y is diagonal,
then so is X, and vice versa.
Proof. Since f preserves and reflects betweenness, images of saturated paths are saturated, and vice
versa. The same can be said of homological cycles and boundaries.
Proposition 4.12. Retracts of diagonal spaces are diagonal.
Proof. Let f : X → Y a retraction.
If y is a path in Y , then y is saturated in Y iff it is saturated in X . Indeed, if, say, there exists some
x ∈ X strictly between yi and yi+1, then, since f is non-expanding, and fixes yi, yi+1, it follows that fx
is strictly between yi and yi+1. This shows that non-saturatedness in X implies the same in Y . For the
other direction, if y is saturated in X it is a fortiori also in Y .
Now, fix σ = σS + σ
′ ∈ MZk(Y ) a cycle. Since Y ⊆ X , σ is still a cycle in X , and its decomposition
into “saturated+non-saturated” in X is still σ = σS + σ
′. Thus, assuming X is diagonal, σ′ ∈MBk(X);
that is, there exists some τ ∈ MCk+1(X) with σ
′ = ∂τ . But then, applying f , we get fσ′ = f∂τ = ∂fτ ,
and since σ′ has support in Y , fσ′ = σ′. Thus σ′ = ∂fτ ∈MBk(Y ). This shows that Y is diagonal.
5 Median Spaces are Diagonal
We will need the following fact due to Avann:
Proposition 5.1 ([5]). If X is a finite median space, there exists a finite graph G(X) and a betweenness
preserving+reflecting bijection φ : X → G(X).
Another important property of median spaces:
Proposition 5.2. Any median space has a filtration by finite median subspaces.
Proof. It can be seen that any finite subset of a median space has a finite so-called median hull, that is,
a smallest median space containing the set in question (see [6, p.7]). Taking all such finite median hulls
yields a desired filtration.
It is now easy to conclude that
Proposition 5.3. Median spaces are diagonal.
Proof. Finite median spaces are diagonal since so are (finite) median graphs, and by applying Proposi-
tions 4.11 and 5.1.
Corollary 5.4. Median Menger convex spaces have vanishing homology (except possibly at k = 0).
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