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Abstract
We study complex networks in which the nodes of the network are tagged with
different colors depending on the functionality of the nodes (colored graphs), using
information theory applied to the distribution of motifs in such networks. We find
that colored motifs can be viewed as the building blocks of the networks (much more
so than the uncolored structural motifs can be) and that the relative frequency with
which these motifs appear in the network can be used to define the information con-
tent of the network. This information is defined in such a way that a network with
random coloration (but keeping the relative number of nodes with different colors the
same) has zero color information content. Thus, colored motif information captures
the exceptionality of coloring in the motifs that is maintained via selection. We study
the motif information content of the C. elegans brain as well as the evolution of col-
ored motif information in networks that reflect the interaction between instructions in
genomes of digital life organisms. While we find that colored motif information appears
to capture essential functionality in the C. elegans brain (where the color assignment
of nodes is straightforward) it is not obvious whether the colored motif information
content always increases during evolution, as would be expected from a measure that
captures network complexity. For a single choice of color assignment of instructions
in the digital life form Avida, we find rather that colored motif information content
increases or decreases during evolution, depending on how the genomes are organized,
and therefore could be an interesting tool to dissect genomic rearrangements.
Keywords Network complexity, network motifs, colored motifs, Caenorhabditis ele-
gans, information theory, digital evolution, Avida platform
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1 Introduction
One of the most common strategies to understand a complex system is to analyze it in
a hierarchical manner. For example, in biology, we attempt to unravel a cell’s function
by finding all of its parts and understanding how they relate to each other. Because
the rules of interactions between cellular components are very complicated, the cell is
much more than the sum of its parts: the parts and their interactions form a network,
whose properties we can analyze. On the next level, an organism is much more than
the sum of its cells, and a society of organisms, in turn, much more than the sum of its
members. Thus, networks can be used to study social interactions between individuals
also, allowing us to understand the dynamics of groups from the perspective of the
mathematics of networks.
While the “science of networks” [10, 38, 37] has developed tremendously in the last
ten years, a comparison of networks across different disciplines, or even of networks
within one discipline (such as the protein-protein interaction networks of different or-
ganisms) has not really been possible except on the level of the connectivity patterns
alone. The complexity of a network–or even perhaps its capacity to perform particular
functions–is difficult to quantify, simply because complexity is a multi-faceted concept
that as yet does not have an empirical basis. Many different approaches to quan-
tifying complexity exist [3] (a non-exhaustive list is presented in Ref. [31]), ranging
from assessing the complexity of a system’s structure [32, 41, 42, 59, 58, 54, 9], or
the complexity of the sequence giving rise to that structure [26, 27, 18, 30, 19, 6], to
quantifying the function of the sequence or system [33, 57, 21]. What the measures of
complexity have in common is that they all attempt to capture “that which increases
when self-organizing systems organize themselves” [12].
If a network is a succinct description of any complex system, shouldn’t a measure
of network complexity be the concept that unifies attempts to attach a number to our
intuitive understanding of complication? Unsurprisingly perhaps, a network’s com-
plexity appears to be as difficult to quantify as any other complex system. Several
attempts exist in the literature [62, 34, 15, 63], reviewed in [25].
Here we develop and study a measure that attaches a number to a network so that
it can be ranked and compared to other networks, and that allows us to track network
evolution. This complexity measure is based on the theory of information, and is closely
related to a measure that has been proposed to study the complexity of genes. Without
a network complexity measure it is not possible to correlate complexity with function.
Armed with such a measure, however, we should be able to understand for example how
different types of networks react to damage, something that is important for molecular
networks as for neural networks, ecological networks, or our cyber infrastructure.
Information is perhaps the central commodity of a technologically advanced society.
We use information to order the world around us, make predictions about the world
that allow us to function within it, and to encode our knowledge so that it can be
passed on to future generations. But while information is an intuitive notion in our
day-to-day life, it also has a precise mathematical formulation that meshes perfectly
with our intuitive understanding. The theory of information due to Shannon [49] allows
us to quantify the amount of information in a book, say, or on a CD or on the hard
drive of a computer. It also allows us to study information transmission as well as ways
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to protect information from noise. Because the theory of information is mathematical
in nature, it applies to any information anywhere, in particular to the information
stored in our genes. And while this information is not written in the ones and zeros of
computers, or the letters of an alphabet, it is written in the language of biochemistry:
the nucleotides A, C, G, and T or the twenty amino acids that proteins are made of.
We have recently described how the information content of genes can be measured
from biological sequence information alone [6, 3, 4]. This information content is mea-
sured as the deviation from the expected sequence of a random gene, by recording the
frequency with which each symbol appears at any particular position within the se-
quence. Thus, a highly conserved nucleotide at a particular sequence position indicates
strong selection for function there (and thus high information content), while a position
where each nucleotide appears with equal probability–the random expectation–stores
little or no information about the function of that gene given the particular environ-
ment. Because the probability distribution of symbols in the sequence is shaped by
Darwinian selection within the environment in which the organism that harbors that
sequence lives, it is immediately clear that this information is necessarily functional,
that is, useful to the organism. Qualitatively speaking, this information is used by
the organism in order to make predictions about its environment that are better than
chance [4]. In other words, we expect the information content of genes to correlate with
fitness, which has been shown to be the case in at least two different computational
systems [7, 24, 39, 22] and one biochemical one [14].
A network, if it describes a functioning entity (such as a cell, a brain, the internet,
or a group of friends), can be seen as an information-rich structure. Clearly, the nodes
and edges carry meaning in such a network, because a rearrangement of the nodes and
edges would describe an entirely different system, or at least one with severely impaired
function. This meaning, of course, is relative to the environment in which the network
functions, just as the meaning of genes is context-dependent. How then can we measure
the information that is stored in networks? Previous approaches have studied the
information contained in degree-degree correlations (the assortativity of the network)
to study how functional constraints affect network structure, for undirected [52] as
well as directed [44] networks. Another information-theoretic approach focused on
the entropy of randomized ensembles of networks constrained by degree distribution,
degree correlation, and community structure [13]. Here, we take a different approach
and instead of considering the degree distribution as the “degree of freedom” that
provides entropy to a network, we study the subnetworks (sometimes called subgraphs,
or motifs)[51, 36, 48] of a network that are obtained when we break up a network into
its components, just as we break up a gene into its nucleotide alphabet.
There is some freedom in defining the “network alphabet”: we can use subgraphs
of two, three, four nodes, or more. Naturally, subgraphs with more nodes give rise
to a network alphabet with more letters (motifs). But once we settle on an alphabet,
we can obtain the frequency of each motif in the network, for example as in Fig. 1,
where we illustrate the procedure of motif counting for a simple graph of six nodes
only. Using the frequency of motifs we can estimate motif probabilities just as we
can estimate the probability to find words in an English sentence using the frequency
of words in a text. For the latter case, it is possible to estimate the information
content of English text as compared to random sequences of words, an exercise that
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Figure 1: Motif counting. A: A six-node undirected example graph with two colors can
be seen to be made from various motifs. B: For the size-three alphabet (motifs made from
three nodes), we find two different structural motifs. C: For a size-four alphabet we see
that two of the six possible structural motifs do not occur in the example graph. D: The
colored motif frequencies (three node, two colors) for the network in A. E: Colored motif
frequencies in the six-node graph shown in (A) for two colors and four nodes.
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Shannon already conducted in 1951 [50]. If we assume that a random sequence of words
contains no information, then the deviation from the uniform distribution (probability
of each word of a given length appearing with equal probability) could be used to
distinguish and perhaps classify functional (that is, meaningful) text from gibberish.
Indeed, such a test was recently used to distinguish living from non-living matter both
in biochemistry and in ALife [17]. In the same vein, it is possible that functional
networks differ significantly from random networks in the subgraph utilization, and we
can study this difference by estimating the motif information content. However, it is
also not surprising that some of the differences in motif utilization across networks that
have been noted previously [36, 35] could be due to constraints imposed by the degree
distribution, or other constraints imposed by the growth-process of the network [23].
In other words, it is possible that the non-random “expression” of structural motifs
could be a “spandrel” of cellular complexity [53].
But in fact, it is not difficult to see that networks contain more information than
their topology (that is, the local patterns of connections) alone. Imagine, for example,
a network of friends that know each other from high school, say, together with their
friends. While we can learn a lot about common interests by looking at the clusters and
the type of subgraphs that occur often, this approach assumes that all the nodes (and
all the edges, for that matter) are qualitatively the same. However, more information
can be gleaned from the network if we attach tags to each node or edge to classify the
nodes or edges. For example, we can assign the tags male and female to each node,
or we can assign the tag high-school and after-high-school to the edges that define the
relationship between the nodes (referring to the time the two nodes became friends).
If we color the graph according to these tags, the subgraph alphabet suddenly becomes
much larger because each motif now comes in a variety of colorations. Here, we limit
ourselves to colored nodes (leaving edges uncolored), and define an alphabet of colored
motifs that we can use to calculate network information content. We show an example
of colored motif counting for a six-node graph in Figure 1C and D, using only two
colors.
2 Motif entropy and information
Entropy in information theory [16] is a measure of the uncertainty about the identity
of objects in an ensemble. Let X be a random variable describing the structural (or
topological) motifs of a network, given the size of motifs (different motif sizes define a
different set of possible topological motifs). X can then take on the states x1, ..., xN ,
where N is the number of possible motifs of the given kind. Note that even when the
number of nodes is fixed, the number of possible topological motifs still depends on the
kind of edges that are allowed in the network (directed or undirected), and whether
“self-edges” are allowed. If qi are the probabilities to find motifs xi, we can define the
topological motif entropy as
Htop(X) = −
N∑
i=1
qi log2 qi . (1)
Each network has a particular topological motif entropy Htop(X) that reflects the
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motif “utilization”. We can determine whether the distribution of motifs in a network
is functionally constrained, by randomizing the edges in the network (while keeping
the edge distribution, for example, unchanged). Each randomization will create an
instance HRtop(X). The topological information content of the network would then be
Itop(X) = 〈HRtop(X)〉 −Htop(X) (2)
with Htop(X) from Eq. (1), and where 〈HRtop(X)〉 is the topological motif entropy
averaged over different edge-randomizations of the network. This definition is formally
the equivalent of the definition of the information content at a single nucleotide or
residue site X [4].
If nodes can carry colors, they add an element of uncertainty even if the structure
of the motif is given, because each particular topological motif can, given the possible
colors that nodes can take on, appear in different colorations. Many of these colorations
may be meaningless or downright detrimental for a functioning organism. We can
quantify the functional constraints that affect colored motifs by studying the color
entropy of a particular structural (topological) motif. If a particular structural motif
xi is now interpreted as a random variable Yi that can take on the states y
(i)
1 , ..., y
(i)
M
(its possible colorations) with probabilities p
(i)
1 , ..., p
(i)
M , we can define the color entropy
Hcolor(Yi) of this motif by measuring how many times each of the colorations y
(i)
j
appears in the network:
Hcolor(Yi) = −
M∑
j=1
p
(i)
j log2 p
(i)
j . (3)
The average color entropy of motifs in the network is then
Hcolor =
∑
i
qiHcolor(Yi) . (4)
The total entropy of motifs, obtained by counting all possible colored motifs (within
each class of motif sizes) is simply given by the sum of the topological and color entropy
by virtue of the grouping axiom of information theory [11], i.e.,
Htotal = Hcolor +Htop . (5)
However, this decomposition does not allow us to determine whether more information
is stored in the topology or the functional assignment of nodes, because the baseline
(unselected) distribution of motifs depends strongly on the method of randomization
used. Furthermore, given a color assignment, an edge randomization automatically
implies a color randomization, that is, color information and topological information
cannot strictly be separated.
Nevertheless, we can calculate the information content of motif coloration by ran-
domizing the colors in each network, while keeping the relative numbers of colors
unchanged. In this way, we introduce 〈HRcolor〉, which is calculated just as Eq. (3) but
using a color-randomized version of the network, and averaged over a sufficient number
of such randomizations. The color information content of the entire network is then
simply
Icolor = 〈HRcolor〉 −Hcolor . (6)
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2.1 Motifs in the C. elegans brain
To test these measures, we can analyze motifs in the network of synaptic and gap-
junction connections of the neuronal network of the nematode C. elegans. This network
controls one of the most well-understood complex biological systems to date, and most
of the network architecture of the 302 neurons of the hermaphrodite worm is known
from experimental work [61, 20] as well as recent reconstructions [60]. The most up-to-
date wiring information covers 279 neurons of the somatic nervous system, excluding
20 neurons of the pharyngeal system and three neurons that appear to be unconnected
from the rest [60]. There are 3,606 edges between these nodes, of which some (the
synaptic connections) are directed, while gap-junctions are undirected. In our analysis
of this network, we describe an undirected edge as a “bi-directional” edge, and also
place bi-directional edges between nodes if synaptic connections run in both directions
between the nodes.
2.1.1 Two-node colored motifs
In previous work that analyzed structural motifs only [56, 47, 55], the uni-directional
two-node motif was found to be unremarkable (in the sense that the probability with
which it was observed in the actual C. elegans network was not significantly different
from the frequency observed in an edge-randomized version), while the bi-directional
motif was deemed over-represented [47, 55]. We can look at both of those motifs
in terms of the exceptionality of their colorations, by coloring neurons according to
three possible functional tags, such as motorneuron (blue), sensor neuron (green), or
interneuron (red).
We can study the functional constraints imposed on motifs by node function (color)
by analyzing the constraints separately for each of the color realizations of the two mo-
tifs. In Fig. 2 we show the measured counts of each of the color realizations of the
directed (Fig. 2A) and bi-directional (Fig. 2B) motifs. These distributions show that
the observed functional constraints make intuitive sense. For example, the “S→I”
(green→red) as well as “I→I” (red→red) motifs appear significantly more often then
expected by chance, while the motif “M→S” (blue→green) is significantly suppressed:
we do not expect muscles to relay information to sensory neurons in a functioning
worm (even though some of these connections are indeed observed). So, while the uni-
directional motif was unremarkable compared to an edge-randomized control, the mo-
tifs with “sensible” colorations such as sensor-→inter-neuron and inter-→inter-neuron
are in fact highly significant, while non-sense pairs such as motor-→sensor-neuron are
highly unlikely. Such an analysis can reveal motifs in the C. elegans brain that are
used much more frequently than would be expected by chance, which can allow us to
dissect the computational building blocks of the network [45].
In Fig. 3 we compare the color entropy Hcolor(X) of the two structural motifs with
two nodes to the distribution of HRcolor(X) of 1,000 independent color randomizations of
the same network (in color randomizations, the relative count of colors in the network is
kept constant). We find that the color entropy of the C. elegans motifs of two nodes are
significantly smaller than their randomized counterparts, a result that is particularly
strong for the directed link motif in Fig. 3A. Thus, in terms of significant colorations,
the uni-directional motif is more remarkable than the bi-directional motif. From those
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Figure 2: Histogram of abundances of directed structural motifs with particular coloration
in C. elegans (black) compared to the average abundance in 1,000 color randomizations
(grey). S: sensory neuron, I: interneuron, M: motor neuron. A: directed pairs (the direction
of information flow is left-to-right: SI means S→I and so forth). B: bi-directional pairs.
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Figure 3: Distribution of color entropy for the two directed structural motifs with two
nodes, obtained from 1,000 color randomizations of the C. elegans neuronal network. The
color entropy of the actual C. elegans network Hcol(X) is indicated by the arrow. A:
unidirectional two-node motif, B: bi-directional two-node motif.
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graphs, we can also estimate the color information content for each motif based on
Eq. (6). We find for the information content of the uni-directional motif with two
nodes Iuni2 = 3.15− 2.9 = 0.35 bits per symbol, while the color-information content of
the bi-directional motif is significantly less: Ibi2 = 2.47− 2.41 = 0.06 bits per symbol.
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Figure 4: Distribution of color entropies for the 13 topologically different motifs of directed
graphs of three nodes. The motif itself is identified in the upper left corner of each of the
13 histograms, which show the entropy on the x-axis and the count of how many times this
entropy was observed in 1,000 randomizations of the network on the y-axis. The arrow
indicates the color entropy of the actual C. elegans version of this motif, which in all cases
is significantly lower than any of the entropies of the randomized networks, but the level
of significance varies.
2.1.2 Three-node motifs
We can repeat the same analysis for motifs of size 3 (see Fig. 4). There are thirteen
different structural motifs, whose color entropy can be measured for C. elegans and
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compared to randomized-color controls. Fig. 4 shows that all three-node motifs in C.
elegans have exceptional color combinations that reflect strong selective pressures on
which motifs make sense within a functioning worm.
2.1.3 Entropy and information trends
Figures 3 and 4 indicate that each topological motif has a color entropy that is signif-
icantly lower than the average color entropy of that motif in a randomized network.
But what is the average color entropy per motif, as a function of motif size? The av-
erage color entropy is about 2.8 bits for two-node motifs (averaged over the two types
studied in Fig. 3), and increases slowly as the number of nodes increases (see Fig. 5,
dash-dotted line). At the same time, the color entropy for a randomized graph starts
at about 2.9 bits per symbol, but increases more quickly, indicating that the amount
of functional (that is, color) information per symbol increases from about 0.1 bits per
symbol (two-node motifs) to 1.2 bits (four-node motifs).
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Figure 5: Motif entropies as a function of motif size. Average color entropy (s, dash-
dotted line), average randomized color entropy (n, dotted), topological entropy (5, solid),
and total entropy (l, dashed).
The analysis of information content in structural and colored motifs shows that
information is stored in both topology and function, and that the information content
depends on the size of the alphabet that is used. At the same time, it is clear that
how we assign colors to nodes will also significantly affect information content. For
example, other classifications of neuronal functions in the worm exist (such as into
ten different morphological classes [1]). However, using more than a handful of colors
can quickly make a computational analysis of colored motifs unwieldy because of the
explosion in the number of motifs, and we do not expect to see dramatic changes in
the information content once a meaningful set of colors is found for a network.
To study how color information changes as a network evolves, we have to use a
different example than the worm brain, as it represents only one snapshot in time. To
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study motif information evolution, we turn instead to Artificial Life.
3 Motifs in digital genomes
In Digital Life [46, 2], populations of self-replicating computer programs are adapting
to a user-defined landscape, using a short instruction set of between 20-30 instructions.
Since the initial implementation by Tom Ray in the tierra software, most digital life
research has been carried out using the Avida platform (see, e.g., the Artificial Life
Journal Special Issue [8], and [5]). Here, we use digital genomes evolved with Avida
2.8.1 (available from SourceForge.net) to create networks of interacting instructions.
The 26 instructions in this experiment can be assigned to four different classes of
instructions, as shown in Table 1.
Reproductive (Black) Computational (Green) Flow Control (Blue) No-Ops (Red)
h-divide IO set-flow nop-A
h-copy nand if-less nop-B
h-alloc swap if-label nop-C
shift-l get-head
shift-r mov-head
push jump-head
swap-stk mov-head
pop if-n-equ
add
sub
inc
dec
Table 1: Functional and color assignment of the 26 Avida instructions. The class of
“reproductive” instructions are involved solely in the management of inheritance, while the
“computational” instructions play the role of “metabolic” instructions, as they are involved
in harnessing the energy that avidians need to reproduce. “Flow control” instructions
manage the information flow in the network, while the No-Op instructions are themselves
inert, but typically modify the instruction (or instructions) just preceding it.
We evolve genomes in the standard “logic task” landscape, which rewards the per-
formance of all one-input and two-input logical tasks with bonus CPU time depending
on the difficulty of the task (there are nine distinct such tasks, see, e.g., [5]). The
experiment is started with a population of 3,600 ancestral genomes with a length of
50 instructions that are only capable of self-replication (the self-replicating sequence is
padded with the nop-C instruction to arrive at the sequence length of 50). The pop-
ulation evolves for 100,000 updates (a measure of time within which each sequence in
the population has 30 of its instructions executed), with a mutation rate of 0.0025 per
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instruction per copy-event (no cross-over), and an instruction-insert and delete proba-
bility of 5% in mass-action mode (well-mixed chemostat). Because of the insert/delete
probability, the sequence length is not constant, but instead increases slightly during
evolution to 56 instructions. Fig. 6A shows the evolution of fitness as a function of
updates, on the line of descent (LOD) of the population. The line of descent is created
by picking a representative of the most fit genotype of the population at the end of the
experiment, and tracing its lineage backwards in time via its direct ancestors, ending
at the seed genotype. Because these populations evolve in a single niche, the LODs of
all genotypes present in the population at the end of the experiment quickly coalesce,
so that a single LOD characterizes the evolutionary dynamics of the experiment [29].
Analysis of evolutionary experiments in terms of the LOD (rather than population av-
erages) has the advantage of recapitulating the salient events in evolutionary history,
while disregarding any changes that did not leave a trace in the final product. In that
manner, the LOD allows for a reconstruction of the path that evolution took to arrive
at the adapted sequence.
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Figure 6: Fitness, and number of epistatic edges on the line of descent. A: Fitness for 138
genotypes on the LOD. B: Number of edges between interacting instructions with epistasis
|ij | > 2, on the LOD.
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3.1 Epistasis
We determine that two instructions within an avidian sequence interact if the fitness
effects of knocking out these instructions depend on each other, that is, if the fitness
contribution of one instruction is contingent on the identity of the other. Two instruc-
tions that are linked in such a way are called epistatic [64] (see also the review [43]).
Epistasis is an important concept within evolutionary genetics, and is usually defined
to quantify the interaction between genes [40] rather than between the set of monomers
that code for the gene, but can easily be used the way we show here [28]. It has been
shown earlier that complex genomes show more positive epistasis between deleterious
mutations than simple ones [28] (a finding we corroborate here), and that epistasis
between avidian instructions is crucial to understand the evolution of complex fea-
tures [29].
Instruction knockouts are performed by replacing each instruction by an inert in-
struction nop-X, in order to prevent fitness effects that are due to a change in sequence
length only rather than the identity of the instruction. For each sequence on the LOD,
we can calculate the epistasis ij for any pair of mutations at instruction sites i and j
as follows. Let the unmutated (that is wild-type) fitness of the sequence be w0. Here,
fitness is measured as the rate at which an avidian produces offspring per generation,
and is equivalent to the growth rate of more conventional organisms. The fitness effect
of mutating instruction i then is wi/w0. On the LOD, we find many substitutions
that are neutral or beneficial, however, most knockouts of arbitrary instructions are
either neutral or deleterious. After creating the mutant with fitness wi, mutate another
instruction j to obtain the double-mutant with fitness wij . At the same time, revert
mutation i on the double mutant to obtain a genome with only the single mutation j,
with fitness wj . This is sufficient to compare the two single-mutant effects wi/w0 and
wj/w0 with the effect of the double mutant wij/w0. The quantity
ij = loge
(
wijw0
wiwj
)
(7)
then measures the epistasis between the two instructions i and j (see, e.g., [40] and
references therein). Positive epistasis between mutations implies that the fitness of the
double mutant is higher than we would have expected from the effect of each single
mutation, while negative epistasis signifies that the double mutation has made things
worse than either of the single mutations would have led you to believe. A typical
example of genetic (epistatic) interaction is a pair of redundant instructions, where each
of the mutations by themselves does not affect organism fitness, while the mutation of
both instructions creates a fitness deficit. In this case, the epistasis is clearly negative.
This effect is called “synthetic lethality” (if the double mutant is non-viable) in the
genetic literature. The opposite case can also occur, when the knockout of one gene
compensates for the loss of function due to the knockout of another, but the effect is
less common. In general, more interactions in avidians are of the positive sort [28],
simply because a second mutation that affects the same functional block as the first
has virtually no effect anymore. As a consequence, groups of epistatically connected
instructions often outline functional blocks or modules.
In Fig. 7, we see avidian sequences at different time points in their evolution, with
instructions colored according to the functional tags defined in Table 1, and edges
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indicating epistatic interactions for pairs of instructions i and j if |ij | > 2. With
this cutoff, there are no interactions between instructions in the ancestral genotype
(Fig. 7A), but they start to emerge around update 1,450. Note that even though
the fitness rises exponentially, epistasis is defined in terms of the relative effect of a
knockout on fitness, and we should not expect a priori that the number of edges should
increase as fitness increases. The cutoff |ij | > 2 is quite stringent: it implies that the
double mutants fitness effect must be more than e2 times the product of the fitness
effects of the single mutations (for positive epistasis), or less than ≈ 13.5% of the
product (for negative epistasis).
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Figure 7: Epistatic interactions between instructions for four genomes on the LOD. In-
structions are colored according to the scheme detailed in Table 1, while epistatic edges
are colored according to their strength and direction, in a graded manner between blue
( = −10) over green (vanishing epistasis, not shown in these plots because of the thresh-
old) to red ( = 10, see color bar). A: Ancestral genome (50 instructions). B: A genome
early on the LOD (at update 3,742). C: Genotype on the LOD at update 29,035. D:
Epistatic network for the last genotype on the LOD, at update 88,297, with 610 edges.
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3.2 Motif entropy and information
For the epistatic colored networks of the type shown in Fig. 7, we can calculate colored
motif entropies, structural motif entropies, and colored motif information content as
described above. We focus here on motifs of size four, which are undirected. There
are six structural motifs of size four (shown in Fig. 1C), which come in a total of 566
different colorations. Thus, the maximal total motif entropy is Hmaxtot ≈ 9.14 bits. We
count the frequency of colored motifs in the network as described for the C. elegans
network, and also calculate the mean frequency with which we observe that motif in
a color-randomized network. In Fig. 8A, we show the topological entropy calculated
using Eq. (1), the color entropy [Eq. (4)], as well as the total entropy [from Eq. (5)],
along the LOD of the experiment. Generally, entropies are increasing as the network
evolves, not because the network increases in size but because the number of edges is
increasing (as seen in Fig. 6B), which leads to a greater diversity of colored motifs.
However, the genetic changes that give rise to the fitness jump around 50,000 updates
(see Fig. 6A) appear to change the genetic architecture in such a manner that color
diversity decreases somewhat. This decrease is most apparent in the color entropy, less
so in the structural motif entropy.
In order to calculate the information stored in the color assignment of instructions,
we need to calculate the average color entropy for color randomized networks. We
do this as described above for the C. elegans motifs, to obtain 〈HRcolor〉. This entropy
also increases with evolutionary time, and as a consequence the difference between the
two is mostly constant, but also shows a decrease at least for some periods of time on
the LOD (see Fig. 8). It is not immediately clear what kind of changes in the genetic
architecture of the sequences is responsible for the drop or increase in motif information
content. However, because the network is comparatively small, small changes in the
genome can potentially give rise to large changes in the colored motif distribution.
Note that the color entropy for 1000 color-randomized networks has an error in the
mean that is much smaller than the changes seen on the LOD (between 0.02 for the
earliest networks to 0.005 for the fittest ones), indicating that the fluctuations are not
due to sampling error. We conclude that the color assignment (shown in Table 1) that
we chose for the instructions shows that some information is stored within the colored
motifs in the epistatic network, but that this information does not necessarily increase
with an increase in fitness. In particular, it is possible that a different choice of color
assignments captures more motif information, and correlates differently with fitness.
Thus, while the genomic information content [6, 7, 4] correlates very well with fitness
(see also [24]), the colored motif information content appears to be better suited to
track changes in the genome architecture and organization.
4 Discussion
We have shown how an information-theoretic analysis of networks in which nodes are
assigned a color based on their functionality allows us to determine the information
content of the network motifs in a manner that significantly expands the purely topo-
logical treatment. The method is general and can be applied to any network where
both structural information (connectivity) and functional annotation of the nodes is
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Figure 8: Motif entropies and colored motif information content. A: Motif entropies for the
138 genotypes on the LOD. Black dots: topological entropy of motifs of size 4 (maximal
entropy for 6 motifs is 2.585 bits). Red dots: average color entropy of motifs of size
4. Green dots: Total motif entropy [Eq. (5)], given by the sum of topological and color
entropy, according to the grouping axiom. B: Information content (per motif) in colored
motifs of size 4, according to Eq. (6).
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available. When considering the neuronal network of C. elegans as an example, we note
that (depending on what size motifs we consider) more information is stored in the col-
oration of the motifs than in the structure. Indeed, an analysis of the C. elegans brain
in terms of structural motifs has generated only limited insight [47, 55], while adding
the color degree of freedom creates a wealth of information about what computations
are performed by the worm’s brain [45]. An analysis of the information stored in motif
colorations shows that the information per symbol increases with the size of the motifs
considered, but while it is clear that this information is a consequence of selection (be-
cause it is precisely the difference between a random color entropy and that selected
by evolution) it is not clear how this information changes as the organism adapts. To
address this question, we have analyzed the information content of colored motifs in
networks created by the interaction between instructions of avidian genomes. By choos-
ing a particular functional coloring of instructions (here 4 colors tagging instructions
that have either a biological, a computational, a flow-control, or a modifying function),
we discover that while information is stored in the colorations, this information neither
has to increase nor decrease with adaptation. While the number of epistatic edges in-
crease as the organism adapts to its environment, the colored motif distribution (while
clearly constrained by the functionality of the sequence) can become more narrow or
more broad, depending on the genetic architecture of the sequence that gives rise to
them. We do see clear indications that the distribution changes at stages in which
new functionality is evolved, which points to a relation between genomic architecture
and colored motif distribution, but monitoring the information content alone is not
sufficient to dissect what these changes are.
Of course, no general conclusions about the evolution of colored motif information
in complex networks can be drawn from this single example, not because a single ex-
periment would not be reflective of the average evolutionary trajectory (we believe it
is in the present case) but rather because the assignment of colors to functions of the
instructions reflects the investigator’s intuition, but is not necessarily the assignment
that maximizes the information content. Thus, while it is clear from the example we
studied here that information content of colored motifs cannot be a universal measure
of network complexity independently of what the color assignment is (or how edges are
defined), it is nevertheless a promising tool for dissecting the functional complexity of
a network. It is interesting to ask whether a search over possible colorations (using a
limited number of colors, of course) looking for that coloration that maximizes the in-
formation content of motifs could generate insight into the functionality of instructions
(and their dependence) that is not obvious from the outset.
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