Sufficient conditions for the existence of efficient algorithms are established by introducing the concept of contractility for continuous optimization. Then all the possible continuous problems are divided into three categories: contractile in logarithmic time, contractile in polynomial time, or noncontractile. For the first two, we propose an efficient contracting algorithm to find the set of all global minimizers with a theoretical guarantee of linear convergence; for the last one, we discuss possible troubles caused by using the proposed algorithm.
Sufficient conditions for the existence of efficient algorithms are established by introducing the concept of contractility for continuous optimization. Then all the possible continuous problems are divided into three categories: contractile in logarithmic time, contractile in polynomial time, or noncontractile. For the first two, we propose an efficient contracting algorithm to find the set of all global minimizers with a theoretical guarantee of linear convergence; for the last one, we discuss possible troubles caused by using the proposed algorithm.
For a fairly general class of problems, it is often impossible to find a universal method that performs well on all possible situations, which is the important connotation of the no free lunch theorems (1-3). This is not due to some kind of curse, but a lack of common features. Actually, a certain commonality is the premise of efficiency. When there is no such a premise, it is always wise to find a subclass that has enough in common and maintains a proper level of generality. And the consequent loss of generality is what we have to pay. Unfortunately, however, we have not found a reasonable payment yet for continuous optimization.
Specifically, global optimization algorithms (4-7), especially model-based methods (8-9) which has gained a wide range of applications (10) (11) (12) (13) , often attempt to trade-off exploration and exploitation (14) because the sufficient exploration is a guarantee of convergence while the exploitation of limited knowledge seems to be the key to improve efficiency (15, 16) . But in fact any exploitation based on insufficient information may reduce efficiency or even cause trouble. Therefore, it is necessary to impose some certain restrictions on the problems to ensure the existence of efficient optimization algorithms (1,2). Or in other words, we need to consider what problems can be effectively predicted by using a priori information reasonably.
For this purpose we introduce the recently proposed minima distribution (MD) theory (17) as an underlying mathematical "skeleton" of continuous optimization. For an arbitrary continuous function f on a compact set Ω in n-dimensional Euclidean Space R n with the global minima f * and the set of all global minimizers X * in Ω, the MD m = m f,Ω could be thought of as a probability density function on Ω such that Ω f (x)m(x)dx = f * . Let µ(S) = S dt denote the n-dimensional Lebesgue measure of S ⊂ R n , if µ(X * ) > 0 then m(x) = 1/µ(X * ) for x ∈ X * while m(x) = 0 for x ∈ Ω − X * . Generally, it should be strictly defined as the weak limit of a certain sequence of nascent MD functions {m (k) }. There are different types of the nascent MD functions. Let
The density m (k) gradually evolves from a uniform distribution on Ω to the Dirac delta function δ(x − x * ) when X * = x * is a single point set (Fig. 1) ; but its construction is not related to the point x * . Moreover, m (k) can also be defined by uniform distributions. For nonnegative integer k, one can obtain a sequence of sets {D (k) } by setting
can be given by the probability density function of the uniform distribution on D (k) . Inspired by the contractility associated with the nascent MD function sequence (see (17) for more details), we expect to design a class of algorithms for finding an approximate solution set containing all global minimizers. Central to the contracting algorithms is a very intuitional strategy that establishes a contracting sequence of closed sets covering X * . For any nonnegative integer k, the sequence {D (k) } are defined recursively by D (0) = Ω and
where
And for any possible choice of u (k) , we showed the monotonic convergence in Section S2: if f is not a constant on
) is the (k + 1)th contraction factor and expect that the upper bound u (k) is not too close to the range f * *
, otherwise it will cause the contraction factor λ (k+1) to be close to 1. The possible choices of u (k) often include the median-
In the following, we focus on the median-type algorithm which often leads to a stable λ (k+1) . The sampling procedure on D (k) embodies the exploration of unknown information and the approximation A χ (k) f reflects the exploitation of prior information, while Eq. 2 is the key for ensuring a sufficient exploration and issuing a judgment on the conversion of exploration to exploitation. Assume that the residual ε (k) = A χ (k) f − f follows an independent, identically distributed Gaussian distribution with mean µ (k) ε and standard deviation σ
can be estimated by the cross-validation (CV) (18, 19) estimationsμ
ε , and a bound for the residual
ε ) = 2Φ(t) − 1 in a probabilistic sense, where Φ is the standard normal distribution function; in particular, for t = 3 it follows that the three-sigma rule of thumb P (|ε
ε ) = 0.9973. Even without the Gaussian assumption, there exists the Chebyshev's inequality P (|ε
2 , although it should be regarded as a theoretical tool rather than a practical estimation. Sometimes an underfit model A χ (k) f might result in a very rough estimate of the residual bound and eventually lead to convergence failure. To reduce this possibility, we should impose an additional constraint on the global approximation behavior of A χ (k) f , which also ensures the effectiveness of subsequent sampling. Let r (k) be the percentage of χ (k) falling into D (k+1) and r
(k)
A be the percentage of samples uniformly distributed over
is reasonable to require that the difference between r (k) and r
A is less than a given threshold. Therefore, for example, one could accept the current model
A | < 1/4 are satisfied; see Figs. 2 and 3 for examples to illustrate how the contracting algorithm is performed (see Section S1 for technical details).
The efficiency of the contractions can be guaranteed if one can quickly sketch out the overall landscape of the valley in each step and the relevant deviation will not be large enough to dig 
and the starting point is given by (0, f * * χ (0) − f * ); and after six contractions, the current best solution is x * χ (6) = (9.42466, 2.47526) with f * χ (6) = 0.397887367, ERR(246) = 1.03 × 10
and UB(246) = 9.45 × 10 −4 . (I) The numbers of samples, {N (k) }, are used for the models
. Note that the contractility greatly controls the complexity of models. And one can use this series of models to determine the current approximate solution set D (6) covering all three minimizers, as shown in (F). See Data S1 for technical details. (k) } are used in the model {A χ (k) U n } for n = 4, 5 and 6, respectively; and this clearly demonstrates the importance of contractility for efficiency again. See Data S1 for technical details.
any deep enough hole in the highlands. This requires that the low frequency components of f always play a dominant role on every subset D (k) . This meaningful observation prompted us to impose a certain restriction on the Fourier transform of f .
In fact, in order to categorise continuous optimization problems, we need the following three conditions. First, supposef is the Fourier transform of f , then we say that f is a (p,
For such a function there exist a class of approximations (i.e., the socalled prolate spheroidal series (21-25)) such that the corresponding error bounds are reduced by a factor of p/(1 + p) every time the number of function evaluations doubles, see Section S3 for details. This feature actually implies contractility. And it is worth noting that Eq. 3 does not requiref to decay very quickly; as a univariate instance, for all δ > 0, ω −1−δ satisfies this condition with arbitrary ρ > 0 and p = 1/(2 δ − 1). This shows a very important fact that a hierarchical low frequency dominant function is not necessarily differentiable. Second, we say that f is a p-type tempered function on Ω if for every k ≥ 0, it holds that
where ξ is a uniformly distributed random variable on Ω. It limits the distribution of function values to match the dominant condition Eq. 3. Third, we say that f is a critical regular function on Ω if the set of all critical points of f has a zero n-dimensional Lebesgue measure, where a critical point is a x ∈ Ω where the gradient is undefined or is equal to zero. It guarantees that the contraction factor is asymptotically equal to 1/2 for the median-type algorithm. Now all the possible continuous problems can be divided into the following three categories. First, f is contractile in logarithmic time if there exist p, ρ > 0 such that f is not only a (p, ρ)-type hierarchical low frequency dominant function but also a p-type tempered and critical regular function on Ω. For such a function and any ǫ > 0, there exist N Ω,f ≥ 1 and K ≥ 1 such that after K median-type contractions, it holds that the upper bound max x∈D (K) |f (x) −f * | < ǫ, the total number of function evaluations is O(N Ω,f · log p 1+p ǫ), and the linear convergence rate
The contracting algorithm is very suitable for this type of problems because there exists a fixed upper bound CN Ω,f for every N (k) , where the constant C is slightly larger than one (26, 27) . This is very important because the computational complexity of A (k) f is closely related to N (k) , such as commonly used Gaussian processes (28) or random forests (29) . Let this complexity is O((N (k) ) a ) hereafter, then we can determine that the time complexity of the median-type algorithm is O(N a Ω,f · log p 1+p ǫ). See Section S4 for details. Second, f is contractile in polynomial time if f is a (p, ρ)-type hierarchical low frequency dominant function. For such a function and any ǫ > 0, there exist N Ω,f , K ≥ 1 and l > 1 such that after K contractions, it holds that the upper bound max x∈D (K) |f (x) − f * | < ǫ, the total number of function evaluations is less than O(N Ω,f · 2 log p 1+p ǫ ), and the convergence rate
And at this time, the algorithm is not limited to the median-type and these results above hold in the sense of probability. Actually, there is no fixed upper bound for N (k) ; however, it can often be controlled by C 2 kl N Ω,f since there always exists a weaker version of Eq. 4 that holds with a large probability. So the contracting algorithm is still effective for this type of problems because the contraction of D (k) can greatly reduce the computational cost of the model
similarly, the time complexity of the contracting algorithms is less than O(N
See Section S5 for details. Third, f is noncontractile if (i) f is not a hierarchical low frequency dominant function, for example, a function like noise as shown in Fig. 4A ; or (ii) f is a hierarchical low frequency dominant function but the residual bounds of probability are not satisfied in practice so that the contracting condition cannot be met, typical small probability event as shown in Fig. 4D . Theoretically, the contracting algorithm should remain in the state of k = 0 because any use of prior information may cause trouble; however, for a function similar to that shown in Fig. 4D , the contractions will still be carried out with a large probability due to the failure of the residual bound estimations, and eventually lead to convergence failure.
For a noncontractile function f , the contracting algorithm is degraded into a model-based approach without any contraction. For a sufficient smooth function f ∈ C s (Ω) with s > n/2 on a bounded domain Ω, such as that shown in Fig. 4D , the algorithm can also be done in polynomial time O(2 na (s−n/2)(1−δ) log 1 2 ǫ ), where 0 < δ ≪ 1; moreover, if f satisfies a α-Hölder condition, i.e., there exist C > 0 and 0 < α ≤ 1 such that |f ( 
. See Section S6 for details. Finally, we recall the question raised at the beginning of this article: what problems can be effectively predicted by using a priori information reasonably? And the answers are either the sufficient smooth problems or the contractile problems. For the latter, one can use a priori information to continuously reduce the scales of the problem until the required accuracy is met.
References and Notes Section S1. Method
For the median-type contracting algorithm, the contracting sequence of length K+1,
, is established as follows: define D (0) = Ω and
here, b r < 1/2 is a given threshold, r (k) is the percentage of χ (k) falling into D (k+1) , and r
A is the percentage of samples uniformly distributed over D (k) falling into D (k+1) . Two key parts of the algorithm are (i) the method for constructing a model to fit the given data on D (k) , and (ii) the sampling strategy for further generating uniform samples over D (k) according to some known interior points. In this work, we use Gaussian process (GP) regression for constructing a model to fit the data pairs (χ (k) , f χ (k) ). It has merit in the flexible expressivity because its hyperparameters are automatically tuned with the likelihood maximization. See Data S1 for technical details and (1) for more. Now consider the sampling strategy.
are N given points and T is a union of N sample sets
, where T i contains M samples from a normal distribution with mean χ i and variance σ 2 i (sufficiently large to cover
. Now we are going to add a new point t from T (k) to χ and t should preferably fill in the gaps in the distribution of χ. Actually, this subsequent point t could be determined as t = arg max
One can generate uniform samples in D (k) by using the above step recursively, see Fig. S1 for an example to illustrate how the method is performed. This recursive algorithm is closely related to the Voronoi diagrams (2) , because the added point will be always in the largest Voronoi cell of χ if the size of T (k) is large enough. 2 , that is, the first 50 points of the 2-dimensional halton sequence, are visible as dots in blue, and those samples falling into D, denoted by χ, are shown as asterisks in black. (B) The candidate set T , which is a union of sample sets from a normal distribution centered on each χ i , is visible as circledots. (C) Samples added recursively from T ∩ D is visible as circledots in blue, so successive points at any stage "know" how to fill in the gaps in the previously generated distribution. See Data S1 for technical details.
Section S2. Monotonic convergence
In this section we explain the monotonic convergence: if f is not a constant on Ω and the sequence {D (k) } is generated by Eqs. 1 and 2 (not limited to the median-type aigorithm), then
now we will show that
and it can be further rewritten as
and equivalently,
thus,
Section S3. Hierarchical low frequency dominant functions
Without loss of generality, assume that f * = 0 on Ω hereafter. We show that if f is a (p, ρ)-type hierarchical low frequency dominant function, then there exist a class of approximations such that the corresponding error bounds are reduced by a factor of p/(1 + p) every time the number of function evaluations doubles.
For any nonnegative integer j and ρ > 0, we define the jth ρ-bandlimited function by
where x·ω = n i=1 x i ω i is the inner product of x and ω; then according to the Nyquist-Shannon sampling theorem, f (j) ρ can be reconstructed by its samples corresponding to a sampling density of
ρ , where
and the condition Eq. 3 can be rewritten as
So it follows that
so the error bounds {R (j) ρ } j are reduced by a factor of p/(1 + p) every time the number of function evaluations doubles, that is, the corresponding sampling density is increased from 2 j−1 ρ n /π n to 2 j ρ n /π n . Furthermore, by noting that
the error bound can also be rewritten as
So the error bounds are reduced by a factor of p/(1+p) every time the sampling density doubles.
In the next section we will further consider the number of samples on the compact sets.
further, for a fixed accuracy ǫ > 0, there exists a K > 0 such that
hence, after K + 1 contractions, one can obtain the approximate solution set D (K+1) with
and clearly, the total number of function evaluations is much less than
similarly, let the computational complexity of A (k) f is O((N (k) ) a ), then the time complexity is much less than
taking a polynomial time for any desired accuracy ǫ. And it is worth noting that the algorithm is not limited to the median-type.
Section S6. Category III: noncontractile
For a noncontractile f , the contracting algorithm degrades totally into a model-based approach.
In the following we consider the time complexities for sufficient smooth functions, Hölder continuous functions and non-Hölder continuous functions, respectively. Suppose that χ are uniformly distributed over Ω with the sample size N, the relevant data values f χ = {f (χ i )} and Af interpolates f on χ. For a sample set χ over Ω, we denote the associated fill distance with h N := sup
then for ǫ > 0, there exists C ǫ > 0 such that
or, h N = O(N (δ−1)/n ), where 0 < δ ≪ 1; see Lemma 12 of (11). If f ∈ C s (Ω) with s > n/2 on a bounded domain Ω, then there exists a band-limited interpolant Af (see Lemma 3.9 of (12)) such that for any x ∈ Ω, it holds that |f (x) − Af (x)| ≤ Ch 
where the complexity of Af is O ((N  (k) ) a ). And this result is similar to that given in (11) . If f satisfies a α-Hölder condition, i.e., there exist C > 0 and 0 < α ≤ 1 such that |f (x ′ ) − f (x ′′ )| < C x ′ − x ′′ α , then there exists a nearest-neighbor interpolant Af which is closely related to the Voronoi diagram of χ, such that for any x ∈ Ω, it holds that 
Further, if f does not satisfy any Hölder condition, then the time complexity is larger than O(2 na α log 1 2 ǫ ) for all α > 0, so the algorithm shall not be done in polynomial time.
