R esum e. Nous d ecrivons un algorithme dû a Gauss, Shanks et Lagarias qui etant donn e un entier D 0; 1 mod 4 non carr e et la factorisation de D, d etermine la structure du 2-sous-groupe de Sylow du groupe des classes de l'ordre quadratique de d eterminant D ; la complexit e de cet algorithme est en temps polynomial probabiliste en log jDj.
with approximate timings on a Sun MP670 workstation indicated in brackets. We see that the algorithm takes more time if the resulting 2-class group is`further' from elementary 2-abelian, and that the real quadratic case D > 0 appears to be somewhat harder than the imaginary quadratic case. We will give a complete quantitative explanation for both observations. Note that computation of the full class group for any of these discriminants is currently completely unfeasible. The basis of our algorithm is a method to solve the duplication equation 2x = c in quadratic class groups that is due to Gauss 7, section 286] . It has been implemented and used to compute various imaginary quadratic 2-class groups C(D) by Shanks 11] . All of Shanks's examples were cyclic or almost cyclic, and he did not give an algorithm to handle general D.
Doing so is essentially a matter of linear algebra, as was shown by Lagarias 10] , who analyzed the algorithm from the point of view of its computational complexity but referred to 11] for a practical implementation. There does not seem to be a complete description of the mathematical content of the algorithm in the existing literature, and this paper intends to ll this gap. It turns out that a careful description of the mathematics leads to something which is not too far from an actual implementation in a high level programming language like that of Magma 1] . Moreover, it naturally yields an algorithm that includes the improvements of Shanks regarding the Gaussian solution of the duplication equation and avoids the unnecessary coprimality assumptions on the rst coe cients of the quadratic forms in 10].
The algorithm has been successfully exploited 2] in the veri cation of the heuristics of the second author 12, 13] regarding the solvability in integers of the negative Pell equation x 2 ? dy 2 = ?1. This veri cation involved the computation of C(D) for several millions of large, highly non-cyclic real quadratic 2-class groups.
The description of the actual algorithm is contained in section 3 of this paper. It is preceded by a summary of the basic results on binary quadratic forms and followed by a worked example illustrating some technical points of the algorithm. The algorithm itself is essentially a matter of linear algebra once one knows how to generate the 2-torsion subgroup of Cl (D) and how to solve the equation 2x = c for elements c in the principal genus 2Cl(D). The`division-by-2-algorithm' used in solving 2x = c is based on the reduction theory of ternary quadratic forms. As this reduction theory is considerably less well known than the corresponding theory for binary quadratic forms, a concise description of it has been included as section 5. It is used in section 6, which deals with the solution of the duplication equation that forms the backbone of the algorithm. A nal section 7 comments on the performance of the algorithm.
We thank Andreas Meyer for detecting a number of typos in an earlier version of this paper.
Quadratic class groups.
Let D 0; 1 mod 4 be an integer that is not a square. The class group Cl(D) of discriminant D is de ned to be the quotient of the group of in- 
The power of p D in the map above is only there to`preserve orientation' and vanishes for negative D. By transport of structure, F D =SL 2 (Z) becomes a group that we identify with Cl(D). Accordingly, we speak of the class rather than of the orbit of a form in Cl(D). In the case that D is a square, which we have excluded so far, the orbit space F D =SL 2 (Z) can be made into a group by Gauss's original method that we will discuss later in this section. Following Gauss 7, end of section 249], we will write the group operation in Cl(D) additively. This appears to be the most convenient notation for computational purposes, as most computations in class groups use techniques coming from linear algebra, and it is in line with the common usage to treat divisor class groups as additive objects.
As the forms (a; b; c) and (a; b + 2ka; c + kb + k 2 a) are in the same class for all k 2 Z, every class contains a form (a; b; c) with jbj jaj. It is an entirely non-trivial matter. It is exactly this complication which led Shanks 11, p . 849] to believe that one cannot always decide e ciently whether certain 2-torsion classes in Cl(D) are actually trivial. We will come back to this problem, which will turn out ot be non-existent, in section 3. The ambiguity between forms and their classes will however necessitate a careful formulation of our algorithm in section 3, where we compute the 2-primary part of Cl(D) while working with representing forms. As we will be interested in duplication in the class group in later sections, we mention the following important example of concordant composition. 
Computing quadratic 2-class groups.
Let D 0; 1 mod 4 be a non-square integer for which we have a complete factorization. We want to compute the strict 2-class group C Cl of the quadratic order of discriminant D. The computation is essentially a matter of linear algebra over the eld of 2 elements F 2 . For this reason, we take the values of all quadratic characters in this section to lie in F 2 rather than in the multiplicative group h?1i.
The of X D vanish on it, so the genus characters enable us to decide e ciently whether an element of Cl is in 2Cl. In section 6, we will prove the following.
3.4. Division-by-2-algorithm. Given a form Q 2 F D whose class lies in 2Cl, we can e ciently nd a form P 2 F D satisfying 2 P] = Q] 2 Cl.
The class of the form P in 3.4 is only determined up to composition with classes from Cl 2] , and all we know is that the form P found by the algorithm lies in one of these classes. Even when Q is in the trivial class, there is no guarantee that P will be in the trivial class.
Apart from an explicit description of the character group of C=2C, the factorization of D also yields generators for the subgroup C 2] of ambiguous ideal classes in Cl. This is due to the well known fact that C 2 1 for the image of the 2-torsion subgroup C 2] will be formed from the set S 0 of ambiguous forms. More generally, we will carry a set S i of 2 i+1 -torsion forms along at stage i. Roughly speaking, the character pairing is used tò split' the set S i into a set A i+1 of basis forms and a set of forms that map to 2C. We divide the latter forms by 2 using our algorithm 3.4 to obtain the set S i+1 of 2 i+2 -torsion forms needed at the next level. We continue until the union S j A j yields a basis for C=2C. We are then done by the following elementary lemma on abelian 2-groups. 3 .5. Lemma. Let G be a nite abelian 2-group, X a basis for its group of quadratic characters, and suppose we have a disjoint union B = S N j=1 A j of nite sets A j G such that the following holds: a. the 2-torsion subgroup G 2] is generated by the elements 2 j?1 a j with a j 2 A j and j 2 f1; 2; : : : ; Ng.
b. the matrix ( (a)) 2X;a2B is a non-singular square matrix.
Then B maps to an F 2 -basis for G=2G, the elements in A j have exact order 2 j in G and the natural map
is an isomorphism of groups.
Proof. The non-singularity of the character matrix in (b) implies that the elements in B map to a basis for G=2G, so these elements generate the group G. As G 2] and G=2G have the same F 2 -dimension, the elements of the form 2 j?1 a j with a j 2 A j that occur in (a) necessarily form a basis for G 2]. In particular, the elements of A j have exact order 2 j . In order to obtain the required isomorphism for G, we have to show that for any We now describe an inductive algorithm that computes sets of forms A j F D such that the hypotheses of lemma 3.5 apply to their classes in G = C. We noted already that the problem with working with forms is that we cannot decide whether two di erent forms are di erent as elements of C. However, the forms in the sets A j that are computed by our algorithm are whose columns X(a) 2 F X 2 give the`complete quadratic character' of the forms a 2 B i S i . By (2), the elements X(a) for a 2 B i are independent in F X 2 , and we can compose each of the elements of S i with forms from B i to obtain that all characters in X i vanish on it. After doing so, we still have (1) for our modi ed set S i , and the new columns X(s) for s 2 S i span a subspace V F X 2 that is linearly disjoint from the space spanned by the columns X(a) with a 2 B i . We choose A i+1 S i such that the columns X(a) with a 2 A i+1 form a basis of V , and we pick a set of characters Y i X such that the matrix ( (a)) 2Y i ;a2A i+1 is non-singular. We clearly have Y i \ X i = ;, and we set X i+1 = X i Y i to obtain (2) for stage i + 1.
The remaining forms in S i n A i+1 are now composed with forms from A i+1 in such a way that the characters in X nX i also vanish on them. Then all characters in X vanish on these modi ed forms, so their classes are in 2C. We now apply our division-by-2-algorithm 3.4 to each of the modi ed forms in S i n A i+1 , and take the solutions obtained as the set S i+1 . Termination. The algorithm terminates at stage i if we have X i = X. This is bound to happen as we have X i = X if and only if C is annihilated by 2 i . To see this, suppose rst that C is annihilated by 2 i . Condition (1) then implies that the elements2 j?1 a j for j i generate C 2], so the number #B i of such elements is at least equal to dim C 2] = #X. It follows from (2) that we have #X i = #B i #X, so X i = X. Conversely, if we nd X i = X at stage i, then C is annihilated by 2 i as it can be generated by a set B i of 2 i -torsion elements.
We conclude that after N steps, with 2 N the exponent of C, we have found a basis B = S N j=1 A j for C that satis es the conditions of lemma 3.5.
This nishes the description of the algorithm.
In the actual implementation of the algorithm, we used a re nement that ensures that the nal character matrix ( (a)) 2X;a2B becomes lower triangular. Instead of taking for A i+1 some subset of S i whose X-image spans V , one alternately picks a character and constructs a form to produce Y i and A i+1 , as follows. Let S i be our set of forms, modi ed such that all characters in X i vanish on S i , and look at the submatrix M 0 i = ( (a)) 2XnX i ;a2S i of M i . We set Y i = ; = A i+1 and do the following until all entries of M 0 i equal zero. Pick a form a 2 S i and a character 2 X ? X i such that (a) 6 = 0, add to the set Y i and move the form a from S i to A i+1 . Compose the remaining forms s 2 S i that have (a) 6 = 0 with a|this yields a new set S i |and continue with the new, smaller matrix M 0 i . This process, which is called echelonization, produces a non-singular lower-triangular matrix ( (a)) 2Y i ;a2A i+1 for the ordering of forms and characters suggested above. Moreover, it replaces S i by a set of forms with classes in 2C, and S i+1 is constructed from this set applying 3.4.
At the nal stage i = N of the algorithm, there is no need to apply the division-by-2-algorithm 3.4 to compute a set S N of 2 N+1 -torsion forms. In the imaginary case D < 0, this is clear since we can take S 0 to be a basis for The number k of divisions by 2 performed by the algorithm to compute C can easily be derived from the group structure of C: for any factor (Z=2 j Z) in the representation of lemma 3.5 one has to perform j ? 1 divisions by 2. However, since for D > 0 there is at any stage in the algorithm one more generator than the rank of the group necessitates, the number of divisions performed for the maximal j, which equals N, has to be counted twice.
Writing h = #C for the 2-class number of D and r 2 fu ? 2; u ? 1; ug for the 2-rank of C, we nd This explains the observation in the introduction that our algorithm usually needs more time for real class groups than for comparable imaginary class groups.
A worked example.
In order to illustrate the abstract description in the previous section, we compute by way of example the real quadratic 2-class group C of discriminant D = 33923894057872 = 1148 2 25740793 = (4 7 41) 2 13 97 137 149; which has 7 distinct prime factors. We use the notation from the previous section.
In our example, the group of eld characters X d corresponding to D has order 2 3 and is generated by the quadratic characters 13 
C C C C C C A :
The space V spanned by the columns of M 0 is 3-dimensional, and the 3 3-submatrix corresponding to the forms Q 2 , Q 7 and Q 13 and our algorithm terminates. The elements a ij listed in the top row form an ordered basis of C, i.e., the sets A i = fa ij g j satisfy the hypotheses of lemma 3.5 for G = C.
In the nal stage of the algorithm, it turns out that the character column of the form s 32 2 S 3 lies in the space generated by the previous columns, so we have to compute s 33 before we nd that the character matrix has maximal rank. In the cases where we are lucky enough to obtain already a character matrix of full rank before the nal column has been computed, our algorithm suppresses the computation of the form corresponding to this nal column. This saves an application of the division-by-2-algorithm. For large positive discriminants, the resulting gain can be considerable. 
Ternary quadratic forms.
This section describes the reduction theory of ternary quadratic forms that is the basis of the division-by-2-algorithm in section 6.
Let n 1 be an integer, and L = Z n an n-dimensional lattice with standard inner product h ; i : L L ! Z. For every endomorphism A 2 End(L) = M n (Z), we have an associated quadratic form F = F A on L de ned by F(X) = hAX; Xi. Writing A as a matrix (a ij ) n i;j=1 with respect to the standard basis of L, we have F(X) = F(x 1 ; : : : ; x n ) = X 1 i;j n a ij x i x j :
For n = 2 and n = 3, we use variables x, y and z. If A ranges over the integral symmetric (n n)-matrices, then F A ranges over the quadratic forms F = P 1 i j n c ij x i x j for which the`mixed coe cients' c ij with i 6 = j are even. quadratic forms of this type in the current paper.
We de ne the determinant det(F) of a form F corresponding to a symmetric matrix A by det(F) = det(A). In particular, the determinant of a quadratic form Q = ax 2 + 2bxy + cy 2 is for us equal to det(Q) = ac ? b 2 = ? 1 4 
disc(Q):
There is a natural right action of GL n (Z) on the set of quadratic forms in n variables by`coordinate transformations'. If a form F corresponds to a symmetric matrix A and S 2 GL n (Z) is a coordinate change, then F S = hASX; SXi = hS T ASX; Xi clearly corresponds to the matrix S T AS. Here S T denotes the transpose of S.
Two quadratic forms F and G are said to be equivalent if there exists a unimodular transformation S 2 SL n (Z) such that F S = G. Note that ?id L acts trivially and has determinant (?1) n , so the GL n (Z)-orbits and the SL n (Z)-orbits of forms coincide in odd dimension. For n = 3 we obtain ternary forms, and for forms of non-zero determinant the reduction theory proceeds by a combination of binary reduction of both the form itself and its adjoint. Suppose the ternary form F of determinant as if we were to reduce the quadratic form F(x; y; 0) = a 11 x 2 + 2a 12 and we can use these to produce a reduced ternary form. There are two possibilities, depending on whether the coe cient a 11 of our semi-reduced form is zero or not.
In case a 11 = 0 we also have A 33 = a 12 = 0, and therefore F = ?a 2 13 a 22 . Looking at the e ect of S 2 on F, we see that an appropriate choice of S 2 yields a form with given determinant with a 11 6 = 0. Indeed, we have bounded the coe cients a 11 ; a 12 and A 13 ; A 23 ; A 33 in terms of F , and the following elementary completion lemma shows that in our situation, these coe cients and F uniquely determine the form. As every ternary form is equivalent to a reduced form, we see that the number of equivalence classes of ternary forms of determinant is nite for every . As an example that we will need in the next section, let us take = ?1 and determine the equivalence classes. The entries of the symmetric matrices corresponding to the ternary form F and its adjoint will again be denoted by a ij and A ij , respectively. By (5.2), a semi-reduced ternary form F of determinant = ?1 has either a 11 = A 33 = 0 or ja 11 j = jA 33 j = 1. In the case a 11 = A 33 = 0 we have a 22 a 2 13 = 1, so a 22 = 1 and a 13 Our proof of this lemma is constructive, as it shows how to nd a matrix S 2 SL 3 (Z) that maps a ternary form F of determinant ?1 to y 2 ?2xz. One simply reduces F by the procedure outlined in this section to obtain one of the 9 reduced inde nite forms listed above, keeping track of the transformation matrices encountered along the way, and performs an explicit transformation that we did not bother to write down to obtain y 2 ? 2xz.
It has been shown by Lagarias 9] that this gives rise to a polynomial-time algorithm.
6. Division by 2 in quadratic class groups.
In order to complete the description of our algorithm, we explain in this section how one can explicitly divide by 2 the class of a binary quadratic form Q that is known to be in the principal genus. We have seen in the discussion following lemma 2.4 that nding a form P satisfying 2 P] = Q] is closely related to the representation of suitable squares by the form Q, i.e., to nding solutions to a ternary quadratic equation Q(x; y) = z 2 .
Gauss 7, art. 286] observed that this can be done e ciently by extending the given binary form to a ternary form for which the represented squares can be trivially found after reduction. It is convenient to assume that we work with even discriminants. This is not a restriction as for odd D, the natural map C(4D) ! C(D) is an isomorphism. The basic observation is the following. (2) and (3)]. It is only this minor non-deterministic step that makes our algorithm a random polynomial time algorithm.
In the situation of lemma 6.1, the binary form Q is represented by the ternary form Q 1 . More generally, we say that a binary quadratic form Q is represented by a ternary quadratic form F if there exist integers a i and b i for i = 1; 2; 3 such that If this is the case, we have Q(x; y) = Q 1 (x; y; 0) for the ternary form Q 1 = F S . Moreover, we have Q 1 (0; 0; 1) = det Q, and Q is represented by every ternary form that is equivalent to Q 1 . As we do not consider binary quadratic forms that are negative de nite, the form Q 1 and therefore the representing ternary form F are inde nite. Combining lemmas 6.1 and 5.8, we now obtain the following result. Cl(D).
Proof. As gcd(p; q; r) divides det M = 1, we have gcd(p; q; r) = 1, so in order to show that P is primitive we have to check that p and r cannot both be even. Suppose they are. Then q is odd. The last row of the matrix product MS = id yields the relations pa 1 +qa 2 +ra 3 = pb 1 +qb 2 +rb 3 = 0, so a 2 and b 2 are both even. It follows from (6.4) 7. Performance of the algorithm.
The algorithms described in the previous sections have been implemented in the high-level language of the computer algebra system Magma. Table  7 .1 below shows the results of an experiment devised to give an indication of the dependence of the performance of the algorithm on various parameters, in particular the size and sign of the discriminant and the structure of C. For several n ranging from 25 to 400 (as indicated at the top of each column in the tables), we found 5 primes close to 10 n that are squares modulo each other. The rst table lists the primes used; the i-th prime used for each value of n is 10 n + r i . The primes 10 100 + r i are the prime factors of the discriminant D occurring in the introduction. number of pD, written in a way that corresponds to the structure of the 2-class group C(pD). The two values on the second line are the number of seconds it took our implementation to nd this group structure and the (rounded) quotient of this running time by the number of times a division by 2 had to be performed to obtain the group structure. Thus, the rst entry says that for D the product of our ve primes 10 25 + r i , we have C(?79 D) C 3 2 C 4 C 16 . This computation took 11 seconds. As the computation of such a group takes 4 divisions by 2 by formula (3.6), this is approximately 3 seconds per division. In a given column, the time needed per division is roughly constant. This means that the time needed to nd the 2-group structure is proportional to the number of divisions by 2, that is, to the combination of the width and depth of the 2-group given in (3.6). There is a small but noticeable di erence in running time between imaginary and real class groups. In the table, they are separated by a row that indicates, for each value of n, the average time it took the algorithm per division for the imaginary and for the real class groups. On average, the algorithm is about 15% slower for real quadratic class groups.
The average running times per division in the central row give an indication of the complexity function for the major operations as a function of the number of decimal digits. The dominant factor is the slightly worse than quadratic time growth of ordinary integer arithmetic with the size of the integers.
A closer look at where the time is spent reveals that there are three main c omponents: the ternary reduction step, the modular square root used in the division by 2 of a class in the principal genus, and the composition and reduction of quadratic forms. The ternary reduction step takes up between 1=3 and 1=2 of the total time for a divison by 2. The fraction of time needed for the modular square root (with modulus the discriminant, but performed prime by prime) increases slightly with the size of the primes involved, and in the largest case (of 400 digit primes) takes about as long as the ternary reduction. The contribution from the composition of forms varies considerably but is usually much smaller. It depends primarily on the number of reduction steps necessary after a single composition in the very last stage of the division-by-2-algorithm. In our examples sometimes several hundreds of reduction steps were needed, taking up to 1=5 of the total time for the large discriminant case.
