Radar "Around the corner" : détection et localisation de cibles masquées en milieu urbain by Thai, Khac Phuc Hung
HAL Id: tel-02379279
https://tel.archives-ouvertes.fr/tel-02379279
Submitted on 25 Nov 2019
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Radar ”Around the corner” : détection et localisation de
cibles masquées en milieu urbain
Khac Phuc Hung Thai
To cite this version:
Khac Phuc Hung Thai. Radar ”Around the corner” : détection et localisation de cibles masquées en
milieu urbain. Autres [stat.ML]. Ecole nationale supérieure Mines-Télécom Atlantique, 2018. Français.
￿NNT : 2018IMTA0102￿. ￿tel-02379279￿
THESE DE DOCTORAT DE
 
 
 
L’ÉCOLE NATIONALE SUPERIEURE MINES-TELECOM ATLANTIQUE 
BRETAGNE PAYS DE LA LOIRE - IMT ATLANTIQUE 
COMUE UNIVERSITE BRETAGNE LOIRE 
 
ECOLE DOCTORALE N° 601  
Mathématiques et Sciences et Technologies  
de l'Information et de la Communication  
Spécialité : Signal, Image, Vision 
 
Radar « Around the corner » : détection et localisation de cibles 
masquées en milieu urbain 
 
Thèse présentée et soutenue à l’Onera (Palaiseau), le 14 décembre 2018 
Unité de recherche : ONERA / LabSTICC 
Thèse N° : 2018IMTA0102 
Par 
Khac Phuc Hung THAI 
 
 
 
Rapporteurs avant soutenance : 
 
Philippe FORSTER Professeur, Université de Paris Nanterre 
Stéphanie BIDON Professeur, ISAE-SUPAERO 
 
Composition du Jury :  
 
Présidente : Atika RIVENQ-MENHAJ Professeur, Université de Valenciennes  
 
Examinateurs :  François SEPTIER Professeur, Université Bretagne-Sud 
 Philippe FORSTER Professeur, Université de Paris Nanterre 
 Stéphanie BIDON Professeur, ISAE-SUPAERO 
 Olivier RABASTE Ingénieur de recherche, ONERA 
 Jonathan BOSSE Ingénieur de recherche, ONERA 
 
Directeur de thèse : Thierry CHONAVEL Professeur, IMT Atlantique 
 
Invité 
Philippe POULIGUEN  Responsable domaine scientifique, DGA/MRIS, DGA 

Résumé
Les applications des techniques radar au milieu urbain constituent un do-
maine émergent. Une des diﬃcultés principale est liée à la complexité du mi-
lieu de propagation induit par les bâtiments présents dans la scène. En eﬀet,
contrairement aux applications radar classiques où la cible est en ligne de vue
du radar, la présence de ces bâtiments génère d’une part des zones d’ombre
à l’intérieur desquelles une cible n’est pas en visibilité directe, et d’autre part
de nombreux multi-trajets produits par les possibles réﬂexions et diﬀractions
sur les surfaces environnantes. Ces multi-trajets sont souvent vus comme une
gêne, limitant les capacités de détection en radar. Or ils peuvent aussi être
exploités à l’avantage du radar aﬁn de détecter et localiser des cibles situées
dans les zones d’ombre (cible en NLOS).
L’objectif de ce travail de thèse est donc la mise en place de méthodes de
traitement du signal permettant la détection et la localisation d’une cible en
NLOS en milieu urbain et l’application de ces techniques pour détecter et
localiser une cible en NLOS à partir de signaux réalistes voire réels.
Pour cela, nous avons proposé dans un premier temps deux solutions pour
la détection et la localisation de la cible en exploitant les multi-trajets : l’algo-
rithme FMU qui est basé sur une projection du signal reçu sur le sous-espace
déﬁni par les retards des multi-trajets et l’algorithme SLC qui est basé sur une
intégration non cohérente de l’énergie des multi-trajets. Nous avons également
aﬃné d’une part notre solution de détection en proposant une méthode de
sélection du nombre de trajets fondée sur l’optimisation de la probabilité de
détection, et d’autre part notre solution de localisation en proposant d’utiliser
des critères de pénalisation permettant de limiter dans une certaine mesure le
problème d’ambiguïté inhérent à la problématique « around-the-corner ». Dans
un deuxième temps, nous avons développé deux ﬁltres particulaires pour pister
une cible en milieu urbain en présence de multi-trajets. Ces algorithmes ont été
appliqués aux données réelles issues d’une expérimentation et ont montré des
résultats prometteurs : même avec une connaissance approximative de la géo-
métrie de la scène, il a été possible de détecter, localiser et suivre une cible en
exploitant uniquement l’information fournie par les retards des multi-trajets.
Mots clés : détection, ﬁltre particulaire, localisation, milieu urbain, multi-
trajets, NLOS, pistage, radar.
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Around the Corner Radar :
detection and localization of an
NLOS target in urban environment

Abstract
The applications of radar techniques to the urban environment constitute
an emerging subject. One of the main diﬃculties is related to the complexity
of the propagation environment induced by the buildings present in the scene.
Indeed, unlike conventional radar applications where the target is in line of
sight of the radar, the presence of these buildings generates on the one hand
shadow areas within which a target is not in line of sight, and on the other hand,
many multipaths produced by reﬂections and diﬀractions on the surrounding
surfaces. Classically, these multipaths are often seen as an inconvenience,
limiting radar detection capabilities. However these multipaths can also be
exploited to the advantage of the radar to detect and locate targets located in
the shadows areas (target in NLOS).
The objective of this thesis work is therefore to develop signal processing
methods allowing the detection and localization of a target located in shadow
areas in urban environment and to apply these techniques for detecting and
locating a target in NLOS from realistic or even real signals.
For this, we ﬁrst proposed two solutions for detection and localization of a
target by exploiting multipath information: the FMU algorithm which is based
on a projection of the received signal on the subspace deﬁned by the delays of
the multipaths and the SLC algorithm that is based on a non-coherent integra-
tion of multipath energy. We have also improved on one hand our detection
solution by proposing a method for selecting the number of paths based on
the optimization of the probability of detection, and on the other hand our
localization solution by proposing to use some penalization enabling to miti-
gate the ambiguity problem inherent to the "around-the-corner" problem. In a
second step, we developed two particle ﬁlters to track a target in urban envi-
ronment in the presence of multipaths. These algorithms have been applied to
real data and showed promising results: even with an approximate knowledge
of the geometry of the scene, it has been possible to detect, locate and track a
target by exploiting only the information on multipath delays.
Keywords: detection, localization, multipath, NLOS, particle ﬁlter, radar,
tracking, urban environement.
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Introduction
Cadre général et objectifs
Les applications des techniques radar au milieu urbain constituent un do-
maine émergent. Une des diﬃcultés principale est liée à la complexité du mi-
lieu de propagation induit par les bâtiments présents dans la scène. En eﬀet,
contrairement aux applications radar classiques où la cible est en ligne de vue
du radar, la présence de ces bâtiments génère d’une part des zones d’ombre
à l’intérieur desquelles une cible n’est pas en visibilité directe, et d’autre part
de nombreux multi-trajets produits par les possibles réﬂexions et diﬀractions
sur les surfaces environnantes (ﬁgure 0.0.1). Ces multi-trajets sont souvent vus
comme une gêne, limitant les capacités de détection en radar. Or ces multi-
trajets peuvent aussi être exploités à l’avantage du radar aﬁn de détecter et
localiser des cibles situées dans les zones d’ombre (cf. ﬁgure 0.0.1), c’est-à-
dire aux endroits qui ne sont pas situés en ligne de vue directe (NLOS pour
Non-Line-Of-Sight en anglais). En eﬀet, une position (x, y) correspond à un
ensemble de trajets portant de multiples informations : distances parcourues
(retards), amplitudes, Doppler, angles, etc. Une fois que certaines de ces in-
formations sont identiﬁées, il devient possible de remonter à la position de la
cible en les recoupant grâce à l’utilisation d’un modèle de propagation. C’est
le principe du radar « around-the-corner ».
Pour l’application visée, à savoir un radar portable directement utilisable
en milieu urbain, le radar doit être petit et bas coût. Cela nécessite l’emploi
de méthodes de traitement peu gourmandes en temps de calcul (puissance de
calcul supposée limitée), et donc en particulier l’utilisation d’un modèle de
propagation relativement simple : un modèle de tracé de rayons est considéré
ici.
Malheureusement, toutes les informations liées à ces multi-trajets ne sont pas
toujours disponibles ou exploitables. Par exemple, l’information d’amplitudes
des trajets est très diﬃcilement exploitable à cause de la connaissance impar-
faite de la scène. En eﬀet, l’exploitation des amplitudes nécessite un modèle a
priori porté sur les amplitudes des multi-trajets. Or, l’absence de la connais-
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sance parfaite des matériaux des surfaces de réﬂexions et de leurs réﬂectivités,
ainsi que la bonne connaissance de la SER (Surface Équivalente Radar) de
la cible pour tous les angles de présentation, ou bien encore les détails de la
scène, ne permet pas de modéliser les amplitudes de façon réaliste. Donc une
contrainte raisonnable pour traiter de la localisation de la cible en milieu ur-
bain est de ne pas exploiter d’a priori sur les amplitudes des multi-trajets. Par
un souci de simplicité qui se justiﬁe par le peu d’études préalables à ce pro-
blème, nous ne considérons dans le cadre de cette thèse que les informations
de distance (retard) des multi-trajets. D’autre part, l’exclusion du Doppler et
de l’angle correspond eﬀectivement à une contrainte imposée par le matériel
expérimental à notre disposition. Également par souci de simplicité, ce travail
fera l’hypothèse d’une seule cible présente dans la scène.
L’absence de la totalité des informations disponibles peut rendre le problème
de localisation plus diﬃcile à résoudre. Par exemple, comme l’amplitude des
trajets est supposée inconnue et doit être estimée, deux positions partageant
des retards communs et dont les retards distincts sont d’amplitudes faibles
vont être diﬃciles à séparer, même si elles sont éloignées géométriquement.
On parlera alors d’un problème d’ambigüité. Il est clair que ce problème sera
d’autant plus présent que la quantité d’informations diﬀérentes à disposition
(distance, Doppler, angle) sera faible.
Figure 0.0.1 – La présence des zones d’ombre et des multi-trajets en milieu
urbain.
L’objectif de ce travail de thèse est donc la mise en place de méthodes de
traitement du signal permettant la détection et la localisation d’une cible située
dans des zones d’ombre (cible en NLOS) en milieu urbain et l’application de
ces techniques pour détecter et localiser une cible en NLOS à partir de signaux
réalistes voire réels.
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Pour cela, dans un premier temps, nous nous restreindrons au problème de la
détection et de la localisation d’une seule cible en NLOS avec un unique radar
portable présent dans la scène urbaine. L’information angulaire et Doppler
des trajets n’est pas supposée connue. Contrairement aux études [Setlur 12]
[O’connor 15] où les auteurs utilisent les mesures du temps d’arrivée (TOA),
nous exploitons des signaux bruts. Notons que l’exploitation des signaux bruts
et non des mesures TOA est optimale du point de vue de l’estimation. Traiter
les signaux bruts permet également d’éviter le problème d’association poten-
tiellement combinatoire [Weiss 11]. Pour la détection, nous visons à améliorer
la performance de détection en utilisant simultanément l’information des multi-
trajets. De plus, pour la localisation nous ne supposons pas que le nombre de
multi-trajets est constant comme [Zetik 15] ou [Setlur 12] : cela dépend de
la géométrie et de la conﬁguration de la scène ; en particulier, il est poten-
tiellement diﬀérent pour deux positions cibles diﬀérentes. Une connaissance
approximative de la géométrie de la scène est supposée disponible, qui pour-
rait par exemple être extraite de cartes routières en libre accès. Un modèle de
propagation simple basé sur le tracé de rayons sera utilisé pour exploiter la
géométrie de la scène. En tant que telle, la solution de localisation que nous
proposerons peut être appliquée à n’importe quelle conﬁguration géométrique.
Dans un second temps, nous considérons le problème de pistage tout en uti-
lisant les hypothèses présentées ci-dessus. Dans notre contexte, les ﬁltres de
type Kalman ne peuvent pas être utilisés car l’équation de mesure est non li-
néaire. En particulier, nous verrons que l’équation de mesure dépend de l’état
cible lui-même d’une manière très complexe car le nombre de trajets dépend
de la position de la cible. Nous proposons donc d’utiliser des ﬁltres particu-
laires pour traiter la non-linéarité du modèle de mesure et gérer le modèle de
propagation multi-trajets.
Contributions
Les contributions de la thèse s’organisent autour de deux axes d’études prin-
cipaux :
- Premièrement, pour résoudre le problème de détection et localisation, nous
avons développé deux solutions pour la détection et la localisation de la cible
en exploitant les multi-trajets. Contrairement au ﬁltre adapté classique qui
n’exploite qu’un seul trajet à la fois, les algorithmes proposés exploitent les
trajets simultanément et fournissent généralement de meilleures performances
dans un scénario urbain typique. En particulier, nous montrons que l’exploi-
tation des trajets multiples peut améliorer les performances de détection tant
que le SNR des trajets supplémentaires est suﬃsant. Nous avons également dé-
veloppé un algorithme spéciﬁque pour sélectionner le nombre de multi-trajets,
3
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ce qui nous permet d’améliorer les performances de détection en optimisant la
probabilité de détection. Pour le problème de localisation, les résultats obte-
nus par simulation montrent que les localisations cibles peuvent être estimées
avec les deux algorithmes même en utilisant un modèle de propagation simple
et une connaissance approximative de la géométrie de la scène. Cependant, il
apparaît également que le problème de localisation adressé par l’application
radar "around-the-corner" conduit à de fortes ambiguïtés spatiales inhérentes
à la géométrie de la scène. Nous avons donc proposé trois corrections du test
initialement proposé pour diminuer ces ambigüités.
- Deuxièmement, nous avons développé des algorithmes de pistage qui prennent
en compte la dynamique de la cible, pour lever les ambiguïtés de localisation.
Ces algorithmes améliorent l’estimation de la position de la cible par rapport
aux algorithmes de localisation proposés précédemment. Un des problèmes à
résoudre pour mettre en œuvre ce type de ﬁltre est la prise en compte de l’évo-
lution des amplitudes des multi-trajets inconnues et fortement dépendantes du
contexte (type de cible, angle de présentation pour le multi-trajet considéré,
type de matériau des surfaces de réﬂexions, nombre de rebonds, etc.). Les deux
solutions proposées correspondent à deux stratégies diﬀérentes pour résoudre
ce problème : le ﬁltre particulaire GLRT fondé sur l’estimation des amplitudes
au sens de Maximum de Vraisemblance et le ﬁltre particulaire Swerling I fondé
sur la marginalisation de la vraisemblance des données par rapport aux am-
plitudes. Ensuite, nous avons calculé les bornes de Cramér-Rao a posteriori
conditionnelle et non conditionnelle dans notre cas particulier pour évaluer les
performances des ﬁltres particulaires proposés.
- Enﬁn, nous avons mis en place une expérimentation aﬁn de tester les
algorithmes développés sur des signaux réels issus d’un environnement plus
réaliste. Les algorithmes de détection et localisation proposés ont été appliqués
aux données réelles et montrent des résultats prometteurs. Même avec une
connaissance approximative de la géométrie de la scène (portes, fenêtres et
autres éléments ne sont pas modélisés), il a été possible de détecter, localiser
et suivre une cible en exploitant seulement l’information sur les retards des
multi-trajets.
Organisation de la thèse
Le premier chapitre propose un état de l’art du problème. Dans un premier
temps, les principes de bases du traitement du signal radar, comme le ﬁltre
adapté pour la détection et la localisation des cibles ou les outils classiques pour
le problème de pistage, sont présentés. Dans un second temps, nous présentons
la problématique et l’état de l’art du radar en milieu urbain.
Le deuxième chapitre traite le problème de détection et localisation d’une
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cible en milieu urbain. Dans ce chapitre, nous proposons tout d’abord deux
algorithmes de détection et localisation, puis les comparons en termes de per-
formance de détection, de temps de calcul et de mémoire requise. Nous propo-
sons également un algorithme pour la sélection du nombre de trajets pris en
compte par les deux algorithmes de détection et localisation proposés. Pour
ﬁnir, nous présentons le problème d’ambiguïté rencontré en milieu urbain et
proposons des solutions basées sur la pénalisation selon la complexité du mo-
dèle qui permettent d’alléger les ambiguïtés.
Le troisième chapitre propose une autre solution pour diminuer les ambiguï-
tés rencontrés : l’exploitation de la dynamique de la cible au cours du temps
par ﬁltrage particulaire. Dans ce chapitre, nous proposons le ﬁltre particulaire
GLRT et le ﬁltre particulaire Swerling I puis comparons leurs performances
avec les performances des méthodes de localisation proposées au chapitre 2.
Nous calculons également deux bornes de Cramér-Rao pour le pistage et éva-
luons les performances des ﬁltres proposées par rapport aux bornes.
Le quatrième chapitre décrit les expérimentations eﬀectuées et présente les
résultats de l’application des algorithmes proposés au chapitres 3 et 4 aux
données réelles.
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Chapitre 1
Traitement du signal radar et
problématique du radar en milieu
urbain
Ce chapitre vise dans un premier temps à introduire les principales notions
générales du traitement du signal radar classique concernant diﬀérents aspects :
la détection, la localisation et le pistage. Dans un second temps, la probléma-
tique du radar en milieu urbain sera introduite, puis l’état de l’art du problème
sera étudié.
1.1 Traitement du signal radar
1.1.1 Principe général du radar
Radar est l’acronyme anglais de RAdio Detection And Ranging qui peut
se traduire par « détection et télémétrie radio ». Un radar est un système
électromagnétique qui permet de détecter et localiser des objets [Merrill 62].
Un radar dispose d’un émetteur et d’un récepteur d’ondes électromagnétiques.
Il utilise des impulsions d’ondes électromagnétiques émises en direction de la
cible. Une petite partie de l’énergie de l’onde transmise est réﬂéchie par la cible
dans la direction du radar. Cette onde renvoyée par la cible jusqu’au radar est
appelée écho. Un radar utilise l’écho reçu aﬁn de déterminer la présence ainsi
que la direction et la distance de la cible. La mesure de la distance par un
radar est possible du fait des propriétés de l’onde électromagnétique.
• Cette onde circule normalement dans l’espace en ligne droite et à vitesse
constante (même si elle peut être soumise à des variations minimes dues
aux conditions météorologiques et atmosphériques).
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• L’onde électromagnétique se déplace dans l’air approximativement à la
vitesse de la lumière.
• Les ondes électromagnétiques sont réﬂéchies lorsqu’elles « rencontrent »
une surface conductrice. Si après l’émission d’un signal, on reçoit une
copie retardée de ce signal, alors on a la preuve qu’un obstacle se trouve
dans la direction de propagation.
Figure 1.1.1 – Principe du radar classique.
Le temps nécessaire à l’aller et au retour des impulsions τ peut être converti
en distanceR, sachant que la vitesse des ondes électromagnétiques c est connue,
sous la forme :
R ≈ cτ2 . (1.1)
De plus, en présence d’une cible mobile, il peut survenir une diﬀérence entre la
fréquence du signal reçu fR et le signal émis f0, phénomène connu sous le nom
d’eﬀet Doppler. L’eﬀet Doppler peut être utilisé par un radar pour extraire
diﬀérentes informations, par exemple :
• Mesurer la vitesse des cibles ;
• Filtrer des échos ﬁxes pour détecter les cibles mobiles.
Il est démontré dans le paragraphe suivant que si la largeur de bande du signal
est étroite par rapport à la fréquence porteuse f0 et que la vitesse radiale de
la cible v par rapport au radar est beaucoup plus petite que la vitesse de
propagation c, ce décalage de fréquence ν peut être calculé par l’équation :
ν = fR − f0 ≈ 2v
λ
, (1.2)
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où λ est la longueur d’onde du signal émis. Par convention, la vitesse radiale
v est négative lorsque la cible s’éloigne du radar, et positive lorsque la cible se
rapproche du radar. La fréquence Doppler ν est donc positive lorsque la cible
se rapproche du radar, et négative lorsqu’elle s’éloigne du radar.
Nous présentons dans le paragraphe suivant le signal radar utilisé dans le
problème radar classique.
1.1.2 Modèle de signal radar
Un signal radar émis sur porteuse peut être décrit par l’équation suivante :
s(t) = Au(t) exp (j2πf0t) , (1.3)
où f0 est la fréquence porteuse, A est l’amplitude du signal s, u(t) est le signal
émis en bande de base, de largeur de bande B et d’énergie égale à 1. En
réception, le signal reçu après avoir été réﬂéchi par la cible est une version
atténuée et retardée d’un retard τ(t) du signal transmis s(t). τ(t) est le temps
d’aller-retour entre la cible et le radar. Le signal reçu est alors fourni par :
r(t) = αAu(t− τ(t)) exp (j2πf0(t− τ(t))) , (1.4)
où α est un coeﬃcient d’atténuation lié à l’atténuation de l’onde, que nous
supposons inconnu. Notons que le signal reçu par le radar à un temps donné t
est réﬂéchi par la cible à t− τ(t)/2. Par conséquent, le retard aller-retour τ(t)
doit vériﬁer la relation [Le Chevalier 02] :
cτ(t) = 2R
�
t− τ(t)2
�
, (1.5)
où R(.) est la distance entre le radar et la cible au temps t qui peut s’écrire
R(t) = R0 − vt pour une cible présentant un mouvement rectiligne uniforme
de vitesse radiale v. Nous en déduisons :
τ(t) = 2R0/c1− v/c −
2tv/c
1− v/c. (1.6)
Nous avons donc :
u(t− τ(t)) = u
�
t− 2R0/c1− v/c +
2v/c
1− v/ct
�
(1.7)
= u
�
t
�
1 + 2v/c1− v/c
�
− 2R0/c1− v/c
�
. (1.8)
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L’enveloppe du signal reçu est caractérisée par deux termes : le retard
τ = 2R0/c1− v/c ≈
2R0
c
, (1.9)
(car dans la plupart des cas en radar, v � c) et la modiﬁcation d’échelle
de temps, qui est multipliée par 1 + 2v/c1− v/c . Cette modiﬁcation d’échelle de
temps qui induit un phénomène de compression/dilatation du signal, est négli-
gée la plupart du temps en radar puisque 1 + 2v/c1− v/c ≈ 1 [Le Chevalier 02].
Le signal reçu est modulé par le terme :
m(t) = exp (j2πf0(t− τ(t))) (1.10)
= exp
�
j2πf0
�
1 + 2v/c1− v/c
�
t
�
exp
�
−j 2πfR0/c1− v/c
�
, (1.11)
où nous pouvons séparer un terme de déphasage constant
φ = 2πfR0/c1− v/c (1.12)
et un terme de décalage Doppler
ν = f0
2v/c
1− v/c. (1.13)
La fréquence porteuse dans le cas v � c est donc décalée par
ν ≈ f02v
c
= 2v
λ
. (1.14)
Le signal reçu par le radar est démodulé pour enlever la fréquence porteuse
exp (j2πf0t) et nous obtenons alors le signal continu :
r(t) ≈ αAu(t− τ) exp (j2πνt) . (1.15)
Pour les traitements numériques en temps discret, le signal reçu est échan-
tillonné à la fréquence fs satisfaisant le théorème de Nyquist (fs ≥ 2B) :
r(tn) = r(nTs), (1.16)
où Ts = 1/fs est la période d’échantillonnage et n = 0, 1, ..., Ns − 1, où Ns est
le nombre d’échantillons enregistrés. Nous pouvons mettre le signal reçu sous
forme de vecteur :
r = [r(t0), r(t1), ..., r(tNs−1)] (1.17)
= αAu(τ)� d (ν) , (1.18)
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où τ ≈ 2R0
c
, ν ≈ 2v
λ
,
u(τ) = [u(t0 − τ), u(t1 − τ), ..., u(tNs−1 − τ)] , (1.19)
d (ν) = [exp (j2πνt0) , exp (j2πνt1) , ..., exp (j2πνtNs−1)] , (1.20)
et � représente le produit d’Hadamard (terme à terme).
Le déﬁ principal du radar est de détecter la présence de cibles par une
étude du signal reçu. Dans le cas où la cible est présente, le radar cherche à
estimer les principales informations comme le retard τ et le décalage Doppler
ν permettant de remonter à l’information de distance et vitesse de la cible.
Enﬁn, une étape de pistage s’ajoute pour estimer et améliorer la précision de
ces informations de cibles au cours du temps. La chaîne classique de traitement
radar est illustrée en ﬁgure 1.1.2.
Figure 1.1.2 – Chaîne classique de traitement radar
Nous présentons dans le paragraphe suivant le ﬁltre adapté, un outil classi-
quement utilisé pour les deux problèmes de détection et d’estimation.
1.1.3 Filtre adapté
Dans les applications radar, nous utilisons le signal reçu connu pour détecter
la présence d’une cible. En supposant que s est un signal complexe connu
déterministe, le problème de détection peut s’exprimer par le test d’hypothèses
suivant : �
H0 : r = n, bruit seul
H1 : r = As+ n, cible+bruit
, (1.21)
où nous supposons ici que n est un bruit circulaire blanc gaussien complexe de
matrice de covariance σ2I et l’amplitude A est déterministe inconnue. L’objec-
tif est de sélectionner l’hypothèse H1 quand la cible est présente et sélectionner
l’hypothèseH0 quand la cible est absente. Il y a deux quantités principales dans
la décision du test d’hypothèses précédent : la probabilité de fausse alarme PFA
et la probabilité de détection Pd. Une fausse alarme est l’erreur commise quand
nous sélectionnons l’hypothèse H1 tandis que l’hypothèse H0 est vraie. PFA est
la probabilité liée à cette erreur. La probabilité de sélection de l’hypothèse H1
quand cette hypothèse est vraie est appelée la probabilité de détection. De
manière générale, nous voulons une probabilité de détection élevée. Toutefois,
chercher à augmenter cette quantité mènera à augmenter la probabilité de
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fausse alarme, ce que nous voulons limiter. Il y a donc un compromis à trouver
entre ces deux quantités. Le critère de Neyman-Pearson a été développé pour
maximiser la probabilité de détection Pd tout en assurant une PFA donnée
[Kay 13], [Le Chevalier 02]. Il consiste à comparer le rapport entre la vraisem-
blance du signal r sous l’hypothèse H1 et la vraisemblance du même signal sous
l’hypothèse H0 avec un seuil, ce qui est connu sous le nom du LRT (Likelihood
Ratio Test). On choisit alors l’hypothèse H1 si ce rapport est supérieur à un
certain seuil λ :
L(r) = p(r|H1)
p(r|H0)
H1
≷
H0
λ, (1.22)
où
p(r|H1) = 1
πNSσ2NS
exp
�
−(r− As)
H(r− As)
σ2
�
, (1.23)
p(r|H0) = 1
πNSσ2NS
exp
�
−r
Hr
σ2
�
. (1.24)
En pratique, le paramètre A est inconnu et la vraisemblance p(r|H1) ne peut
pas être calculé directement. On recourt dans ce cas dans la littérature au
GLRT (Generalized Likelihood Ratio Test) qui consiste à injecter dans le LRT
l’estimation des paramètres inconnus au sens de Maximum de Vraisemblance :
L(r) =
max
A
p(r|H1)
p(r|H0)
H1
≷
H0
λ. (1.25)
En particulier, dans notre application, l’estimation au sens du Maximum de
Vraisemblance du paramètre A inconnu qui maximise (1.23) est donnée par :
Aˆ =
�
sHs
�−1
sHr, (1.26)
Le test d’hypothèses devient alors :
L(r) = exp
rHs
�
sHs
�−1
sHr
σ2
 H1≷
H0
λ. (1.27)
En prenant le logarithme des deux côtés de l’équation (1.22), nous avons :���rHs���2
sHs
H1
≷
H0
λ�. (1.28)
Le seuil λ� est choisi pour satisfaire la probabilité de fausse alarme PFA donnée.
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Ce test revient à comparer
���rHs���2
sHs avec un seuil. Cette quantité est aussi
connue sous le nom de ﬁltre adapté. Il est démontré que le ﬁltre adapté est un
ﬁltre linéaire optimal qui maximise le SNR pour un signal connu et en présence
du bruit [Levanon 04]. Il consiste à calculer la corrélation entre le signal reçu
et le signal émis s.
1.1.4 Détection et localisation en radar classique
En radar classique, le signal réﬂéchi par la cible subit un temps de retard τ et
un décalage de fréquence Doppler ν, ce qui implique que l’écho ne se corrèle pas
avec le signal transmis, sauf si nous appliquons les mêmes décalages temporel
et fréquentiel sur le signal référence. Ainsi, la corrélation est eﬀectuée pour
une batterie de ﬁltres adaptés, chacun étant réglé sur un retard et un décalage
Doppler diﬀérent. Cette corrélation pour diﬀérents paramètres temporels et
fréquentiels vise deux objectifs distincts dans le radar : (1) fournir le gain
d’intégration nécessaire pour permettre la détection de l’écho de la cible, et
(2) estimer le retard et le décalage Doppler de la cible pour le problème de
localisation de la cible. D’après ce qui a été dit précédemment, le test de
détection est fourni pour une hypothèse donnée (τ, ν) par :
T (τ, ν) =
���rHs(τ, ν)���2
s(τ, ν)Hs(τ, ν)
H1
≷ λ
H0
(1.29)
avec
s(τ, ν) = u(τ)� d (ν) ,
u(τ) = [u(t0 − τ), u(t1 − τ), ..., u(tNs−1 − τ)] ,
d (ν) = [exp (j2πνt0) , exp (j2πνt1) , ..., exp (j2πνtNs−1)]
où λ est un seuil déﬁni en fonction de la probabilité de fausse alarme exigée.
En l’absence de la connaissance de la position de la ou des cibles, on balaye
tout l’espace d’observation (τ, ν) discrétisé sur une grille ; une détection est
déclarée pour toute case (τ, ν) validant le test (1.29) sous l’hypothèse H1.
Pour le problème de la localisation des cibles, l’estimateur du Maximum de
Vraisemblance des paramètres (τ, ν) est donné par :
(τˆ , νˆ, Aˆ) = argmax
τ,ν,A
ln (p(r|τ, ν, A)) = argmax
τ,ν,A
− 1
σ2
�r− As(τ, ν)�2 , (1.30)
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où A est remplacé par son estimateur au sens de Maximum de Vraisemblance
Aˆ donnée par l’équation (1.26), nous avons alors :
argmax
τ,ν
ln
�
p(r|τ, ν, Aˆ)
�
= argmax
τ,ν
rHs(τ, ν)
�
s(τ, ν)Hs(τ, ν)
�−1
s(τ, ν)Hr.
(1.31)
Nous voyons que pour une même cible, le GLRT et l’estimateur du Maximum
de Vraisemblance font intervenir la même quantité T (τ, ν). Les paramètres
(τ, ν) de la cible sont donc estimés par :
(τˆ , νˆ) = argmax
τ,ν
T (τ, ν). (1.32)
Dans le problème multi-cibles, il est plus complexe de calculer l’estimateur
au sens du Maximum de Vraisemblance car le nombre de cibles est incon-
nue. Classiquement, nous utilisons donc le critère mono-cible et eﬀectuons une
optimisation locale :
(τˆ , νˆ) = argmax
τ,ν∈C0
T (τ, ν), (1.33)
où C0 représente l’espace local des paramètres au voisinage d’une détection
donnée.
L’estimation de la distance et la vitesse de la cible ou des cibles au radar
peut alors être déduite à partir de τˆ et νˆ par les équations (1.1) et (1.2).
Intuitivement, aﬁn d’obtenir une bonne estimation de ces paramètres, l’énergie
de T (τ, ν) doit être concentrée autour de (τˆ , νˆ). La validité de cette hypothèse
est bien évidemment liée à la forme d’onde u. Nous présentons un outil pour
caractériser cette propriété, la fonction d’ambigüité dans le paragraphe 1.1.5
et diﬀérentes formes d’onde dans le paragraphe 1.1.6.
1.1.5 Fonction d’ambigüité
La fonction d’ambigüité représente la sortie du ﬁltre adapté au signal émis
quand le signal de la cible est reçu avec un retard τ et un décalage Doppler ν
relatif aux valeurs nominales attendues par le ﬁltre adapté [Levanon 04]. En
injectant l’expression de r de l’équation (1.18) sous l’hypothèse de présence de
la cible dans l’équation (1.29), nous avons :
T (τ, ν) = αA (u (τc)� d (νc))H (u(τ)� d (ν)) + nH (u(τ)� d (ν)) (1.34)
= αAuH (τc) (u(τ)� d (ν − νc)) + η(τ, ν) (1.35)
= αAχ(τ − τc, ν − νc) + η(τ, ν) (1.36)
14
1.1 Traitement du signal radar
où η(τ, ν) désigne le terme de bruit après corrélation. La fonction χ(τ, ν) s’ap-
pelle la fonction d’ambiguïté. La fonction d’ambiguïté de la forme d’ondes u
du signal émis dans le domaine discret est déﬁnie par :
χ(τ, ν) = uH (u(τ)� d (ν)) . (1.37)
Un Doppler positif ν signiﬁe que la cible va vers le radar. La valeur absolue de
la fonction d’ambigüité atteint son maximum pour le couple (τ, v) = (0, 0) :
|χ(0, 0)|2 = uHu = Eu, (1.38)
où Eu est l’énergie de la forme d’onde émise.
La forme d’onde u optimale est celle qui produirait une fonction d’ambigüité
de la forme :
|χ(0, 0)|2 =
Eu pour (τ, v) = (0, 0)0 ailleurs. . (1.39)
En réalité, une telle forme d’onde n’existe pas. En eﬀet, la largeur du lobe
principal de la fonction d’ambigüité selon l’axe temporel qui correspond à la
résolution temporelle est de l’ordre de l’inverse de la largeur de bande du signal
émis B. Selon l’axe fréquentiel, cette largeur, qui correspond à la résolution
Doppler, est de l’ordre de l’inverse de la durée d’intégration Tr. Ces deux
largeurs peuvent être réduites en augmentant la bande B et la durée Tr mais ne
sont jamais égales à 0. Nous présentons les diﬀérentes formes d’onde courantes
dans la suite et examinons leurs caractéristiques.
1.1.6 Formes d’onde
Dans ce paragraphe, nous présentons certaines formes d’onde courantes uti-
lisées en radar (FMCW), ou en télécommunications (codes de phases, OFDM),
candidates pour être utilisées dans notre application plus spéciﬁque du radar
« around the corner ». Puis, nous comparons certaines de leurs caractéristiques
dans le paragraphe 1.2.3.
1.1.6.1 Signal chirp ou LFM
La modulation linéaire de fréquence (en anglais LFM ou Linear frequency
modulation) est la première et la plus populaire des techniques de compression
d’impulsion en radar. L’idée de base est de balayer la bande de fréquence linéai-
rement pendant une durée d’impulsion T pour augmenter la largeur de bande
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Figure 1.1.3 – Exemple de la fonction d’ambiguïté d’un signal à modulation
linéaire de fréquence d largeur de bande de 100 MHz.
et donc améliorer la résolution en distance du radar. L’enveloppe complexe
d’une impulsion LFM est fournie par :
u(t) = 1√
T
rect
�
t
T
�
exp
�
jπ
B
T
t2
�
, (1.40)
où
rect
�
t
T
�
=
1 si− T/2 ≤ t ≤ T/2;0 sinon. (1.41)
La fréquence instantanée, obtenue par la diﬀérenciation de l’argument de l’ex-
ponentiel, et fournie par :
f(t) = 12π
d
�
πB
T
t2
�
dt
= B
T
t, (1.42)
est eﬀectivement une fonction linéaire du temps t. Un exemple de forme d’onde
LFM est montré en ﬁgure 1.1.4 : on observe bien l’augmentation de la fréquence
au cours du temps par le resserrement de la sinusoïde.
La modulation FMCW (Frequency Modulation Continuous Wave) est un
train continu d’impulsions LFM. Le signal s(t) émis par le radar FMCW pen-
dant la durée d’une impulsion T , pour t ∈ [0, T ) s’écrit sous la forme :
s(t) = u(t) exp (j2πf0t) , (1.43)
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Figure 1.1.4 – Forme d’onde LFM avec largeur de bande de 400 MHz.
où A, f0, B et T sont respectivement l’amplitude, la fréquence porteuse, la
largeur de bande et la durée d’une impulsion LFM. Le signal continu émis est
alors donné par :
sFMCW (t) =
�
k∈Z
s(t− kT ). (1.44)
1.1.6.2 Codes de phase
Les codes de phase représentent une autre classe alternative de signal inté-
ressante, et sont utilisés aussi bien dans les applications radar que de télécom-
munications. De nombreuses familles de codes de phase existent alors dans la
littérature. Nous en présentons deux particulières dans ce qui suit.
Séquences SBLM
Une séquence binaire de longueur maximale (SBLM) est une séquence bi-
naire pseudo-aléatoire de longueur P = 2N − 1 où N est un entier naturel.
Chaque élément de la séquence peut prendre la valeur 1 ou -1. Son auto-
corrélation circulaire est proche d’un Dirac, car elle vaut P pour le décalage
zéro et ±1 pour les autres décalages, comme nous pouvons voir en ﬁgure 1.1.5.
Ce type d’auto-corrélation est très proche de celle d’un bruit blanc, d’où son
nom pseudo-aléatoire. Il n’existe toutefois pas beaucoup de telles séquences.
Codes de Zadoﬀ-Chu
Au contraire de la forme d’onde SBLM dont la longueur est limitée à 2N−1,
il existe des séquences de Zadoﬀ-Chu de n’importe quelle longueur. L’auto-
corrélation circulaire de ce type de code est une réponse impulsionnelle parfaite,
c’est-à-dire qu’elle vaut 0 partout sauf au décalage 0.
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Figure 1.1.5 – Module de l’auto-corrélation circulaire des séquences SBLM et
Zadoﬀ-Chu de longueur 63 (N=6).
La séquence de code proposée par Zadoﬀ [Zadoﬀ 63] est fournie par sm =
exp (jφm), avec
φM =
2π
M
(m− 1)
�
r
M − 1−m
2 − q
�
, (1.45)
où 1 ≤ m ≤M , 0 ≤ q ≤M sont des entiers quelconques et r est un entier rela-
tivement premier à M . Un cas particulier de la séquence Zadoﬀ a été proposé
par [Chu 72], pour
φM =

2π
M
r� (m−1)
2
2 , M pair,
2π
M
r� (m−1)m2 , M impair,
(1.46)
où 1 ≤ m ≤ M et r� est un entier relativement premier à M. Cette séquence
est alors appelé Zadoﬀ-Chu.
1.1.6.3 Signal OFDM
En télécommunications, la modulation OFDM (Orthogonal Frequency-Division
Multiplexing) est une technique de codage de l’information sur des sous-porteuses
fréquentielles orthogonales entre elles. La création d’un symbole OFDM se fait
très simplement par simple FFT des symboles temporels. Le signal transmis
est donc une somme des diﬀérents signaux :
s(t) =
Nc−1�
k=0
Ak exp (j2πfkt) , (1.47)
où Nc est le nombre de porteuses choisies, Ak est un nombre complexe choisi
dans un ensemble de valeurs possibles (par exemple, en QPSK, Ak peut prendre
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les valeurs (1± j)/√2 et (−1± j)/√2 ), et fk est la fréquence de la porteuse
k [Lagrange 12].
Nous examinons deux variantes de l’OFDM. La première variante que nous
appellerons ici OFDM aléatoire, considère simplement les symboles Ak choisis
de manière aléatoire parmi diﬀérents symboles de la constellation considérée
(par exemple QPSK ou 16-QAM). Le problème de cette stratégie aléatoire est
qu’elle ne permet pas de contrôler l’évolution de l’énergie émise au cours du
temps. Cela conduit à un facteur de crête très important du signal temporel
(voir paragraphe 1.2.3). Il existe plusieurs variantes de l’OFDM. Nous nous
intéressons ici plus particulièrement à une variante pour laquelle des coeﬃcients
fréquentiels sont choisis selon une séquence complémentaire de Golay. Nous
appellerons dans la suite cette variante OFDM Golay.
Soit a = (a0, a1, . . . , aN−1) et b = (b0, b1, . . . , bN−1) deux séquences de lon-
gueur N , où les valeurs de ak et bk ne peuvent prendre que les valeurs +1 ou
-1. La fonction d’auto-corrélation apériodique est déﬁnie par :
pa(k) =
N−k−1�
i=0
aiai+k, (1.48)
où 0 ≤ k ≤ N − 1. La paire (a, b) est appelée une paire complémentaire de
Golay si pa(k) + pb(k) = 0, pour tout k diﬀérent de 0. Chaque membre d’une
paire complémentaire de Golay est une séquence complémentaire de Golay.
Lorsqu’une telle séquence est utilisée pour former un symbole OFDM, il est
possible de prouver que le signal temporel OFDM a alors un facteur de crête
de
√
2 [Parker 03]. A noter que la longueur en échantillons d’une séquence
complémentaire de Golay doit être de la forme 2k10l26m.
Les formes d’onde OFDM peuvent être particulièrement utiles en radar
lorsque des échos ﬁxes doivent être éliminés. En eﬀet, les signaux OFDM
donnent la possibilité d’appliquer une méthode de réjection des échos ﬁxes
de façon très simple [Poullin 05].
1.1.7 Pistage en radar
Jusqu’à présent nous nous sommes intéressés au traitement du signal radar
dans l’optique d’eﬀectuer l’estimation de la position de la cible, en l’absence
de toute connaissance préalable sur la présence de la cible et de sa position
passée. Or une fois la cible détectée et son état estimé, cette information peut
être exploitée pour aﬃner l’estimation au cours des mesures ultérieures.
Le pistage en radar vise à estimer à chaque instant les paramètres de la tra-
jectoire à partir de mesures bruitées fournies par le radar. Une trajectoire est
formée non seulement de la position des cibles à un instant donné mais peut
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également comporter des informations sur la vitesse et la direction de dépla-
cement de chaque cible. Ces informations constituent ce que l’on appelle l’état
de la cible. Son estimation repose classiquement sur une approche récursive
visant à estimer la densité de probabilité a posteriori de l’état des cibles. Elle
est tout d’abord prédite à partir du modèle d’état qui décrit l’évolution de la
cible au cours du temps ; puis, elle est mise à jour lorsqu’une nouvelle mesure
est disponible. Le pistage d’une ou de plusieurs cibles s’eﬀectue généralement
en utilisant des approches d’estimation bayésienne.
1.1.7.1 Représentation dans l’espace d’état
L’évolution du vecteur d’état de la cible (xk)k≥0 au cours du temps qui
correspond généralement à sa position et sa vitesse est décrite à partir d’un
modèle de transition markovien, appelé équation d’état :
xk = fk(xk−1,vk), (1.49)
où fk est la fonction de transition à l’instant k et vk est le bruit de modèle,
dit bruit d’état. Le vecteur d’état xk prend ses valeurs dans l’espace d’état X
de dimension nx, où nx ≥ 1 est le nombre de composantes considérées pour
modéliser l’état de la cible.
Nous pouvons représenter l’évolution du vecteur d’état selon une distribution
de transition de Markov notée p(xk|xk−1). L’objectif du pistage est d’estimer
récursivement l’état de la cible xk à partir de la séquence de mesures reçues
jusqu’à l’instant courant, notée y1:k.
Nous modélisons les mesures à partir de l’équation d’observation suivante :
yk = hk(xk,wk), (1.50)
où hk est la fonction de mesure et w est le bruit de mesure. Le vecteur de
mesure yk prend ses valeurs dans l’espace d’observation Y de dimension ny,
où ny ≥ 1 représente le nombre de paramètres fournis par la mesure radar.
Nous pouvons alors représenter la relation entre le vecteur d’état xk et le
vecteur de mesure yk à partir de la vraisemblance conditionnelle p(yk|xk).
De plus, nous supposons l’indépendance temporelle entre les mesures reçues
conditionnellement à l’état. Ainsi, la vraisemblance peut se décomposer comme
suit :
p(y1:k|x0:k) = p(yk|xk)p(yk−1|xk−1)...p(y1|x1). (1.51)
Le ﬁltrage dans un modèle d’état consiste à calculer la densité de probabilité
a posteriori p(x0:k|y1:k) ou p(xk|y1:k). Théoriquement, la densité a posteriori
p(xk|y1:k) peut être calculée récursivement à partir de deux équations formant
le ﬁltre de Bayes [Arulampalam 02].
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1.1.7.2 Filtre de Bayes
La résolution du problème de ﬁltrage ou plus particulièrement le calcul de la
densité de probabilité a posteriori p(xk|y1:k) peut se faire de manière récursive
en utilisant la formule de Bayes. Nous procédons en deux étapes : une étape
de prédiction fondée sur le modèle d’état et une étape de correction qui prend
en compte la mesure reçue à l’instant courant.
Prédiction : à chaque instant, la densité de probabilité prédite à l’instant k,
notée p(xk|y1:k−1), est calculée à partir de la densité de probabilité a posteriori
précédente en utilisant l’équation de Chapman-Kolmogorov :
p(xk|y1:k−1) =
�
X
p(xk|xk−1)p(xk−1|y1:k−1)dxk−1, (1.52)
où la densité p(xk|xk−1) est fournie par le modèle d’état, et la densité p(xk−1|y1:k−1)
est l’estimation fournie par le ﬁltre à l’itération précédente.
Correction : l’étape de correction utilise alors la règle de Bayes et les
indépendances conditionnelles pour prendre en compte l’information apportée
par l’observation à l’instant k comme suit :
p(xk|y1:k) = p(yk|xk,y1:k−1)p(xk|y1:k−1)
p(yk|y1:k−1) =
p(yk|xk)p(xk|y1:k−1)
p(yk|y1:k−1) . (1.53)
Ainsi, si la densité de probabilité de l’état à l’instant initial p(x0) est connue,
le ﬁltre de Bayes permet de calculer récursivement la densité de probabilité de
l’état du système à chaque instant à partir des équations (1.52) et (1.53). Sa
mise en œuvre nécessite néanmoins de calculer des intégrales multidimension-
nelles. Or, cela n’est pas toujours réalisable ou alors seulement sous certaines
conditions. Dans le cas où le modèle d’état et le modèle de mesure sont li-
néaires et les lois p(xk|xk−1), p(yk|xk) et p(x0) sont gaussiennes, la densité de
probabilité a posteriori est gaussienne. On dispose alors d’expressions exactes
au travers de l’algorithme du ﬁltre de Kalman. Dans les autres cas, il est né-
cessaire de recourir à des approximations soit par des méthodes analytiques
faisant intervenir une simpliﬁcation du modèle (par exemple une linéarisation
des modèles dans le cas non linéaire), soit par des méthodes numériques fon-
dées sur une discrétisation de l’espace d’état ou encore par des méthodes de
Monte Carlo. Dans la suite, nous présentons le ﬁltre de Kalman et le ﬁltre
particulaire, deux types de ﬁltres utilisés en pistage radar.
1.1.7.3 Filtre de Kalman
Le ﬁltre de Kalman a été développé par R. E. Kalman en 1960 [Kalman 60].
Il constitue un cas particulier du ﬁltre de Bayes où les équations (1.52) et (1.53)
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peuvent être résolues exactement. Il constitue l’approche exacte de la récursion
bayésienne dans le cas où fk et hk déﬁnies respectivement en (1.49) et (1.50)
sont supposées linéaires et les bruits vk et wk sont supposés additifs gaussiens
[Ho 64]. L’équation d’état et l’équation d’observation sont alors linéaires et
peuvent s’écrire sous la forme :xk = Fkxk−1 + vk,yk = Hkxk +wk, (1.54)
où
• Fk et Hk sont des matrices déterministes et connues. Elles sont de di-
mension nx × nx et ny × nx respectivement.
• Les bruits vk et wk sont supposés mutuellement indépendants et indé-
pendants de la condition initiale x0. Ils sont gaussiens de moyenne Bk et
Dk respectivement et de matrices de covarianceQk etRk respectivement.
Leurs densités de probabilité sont fournies par :p(vk) = N (vk;Bk,Qk),p(wk) = N (wk;Dk,Rk), (1.55)
où N (x;µ,Σ) est la densité de probabilité gaussienne de la variable x de
moyenne µ et de matrice de covariance Σ.
• La loi initiale p(x0) est gaussienne de moyenne E[x0] = x0|0 et de matrice
de covariance P0|0.
Avec les hypothèses mentionnées, il est montré que le couple (xk,yk) est gaus-
sien et la loi a posteriori p(xk|y1:k) est gaussienne. Cette dernière densité à
l’instant k est de moyenne xk|k et de matrice de covariance Pk|k.
La densité de transition et la vraisemblance de la mesure sont respectivement
données par : p(xk|xk−1) = N (xk;Fkxk−1 +Bk,Qk),p(yk|xk) = N (yk;Hkxk +Dk,Rk). (1.56)
L’estimation de l’état prédit xk|k−1 et l’estimation de l’état a posteriori xk
peuvent être fournies par : xk|k−1 = E [xk|y1:k−1] et xk|k = E [xk|y1:k] [Bar-Shalom 04].
Prédiction : Supposons que l’estimation est faite à l’instant k−1, la densité
a posteriori est de la forme :
p(xk−1|y1:k−1) = N (xk−1;xk−1|k−1,Pk−1|k−1), (1.57)
avec Pk−1|k−1 la matrice de covariance de la densité de probabilité a posteriori
de xk−1 qui est également la matrice de covariance de l’erreur d’estimation a
posteriori à l’instant k − 1.
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La prédiction récursive bayésienne représentée par l’équation (1.52) peut être
calculée [Tanizaki 13] et fournit la densité de probabilité prédite à l’instant k :
p(xk|y1:k−1) = N (xk;xk|k−1,Pk|k−1), (1.58)
avec xk|k−1 = Fkxk−1|k−1 +Bk,Pk|k−1 = FkPk−1|k−1FTk +Qk. (1.59)
Correction : La correction de la densité de probabilité de l’état du système
peut être eﬀectuée selon la règle de Bayes énoncée en Eq.(1.53). La vraisem-
blance conditionnelle s’écrit :
p(yk|xk) = N (yk;Hkxk +Dk,Rk). (1.60)
Puis, en intégrant (1.58) et (1.60) dans (1.53), nous obtenons :
p(xk|y1:k) ∝ N (yk;Hkxk +Dk,Rk)N (xk;xk|k−1,Pk|k−1). (1.61)
Il apparaît donc que la loi de xk conditionnellement à y1:k est gaussienne et
en identiﬁant les termes de la relation (1.61) avec l’expression suivante :
p(xk|y1:k) = N (xk;xk|k,Pk|k), (1.62)
nous obtenons
xk|k = xk|k−1 +Kk
�
yk −
�
Hkxk|k−1 +Dk
��
Pk|k = [I−KkHk]Pk|k−1
Kk = Pk|k−1HTk
�
HkPk|k−1HTk +Rk
�−1
.
. (1.63)
La matrice Kk est appelée le gain de Kalman. Elle est dénommée ainsi car elle
représente le gain de l’information nouvelle yk −
�
Hkxk|k−1 +Dk
�
apportée
par la mesure sur yk par rapport à la prédiction xk|xk−1.
Le ﬁltre de Kalman fournit donc l’estimateur optimal de xk au sens du mi-
nimum de l’erreur quadratique moyenne d’approximation de xk en fonction
de y1:k (i.e. E{xk|y1:k}) pour les modèles linéaires et gaussiens. Par ailleurs,
lorsque les systèmes ne sont plus linéaires, il existe aussi des versions sous-
optimales de cette solution. Le ﬁltre de Kalman étendu (Extended Kalman
Filter - EKF) utilise une linéarisation d’un système gaussien à partir d’un dé-
veloppement de Taylor et donne de très bons résultats avec faible complexité
calculatoire dans le cadre des systèmes faiblement non-linéaires [Athans 68].
Pour des non-linéarités plus importantes, le ﬁltre de Kalman sans parfum (Uns-
cented Kalman ﬁlter - UKF) échantillonnant le système non-linéaire d’une
23
Chapitre 1 Traitement du signal radar et problématique du radar en milieu
urbain
manière déterministe peut être utilisé [Wan 01]. Si les systèmes sont linéaires
mais non gaussiens, un ﬁltre du type somme de gaussiennes (Gaussian Sum
Filter-GSF) [Ito 00] remplace l’hypothèse gaussienne par une somme pondérée
des gaussiennes. Dans le cas d’hypothèses fortement non-linéaires et/ou non
gaussiennes, ces diﬀérentes solutions peuvent toutefois être mises en défaut. Il
est alors possible d’utiliser le ﬁltre particulaire présenté ci-après.
1.1.7.4 Filtre particulaire
Nommé bootstrap ﬁlter [Gordon 93] ou Monte Carlo ﬁlter [Kitagawa 96]
ou encore condensation ﬁlter [MacCormick 00], le ﬁltre particulaire est fondé
sur l’utilisation de méthodes de Monte-Carlo séquentielles (SMC) permettant
d’approcher la densité p(x0:k|y1:k) par la loi empirique pondérée d’un ensemble
d’échantillons appelés particules. Ces particules évoluent selon la dynamique
de l’état et sont pondérées en fonction de leur adéquation avec l’observation
courante grâce à la fonction de vraisemblance. L’intérêt de telles méthodes est
l’absence de contrainte quant aux conditions de gaussianité et de linéarité sur
les modèles d’état et de mesure.
Notons
�
x(i)0:k, w
(i)
k
�N
i=1
un nuage de particules pondérées servant à estimer la
densité a posteriori p(x0:k|y1:k), où les {x(i)0:k, i = 1,...,N} représentent les états
des diﬀérentes particules avec les poids associés {w(i)k , i = 1,...,N}. Les poids
sont normalisés pour que �Ni=1w(i)k = 1. La densité a posteriori à l’instant k
peut s’exprimer approximativement par
p(x0:k|y1:k) ≈
N�
i=1
w
(i)
k δx(i)0:k
(x0:k) . (1.64)
Les poids w(i)k sont choisis en utilisant le principe d’échantillonnage d’impor-
tance [Doucet 01] : si les échantillons x(i)0:k sont générés selon une densité d’im-
portance q(x0:k|y1:k), les poids sont fournis par :
w
(i)
k ∝
p(x(i)0:k|y1:k)
q(x(i)0:k|y1:k)
. (1.65)
A la réception de l’observation courante yk, nous avons à disposition un en-
semble d’échantillons fournissant une approximation de p(x0:k−1|y1:k−1), et
nous voulons construire de nouveaux échantillons fournissant une approxima-
tion de p(x0:k|y1:k). En choisissant une densité d’importance qui se factorise
de la manière suivante :
q(x0:k|y1:k) = q(xk|x0:k−1,y1:k)q(x0:k−1|y1:k−1), (1.66)
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un échantillon x(i)0:k ∼ q(x0:k|y1:k) est obtenu par concaténation de chaque
échantillon existant x(i)0:k−1 ∼ q(x0:k−1|y1:k−1) avec un nouvel état x(i)k ∼ q(xk|x0:k−1,y1:k).
Il est possible de montrer que l’équation de mise à jour des poids s’écrit alors
[Arulampalam 02] :
w
(i)
k ∝ w(i)k−1
p(yk|x(i)0:k,y1:k−1)p(x(i)k |x(i)k−1)
q(xk|x0:k−1,y1:k) . (1.67)
Si les observations sont indépendantes conditionnellement au processus d’état
et leurs distributions ne dépendent que de l’état courant, l’équation précédente
peut s’écrire :
w
(i)
k ∝ w(i)k−1
p(yk|x(i)k )p(x(i)k |x(i)k−1)
q(xk|x0:k−1,y1:k) . (1.68)
Par ailleurs, il est intéressant d’imposer q(xk|x0:k−1,y1:k) = q(xk|xk−1,yk).
Ce choix est particulièrement utile dans le cas où seule l’estimation de p(xk|y1:k)
est requise à chaque l’instant k. Il n’est alors nécessaire que de stocker xik, la
trajectoire x(i)0:k−1 et les anciennes mesures y1:k−1 n’étant plus utiles. Les poids
modiﬁés deviennent alors :
w
(i)
k ∝ w(i)k−1
p(yk|x(i)k )p(x(i)k |x(i)k−1)
q(xk|xk−1,yk) , (1.69)
et la densité a posteriori p(xk|y1:k) peut alors être approchée par :
p(xk|y1:k) ≈
N�
i=1
w
(i)
k δx(i)
k
(xk) . (1.70)
Quand le nombre de particules devient très grand, N → +∞, l’approximation
(1.70) se rapproche de la vraie densité de probabilité a posteriori p(xk|y1:k).
La mise en œuvre récursive de l’échantillonnage d’importance à chaque ins-
tant constitue la méthode d’échantillonnage d’importance séquentiel (Sequen-
tial Importance Sampling - SIS en anglais). Le ﬁltrage à partir de l’algorithme
SIS constitue la brique de base du ﬁltre particulaire. Cependant, il est sujet
à un phénomène de dégénérescence, où après quelques itérations, toutes les
particules sauf une, vont avoir des poids normalisés négligeables. Il a été dé-
montré que la variance des poids d’importance ne peut qu’augmenter avec le
temps [Doucet 01] et qu’il est donc impossible d’éviter le phénomène de dé-
générescence. Ainsi, cette dégénérescence implique qu’un grand coût de calcul
est consacré à la mise à jour de particules dont la contribution à l’approxima-
tion de p(xk|y1:k) est quasi nulle. Aﬁn de limiter cette dégénérescence, il existe
deux méthodes : a) un bon choix de la densité d’importance et b) l’utilisation
du ré-échantillonnage.
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Choix de la densité d’importance
Le choix optimal de la densité d’importance au sens où il minimise la variance
des poids est donné par [Doucet 01] :
q(xk|x0:k−1,y1:k) = p(xk|x0:k−1,y1:k). (1.71)
Dans ce cas, les poids d’importance sont mis à jour par :
w
(i)
k ∝ w(i)k−1p(yk|x(i)k−1) = w(i)k−1
�
X
p(zk|x�k)p(x�k|xik−1)dx�k. (1.72)
L’utilisation de cette densité d’importance optimale implique d’être capable
d’échantillonner selon p(xk|x0:k−1,y1:k) et puis d’évaluer l’intégrale dans l’équa-
tion (1.72). Ces deux étapes ne sont pas toujours réalisables : il n’est pas
toujours facile d’échantillonner selon la loi p(xk|x0:k−1,y1:k) et l’intégrale de
l’équation (1.72) n’est pas toujours calculable.
En pratique, il est souvent convenable de choisir la densité d’importance
comme la densité de transition a priori, soit :
q(xk|x0:k−1,y1:k) = p(xk|xk−1). (1.73)
L’intérêt est que les poids sont alors mis à jour simplement par :
w
(i)
k ∝ w(i)k−1p(yk|x(i)k ). (1.74)
Cela semble être le choix le plus commun de densité d’importance car il est
intuitif et simple à mettre en œuvre. Cependant, un grand nombre de par-
ticules peut alors être nécessaire pour approcher convenablement la densité
de probabilité a posteriori car les particules sont propagées indépendamment
de la mesure courante et peuvent se retrouver localisées en majorité dans des
régions de faible vraisemblance de l’espace d’état.
Ré-échantillonnage
L’idée de base du ré-échantillonnage est d’éliminer les particules de faible
poids et de se concentrer sur les particules de poids important. L’étape de
ré-échantillonnage est appliquée lorsqu’une dégénérescence signiﬁcative est ob-
servée. Une mesure appropriée de cette dégénérescence est le nombre d’échan-
tillons eﬃcaces, introduite dans [Liu 98] et déﬁnie comme :
Neff =
N
1 + Var(w�ik )
, (1.75)
où w�ik = p(xk|y1:k)/q(xk|xk−1,yk) est appelé le vrai poids. Comme on ne peut
pas calculer explicitement cette valeur, elle est approchée par :
Nˆeff =
1�N
i=1(wik)2
, (1.76)
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où wik est le poids normalisé obtenu par (1.68).
Par déﬁnition, 1 ≤ Neff ≤ N . Une valeur faible de Neff signiﬁe une forte
dégénérescence. Le rééchantillonnage est alors déclenché lorsque Neff descend
en dessous d’un certain seuil prédéﬁni. Cette étape consiste à générer un nouvel
ensemble {x(i)�k }Ni=1 en tirant N particules à partir de l’approximation discrète
de p(xk,y1:k) fournie par :
p(xk,y1:k) ≈
N�
i=1
w
(i)
k δx(i)
k
(xk) . (1.77)
Les poids sont alors réinitialisés à wik = 1/N. Un exemple du principe du ﬁltre
particulaire avec cette étape de ré-échantillonnage est montré en ﬁgure 1.1.6.
Figure 1.1.6 – Principe général du ﬁltre particulaire.
Bien que le ré-échantillonnage atténue le phénomène de dégénérescence, il
introduit un eﬀet indésirable. Les particules de poids importants sont statisti-
quement sélectionnées plusieurs fois, ce qui a tendance à appauvrir le système
de particules, surtout si la variance du bruit d’état est faible. Les particules
ont dans ce cas tendance à se concentrer dans certaines régions, provoquant
une perte de diversité. Cela augmente le risque qu’aucune des particules ne
soit cohérente avec les mesures suivantes, provoquant ainsi la divergence du
ﬁltre. Un tel phénomène peut être en partie corrigé en ajoutant une étape de
régularisation lors du ré-échantillonnage [Musso 01].
L’utilisation du ﬁltre particulaire sera étudiée en détail dans le cadre de
notre application particulière au chapitre 3.
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1.2 Radar en milieu urbain
Cette section vise à présenter les problèmes de détection, de localisation et de
pistage pour les applications radar en milieu urbain. Dans les scènes urbaines,
des bâtiments peuvent générer d’une part des zones d’ombre à l’intérieur des-
quelles une cible n’est pas en visibilité directe, et d’autre part de nombreux
multi-trajets produits par les réﬂexions et diﬀractions sur les surfaces envi-
ronnantes. Lorsque la cible est localisée dans les zones d’ombre, elle n’est pas
directement détectable par le radar puisque le trajet direct radar-cible n’existe
pas. Dans un tel contexte, les multi-trajets peuvent alors être exploités aﬁn de
détecter et localiser la cible.
Dans un premier temps, nous présentons les déﬁs rencontrés en milieu ur-
bain comme la présence de multi-trajets (paragraphe 1.2.1) et le problème
d’élimination des échos ﬁxes issus des murs environnants (paragraphe 1.2.2).
Ensuite, nous présentons l’état de l’art du problème du radar en milieu ur-
bain : les techniques classiques utilisées en radar aéroporté comme GMTI ou
SAR (paragraphe 1.2.4) et la problématique plus récemment abordée du radar
« around-the-corner » où le radar est placé lui même dans le milieu urbain
(paragraphe 1.2.5). C’est cette dernière application qui fait l’objet de cette
thèse.
1.2.1 Multi-trajets
En milieu urbain, le signal émis par un radar peut être réﬂéchi ou diﬀracté
par les bâtiments environnants. Selon la conﬁguration géométrique, le signal
réﬂéchi peut alors atteindre des zones initialement non illuminées par l’émet-
teur. Ce phénomène est d’autant plus important que le signal subit plusieurs
réﬂections. Il est alors possible que l’onde émise atteigne une cible en NLOS
puis revienne au radar, ou bien que l’onde revienne au radar par un jeu de ré-
ﬂections sur les murs seuls, créant ainsi des échos ﬁxes. Si le radar est ﬁxe, les
échos ﬁxes sont de Doppler nul, tandis que la cible mobile renvoie un signal à
Doppler potentiellement non nul. Le signal reçu s’écrit donc comme la somme
de ces diﬀérentes contributions :
y(t) =
Mf�
n=1
αns(t− τn)� �� �
échos ﬁxes
+
Mc�
k=1
αks(t− τk) exp (j2πf0νkt)� �� �
contributions
de la cible
+ n(t), (1.1)
où αn et αk, τn et τk sont les amplitudes complexes et les retards des diﬀérents
multi-trajets des échos ﬁxes et de la cible respectivement ; νk est le décalage
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Doppler des multi-trajets de la cible ; Mf et Mc sont le nombre de trajets
correspondant aux échos ﬁxes et à la cible respectivement, et n(t) est le bruit,
supposé blanc gaussien complexe circulaire.
Ces multi-trajets représentent généralement un déﬁ dans les applications
classiques. Par exemple, ils produisent des canaux sélectifs en fréquence dans
les applications de télécommunication. Dans d’autres cas, selon l’utilisation, ces
multi-trajets peuvent être exploités à l’avantage du radar, par exemple, aﬁn
d’accroître les performances des systèmes radar MIMO multistatiques (Mul-
tiple Input Multiple output) [Foschini 98, Telatar 99].
1.2.2 Élimination des échos ﬁxes
Un des problèmes en milieu urbain est donc la présence des échos ﬁxes.
Ces échos sont souvent forts et peuvent masquer les contributions de la cible.
Une élimination des échos ﬁxes est nécessaire aﬁn de faire ressortir les échos
plus faibles issus de la cible. Dans l’étude [Rabaste 15], les échos ﬁxes sont
éliminés par soustraction au signal reçu d’un signal de référence préenregistré
en l’absence de la cible. Cette méthode nécessite une mesure préalable de
l’environnement en supposant que l’environnement ne varie pas dans le temps.
Cette hypothèse très forte n’est pas envisageable pour notre application. Si le
radar est ﬁxe et que la cible est mobile, alors les échos ﬁxes de l’environnement
sont à Doppler nul tandis que les contributions de la cible sont de Doppler non-
nul. Éliminer les échos ﬁxes forts revient alors à éliminer les contributions de
Doppler nul. Dans ce cas, il est possible d’appliquer une méthode basée sur une
projection orthogonale au sous-espace des Doppler nuls, comme par exemple
proposée par [Colone 09]. Cela consiste à chercher le vecteur d’amplitude wˆ
qui minimise le problème :
wˆ = argmin
w
�y−XMw�2 , (1.2)
où XM est une matrice dont la colonne k est fournie par la version retardée
s(τk) du signal transmis s. La taille de la matrice XM est Ns × NM, où Ns
est la longueur du vecteur s et NM est le nombre d’hypothèses de retards τk
considérées. Classiquement, quand la matriceXHMXM est inversible, la solution
du problème ci-dessus est donnée par :
wˆ =
�
XHMXM
�−1
XHMy, (1.3)
et le signal après la réjection est donc :
yrej = y−XM
�
XHMXM
�−1
XHMy
=
�
I−XM
�
XHMXM
�−1
XHM
�
y. (1.4)
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D’autres méthodes sont également utilisées pour l’élimination des échos ﬁxes
en milieu urbain comme par soustraction adaptative [Zetik 06, Zetik 15], ou
en émettant des rampes de fréquence dans [Johansson 14, Johansson 11], ou
utilisant une caractéristique spéciﬁque des formes d’ondes FMCW [Bosse 15]
ou OFDM [Poullin 05].
1.2.3 Réﬂexions préliminaires sur le choix de la forme
d’ondes
Les formes d’onde discutées au paragraphe 1.1.6 présentent des caractéris-
tiques plus ou moins désirables pour des applications radar en général, et pour
l’application radar around the corner en particulier. Nous nous proposons ici
de les comparer brièvement. Pour cela, nous ﬁxons la largeur de bande du
signal à B = 300 MHz. Les critères de comparaison seront les suivants.
• Lobes secondaires :
Évaluer l’amplitude et la position des lobes secondaires de la fonction d’ambi-
guïté est une façon de qualiﬁer les performances d’estimation pour une forme
d’ondes dans le domaine temporel. Nous considérons les trois critères quanti-
tatifs suivants dans le domaine temporel : niveau du premier lobe secondaire,
niveau du lobe secondaire maximal et le rapport entre l’énergie totale des lobes
secondaires et l’énergie du lobe principal (ISLR) (Tableau 1.1). Les valeurs des
trois critères calculées à partir de l’auto-corrélation du signal doivent rester
faibles pour limiter les problèmes d’ambigüité et les problèmes de masquage
des cibles faibles par les lobes secondaires des échos forts. Il apparaît dans ce
tableau que les codes de phase SBLM et Zadoﬀ-Chu fournissent les meilleures
performances en terme de lobes secondaires, comme attendu puisqu’ils ont été
créés pour limiter ces lobes secondaires. Le signal FMCW fournit des niveaux
comparables à ceux fournis par les codes OFDM, avec toutefois un critère ISLR
plus intéressant.
FMCW SBLM Zadoﬀ-Chu OFDM aléatoire OFDM Golay
Premier lobe (dB) -13.27 -58.27 -45.50 -13.26 -13.27
Lobe maximal (dB) -13.27 -37.28 -45.50 -13.26 -12.97
ISLR -9.83 -5.03 -20.02 -3.25 -0.89
Table 1.1 – Comparaison des lobes secondaires de diﬀérentes formes d’onde.
• Spectre :
Le spectre souhaité pour un signal radar est un spectre présentant un niveau
élevé (près de 0 dB) dans toute la bande passante et un faible niveau en dehors.
Les diﬀérents spectres des codes étudiés sont présentés en ﬁgure 1.2.1. Nous
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observons que le spectre des signaux OFDM est très propre : il est constant
et à 0 dB dans toute la bande passante et très faible en dehors. Le spectre
du signal FMCW suit la même tendance mais avec un niveau moins faible en
dehors de la bande passante. Il présente par ailleurs des oscillations au bord de
la bande passante. Enﬁn, les spectres des signaux de type codes de phase sont
plus défavorables : ils s’approchent d’un sinus cardinal de sorte que l’amplitude
n’est pas constante dans la bande d’intérêt, et qu’il y a des lobes secondaires
forts en dehors de la bande, et donc une énergie hors bande importante qui
doit être ﬁltrée à l’émission, au risque de créer des distorsions potentiellement
importantes du signal émis.
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Figure 1.2.1 – Spectre de diﬀérentes formes d’onde.
• Facteur de crête :
Le facteur de crête est le rapport entre l’amplitude du pic maximal du signal
|x|pic et la valeur eﬃcace du signal xrms : C = |x|pic/xrms. C’est une grandeur
fondamentale pour le dimensionnement des ampliﬁcateurs. En eﬀet, l’ampli-
ﬁcateur devra être dimensionné par rapport au pic du signal. Cependant, la
valeur eﬃcace du signal est la valeur "utile" moyenne, celle qui va vraiment
caractériser la puissance transmise, et c’est donc la valeur à maximiser. Le fac-
teur de crête représente le rapport de surdimensionnement nécessaire entre la
puissance maximale de l’ampliﬁcateur (la puissance pour laquelle il est dimen-
sionné) et la puissance moyenne réellement transmise. Il est donc important
de minimiser le facteur de crête, ce qui permet d’avoir des ampliﬁcateurs di-
mensionnés au plus juste par rapport à la puissance à transmettre.
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Les signaux FMCW, SBLM et Zadoﬀ-Chu étant des codes à amplitude
constante, ils présentent un facteur de crête de 1 qui est optimal. Le signal
OFDM aléatoire a un facteur de crête de plus de 3 généralement et celui de
l’OFDM Golay est de
√
2. Du point de vue énergétique, le codage OFDM
semble donc moins intéressant.
• Robustesse au Doppler :
Théoriquement, en radar, un signal est considéré comme robuste au Doppler
lorsque l’énergie en sortie de ﬁltre adapté ne baisse que très lentement lorsque
le Doppler du signal reçu augmente. C’est le cas des signaux chirp classi-
quement utilisés en radar. Cette propriété est intéressante car elle permet de
n’utiliser qu’un seul ﬁltre adapté au Doppler nul à la réception pour eﬀectuer
la détection, même en présence d’un décalage Doppler important. Dans le cas
contraire, il est nécessaire d’utiliser un banc de ﬁltres aﬁn que le signal reçu
soit détecté dans au moins un ﬁltre à la réception. La raison majeure reste
donc bien liée au coût du récepteur et à la charge de calcul. Nous pouvons
quantiﬁer cette « robustesse au Doppler » en considérant la valeur maximale
de la coupe à la fréquence ν de la fonction d’ambigüité |χ(τ, ν)| :
R(ν) = max
τ
(|χ(τ, ν)|) . (1.5)
La ﬁgure 1.2.2 montre la courbe R(ν) de diﬀérentes formes d’onde dans un
intervalle Doppler de 0 à 50 KHz. Dans toute la plage, le signal FMCW dont
la courbe est proche de 0 dB est le plus robuste en Doppler. Remarquons que
pour le problème du radar en milieu urbain, la vitesse des cibles n’est pas
très signiﬁcative. Par exemple, à f0 = 9,6 GHz (ﬁgure 1.2.2), en considérant la
vitesse maximale d’une cible à 30 m/s qui correspond à 1,92 KHz en décalage de
fréquence Doppler, le gain observé n’est pas signiﬁcatif pour la forme d’ondes
FMCW par rapport aux autres.
Compte tenu de ces diﬀérentes analyses, nous constatons toutefois que la
forme d’ondes FMCW semble fournir des performances satisfaisantes pour tous
les critères examinés : spectre d’émission propre, simplicité de traitement à la
réception et robustesse au Doppler.
1.2.4 Cibles en NLOS en aéroporté
La problématique des cibles NLOS en milieu urbain commence à être étudiée
depuis quelques années pour les applications de radar aéroporté de type GMTI
ou SAR. La faisabilité de l’exploitation de la propagation des multi-trajets en
milieu urbain pour un radar aéroporté GMTI (Ground Moving Target Indica-
tor) a été examinée par [Krolik 06]. Cette étude a montré qu’il est possible de
tenir compte de la connaissance a priori des bâtiments et d’utiliser les multi-
trajets NLOS pour prédire le déplacement des retours GMTI en distance et en
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Figure 1.2.2 – Robustesse Doppler de diﬀérentes formes d’onde : R(ν) =
maxτ (|χ(τ, ν)|) pour f0 = 9, 6 GHz.
Doppler. Plus récemment, [Linnehan 09] a examiné la faisabilité de la détec-
tion et du pistage des cibles au sol en milieu urbain à l’aide du radar GMTI
lorsque la couverture de la ligne de vue est intermittente, mais que des réponses
par multi-trajets réﬂéchis par les murs des bâtiments environnants sont dispo-
nibles. Il ressort de cette étude que les réponses secondaires des multi-trajets,
et l’énergie propagée en distance et en Doppler, pourraient être exploitées pour
détecter les cibles masquées par les bâtiments.
La technique Synthetic Aperture Radar (SAR en anglais), soit Radar à Syn-
thèse d’Ouverture (RSO en français) exploite le déplacement de l’antenne pour
obtenir une antenne "de synthèse" de dimension plus importante, et donc une
résolution angulaire bien supérieure à celle d’une antenne immobile. Le principe
de l’imagerie SAR consiste à illuminer une zone du sol avec le faisceau d’ondes
électromagnétiques de l’antenne pendant que le porteur se déplace sur sa tra-
jectoire de vol. L’ensemble des données collectées par le radar va permettre
d’établir l’image de terrain via un algorithme de reconstruction d’images.
Dans le milieu urbain, la présence des multi-trajets peut causer des artéfacts
dans l’image SAR formée qui en complique l’analyse, par exemple en donnant
lieu à des points brillants mal localisés. Récemment, l’utilisation d’un radar
SAR exploitant les multi-trajets pour détecter et localiser des cibles en milieu
urbain a été développée dans [Setlur 14]. Deux techniques d’exploitation des
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multi-trajets en absence de LOS pour détecter une cible à sa position réelle sont
proposées sous l’hypothèse que les positions des murs réﬂecteurs sont connues
et que les multi-trajets sont détectables et séparables. La première technique
opère directement sur les signaux radar bruts, tandis que la seconde opère sur
l’image formée par faisceau traditionnel. Ces deux techniques semblent atté-
nuer les fausses alarmes tout en permettant à la cible masquée d’être détectée
à sa vraie position.
1.2.5 Radar around-the-corner (RAC)
Dans l’application qui nous intéresse plus particulièrement dans le cadre de
cette thèse, le radar around the corner, le capteur radar n’est plus aéroporté
mais directement localisé dans le milieu urbain. Comme dans tous les pro-
blèmes en milieu urbain, des bâtiments de la scène génèrent d’une part des
zones d’ombre à l’intérieur desquelles une cible n’est pas en visibilité directe,
et d’autre part de nombreux trajets produits par les possibles réﬂexions et
diﬀractions sur les surfaces environnantes. Or ces multi-trajets peuvent être
exploités à l’avantage du radar aﬁn de détecter et localiser des cibles situées
dans les zones d’ombre. Il devient alors possible de regarder derrière les coins
de murs au moyen d’un simple radar portatif : on parle alors de radar « around-
the-corner » (RAC) [Sume 11].
1.2.5.1 Mesures réelles
Peu de littérature existe quant à la détection et la localisation de cibles en
milieu urbain au moyen d’un radar localisé dans une rue adjacente. Toutefois,
des travaux expérimentaux ont été menés pour tester la faisabilité de la dé-
tection et de la localisation en l’absence de LOS (NLOS) avec des mesures
réelles [Sume 11] [Rabaste 15] [Tahmoush 12] [Gustafsson 16]. Par diﬀérentes
expérimentations avec diﬀérentes conﬁgurations du radar et de la scène, ces
études ont démontré qu’il est possible de détecter des multi-trajets issus de
cibles localisées en NLOS. Par exemple, dans [Sume 11], il est démontré qu’il
est possible de détecter une cible dans le domaine distance-fréquence Doppler,
de suivre diﬀérents multi-trajets dans le domaine distance-temps ou d’observer
des signatures Doppler de la respiration d’une personne. Dans [Gustafsson 16],
les auteurs ont eﬀectué plusieurs mesures dans des situations NLOS et se sont
concentrés sur la signature micro-Doppler de la cible dans le but de classer
des objets. En extrayant des informations sur les multi-trajets, les auteurs ont
démontré que les caractéristiques micro-Doppler des personnes qui marchent
peuvent être extraites des signaux reçus. Dans [Rabaste 15], les auteurs ont
montré qu’il était possible de visualiser et expliquer au moyen d’un modèle de
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Figure 1.2.3 – Un radar around-the-corner en milieu urbain.
propagation simple plusieurs multi-trajets issus de données réelles.
D’autres études ont porté plus spéciﬁquement sur la résolution du problème
de détection, de localisation ou de pistage d’une ou de plusieurs cibles en milieu
urbain.
1.2.5.2 Détection de cibles mobiles
Dans [Johansson 14], la détection des mouvements dans une scène réaliste a
été étudiée. Dans cette étude, les auteurs ont appliqué un seuil adaptatif à la
réponse impulsionnelle mesurée aﬁn de trouver des points excédant le seuil, qui
ont été considérés comme une détection. La méthode est relativement simple
et facile à mettre en œuvre, mais les informations des diﬀérents trajets ont été
traitées séparément. En eﬀet, la méthode appliquée est le ﬁltre adapté classique
utilisé en traitement radar. Dans ce cas précis, seule l’information du trajet le
plus fort est utilisée pour la détection de la cible.
1.2.5.3 Localisation d’une cible mobile
Dans la suite de leur recherche, dans [Johansson 17], ces mêmes auteurs ont
proposé un algorithme de localisation d’une ou plusieurs cibles en mouvement
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en exploitant les points de détection trouvés par l’étude précédente. Une simu-
lation a été réalisée avec une antenne à faisceau étroit avec une largeur de lobe
3dB de 2, 50. En supposant que la géométrie de la scène est connue, la solu-
tion de localisation proposée reposait principalement sur deux informations :
la distance de détection obtenue en appliquant un ﬁltre adapté, et la connais-
sance de la direction du faisceau radar. Avec une direction de faisceau donnée,
les positions des cibles peuvent en eﬀet être facilement déduites à partir de
la distance de détection par un simple modèle de tracé de rayons et un seul
trajet. Des simulations ont démontré que les cibles peuvent être détectées et
localisées avec peu de fausses localisations. Cette solution suppose que le radar
peut fournir une résolution angulaire suﬃsamment petite pour couvrir toute
la surface surveillée. Cependant, cette exigence n’est pas toujours respectée,
ce qui peut entraîner des erreurs de localisation. D’autre part, il devient né-
cessaire de balayer tout l’espace angulaire, ce qui a un coût. De surcroît, les
multi-trajets issus de diﬀérents directions ne sont pas exploités simultanément,
ce qui est sous optimal et peut conduire à des détections multiples du même
objet.
Dans [Zetik 15], les auteurs ont proposé une estimation de la position d’une
cible à partir d’un seul trajet réﬂéchi, un seul trajet diﬀracté et leurs combi-
naisons en utilisant un calcul géométrique. Les résultats expérimentaux ont
montré que la position de la cible a été bien estimée lorsque des informations
d’au moins deux trajets diﬀérents étaient disponibles. Cependant, les auteurs
n’ont pas pris en compte deux ou plusieurs trajets de réﬂexion sur d’autres
murs qui pourraient apparaître dans certaines scènes et qui pourraient poten-
tiellement améliorer la localisation de la cible.
D’autres études récentes ont exploité des multi-trajets avec un seul capteur
également à des ﬁns de localisation uniquement [Setlur 12][Setlur 13][O’connor 15].
Dans ces travaux, les auteurs ont exploité l’information des multi-trajets en
utilisant les mesures du temps d’arrivée (TOA). Ces algorithmes exploitent la
sortie d’un ﬁltre adapté classique. Ils ne fonctionnent pas directement avec les
signaux bruts. L’étude [Setlur 12] exige que tous les trajets soient détectés et
étiquetés comme des trajets directs ou à rebond unique, puis associés aux dif-
férents murs. Dans [O’connor 15], cette méthode a été étendue au radar passif
dans le cas du double rebond où, en outre, certains trajets peuvent ne pas
être détectés. Enﬁn, la position de la cible est déterminée par l’intersection
des cercles et des ellipses caractérisés par les TOA. La performance de ces ap-
proches a été étudiée dans [Setlur 13]. Notons que le problème de la détection
de cible n’a pas été pris en compte dans toutes les études sur la localisation
mentionnées ci-dessus.
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1.2.5.4 Pistage d’une cible mobile
Le suivi des cibles basé sur l’exploitation des multi-trajets a également été
étudié via l’approche de pistage dans [Chakraborty 10] avec un radar aéro-
porté ou dans [Barbosa 08] avec des multi-émetteurs et multi-récepteurs pré-
sents dans la scène. Dans [Chakraborty 10], les auteurs se sont concentrés sur
le problème de conception d’une forme d’onde adaptative pour le problème de
pistage, alors que dans [Barbosa 08], une nouvelle chaîne de traitement des
données mesurées par diﬀérents capteurs dans le but de suivre une cible le
long de sa trajectoire est proposée. Cependant, ces deux études ne traitent pas
le problème des ambiguïtés inhérentes à la propagation par multi-trajets, qui
est un des problèmes majeurs en milieu urbain. Ces ambigüités sont consta-
tées dans diﬀérentes études. Par exemple, dans [Setlur 14], où un SAR urbain
est étudié, les deux techniques d’exploitation des multi-trajets proposées ont
également fourni des images ambigües, ou dans [Tahmoush 12], dans le but
de suivre des cibles dans le domaine temps-distance en exploitant des multi-
trajets, l’approche proposée n’a pas été en mesure d’éliminer l’ambigüité de
deux pistes de multi-trajets ayant un temps de propagation similaire.
1.3 Conclusion
Dans ce chapitre, nous avons dans un premier temps présenté les principes
de bases du traitement du signal radar. En particulier, le ﬁltre adapté a été
présenté et son rôle fondamental dans la détection et l’estimation a été montré.
Pour ﬁnir, nous avons présenté le pistage en traitement du signal radar clas-
sique en se focalisant sur deux types de ﬁltres principaux : les ﬁltres de type
Kalman pour les systèmes linéaires et les ﬁltres particulaires pour les systèmes
non-linéaires.
Dans un second temps, nous avons présenté la problématique et l’état de l’art
du radar en milieu urbain. Une problématique similaire rencontrée dans les do-
maines des traitements radar aéroportés SAR et GMTI, est étudiée depuis une
dizaine d’années dans la littérature. Le cas du radar around-the-corner avec
un radar localisé directement dans le milieu urbain est, quant à lui, très récent
dans la littérature et n’a fait que peu l’objet de publications. Les premiers
résultats issus de ces publications ont montré qu’il est possible de détecter,
localiser ou pister une cible masquée (absence de LOS) avec un ou plusieurs
radars. Les travaux eﬀectués du point du vue du traitement restent pour l’ins-
tant relativement proches des traitements radar classiques et ne prennent pas
nécessairement en compte les spéciﬁcités du problème. Tout l’objet de ce tra-
vail de thèse est donc d’étudier, de proposer et de développer des méthodes de
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traitement dédiées à la détection et à la localisation d’une cible masquée en
milieu urbain.
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Chapitre 2
Algorithmes de détection et
localisation en milieu urbain
2.1 Introduction
Dans le premier chapitre, nous avons décrit le problème du radar en mi-
lieu urbain. Notamment, des bâtiments dans la scène génèrent d’une part des
zones d’ombre à l’intérieur desquelles une cible n’est pas en visibilité directe,
et d’autre part de nombreux multi-trajets produits par les possibles réﬂexions
et diﬀractions sur les surfaces environnantes. Ces multi-trajets peuvent être
exploités à l’avantage du radar aﬁn de détecter et localiser des cibles situées
dans les zones d’ombre. Dans ce chapitre, nous étudions le problème de détec-
tion et de localisation en exploitant ces multi-trajets. En prenant en compte
des multi-trajets, nous visons d’abord à améliorer la performance de détec-
tion par rapport au ﬁltre adapté classique. Pour cela, nous avons développé
deux algorithmes : un algorithme basé sur un détecteur adapté sous-espace
[Scharf 94], et l’autre basé sur une intégration non cohérente de l’énergie des
multi-trajets, ce qui est similaire à une technique utilisée en télécommunication,
« square-law-combiner » [John 02]. Nous verrons que les méthodes proposées
présentent de meilleures performances de détection quand l’information portée
par les multi-trajets est suﬃsante. Par conséquent, nous proposons également
de sélectionner le nombre de trajets de façon à maximiser la probabilité de
détection. En appliquant une stratégie de type Maximum de Vraisemblance
(MV), ces deux algorithmes sont également utiles pour le problème de locali-
sation. Les performances de localisation de ces deux algorithmes sont analysées
par des simulations dans ce chapitre ainsi que sur des données réelles dans le
chapitre 4. Comme souligné dans le chapitre 1, la présence des ambiguités
spatiales est un problème majeur de la localisation urbaine. Nous proposons
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ensuite des améliorations apportées aux algorithmes de localisation aﬁn de
réduire ces ambiguités et donc améliorer la performance de localisation.
Figure 2.1.1 – Un radar urbain exploitant les réﬂexions pour détecter des
cibles en NLOS.
Dans ce chapitre, le modèle du signal en milieu urbain est présenté dans
la section 2.2. Nous rappelons le ﬁltre adapté classique dans la section 2.3.1
et présentons la méthode des empreintes digitales dans la section 2.3.2. Nous
proposons deux algorithmes pour la détection et localisation dans les sections
2.3.3 et 2.3.4 ; et les comparons en termes de performance de détection, de
temps de calcul et de mémoire requise dans la section 2.3.5. Dans la section
2.4, nous proposons un algorithme pour la sélection du nombre de trajets
pris en compte pour deux algorithmes détection-localisation proposés. Dans la
section 2.5, nous présentons la simulation et les résultats de ces algorithmes
proposés. Enﬁn, dans la section 2.6, nous discutons le problème des ambigüités
et proposons des améliorations.
2.2 Modèle du signal en milieu urbain
Nous supposons que toutes les réﬂexions sont spéculaires pour la bande de
fréquence considérée, que la diﬀraction peut être négligée, qu’une connaissance
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approximative de la géométrie de la scène est disponible, et que la position GPS
du radar est connue. Par le souci de simplicité, le problème de la détection-
localisation d’une seule cible dans l’espace 2D (x, y) est considéré, nous ne
supposons pas de localisation en hauteur (axe z). L’information Doppler est
naturellement présente dans le signal et exploitée pour éliminer les échos ﬁxes
localisés à Doppler nul. Cependant, de nouveau dans un but de simplicité et
à cause de la limitation de la conﬁguration matérielle utilisée dans l’expéri-
mentation réelle, nous n’exploiterons pas l’information Doppler des diﬀérents
multi-trajets pour la détection-localisation de cible. Bien entendu, l’exploita-
tion du Doppler pourrait être intéressante pour améliorer les performances de
localisation de la solution proposée. Nous supposons également ici que les échos
ﬁxes forts produits par les bâtiments et les objets environnants ont déjà été
supprimés, par exemple en appliquant une méthode de rejet à zéro Doppler
basée sur [Colone 09] présentée dans le paragraphe 1.2.2, de sorte que les seuls
échos reçus sont rétrodiﬀusés par des cibles mobiles proches.
Remarque concernant la diﬀraction : nous supposons dans tout ce qui suit que la
diﬀraction peut être négligée pour la longueur d’onde considérée. En eﬀet, dans
l’application qui nous intéresse, les pertes subies par les trajets diﬀractés sont très
importantes, comme le montre la ﬁgure 2.2.1, qui présente la perte de diﬀraction
en fonction de la position de la cible pour le sommet localisé en (13; 13), pour la
géométrie considérée, et pour une fréquence de 24 GHz.
Figure 2.2.1 – Perte de diﬀraction obtenue par résolution de l’intégrale de
Fresnel pour le problème de diﬀraction en lame de couteau
(solution de Sommerfeld) [Sommerfeld 04].
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Le signal y(t) reçu par le radar peut s’écrire :
y(t) =
M(x,y)�
k=1
αks(t− τk(x, y)) + n�(t), (2.1)
où s(t) est le signal transmis par le radar, M(x, y) est le nombre de multi-
trajets pour une cible située au point (x, y), τk(x, y) et αk sont respectivement
le retard et l’amplitude du trajet k, n�(t) est supposé être un bruit blanc
circulaire gaussien complexe.
Les multi-trajets en milieu urbain peuvent être très proches en distance,
par exemple de l’ordre de 1 mètre d’écart. Aﬁn de séparer les diﬀérents multi-
trajets, il est important d’utiliser un signal avec une bande passante suﬃ-
samment grande, typiquement plusieurs centaines de MHz. Cela implique une
fréquence d’échantillonnage élevée. Par exemple, une résolution distance de
0,5 m nécessite une bande passante minimale de 300 MHz, donc une fréquence
d’échantillonnage importante. Ainsi, une fois échantillonné, le signal reçu y(t)
peut contenir beaucoup d’échantillons (typiquement des milliers d’échantillons),
bien que toutes les informations soient contenues dans quelques dizaines de
cases de distance. L’application d’un ﬁltre adapté permet de concentrer ces
informations dans quelques cases distance et de supprimer les cases restantes
inutiles, ce qui permet d’économiser du temps de calcul et de la mémoire. Si
z(t) désigne la sortie du ﬁltre adapté appliqué à y(t), nous avons alors :
z(t) =
M(x,y)�
k=1
αkr(t− τk(x, y)) + n(t), (2.2)
où r(t) est l’auto-corrélation de s(t), et n(t) est le bruit en sortie de ﬁltre
adapté.
Soit N le nombre d’échantillons temporels considérés en sortie de ﬁltre
adapté. Nous pouvons déﬁnir les vecteurs et matrices suivants :
r(τ) = [r(t1 − τ), r(t2 − τ), ... , r(tN − τ)]T ,
n = [n(t1), n(t2), ... , n(tN)]T ,
z = [z(t1), z(t2), ... , z(tN)]T
α = [α1, α2, ... ,αM(x,y)]T ,
R(x, y) = [r(τ1(x, y)), r(τ2(x, y)), ... , r(τM(x,y)(x, y))].
L’équation (2.2) peut être alors réécrite comme :
z = R(x, y)α+ n, (2.3)
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où la matrice R(x, y)de taille N×M(x, y) contient alors les diﬀérentes versions
retardées du signal reçu à la position (x, y). Si nous supposons que la fréquence
d’échantillonnage du signal est fc = 1/B, avec B la bande du signal émis,
et que le signal émis est de type chirp, alors l’auto-corrélation du signal est
approximativement égale à un Dirac. Dans ce cas, n est aussi un bruit circulaire
gaussien complexe. La matrice de covariance du bruit est supposée égale à σ2I
avec σ2 connu.
2.3 Solutions de détection et localisation
2.3.1 Application du ﬁltre adapté mono-trajet (FA)
Le traitement généralement appliqué dans les applications radar pour détec-
ter les cibles est de comparer le ﬁltre adapté à un seuil, qui correspond à un
détecteur GLRT (Generalized Likelihood Ratio Test) mono-trajet. En eﬀet, si
nous considérons le test d’hypothèses suivant :�
H0 : y = n, bruit,
H1 : y = As(τ) + n, cible+bruit,
(2.1)
où n est un bruit blanc gaussien complexe circulaire, et l’amplitude A est
supposée inconnue déterministe, alors le test de détection GLRT est fourni
par : ���sH(τ)y���2
sH(τ)s(τ)
H1
≷
H0
λFA, (2.2)
qui correspond eﬀectivement au ﬁltre adapté au signal s(t) pour le retard τ .
Le seuil de détection λFA peut être calculé en fonction de la variance du bruit
σ2 et de la probabilité de fausse alarme PFA :
λFA = −σ2 lnPFA. (2.3)
Ce type de stratégie ne prend pas en compte la présence de multi-trajets,
mais uniquement l’information d’un seul trajet. Elle est donc insuﬃsante pour
localiser la cible dans le milieu urbain, car la détection d’un seul trajet ne
fournit qu’une unique information de retard, et conduit donc à une ambiguiïté
de localisation importante.
2.3.2 Application de la méthode des empreintes digitales
(ED)
Une méthode de localisation utilisée dans les applications de localisation à
l’intérieur des bâtiments (« indoor ») est la méthode des empreintes digitales.
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La localisation par empreintes digitales est une méthode de positionnement qui
exploite les infrastructures déjà existantes telles que les réseaux cellulaires ou
les réseaux WLAN [Takenga 07, Bahl 00]. La méthode tire parti des mesures
radio standard disponibles à partir des technologies d’interface radio, et peut
donc être considérée comme une méthode de positionnement à faible coût.
Généralement, le déploiement de systèmes de positionnement à base d’em-
preintes digitales peut être divisé en deux phases [Kaemarungsi 04]. Premiè-
rement, dans la phase « oﬄine », les empreintes digitales de localisation sont
collectées en eﬀectuant une recherche sur toute la zone considérée de l’intensité
du signal reçu (RSS - received signal strength en anglais) à partir de plusieurs
points d’accès. Toute la zone est couverte par une grille rectangulaire de points.
La RSS est mesurée aﬁn de créer une base de données ou une table de valeurs
RSS prédéterminées sur les points de la grille. Le vecteur des valeurs RSS à
un point de la grille s’appelle l’empreinte de localisation de ce point. Cette
étape peut se faire par simulation si le modèle de propagation dans la zone
est connu, ou par mesures réelles. Actuellement, il n’y a pas de lignes direc-
trices pour choisir l’espacement de la grille. De plus, l’évaluation du nombre
de points d’accès nécessaires pour obtenir une exactitude et une précision par-
ticulières n’est pas évidente [Kaemarungsi 04]. Deuxièmement, dans la phase
« online », un vecteur de RSS est calculé en plusieurs points d’accès à partir
d’une mesure contenant potentiellement une cible et fourni au serveur central.
Le serveur utilise un algorithme pour estimer la position de la cible et rapporte
l’estimation à l’application demandant l’information de position. L’algorithme
le plus commun pour estimer la position calcule la distance euclidienne entre le
vecteur RSS mesuré et chaque empreinte dans la base de données. Les coordon-
nées associées à l’empreinte qui fournissent la plus petite distance euclidienne
sont renvoyées en tant qu’estimation de la position. D’autres algorithmes uti-
lisent les réseaux de neurones [Smailagic 00] ou la modélisation bayésienne
[Castro 01] pour relier le vecteur mesuré à l’empreinte de la base de données.
Dans notre contexte de radar en milieu urbain, nous considérons qu’un seul
radar est présent dans la scène donnée. Contrairement à la méthode d’ED
classique décrite ci-dessus dont les données pour les empreintes digitales sont
mesurées par diﬀérents capteurs, nous n’avons donc qu’une seule mesure four-
nie par le radar. Nous pouvons toutefois exploiter les multi-trajets comme des
empreintes digitales à la place de plusieurs points d’accès. Une étape sup-
plémentaire est donc nécessaire, qui consiste à exploiter des informations des
multi-trajets à partir du signal brut aﬁn de créer les empreintes digitales. Les
informations des multi-trajets ici peuvent être leurs retards et/ou leurs am-
plitudes. Toutefois, dans notre cas précis, nous ne connaissons pas le modèle
d’amplitude de manière ﬁable : un tel modèle dépend fortement de la géomé-
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trie de la scène, des matériaux des réﬂecteurs, de la cible elle-même et de son
orientation, etc. Par conséquent, l’étape de formation des empreintes digitales
nécessiterait des mesures réelles de la scène, ce qui n’est pas réaliste dans notre
cas. Il est donc préférable de ne pas exploiter l’amplitude ici.
Figure 2.3.1 – Schéma de principe de la méthode des empreintes digitales.
Nous proposons donc une application de la méthode des empreintes digitales
comme résumée par le schéma de la ﬁgure 2.3.1. Dans la phase « oﬀ-line », la
zone observée est discrétisée en petites cases positions. Pour chaque case po-
sition (x, y), les retards des multi-trajets sont calculés par une simulation de
tracé de rayons. Ces retards sont utilisés pour former l’empreinte digitale cor-
respondant à la position (x, y), empreinte créée sous la forme d’un vecteur
e(x, y) composé de 0s et 1s : chaque entrée de e(x, y) correspond à des re-
tards échantillonnés, pour chaque retard τi, l’élément [τi/Ts] prend la valeur 1
tandis que les autres éléments sont laissés à 0, Ts correspondant à la période
d’échantillonnage (comme illustré en ﬁgure 2.3.2). Dans la phase on-line, le
signal reçu en sortie de ﬁltre adapté est seuillé pour détecter les multi-trajets :
les retards correspondant aux pics de détection sont stockés dans un vecteur
ec pour former l’empreinte digitale de la mesure. La dernière étape consiste
à déterminer l’empreinte digitale e(x, y) la plus proche de l’empreinte de me-
sure ec, par un simple calcul de l’erreur quadratique entre l’empreinte digitale
e(x, y) et l’empreinte mesurée ec :
(xˆ, yˆ) = argmax
x,y
�
�e(x, y)− ec�2
�
. (2.4)
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Nous déduisons alors la position estimée de la cible à partir de l’empreinte
trouvée.
Figure 2.3.2 – Exemple de la construction d’une empreinte digitale.
Remarquons ﬁnalement que cette méthode est conçue pour le problème de
localisation, et non destinée au problème de détection.
2.3.3 Filtre adapté multi-trajets (FMU)
Nous présentons dans cette section la méthode que nous avons développée
pour résoudre le problème de détection et localisation dans le contexte du radar
around-the-corner. Suivant l’approche DPD (Direct Position Determination)
[Weiss 11], nous allons travailler dans l’espace cible (x, y) directement. C’est
en eﬀet une méthode optimale comparativement à l’approche classique qui
exploite d’abord l’estimation de paramètres intermédiaires pour en déduire
ensuite la position.
Pour une position connue (x, y), le test d’hypothèses pour la détection d’une
cible en NLOS peut s’écrire sous la forme :�
H0 : z = n, bruit,
H1 : z = R(x, y)α+ n, cible+bruit.
(2.5)
L’exploitation préalable d’informations sur les amplitudes des trajets α n’est
généralement pas facile, car cela nécessiterait une bonne connaissance des ma-
tériaux des murs et de leurs réﬂectivités, ainsi que la bonne connaissance de
la SER (Surface Équivalent Radar) de la cible pour tous les angles de pré-
sentation. Nous supposons plutôt ici que ces amplitudes sont inconnues et
déterministes. La seule connaissance que nous extrayons du modèle de propa-
gation est donc l’information sur les retards des trajets. Classiquement, dans
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un tel contexte et selon la stratégie du test du rapport de vraisemblance gé-
néralisé (GLRT), les paramètres inconnus sont estimés au sens du maximum
de vraisemblance (MV) et réinjectés dans le rapport de vraisemblance du test
d’hypothèses (2.5).
La vraisemblance des mesures sous l’hypothèse H1 est donnée par :
p(z|H1) ∝ exp
�
−(z−R(x, y)α)
H (z−R(x, y)α)
σ2
�
, (2.6)
où nous supposons la variance σ2 du bruit connue.
La maximisation de cette vraisemblance par rapport au vecteur d’amplitude
α donne l’estimateur suivant :
αˆ = (RH(x, y)R(x, y))−1RH(x, y)z. (2.7)
Si les trajets sont décorrelés rH(t − τi)r(t − τj) ≈ 0 (i �= j), la matrice
RH(x, y)R(x, y) est bien inversible. Dans le cas contraire, cette inversion peut
être calculée par la pseudo inverse de Penrose. L’injection de cette expression
dans la vraisemblance p(z|H1) fournit :
p(z|H1) ∝ exp
�−zHz+ zHR(x, y)(RH(x, y)R(x, y))−1RH(x, y)z
σ2
�
. (2.8)
La vraisemblance des mesures sous l’hypothèse H0 est fournie par :
p(z|H0) ∝ exp
�−zHz
σ2
�
. (2.9)
Le logarithme du rapport de vraisemblance s’exprime donc par :
log p(z|H1)
p(z|H0) ∝ z
HR(x, y)(RH(x, y)R(x, y))−1RH(x, y)z, (2.10)
quantité à comparer avec un certain seuil de détection.
Le test GLRT pour le problème de détection est alors fourni par :
TFMU(x, y)
H1
≷
H0
λFMU , (2.11)
où
TFMU(x, y) =� P(x, y)z �2, (2.12)
avec
P(x, y) = R(x, y)(RH(x, y)R(x, y))−1RH(x, y), (2.13)
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qui est la matrice de projection sur le sous-espace engendré par les colonnes
de la matrice R(x, y).
Pour une position ﬁxe (x, y) connue, cette solution GLRT est connue comme
le détecteur adapté sous-espace [Scharf 94]. Il vise à détecter les signaux ap-
partenant au sous-espace engendré par la matrice R(x, y), et mesure pour cela
l’énergie du signal contenue dans ce sous-espace pour la comparer à un seuil
de détection.
Sous l’hypothèse H0, la distribution de la variable aléatoire
T �FMU(x, y) =
TFMU(x, y)
σ2/2 (2.14)
est une distribution du χ2 centrée avec 2M(x, y) degrés de liberté. Ainsi le
seuil λFMU peut être calculé en fonction du nombre de multi-trajets M(x, y),
la variance du bruit σ2 et la probabilité de fausse alarme PFA [Scharf 94] :
λFMU = σ2γ−1(M(x, y),Γ(M(x, y))(1− PFA)), (2.15)
où Γ(N) et γ(N, x) sont les fonctions gamma et gamma incomplètes inférieures
respectivement :
Γ(N) =
� +∞
0
e−ttN−1dt, (2.16)
γ(N, x) =
� x
0
tN−1e−tdt. (2.17)
La probabilité de détection est fournie par :
Pd(FMU) = QM(x,y)
�� R(x, y)α �
σ
,
√
λFMU
σ
�
, (2.18)
où QM(a, b) est la fonction Q de Marcum . Elle est déﬁnie par [Shnidman 89] :
QM(a, b) =
� ∞
b
x
�
x
a
�M−1
exp
�
−x
2 + a2
2
�
IM−1(ax)dx, (2.19)
où IM(z) est la fonction de Bessel modiﬁée d’ordre M . Le calcul détaillé du
seuil λFMU et de la probabilité de détection Pd(FMU) est présenté en annexe A.
Pour le problème de la localisation, toujours en considérant que α est un
vecteur déterministe inconnu, l’estimateur au sens du maximum de vraisem-
blance de la position (x, y) dans (2.3) est donné par le maximum de TFMU(x, y),
dans la mesure où le dénominateur du rapport de vraisemblance TFMU(x, y)
ne dépend pas de la position (x, y) (et donc que la maximisation de p(z|H0)
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est équivalente à celle de TFMU(x, y)). Comme dans un radar LOS classique,
la fonction de coût MV pour une seule cible peut alors être utilisée à la fois
pour la détection et la localisation. La valeur TFMU(x, y) (que nous appellerons
niveau T-FMU) est calculée pour chaque position (x, y) dans la zone observée.
Les cases avec un niveau T élevé sont plus susceptibles de correspondre à la
position de la cible. Une estimation de la position cible peut alors être trouvée
par :
(xˆ, yˆ) = argmax
x,y
(TFMU(x, y)). (2.20)
Aﬁn d’appliquer l’algorithme à notre problème particulier, il est nécessaire
d’échantillonner les positions (x, y). La zone observée pour la détection de la
cible est donc divisée en petites cases comme en ﬁgure 2.3.3. Une simulation
a été réalisée avec un modèle géométrique approximatif d’une intersection ur-
baine : les portes, fenêtres et autres éléments de rétrodiﬀusion possibles n’ont
pas été modélisés. La propagation du signal est modélisée par un simple tracé
de rayons, en supposant que toutes les réﬂexions sont spéculaires. Les pertes
de propagation sont simulées par un modèle simple : la perte est proportion-
nelle au carré de la distance parcourue par l’onde du radar à la cible et de
retour au radar, selon l’équation radar classique [Richards 05]. Pour chaque
case (x, y), une matrice R(x, y) avec M(x, y) colonnes est construite à partir
des retards des multi-trajets τk (k = 1, 2, ...,M(x, y)) calculés par le tracé de
rayons, où M(x, y) est le nombre de multi-trajets pour cette case. Bien que
de nombreux multi-trajets puissent être simulés avec un grand nombre de ré-
ﬂexions, il est possible de ne considérer qu’un nombre réduit de trajets pour
l’algorithme de détection-localisation, en supposant que les trajets présentant
trop de réﬂexions seront trop faibles pour fournir des informations exploitables.
Notons que le choix deM(x, y) inﬂuence la performance de détection puisque
le seuil λFMU et la matrice R(x, y) changent lorsque M(x, y) varie.
Figure 2.3.3 – Scénario d’une intersection urbaine typiquement considérée.
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Nous remarquons qu’un test similaire dans sa structure a été proposé dans
[Korkmaz 08] mais pour une application diﬀérente dans le but de détecter les
multi-trajets puis d’estimer le premier trajet sans chercher à localiser la cible.
2.3.4 Square law combiner (SLC)
Comme décrit ci-dessus, le ﬁltre adapté multi-trajets nécessite de la mémoire
pour empiler les paramètres obtenus à partir du modèle de tracé de rayons
et/ou le calcul d’une matrice inverse pour chaque position testée. Le temps
de calcul et l’espace mémoire peuvent augmenter considérablement lorsque le
nombre de positions testées est important. Nous proposons un second algo-
rithme qui permet de réduire ces deux facteurs. Au lieu de projeter le signal
reçu sur le sous-espace déﬁni par R(x, y), cet algorithme calcule l’intégra-
tion incohérente de la sortie du ﬁltre adapté pour les retards des multi-trajets
fournis par le modèle de propagation. En tant que tel, il partage certaines si-
militudes avec la technique « square law combiner » considérée dans les trans-
missions radio [John 02].
Le test de détection de l’algorithme SLC peut alors s’écrire :
TSLC(x, y) =
�
i∈Ω(x,y)
|z(i)|2 H1≷
H0
λSLC , (2.21)
où Ω(x, y) contient l’indice du vecteur z correspondant aux retards des multi-
trajets τk(x, y) obtenus par le modèle de tracé de rayons. Le nombre d’éléments
dans Ω(x, y) est alors égal à M(x, y).
Nous pouvons facilement montrer que la loi de probabilité de la variable
aléatoire
T �SLC(x, y) =
TSLC(x, y)
σ2/2 (2.22)
sous l’hypothèse H0 est une distribution du χ2 centrée avec 2M(x, y) degrés
de liberté. Ainsi le niveau de seuil λSLC peut être calculé exactement comme
pour l’algorithme FMU précédemment :
λSLC = σ2γ−1(M(x, y),Γ(M(x, y))(1− PFA)) = λMPF . (2.23)
La probabilité de détection est dans ce cas fournie par :
Pd(SLC) = QM(x,y)

��
i∈Ω(x,y) | [R(x, y)α]i |2
σ
,
√
λSLC
σ
 , (2.24)
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où [R(x, y)α]i est le i-ème élément du vecteur R(x, y)α. Le calcul détaillé du
seuil λSLC et de la probabilité de détection Pd(SLC) se trouve dans l’annexe A.
Comme dans l’algorithme FMU, la valeur TSLC(x, y) (appelée niveau T-SLC)
pour le test de détection dans la zone observée peut être calculée pour chaque
position (x, y). Les cases ayant un niveau T-SLC élevé sont plus susceptibles
de correspondre à la position de la cible et la position de la cible est estimée
comme suit :
(xˆ, yˆ) = argmax
x,y
(TSLC(x, y)). (2.25)
2.3.5 Comparaison du FMU et du SLC
Nous présentons dans cette section une brève comparaison entre les détec-
teurs FMU et SLC proposés, d’une part en terme des performances de détection
théorique, et d’autre part en terme de coût de calcul.
2.3.5.1 Comparaison des performances de détection
Il apparaît que l’expression de Pd(SLC) ne diﬀère de l’expression de Pd(FMU)
que par la valeur du paramètre de non-centralité qui vaut �R(x, y)α�
σ
pour le
FMU et
��
i∈Ω(x,y) | [R(x, y)α]i |2
σ
pour le SLC. Or il est clair que � R(x, y)α �
est toujours plus grand que
��
i∈Ω(x,y) | [R(x, y)α]i |2 puisque � R(x, y)α �=��
i | [R(x, y)α]i |2. Comme la fonction Q de Marcum est croissante par rap-
port à son premier paramètre [Gil 14], il vient donc tout de suite que Pd(FMU) >
P d(SLC) pour une même probabilité de fausse alarme PFA et un même nombre
de trajets M(x, y). Par conséquent, cela prouve que la performance de détec-
tion du détecteur FMU est toujours meilleure que celle du détecteur SLC.
2.3.5.2 Comparaison du temps de calcul et de la mémoire
L’algorithme FMU nécessite le calcul des matrices P(x, y) pour chaque po-
sition (x, y). Ces matrices sont fournies par le modèle de propagation fondé sur
une méthode de tracé de rayons. L’exécution du modèle de propagation pour
chaque position à chaque itération peut être très coûteuse. Cependant, l’algo-
rithme FMU peut être implémenté de diﬀérentes manières. Aﬁn de diminuer
le temps de calcul, une première possibilité peut être de stocker les matrices
P(x, y) (de taille N×N) fournies par l’équation (2.13) pour toutes les cases de
la zone observée. Cela permet d’éviter le calcul des inverses de matrices, ce qui
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réduit le coût en temps mais augmente les besoins en mémoire. Une autre im-
plémentation peut être de stocker les matrices R(x, y) (de taille N ×M(x, y))
pour toutes les cases et de calculer P(x, y) à chaque lancement de programme.
Cette implémentation diminue ainsi l’exigence de mémoire en augmentant le
temps de calcul. La troisième possibilité est de stocker seulement les para-
mètres des matrices R (retards τk(x, y) et le signal d’autocorrélation r(t)),
puis de construire R et de calculer P à chaque lancement de programme. Un
exemple de comparaison des exigences de mémoire et de temps de calcul de l’al-
gorithme SLC d’une part et les trois types d’implémentation pour l’algorithme
FMU, d’autre part, est présenté dans le Tableau 2.1.
Time (s) Memory (MB)
SLC 0.02 0.04
FMU : stacking P 0.20 2145
FMU : stacking R 0.92 22
FMU : stacking parameters of R 1.27 0.04
Table 2.1 – Comparaison de la mémoire nécessaire et du temps de calcul pour
l’algorithme SLC et les trois implémentations possibles de l’algo-
rithme FMU. N = 300, M(x, y) = 3, zone d’intérêt avec 40x40
cases. Environnement Matlab, PC 2.8 GHz.
Il ressort de cette comparaison que l’algorithme SLC fournit un gain impor-
tant aussi bien en temps de calcul qu’en mémoire. Selon la méthode d’implé-
mentation considérée, l’algorithme FMU peut être rapide mais gourmand en
mémoire, ou vice versa.
2.4 Sélection du nombre de trajets pris en compte
Comme remarqué dans la section précédente, le choix du nombre de trajets
pris en compte inﬂuence les performances de détection des algorithmes FMU
et SLC. Dans cette section, nous allons d’abord montrer que la prise en compte
des trajets supplémentaires peut améliorer les performances de détection. En-
suite, nous proposerons une méthode originale pour sélectionner le nombre
optimal de trajets en fonction d’un critère de performance de détection. L’al-
gorithme de détection suivant est développé avec l’algorithme FMU en raison
de ses meilleures performances de détection par rapport à l’algorithme SLC.
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2.4.1 Comparaison des performances de détection : N vs
N + 1 trajets
Dans cette section, l’objectif est de comparer les performances de détection
de l’algorithme FMU avec N et N + 1 multi-trajets respectivement. Nous
montrerons que la prise en compte d’un trajet supplémentaire dans le processus
de détection peut augmenter la performance de détection si l’énergie du trajet
supplémentaire est suﬃsante.
Sans perte de généralité, nous supposons que ||r|| = 1 et σ2n = 1 de sorte que
chaque αi représente le rapport signal sur bruit (SNR) du i-ième trajet respec-
tivement. Nous supposons par souci de simplicité et sans perte de généralité
que |α1| ≥ |α2| ≥ ... ≥ |αn| ≥ |αn+1|. Nous déﬁnissons α1:n = [α1,α2, ...,αn].
Nous supposerons également que r(t − τi) et r(t − τj) sont non-corrélés
pour toutes les paires (i, j), c’est-à-dire rH(t − τi)r(t − τj) ≈ 0, ce qui est
approximativement le cas lorsque les deux trajets considérés ne sont pas trop
proches. Ou, pour être plus précis, quand |τi − τj| est plus grand que 1/B. La
probabilité de détection de l’algorithme FMU avec n multi-trajets est alors :
P
(n)
d (α1:n) = Qn
����2 n�
k=1
|αk|2,
√
2tn
 , (2.1)
où tn = γ−1(n,Γ(n)(1− Pfa)) est le seuil de détection pour n trajets.
De même, la probabilité de détection de l’algorithme FMU avec n+1 multi-
trajets est :
P
(n+1)
d (α1:n+1) = Qn+1

����2 n+1�
k=1
|αk|2,
�
2tn+1
 (2.2)
où tn+1 = γ−1(n + 1,Γ(n + 1)(1 − Pfa)) est le seuil de détection pour n + 1
trajets.
Ici, nous voulons déterminer quel nombre de trajets fournit la meilleure pro-
babilité de détection Pd, et pour quel ensemble de paramètres. Cela conduit
à comparer les deux quantités P (n)d (α1:n) et P
(n+1)
d (α1:n+1) pour diﬀérentes
valeurs de αk, c’est-à-dire, à comparer deux fonctions Q de Marcum QM(a, b)
avec trois paramètres diﬀérentsM , a et b. Or QM(a, b) est croissante avecM et
a mais décroissante avec b [Gil 14]. Par conséquent, il n’est pas trivial de com-
parer P (n)d (α1:n) et P
(n+1)
d (α1:n+1). À notre connaissance, cette comparaison
complexe n’a pas encore été étudiée dans la littérature.
La ﬁgure 2.4.1 montre quelques exemples de la variation de P (n+1)d (α1:n+1)−
P
(n)
d (α1:n) en fonction de |αn+1| pour certaines valeurs spéciﬁées de n et α1:n.
Nous observons qu’il y a toujours une et une seule intersection entre les courbes
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Figure 2.4.1 – P (n+1)d (α1:n+1) − P (n)d (α1:n) pour diﬀérentes valeurs de n et
diﬀérents SNR de trajets.
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P
(n+1)
d (α1:n+1) − P (n)d (α1:n) et l’axe horizontal zéro. De nombreuses autres
simulations numériques pour d’autres valeurs de α1:n et de plus grandes valeurs
de n permettent de conclure qu’il semble qu’il existe toujours α� < |αn|, tel
que pour α� < |αn+1| ≤ |αn|, nous avons P (n+1)d (α1:n+1) > P (n)d (α1:n) et pour
|αn+1| < α�, P (n+1)d (α1:n+1) < P (n)d (α1:n). Cela signiﬁe que tant que le SNR du
n+ 1 ème trajet reste suﬃsamment important, alors la prise en compte de ce
trajet dans le test de détection permet d’améliorer la probabilité de détection.
Au contraire, si ce SNR est insuﬃsant, il n’est pas intéressant de considérer ce
trajet supplémentaire car la performance de détection n’en sera pas améliorée,
et pourra même être dégradée.
Proposition 1. Il existe toujours α� < |αn|, tel que pour α� < |αn+1| ≤ |αn|,
nous avons P (n+1)d (α1:n+1) > P
(n)
d (α1:n) et pour |αn+1| < α�, P (n+1)d (α1:n+1) <
P
(n)
d (α1:n).
Démonstration. Une preuve analytique asymptotique (à fort SNR) de cette
conclusion se trouve dans l’annexe B.
Ce résultat implique qu’il peut être intéressant de considérer plusieurs trajets
dans le test de détection aﬁn d’améliorer les performances de détection, et
pose ainsi la question du choix du nombre optimal de trajets à considérer pour
obtenir la meilleure probabilité de détection. Nous allons aborder ce problème
dans la section suivante.
2.4.2 Algorithme de sélection du nombre de trajets
Aﬁn d’examiner la variation de la probabilité de détection par rapport au
nombre de trajets, nous allons tout d’abord considérer un modèle simple d’at-
ténuation : nous supposerons que αk = γk−1α1 (γ < 1). Cela signiﬁe que le
SNR du k-ème trajet est plus petit que celui du (k-1)ème trajet d’une certaine
valeur en dB constante (en fonction d’une valeur prédéﬁnie γ). La ﬁgure 2.4.2
illustre la variation de la probabilité de détection P (n)d en fonction du nombre
de trajets pris en compte. Diﬀérentes valeurs de γ (perte par trajet) et α1
(amplitude du premier trajet) sont choisies.
A partir de la ﬁgure 2.4.2, nous pouvons observer que pour toutes les cases
considérées, il existe en eﬀet une valeur optimale de M qui maximise P (M)d .
Ceci peut être expliqué facilement : l’ajout d’un trajet permet de récupérer
plus d’énergie de la cible mais augmente également l’énergie du bruit recueillie
puisque nous augmentons la dimension du sous-espace signal. Tant que le SNR
du trajet additionnel reste suﬃsamment fort pour combattre cette augmenta-
tion du bruit, la performance de détection sera améliorée. Ce nombre optimal
dépend du SNR du premier trajet et du schéma de perte particulier.
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Figure 2.4.2 – Pd en fonction du nombre de multi-trajets pour diﬀérents
SNRs du premier trajet. Les croix rouges représentent le maxi-
mum de Pd pour chaque courbe.
Cependant, en réalité, les SNRs des diﬀérents multi-trajets ne diminuent pas
selon le schéma simple décrit ci-dessus. En eﬀet, la perte des trajets dépend de
la géométrie de la scène, des coeﬃcients de réﬂexion des surfaces environnantes
et de la cible, ainsi que de la position et de l’orientation de la cible. Le nombre
optimal de trajets à prendre en compte est donc diﬃcile à évaluer sans a priori
fait sur la scène et les conditions de propagation. Nous proposons donc un
algorithme de sélection pour sélectionner le nombre de trajets pour l’algorithme
de détection à partir des données mesurées, sans nécessiter l’exploitation de
tels a priori.
Le critère que nous retenons pour cette estimation du nombre de trajets
est la probabilité de détection pour une probabilité de fausse alarme ﬁxée.
La recherche du nombre optimal de trajets conduit à résoudre le problème
d’optimisation suivant :
Mopt = argmax
M
P
(M)
d (α1:M), (2.3)
avec
P
(M)
d (α1:M) = QM

����2� M�
k=1
|αk|2
�
,
√
2tM
 , (2.4)
où |α1| ≥ |α2| ≥ ... ≥ |αM | , tM = γ−1(M,Γ(M)(1 − Pfa)) en supposant que
r(τi) et r(τj) sont non-corrélés pour toutes les paires (i, j).
L’idée majeure ici est que seuls les trajets qui contribuent positivement à
augmenter Pd doivent être pris en compte. En condition réelle, les SNRs des
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diﬀérents trajets ne sont pas connus et doivent être estimés à partir d’un signal
bruité. L’estimation au sens du maximum de vraisemblance des amplitudes αk
donnée par l’équation (2.7) peut être utilisée pour estimer Mopt :
Mˆopt = argmax
M
P
(M)
d (αˆ1:M). (2.5)
Nous proposons alors l’algorithme de sélection suivant pour choisir le nombre
optimal M pour maximiser la performance de détection : l’algorithme consiste
à estimer dans un premier temps le vecteur d’amplitudes αˆ pour un nombre
maximum Mmax de trajets ﬁxé au préalable. Une fois ces amplitudes estimées,
nous les trions par ordre décroissant d’énergie. Nous calculons alors la pro-
babilité de détection P (M)d pour diﬀérentes valeurs de M = 1, 2, ...,Mmax en
utilisant les M premières valeurs d’amplitude. La valeur de M qui fournit la
probabilité de détection maximale est alors conservée pour l’application de
l’algorithme de détection. Cet algorithme de sélection du nombre de trajets
est résumé par l’algorithme 1. A noter que cette recherche de Mopt doit être
eﬀectuée pour chaque case (x, y).
Algorithme 1 : Sélection du nombre de trajets pris en comptes
1 Étape 1 : Estimer αˆ à partir du signal mesuré
2 Étape 2 : Trier les αˆk par ordre décroissant (|αˆ1| ≥ |αˆ2| ≥ ... ≥ |αˆMmax |)
3 Étape 3 : Calculer P (M)d pour diﬀérentes valeurs de M ∈ {1, ...,Mmax}
4 Étape 4 : Chercher la valeur optimale de M (Mˆopt) qui maximise P (M)d
2.5 Simulations et résultats
2.5.1 Description des simulations
Aﬁn d’évaluer les algorithmes de détection et localisation proposés et l’algo-
rithme de sélection du nombre de trajets, nous eﬀectuons des simulations en
considérant un modèle simple d’intersection urbaine présenté en ﬁgure 2.5.1.
La zone observée est discrétisée par des cases de taille 0,25 m x 0,25 m. Un
radar est placé aux coordonnées (0; 2) et émet un signal de fréquence centrale
3 GHz. Le signal transmis consiste en un train cohérent d’impulsions modu-
lées linéairement en fréquence (signal « chirp »). La bande passante choisie
vaut 300 MHz, ce qui correspond à une résolution distance de 0, 5 m. Une
largeur de bande assez importante est en eﬀet nécessaire pour pouvoir distin-
guer les multi-trajets proches. Les pertes de propagation sont simulées par un
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modèle simple : la perte est proportionnelle au carré de la distance parcourue
par l’onde du radar à la cible et de retour au radar, selon l’équation radar
classique [Richards 05]. Des pertes par réﬂexion sont également ajoutées de
manière simple à raison d’une perte constante de 3 dB par réﬂexion.
Figure 2.5.1 – Scénario d’intersection urbaine simulé pour les mesures de per-
formances.
2.5.2 Sélection du nombre de trajets
Dans un premier temps, il est souhaitable de déterminer le nombre optimal
de multi-trajets pour toutes les positions de la zone observée dans le scénario
simulé. En appliquant l’algorithme de sélection du nombre de trajets décrit
ci-dessus, la carte du nombre optimal pour toutes les positions de la cible est
montrée en ﬁgure 2.5.2a. Nous pouvons observer que Mopt est principalement
contenu dans l’intervalle de 2 à 4 avec le schéma de perte considéré pour la
simulation. Toutefois pour certaines positions, Mopt est relativement impor-
tant en raison des fortes amplitudes de multi-trajets dues au choix du modèle
d’amplitude et à la géométrie de la scène. Ces résultats sont comparés avec
la carte théorique en ﬁgure 2.5.2b qui fournit le nombre de trajets optimal
dans la même conﬁguration mais sans bruit. Nous observons eﬀectivement une
similarité entre deux cartes. Nous constatons que l’algorithme estime bien le
nombre de trajets pouvant être pris en compte en présence du bruit.
2.5.3 Comparaison des performances de détection
Aﬁn d’évaluer les performances des algorithmes FMU et SLC pour une cible
localisée en NLOS, il est nécessaire de déﬁnir le SNR aﬁn de prendre en compte
les pertes des multi-trajets. Pour cela, déﬁnissons d’abord pour chaque trajet
58
2.5 Simulations et résultats
26 28 30 32 34 36 38 40 42
x (m)
8
10
12
14
16
18
20
22
y 
(m
)
1
2
3
4
5
6
7
8
9
(a) Carte fournie par l’algorithme de sé-
lection du nombre de trajets. Simula-
tion réalisée avec un modèle approxi-
matif d’une intersection urbaine dé-
crite dans la section 2.5.1 avec SNR
= 15 dB.
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(b) Carte théorique. Même conﬁguration
mais sans bruit.
Figure 2.5.2 – Carte du nombre optimal de multi-trajets trouvée par l’algo-
rithme de sélection du nombre de trajets comparée avec la
carte théorique.
i la perte de propagation (incluant la perte de réﬂexion) νi (νi ≤ 1) et l’ampli-
tude de la cible κ telle que αi = νiκ (nous supposons ici que l’amplitude de la
cible est identique pour toutes les directions de trajet (pas de ﬂuctuation de
SER)). Le rapport signal sur bruit (SNR - Signal to Noise Ratio en anglais)
est alors :
SNR = �R(x, y)α�
2
σ2
≈ �α�
2
σ2
=
��
i
|νi|2
�
κ2
σ2
, (2.1)
en supposant que les retards des multi-trajets sont résolus.
La ﬁgure 2.5.3 fournit les probabilités de détection lorsque la cible est située
à la position de référence (39, 875; 10, 125) qui correspond à une position en
ligne de vue du radar (LOS). Comme la perte
�
i
|νi|2est constante dans notre
simulation pour une position ﬁxe, la variation de SNR de la cible est obtenue en
faisant varier la valeur de κ. Les probabilités de détection pour les algorithmes
FMU et SLC sont obtenues par simulation de Monte Carlo et comparées aux
formules théoriques fournies par les équations (2.18) et (2.24). La probabilité
de détection du ﬁltre adapté classique pour un seul trajet est également esti-
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mée par simulation de Monte Carlo en considérant le trajet le plus fort, ainsi
que la performance de détection du ﬁltre adapté clairvoyant pour lequel les pa-
ramètres du signal reçu sont parfaitement connus (c’est-à-dire les amplitudes
et phases sont parfaitement connues, ce qui est bien entendu irréaliste). Re-
marquons ici que les performances de détection de l’algorithme d’empreintes
digitales correspondent à celles du ﬁltre adapté mono-trajet, puisque le seuil
de détection considéré pour la méthode des empreintes digitales est eﬀective-
ment celui du ﬁltre adapté classique mono-trajet. Sur cette position en LOS,
la performance du FMU est toujours meilleure que la performance du ﬁltre
adapté n’exploitant qu’un seul trajet pour chaque SNR. La courbe de perfor-
mance du SLC est très proche de celle du FMU. Nous pouvons observer une
perte de 2 dB entre les détecteurs FMU / SLC et le ﬁltre adapté clairvoyant.
Cette perte résulte de la méconnaissance des amplitudes des trajets qui nous
imposent, dans le cas du FMU, de projeter le signal reçu sur un sous-espace
de dimension M plutôt que de faire un ﬁltre adapté classique avec le signal
idéal composite, et dans le cas du SLC de l’intégration incohérente des trajets.
Nous observons par ailleurs la bonne concordance entre les probabilités de dé-
tection théoriques des deux détecteurs proposés, et les performances obtenues
par Monte Carlo.
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Figure 2.5.3 – Probabilité de détection en fonction du SNR. Cible localisée
à la position de référence (39, 875; 10, 125). Mopt = 2 pour les
algorithmes FMU et SLC. Pfa = 10−3. Pertes
�
i
|νi|2 = 7.12
dB.
Nous présentons en ﬁgure 2.5.4 les mêmes courbes pour une cible en NLOS
située aux coordonnées (35, 125; 12, 125). Il est d’abord noté que toutes les
courbes sont décalées vers des valeurs plus élevées de κ, ce qui signiﬁe qu’en
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raison de la perte de propagation, un niveau plus élevé d’amplitude de la cible
est nécessaire pour la détection. Nous observons toujours que les algorithmes
FMU et SLC oﬀrent une meilleure performance de détection par rapport au
ﬁltre adapté classique n’exploitant qu’un seul trajet : l’exploitation de plusieurs
trajets permet donc bien dans ce cas de ﬁgure d’améliorer les performances de
détection de la cible. En particulier, le gain apporté par le détecteur FMU par
rapport au détecteur ﬁltre adapté mono-trajet vaut environ 4,5 dB pour une
probabilité de détection de 0,9. Cependant, cette fois, nous pouvons observer
une dégradation de 1, 5 dB des performances du détecteur SLC par rapport à
celles du détecteur FMU, ce qui est cohérent avec la démonstration théorique
de la section 2.3.5. En fonction des performances demandées, cette dégradation
peut être acceptée pour accélérer le temps de calcul et la charge mémoire.
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Figure 2.5.4 – Probabilité de détection en fonction du SNR. Cible localisée
à la position (35, 125; 12, 125). Mopt = 3 pour les algorithmes
FMU et SLC. Pfa = 10−3. Pertes
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|νi|2 = 15.91 dB.
2.5.4 Résultats de localisation sur signaux simulés
Pour examiner la performance de localisation des méthodes proposées, nous
considérons deux simulations avec une cible se situant aux deux positions
NLOS (32; 14, 25) et (37; 14, 25). Les ﬁgures 2.5.5a et b montrent les résul-
tats de la méthode d’empreintes digitales par rapport aux coordonnées x et y.
Nous observons que dans les deux cas, l’un des maxima des plots tombe bien à
la position de la cible. Par contre, d’autres positions fournissent des sorties du
test de détection de même niveau, que nous appelons « ambiguïtés spatiales
totales ». La méthode ne permet pas de distinguer la vraie position de la cible
et d’autres positions fantômes.
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Les résultats de l’algorithme de localisation FMU sont montrés en ﬁgure
2.5.5c et d. Les niveaux de couleur représentent la sortie de l’algorithme de
localisation FMU, ou niveau T-FMU. Sur les deux ﬁgures, nous pouvons voir
que le maximum correspond bien à la position réelle de la cible. Les ﬁgures
2.5.5e et f présentent les résultats obtenus pour l’algorithme SLC et montrent
également que le maximum correspond bien à la position réelle de la cible.
Cependant, la présence de la cible dans la scène a également créé beaucoup
d’artéfacts. Dans de nombreuses cases autres que celle de la cible, le niveau
T-FMU ou T-SLC fourni par les algorithmes FMU ou SLC est relativement
élevé. Ces cases correspondent à des « ambiguïtés spatiales » et peuvent être
assimilées à des lobes latéraux élevés du ﬁltre adapté multi-trajets (ou de l’al-
gorithme SLC) proposé. Ceci est dû au fait que, selon la géométrie de la scène,
il peut y avoir plusieurs cases dont les retards des multi-trajets sont assez si-
milaires aux retards attendus pour la position réelle de la cible. En particulier,
de nombreuses cases diﬀérentes peuvent partager au moins un ou deux délais
similaires. Nous observons donc que les ambigüités de l’algorithme FMU sont
très similaires à celles du SLC. Ces ambiguïtés spatiales sont susceptibles de
générer des maxima locaux qui non seulement créeront potentiellement une
détection fantôme, mais génèreront également un biais important dans la per-
formance de localisation. Ces ambigüités, dues à la géométrie de la scène et à la
méconnaissance des amplitudes des trajets, sont très diﬃciles à éviter. Ce phé-
nomène est bien connu dans l’exploitation des multi-trajets pour la localisation
[Setlur 14].
Les résultats présentés en ﬁgure 2.5.5 sont obtenus pour deux positions de
cible uniquement et sans quantiﬁcation de la performance de localisation. Nous
allons maintenant considérer plusieurs positions diﬀérentes, correspondant ty-
piquement à une cible se déplaçant dans la zone NLOS, et quantiﬁer la perfor-
mance de localisation de la cible en fonction de sa position. Pour cela, une cible
est simulée, se déplaçant horizontalement de la position (30; 14, 25) à la posi-
tion (40; 14, 25). Les algorithmes de localisation FMU et SLC sont appliqués
pour 40 positions à intervalle constant entre les deux extrémités. Pour chaque
position, nous cherchons alors la position cible estimée (xˆ, yˆ) qui maximise le
niveau T pour chaque algorithme. Ensuite, la racine de l’erreur quadratique
moyenne (REQM) fournie par :
REQM =
�����MC�
n=1
((x− xˆn)2 + (y − yˆn)2)
�
/MC, (2.2)
est calculée à partir de MC =1000 simulations de Monte Carlo et présentée
en ﬁgure 2.5.6.
Nous pouvons observer un bon accord entre les positions réelles de la cible et
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Figure 2.5.5 – Résultat de la localisation pour une cible à (32; 14, 25)
(gauche) et (37; 14, 25) (droite). La croix noire représente la
vraie position de la cible. SNR=15 dB. 63
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Figure 2.5.6 – Erreur de localisation le long de la trajectoire cible. SNR=
15dB.
celles estimées sauf aux extrémités de la trajectoire où l’information de multi-
trajets n’est pas suﬃsante pour assurer une bonne localisation (c’est-à-dire
l’absence de multi-trajets ou de multi-trajets non résolus). Globalement, la
REQM obtenue pour l’algorithme FMU est meilleure que celle obtenue pour
l’algorithme SLC.
2.6 Gestion des ambigüités
Comme nous l’avons montré dans la section précédente, la cible peut être
localisée en exploitant les multi-trajets par les deux méthodes proposées. Par
contre, nous avons remarqué que les ambigüités spatiales sont souvent fortes
et peuvent causer des fausses localisations. Notons également que jusqu’à pré-
sent le nombre de trajets pris en compte pour chaque case est le même pour
la détection et la localisation. Il est choisi par l’algorithme de sélection du
nombre de trajets proposé dans la section 2.4. Or cet algorithme a été déve-
loppé dans le but de maximiser la probabilité de détection. Toutefois, du point
de vue de la localisation, cette façon de choisir le nombre de trajets peut ne
pas être très pertinente : une position avec beaucoup de trajets peut être la
source d’ambigüités de localisation car certains retards de cette position ont
plus de chance d’être similaires aux retards des autres positions. Pour limiter
l’impact de ce phénomène sur la performance de localisation, nous proposons
d’ajouter un terme de pénalisation dans le test de localisation. Par exemple,
une position avec plus de trajets est pénalisée avec le terme ajouté. La position
de la cible est donc estimée à partir de cette nouvelle quantité combinée de la
vraisemblance et du terme de pénalisation. Cette stratégie est similaire à l’ap-
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proche de sélection de modèle développée en théorie de l’information. L’idée
de base de la sélection de modèle est de chercher un modèle qui représente un
bon compromis entre la qualité de l’ajustement et la complexité du modèle. Les
modèles plus complexes seront mieux en mesure d’adapter leur forme aux don-
nées, mais les paramètres supplémentaires peuvent ne rien représenter d’utile.
La qualité d’ajustement du modèle est généralement déterminée en utilisant
une approche fondée sur le rapport de vraisemblance alors que la complexité
est mesurée par le nombre de paramètres dans le modèle.
Nous présentons ensuite trois améliorations de l’algorithme FMU du point
de vue de la localisation en testant diﬀérentes pénalisations.
2.6.1 Pénalisation avec critère BIC
Nous considérons ici que chaque case discrétisée de l’espace, centrée en
(xk, yk) correspond à un certain modèle k. Nous cherchons le modèle le plus
approprié pour le signal reçu z. La case correspondant à ce dernier modèle est
a priori la plus probable correspondant à la position de la cible. Les modèles
peuvent s’écrire sous la forme :
Hk : z = R(xk, yk)αk + n, (2.1)
où le bruit n est supposé blanc gaussien de variance inconnue σ2k. La matrice R
ainsi que sa taille est diﬀérente d’un modèle à l’autre. Le nombre de colonnes
de la matrice R est égal au nombre de trajets pris en compte pour la case
(xk, yk). Le nombre de trajets pour chaque case (xk, yk) est préalablement
ﬁxé par l’algorithme de sélection du nombre de trajets. Les amplitudes αk
sont supposées inconnues et déterministes. Elles peuvent être estimées par
l’équation suivante :
αˆk = (RH(xk, yk)R(xk, yk))−1RH(xk, yk)z. (2.2)
La variance du bruit σ2k est supposée inconnue et estimée alors par :
σˆ2k =
(z−R(xk, yk)αˆk)H(z−R(xk, yk)αˆk)
N
. (2.3)
Le critère d’information bayésien (BIC) proposé par [Schwarz 78] repose sur
un compromis entre la qualité de l’ajustement et la complexité du modèle, en
pénalisant les modèles ayant un grand nombre de paramètres, ce qui limite les
eﬀets d’ « overﬁtting » (augmenter le nombre de paramètres améliore néces-
sairement la qualité de l’ajustement). Dans notre application précise, le critère
BIC peut être donné par l’équation suivante [Stoica 12] :
BIC(k) = −2 ln p(z|Hk, αˆk) + ln
�
det
�
−∂
2 ln p(z|Hk,αk)
∂βk∂β
H
k
��
, (2.4)
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où βk = [αk; σ2k] et det(A) est le déterminant de la matrice A.
Sous Hk, pour calculer le premier terme du critère, nous avons :
p(z|Hk, αˆk) = 1
πN σˆ2Nk
exp
�
− 1
σˆ2k
(z−R(xk, yk)αˆk)H(z−R(xk, yk)αˆk)
�
,
(2.5)
= 1
πN σˆ2Nk
exp
�
− 1
N
�
, (2.6)
en remplaçant σˆ2k par l’équation (2.3). Pour le second terme, nous avons :
−∂
2 ln p(z|Hk,αk)
∂βk∂β
H
k
=
∂2
�
N ln σ2k + 1σ2
k
(z−R(xk, yk)αk)H(z−R(xk, yk)αk)
�
∂βk∂β
H
k
(2.7)
=

RH(xk, yk)R(xk, yk)
σˆ2k
RH(xk, yk) (z−R(xk, yk)αˆk)
σˆ4k
RH(xk, yk) (z−R(xk, yk)αˆk)
σˆ4k
N
2σˆ4k

(2.8)
=

1
σˆ2k
RH(xk, yk)R(xk, yk) 0
0 N2σˆ4k
, (2.9)
car
RH(xk, yk) (z−R(xk, yk)αˆk) = RH(xk, yk)z−RH(xk, yk)R(xk, yk)
×
�
RH(xk, yk)R(xk, yk)
� −1RH(xk, yk)z
= RH(xk, yk)z−RH(xk, yk)z (2.10)
= 0. (2.11)
Nous déduisons :
BIC(k) = 2N ln σˆ2k + ln
det

1
σˆ2k
RH(xk, yk)R(xk, yk) 0
0 N2σˆ4k

 . (2.12)
En supposant que les multi-trajets ne sont pas corrélés, nous avons
RH(xk, yk)R(xk, yk) = IMk , (2.13)
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où Mk est le nombre de trajets correspondant à la case centrée en (xk, yk). Le
critère devient :
BIC(k) ≈ 2N ln σˆ2k − (Mk + 2) ln σˆ2k. (2.14)
Le modèle retenu sera le modèle kBIC qui minimise la valeur BIC :
kBIC = argmin
k
BIC(k). (2.15)
La position (xBIC , yBIC) correspondant au modèle kBIC est estimée comme la
position de la cible.
2.6.2 Pénalisation avec critère AIC
Une alternative au critère BIC couramment utilisée pour le problème de la
sélection de modèles est le critère d’information Akaike (AIC) proposé dans
[Akaike 74]. Le principe du AIC est similaire à celui du critère BIC, c’est-à-
dire que le critère contient deux termes, un pour la qualité de l’ajustement du
modèle et l’autre pour la pénalisation de la complexité du modèle. La seule
diﬀérence est que le terme de pénalisation de l’AIC diﬀère de celui du BIC.
Dans notre cas précis, le critère est donné par l’équation [Stoica 04] :
AIC(k) = −2 ln p(z|Hk, αˆk) + 2Mk. (2.16)
Similairement, la fonction de vraisemblance p(z|Hk, αˆk) est calculée par
l’équation (2.5) et nous retenons le modèle kAIC qui minimise la valeur AIC :
kAIC = argmin
k
AIC(k) (2.17)
pour trouver la position (xAIC , yAIC) de la cible.
2.6.3 Pénalisation avec informations d’empreintes digitales
Au lieu d’ajouter un terme de pénalisation sur la complexité du modèle,
nous proposons de pénaliser une case si les retards de cette case n’ont pas une
corrélation absolue avec les retards du signal reçu. Cette idée vient du fait que
l’algorithme de localisation FMU suppose que les amplitudes des multi-trajets
sont inconnues et ne prend en compte que les retards pour faire une projection
sous-espace, ce qui peut être la source des ambigüités.
Dans l’exemple montré en ﬁgure 2.6.1, la case 1 (bonne case : position de
la cible) et la case 2 (case ambigüe) ont des empreintes digitales diﬀérentes.
La case 2 a un multi-trajet de plus que la case 1. De ce fait, si le signal reçu
est le signal présenté dans la même ﬁgure, la bonne estimation doit choisir la
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Figure 2.6.1 – Exemple des empreintes digitales de deux positions ambigües.
case 1 comme la position de la cible. Or avec l’algorithme FMU, le niveau T-
FMU en sortie du test est presque le même pour ces deux cases, ce qui fournit
une forte ambigüité de localisation. Avec la pénalisation issue de l’information
d’empreintes digitales (ED), nous cherchons à distinguer ces deux cas de ﬁgure
en comparant l’empreinte digitale des cases avec l’empreinte digitale ec du
signal reçu obtenue par un seuillage λe. Nous calculons ensuite la distance δ
par :
δ = �e(x, y)− ec�2 (2.18)
où e(x, y) est l’ED de la case (x, y) et ec est l’ED du signal reçu z. Puis nous
proposons de pénaliser la vraisemblance par un terme proportionnel à cette
quantité. Le critère, appelé FIC (Fingerprint Information Criterion), que nous
proposons est donc donné par l’équation suivante :
FIC(k) = −2 ln p(z|Hk, αˆk) + αeδ(k). (2.19)
Notons ici que deux paramètres sont à ajuster : λe et αe et doivent être choisis
en fonction du problème. Dans notre cas précis, en faisant plusieurs tests avec
diﬀérentes valeurs de λe et αe , nous avons retenu λe = 2σ2 et αe =2 qui
fournissent la meilleure performance de localisation (critères présentés dans le
paragraphe 2.6.4). Finalement, nous cherchons le modèle kFIC qui minimise le
critère FIC :
kFIC = argmin
k
FIC(k) (2.20)
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pour trouver la position (xED, yED) de la cible.
Dans l’exemple ci-dessus, nous avons δcase 1 = 0 et δcase 2 = 1, en appliquant
le critère FIC, la case 2 est donc pénalisée et nous devrions estimer en eﬀet la
bonne case grâce à cette pénalisation. Notons que dans ce cas, les pénalisations
BIC et AIC devraient également pénaliser la case 2 par rapport à la case 1 car
la case 2 a plus de trajets que la case 1. Nous allons étudier les performances
des trois pénalisations considérés pour notre application de localisation urbaine
dans le paragraphe suivant.
2.6.4 Résultats : diminution des ambigüités
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Figure 2.6.2 – Diﬀérentes positions de la cible considérés.
Pour déterminer si les pénalisations proposées améliorent la localisation,
nous estimons la probabilité de localisation sur la bonne position Pl avec MC
simulations de Monte Carlo par :
Pl =
nb
MC
, (2.21)
où nb est le nombre de simulations où la position estimée correspond bien à la
position de la cible. C’est-à-dire que la position réelle de la cible correspond
à la case estimée par les algorithmes. Nous comparons aussi les algorithmes
en calculant la REQM déﬁnie par l’équation (2.2). Pour cette mesure de per-
formances, trois localisations de la cible NLOS diﬀérentes sont considérées :
(35, 125; 12, 125), (32, 125; 14, 125) (utilisées dans les sections 2.5.3 et 2.5.4) et
(37, 875; 15, 875). Ces trois positions sont illustrées en ﬁgure 2.6.2.MC = 1000
simulations de Monte Carlo sont eﬀectuées pour chaque position, ce qui permet
de calculer les courbes Pl et EQM de l’algorithme FMU ainsi que des méthodes
pénalisées en variant le SNR de la cible. Les résultats obtenus sont présentés
en ﬁgure 2.6.3.
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Figure 2.6.3 – Pl et REQM en fonction du SNR pour diﬀérentes positions de
la cible.
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Figure 2.6.4 – Courbes de Pl et REQM en moyennant sur toutes les cases. Le
nombre de trajets pour chaque case est choisi par l’algorithme
de sélection du nombre de trajets.
Pour toutes les positions considérées, les pénalisations AIC et FIC four-
nissent de meilleurs performances que l’algorithme FMU simple, que ce soit
en terme de probabilité de localisation Pl qu’en terme de REQM. Dans la plu-
part des cas, la pénalisation BIC fournit de meilleures performances que les
autres. Toutefois, en position (32, 125; 14, 125), la pénalisation BIC présente
des performances dégradées aux faibles SNRs mais des performances plus in-
téressantes aux forts SNRs. Ce comportement s’explique par le phénomène d’
« underﬁtting » bien connu du critère BIC, qui survient lorsque la pénalité
domine le terme de vraisemblance [Dziak 17]. C’est eﬀectivement le cas ici :
quand le SNR du signal est faible, les variations des valeurs de vraisemblances
des diﬀérents modèles sont relativement faibles par rapport au terme de pé-
nalité. Donc la pénalisation BIC tend à sélectionner le modèle avec le moins
de trajets, ce qui cause des dégradations de performance de localisation. Par
contre, pour les forts SNRs, le critère BIC devient plus performant que les
autres critères de pénalisations.
La même simulation est eﬀectuée pour toutes les cases spatiales dans la zone
observée. Nous présentons en ﬁgure 2.6.4 les courbes de Pl et de REQM alors
obtenues en moyennant les performances obtenues dans chaque case.
Nous observons que les pénalisations BIC, AIC et FIC fournissent de meilleures
performances de localisation sur toute la plage de SNRs que l’algorithme FMU
sans pénalisation. Ainsi, le critère BIC fournit les meilleures améliorations
parmi tous les critères. Nous pouvons donc conclure que les diﬀérentes péna-
lisations permettent d’améliorer la performance de localisation en diminuant
les ambigüités.
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Par ailleurs, nous pouvons noter ici que la probabilité Pl ne tend pas vers
1 quand le SNR de la cible tend vers l’inﬁni. Ceci est essentiellement dû aux
cases proches des murs pour lesquelles le nombre de trajets est trop faible ou les
multi-trajets ne sont pas résolus pour permettre une bonne localisation, comme
remarqué dans la section 2.5.4. Une autre raison est que nous avons limité
le nombre de trajets choisis pour chaque case par l’algorithme de sélection
du nombre de trajets. Cette limitation a permis d’améliorer la performance
de détection mais a pu inﬂuer sur les performances de la localisation. Pour
interpréter ces inﬂuences, nous avons relancé les simulations identiques à celles
de la ﬁgure 2.6.4 mais cette fois, le nombre de trajets n’est pas préalablement
calculé par l’algorithme de sélection, mais simplement fourni par le tracé de
rayon.
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Figure 2.6.5 – Courbes de Pl et REQM en moyennant sur toutes les cases.
Le nombre de trajets par chaque case est choisi par une simu-
lation de tracé de rayons (sans application de l’algorithme de
sélection du modèle).
Nous observons alors en ﬁgure 2.6.5 une amélioration de la probabilité de
bonne localisation Pl quand le SNR tend vers inﬁni. Par contre, cette pro-
babilité est plus dégradée sur les SNRs plus petits. Cela veut dire que les
ambigüités augmentent quand nous ne limitons pas le nombre de trajets. Nous
constatons que le fait d’appliquer une sélection du nombre de trajets dégrade
un peu la performance de localisation sur les grands SNRs mais diminuent
beaucoup les ambigüités sur les SNR plus petits. Par ailleurs, dans ce dernier
cas de ﬁgure, nous observons que l’écart de performances entre l’algorithme
FMU et les méthodes pénalisées augmente.
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2.7 Conclusion
Dans ce chapitre, nous avons proposé deux solutions pour la détection et
la localisation de la cible en exploitant les multi-trajets. Pour le problème de
détection, nous avons observé que les algorithmes proposés fournissent géné-
ralement de meilleures performances que le ﬁltre adapté classique dans un
scénario urbain NLOS typique. En particulier, nous montrons que l’exploita-
tion par trajets multiples peut améliorer les performances de détection tant que
le SNR des trajets supplémentaires est suﬃsant. Nous avons également déve-
loppé un algorithme spéciﬁque pour sélectionner le nombre de multi-trajets,
ce qui nous permet d’améliorer les performances de détection en optimisant la
probabilité de détection. Pour le problème de localisation, les résultats obte-
nus par simulation montrent que les localisations cibles peuvent être estimées
avec les deux algorithmes même en utilisant un modèle de propagation simple
et une connaissance approximative de la géométrie de la scène. Cependant, il
apparaît également que le problème de localisation adressé par l’application
radar "around-the-corner" conduit à de fortes ambiguïtés spatiales inhérentes
à la géométrie de la scène. Nous avons donc proposé trois corrections du test
FMU pour diminuer ces ambigüités. Il ressort que les performances de localisa-
tion sont améliorées par ces corrections. Toutefois, les pénalisations proposées
ne permettent pas de résoudre toutes les ambiguïtés, ni de les éliminer totale-
ment, de sorte que la probabilité de fausse localisation reste non négligeable.
Ces ambiguïtés représentent donc un déﬁ restant à résoudre. Nous allons consi-
dérer dans le chapitre suivant une autre approche fondée sur des algorithmes
de pistage pour lever ces ambigüités.
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Chapitre 3
Localisation et pistage d’une cible
en NLOS par ﬁltres particulaires
3.1 Introduction
Dans le chapitre précédent, nous avons proposé deux algorithmes FMU et
SLC qui exploitent les multi-trajets aﬁn de détecter et localiser une cible en
NLOS. Pour ce qui concerne la localisation, la plupart du temps ces algo-
rithmes estiment correctement la position de la cible. Cependant, le problème
principal de ces deux algorithmes est la présence d’ambiguïtés importantes qui
peuvent générer des fantômes ou de forts biais aﬀectant les performances de
localisation. A la ﬁn du chapitre précédent, nous avons donc proposé une al-
ternative à ces approches en exploitant des méthodes de sélection de modèles.
Même si par ce biais nous avons pu améliorer les performances de localisation
et diminuer en partie l’impact des ambiguïtés, ces dernières restent néanmoins
très fortes. Ce phénomène d’ambiguïtés est également observé dans d’autres
travaux exploitant des multi-trajets. Par exemple, dans [Setlur 14], où un ra-
dar à synthèse d’ouverture urbain est étudié, les deux techniques d’exploita-
tion par multi-trajets proposées ont également fourni des images ambiguës ;
et dans [Tahmoush 12], où l’objectif est de suivre les cibles dans le domaine
distance-temps par l’exploitation des multi-trajets, l’approche proposée n’a pas
été capable de lever les ambiguïtés pour deux traces multi-trajets présentant
des distances similaires. Les ambiguïtés présentées dans plusieurs études rela-
tives à des scènes urbaines nous ont motivé à développer des algorithmes de
pistage pour les atténuer et ainsi améliorer la localisation des cibles. En eﬀet,
le pistage nous permet de prendre en compte l’évolution de la cible au cours
du temps et donc potentiellement de lever les ambiguïtés qui ne sont pas cohé-
rentes avec l’évolution de la cible. Notons que si le pistage en environnement
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urbain a été étudié dans [Chakraborty 10] avec un radar aéroporté (le radar
étant donc situé loin et au-dessus de la scène urbaine), ou dans [Barbosa 08]
avec des capteurs multiples localisés dans la scène urbaine, l’objectif des deux
articles n’était pas d’atténuer les ambiguïtés inhérentes à la propagation par
multi-trajets.
Dans ce chapitre, nous présentons dans le paragraphe 3.2 les modèles d’état
et de mesure spéciﬁques à notre problème. Nous présentons dans le paragraphe
3.3 un algorithme particulaire classique applicable à notre problématique par-
ticulière. Ensuite, nous proposons deux algorithmes pour le problème de pis-
tage : le ﬁltre particulaire GLRT et le ﬁltre particulaire Swerling I dans les
paragraphes 3.4 et 3.5 respectivement. Le ﬁltre particulaire GLRT estime les
amplitudes inconnues des multi-trajets au sens du maximum de vraisemblance,
tandis que le ﬁltre particulaire Swerling I les intègre dans le vecteur d’état des
particules et calcule la vraisemblance des mesures conditionnellement à l’état
par marginalisation sur ces amplitudes. Dans le paragraphe 3.6, nous présen-
tons deux bornes de pistage : la borne de Cramér-Rao a posteriori et la borne de
Cramér-Rao a posteriori conditionnelle. Pour ﬁnir, dans le paragraphe 3.7, nous
présentons les simulations eﬀectuées et comparons les performances obtenues
pour ces deux ﬁltres par rapport aux deux bornes de Cramér-Rao calculées.
3.2 Modèle d’état et modèle de mesure
Notons xk l’état de la cible composé de sa position (xk, yk) et sa vitesse
(x˙k, y˙k) en coordonnées cartésiennes à un instant k. La trajectoire de la cible
peut être décrite par une équation linéaire classique dès lors que nous suppo-
sons un mouvement rectiligne uniforme :
xk = Fkxk−1 + bk, (3.1)
où bk est le bruit d’état supposé blanc gaussien avec une matrice de covariance
connue Q = σ2eI, et Fk est la matrice de transition d’état :
Fk =

1 0 Tr 0
0 1 0 Tr
0 0 1 0
0 0 0 1
 . (3.2)
D’après le chapitre 2, l’équation de mesure peut être écrite sous la forme :
zk = R(xk, yk)α(xk, yk) + nk. (3.3)
La matrice R(xk, yk) dépend de la position de la cible et est fournie par un
modèle de tracé de rayons utilisant la connaissance approximative de la scène.
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Les amplitudes α(xk, yk) dépendent également de la position de la cible. Nous
supposons que ces amplitudes sont inconnues et déterministes. Pour des raisons
de simplicité, la matrice R(xk, yk) sera notée Rk et les amplitudes α(xk, yk)
seront notées αk dans la suite du manuscrit mais nous n’oublierons pas qu’elles
dépendent de l’état de la cible. Le modèle d’observation s’écrira donc :
zk = Rkαk + nk, (3.4)
où les tailles de Rk et αk dépendent de l’état xk, c’est-à-dire du nombre de
trajets présents pour la position (xk, yk).
L’équation de mesure est fortement non linéaire : en eﬀet, la matrice Rk
dépend de manière non linéaire de la position (xk, yk) par le biais de la fonction
d’auto-corrélation du signal émis. Par ailleurs, les amplitudes αk dépendent de
l’état xk de manière très complexe, et les tailles de la matrice Rk et du vecteur
αk sont fonction du nombre de trajets pour une position donnée (xk, yk), et
donc dépendent également de l’état xk. Dans ce contexte, le ﬁltre de Kalman
destiné aux problèmes linéaires ne semble pas adapté au problème. Nous nous
sommes donc orientés vers des solutions fondées sur un ﬁltre particulaire. Après
avoir présenté un ﬁltre particulaire classique applicable à notre problématique,
nous proposons donc dans la suite deux ﬁltres particulaires pour traiter la non-
linéarité du modèle de mesure et gérer le modèle de propagation multi-trajets.
3.3 Filtre particulaire classique
Les amplitudes αk dépendent de la position (xk, yk) de la cible à l’instant k
et sont normalement diﬃciles à modéliser en raison de paramètres d’environ-
nement inconnus comme les pertes de propagation, les coeﬃcients de réﬂexion
sur des cibles ou des murs, l’angle de présentation de la cible, etc. Pour gérer
ce paramètre inconnu, un ﬁltre particulaire (FP) classique peut l’intégrer au
vecteur d’état pour l’échantillonner au même titre que les autres paramètres
d’intérêt [Kitagawa 98, Storvik 02]. Dans notre cas, cette stratégie suppose un
comportement cohérent des amplitudes des multi-trajets dans le temps permet-
tant de les décrire via un modèle de chaîne de Markov. Par exemple, un modèle
bruité simple de type αik = αik−1 + niα où niα serait un bruit blanc, comme
proposé dans [Andrieu 04, Rutten 05, Lepoutre 12]. Ces amplitudes sont inté-
grées dans l’état des particules pour les échantillonner. Notons ζ ik l’état de la
particule i composé de sa position et sa vitesse xik et des amplitudes αik des
diﬀérents multi-trajets correspondant à la position de la particule :
ζik =
��
xik
�T
, (αik)T
�T
=
�
xik, y
i
k, x˙
i
k, y˙
i
k, (αik)T
�T
. (3.1)
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Le modèle d’état pour ζik est fourni par :
ζk =
�
xk
αk
�
=
�
Fkxk−1 + bk
αk−1 + nα
�
. (3.2)
Les particules sont tout d’abord propagées de l’instant k−1 à l’instant k par
le biais de la densité d’importance q(ζik|ζik−1, z1:k). Les poids wik sont donnés
par :
wik � wik−1p(zk|ζ
i
k)p(ζik|ζik−1)
q(ζik|ζik−1, z1:k)
, (3.3)
où wik−1 est le poids de la particule ζik−1 à l’instant k − 1. Un simple choix
de la densité d’importance q(ζik|ζik−1, z1:k) est p(ζik|ζik−1) qui est calculée di-
rectement à partir du modèle d’état (3.2). Le poids wik est alors simplement
proportionnel à la fonction de vraisemblance p(zk|ζik) fournie par :
p(zk|ζik) � exp
−�zk −Rikαik�2
σ2m
 , (3.4)
en supposant que le vecteur de bruit de mesure nk est complexe gaussien
circulaire de matrice de covariance σ2mI.
Cependant, cette stratégie présente deux inconvénients : tout d’abord elle
suppose un comportement cohérent de l’amplitude dans le temps. Toutefois
ce type de modèle est peu réaliste pour notre problématique, et peut conduire
à des états d’amplitudes peu performants nécessitant une augmentation du
nombre de particules pour obtenir un ﬁltre présentant un fonctionnement sa-
tisfaisant. Deuxièmement, la stratégie classique ne permet pas d’exploiter des
informations sur la mesure en cours, alors qu’il a été prouvé que la densité
d’importance optimale est p(ζk|ζk−1, zk) et exploite donc la mesure courante
[Doucet 01]. Nous proposons donc dans les sections suivantes deux ﬁltres par-
ticulaires : le ﬁltre particulaire GLRT qui estime les amplitudes inconnues des
multi-trajets au sens du maximum de vraisemblance, et le ﬁltre particulaire
Swerling I qui les intègre dans le vecteur d’état des particules et calcule la
vraisemblance p(zk|xik) des mesures conditionnellement à l’état par marginali-
sation sur ces amplitudes.
3.4 Filtre particulaire GLRT
Dans cette première solution, nous proposons comme pour le ﬁltre particu-
laire classique d’intégrer les amplitudes des multi-trajets dans l’état des par-
ticules pour les échantillonner. Nous considérons donc de nouveau l’état ζ ik
déﬁni à l’équation (3.1).
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Au lieu de supposer un comportement cohérent des amplitudes des multi-
trajets dans le temps comme dans le cas classique, nous proposons plutôt ici de
considérer que le modèle a priori pour les amplitudes est αik(m) = ρik(m)ejφ
i
k(m)
avec ρik(m) ∼ U[0,ρmax] et φik(m) ∼ U[0,2π], où U[a,b] est la distribution uniforme
sur l’intervalle [a, b], et où αik(m) est la mième composante du vecteur αik. Ce
modèle ne suppose aucune cohérence de l’amplitude au cours du temps. Ici,
nous proposons de factoriser la densité d’importance de la façon suivante :
q(ζik|ζik−1, z1:k) = q(αik|xik, zk)p(xik|ζik−1). (3.1)
Cela signiﬁe que la position et la vitesse de la cible sont échantillonnées selon
l’équation d’état, tandis que les amplitudes des diﬀérents trajets sont échan-
tillonnées conditionnellement à la position et à la vitesse de la cible à l’instant
k et à la mesure à l’instant k. Cela permet d’exploiter certaines informations
portées par la mesure en cours. Un choix possible pour q(αik|xik, zk) est :
q(αik|xik, zk) = N (αˆik, σ2αI[M(xik,yik)]), (3.2)
où αˆk est l’estimateur du maximum de vraisemblance de αk à partir de la
mesure zk conditionnellement à xk, fourni par :
αˆk = (RHk Rk)−1RHk zk, (3.3)
où σ2α est un paramètre à régler et M(xik, yik) est le nombre de trajets cor-
respondant à la position de la particule ζ ik. Sous ces hypothèses préalables et
compte tenu du choix de la densité d’importance, le poids de la particule i à
l’instant k peut s’écrire :
wik � w
i
k−1
q(αik|xik, zk)
exp
−�zk −Rikαik�2
σ2m
 , (3.4)
où αik est échantillonné à partir de la distribution N (αˆik, σ2α I[M(xik,yik)]) et
q(αik|xik, zk) est calculé par l’équation (3.2). Dans le cas extrême où σα tend
vers 0, αik dans l’équation(3.4) est directement donné par l’estimateur du maxi-
mum de vraisemblance de αk et tous les q(αik|xik, zk) sont identiques. Puis en
divisant l’équation (3.4) par la probabilité de la mesure sous hypothèse qu’au-
cune cible n’est présente dans la scène, qui est ici identique pour toutes les par-
ticules, nous obtenons un ﬁltre particulaire, dénoté GLRT car il fait intervenir
le test statistique GLRT issu du test de détection d’une cible [Rabaste 12] :
wik � wik−1
exp
�
−�zk−R
i
kαˆ
i
k�2
σ2m
�
exp
�
−�zk�2
σ2m
� . (3.5)
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L’équation (3.4) devient alors :
wik � wik−1L(zk|ζik), (3.6)
où
L(zk|ζik) =
exp
�
−�zk−R
i
kαˆ
i
k�2
σ2m
�
exp
�
−�zk�2
σ2m
� (3.7)
est le rapport de vraisemblance généralisé pour le test de détection testant la
présence d’une cible d’état ζik. Remarquons que le rapport de vraisemblance
généralisé L(zk|ζik) est exactement le test de localisation FMU TFMU proposé
dans le chapitre 2. Les poids des particules à l’instant k sont ensuite normalisés
pour que �Ni=1w(i)k = 1.
Enﬁn, l’estimateur classique de la position de la cible est fourni par :
xˆk =
1
Np
Np�
i=1
wikx
i
k, (3.8)
yˆk=
1
Np
Np�
i=1
wiky
i
k. (3.9)
Le ﬁltre particulaire GLRT est décrit par l’Algorithme 2. A l’itération 0, l’étape
d’initialisation consiste à initialiser Np particules xi0 (i = 1 : Np) réparties
uniformément dans tout l’espace des positions et vitesses (x, y, vx, vy) : les
positions sont alors déﬁnies dans la zone souhaitée tandis que les vitesses sont
tirées aléatoirement de sorte que le module soit inférieur à une certaine vitesse
vmax réaliste du contexte. Les poids des particules wi0 sont initialisés à
1
Np
.
3.5 Filtre particulaire Swerling I
Dans ce paragraphe, nous proposons de considérer une autre approche pour
exploiter les amplitudes inconnues des multi-trajets proposée par [Davey 12]
dans le cas d’une phase inconnue seule, et étendue par [Lepoutre 16, Rabaste 12]
dans le cas de cibles multiples en contexte Track-Before-Detect. Nous propo-
sons ici d’adopter cette stratégie au cas de trajets multiples. Nous n’intégrons
pas les amplitudes dans le vecteur d’état des particules : la vraisemblance
p(zk|xik) est plutôt obtenue par marginalisation sur les amplitudes complexes
αik. Nous avons alors :
p(zk|xik) =
�
p(zk|xik,αik)p(αik)dαik (3.1)
=
� �
p(zk|xik,ρik,φik)p(ρik)p(φik)dρikdφik, (3.2)
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Algorithme 2 : Filtre particulaire GLRT à l’itération k.
Entrées : Etats et poids de Np particules à l’itération k − 1 :
(wik−1,xik−1)
Np
i=1
1 pour i = 1 : Np faire
2 Propagation : générer les particules ζ ik selon la loi q(ζik|ζik−1, z1:k)
avec l’équation (3.1).
3 Mise à jour : calculer les poids wik par l’équation (3.4).
4 ﬁn
5 Normaliser les poids par wik =
wik�Np
j=1 w
j
k
.
6 si Neff < βNp alors
7 Rééchantillonner les particules à partir de �Npi=1wikδζik(ζk).
8 Réinitialiser les poids : wik = 1Np , i = 1, ..., Np.
9 ﬁn
10 Retourner (wik, ζik)
Np
i=1.
où les amplitudes complexes des trajets ont été décomposées sous la forme
αik = ρik�exp
�
jφik
�
, où ρik est le vecteur contenant les modules des amplitudes
et φik est le vecteur contenant les phases des amplitudes.
Nous supposons que ces amplitudes suivent un modèle de type Swerling I,
c’est-à-dire que leur module ρ suit la même distribution de Rayleigh :
p(ρ) = ρ
σ2ρ
exp
�
− ρ
2
2σ2ρ
�
, (3.3)
où σρ est le paramètre de la distribution de Rayleigh, tel que l’espérance E[ρ] =
2σ2ρ et la phase φ est uniformément répartie sur [0, 2π).
Notons que le calcul direct par la double intégration (3.2) n’est pas évident
[Lepoutre 16]. Toutefois, nous remarquons que dans le cas où les amplitudes
sont de type Swerling I, la mesure zk dans l’équation (3.4) peut se réécrire sous
la forme :
zk =
M(xk,yk)�
j=1
αk,jrk,j + nk, (3.4)
où l’amplitude αk,j = ρk,j exp (jφk,j) du trajet j est une variable gaussienne
complexe circulaire de moyenne nulle et de variance 2σ2ρ, et rk,j est la j-ème
colonne de la matrice Rk. Donc, zk qui est une somme pondérée de vecteurs
gaussiens indépendants de moyenne nulle, est également un vecteur gaussien
complexe de moyenne nulle avec une matrice de covariance Σk fournie par :
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Σk = Q+
M(xk,yk)�
j=1
2σ2ρrk,jrHk,j. (3.5)
De ce fait, la vraisemblance p(zk|xik) est directement fournie par :
p(zk|xik) � 1det(Σk) exp
�
−zHk Σ−1k zk
�
, (3.6)
en remarquant que la matrice Σk est déﬁnie positive.
Pour le paramètre de la distribution de Rayleigh σρ, nous considérons deux
approches ici : soit nous le voyons comme un paramètre constant du ﬁltre
particulaire et ﬁxons sa valeur pour chaque application, soit nous l’intégrons
dans l’état des particules pour l’échantillonner, ce qui est la stratégie d’un ﬁltre
particulaire classique [Rutten 05].
3.5.1 Approche 1 : σρ paramètre constant
Avec la première approche, le vecteur d’état des particules est le même que
celui de la cible qui se compose de sa position (xk, yk) et ses vitesses (x˙k, y˙k). En
suivant le cadre classique du ﬁltre particulaire, les particules se propagent de
l’instant k−1 à l’instant k en deux étapes. D’abord, l’état des particules à l’ins-
tant k est tiré aléatoirement à partir de la densité d’importance q(xik|xik−1, z1:k).
Le poids pour la particule i peut être calculé par
wik � wik−1p(zk|x
i
k)p(xik|xik−1)
q(xik|xik−1, z1:k)
, (3.7)
où wik−1 est le poids de la particule i à l’instant k − 1. Un choix simple de
la densité d’importance q(xik|xik−1, z1:k) est p(xik|xik−1), de sorte que le poids
w˜ik est alors simplement proportionnel à la fonction de vraisemblance p(zk|xik)
fournie par :
p(zk|xik) � 1det(Σik) exp
�
−zHk
�
Σik
�−1
zk
�
, (3.8)
où Σik est la matrice de covariance associée à la particule i, calculée par l’équa-
tion (3.5).
Le ﬁltre particulaire Swerling I/ approche 1 est décrit par l’Algorithme 3.
A l’itération 0, l’étape d’initialisation consiste à initialiser Np particules xi0
(i = 1 : Np) réparties uniformément dans tout l’espace des positions et vitesses
(x, y, vx, vy). Les poids des particules wi0 sont initialisés à
1
Np
.
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Algorithme 3 : Filtre particulaire Swerling I/ approche 1 à l’itération
k.
Entrées : Etats et poids de Np particules à l’itération k − 1 :
(wik−1,xik−1)
Np
i=1
1 pour i = 1 : Np faire
2 Propagation : générer les particules xik selon la loi
q(xik|xik−1, z1:k) = p(xik|xik−1).
3 Calcul de la matrice de covariance
Σik = Q+
�Mi
j=1 2 (σρ)
2
k rik,j
�
rik,j
�H
.
4 Mise à jour : calculer les poids wik par l’équation wik � wik−1p(zk|xik)
où p(zk|xik) � 1det(Σik) exp
�
−zHk
�
Σik
�−1
zk
�
.
5 ﬁn
6 Normaliser les poids par wik =
wik�Np
j=1 w
j
k
.
7 si Neff < βNp alors
8 Rééchantillonner les particules à partir de �Npi=1wikδxik(xk)
9 Réinitialiser les poids : wik = 1Np , i = 1, ..., Np
10 ﬁn
11 Retourner (wik,xik)
Np
i=1
3.5.2 Approche 2 : σρ variable
Avec la seconde approche, qui intègre le paramètre σρ dans l’état des par-
ticules pour l’échantillonner, le vecteur d’état de la particule i à l’instant k
s’exprime par ψik = [xik, yik, x˙ik, y˙ik, (σρ)ik]
T
. Nous supposons que le modèle a
priori pour le paramètre σρ est un simple modèle de type :
(σρ)k = (σρ)k−1 + nρ, (3.9)
où nρ est un bruit blanc gaussien et (σρ)0 est une valeur prédéﬁnie. Dans ce
cas là, l’équation du poids de la particule i à l’instant k est donnée par :
wik � wik−1p(zk|ψ
i
k)p(ψik|ψik−1)
q(ψik|ψik−1, z1:k)
. (3.10)
De même, nous choisissons la densité d’importance q(ψik|ψik−1, z1:k) égale à la
probabilité de transition p(ψik|ψik−1). L’équation précédente devient :
wik � wik−1p(zk|ψik) (3.11)
� wik−1 1det(Σk) exp
�
−zHk
�
Σik
�−1
zk
�
, (3.12)
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avec
Σik = Q+
Mi�
j=1
2
�
σiρ
�2
k
rik,j
�
rik,j
�H
. (3.13)
Enﬁn, pour ces deux approches, l’estimateur de la position de la cible est
classiquement fourni par les équations (3.8) et (3.9).
Le ﬁltre particulaire Swerling I/ approche 2 est décrit par l’Algorithme 4.
A l’itération 0, l’étape de l’initialisation consiste à initialiser Np particules ψi0
(i = 1 : Np) dont la position (xi0, yi0) et la vitesse ((vx)i0, (vy)i0) sont réparties
uniformément dans tout l’espace (x, y, vx, vy) et le paramètre σρ est initialisé
pour une valeur prédéﬁnie ou tirée aléatoirement sur un intervalle prédéﬁni
(voir le paragraphe 3.7.3.2). Les poids des particules wi0 sont initialisés à
1
Np
.
Algorithme 4 : Filtre particulaire Swerling I/ approche 2 à l’itération
k.
Entrées : Etats et poids de Np particules à l’itération k − 1 :
(wik−1,ψik−1)
Np
i=1
1 pour i = 1 : Np faire
2 Propagation : générer les particules ψik selon la loi
q(ψik|ψik−1, z1:k) = p(ψik|ψik−1).
3 Calcul de la matrice de covariance
Σik = Q+
�Mi
j=1 2
�
σiρ
�2
k
rik,j
�
rik,j
�H
. Mise à jour : calculer les poids
wik par l’équation wik � wik−1 1det(Σik) exp
�
−zHk
�
Σik
�−1
zk
�
.
4 ﬁn
5 Normaliser les poids par wik =
wik�Np
j=1 w
j
k
.
6 si Neff < βNp alors
7 Rééchantillonner les particules à partir de �Npi=1wikδψik(ψk)
8 Réinitialiser les poids : wik = 1Np , i = 1, ..., Np
9 ﬁn
10 Retourner (wik,ψik)
Np
i=1
3.6 Bornes de Cramér-Rao en pistage
Aﬁn d’avoir une idée de l’optimalité des performances des deux algorithmes
de pistage proposés, nous examinons dans cette section deux bornes de Cramér-
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Rao dédiées à notre problématique. Pour cela, nous rappelons dans le para-
graphe la borne de Cramér-Rao classique 3.6.1, puis présentons dans les para-
graphes 3.6.2 et 3.6.3 les bornes de pistage : borne de Cramér-Rao a posteriori
et borne de Cramér-Rao a posteriori conditionnelle respectivement.
3.6.1 Borne de Cramér-Rao classique
Dans les modèles statistiques invariants dans le temps, l’inégalité bayésienne
de Cramér-Rao montre que l’erreur quadratique moyenne de tout estimateur
sans biais xˆ(z) ne peut pas être inférieure à une borne [Van Trees 04], donnée
par :
E
�
(xˆ(z)− x) (xˆ(z)− x)T
�
≥ J−1, (3.1)
où J est la matrice d’information de Fisher dont la composante (i, j) est déﬁnie
par :
Jij = E
�
−∂
2 ln p(x, z)
∂xi∂xj
�
i, j = 1, 2, ..., (3.2)
en supposant que les dérivations et les espérances dans les équations (3.1) et
(3.2) existent. L’équation (3.2) peut aussi être écrite sous la forme :
J = E {−Δxx ln p(x, z)} , (3.3)
où l’opérateur Δvu est déﬁni par :
∇u =
�
∂
∂u1
, ...,
∂
∂unu
�T
(3.4)
Δvu = ∇u∇Tv . (3.5)
3.6.2 Borne de Cramér-Rao a posteriori (BCRP)
Dans le contexte des systèmes variables dans le temps, plusieurs bornes
inférieures pour les systèmes dynamiques non linéaires sont proposées dans la
littérature, la plupart des cas pour les systèmes à temps continu [Kerr 89].
Les bornes pour les systèmes à temps discret, comme ce que nous considérons,
sont quant à elles peu étudiées [Tichavsky 98]. Nous nous intéressons à deux
bornes : la borne de Cramér-Rao a posteriori (présentée à ce paragraphe 3.6.2)
et la borne de Cramér-Rao a posteriori conditionnelle (présentée au paragraphe
3.6.3).
En calculant la borne de Cramér-Rao de notre problème de pistage, nous
notons x0:k le vecteur de dimension (k + 1)nx comprenant tous les états de
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la cible jusqu’à l’instant k, où nx représente la dimension du vecteur d’état
x. Nous notons J(x0:k) la matrice d’information de Fisher du vecteur d’état
x0:k dérivée à partir de la densité de probabilité jointe p(x0:k, z1:k), la borne de
Cramér-Rao est alors fournie par :
E
�
(xˆ0:k(z1:k)− x0:k) (xˆ0:k(z1:k)− x0:k)T
�
≥ J−1(x0:k). (3.6)
La densité de probabilité jointe p(x0:k, z1:k) peut être calculée par
p(x0:k, z1:k) = p(x0)
k�
i=1
p(xi|xi−1)
k�
j=1
p(zj|xj). (3.7)
Figure 3.6.1 – Structure de l’inverse de la matrice de Fisher J−1(x0:k).
SoitKk la matrice telle queK−1k est égale à la sous-matrice de dimension nx×
nx du coin inférieur droit de la matrice J−1(x0:k) (ﬁgure 3.6.1). Alors l’erreur
quadratique moyenne de l’estimation de xk est bornée parK−1k [Tichavsky 98].
La matrice K−1k peut être calculée par l’inversion de la matrice J(x0:k) de
dimension (k+1)nx× (k+1)nx. Toutefois, la dimension de la matrice J(x0:k)
augmente au cours du temps, ce qui rend cette inversion très gourmande en
temps de calcul. Heureusement il est possible de calculer Kk par une méthode
récursive [Tichavsky 98] :
Kk+1 = D22k −D21k (Kk +D11k )−1D12k , (3.8)
où
D11k = E
�
−Δxkxk ln p(xk+1|xk)
�
, (3.9)
D12k = E
�
−Δxk+1xk ln p(xk+1|xk)
�
=
�
D21k
�T
, (3.10)
D22k = E
�
−Δxk+1xk+1 [ln p(xk+1|xk) + ln p(zk+1|xk+1)]
�
. (3.11)
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Pour appliquer la borne dans notre cas où le modèle d’état est linéaire et le
bruit de modèle est supposé additif blanc gaussien de matrice de covariance
Qk, nous avons :
p(xk+1|xk) = 1(2π)nx/2|Qk|1/2 exp
�
−12 (xk+1 − Fkxk)
T Q−1k (xk+1 − Fkxk)
�
,
(3.12)
et donc :
ln p(xk+1|xk) = c− 12 (xk+1 − Fkxk)
T Q−1k (xk+1 − Fkxk) . (3.13)
Nous en déduisons :
D11k = FTkQ−1k Fk, (3.14)
D12k = −FTkQ−1k , (3.15)
D22k = Q−1k + E
�
−Δxk+1xk+1 ln p(zk+1|xk+1)
�
. (3.16)
En injectant ces équations dans l’équation (3.8) et en utilisant le lemme d’in-
version matricielle (A +UCV)−1 = A−1 −A−1U (C−1 +VA−1U)−1VA−1 ,
nous avons :
Kk+1 = Q−1k + E
�
−Δxk+1xk+1 ln p(zk+1|xk+1)
�
−Q−1k FTk
�
Kk + FTkQ−1k Fk
�−1
FTkQ−1k
(3.17)
=
�
Qk + FkK−1k FTk
�−1
+ E
�
−Δxk+1xk+1 ln p(zk+1|xk+1)
�
(3.18)
Donc, comme les matrices Qk et Fk sont connues, le calcul récursif ne néces-
site de calculer que E
�
−Δxk+1xk+1 ln p(zk+1|xk+1)
�
. Dans notre cas particulier, la
vraisemblance p(zk+1|xk+1) peut s’exprimer par :
p(zk+1|xk+1) = exp
�
−�zk+1 −Rk+1(xk+1)αk+1(xk+1)�
2
σ2m
�
. (3.19)
Rappelons que Rk+1(xk+1) et αk+1(xk+1) dépendent de xk+1 de manière com-
plexe et sont très diﬃciles à exprimer sous forme d’une expression explicite.
Pour cette raison, le terme E
�
−Δxk+1xk+1 ln p(zk+1|xk+1)
�
ne pourra pas s’écrire
avec une simple expression analytique et sera calculé à l’aide d’outils de calculs
numériques.
Pour ce faire, nous calculons par simulation ln p(zk+1|xk+1) sur une maille
ﬁne discrétisée de l’espace X contenant le vecteur xk+1, puis nous calculons
Δxk+1xk+1 ln p(zk+1|xk+1)
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grâce à des calculs numériques de gradient. E
�
−Δxk+1xk+1 ln p(zk+1|xk+1)
�
est
facilement déduite par une moyenne sur toute la maille de l’espace X. Notons
que d’après l’équation (3.19), nous constatons que ln p(zk+1|xk+1) ne dépend
que de xk+1 et yk+1. Par conséquent, dans le cas où nous ne nous intéressons
qu’à l’estimation de la position de la cible et pas de ses vitesses, la discrétisation
peut se faire sur l’espace 2D X� contenant xk+1 et yk+1. Cette discrétisation
peut donc être eﬀectuée exactement comme la discrétisation faite dans les
chapitres précédents sur la zone observée en x et en y.
3.6.3 Borne de Cramér-Rao a posteriori conditionnelle
(BCRPC)
A l’instant donné k, la borne BCRP est calculée en prenant la moyenne sur
les mesures et les états jusqu’à cet instant. Il en résulte que la borne calculée
n’est pas toujours représentative, surtout si des mesures sont disponibles, par
exemple, les mesures jusqu’à l’instant k z1:k. Dans ce paragraphe, nous présen-
tons la borne de Cramér-Rao a posteriori conditionnelle (BCRPC) qui prend
en compte les mesures antérieures disponibles [Zuo 11, Zheng 12].
L’estimateur conditionnel xˆ0:k+1(zk+1|z1:k) est déﬁni par une fonction de
la mesure observée zk+1 étant donné que les mesures z1:k sont disponibles.
L’erreur quadratique moyenne de l’estimateur conditionnel à l’instant k + 1
peut être déﬁnie par :
EQM(xˆ0:k+1(z1:k)) = E
�
(xˆ0:k+1 − x0:k+1) (xˆ0:k+1 − x0:k+1)T |z1:k
�
(3.20)
=
�
(xˆ0:k+1 − x0:k+1) (xˆ0:k+1 − x0:k+1)T pck+1dx0:k+1dzk+1,
(3.21)
où pck+1 = p (x0:k+1, zk+1|z1:k).
Notons I(x0:k+1|z1:k) la matrice d’information de Fisher conditionnelle de
l’estimateur du vecteur d’état x0:k+1 :
I(x0:k+1|z1:k) = E
�
−Δx0:k+1x0:k+1 ln pck+1|z1:k
�
(3.22)
= −
� �
Δx0:k+1x0:k+1 ln p
c
k+1
�
pck+1dx0:k+1dzk+1. (3.23)
Nous pouvons en déduire la borne de Cramér-Rao a posteriori conditionnelle
[Zuo 11] :
E
�
(xˆ0:k+1 − x0:k+1) (xˆ0:k+1 − x0:k+1)T |z1:k
�
≥ I−1(x0:k+1|z1:k). (3.24)
De même que pour la BCRP, le coût de calcul de cette matrice croît rapidement
avec k.
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Notons L(xk+1|z1:k) la matrice d’information de Fisher conditionnelle de l’es-
timateur du vecteur d’état xk+1. Donc L−1(xk+1|z1:k) est égale à la sous-matrice
de dimension nx × nx au coin inférieur droit de la matrice I−1(x0:k+1|z1:k).
L(xk+1|z1:k) peut être calculée par une double formule récursive [Zuo 11].
[Zheng 12] propose une version simpliﬁée de ce calcul, solution que nous re-
tenons par souci de simplicité. Par déﬁnition, L−1(xk+1|z1:k) est une borne
de l’erreur quadratique moyenne de l’estimateur de xk+1 conditionnellement
à z1:k. Il est démontré que L(xk+1|z1:k) peut être approchée par la formule
récursive suivante [Zheng 12] :
L(xk+1|z1:k) ≈ B22k −B21k
�
B11k + L(xk|z1:k−1)
�−1
B12k (3.25)
où :
B11k = Epck+1
�
−Δxkxk ln p(xk+1|xk)
�
(3.26)
B12k = Epck+1
�
−Δxk+1xk ln p(xk+1|xk)
�
=
�
B21k
�T
(3.27)
B22k = Epck+1
�
−Δxk+1xk+1 [ln p(xk+1|xk) + ln p(zk+1|xk+1)]
�
. (3.28)
Comme pour le calcul de la borne non conditionnelle, comme le modèle
d’état est linéaire et le bruit de modèle est supposé additif blanc gaussien de
matrice de covariance Qk, il vient que :
L(xk+1|z1:k) ≈
�
Qk + Fk (L(xk|z1:k−1))−1FTk
�−1
+Epc
k+1
�
−Δxk+1xk+1 ln p(zk+1|xk+1)
�
.
(3.29)
Le calcul récursif revient à calculer Epc
k+1
�
−Δxk+1xk+1 ln p(zk+1|xk+1)
�
. Comme
expliqué dans le paragraphe précédent, le calcul de Δxk+1xk+1 ln p(zk+1|xk+1) ne
peut se faire que numériquement en discrétisant l’espace observé. Ensuite, la
moyenne Epc
k+1
�
−Δxk+1xk+1 ln p(zk+1|xk+1)
�
est calculée par une approche de type
ﬁltre particulaire décrite dans [Zuo 11]. L’idée fondamentale de cette approche
vient de la factorisation de pck+1 :
pck+1 = p (x0:k+1, zk+1|z1:k) (3.30)
= p(x0:k+1|z1:k+1)p(zk+1|z1:k) (3.31)
où la densité a posteriori p(x0:k|z1:k) peut être approchée par les particules :
p(x0:k|z1:k) ≈
Np�
l=1
wlkδxl0:k (x0:k) . (3.32)
Ensuite, il est démontré que la densité pck+1 peut s’approcher par :
pck+1 ≈
Np�
l=1
wlkδx(l)0:k+1
(x0:k+1) p(zk+1|xlk+1). (3.33)
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Il vient donc que l’espérance Epc
k+1
�
−Δxk+1xk+1 ln p(zk+1|xk+1)
�
peut être calculée
en utilisant les particules utilisées pour représenter la densité pck+1 comme suit :
Epc
k+1
�
−Δxk+1xk+1 ln p(zk+1|xk+1)
�
≈
�
Np�
l=1
wlkg
�
xlk+1
�
p(zk+1|xlk+1)dzk+1,
(3.34)
où
g (xk+1) = −Δxk+1xk+1 ln p(zk+1|xk+1). (3.35)
L’intégrale de l’équation (3.34) est calculée de façon numérique.
3.7 Simulation et résultats
3.7.1 Description de la simulation
Les performances de localisation des ﬁltres particulaires sont évaluées par
des simulations pour le scénario d’intersection urbaine simple montré dans la
ﬁgure 3.7.1.
Figure 3.7.1 – Scénario d’une intersection urbaine typique considéré
Les paramètres du radar sont choisis comme au paragraphe 2.5.1. Pour cha-
cune des NMC = 1000 simulations de Monte Carlo exécutées, Np = 1600
particules (Np étant aussi égal au nombre de cases discrétisées dans la zone
observée) sont initialisées pour que leur position soit uniformément répartie
dans la zone d’intérêt (zone hachurée dans la ﬁgure 3.7.1) et que leur vitesse
soit uniformément tirée dans l’intervalle [−4; 4] m/s. La matrice R correspon-
dant à chaque particule à l’instant k peut être calculée par un modèle de tracé
de rayons. Cependant, le calcul des matrices R pour toutes les particules à
chaque instant est très coûteux. Donc, aﬁn d’accélérer le processus, nous pro-
posons de pré-calculer les matrices R pour les petites cases discrétisées à partir
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de la zone d’intérêt. Nous associons alors à une particule localisée dans une
case donnée la matrice R calculée au centre de cette case. Dans la simulation,
nous discrétisons la zone en carrés de taille 0,25 m x 0,25 m, ce qui est égal à
la moitié de la résolution distance du radar. Nous examinons deux trajectoires
diﬀérentes de la cible (cf. ﬁgure 3.7.2) :
• Trajectoire 1 : la cible se déplace de la position (32; 16, 25) à la position
(35; 16, 25) avec une vitesse constante : x˙k = 2 m/s et y˙k = 0.
• Trajectoire 2 : la cible se déplace de la position (38; 14, 25) à la position
(36, 5; 15, 75) avec une vitesse constante : x˙k = −1 m/s et y˙k = 1 m/s.
26 28 30 32 34 36 38 40 42
x (m)
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y 
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)
Trajectoire 1
Trajectoire 2
Figure 3.7.2 – Schéma des deux trajectoires examinées.
La période de répétition des mesures est ﬁxée à 50 ms, de sorte que 30
itérations sont exécutées le long de la trajectoire de la cible. Pour évaluer les
performances du ﬁltre particulaire, le rapport signal à bruit (SNR) de la cible
est ﬁxé à une valeur constante pour toutes les positions de sa trajectoire en
faisant varier l’amplitude κ de la cible. Nous examinons deux valeurs de SNR
diﬀérentes : 10 dB et 15 dB.
3.7.2 Estimation de la position de la cible avec le ﬁltre
particulaire GLRT
La ﬁgure 3.7.3 montre la racine de l’erreur quadratique moyenne (REQM)
obtenue pour le ﬁltre particulaire GLRT avec diﬀérentes valeurs du paramètre
σα dans le cas où la cible se déplace selon la trajectoire 1 et le SNR de la cible
est à 10 dB. Notons que la déﬁnition de SNR ici est toujours celle déﬁnie dans
le paragraphe 2.5.3. A partir de cette ﬁgure, il apparaît que les plus petites va-
leurs de σα fournissent les meilleures performances. Le ﬁltre particulaire GLRT
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décrit par l’équation (3.6) qui correspond à σα = 0 fournit les meilleures per-
formances. Ces courbes sont également comparées à celles de l’algorithme de
localisation FMU proposé dans le chapitre 2 et au ﬁltre particulaire classique
décrit en section 3.3. Comme mentionné dans ce dernier chapitre, l’algorithme
de localisation FMU peut générer de fortes ambiguïtés à cause de la géomé-
trie de la scène. Surtout dans cette simulation, où le SNR de la cible est assez
faible, ces ambiguïtés peuvent générer un biais important et de grandes erreurs
de localisation pour certaines positions. Ceci explique pourquoi la REQM de
l’algorithme de localisation FMU est assez importante, entre 2 et 4 m. En ap-
pliquant le ﬁltre particulaire GLRT proposé, nous observons une amélioration
signiﬁcative de la REQM après seulement quelques itérations. Cette améliora-
tion montre que la prise en compte de la dynamique de la cible pour le ﬁltre
particulaire permet de lever assez rapidement les ambiguïtés de localisation.
Nous observons également que le ﬁltre GLRT fournit de meilleures perfor-
mances que le ﬁltre particulaire classique pour un même nombre de particules.
Cela peut être expliqué par deux raisons : premièrement, le modèle d’ampli-
tude du ﬁltre classique conduit à des tirages d’amplitudes moins performants
que le ﬁltre GLRT ; de plus, le ﬁltre classique n’exploite pas d’informations
sur la mesure en cours pour calculer la densité d’importance contrairement au
ﬁltre GLRT.
0 5 10 15 20 25 30
Itération
0
1
2
3
4
5
6
R
EQ
M
 (m
)
Localisation sans pistage
FP classique
FP avec =0
FP avec =0.007
FP avec =0.01
Figure 3.7.3 – Comparaison de la REQM du ﬁltre particulaire GLRT avec
diﬀérentes valeurs de σα, celle du ﬁltre particulaire classique et
celle de la localisation sans pistage (FMU) pour la trajectoire
1. SNR=10 dB. Np = 1600. β = 1/3. NMC = 1000.
Pour illustrer l’atténuation de l’ambiguïté, nous montrons en ﬁgure 3.7.4(a)
la sortie de l’algorithme de localisation FMU pour toutes les cases position de
la zone observée, et en ﬁgure 3.7.4(b) le poids des particules avant l’étape de
ré-échantillonnage lorsque la cible est à la position (32, 16.25), la première po-
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sition de sa trajectoire. À sa première itération, le ﬁltre particulaire fournit une
image d’ambiguïté similaire à celle de l’algorithme de localisation FMU car, à
ce moment, le ﬁltre particulaire partage la même information que l’algorithme
de localisation. La ﬁgure 3.7.5 montre une comparaison similaire lorsque la
cible est cette fois localisée au milieu de sa trajectoire. L’algorithme de lo-
calisation montre encore de fortes ambiguïtés tandis que le ﬁltre particulaire
fournit une remarquable réduction de l’ambiguïté. La plupart des particules
sont concentrées autour de la position réelle de la cible.
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Figure 3.7.4 – Résultat de la localisation FMU et du ﬁltre particulaire GLRT
quand la cible est à la position (32, 16.25) (première itération).
Le cercle noir indique la vraie position de la cible.
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Figure 3.7.5 – Résultat de la localisation FMU et du ﬁltre particulaire GLRT
quand la cible est à la position (33, 5; 16, 25) (16-ème itéra-
tion). Le cercle noir indique la vraie position de la cible.
Nous faisons maintenant la même simulation que celle montrée en ﬁgure 3.7.3
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dans le cas où la cible se déplace selon la trajectoire 1 et son SNR est à 15 dB
(ﬁgure 3.7.6) et où la cible se déplace selon la trajectoire 2 et son SNR à 10 dB
(ﬁgure 3.7.7). Nous constatons de nouveau que σα = 0 fournit les meilleures
performances qui sont signiﬁcativement améliorées par rapport à l’algorithme
de localisation FMU. Par ailleurs, nous observons que l’augmentation du SNR
a pour eﬀet d’accélérer la convergence du ﬁltre particulaire GLRT.
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Figure 3.7.6 – Comparaison de la REQM du ﬁltre particulaire avec diﬀé-
rentes valeurs de σα, celle du ﬁltre particulaire classique et
celle de la localisation sans pistage (FMU) pour la trajectoire
1. SNR=15 dB. Np = 1600. β = 1/3. NMC = 1000.
3.7.3 Estimation de la position de la cible avec le ﬁltre
particulaire Swerling I
Nous nous plaçons maintenant dans le cas où le modèle considéré pour le
ﬁltre particulaire obéit à une loi d’amplitude de type Swerling I et considérons
les deux approches présentées dans le paragraphe 3.5 pour trois cas de ﬁgures
de la cible comme dans le paragraphe 3.7.2. Pour chaque approche, nous réa-
lisons des simulations de Monte Carlo pour évaluer l’impact des paramètres
sur les performances des ﬁltres. En ﬁn de section, nous comparons les perfor-
mances du ﬁltre particulaire Swerling I pour les deux approches avec le ﬁltre
particulaire GLRT.
3.7.3.1 Approche 1 :
Selon cette première approche, σρ est considéré comme un paramètre constant
du ﬁltre particulaire. Plusieurs valeurs de σρ sont considérées pour la conﬁgu-
ration décrite dans le paragraphe 3.7.1. Les courbes de REQM obtenues pour
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Figure 3.7.7 – Comparaison de la REQM du ﬁltre particulaire avec diﬀé-
rentes valeurs de σα, celle du ﬁltre particulaire classique et
celle de la localisation sans pistage (FMU) pour la trajectoire
2. SNR=10 dB. Np = 1600. β = 1/3. NMC = 1000.
le ﬁltre particulaire Swerling I sont présentées sur la ﬁgure 3.7.8a pour les dif-
férentes valeurs de σρ dans le cas où la cible se déplace selon la trajectoire 1
avec un SNR égal à 10 dB.
D’après cette ﬁgure, nous observons tout d’abord que le ﬁltre converge pour
les diﬀérentes valeurs de σρ. Pourtant les performances d’estimation obtenues
à la ﬁn de la trajectoire de la cible sont diﬀérentes d’une courbe à l’autre.
Nous constatons que σρ = 0, 002 fournit le meilleur compromis entre deux cri-
tères : la plus petite valeur de la REQM en ﬁn de la trajectoire et la vitesse
de convergence du ﬁltre. Nous remarquons aussi que pour σρ < 0, 002, le ﬁltre
particulaire converge plus lentement, et que pour pour σρ > 0, 002, les perfor-
mances d’estimation après convergence sont moins bonnes. Nous observons la
même tendance dans le cas où le SNR de la cible est à 15 dB (ﬁgure 3.7.8b).
Pourtant, l’écart entre les courbes dans ce cas est diminué. Avec la trajectoire
2, nous constatons de nouveau cette tendance (3.7.8c). Toutefois, il semble que
cette fois, σρ = 0, 003 fournit une meilleure courbe de REQM que σρ = 0, 002.
3.7.3.2 Approche 2 :
Selon la deuxième approche, σρ est intégré dans le vecteur d’état. De même,
dans ce cas là, nous traçons les courbes de REQM obtenues pour le ﬁltre
particulaire Swerling I avec diﬀérentes initialisations de (σρ)i0 :
• (σρ)i0 = 0, 001 pour toutes les particules i ;
• (σρ)i0 = 0, 01 pour toutes les particules i ;
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(a) Trajectoire 1 / SNR =10 dB.
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(b) Trajectoire 1 / SNR =15 dB.
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Figure 3.7.8 – Performances du ﬁltre particulaire Swerling I (approche 1)
pour diﬀérentes conﬁgurations examinées. Np = 1600. β =
1/3. NMC = 1000.
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• (σρ)i0 = 0, 02 pour toutes les particules i ;
• les (σρ)i0 sont tirés aléatoirement selon une distribution uniforme sur
l’intervalle [0, 001; 0, 02],
pour les trois cas de ﬁgure considérés : trajectoire 1/ SNR=10 dB, trajectoire
1/ SNR=15dB et trajectoire 2/SNR=10dB.
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(a) Évolution de la REQM.
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Figure 3.7.9 – Filtre particulaire Swerling I/ approche 2 avec diﬀérentes ini-
tialisations de (σρ)i0 : trajectoire 1 et SNR=10 dB. Np = 1600.
β = 1/3. NMC = 1000.
La ﬁgure 3.7.9a présente l’évolution de la REQM au cours du temps. Nous
présentons également en ﬁgure 3.7.9b l’évolution de l’espérance de σρ au cours
du temps.
Nous observons qu’indépendamment de l’initialisation de (σρ)i0, les courbes
de REQM convergent vers une même erreur avec presque la même vitesse
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(a) Évolution de la REQM.
0 5 10 15 20 25 30
Itération
0
0.005
0.01
0.015
0.02
E(
)
( )0i =0.02
( )0i =0.01
( )0i =0.001
( )0i  aléatoire
(b) Évolution de E [σρ] au cours du temps.
Figure 3.7.10 – Filtre particulaire Swerling I/ approche 2 avec diﬀérentes ini-
tialisations de (σρ)i0 : trajectoire 1 et SNR=15 dB.Np = 1600.
β = 1/3. NMC = 1000.
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(a) Évolution de la REQM.
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Figure 3.7.11 – Filtre particulaire Swerling I/ approche 2 avec diﬀérentes ini-
tialisations de (σρ)i0 : trajectoire 2 et SNR=10 dB.Np = 1600.
β = 1/3. NMC = 1000.
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de convergence. De même, les courbes E [σρ] elles-mêmes convergent vers une
même valeur pour chaque conﬁguration. Nous pouvons conclure que l’initia-
lisation de (σρ)i0 n’a pas d’inﬂuence importante sur les performances du ﬁltre
particulaire et cette stratégie est robuste au choix du paramètre. Nous propo-
sons de tirer aléatoirement les (σρ)i0 par la suite.
Pour comparer ces deux approches du ﬁltre particulaire Swerling I et les
comparer avec le ﬁltre particulaire GLRT, nous traçons les courbes de REQM
de ces trois ﬁltres sur la même ﬁgure : ﬁltre particulaire GLRT (σα = 0),
ﬁltre particulaire Swerling I avec la première approche (σρ = 0.002) et avec la
deuxième approche ((σρ)0 tirés aléatoirement).
Nous constatons que le ﬁltre particulaire GLRT fournit généralement de
bonnes performances dans tous les cas par rapport aux ﬁltres particulaires
Swerling I. Nous observons également que le ﬁltre particulaire Swerling I/approche
1 avec un choix sélectif de σρ fournit de meilleures performances que le ﬁltre
Swerling I/approche 2. Toutefois, nous devons remarquer que ces performances
ne sont pas garanties pour d’autres trajectoires de la cible. Autrement dit, il
faut relancer le processus pour le choix de σρ pour chaque trajectoire exami-
née pour assurer de bonnes performances du ﬁltre, ce qui nécessite un coût de
calcul non négligeable. Dans le cas contraire, une valeur σρ qui est optimisée
pour une trajectoire peut fournir des performances sous optimales pour une
autre trajectoire. Le ﬁltre particulaire Swerling I/approche 2 ne nécessite pas
de choisir σρ mais conduit à de moins bonnes performances que le ﬁltre parti-
culaire GLRT. Le fait qu’il ajoute un autre paramètre inconnu dans l’état de la
cible peut expliquer cette dégradation des performances d’estimation lorsqu’un
même nombre de particules est utilisé.
3.7.4 Performances des ﬁltres particulaires
Nous examinons maintenant les performances des ﬁltres avec une moyenne
sur diﬀérentes trajectoires de la cible. La même simulation que celle présen-
tée dans les paragraphes précédents est eﬀectuée pour d’autres trajectoires
aléatoires de la cible dans la zone observée (positions initiales et vitesses de
la cible tirées aléatoirement). Nous examinons le ﬁltre particulaire GLRT, le
ﬁltre particulaire Swerling I/approche 1 avec σρ = 0, 002 pour toutes les tra-
jectoires et le ﬁltre particulaire Swerling I/approche 2 où les paramètres (σρ)i0
sont tirés aléatoirement à partir d’une distribution uniforme [0, 001; 0, 02]. Les
REQM fournies par ces ﬁltres sont calculées par simulation de Monte Carlo
en moyennant sur toutes les trajectoires et sont présentées en ﬁgure 3.7.13a.
Au total, nous réalisons 1000 simulations de Monte Carlo : nous tirons aléa-
toirement 100 trajectoires de la cible ; pour chaque trajectoire nous prenons 10
réalisations de bruit diﬀérentes. Dans le premier cas où le SNR de la cible est
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Figure 3.7.12 – Comparaison des performances de diﬀérents ﬁltres pour dif-
férentes conﬁgurations examinées. Np = 1600. β = 1/3.
NMC = 1000.
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à 10dB, nous observons que le ﬁltre particulaire GLRT fournit les meilleures
performances aussi bien en terme d’erreur quadratique qu’en terme de vitesse
de convergence. Les deux approches du ﬁltre particulaire Swerling I fournissent
presque la même erreur à la ﬁn des trajectoires mais l’approche 2 fournit une
vitesse de convergence bien meilleure que celle de l’approche 1. Ce résultat
conﬁrme notre remarque précédente concernant σρ qui doit être sélectionné
de manière particulière pour chaque trajectoire ; dans le cas contraire, les per-
formances du ﬁltre peuvent être dégradée. Quand le SNR devient plus élevé
(15dB), nous observons en ﬁgure 3.7.13b que la courbe du ﬁltre particulaire
Swerling I/ approche 1 se rapproche de celle du ﬁltre GLRT.
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Figure 3.7.13 – Performances de diﬀérents ﬁltres moyennées sur des trajec-
toires tirées aléatoirement. Np = 1600. β = 1/3. NMC =
1000.
Nous traçons également dans la même ﬁgure 3.7.13 la borne de Cramér-Rao
a posteriori sur toute la zone observée en suivant les calculs récursifs décrits au
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paragraphe 3.6.2. Nous observons que les courbes REQM fournies par les ﬁltres
particulaires proposés sont proches de la borne de Cramér-Rao a posteriori, ce
qui montre de bonnes performances des algorithmes. Toutefois, il reste un écart
entre les courbes de performances des ﬁltres et la borne. Pour voir si le nombre
de particules utilisées pour les ﬁltres particulaires pouvait être une explication
de cet écart, nous avons augmenté le nombre de particules Np = 4800 (3 fois
la valeur utilisée pour les simulations ci-dessus). Nous avons constaté que les
nouvelles courbes REQM des ﬁltres restent très proches de celles présentées
en ﬁgure 3.7.13 obtenues avec Np = 1600. Cet écart à la borne peut sinon
être expliqué par la discrétisation de l’espace en cases, la présence de fortes
ambiguïtés, ou l’amplitude inconnue des multi-trajets qui doivent être estimées
et donc tendent à augmenter la variance d’estimation.
Par ailleurs, bien qu’eﬀectuée classiquement, la comparaison des perfor-
mances des ﬁltres par rapport à une borne moyennée sur tout l’espace n’est
pas toujours pertinente car certaines trajectoires sont plus ou moins favorables
aux ﬁltres particulaires. Nous étudions alors les performances des ﬁltres pour
une seule trajectoire, comparées à la borne de Cramér-Rao a posteriori condi-
tionnelle à cette trajectoire. La borne conditionnelle est calculée par simulation
pour une trajectoire donnée comme indiqué dans [Zuo 11]. A l’itération k, la
densité a posteriori est calculée par un ﬁltre particulaire, étant donné les me-
sures z1:k. 1000 simulations de Monte Carlo sont réalisées pour générer 1000
tirages de zk+1 aﬁn de calculer EQM(xˆk+1(z1:k)) en suivant les calculs récursifs
décrits au paragraphe 3.6.3. A l’itération k+1, un seul tirage de zk+1 est gardé
parmi les 1000 tirages et concaténé avec les mesures antérieures pour former
z1:k+1. Les particules et les poids correspondant à ce zk+1 particulier sont sto-
ckés pour l’itération k + 1. Par exemple la ﬁgure 3.7.14 montrent les bornes
obtenues pour les trajectoires 1 et 2 pour un SNR égal à 10 dB. Nous observons
que l’écart entre les courbes REQM des ﬁltres et la borne conditionnelle, qui
varie d’une trajectoire à l’autre, reste assez faible dans les deux cas de ﬁgure.
Nous pouvons donc conclure que les performances des ﬁltres proposés restent
relativement proches de l’optimal.
3.8 Conclusion
Nous avons proposé dans ce chapitre deux ﬁltres particulaires pour pis-
ter une cible en milieu urbain en présence de multi-trajets. Ces algorithmes
prennent en compte la dynamique de la cible pour lever les ambiguïtés de lo-
calisation et donc améliorent de manière notable l’estimation de la position de
la cible par rapport aux algorithmes de localisation proposés dans le chapitre
précédent. Ensuite, nous avons calculé les bornes de Cramér-Rao a posteriori
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Figure 3.7.14 – Performances des ﬁltres pour la trajectoire 1 et 2 de la conﬁ-
guration représentée par la ﬁgure 3.7.2 (Np = 1600, β = 1/3,
NMC = 1000) par rapport à la borne de Cramér-Rao a pos-
teriori conditionnelle. SNR=10 dB.
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conditionnelle et non conditionnelle dans notre cas particulier. Nous avons en-
suite comparé les performances des ﬁltres entre eux et avec les bornes. Nous
observons que le ﬁltre particulaire GLRT fournit de meilleures performances
que le ﬁltre particulaire Swerling I en terme de vitesse de convergence et d’er-
reur de convergence. La comparaison aux bornes de Cramér-Rao a posteriori
illustre les bonnes performances des algorithmes proposés en terme d’erreur
quadratique. Nous avons également observé que le calcul du ﬁltre GLRT est
plus rapide que celui du ﬁltre Swerling I pour un nombre de particules iden-
tique.
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Chapitre 4
Expérimentation et application des
algorithmes sur données réelles
Dans ce chapitre, nous présentons d’abord dans la section 4.1 une description
du radar et du scénario expérimental, représentatif d’une intersection urbaine.
Ensuite, dans la section 4.2, nous interprétons les mesures pour déterminer si
les multi-trajets sont mesurables et bien présents dans les données obtenues.
Dans la section 4.3, nous appliquons les algorithmes de détection et locali-
sation FMU et SLC aux données mesurées et analysons les résultats. Enﬁn,
les algorithmes de pistage développés au chapitre 3 comme les ﬁltres particu-
laires GLRT et Swerling I sont appliqués aux données et leurs performances
de localisation sont comparées avec celles de l’algorithme FMU sans pistage.
4.1 Description de l’expérimentation
4.1.1 Description du radar
Pour les expérimentations, nous avons utilisé un petit radar commercial
émettant à 24 GHz (ﬁgure 4.1.1). Notons que ce radar n’a pas initialement
été développé pour notre application. Le signal transmis consistait en un train
cohérent d’impulsions LFM. La bande passante était de 800 MHz, ce qui cor-
respond à une résolution distance de 0, 1875 m. Une largeur de bande assez
importante a été nécessaire pour pouvoir résoudre les multi-trajets proches.
La durée de chaque impulsion était de 8 ms, et la période de répétition d’im-
pulsion était de 60 ms. Cette très longue période de répétition d’impulsion, en
raison de la conﬁguration matérielle spéciﬁque du radar (non dédiée à notre
application particulière), fournit une très petite vitesse ambiguë (environ 0, 1
m/s). Le radar a été placé à une hauteur de 1, 2 m au dessus du sol, l’ouverture
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angulaire du radar était de 60°. Un ﬁltre adapté distance est intégré dans le
radar et automatiquement appliqué en sortie du radar, de sorte que les don-
nées disponibles pour le traitement sont uniquement les données obtenues en
sortie de compression distance. Les paramètres du radar utilisé sont rappelés
au tableau récapitulatif 4.1.
Fréquence porteuse 24 GHz
Bande passante 800 MHz
Durée d’impulsion 8 ms
Période de répétition 60 ms
Durée de l’enregistrement 15 s
Ouverture angulaire (azimut) 60°
Ouverture élévation 25°
Table 4.1 – Paramètres du radar utilisé.
Figure 4.1.1 – Radar utilisé pour les expérimentations (IMST 24 GHz 2-
Channel FMCW Radar). Source : www.imst.com.
4.1.2 Description du scénario
L’expérimentation a eu lieu sur le site de l’école CentraleSupélec à Gif-sur-
Yvette. Une jonction représentative d’une intersection urbaine a été sélection-
née pour la campagne de mesure réelle (ﬁgure 4.1.2). Un schéma représentatif
est présenté en ﬁgure 4.1.5, avec le système de coordonnées utilisé pour la suite.
Le radar est placé aux coordonnées (6, 8; 0). Il est connecté à un PC portable
pour enregistrer les données mesurées par l’intermédiaire d’un Raspberry Pi
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(ﬁgure 4.1.3). Nous avons choisi le scénario où une cible piétonne marche de
D(15, 5; 12, 75) à C(15, 5; 24, 75) pendant 15 secondes. Au début de sa trajec-
toire, la cible piétonne est en NLOS. De la position yc = 18 jusqu’à C, la cible
est en LOS, mais des multi-trajets sont toujours présents. Le piéton porte une
couverture de survie dans le but d’améliorer la réﬂexion des ondes électro-
magnétiques sur la cible (ﬁgure 4.1.4). Une simulation de tracé de rayons est
présentée en ﬁgure 4.1.5 pour montrer visuellement des multi-trajets pour une
position spéciﬁque de la cible.
Figure 4.1.2 – Scénario des mesures réelles : le radar a été placé à l’extrémité
du tunnel (cercle bleu). La cible (piéton) se déplaçait dans la
section droite de la jonction (rectangle rose).
Figure 4.1.3 – Conﬁguration des dispositifs de mesure.
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Figure 4.1.4 – Photo d’un piéton considéré comme cible en déplacement.
4.2 Interprétation des mesures
La sortie du ﬁltre adapté en distance avant la réjection des échos ﬁxes pour
les 15 secondes est présentée en ﬁgure 4.2.2. Il apparaît que les échos ﬁxes
sont forts et cachent les échos de la cible, ce qui motive la procédure de ré-
jection zéro-Doppler expliquée dans le paragraphe 1.2.2 du chapitre 1. Après
la réjection des échos ﬁxes à Doppler nul, notons qu’à cause de l’ambiguïté
Doppler très petite (environ 0, 1 m/s), tous les échos Doppler non nuls sont
donc répartis sur tout le domaine Doppler, ce qui est visible en ﬁgure 4.2.1. Le
traitement a consisté ici à intégrer de façon incohérente l’énergie de toutes les
cases Doppler non nulles pour chaque case distance. Les proﬁls distance ob-
tenus en sortie de ces traitements sont présentés en ﬁgure 4.2.3. Dans la zone
NLOS, les proﬁls distance ne contiennent que des échos dus à des trajets réﬂé-
chis au moins par un mur. Dans la zone LOS, l’écho fort le plus proche résulte
du trajet direct réﬂéchi par la cible (sans réﬂexion sur les murs environnants).
Aﬁn d’interpréter les échos observés dans la mesure, une simulation a été
réalisée avec un modèle géométrique approximatif de la scène réelle (en parti-
culier les portes, fenêtres et autres éléments présents dans la scène n’ont pas
été modélisés) en utilisant un simple simulateur de tracé de rayons (voir Figure
4.2.4).
En comparant le résultat de la simulation en Figure 4.2.4 et de la mesure en
Figure 4.2.3, nous observons un très bon accord entre les échos générés par la
simulation et les échos observés sur la mesure réelle. Dans la zone NLOS (les
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Figure 4.1.5 – Schéma représentatif du scénario : les segments verts corres-
pondent à des échos ﬁxes, les segments bleus et rouges re-
présentent respectivement des trajectoires radar-cible avec des
réﬂexions à un et deux rebonds.
8 premières secondes), les trois premiers échos les plus forts indiqués par 1, 2
et 3 sont bien simulés par le tracé de rayons. La diﬀérence d’énergie observée
entre les échos en Figure 4.2.3 peut s’expliquer par les coeﬃcients de réﬂexion
des diﬀérents murs, la perte due aux diﬀérents angles d’arrivée et la perte en
dehors du lobe principal du radar.
Dans la zone LOS (après 8 s), le trajet direct est clairement observé, ce
qui est cohérent avec l’écho rouge de la simulation. Cependant, certains échos
peuvent être observés en Figure 4.2.3, qui ne sont pas expliqués par le résultat
de la Figure 4.2.4. Ces échos sont moins énergétiques et parallèles au premier
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Figure 4.2.1 – Réponse Doppler à un instant donné.
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Figure 4.2.2 – Proﬁls distance avant ﬁltrage zéro-Doppler pour le scénario
décrit en paragraphe 4.1.2.
Figure 4.2.3 – Proﬁls distance après ﬁltrage zéro-Doppler pour le scénario
décrit en paragraphe 4.1.2.
écho dans la zone LOS. L’explication la plus probable est la simplicité de la
géométrie approximative utilisée dans la simulation. En fait, un modèle 2D est
utilisé pour la simulation mais en réalité le plafond du tunnel pourrait peut-
être être la source des autres multi-trajets, atténués en raison d’un diagramme
d’antennes plus étroit dans la direction verticale.
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Figure 4.2.4 – Proﬁls distance simulés. Écho rouge, orange, vert, bleu ciel
et bleu marine : trajets avec zéro, une, deux, trois et quatre
réﬂexions sur les murs respectivement.
4.3 Détection et localisation sur les données
réelles
4.3.1 Données et pré-traitement
Les données obtenues du radar sont les signaux sortis du ﬁltre adapté in-
tégré directement dans le radar. Toutefois, comme évoqué précédemment, ces
signaux présentent des échos ﬁxes très forts comme montré en ﬁgure 4.2.2,
les échos multi-trajets de la cible sont cachés et presque invisibles. Il est donc
nécessaire d’appliquer un ﬁltre zéro Doppler, par exemple, par une projection
orthogonale présentée en paragraphe 1.2.2 du chapitre 1. Nous pouvons dé-
sormais exploiter les informations des multi-trajets pour les tests de détection
et localisation FMU et SLC. Sur toute la trajectoire de la cible, nous nous
intéressons aux 79 instants de la cible dans la zone NLOS : de la position
(15, 5; 14, 575) jusqu’à la position (15, 5; 17, 695). Chaque instant correspond
à un signal complexe qui est considéré comme le signal mesuré z décrit dans
les algorithmes. L’intervalle de temps entre deux instants est d’environ 0,06 s.
Notons que pour appliquer les tests de détection et les algorithmes de pistage,
les signaux utilisés ne doivent pas être considérés après l’intégration d’éner-
gie décrite en section 4.2 pour nous assurer que l’hypothèse du bruit gaussien
est valable. Pour les tests de localisation, nous allons regarder et comparer
l’application sur les données avant et après intégration d’énergie.
Les deux algorithmes de détection et localisation présents dans le chapitre
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2 comprennent une étape de discrétisation de l’espace : la zone observée est
divisée en petites cases de taille 0,1875 m x 0,1875 m. Cette taille est choisie
égale à la résolution distance du radar.
Les vraies positions de la cible utilisées par la suite pour évaluer les perfor-
mances des algorithmes sont estimées par une interpolation linéaire à partir
de la position de démarrage, la position de ﬁn et le temps de trajet de la cible
en supposant que sa vitesse est constante tout le long de sa trajectoire.
4.3.2 Test de détection-localisation
Les algorithmes FMU et SLC sont appliqués aux données réelles avant l’inté-
gration d’énergie présentées ci-dessus. Nous présentons en ﬁgure 4.3.1 et 4.3.2
respectivement la sortie des tests TFMU et TSLC pour toutes les cases dans
la zone considérée. Pour le problème de localisation, nous observons que dans
tous les exemples la position estimée par le maximum des tests FMU et SLC
(xˆ, yˆ) = argmax (T (x, y)) est très proche de la vraie position de la cible. La
racine de l’erreur quadratique entre la position estimée et la vraie position
dans la plupart des cas reste inférieure à 0,5 m. Cependant, comme constaté
dans le paragraphe précédent, nous observons de forts niveaux des ambiguï-
tés. Nous remarquons que les ambiguïtés représentent les arcs de cercle qui
correspondent aux retards de diﬀérents multi-trajets.
Nous présentons en ﬁgure 4.3.3a et b respectivement les sorties des tests
FMU et SLC appliqués aux signaux mesurés quand le piéton est localisé aux
coordonnées (15, 5; 16, 2) et en ﬁgure 4.3.3c la sortie du test FMU appliqué aux
données obtenues par une simulation sur un modèle géométrique simpliﬁé de
la scène. Notons que ce modèle ne prend en compte que les positions des murs,
aucune information sur la permittivité des matériaux réﬂéchissants ni la modé-
lisation de détails ﬁns tels que des portes ou des fenêtres, et un modèle simple
de tracé de rayons pour la propagation. Nous observons malgré tout un bon
accord entre les ambiguïtés de (a), (b) et (c), au moins en terme de géométrie,
les amplitudes n’ayant pas été modélisées vraisemblablement. Ces ambiguïtés
sont dues à la géométrie de la scène et seront donc très vraisemblablement
présentes avec toute méthode exploitant la géométrie.
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Figure 4.3.1 – Exemples de localisation par l’algorithme FMU sur les données
expérimentales du scénario de la ﬁgure 4.1.5. La vraie position
de la cible est représentée par le cercle noir.
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Figure 4.3.2 – Exemples de localisation par l’algorithme SLC sur les données
expérimentales du scénario de la ﬁgure 4.1.5. La vraie position
de la cible est représentée par le cercle noir.
116
4.3 Détection et localisation sur les données réelles
x (m)
0 5 10 15 20
y 
(m
)
12
14
16
18
20
22
24
26
30
35
40
45
[dB]
(a) Résultat de la localisation sur le signal me-
suré : sortie du test FMU
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suré : sortie du test SLC
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(c) Résultat de la localisation sur le signal obtenu
par simulation (tracé de rayons)
Figure 4.3.3 – Localisation de la cible située en position (15, 5; 16, 2).
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Ces ambiguïtés sont susceptibles de créer des fausses localisations. Nous
montrons quelques exemples où la cible est localisée à un mauvais endroit à
cause de ces ambiguïtés en ﬁgure 4.3.4. Malgré un niveau élevé du test FMU
observé à la case correspondant à la vraie position de la cible (cercle noir), le
maximum du test (cercle vert) est localisé très loin de cette position.
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Figure 4.3.4 – Exemples de l’erreur de localisation par l’algorithme FMU à
cause des ambiguïtés. La vraie position de la cible est repré-
sentée par le cercle noir. La position estimée est indiquée par
le cercle vert.
Nous traçons en ﬁgure 4.3.5 la racine de l’erreur quadratique (REQ) entre
la position estimée et la vraie position de la cible pour tous les instants le long
de la trajectoire de la cible pour les algorithmes de FMU et SLC.
Le taux de bonne localisation pour une REQ de moins de 0,75 m est égal à
49,37% pour l’algorithme FMU. Ce taux est égal à 64,56% pour l’algorithme
SLC. Nous constatons donc ici que l’algorithme SLC fournit une performance
de localisation meilleure que celle de l’algorithme FMU. Nous observons que
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Figure 4.3.5 – Erreur de localisation le long de la trajectoire cible.
cela est essentiellement dû à la création d’un nombre plus important d’am-
biguïtés pour l’algorithme FMU ou à des ambiguïtés de niveau plus élevé.
D’ailleurs, ces deux algorithmes présentent un niveau assez élevé de fausses lo-
calisations, notamment à partir du milieu de la trajectoire. Ces erreurs peuvent
être expliquées par des ambiguïtés présentes dans un contexte où le niveau du
bruit environnant est élevé. Autrement dit, le radar utilisé n’a pas fourni assez
d’énergie pour l’application. Nous avons essayé de contourner cette limite en
appliquant le traitement de l’intégration non cohérente présenté dans la section
4.2 pour collecter plus d’énergie des multi-trajets par rapport au bruit envi-
ronnant. Pour rappel, ce traitement consiste à intégrer de façon incohérente
l’énergie de toutes les cases Doppler non nulles pour chaque case distance. La
ﬁgure 4.3.6 montre la REQ de la localisation le long de la trajectoire de la
cible en appliquant ces deux algorithmes à ces nouvelles données. Le taux de
localisation avec la REQ de moins de 0,75 m est de 89% pour l’algorithme
FMU. Ce taux est de 82% pour l’algorithme SLC. Nous observons une amélio-
ration signiﬁcative par rapport aux résultats précédents. Toutefois, des fausses
localisations sont toujours présentes.
En ce qui concerne la détection, comme expliqué ci-dessus, nous n’avons
travaillé qu’avec les données avant intégration d’énergie pour nous assurer que
l’hypothèse du bruit gaussien est valable. La détection est obtenue par un
seuillage de la sortie des test FMU et SLC. Le seuil de détection est calculé
par l’équation (2.15) pour toutes les cases de zone observée pour diﬀérentes
probabilités de fausse alarme PFA = 10−3, PFA = 10−4, PFA = 10−5 respec-
tivement. La variance du bruit σ2 est calculée à partir de mesures sans cible
en supposant que le bruit environnant ne varie pas beaucoup au cours d’un
petit intervalle de temps. Les résultats de la détection sont montrés en ta-
bleau 4.2. De manière générale, pour la trajectoire examinée l’algorithme SLC
présente une performance de détection plus faible que celle de l’algorithme
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FMU, ce qui est cohérent de la démonstration faite au paragraphe 2.3.5.1.
Nous concluons ici que les algorithmes de détection FMU et SLC fonctionnent
bien sur les données réelles malgré le peu de connaissances a priori (seulement
une connaissance grossière de la géométrie de la scène). Ils arrivent à exploiter
les multi-trajets pour détecter la présence de la cible la plupart du temps.
FMU SLC
Taux de détection pour PFA = 10−3 100% 100%
Taux de détection pour PFA = 10−5 100% 96,2%
Taux de détection pour PFA = 10−7 98,7% 92,41%
Taux de localisation (pour moins de 0,75 m d’erreur) 49,37% 64,56%
Taux de localisation après intégration de l’énergie sur 8 périodes 89% 82%
Table 4.2 – Tableau récapitulatif des performances de détection et localisa-
tion des algorithmes FMU et SLC.
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Figure 4.3.6 – Erreur de localisation le long de la trajectoire cible des algo-
rithmes FMU et SLC sur les signaux après traitement d’inté-
gration Doppler.
4.4 Pistage sur les données réelles
4.4.1 Filtre particulaire GLRT
Le ﬁltre particulaire GLRT est appliqué aux données réelles en suivant le
cadre de l’algorithme 2 décrit en chapitre 3 avec Np = 4615 particules, nombre
qui correspond au nombre de cases dicrétisées de l’espace. Le résultat obtenu
avec ce ﬁltre est présenté en ﬁgure 4.4.1.
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Nous observons que le ﬁltre particulaire fournit une performance de locali-
sation bien meilleure que celle de l’algorithme FMU. Une fois la convergence
du ﬁltre atteint, la REQ reste toujours inférieure à un mètre. Autrement dit, le
ﬁltre particulaire GLRT a réussi à alléger les ambiguïtés typiques du problème
du radar en milieu urbain pour diminuer les fausses localisations. Pour illustrer
la convergence du ﬁltre ainsi que la diminution des ambiguïtés, nous présen-
tons en ﬁgures 4.4.2 et 4.4.3 la sortie du test FMU et les poids des particules
du ﬁltre particulaire GLRT pour les premières itérations.
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Figure 4.4.1 – Erreur de localisation le long de la trajectoire cible du ﬁltre
particulaire GLRT et de l’algorithme FMU.
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(f) Itération 3 - Filtre particulaire GRLT
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(h) Itération 4 - Filtre particulaire GRLT
Figure 4.4.2 – Sortie du test de localisation FMU et les particules du ﬁltre
particulaire GLRT (itérations 1-4).
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Figure 4.4.3 – Sortie du test de localisation FMU et les poids des particules
du ﬁltre particulaire GLRT (itérations 5-8).
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Nous remarquons que le cas de ﬁgure ci-dessus est assez favorable au ﬁltre
particulaire car le début de la trajectoire de la cible ne présente pas autant
de fortes ambiguïtés causant beaucoup de fausses localisations que celles pré-
sentées à la ﬁn de la trajectoire. Cette situation favorise la convergence du
ﬁltre particulaire. Il nous paraît naturel de vouloir tester le ﬁltre particulaire
dans le contexte de fortes ambiguïtés au début de la trajectoire pour voir si
le ﬁltre arrive à converger malgré toutes ces ambiguïtés. En supposant que
les signaux mesurés ne dépendent que de la position du piéton et pas de son
sens de marche, nous pouvons considérer le problème de la cible marchant en
sens inverse avec les même données : de la position (15, 5; 17, 695) jusqu’à la
position (15, 5; 14, 575). La ﬁgure 4.4.4 montre le résultat du pistage par ﬁltre
particulaire GLRT pour ce scénario. Nous observons que malgré les fortes am-
biguïtés causant des fausses localisations pour l’algorithme FMU au début de
la trajectoire, le ﬁltre GLRT converge aussi rapidement et fournit de bonnes
performances de localisation tout le long de la trajectoire de la cible. Nous
fournissons en ﬁgures 4.4.5 et 4.4.6 la sortie du test FMU et les poids des
particules du ﬁltre particulaire GLRT pour les premières itérations.
14.51515.51616.51717.518
Coordonnées verticales de la cible (m)
0
2
4
6
8
R
EQ
 (m
)
Localisation par FMU
Filtre particulaire GLRT
Figure 4.4.4 – Erreur de localisation le long de la trajectoire en sens inverse
de la cible.
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Figure 4.4.5 – Sortie du test de localisation FMU et les particules du ﬁltre
particulaire GLRT pour la trajectoire en sens inverse de la
cible (itérations 1-7).
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Figure 4.4.6 – Sortie du test de localisation FMU et les particules du ﬁltre
particulaire GLRT pour la trajectoire en sens inverse de la
cible (itérations 9-15).
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4.4.2 Filtre particulaire Swerling I
En suivant le cadre du ﬁltre particulaire Swerling I / approche 1 décrit par
les algorithmes 3, nous obtenons les résultats présentés en ﬁgure 4.4.7 pour
diﬀérentes valeurs du paramètre σρ. Nous observons que le ﬁltre avec σρ =
0, 005 fournit les meilleures performances en terme de temps de convergence
ainsi que d’erreur quadratique tout le long de la trajectoire de la cible. Il
apparaît qu’avec des petites valeurs de σρ, le ﬁltre peut présenter des erreurs
de localisation dans la zone avec beaucoup d’ambiguïtés (entre 17 et 17,5 m)
mais converge à nouveau après quelques itérations.
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Figure 4.4.7 – Résultats du ﬁltre particulaire Swerling I avec approche I pour
diﬀérentes valeurs du paramètre σρ.
A la ﬁgure 4.4.8, nous présentons le résultat du ﬁltre particulaire Swerling I
/ approche 1 avec la valeur du paramètre retenue σρ = 0, 005 et celui du ﬁltre
particulaire Swerling I / approche 2 décrit par l’algorithme 4. Nous observons
presque la même vitesse de convergence pour les deux approches du ﬁltre
Swerling I que celle du ﬁltre GLRT. Les performances de localisation le long
de la trajectoire sont similaires à celles du ﬁltre particulaire GLRT.
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Figure 4.4.8 – Erreur de localisation le long de la trajectoire de la cible pour
les diﬀérents ﬁltres particulaires.
De la même manière, en supposant que la cible se déplace en sens inverse de
la position (15, 5; 17, 695) jusqu’à la position (15, 5; 14, 575), les performances
fournies par le ﬁltre particulaire Swerling I sont aussi bonnes que celles du
ﬁltre particulaire GLRT, comme montré en ﬁgure 4.4.9.
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Figure 4.4.9 – Erreur de localisation le long de la trajectoire en sens inverse
de la cible pour diﬀérents ﬁltres particulaires.
4.5 Conclusion
Dans ce chapitre, nous avons appliqué les algorithmes de détection, de locali-
sation et de pistage développés aux cours des chapitres précédents aux données
réelles mesurées dans une conﬁguration représentative d’une intersection ur-
baine. Les résultats obtenus permettent de valider notre modèle de propagation
multi-trajets en milieu urbain et notamment de montrer qu’il est possible de
détecter et retrouver la position de la cible même avec une connaissance ap-
proximative de la géométrie de la scène (portes, fenêtres et autres éléments ne
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sont pas modélisés) à partir de la seule information portée par les retards des
multi-trajets. Cependant, il apparaît que le problème de détection et locali-
sation conduit intrinsèquement à de fortes ambiguïtés spatiales. Une solution
considérée pour lever ces ambiguïtés spatiales est d’exploiter le mouvement de
la cible au ﬁl du temps avec un algorithme de pistage. Nous avons appliqué les
ﬁltres particulaire GLRT et Swerling I développés au cours du chapitre 3 aux
mêmes données et obtenu eﬀectivement une diminution des ambiguïtés et donc
amélioré les performances de localisation sur les données expérimentales. Nous
démontrons ici le bien-fondé des approches proposées et développées dans les
chapitres précédents.
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Bilan des travaux eﬀectués
Au cours de cette thèse, nous avons proposé dans un premier temps deux
solutions pour la détection et la localisation de la cible en exploitant les multi-
trajets : l’algorithme FMU qui est basé sur une projection sur le sous-espace
des multi-trajets et l’algorithme SLC qui est basé sur une intégration non
cohérente de l’énergie des multi-trajets. Les apports principaux de ce premier
axe d’études sont les suivants :
• Pour le problème de détection, nous avons observé que les algorithmes
FMU et SLC proposés fournissent généralement de meilleures perfor-
mances que le ﬁltre adapté classique dans un scénario urbain NLOS
typique. En particulier, nous avons montré que l’exploitation par trajets
multiples peut améliorer les performances de détection tant que le SNR
des trajets supplémentaires est suﬃsant. Une preuve analytique asymp-
totique (à fort SNR) est donnée.
• Nous avons également développé un algorithme spéciﬁque pour sélec-
tionner le nombre de multi-trajets, ce qui nous permet d’améliorer les
performances de détection en optimisant la probabilité de détection.
• Pour le problème de localisation, les résultats obtenus par simulation
montrent que les localisations cibles peuvent être estimées avec succès
avec les deux algorithmes même en utilisant un modèle de propagation
simple et une connaissance approximative de la géométrie de la scène.
• Nous avons proposé trois corrections du test FMU pour diminuer ces
ambigüités en appliquant les pénalisations classiques issues des problèmes
de sélection de modèle de type BIC et AIC, ainsi que la pénalisation
FIC spéciﬁquement développée pour notre problème. Il ressort que les
performances de localisation sont améliorées par ces corrections.
• L’application des algorithmes FMU et SLC aux données réelles montrent
qu’il est possible de détecter et localiser une cible dans une scène ty-
pique du milieu urbain, même avec une connaissance approximative de
la géométrie de la scène (portes, fenêtres et autres éléments ne sont pas
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modélisés).
Cependant, nous pouvons citer certaines limites :
• Il apparaît que les solutions de localisation FMU et SLC proposées
conduisent à de fortes ambiguïtés spatiales. Ceci est dû à la géométrie de
la scène et à la méconnaissance des amplitudes : de nombreuses positions
diﬀérentes peuvent créer des trajets présentant des temps de retards si-
milaires à ceux d’autres trajets crées par d’autres positions. Une autre
raison est potentiellement que seule l’information des retards des multi-
trajets est exploitée ici. Notons que cette limitation correspond à une
contrainte imposée par le matériel dont nous disposions : les informations
Doppler et angulaires des multi-trajets n’ont pas pu être exploitées.
• Les pénalisations BIC, AIC et FIC proposées ne permettent pas de ré-
soudre toutes les ambiguïtés, ni de les éliminer totalement, de sorte que
la probabilité de fausse localisation reste non négligeable pour certaines
positions.
Le deuxième axe d’études a consisté à développer deux ﬁltres particulaires
(GLRT et Swerling I) pour pister une cible en milieu urbain en présence de
multi-trajets :
• Il a été montré par simulation que ces algorithmes, qui prennent en
compte la dynamique de la cible pour lever les ambiguïtés, améliorent
l’estimation de la position de la cible par rapport aux algorithmes de
localisation proposés dans le chapitre précédent.
• Ces algorithmes sont appliqués aux données réelles : les résultats obte-
nus montrent que les ﬁltres particulaires proposés permettent également
d’améliorer les performances de localisation.
• Les bornes de Cramér-Rao a posteriori conditionnelle et non condition-
nelle ont également été calculées pour notre cas particulier. Il ressort que
les performances des ﬁltres particulaires proposés s’approchent de celles
des bornes.
Cependant, il s’avère qu’il existe un écart entre les courbes de performances
des ﬁltres et les bornes de Cramér-Rao a posteriori. Il y a potentiellement
plusieurs raisons parmi lesquelles nous pouvons citer : la présence de fortes
ambiguïtés, la discrétisation de l’espace en cases, ou les amplitudes inconnues
des multi-trajets qui doivent être estimées et donc tendent à augmenter la
variance d’estimation.
Perspectives
Compte tenu du bilan eﬀectué ci-dessus, nous pouvons citer plusieurs pers-
pectives possibles à l’issue de ce travail de thèse :
132
• La prise en compte d’informations autres que les retards comme le dé-
calage Doppler et/ou l’information angulaire des multi-trajets, qui per-
mettent de diminuer les ambiguïtés et d’améliorer les performances de
détection et localisation.
• L’évaluation du nombre de trajets pris en compte pour la localisation
et le pistage de la cible, qui permet d’améliorer les performances de
localisation. Jusqu’à présent, le nombre de trajets pour la localisation
est choisi par l’algorithme de sélection du nombre de trajets. Or, cet
algorithme est développé pour maximiser la probabilité de détection et
peut être sous-optimal pour la localisation. Par exemple, nous avons vu
au chapitre 2 que le fait d’appliquer la sélection du nombre de trajets
dégrade la performance de localisation sur les forts SNRs.
• Un travail plus poussé pour le choix des bornes d’estimation qui per-
mettent de prendre en compte les lobes secondaires liés aux ambiguïtés.
Le calcul de ces bornes devrait pouvoir permettre de prédire, à partir
d’une géométrie donnée, les capacités de localisation du système radar
around-the-corner en fonction de la position de la cible. En particulier
cela pourrait permettre d’évaluer l’utilisation du radar en fonction de la
géométrie considérée.
• L’évaluation de l’impact de la géométrie de la scène et de la bande du
signal émis sur la robustesse des algorithmes. Il nous faudra chercher un
bon compromis entre la résolution distance (liée à la bande du signal
émis) permettant de séparer les trajets et la robustesse aux « détails »
de la scène. Pour être plus précis, une bande plus large permet de mieux
séparer les trajets, mais en même temps rend le système plus sensible aux
détails de la scène. Ces détails ne sont pas toujours connus et peuvent
causer des ambiguïtés pour les algorithmes de localisation quand nous
utilisons un modèle simpliﬁé de la géométrie de la scène où les détails ne
sont pas modélisés.
• L’extension aux problèmes multi-cibles. Nous nous sommes restreints
au cas monocible dans le cadre de cette thèse, car cela permettait une
meilleure compréhension des diﬀérents phénomènes en jeu, et que les trai-
tements étaient également simpliﬁés, au vu de la complexité du problème.
L’extension au problème multi-cibles nécessite plus d’eﬀorts pour gérer
les problèmes d’association cibles/trajets, d’ambiguïtés pour la détection
des cibles (car nombre de cibles inconnu), etc.
• La prise en compte d’un modèle 3D pour certains conﬁgurations ou be-
soins spéciﬁques.
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Annexes

Annexe A
Dérivation de PFA et Pd pour les
algorithmes FMU et SLC
PFA pour l’algorithme FMU
Sous l’hypothèseH0 et en absence de la cible, T �FMU(x, y) = TFMU(x, y)/(σ2/2)
suit une loi du χ2 centrée à 2M(x, y) degrés de liberté [Scharf 94]. La probabi-
lité de fausse alarme peut être calculée à partir de la fonction de distribution
cumulative de la loi de χ2 centrée :
PFA = 1−
γ
�
M(x, y), λ
�
FMU
2
�
Γ(M(x, y)) ,
où Γ(N) et γ(N, x) sont les fonctions gamma et les fonctions gamma incom-
plètes inférieures respectivement. Donc le seuil de la distribution TFMU(x, y)
pour avoir une probabilité de fausse alarme PFA est fourni par :
λFMU =
σ2
2 λ
�
FMU = σ2γ−1(M(x, y),Γ(M(x, y))(1− PFA)).
Pd pour l’algorithme FMU
Sous l’hypothèse H1 et en présence de la cible, T �MPF (x, y) suit une loi de
χ2 non-centrée à 2M(x, y) degrés de liberté et de paramètre de non centra-
lité pc =� R(x, y)α �2 /σ2 [Scharf 94]. La probabilité de détection peut être
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calculée par :
Pd(FMU) = P (TFMU(x, y) > λMPF )
= P (T �FMU(x, y) > λ
�
MPF )
=
� ∞
λ
�
MPF
fχ2(y)dy,
où fχ2 est la densité de probabilité de la distribution χ2 :
fχ2(y) =
1
2 exp (−(y + pc)/2)
�
y
pc
�(M(x,y)−1)/2
× IM(x,y)−1(√pcy).
Notons x = √y, nous avons
Pd(FMU) =
� ∞
√
λ
�
MPF
exp
�
−(x2 + pc)/2
�
× x
�
x2
pc
�(M(x,y)−1)/2
IM(x,y)−1(
�
pcx2)dx
= QM(x,y)
�� R(x, y)α �
σ
,
�
λ�FMU
�
,
en utilisant la déﬁnition de la fonction Q de Marcum fournie par l’équation
(2.19)[Shnidman 89].
La dérivation de PFA et Pd pour l’algorithme SLC est similaire car T �SLC(x, y) =
TSLC(x, y)/σ2, qui est une somme de carrés de variables gaussiennes, devrait
également suivre une loi du χ2 centrée sous l’hypothèse H0 et non-centrée sous
l’hypothèse H1 avec le paramètre de non centralité
�
i∈Ω(x,y) | [R(x, y)α]i |2.
138
Annexe B
Démonstration de la proposition 1
Nous allons considérer les deux probabilités de détection P (n)d (α1:n) et P
(n+1)
d (α1:n+1)
lorsque n et n+1 trajets sont pris en compte respectivement. Nous supposons
que les trajets sont relativement séparés, alors r(τi) et r(τj) sont non corrélés
pour toutes les paires (i, j) et sans perte de généralité que |α1| ≥ |α2| ≥ ... ≥
|αn+1|. Ainsi, les probabilités de détection du détecteur FMU avec n et n + 1
trajets sont respectivement fournies par :
P
(n)
d (α1:n) = Qn
����2 n�
k=1
|αk|2,
√
2tn

= Qn
��
2β2,
√
2tn
�
,
et
P
(n+1)
d (α1:n+1) = Qn+1

����2 n+1�
k=1
|αk|2,
�
2tn+1

= Qn+1
��
2
�
β2 + |αn+1|2
�
,
�
2tn+1
�
,
où β2 = �nk=1 |αk|2, tn = γ−1(n,Γ(n)(1−Pfa)), tn+1 = γ−1(n+1,Γ(n+1)(1−
Pfa) et la fonction Q de Marcum est déﬁnie par :
QM(a, b) =
� ∞
b
x
�
x
a
�M−1
exp
�
−x
2 + a2
2
�
IM−1(ax)dx
Notons
ΔPn+1(β, |αn+1|) = P (n+1)d (α1:n+1)− P (n)d (α1:n),
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il vient que
ΔPn+1(β, |αn+1|) = Qn+1
��
2
�
β2 + |αn+1|2
�
,
�
2tn+1
�
−Qn
��
2β2,
√
2tn
�
.
La simulation numérique montre qu’il existe |α�| ∈ (0, |αn|) pour queΔPn+1(β, |αn+1|) >
0 quand |αn+1| > |α�| et ΔPn+1(β, |αn+1|) < 0 quand |αn+1| < |α�|. De manière
asymptotique, nous montrons que :
• (*) : ΔPn+1(β, |αn+1|) augmente avec |αn+1|,
• (**) : ΔPn+1(β, 0) < 0 et ΔPn+1(β, |αn+1| = |αn|) > 0 , sous l’hypothèse
que β est suﬃsamment grand.
Pour prouver (*), remarquons que
∂ΔPn+1(β, |αn+1|)
∂ |αn+1| =
∂Qn+1
��
2
�
β2 + |αn+1|2
�
,
√
2tn+1
�
∂ |αn+1| .
et que
∂Qn+1
��
2
�
β2 + |αn+1|2
�
,
√
2tn+1
�
∂ |αn+1| > 0,
car QM (a, b) croît avec a [Gil 14]. Ainsi
∂ΔPn+1(β, |αn+1|)
∂ |αn+1| > 0.
Donc, ΔPn+1(β, |αn+1|) augmente quand |αn+1| augmente dans l’intervalle
[0; |αn|]. (*) est prouvé !
Pour prouver (**), nous pouvons écrireΔPn+1(β, 0) = Qn+1
�
β
√
2,
√
2tn+1
�
−
Qn
�
β
√
2,
√
2tn
�
. A partir de [Nuttall 75], [Esposito 68] et [Yu 12], nous avons :
∂QM(a, b)
∂a
= a [QM+1(a, b)−QM(a, b)]
= a
�
b
a
�M
exp
�
−a
2 + b2
2
�
IM (ab) .
Puis, notons
fn+1(β) =
∂ΔPn+1(β, 0)
∂β
= β−n+1
√
2t(n+1)/2n+1 exp
�
−
�
β2 + tn+1
��
In
�
2β
√
tn
�
×
 1
β
In+1 (2β
√
tn+1)
In
�
2β
√
tn
� − tn/2n
t
(n+1)/2
n+1
exp(tn+1 − tn)
,
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Nous avons β−n+1
√
2t(n+1)/2n+1 exp [− (β2 + tn+1)] In
�
2β
√
tn
�
> 0 et à partir de
[AlHasan 13] :
lim
β→+∞
1
β
In+1 (2β
√
tn+1)
In
�
2β
√
tn
� = lim
β→+∞
1
β
4
�
tn
tn+1
exp (2β√tn+1)
exp
�
2β
√
tn
�
= +∞
(car tn+1 > tn). En outre, t
(n)/2
n
t
(n+1)/2
n+1
exp(tn+1 − tn) est une constante positive.
Donc,
lim
β→+∞
fn+1(β) = +∞.
Comme la fonction fn+1(β) est continue pour β ∈ (0,+∞) ; il existe donc β1
de sorte que pour tout β > β1, fn+1(β) est positif. C’est-à-dire, ΔPn+1(β, 0)
augmente dans l’intervalle [β1,+∞]. En outre, ΔPn+1(β, 0) est continue et
lim
β→+∞
ΔPn+1(β, 0) = 1− 1 = 0. Donc ΔPn+1(β, 0) < 0 pour tout β > β1.
De la même manière, nous pouvons montrer qu’il existe β2 tel queΔPn+1(β, |αn+1| =
|αn|) > 0 pour tout β > β2.
Alors, prenons β0 = max(β1, β2), il vient que pour tout β > β0 :ΔPn+1(β, 0) <
0 et ΔPn+1(β, |αn+1| = |αn|) > 0. (**) est prouvé !
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Titre :  Radar « Around the corner » : détection et localisation de cibles masquées en milieu urbain  
Mots clés :  Radar ‘’around the corner’’, Détection, Multi-trajets, NLOS, pistage, Filtre particulaire, 
Localisation, Milieu urbain 
Résumé :  Les applications des techniques radar au milieu urbain constituent un domaine 
émergent. Une des difficultés principales est liée à la complexité du milieu de propagation induit 
par les bâtiments présents dans la scène. En effet, la présence de ces bâtiments génère d’une 
part des zones d’ombre à l’intérieur desquelles une cible n’est pas en visibilité directe, et d’autre 
part de nombreux multi-trajets produits par les possibles réflexions et diffractions sur les surfaces 
environnantes. Ces multi-trajets sont souvent vus comme une gêne, limitant les capacités de 
détection en radar. Or ils peuvent aussi être exploités à l’avantage du radar afin de détecter et 
localiser des cibles situées dans les zones d’ombre (cible en NLOS). 
L’objectif de ce travail de thèse est donc la mise en place de méthodes de traitement du signal 
permettant  
la détection et la localisation d’une cible en NLOS en milieu urbain et l’application de ces 
techniques pour détecter et localiser une cible en NLOS à partir de signaux réels.  
Pour cela, nous avons proposé dans un premier temps deux solutions pour la détection et la 
localisation de la cible en exploitant les multi-trajets. Dans un deuxième temps, nous avons 
développé deux filtres particulaires pour pister une cible en milieu urbain en présence de multi-
trajets. Ces algorithmes ont été appliqués aux données réelles issues d’une expérimentation et 
ont montré des résultats prometteurs : même avec une connaissance approximative de la 
géométrie de la scène, il a été possible de détecter, localiser et suivre une cible en exploitant 
uniquement l’information fournie par les retards des multi-trajets. 
 
Title :  Around the corner radar: detection and localization of an NLOS target in urban environment  
Keywords :  Around the corner radar, Detection, Localization, Multipath, NLOS, Particle filter, 
Radar, Tracking, Urban environment 
Abstract :  The applications of radar techniques to the urban environment constitute an 
emerging subject. One of the main difficulties is related to the complexity of the propagation 
environment induced by the buildings present in the scene. Indeed, the presence of these 
buildings generates on the one hand shadow areas within which a target is not in line of sight, 
and on the other hand, many multipaths produced by reflections and diffractions on the 
surrounding surfaces. Classically, these multipaths are often seen as an inconvenience, limiting 
radar detection capabilities. However, these multipaths can also be exploited to the advantage of 
the radar to detect and locate targets located in the shadow areas (target in NLOS). 
The objective of this thesis work is therefore to develop signal processing methods allowing the 
detection and localization of a target located in shadow areas in urban environment and to apply 
these techniques for detecting and locating a target in NLOS from realistic or even real signals.  
For this, we first proposed two solutions for detection and localization of a target by exploiting 
multipath information. In a second step, we developed two particle filters to track a target in urban 
environment in the presence of multipaths. These algorithms have been applied to real data and 
showed promising results: even with an approximate knowledge of the geometry of the scene, it 
has been possible to detect, locate and track a target by exploiting only the information on 
multipath delays. 
 
