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1. Topological preliminaries
We discuss about the weak and weak star topologies on a normed
linear space. Our aim is to prove the well known Banach-Alaouglu
theorem and discuss some of its consequences, in particular, character-
izations of reflexive spaces.
In this section we briefly revise topological concepts that are required
for our purpose.
Definition 1.1. Let X be a non empty set and τ ⊆ P(X), the power set
of X. Then τ is said to be a topology on X if the following conditions
holds true:
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(1) ∅, X ∈ τ
(2) if Uα ∈ τ, α ∈ Λ, then
⋃
α∈Λ
Uα ∈ τ
(3) if Fi ∈ τ for i = 1, 2, . . . , n, then
n⋂
i=1
Fi ∈ τ .
The pair (X, τ) is said to be a topological space.
The members of τ are called open sets.
Let X be a non empty set. Then τi = {{∅}, X} and τd = P(X) are
topologies and are called as the indiscrete topology and the discrete
topology, respectively. Note that if τ is any other topology on X , then
τi ⊂ τ ⊂ τd.
Let τ1 and τ2 be two topologies on X . Then we say that τ1 is weaker
than τ2 if τ1 ⊆ τ2. In this case, τ2 is said to be stronger than τ1. Clearly,
the weak topology contains less number of open sets than the stronger
topology.
We recall the following two occasions:
(i) Let H = ℓ2 and {en : n ∈ N} be the standard orthonormal basis
for H . Recall that en(m) = δn(m), the Dirac delta function.
Then for m,n ∈ N, we have ‖en − em‖2 =
√
2. Hence the
sequence (en) is not convergent.
(1) The unit ball BH = {x ∈ H : ‖x‖2 = 1} is not compact. In
general, the unit ball BX in a normed linear space X is compact
if and only if the normed linear space X is finite dimensional.
The above examples suggests that in infinite dimensional spaces, the
compact sets and convergent sequences are a few. Since compact sets
are very important in Mathematical Analysis and Applications, it is not
suggestible to consider the norm topology. Hence we look at weaker
topologies so that we can get more compact spaces and convergent
sequences.
Before discussing the weak topologies on normed linear spaces we
recall the notions of basis and subbasis and some relevant concepts
which we need later.
A collection B ⊆ P(X) is called a basis for a topology on X if and
only if
(1) for every x ∈ X , there exists B ∈ B such that x ∈ B
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(2) if B1, B2 ∈ B and x ∈ B1 ∩ B2, then there exists B ∈ B such
that x ∈ B ⊆ B1 ∩ B2.
The topology generated by B is given by the following rule:
A set U in X is said to be open in X if for all x ∈ U , there exists
B ∈ B such that x ∈ B ⊆ U .
In this case the topology generated by B is given by τB =
⋃
B∈B
B.
Let (X, τ) be a topological space and B ⊆ τ . Then B is a basis for τ
if for every U ∈ τ and x ∈ U , there exists B ∈ B such that x ∈ B ⊆ U .
Let S ⊂ P(X). Then the smallest topology containing S is the
intersection of all topologies onX containing S (the discrete topology is
one such topology). In fact, this is nothing but the topology generated
by S.
Let B and B′ be bases for the topologies τ and τ ′, respectively. Then
the following are equivalent:
(1) τ ⊆ τ ′
(2) if B ∈ B and x ∈ B, there exists B′ ∈ B′ such that x ∈ B′ ⊆ B.
Definition 1.2. Let X be a set. Then a sub-basis is a collection S ⊆
P(X) such that
⋃
S∈S
S = X. The topology generated by S is defined by
the rule: U ⊆ X is open if for each x ∈ U we can find S1, S2, . . . , Sn ∈ S
such that x ∈ S1 ∩ S2 ∩ · · · ∩ Sn ⊂ U .
Definition 1.3. Let X be a topological space with topology τ . Then
S ⊆ τ is a sub-basis for X if for each open set U and each x ∈ U , there
exist finitely many S1, S2, . . . , Sn ∈ S such that x ∈ S1∩S2∩· · ·∩Sn ⊂
U .
If S is a subbasis for a topology τ on X , then
B :=
{ ⋂
α∈F
Sα : F is a finite subset of Λ
}
forms a basis for τ . This means that
τ =
{ ⋃
F∈F
⋂
S∈F
S : F ⊂ S<w
}⋃
{∅, X},
where S<w is the set of all finite subsets of S.
The topology generated by the subbasis S is the smallest topology
containing S.
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Here we list out some more definitions and basic results:
(1) In a topological space (X, τ) a set N ⊂ X is said to be a neigh-
bourhood of a point x ∈ X if there exists an open set U such
that x ∈ U ⊂ N .
(2) A subset A of X is closed, if Ac, the complement of A is open.
Since the intersection of a collection of closed sets is closed, ev-
ery subset A of X is contained in a unique minimal closed set
A = {x ∈ X : every neighbourhood of x intersects A}, called the
closure of A.
(3) A topological space (X, τ) is said to be Hausdorff if for any two
points x, y ∈ X with x 6= y, there exists two disjoint open sets
Ux and Uy such that x ∈ Ux and y ∈ Uy.
(4) A sequence (xn) in X is said to converge to x ∈ X , if for every
open set U of x, there exists n0 ∈ N such that xn ∈ U for all
n ≥ n0. Note that if X is Hausdorff, then xn converge to a
unique limit in X .
(5) Let (X, τ1) and (Y, τ2) be topological spaces and f : X → Y be
a function. Then f is said to be continuous if for every open
set V ∈ τ1, f−1(V ) ∈ τ1.
(6) Let (X1, τ1) and (X2, τ2) be two topological spaces. Then the
collection B := {U × V : U ∈ τ1, V ∈ τ2} forms a basis for a
topology on X1 ×X2, and is called as the product topology.
(7) If (Xi, τi) is topological space for i = 1, 2, . . . , n. Then we can
define the product topology by the similar way.
(8) Let {Xα}α∈J be a family of topological spaces. Let X =
∏
α∈J
Xα
and πβ : X → Xβ be the projection defined by
πβ((xα)α∈J) = xβ .
Let Sβ = {π−1β (Uβ)|Uβ is open in Xβ} and S =
⋃
β∈J Sβ. The
topology generated by the subbasis S is called the product
topology and the space X with this topology is called the prod-
uct space.
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(9) Let (X, τ) be a topological space. A collection A = {Ui}i∈I of
open subsets of X such that X = ∪i∈IUi is called an open cover
of X . A subcollection B ⊆ A is called a subcover if the union
of the sets in B also cover X . A subcover is finite if it contains
finitely many open sets.
(10) Let (X, τ) be a topological space. Then X is compact if every
open cover has a finite subcover.
(11) (Tychonoff theorem) If each Xα is compact, then X =
∏
α∈J
Xα
is compact with respect to the product topology.
2. Weak Topology
Let X be a non empty set and (Xα, τα)α∈Λ be a family of topological
spaces. Let F := {fα : X → Xα : α ∈ Λ}.
Question 2.1. Define a topology τ on X in such a way that each
f ∈ F is continuous with respect to τ .
Suppose if we take τ to be the discrete topology, then each f ∈ F
is continuous with respect to τ . But, we know that the eventually
constant sequences are the only convergent sequences and only finite
sets are compact in this topology, so we avoid this. Hence we rephrase
the above question as follows.
Question 2.2. Find the smallest topology τ such that each f ∈ F is
continuous with respect to τ .
Since we expect each fα to be continuous with respect to τ , if Uα ∈
τα, then f
−1
α (Uα) ∈ τ . If τ is topology, then arbitrary unions of finite in-
tersection of f−1α (Uα) should be in τ . Let S := {f−1α (Uα) : Uα ∈ τα, α ∈ Λ}.
Then the topology generated by S is the required topology. This topol-
ogy is called the weak topology generated by F .
Definition 2.3. Let X be a non empty set and (Xα, τα) be a family
of topological spaces indexed by Λ. The weak topology generated by the
family of functions F = {fα : X → Xα} is the topology generated by
the subbasic open sets {f−1α (Uα) : Uα ∈ τα, α ∈ Λ}.
We denote the topology generated by F on X by σ(X,F).
Remark 2.4. Let F1 and F2 be family of functions from X into
Yα (α ∈ Λ) such that F1 ⊆ F2. Then σ(X,F1) is weaker than σ(X,F2).
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2.1. Examples.
(1) Let (X, d) be a metric space and u ∈ X . Define fu : X → R by
fu(x) = d(x, u), x ∈ X.
Let F = {fu : u ∈ X}. We would like to find out σ(X,F).
Let r > 0. Then
f−1u (−r, r)) = {x ∈ X : fu(x) < r}
= {x ∈ X : d(u, x) < r}
= B(u, r),
the open ball centered at u with radius r. Hence the topology
generated by the family of functions F is the metric topology.
(2) Let X = C[a, b] := {f : [a, b]→ R : f is continuous} (a, b ∈
R, a < b) and x ∈ X . Define ex : X → R by
ex(f) = f(x), f ∈ X.
Let F = {ex : x ∈ X}. Then σ(X,F), the weak topology gener-
ated by F is called the topology of pointwise convergence on X .
(3) Let (Xα, τα) (α ∈ Λ) be topological spaces and X = Πα∈ΛXα.
That is,
X = {x : Λ→ ∪Xα : x(α) ∈ Xα}.
Note that X 6= ∅, by the Axiom of Choice. Let x ∈ X . Then
x = (xα)α∈Λ. Define Pα : X → Xα by Pα(x) = xα. Then
each Pα is a projection. The weak topology generated by F =
{Pα : α ∈ Λ} has the subbasis of the form
{P−1α (Uα) : α ∈ Λ, Uα ∈ τα}.
But this is the product topology on X . Hence σ(X,F) coincide
with the product topology on X .
2.2. Properties.
Theorem 2.5. Let (X, τ) be a topological space and F = {fα : X → Xα}
be a family of continuous functions from X into the topological space
(X, τα). Then σ(X,F), the weak topology generated by F is weaker
than τ .
WEAK TOPOLOGIES 7
Let Xα = F (F = R or C) and fα : X → Xα be a function. Let
F := {fα : α ∈ Λ}. Let G := {F ⊂ Λ : F is finite}. Then the weak
topology generated by F has the basis
B :=
{ ⋂
α∈F
f−1α ((−ǫ, ǫ)) : F ∈ G, ǫ > 0
}
.
Hence a set U is open in the weak topology of X if and only if given
x ∈ U , there exists α1, α2, . . . , αn ∈ Λ such that x ∈ ∩ni=1f−1αi (−ǫi, ǫi) ⊂
U . This is implies that |fαi(x)| < ǫi for i = 1, 2, . . . , n.
A subbasic open set containing a point x0 ∈ X is of the form
f−1α
(
fα(x0) − ǫ, fα(x0) − ǫ,
)
for each α ∈ Λ and for each ǫ > 0. In
fact, this is nothing but {x ∈ X : |fα(x)− fα(x0)| < ǫ}, for all choices
of α ∈ Λ and for all choices of ǫ > 0.
A basic open set containing x0 ∈ X is nothing but the finite inter-
section of subbasic open sets. Hence it can be of the form:
B(x0; f1, f2, . . . , fn : ǫ) := {x ∈ X : |fi(x)− fi(x0)| < ǫ},
for fi ∈ F , i = 1, . . . , n, (n ≥ 1) and ǫ > 0.
The following properties can be proved easily.
Proposition 2.6. (1) x0 ∈ B(x0; f1, f2, . . . , fn; ǫ)
(2) Let gi ∈ F , i = 1, 2, . . . , m. Let B1 = B(x0; f1, f2, . . . , fn; ǫ1), B2 =
B(x0; g1, g2, . . . , gm; ǫ2) and ǫ = min {ǫ1, ǫ2}. Then
B(x0; f1, f2, . . . , fn, g1, g2, . . . , gm; ǫ) ⊆ B1 ∩B2.
(3) if x1 ∈ B(x0, f1, f2, . . . , fn; ǫ), then there exists δ > 0 such that
B(x1, f1, f2, . . . , fn; δ) ⊂ B(x0, f1, f2, . . . , fn; ǫ)
(4) Let x0, y0 ∈ X with x0 6= y0 and ǫ1, ǫ2 > 0. Let x ∈ B(x0 :
f1, f2, . . . , fn; ǫ1) ∩ B(y0 : g1, g2, . . . , gm; ǫ2). Then there exists
δ > 0 such that B(x : f1, f2, . . . , fn, g1, g2, . . . , gm; δ) ⊆ B1 ∩B2
(5) Let x0, y0 ∈ X with x0 6= y0. Assume that there exists f ∈ F
such that f(x0) 6= f(y0). Then B
(
x0, f,
ǫ
2
) ∩ B(y0, f, ǫ
2
)
= ∅.
From now onwards, we can consider weak topologies on normed lin-
ear spaces.
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Let X be a normed linear space over a field F (here F = C or R)
and F = X∗, the dual space of X . Recall that
X∗ := {f : X → C : f is linear and continuous}.
Definition 2.7. Let X be a normed linear space and X∗ denote the
dual space of X. Then the weak topology on X is σ(X,X∗), the weak
topology generated by members of X∗.
Note that a subbasic open set about x0 ∈ X is of the form:
V (x0, f, ǫ) := {x ∈ X : |f(x)− f(x0)| < ǫ} for all f ∈ X∗, and ǫ > 0
and a basic open set about x0 ∈ X in the topology σ(X,X∗) is of the
form:
B(x0; f1, f2, . . . , fn; ǫ) =
{
x ∈ X : |fi(x)− fi(x0)| < ǫ
}
,
for all choices of fi ∈ X∗, i = 1, 2, . . . , n (n ≥ 1) and ǫ > 0.
Note that the topology σ(X,X∗) is weaker than the norm topology
of X . That is, every weakly open set is open with respect to the norm
topology.
Proposition 2.8. The topology σ(X,X∗) is Hausdorff.
Proof. Since X 6= {0}, choose x ∈ X . Then by the Hahn-Banach
theorem there exists a 0 6= f ∈ X∗ such that f(x) = ‖x‖. Now, the
conclusion follows by Property (4) of Proposition 2.6. 
Let X be a normed linear space and a sequence (xn) ⊂ X converges
to x ∈ X weakly, then we denote this by xn w−→ x.
Theorem 2.9. Let X be a normed linear space and (xn) ⊂ X. Then
xn
w−→ x ∈ X if and only f(xn) converges to f(x) for all f ∈ X∗.
Proof. Suppose xn
w−→ x. Let f ∈ X∗ and ǫ > 0 be given. Then
U = {y ∈ X : |f(y)− f(x)| < ǫ} is a weakly open set containing x.
Choose n0 ∈ N such that xn ∈ U for all n ≥ n0. From this we can
conclude that f(xn)→ f(x).
To prove the other way, assume that f(xn) → f(x) for all f ∈ X∗.
Let U be a weakly open set containing x. Choose a δ > 0 and fi ∈
X∗, i = 1, 2, . . . , m such that{
y ∈ X : |fi(x)− fi(y)| < ǫ : i = 1, 2, . . . , m
} ⊂ U.
As fj(xn) → fj(x) for each j = 1, 2, . . . , m, there exists nj ∈ N such
that |fj(xn)−fj(x)| < ǫ for all n ≥ nj . Let n0 = max {nj : j = 1, 2, . . . , m}.
Then for n ≥ n0, we have
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|fj(xn)− fj(x)| < ǫ for all n ≥ n0.
That is xn ∈ U for all n ≥ n0. Hence xn w−→ x. 
Remark 2.10. By the same arguments as above, we can prove Theo-
rem 2.9 by replacing nets in place of sequences.
Exercise 2.11. Show that if xn
w−→ x and yn w−→ y and α ∈ C, then
(i) xn + yn
w−→ x+ y
(ii) αxn
w−→ αx.
Exercise 2.12. Let H be a Hilbert space and (xn) ⊂ H. Show that
xn
w−→ x if and only if 〈xn, y〉 → 〈x, y〉 for every y ∈ H.
Remark 2.13. If H is a separable Hilbert space with a countable
orthonormal basis {en : n ∈ N}, then en w−→ 0 as n→∞.
Here we recall some of the basic theorems from Functional Analysis,
which we need later.
Proposition 2.14. Let X be a non zero normed linear space. If x ∈ X,
then there exists 0 6= f ∈ X∗ such that f(x) = ‖x‖ and ‖f‖ = 1. In
other words, we can say that if X 6= {0}, then X∗ 6= {0}.
Theorem 2.15. (Hahn-Banach Separation theorem) Let A and B be
disjoint non empty convex sets in a real Banach space X. Then A
and B can be separated by a hyperplane, i.e. there exists a non zero
functional f ∈ X∗ and a real number c such that
f(x) ≤ c < f(y) for all x ∈ A and y ∈ B.
Theorem 2.16. (Banach-Steinhauss theorem) Let X be a Banach
space and Y be a normed linear space over a field K. Suppose (Tn) ⊂
B(X, Y ), the space of all bounded linear maps from X to Y . Assume
that Tnx → Tx for all x ∈ X. Then T ∈ B(X, Y ) and ‖T‖ ≤
lim inf
n
‖Tn‖.
Proposition 2.17. Let X be a Banach space. Suppose (xn) ⊂ X be
such that xn
w−→ x. Then
(a) (xn) is bounded and
(b) ‖x‖ ≤ lim inf
n
‖xn‖.
Proof. Let exn : X
∗ → K be the evaluation map. That is exn(f) =
f(xn) for all f ∈ X∗. Since xn w−→ x, it follows that exn(f)→ ex(f) for
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all f ∈ X∗. Hence by the Banach-Steinhauss theorem, we can conclude
that ex is bounded and ‖ex‖ ≤ lim inf
n
‖exn‖. Now, the result follows
as ‖ey‖ = ‖y‖ for any y ∈ X . 
Exercise 2.18. Let (xn) be a sequence in an inner product X such that
xn
w−→ x ∈ X and ‖xn‖ → ‖x‖ as n→∞. Show that xn → x.
Definition 2.19. Let (X, d) be a metric space and f : X → R be a
function. Then f is said to be lower semi continuous (weakly lower
semicontinuous) if xn → x (xn w−→ x) implies f(x) ≤ lim infn f(xn).
We can conclude that the function ‖ · ‖ is a weakly lower semicon-
tinuous on a normed linear space with respect to the weak topology.
Definition 2.20. A topological vector space is a vector space V over
a field K with a topology τ on it such that the vector space operations
+ (vector addition) and · (scalar multiplication) are continuous with
respect to the topology τ .
Example 2.21. Let X be a normed linear space over a field K. Then
(X, σ(X,X∗)) is a topological vector space.
Now we discuss about bounded sets in the weak topology.
Definition 2.22. (weakly bounded set) Let X be a normed linear space
and A ⊂ X. Then A is said to be weakly bounded if f(A) is bounded
for all f ∈ X∗. That is, for each f ∈ X∗, there exists Mf > 0 such
that |f(a)| ≤Mf for all a ∈ A.
Remark 2.23. Every bounded set in a normed linear space is weakly
bounded. To see this, let A be a bounded subset of X . Then there
exists a positive number K such that ‖a‖ ≤ K for all a ∈ A. For
f ∈ X∗, we have that
|f(a)| ≤ ‖f‖‖a‖ ≤ K‖f‖.
Taking Mf = K‖f‖, we can conclude that A is weakly bounded.
What about the converse? Is every weakly bounded set bounded?.
Surprisingly, this is true and is an important application of the Uniform
Boundedness Principle.
Proposition 2.24. Let C be a convex set in a normed linear space X.
Then C is closed if and only if C is weakly closed.
Proof. Suppose that C is weakly closed. Then Cc, the complement of
C is weakly open and hence open. Hence C is closed.
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On the other hand, let C be closed. Let x0 /∈ C. Then d :=
d(x0, C) > 0. Let D := {x ∈ X : d(x0, x) < d}. By the Hahn-Banach
separation theorem, there exists f ∈ X∗ such that
s := sup
x∈C
f(x) < inf
x∈D
f(x).
Now, let us consider U := {x ∈ X : f(x) > s}. Then U is weakly open
in X and U ∩C = ∅. Thus x0 ∈ U ⊂ Cc. Therefore Cc is weakly open,
consequently, C is closed. 
Corollary 2.25. Let X be a Banach space and x1, x2, . . . ,∈ X. If
xn
w−→ x, then there exists a convex combination yk of (xn) such that
yk → x as k →∞.
Proof. Let C = co{xn : n ∈ N}, the closure of the convex hull of
{xn : n ∈ N}. Then clearly, C is a closed convex set. Now the con-
clusion follows by Proposition 2.24. 
Theorem 2.26. Let (X, ‖ · ‖) be a finite dimensional normed linear
space. Then the weak and the norm topologies on X are the same.
Proof. Since every weak topology is weaker than the norm topology,
every weak open set is open in the norm topology.
To prove the other way, let U be an open set in the norm topology.
Let {e1, e2, . . . , en} be a basis for X . If x ∈ X , there exists unique
(α1, α2, . . . , αn) ∈ Rn such that x =
n∑
i=1
αiei. Define ‖x‖∞ = max
1≤i≤n
‖αi‖.
It is easy to check that ‖ · ‖∞ is a norm on X . Since all norms on a
finite dimensional space are equivalent, the topology given by ‖ · ‖∞
and ‖ · ‖ are the same. Since U is open in the topology given by ‖ · ‖, it
is open in the topology given by ‖ · ‖∞. This means that given x ∈ U ,
there exists ǫ > 0 such that B∞(x, ǫ) ⊂ U , where
B∞(x, ǫ) = {y ∈ X : ‖x− y‖∞ < ǫ}
= {y ∈ X : |yi − xi| < ǫ, for all i = 1, 2, . . . , n}.
Note that U =
⋃
x∈U
B∞(x, ǫ).
Now define fi : X → R (i = 1, 2, . . . , n) by
fi(x) = αi, for all x =
n∑
j=1
αjej .
Then each fi ∈ X∗ and
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B∞(x, ǫ) = {y = (yi) ∈ X : |fi(y − x)| < ǫ, for all i = 1, 2, . . . , n}
= B(x, f1, f2, . . . , fn, ǫ).
Therefore U is weakly open. 
Next, we show that if X is an infinite dimensional normed linear
space, then the weak and the norm topologies are different. First we
prove some basic results needed from Linear algebra.
Proposition 2.27. Let V1, V2, V3 be normed linear spaces over K and
f : V1 → V3, g : V1 → V2 be linear maps. Then there exists a linear
map h : V2 → V3 such that
f = hog ⇔ g−1(0) ⊆ f−1(0).
Proof. Assume that g−1(0) ⊂ f−1(0). Define h : g(V1)→ V3 by
h(g(x)) = f(x), for all x ∈ V1.
First we claim that h is well defined. Let x1, x2 ∈ V1 be such that
g(x1) = g(x2). Then x1−x2 ∈ g−1(0) ⊂ f−1(0). That is f(x1) = f(x2).
Hence h is well defined. Now, extend h to a linear map on V2. Again
denote the extension by h. Then clearly, h(g) = f .
The other implication is clear. 
Lemma 2.28. Let f1, f2, . . . , fn be linear functional on a normed lin-
ear space X such that
n⋂
i=1
f−1i (0) ⊆ f−1(0). Then there exists scalars
α1, α2, . . . , αn such that f =
n∑
i=1
αifi.
Proof. Take V1 = X, V2 = R
n, V3 = R, f = f and g(x) =
(f1(x), f2(x), . . . , fn(x). Applying Proposition 2.27, we get a linear
map h : Rn → R such that f(x) = h(g(x)) for all x ∈ X . The map h
can be written as
h(y) =
n∑
i=1
αiyi for some α1, α2, . . . , αn and for every y = (yi) ∈ Rn.
Therefore f(x) =
n∑
i=1
αifi(x) for every x ∈ X . 
Theorem 2.29. Let X be an infinite dimensional normed linear space
and U be a weak open set in X. Then U is not bounded.
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Proof. Let O be a non empty weak open set in X . Assume that 0 ∈ O.
Choose ǫ > 0 and f1, f2, . . . , fn ∈ X∗ such that
{x ∈ X : |fi(x)| < ǫ, i = 1, 2, . . . , n} ⊂ O.
Let N := {x ∈ X : fi(x) = 0, i = 1, 2, . . . , n} =
n⋂
i=1
f−1i (0).
We claim that N 6= {0}. If N = {0}, then for every f ∈ X∗, we
have N ⊂ f−1(0). Hence there exists scalars α1, α2, . . . , αn such that
f =
∑n
i=1 αifi for all f ∈ X∗, from which we can conclude that X∗ is
finite dimensional. This is a contradiction. Hence there exists x ∈ X
such that x ∈ N . Let λ ∈ F. Then λx ∈ N . Thus N is not bounded
and N ⊂ {x ∈ X : |fi(x)| < ǫ, i = 1, 2, . . . , n
} ⊂ O. This concludes
that O is unbounded. 
Remark 2.30. If X is infinite dimensional normed linear space, then
the open unit disc {x ∈ X : ‖x‖ < 1} is open in the norm topology.
But it cannot be open in the weak topology by Theorem 2.29. Hence
we have the following:
A normed linear space is finite dimensional if and only if the w-topology
and the norm topology are the same.
Theorem 2.31 (Schur’s Lemma). In (ℓ1, ‖ · ‖1), the weak convergence
and the norm convergence are the same. In other words, if (xn) ⊂ X
is a sequence, then xn
w−→ x if and only if xn → x.
Remark 2.32. (1) By Remark 2.30 and Schur’s Lemma, we can
observe that the convergent sequences are not enough to de-
scribe the w-topology. Instead, we need convergent nets for
this purpose.
(2) By Theorem 2.31, we can conclude that Bℓ1 is not compact.
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3. Weak-Star topology
Since X∗ is a normed linear space we can define σ(X∗, X∗∗), the
weak topology on X∗ generated by X∗∗. But we are interested in the
σ(X∗, X), the weak topology generated by X . This can be done as
follows; Note that X can be embedded in X∗∗ by the canonical map
J : X → X∗∗ given by
(3.1) J(x) = jx,
where jx : X
∗ → F is defined by
(3.2) jx(f) = f(x) for all f ∈ X∗.
By definition we have ‖jx‖ = sup {|f(x)| : f ∈ SX∗} = ‖x‖, by a conse-
quence of the Hahn Banach theorem. Thus ‖Jx‖ = ‖x‖ for all x ∈ X .
Hence J is an isometry. We can conclude that X is isometrically iso-
morphic with J(X). If J(X) = X∗∗, we call X to be reflexive.
By the above embedding we can treat X as a subspace of X∗∗.
Definition 3.1. Let X be a normed linear space. The topology σ(X∗, X)
is called the weak star topology (w∗-topology) on X∗.
Note that a set G is an open set in the w∗-topology of X∗ if and only
if for every g ∈ G there exists an ǫ > 0 and x1, x2, . . . , xn ∈ X such
that {
f ∈ X∗ : |(f − g)(xi)| < ǫ
} ⊂ G.
Remark 3.2. Note that the w∗-topology on X∗ is weaker than the
weak topology on X∗∗, since X ⊆ X∗∗. If X is reflexive, then the
w∗-topology on X∗ and the w-topology on X∗ are the same.
If a sequence (fn) ⊂ X∗ converges to f ∈ X∗ in σ(X∗, X), then we
express this by writing fn
w∗−→ f .
Proposition 3.3. Let X be a normed linear space and (fn) ⊂ X∗.
Then fn
w∗−→ f ∈ X∗ if and only if fn(x) converges to f(x) for all
x ∈ X.
Proof. Suppose that fn(x)→ f(x) for all x ∈ X . Let O be a w∗-open
set containing f . There exists an ǫ > 0 and x1, x2, . . . , xm ∈ X such
that {
g ∈ X∗ : |f(xi)− g(xi)| < ǫ, i = 1, 2, . . . , m
} ⊂ O.
We know that fn(xi) → f(xi) for i = 1, 2, . . .m. Choose ni ∈ N such
that
WEAK TOPOLOGIES 15
|fn(xi)− f(xi)| < ǫ for all n ≥ ni.
Let N = max {ni : i = 1, 2, . . . , m}. Then for each i = 1, 2, . . . , m, we
have
|fn(xi)− f(xi)| < ǫ, for all n ≥ N.
Thus fn ∈ O for all n ≥ N . So fn w
∗−→ f .
On the other hand, Let O = {g ∈ X∗ : |f(x)− g(x)| < ǫ} be a w∗-
open set containing f . Since fn
w∗−→ f , there exists n0 ∈ N such that
fn ∈ O for all n ≥ n0. That means, |fn(x) − f(x)| < ǫ for all n ≥ n0.
Hence fn(x)→ f(x). This is true for all x ∈ X . 
Theorem 3.4. Let X be a finite dimensional normed linear space.
Then Then the w∗-topology on X∗ and the norm topology on X∗ coin-
cide
Proof. We know that the w∗-open set is open in the norm topology.
Let O be an open set and f0 ∈ O. Choose ǫ > 0 such that f0+ ǫBX∗ ⊂
O. Let {e1, e2, . . . , en} be a basis for X . Define
|||f ||| := max
1≤i≤n
|f(ei)|, f ∈ X∗.
Then ||| · ||| is a norm on X∗. Since all norms on a finite dimensional
normed linear space are equivalent, there exists a δ > 0 such that
|||f ||| ≤ δ, we have ‖f‖ < ǫ. Then the w∗-open set
{f : max
1≤i≤n
|f(ei)− f0(ei)| < δ}
is contained in {f : ‖f − f0‖ < ǫ}. Hence O is w∗- open. 
Here we list out some more properties of the w∗-topology:
Proposition 3.5. Let X be a normed linear space and (fn) ⊂ X∗.
Then the following hold;
(1) if fn → f in X∗, then fn w
∗−→ f .
(2) if fn
w∗−→ f , then (fn) is bounded and ‖f‖ ≤ lim infn ‖fn‖.
(3) if fn
w∗−→ f and (xn) ⊂ X is such that xn → x ∈ X, then
fn(xn)→ f(x) as n→∞.
Remark 3.6. The w∗-topology on X∗ is Hausdorff.
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4. Banach-Alaouglu theorem
In this section we prove the Banach-Alaouglu’s theorem.
Theorem 4.1 (Alaouglu’s theorem). Let X be a normed linear space
and BX∗ := {f ∈ X∗ : ‖f‖ ≤ 1}. Then BX∗ is w∗-compact in X∗.
Proof. Let x ∈ X . Define Dx = {λ ∈ K : |λ| ≤ ‖x‖} ⊂ K. Then Dx is
compact. By the Tychonoff’s theorem the set D = Πx∈XDx is compact
in the product topology. Let B∗ denote the closed ball BX∗ endowed
with the w∗-topology. Define φ : B∗ → D by
φ(f) = (f(x))x∈X , for all f ∈ B∗.
We claim that φ is one-to-one and continuous. Clearly, φ is linear. If
(φ(x))x∈X = (0), then f(x) = 0 for all x ∈ X . Hence f = 0, that is, φ
is one-to-one.
To show φ is continuous, let (fα) ⊂ B∗ be such that fα w
∗−→ f . Then
fα(x)→ f(x) for all x ∈ X . Consequently,
φ(fα) = (fα(x))x∈X → (f(x))x∈X = φ(f).
This shows that φ is continuous.
If we show that φ(B∗) is a closed subset of D and D being compact
and Hausdorff, we can conclude that φ(B∗) is compact. So our next
task is to show φ(B∗) is closed. Let ξ = (ξu) ∈ D be such that ξ ∈
φ(B∗). Define f : X → C by
f(u) = ξu, for all u ∈ X.
To show that f is linear, let x, y ∈ X and α, β ∈ K. Then for each
n ∈ N, choose fn ∈ B∗ such that |f(x) − fn(x)| < 13n for all x ∈ X .
Thus,
(4.1) |fn(x)−f(x)|+ |fn(y)−f(y)|+ |fn(αx+βy)−f(αx+βy)| < 1
n
.
Linearity of fn and Equation 4.1 imply that
f(αx+ βy) = αf(x) + βf(y).
That is f is linear. Since |ξx| ≤ ‖x‖, we can conclude that ‖f‖ ≤ 1 or
f ∈ B∗. Now by the definition of f , we can conclude that ξ = φ(f) ∈
φ(B∗). Hence φ(B∗) is closed.
Since B∗ and φ(B∗) are homeomorphic, B∗ must be compact. 
Theorem 4.2. Let X be a normed linear space. Then X is isometri-
cally isomorphic to a subspace of C(K), where K = (BX∗ , σ(X
∗, X)).
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Proof. Let x ∈ X and jx ∈ X∗∗ be such that jx(f) = f(x) for all
f ∈ X∗. Let ex = jx|BX∗ . Then clearly, ‖ex‖ = ‖jx‖ = ‖x‖, by
a consequence of the Hahn-Banach extension theorem. Now define a
map η : X → C(K) by
η(x) = ex, for all x ∈ X.
For x, y ∈ X , we have ex+y = ex + ey and eαx = αex for α ∈ K. Using
these observations, we can conclude that η is linear. Since ‖ex‖ = ‖x‖
for any x ∈ X , it follows that ‖η(x)‖ = ‖x‖. That is, η is an isometry.
This means that X and η(X) are isometrically isomorphic. Hence we
can identify X with η(X), which is a subspace of C(K). 
5. Reflexivity
Let X be a normed linear space and Y = X∗. Then we can discuss
σ(Y ∗, Y ∗∗), the w-topology on Y ∗ = X∗∗ and σ(Y ∗, Y ) = σ(X∗∗, X∗),
the w∗-topology on X∗∗. As X ⊆ X∗∗, we can discuss the w-topology
on X induced by X∗∗ and the w∗-topology on X induced by X∗. We
have the following result.
Theorem 5.1. Let X be a Banach space. Then BX
w∗
= BX∗∗ with
respect to the w∗-closure of X∗∗ .
Proof. First we show that BX ⊆ BX∗∗ . Let x ∈ BX . Then jx ∈ X∗∗
and since ‖jx‖ = ‖x‖, it follows that jx ∈ BX∗∗ . There fore BX ⊆ BX∗∗ .
Since BX∗∗ is w
∗-compact, it follows that BX∗∗
w∗
= BX∗∗ with respect
to the w∗ topology of X∗∗. Hence BX
w∗ ⊂ BX∗∗ .
Assume that BX is not w
∗-dense in BX∗∗ . Then there exists ξ0 ∈
BX∗∗ and a w
∗-neighbourhood W of ξ0 such that W ∩ BX = ∅. Note
that W = {ξ ∈ X∗∗ : |fi(ξ)− fi(ξ0)| < ǫ} for some ǫ > 0 and fi ∈ X∗,
for i = 1, 2, . . . , n. As W ∩ BX = ∅, there exists i ∈ {1, 2, . . . , n} such
that
(5.1) |fi(x)− fi(ξ0)| ≥ ǫ, (x ∈ X).
Define Φ : X → (Rn, ‖ · ‖∞) by
(5.2) Φ(x) =
(
f1(x), f2(x), . . . , fn(x)
)
, for all x ∈ X.
Let α = (f1(ξ0), f2(ξ0), . . . , fn(ξ0)). Then by Equation 5.1, we have
that ‖Φ(x) − α‖∞ ≥ ǫ. That is α /∈ Φ(X). Hence {α} and φ(X)
can be separated by a hyperplane in Rn. Hence by the Hahn-Banach
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Separation theorem, there exists (β1, β2, . . . , βn) ∈ Rn ( As (Rn)∗ ≃ Rn
) and β ∈ Rn such that
(5.3)
n∑
i=1
βifi(x) < β <
n∑
i=1
βifi(ξ0) ≤
∥∥∥∥∥
n∑
i=1
βifi
∥∥∥∥∥ .
This implies that
∥∥∥∥∥
n∑
i=1
βifi
∥∥∥∥∥ < β <
∥∥∥∥∥
n∑
i=1
βifi
∥∥∥∥∥ ,
a contradiction. Hence our assumption that W ∩ BX = ∅ is wrong.
This completes the proof. 
Theorem 5.2. Let X be normed linear space over R. Then X is
reflexive if and only if BX is w-compact.
Proof. If X is reflexive, then the weak topology and the weak star
topology on X∗ same. By the Banach-Alaoglu theorem BX∗∗ = BX is
w∗-compact. Hence BX is w-compact.
On the other hand, if BX is w-compact, then BX is w
∗-compact and
hence it must be w∗-closed. But by Theorem 5.1, BX is w
∗ dense in
BX∗∗ . Thus, BX∗∗ = BX . Thus, we can conclude X = X
∗∗. 
Corollary 5.3. Let Y be a closed subspace of a reflexive space X. Then
Y is reflexive.
Proof. To show Y is reflexive, it is enough to show that BY is w-
compact. Note that BY = BX ∩Y is closed and convex. So it is weakly
closed subset of a weakly compact set BX , hence it must be weakly
compact with respect to σ(X,X∗). But σ(X,X∗)|Y = σ(Y, Y ∗), by the
Hahn-Banach extension theorem. This concludes the proof. 
Theorem 5.4. Let X be a Banach space. Then X is reflexive if and
only if X∗ is reflexive.
Proof. Suppose X is reflexive. As X = X∗∗, the bounded linear
functional on X and the bounded linear functionals on X∗∗ are the
same. That is X∗ = (X∗∗)∗ = (X∗)∗∗. So X∗ is reflexive. On the other
hand, if X∗ is reflexive, then by the above argument X∗∗ is reflexive.
SinceX is a closed subspace ofX∗∗, by Corollary 5.3, X is reflexive. 
Corollary 5.5. Let X be a reflexive Banach space and C be a closed,
convex, bounded set in X. Then X is weakly compact.
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Proof. Since C is closed and convex, it must be weakly closed. Bound-
edness of C implies that there exists r > 0 such that C ⊂ B¯(0, r) =
{x ∈ X : ‖x‖ ≤ r}. As B¯(0, r) is weakly compact and C being closed
subset of B¯(0, r), it must be weakly compact. 
Definition 5.6. Let X be a normed linear space and 0 6= f ∈ X∗. Then
f is said to be norm attaining if there exists x0 ∈ SX = {x ∈ X : ‖x‖ = 1}
such that ‖f‖ = |f(x0)|.
Note that if X is a finite dimensional normed linear space , then
every f ∈ X∗ attains its norm. This is because the unit ball BX is
compact.
We have the following characterization of infinite dimensional reflex-
ive spaces.
Theorem 5.7 (R. C. James). A Banach space X is reflexive if and
only if every f ∈ X∗ attains its norm.
Exercises
(1) Let (xn) be a sequence in a Banach space X . Show that xn
w−→ x
if and only if (xn) is bounded and the set {f ∈ X∗ : f(xn)→ f(x)}
is dense in X∗.
(2) LetX be a normed linear space and (xn) ⊂ X . If (xn) is Cauchy
and xn
w−→ 0, then show that xn → 0.
(3) If X is an infinite dimensional normed linear space, show that
0 ∈ SXw.
(4) Let {en : n ∈ N} be an orthonormal basis for a Hilbert space
H , then en
w−→ 0.
(5) Let X = ℓ1 ∼= c∗0. Show that en w
∗−→ 0 but not en w−→ 0.
(6) Show {en : n ∈ N}, the standard orthonormal basis for ℓ2 is
closed but not weakly closed. Show that {en : n ∈ N} ∪ {0} is
weakly compact in ℓ2.
(7) Let fn ∈ C[0, 1] with ‖fn‖∞ ≤ 1 for each n ∈ N. Show that
fn
w−→ o if and only if fn(x)→ 0 for every x ∈ [0, 1].
(8) Let X be a Banach space. Assume that xn → x and fn ∈ X∗
such that fn
w∗−→ f . Show that fn(xn)→ f(x) as n→∞.
(9) Let X be a Banach space and let Y be a closed subspace of X .
Show that the weak topology on Y is the topology induced on
Y by the weak topology on X .
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(10) Let X be a Banach space and let Y be a subspace of X . Show
that the closure of Y under the weak topology coincide with Y ,
the closure of Y in the norm topology.
(11) Let C[a, b] be the space of all continuous functions on [a, b]. For
each x ∈ [a, b] the map Ex(f) = f(x) is a map from C[a, b] to C
called the evaluation map. prove that the weak topology gen-
erated by {Ex : x ∈ [a, b]} is same as the topology of pointwise
convergence on C[a, b].
(12) Let X be a normed linear space and S = {f ∈ X∗ : ||f || = 1}.
Let (xn) be a sequence in X . Show that (xn) converges weakly
to x ∈ X iff f(xn) converges f(x) for every f ∈ S.
(13) Let (xn) be a sequence in a normed linear space X and let
x ∈ X show that if Ref(xn) converges to Ref(x) for every
f ∈ X∗ then (xn) converges weakly to x.
(14) Prove that weak topology on lp, 1 < p <∞ cannot be obtained
from any metric.
(15) In lp, 1 ≤ p ≤ ∞, prove that weak convergence implies coordi-
nate convergence. What about the converse?.
(16) Let (fn) be a sequence in X
∗. Show that fn
w∗−→ f if and only
if (fn) is bounded and the set {x ∈ X : fn(x)→ f(x)} is dense
in X .
(17) Let X be a normed linear space. Show that SX
w
= BX .
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