Performance Evaluation of IEEE 802.11 Wireless Networks for Real-time Networked Control Systems by Gui, Li et al.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
QUT Digital Repository:  
http://eprints.qut.edu.au/ 
Gui, Li and Tian, Yu-Chu and Fidge, Colin J. (2007) Performance Evaluation of 
IEEE 802.11 Wireless Networks for Real-time Networked Control Systems. In 
Proceedings The 2007 International Conference on Embedded Systems and 
Applications, Monte Carlo Resort, Las Vegas, Nevada, USA.. 
 
          © Copyright 2007 IEEE 
Personal use of this material is permitted. However, permission to 
reprint/republish this material for advertising or promotional purposes or for 
creating new collective works for resale or redistribution to servers or lists, or to 
reuse any copyrighted component of this work in other works must be obtained 
from the IEEE. 
Performance Evaluation of IEEE 802.11 Wireless 
Networks for Real-time Networked Control Systems 
 
Li Gui, Yu-Chu Tian, Colin Fidge 
School of Software Engineering and Data Communications 
Queensland University of Technology 
Brisbane, QLD 4000, Australia 
 
 
Abstract - In real-time networked control systems (NCSs), 
a controller interacts with sensors and actuators via a 
communications network.  Wireless networks are being 
increasingly proposed as a basis for NCS implementation, 
but they introduce unpredictable transmission latencies 
and potential packet dropouts. This paper aims to evaluate 
the performance of wireless transmissions for real-time 
applications using the IEEE 802.11b protocol and to 
propose strategies for reduction of communication time 
delays.  For sensors with the same data rate, our results 
show that careful choice of transmission intervals and 
avoiding putting all sensors in one physical layer can 
improve transmission performance. If sensors have 
different data rates our investigation shows that putting the 
slowest sensors farthest from the controller will minimize 
the transmission delays and jitter, especially when there is 
a large number of sensors.  
Keywords: Networked control, real-time systems, wireless 
networks, time delay, packet dropout  
 
1 Introduction 
 There is no doubt that wireless technology is 
becoming ever-increasingly popular.  Wireless networked 
control systems (NCSs) are being seriously considered for 
industrial process control due to its ease of expansion, 
coupled with lower implementation and maintenance costs 
when compared with a wired network.  However, compared 
with wired systems, wireless ones introduce longer time 
delay as well as a higher rate of packet loss [6]. This is not 
favourable for real-time control systems, especially for hard 
real-time systems.  
 It is known that in real-time NCSs, both network 
quality of service (QoS) and control quality of performance 
(QoP) should be guaranteed [1]. On the network side, 
throughput is not the most important aspect of network QoS 
in real-time control.  Instead, transmission latency is more 
critical, especially when the control algorithm in the NCSs 
is delay sensitive.  Real-time control is a class of time-
critical applications which suffers more than others from 
unpredictable transmission delays and packet losses.  A 
computational task in a hard real-time application becomes 
worthless or even disastrous if it is not completed by its 
deadline. This means that network-introduced delay may 
degrade the system’s performance significantly or even 
cause system instability. Therefore, reducing transmission 
latency to an acceptable value, making time delay 
deterministic and avoiding packet dropouts are essential for 
performance guarantees and improvement of time-critical 
applications in networked control systems. 
 Various strategies have been developed to guarantee 
the real-time transmission and deal with packet dropouts for 
Switched Ethernet NCSs, such as queuing and scheduling 
methods [3] [4] [9]. However, research in this area for 
wireless NCSs is still limited.   
 In this paper, we will evaluate the performance of data 
transmissions between multiple sensors and a controller in a 
wireless NCS via simulation studies. Then, a strategy is 
proposed to reduce communication time delays when 
sensors with different data rates are configured in the same 
network system.  The popular simulation tool, NS-2 [8], is 
chosen to perform the simulation.  We use it to model the 
behavior of an IEEE802.11b [5] network as this is the most 
popular standard in the wireless networking field and is 
simple to use in implementing single-hop networks.  Since 
TCP traffic is not directly applicable for real-time 
communication, UDP is employed as the transport layer 
protocol in our investigations.  
2 IEEE802.11b performance analysis 
for real-time control 
 The performance analysis of IEEE802.11b is carried 
out via simulation, a powerful technique for evaluation and 
enhancement of network performance [2] [7].  In the 
wireless NCSs we simulated, 10 sensors communicate with 
a central controller. All communicating sensors are placed 
at fixed locations within their transmission range.  Each 
sensor sends a packet of 200bytes to the controller at its 
own data rate.  This means that each sensor sends one 
packet every certain period of time; if several sensors have 
the same data rate, each of them will send a packet at the 
same time.  The packet size is fixed to be 200 bytes and the 
simulation conducted for 5 seconds.  All transmissions start 
at time 0.  For performance analysis, the first 10 packets are 
not counted because the nodes need some initial set-up time 
for routing which would otherwise skew the measurements. 
 The evaluations to be performed are: 
1. The relationship between the layout of the 
network, i.e., network architecture, and the 
communication delay;  
2. The relationship between the data rate of sensors, 
and the communication delay and packet dropout. 
 We will determine how to obtain the smallest 
transmission latency when all the sensors have the same 
data rate in this case study.  As the packet size and data rate 
are fixed for all sensors, we could concentrate on variations 
in network layout.  
 Ten sensors are deployed in five different ways with 
the controller in the centre, as shown in Table I.  These five 
different ways are named 1 layer, 2 layers, 3 layers, 5 layers 
and 10 layers, where each ‘layer’ consists of one or more 
sensors at the same distance from the controller.  All the 
sensors are 100 metres away from the controller when they 
are in 1 layer.  Five sensors are 120 metres away from the 
controller while the other 5 are 80 metres away from the 
controller in the situation of 2 layers.  For the situation of 3 
layers, the distance between the controller and sensors 1 to 
3 is 70 metres, sensors 4 to 7 have a distance of 105 metres 
away from the controller while the rest of the sensors are 
140 metres away.  In the 5-layer setup, every two sensors 
have a certain distance to the controller: 60, 80, 100, 120 
and 140 metres.  The setup of 10 layers means each sensor 
has a different distance to controller, ranging from 60 
metres to 150 metres. 
Table I. Case Study 1: Layers and distances. 
Distance 1 
layer 
2 
layers 
3 
layers 
5 
layers 
10 
layers 
Sensor 1 60m 
Sensor 2 
60m 
70m 
Sensor 3 
 
70m 
80m 
Sensor 4 
80m 
90m 
Sensor 5 
 
 
80m 
100m 
Sensor 6 
100m 
110m 
Sensor 7 
 
105m 
120m 
Sensor 8 
120m 
130m 
Sensor 9 140m 
Sensor 10 
 
 
 
 
100m 
 
 
120m 
 
140m 140m 
150m 
 The data rate is changed from 80kbps to 100kbps to 
generate different scenarios.  For each scenario, we 
calculate the mean delay of all received packets and the 
percentage of dropped packets. Tables II and III tabulate the 
simulation results.   
Table II shows that the deployment of 1 layer gets the 
worst result in most cases in terms of the communication 
delay.  This is not surprising because this layout means that 
the interference between sensors is the most severe. All the 
sensors attempt to send packets to the controller from the 
same distance and at the same time.  To avoid such strong 
interference, sensors should be put at different distances to 
the controller (or, equivalently, they should all have 
different fixed offsets from their common period). 
Table II. Case Study I: Mean delay. 
Datarate 
(kbps) / 
Interval 
(ms) 
1 
layer 
2 
layers 
3 
layers 
5 
layers 
10 
layers 
80/20 8.8360 8.6710 8.7415 8.7821 8.7556 
88.88/18 10.216 9.1421 9.4331 9.3264 8.9328 
90/17.78 10.256 9.6806 9.0436 9.0698 9.3701 
91.4/17.5 10.289 9.6810 9.5656 9.5269 9.3805 
94.12/17 10.157 10.920 11.139 11.127 10.623 
95/16.84 11.382 11.361 13.807 10.235 12.556 
97/16.5 33.430 21.17 92.738 72.440 442.71 
100/16 26.209 19.342 89.43 437.39 448.84 
120/13.3 16.754 95.725 102.76 434.01 385.19 
 Indeed, the results shown in Table II confirm that the 
2-layer, 5-layer and 10-layer settings are better.  However, 
it is still not clear which setting acts the best.  For example, 
we obtain the smallest delay (8.67104ms) if we deploy 
sensors into two layers when the data rate of sensors is 
80kbps.  If the data rate grows to 95kbps, the smallest delay 
(10.2355ms) occurs when sensors are put into 5 layers.  
Interference between sensors is thus the dominant cause of 
transmission latency, rather than the physical distance, 
when the number of sensors is large.  Consequently, we can 
conclude that there is no preferred way of placing sensors 
in order to get the smallest time delay, given the small 
physical distances suitable for wireless transmissions. Since 
the maximum transmission range for wireless sensors is 
only 250 metres, the propagation delay is insignificant 
compared to interference from other sensors.  Nevertheless, 
the results still confirm our intuition that the worst case is to 
put all sensors at the same distance from the controller, with 
the same period. 
 Tables II and III also show that the transmission 
latency keeps growing statistically as the data rate gets 
higher.  When the data rate increases to a certain value, the 
time delay exceeds the transmission interval (period), and 
this implies the occurrence of a packet ‘dropout’, i.e., a 
packet which arrives too late to be useful to the real-time 
computation, or not at all.  Once the data rate exceeds this 
critical value, the time delay increases dramatically and a 
large number of dropouts can be observed.  For 10 sensors, 
the critical data rate is approximately 96.97kbps (which 
means each sensor sends a packet of 200 bytes every 
16.5ms).  At this point the mean time delay exceeds the 
transmission interval and dropped packets occur.  As shown 
in Tables II and III, the smallest delay (16.7536ms) is still 
0.2536ms longer than the transmission interval.  However, 
if the data rate reaches 100kbps, the mean time delay is 
about 4 times more than the transmission interval and the  
       
Fig. 1 Mean delay when there are 4 sensors. 
 
      
Fig. 2 Mean delay when there are 8 sensors. 
 
     
Fig. 3 Mean delay when there are 10 sensors. 
 Table III. Case Study I: Percentage of dropped packets. 
Datarate 
(kbps) / 
Interval 
(ms) 
 
1 
layer 
 
2 
layers 
 
3 
layers 
 
5 
layers 
 
10 
layers 
80/20 ~ 
95/16.84 0% 0% 0% 0% 0% 
97.0/16.5 0.56% 0% 0.07% 0.1% 0.03% 
100/16 6.36% 6.42% 5.94% 6.33% 5.3% 
120/13.3 19.0% 19.1% 19.0% 19.1% 18.3% 
 
percentage of dropouts ranges from 5.3% to 6.42%. When 
the data rate reaches 120kbps, the results are worse, and the 
data rate reaches 120kbps, the results are worse, and even 
the smallest time delay could be 30 times as long as the 
transmission interval and more than 18.26% packets are 
lost.  This is because packets are taking longer to transmit 
than the transmission interval, so there is a cumulative 
backlog of packets. Obviously, this is not acceptable in 
real-time control.  Thus the transmission interval must be 
carefully chosen to make sure that almost every packet can 
be received in a control period. 
3 Strategies for delay reduction 
The case studies above were carried out without 
variations in data rate, i.e. all sensors have the same data 
rate. Now we model and simulate the scenarios in which 
sensors have different data rates. Let us assume that two 
different data rates exist in the network, and the sensors are 
divided into two groups according to their data rates.  
Group 1 is composed of the sensors with higher data rate, 
while group 2 consists of the sensors with a lower one.  Two 
      
Fig. 4 Mean delay when there are 20 sensors. 
      
Fig. 5 Mean delay when there are 30 sensors. 
groups have the same number of sensors.  All sensors 
communicate with the central controller. The packet size is 
200bytes which is the same for all sensors. Again, the 
simulation time of each run is carried out for 5 seconds, 
during which all stations stay still without moving. We 
carefully choose data rates for the sensors to guarantee that 
the maximum time delays stay within the transmission 
intervals.  The total number of sensors is changed from 4 to 
30 to generate different scenarios.  In each scenario, the 
mean delay of all packets was calculated in three situations: 
1. Group 2 is put closer to the controller; 
2. Both groups are put at the same distance to the 
controller; 
3. Group 2 is put further away from the controller. 
The simulation results are summarised in Figures 1 
through 5.  As shown in Figure 1, when there are only a few 
sensors, such as four sensors, the best result is obtained 
when group 2, which has the lower data rate, is closer to the 
controller.  This happens because there is little interference 
between the sensors and their distance is still the main cause 
of latency.  However, as the number of sensors increases, 
the results change significantly.  
 Figures 2 and 3 show that when there are 8 or 10 
sensors we obtain the shortest delay if we put group 2, with 
the lower data rate, further away from the controller, and 
the longest delay if group 2 is put closer to the controller. 
 As shown in Figures 4 and 5, we can still obtain the 
smallest delay by deploying the sensors of group 2 at a 
further distance from controller.  For 30 sensors, the latency 
decreases significantly (5ms) if we put group 2 further away 
rather than in the same area as group 1.  The difference in 
the results shown in Figures 4 and 5, from those in Figures 
2 and 3, is that the worst case happens when the two groups 
have the same distance to the controller. 
 Now, let us analyze the case with 30 sensors in detail.  
Group 1 consists of sensors 1 to 15.  Sensors 16 to 30 are in 
group 2.  Data rates are set to relatively small values to 
reduce the interference among sensors as there were 30 
sensors in this case.  Sensors in group 1 have a data rate of 
32kbps while sensors in group 2 get a data rate of 20kbps.  
Three scenarios were simulated according to the three 
situations mentioned above.  In scenario 1, group 2 is in the 
area of 25 metres away from the controller.  Distances 
between the controller and the sensors in group 2 are 50 
metres in scenario 2 and 80 metres in scenario 3, 
respectively.  Group 1 was always in the area of 50 metres 
away to the controller in these scenarios. Table IV lists 
mean delays of all packets and percentages of dropouts in 
three scenarios.  Not only is the percentage of dropouts in 
scenario 3 is 3 and 4 times smaller than that in scenarios 1 
and 2, but also the mean delay in scenario 3 is 5ms shorter 
than the latency in scenario 2.   
Table IV. Mean delays and percentages of dropouts. 
Scenario 
Number 
Mean Delay 
(millisecond) 
Percentage of 
dropouts 
1  20.1664 0.12% 
2  25.1165 0.16% 
3  20.113 0.04% 
Sensor 6 and sensor 20 are chosen as the 
representatives of their groups and transmission behaviours 
of these two sensors can be seen in Figures 6 and 7.  Figure 
6 (Figure 7) depicts the delay of every packet sent by sensor 
6 (sensor 10) in scenario 2 and 3, respectively.   It is found 
that both the overall delay and jitter for the fast sensor and 
the slow sensor decrease in scenario 3.   
• For sensor 6, the mean delay of all its packets is 
27.0397ms in scenario 2 and 21.8447ms in scenario 
3, respectively. And the jitter is reduced from 
120.546ms (scenario 2) to 75.448ms (scenario 3).   
• For sensor 20, mean delay (jitter) are 23.2475ms 
(135.976ms) in scenario 2 and 18.6374ms 
(82.595ms) in scenario 3, respectively.   
 The reduction of communication delay allows us to 
allocate more time for control computing, and the decrease 
in jitter enhances system stability and predictable timing. 
 
Fig. 6 Time delays of packets sent by sensor 6 in scenarios 2 and 3. 
Thus, according to these simulation results, the basic 
strategies for reducing the time delay as well as jitter when 
there are sensors with two different data rates are: to put 
faster sensors nearer to the controller while slower sensors 
are placed further away from the controller.  
4 Conclusions 
In real-time NCSs, controller algorithms are delay 
sensitive and data transmissions have to finish within a 
certain period of time.  Reducing transmission latencies, 
jitter and packet dropouts are essential to improve the 
performance and stability of real-time NCSs. Using wireless 
networks as the medium for communication between 
sensors and the controller makes this extremely difficult.   
We have evaluated the time delay and dropout rate for 
wirelessly connected sensors and controllers for IEEE 
802.11b-based UDP/IP NCSs. 
Several solutions for reducing time delays and jitter 
were identified through analysis of the simulation results.  
In particular, when all sensors have the same data rate: 
• The data rate must be chosen with the maximum 
number of competing sensors in mind; and 
• Although the overall sensor layout is not a dominant 
factor in overall network performance, sensors 
should not all be placed at the same distance to the 
controller, 
However, when sensors have different data rates: 
• Slow sensors should be placed farthest from the 
controller if there are a large number of sensors in the 
wireless network. 
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Fig. 7 Time delays of packets sent by sensor 20 in scenarios 2 and 3. 
