AbstractÐThis article introduces a new tool for exploratory data analysis and data mining called Scale-Sensitive Gated Experts (SSGE) which can partition a complex nonlinear regression surface into a set of simpler surfaces (which we call features). The set of simpler surfaces has the property that each element of the set can be efficiently modeled by a single feedforward neural network. The degree to which the regression surface is partitioned is controlled by an external scale parameter. The SSGE consists of a nonlinear gating network and several competing nonlinear experts. Although SSGE is similar to the mixture of experts model of Jacobs et al. [10] the mixture of experts model gives only one partitioning of the input-output space, and thus a single set of features, whereas the SSGE gives the user the capability to discover families of features. One obtains a new member of the family of features for each setting of the scale parameter. In this paper, we derive the Scale-Sensitive Gated Experts and demonstrate its performance on a time series segmentation problem. The main results are: 1) the scale parameter controls the granularity of the features of the regression surface, 2) similar features are modeled by the same expert and different kinds of features are modeled by different experts, and 3) for the time series problem, the SSGE finds different regimes of behavior, each with a specific and interesting interpretation.
INTRODUCTION
W E give an algorithm which learns to carve the joint input-output space into partially overlapping regions depending on the magnitude of a scale parameter and then builds a local model for each feature. Other models such as the mixture of experts model suggested by Jacobs et al. [10] do not allow for an external adjustment of the strength of associating an input-output pair to a local model. The scalesensitive gated experts (SSGE) implicitly allows for a hierarchy of features to develop: global features (which correspond to small values of the scale parameter) subsume local features (which correspond to large values of the scale parameter). The features may be complex nonlinear surfaces from disjoint regions in the input-output space and are modeled by a set of expert networks, whose task is to predict the value at the regression surface given the input, and a gate network, whose task is to learn to associate inputs with particular experts.
The sensitivity of the algorithm to the scale of features in the input-output space is governed by the scale parameter. For small values of the scale parameter, global features are extracted, whereas for large values of the scale parameter, local features are extracted. Thus, the scale parameter defines the level of coarseness, or granularity of the features that the algorithm extracts. We call the process of sweeping from global to local features feature refinement. The scale parameter arises naturally in the derivation of the model: we do not arbitrarily add a parameter to the model. The algorithm is governed by an important quantity called the association probability which governs the probability of associating an input-output pair with a local model or expert. The association probability is parametrized by the scale parameter and is derived by making very general assumptions about the data.
The intended application area for this algorithm is in exploratory data analysis and data mining. In these fields, the characteristics of a correct or optimal solution is often not known, and the analyst must systematically search through a series of solutions to understand the nature of the data space. As one views the results for different values of the scale parameter, a better understanding of the complexity of the data space often results.
Structure of Article
Section 2 discusses the application of SSGE to time series segmentation problems. These problems motivate the development of this algorithm. Section 3 derives the SSGE association probabilities using the principle of maximum entropy and interprets them as a function of the scale parameter. We compare the association probabilities derived here with those obtained in the standard gated experts architecture.
Section 4 derives the corresponding cost function. We prove that the minimum of this cost function corresponds to the most probable set of associations. Next, parameter update rules are given for the nonlinear and linear case. The following section demonstrates the SSGE on a time series segmentation problem: a computer generated time series which undergoes regime switches. Section 7 summarizes the Scale-Sensitive Gated Experts and suggests future areas of research.
Related Work
The SSGE has intimate ties with two other model classes: mixture models [10] and clustering models [16] , [6] , [13] . In this section we briefly discuss these two model classes and compare with the SSGE.
Jacobs et al. [10] introduced mixture models to the connectionist community, where the output of the system is a weighted sum of expert outputs and each expert is a regression model. The weights sum to one and indicate the probability that a particular expert is appropriate given the input. These models were subsequently developed into hierarchical mixtures of linear experts by Jordan and Jacobs [11] . Weigend et al. [22] applied the mixture of experts model to time series problems. These mixture models do not give the user any control over the degree that the input-output space is partitioned.
Rose et al. [16] give a method to perform clustering while giving the user control over the granularity of the clusters. They introduce a method called Thermodynamic Clustering, where the probability of assigning a particular data point to a cluster is a function of a scale parameter. For small values of the parameter, this model allows a data point to be captured by more than one cluster, thus allowing for softclustering. On the other hand, for large values of the parameter, the model forces a hard-clustering: a data point can only be assigned to a single cluster [23] .
Related work from the connectionist community include Durbin and Willshaw [4] which is a special case of gated experts with the variance annealed. They applied their architecture to the Traveling Salesman Problem. Pawelzik et al. [13] and Fancourt and Principe [5] applied the annealed variance gated experts to time series problems. An important distinction in the former case from the present is that the gate network in Pawelzik et al. [13] is not a function of the input. Also see Jacobs and Jordan [9] for applications to control.
The SSGE represent a marriage between the idea of mixture models and the idea of thermodynamic clustering. Interesting comparisons between the gated experts models discussed here and the hidden markov model can be found in Shi [18] .
APPLICATIONS TO TIME SERIES SEGMENTATION PROBLEMS
The SSGE can be applied to any data analysis problem where input-output data are available. Consider, for example, the problem of predicting a univariate time series fd t g tI . A standard prediction method relies on the concept of embedding [20] , where the next value in the series, d
t is expressed as a function of the last p values,
The lagged values form a set of inputs and the values to be predicted form a set of outputs. The prediction problem is defined as learning a regression surface which maps the inputs to the outputs. The SSGE learns this regression surface and also partitions the surface into different regions depending on the setting of the scale parameter.
In this paper, we use the SSGE to analyze multistationary time series, i.e., time series which arise from a data generating process that switches its mode of behavior. This switch could manifest as a shift in the mean, variance, or some other statistic and it indicates that the underlying dynamics of the data generating process has changed. We assume that the change in regime is observable in the time series, and thus will appear in the embedding space as a variation in the regression surface.
A key problem in the analysis and prediction of such systems is to identify these so-called regime shifts: when a shift occurs and what quantity changed. The process of identifying the times at which a shifts occur is known as time series segmentation. These segments could be short time intervals compared to the time scale of the series or relatively long time intervals. In either case, the segments that we consider are intervals of arbitrary duration in time. Basseville and Nikiforov [1] give an excellent review of methods for predicting and detecting regime shifts. Weigend et al. [22] applied the mixture of experts model to the double nonlinear case, where the both the gate and expert networks are nonlinear feed-forward neural networks to time series problems. The statistics community first introduced the idea of modeling a regime shift [14] by assuming a mixture model where the output is a weighted sum of expert outputs and the weights sum to unity and indicate the probability that the system is dwelling in a particular regime.
To apply the SSGE to time series segmentation, we make the following assumptions:
. We assume that the next value of the time series can be expressed as a nonlinear combination of past values and other relevant quantities. This assumption allows us to model the time series as a regression problem where the task is to learn a potentially nonlinear mapping from inputs to outputs. . We assume that the dynamics of the time series is unknown and that it must be inferred from the input-output mapping. . We assume that the segmentation is unknown apriori and that it can be inferred from the inputoutput data.
For many real-world time series segmentation problems, the analyst often does not know whether or not there is a correct segmentation, and how many different segments (or regimes) exist. To our knowledge, for a given model configuration, current time series segmentation procedures give a single segmentation without giving the analyst any other possible segmentations. The SSGE is a tool especially designed to give the user the ability to sweep through a wide range of possible segmentations, after which the user can choose a segmentation that matches the task at hand.
The SSGE attacks the time series segmentation problem by:
. Computing the probability that an input-output pair arose from a particular regime. Since each regime is modeled by a single expert, this probability is equivalent to the probability of associating an input-output pair to a particular expert. . This so-called association probability is a function of an external scale-parameter which governs the strength of the association. These associations, in turn, produce the segmentation of the time series in the sense that a plot of the association probabilities as a function of time indicates the segmentation. . Learning the underlying dynamics of each segment via local nonlinear regression (expert networks). . Learning to predict the association probabilities from the input alone (gate network), and not relying on the output. This is necessary because the output is unavailable during model testing and verification.
DEVELOPMENT OF THE SCALE-SENSITIVE GATED EXPERTS
The SSGEs operation is governed by a quantity called the association probability, which is the probability of associating an input-output pair to a particular expert (or local model). Several local models can share a given input-output pair, thus yielding a soft classification. The association probability is a function of the error between an expert's prediction of the output (given the input) and the actual output value. This probability is also a function of an external parameter that adjusts the strength of the associations and thus the coarseness of the features. In this section, we derive the association probabilities. We begin by defining the variables we use:
. x is the input vector . d is the target (or ªdesired output valueº) . y j x is the output of expert j (corresponds to the mean of the Gaussian). We assume a univariate model although the theory readily generalizes to multivariate outputs. . ' j is the standard deviation of the Gaussian represented by expert j . y j xY j is the probability density associated with the jth expert for the stochastic variable to take the value y . g j x is the output of the gating network, denoting the probability that a given pattern is generated by the jth expert, given the input x; i.e., g t j s t jx t . r j Y xY dY y j is the posterior probability of the jth expert, given the output y j and the pattern, i.e., input x, target d. This is also called the association probability, or the probability of associating an input-output pair to a particular expert, . denotes the scale parameter, . s t j denotes the event that the tth pattern is generated by the jth expert (I j u) . t is the pattern index . is the total number of patterns . Â j and Â g denote the set of parameters of expert j and the gate, respectively. For notational simplicity, in many of the equations to follow, we supress the explicit dependence of the variables on the parameters and inputs. Thus, instead of writing g j x t Y Â g , we may write g t j .
Derivation of the Association Probability
Suppose we define a per-pattern error function
which denotes the complete negative log-likelihood of the data given the input. The errorfunction i t j denotes the cost of associating the tth input-output pair to the jth expert. We expand the error function to obtain
Thus, for a given j, the error function factors into two additive terms: a classification error and a regression error:
The classification error i t g À log s t j j x t is the negative log likelihood of choosing a particular expert given the input. The regression error i t À log d t j s t jY x t is related to the probability of observing the desired value d t given the input and the choice of the jth expert.
To obtain the association probabilities, we use the principal of maximum entropy for the following reasons:
. We have no model for the distribution of the correct association probabilities. . We have two constraints, namely that the average error of the model is finite, and that the sum of the probabilities is equal to unity.
Given these constraints, the most likely model for the association probabilities is the one whose distribution is closest to a uniform distribution, which is the solution to the maximum entropy problem.
To obtain the association probabilities using a maximum entropy framework, we have the following optimization problem to solve. We desire to maximize the entropy The association probability is computed according to the principle of maximum entropy to avoid making further assumptions about the nature of the distribution. We solve this problem using the standard theory of Lagrange multipliers and obtain the ªcanonicalº or Gibbs distribution which is parametrized by a scale parameter [7] , [19] , [2] :
Assuming a Gaussian noise model, the final result is:
Interpretation of the Association Probability and Scale Parameter
We now discuss the effect has on the association probabilities. Consider the ratio of the probabilities of associating the tth pattern with two different experts, j, and k:
For small , the difference in error between two states is reduced. Thus, a pair x t Y d t is easily associated with more than one expert. On the other hand, for large , the difference in error between two states gets magnified and so a pair x t Y d t is associated with that expert which minimizes the error. Thus, the scale parameter :
. adjusts the probability of associating an inputoutput pair to a particular local model; . sets the strength of association. Larger values bias the model towards a ªbinaryº configuration, where only one expert is used to model the data; and . naturally arises from the maximum entropy formulation as a Lagrange multiplier.
Comparison with Gated Experts
Now that we have an equation for the association probabilities, we can analyze it and compare it to association probabilities derived for the Gated Experts [22] ,
We find that (14) and (11) are identical, except for the parameter , and that if we take I in (11) we obtain the same association probabilities. Thus, the maximum entropy case reduces to the maximum likelihood case for I. The parameter indicates our prior assumption on the probabilities. Fig. 1 indicates the effect of on the association probability given in (14) .
We note that the equation given in (14) is a standard mixture equation that arises in a number of sciences, including fuzzy logic, statistical physics, and neural networks. See [8] for a good discussion on this equation in other domains.
OBTAINING THE MOST PROBABLE ASSOCIATIONS: DERIVATION oF THE COST FUNCTION 4.1 Maximizing the Association Probabilities
Given the method to compute the association probabilities r t j , we turn our attention to the problem of computing the parameters which maximize the association probability. This cost function turns out to be nothing other than the thermodynamic free energy.
Suppose we have a set of parameters
and we wish to maximize the probability of these parameters given the data. We can follow a maximum likelihood framework [15] , [3] , [12] , [17] in order to compute the cost function. Instead, we follow a maximum entropy derivation which closely follows those given in [16] . We introduce a set of indicator variables: For `I, the association probability is emphasized, thus increasing the chance that two experts share a pattern. For I the association probability is unchanged, and for b I, the probability is de-emphasized, and therefore reduces the chance that two experts share a pattern.
total error for all patterns and associations is defined as hÂY s, and is given by:
We compute the joint probability ÂY s, which is the probability of observing a model Â and the regimes s together, using the maximum entropy framework discussed earlier and obtain the following Gibbs distribution:
Where Ä is the denominator of (17). Our goal is to compute the most likely set of parameters; the parameters which maximize these probabilities yields the most likely set of associations. We, therefore, need to maximize the probability Â.
To obtain this distribution, we marginalize the distribution given in (17) with respect to the indicator variable. This sum is taken over all possible associations, where a ªpossibleº association is defined as one in which a only single expert generates an output d t . Thus, this assumption voids the possibility of more than one expert predicting an output. For example, for the tth pattern, the sum is taken over each of the u possible associations:
The distribution Â is computed by the following straightforward computations:
The last equality arises from inspection of (17) . Choosing a function p as:
allows and substituting this expression into (30), we obtain the important relation: 
This equation shows that to obtain the most likely set of parameters, we need to minimize the function p , which is known as the free energy in statistical mechanics. The expression for the free energy for the Scale-Sensitive Gated Experts is:
QR
We estimate the parameters g , I , P , Á Á Á , u , ' I , ' P , Á Á Á , ' u by minimizing the free energy function p with respect to the parameters.
The derivation of the free energy above assumes that a single local model is responsible for a particular inputoutput pair. We know that for large , the association probabilities behave in a winner-take-all manner and, thus, the assumption is satisfied. For moderate or small values of the scale parameter, however, (12) indicates that more than one expert can share an input-output pattern.
Derivation of the Parameters Updates for the Nonlinear Case
The SSGE model is a nonlinear model: Thus, we cannot obtain analytical solutions for the optimal values of the parameters of the gate and expert networks. Instead, we obtain a weight update rule and use a method such as gradient descent or BFGS to optimize the cost function. We give the weight update rules and discuss some implications. The weight update rules are computed by taking the gradient of the cost function p with respect to the parameters. For the expert network, we have: Notice that this equation retains the traditional weight update form for a single neural network trained on sumsquared error with a linear output unit (the appropriate linking function for the sum-squared error criterion). This update is weighted by the ratio of the parametrized association probability and the confidence in the expert ' P j . In the limit that the association probabilities are binary, the gradient is nonzero only if the jth expert is appropriate for the given set of dynamics. Other expert networks remain unchanged.
The gate network has an interesting update rule, given by the following formula:
Comparing this update rule to the one given in the standard EM algorithm (see [22] ), we find that there is a difference between the update equations. Instead of obtaining a difference between the target r and the gate output g, as in the traditional EM setting, we obtain a slightly different comparison of the two values. Operationally, though, these methods produce similar results.
Derivation of the Optimal Parameters for the Linear Case
Although the SSGE model is a nonlinear model, it is instructive to compute the parameter updates for the linear case. This gives us an indication for how the SSGE model might behave in the nonlinear case. These equations are computed by taking the appropriate derivative of the p function, setting it equal to zero, and solving for the parameters. We give the final results of these calculations below. The expert parameters are computed as follows:
This equation shows that the regression parameters are the solution to a least squares problem where the input and target values are weighted by the association probability. Therefore, if the association probabilities are binary (which occurs with a large value of ), the regression parameters are solely a function of the subspace that is appropriate for the expert. There is, therefore, no sharing of the subspaces between experts.
We next derive the variance ' P j for the jth expert. This is computed according to:
This equation is identical to the equation obtained for the traditional gated experts model and shows that the variance is simply the weighted sum of squares of the errors between the desired value and the predicted value for the kth expert. This result is independent of whether or not the model is linear.
The parameters for the gate, gj are next derived, which are the parameters of the gate network for the jth output. Again, taking the appropriate partial derivative we have: dp In gradient descent optimization, the value of g t j is drawn to the value of r t j . To see this, consider the situation where the value of r t j is equal to unity. In this case, the gradient is equal to zero only if g t j moves toward unity. Since the sum of the g's equals unity, the other values of g t k Y k T j are driven to zero.
Training
The SSGE is trained using the following multistep process:
. Choose initial values for the parameters of the experts, I , P , Á Á Á , u , and the gate network, g . We set all initial variances ' I , ' P , Á Á Á , ' u , to the variance of the data. . Choose an initial value of . . Minimize the cost function given in (34) until overfitting on a validation set occurs. . Increase the value of and retrain.
OVERVIEW oF THE EXPERIMENTS
We demonstrate the SSGE on a time series segmentation problem. The time series problem addresses the issues of segmenting multistationary time series discussed in Section 2, and is a computer generated series obtained by randomly switching between two nonlinear processes.
This section contains the results for the SSGE model for time series segmentation. In particular, we show the behavior of the model on a synthetic time series which exhibits a random switching between two different regimes. The SSGE model correctly identifies the subprocesses for the synthetic time series. The simulation shows:
. The nature of the segmentations that the SSGE model delivers as a function of the granularity parameter . For low values of , each data point is associated with each expert, indicating no specialization. For large values, each data point is associated with only one expert, indicating that the expert is overspecializing. Intermediate values produce segmentations which fall between these two extremes. . The learning dynamics of the SSGE model. These curves include the the expected normalized mean square error (i xw ) and the variances of the experts. The i xw can increase during training, thus indicating that the model is adjusting its parameters to change the segmentation. The variances characterize the predictability of the subprocesses. . The distributions of the gate outputs as a function of . We find that over a large range of s, the output distributions indicate that a fixed number of experts are needed to model the time series. This number depends on the data set. The computer generated time series obeys a Markov switching process. This process is separable, meaning that it is possible to distinguish between the two subprocesses given the input.
6 COMPUTER-GENERATED DATA
Data: Mixture of Two Processes
We generated a time series which obeys the following switching process:
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The first process is the logistic map, which exhibits deterministic chaos (low noise regime), whereas the second process is a nonlinear autoregressive (AR) process of order 1. The variance of the added noise is 0.1 which produces a relatively high noise regime. The switching dynamics is governed by a first order Markov process with transition probability 0.02. This means that on average, the process will undergo a state transition after every I HXHP SH time steps. Fig. 2 indicates the nature of the subprocesses. An important difference between the two subprocesses is the noise level. The logistic map is noise-free, whereas the tanh map has injected noise. This characteristic identifies the two regimes. The second panel in the figure indicates that the subprocesses are separable given the two inputs d t Y d tÀI .
Architecture and Learning
We used an SSGE model with four lagged inputs to the gate, two lagged inputs to the experts, 1 and 10 tanh hidden units. We explored other architectures which used different numbers of hidden units and found that the number of hidden units was adequate for the problem. This SSGE model had a total of three experts at its disposal. We know a priori that the ªcorrectº solution is where the SSGE model finds the two regimes with two experts, and eliminates the remaining unnecessary expert. We find that the SSGE model explores a range of possible segmentations, at the highest level, varying from three to one expert, and for a given number of experts, the SSGE model divides the time series into nontrivial but sensible components. In contrast to the results for a the same problem using the standard Gated Experts model, we obtain a variety of segmentations, whereas [22] obtain a single segmentation.
Segmentations and Analysis
We show the results for the SSGE model in the following plots. Fig. 3, Fig. 4, Fig. 5, Fig. 6 , and Fig. 7 are the output of the gate network as a function of d t Y d tÀI along with the output of the entire SSGE model (gate and experts). We expect the output of the entire model to closely mimic the second panel in Fig. 2 . We express the quality of the overall model in terms of the normalized mean squared error which is computed according to the following formula:
i xw compares the performance of the model on set to simply predicting the mean on that set. For the SSGE model, we obtained a values of i xw which varied between HXIR and HXP. The reason for this variation is because if the segmentation is inappropriate, it may be difficult to model given the network resources. The theoretical lower bound for i xw for this example is computed below:
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We obtain the expression in (47) because the transition probabilities are symmetric so the system will, on average, spend half its time in the quadratic map, which has no noise, so the SSGE model should have a perfect approximation with zero error, and the other half of its time in the tanh map. The tanh map, unlike the quadratic map has added noise with variance of HXI, so the best performance any approximator can produce will have a Fig. 7 . Gate output for IXRQS. For this value of , the segmentation is virtually perfect: one expert is rarely used, one expert models the parabola, and the third expert models the tanh data.
variance of HXI. The denominator of the expression is the variance of a large (10,000 data points) sample with half the samples from the quadratic map and the other half from the tanh map. Fig. 3 shows the output of the gate network with HXHI. All plots shown here are computed on the test set (out-of-sample predictions). The SSGE model produces a segmentation where each data point is equally associated with each expert. This segmentation treats the entire data set as a single series.
An interesting situation occurs as we increase the value of . Fig. 5 shows the gate output for HXVTS. The SSGE model is producing a segmentation which uses all three experts. The quadratic map is separated from the tanh map, but the tanh map is divided into three regions: the extreme where the inputs are near IY I, the midrange, and the low range where the inputs are near the origin. One expert models the extreme, one models the midrange, and the two experts combined model the low range. With this segmentation, the noisy regime is divided into the three regions which correspond to the three segments of the hyperbolic tangent curve (see Fig. 4.) For I, two experts are used which corresponds to the standard gated experts model. Thus, this figure serves as an illustration of the gated experts model's performance on this data set. Fig. 6 shows the gate outputs for this case. This segmentation is typical for the standard gated experts model and indicates that the separation of the dynamics is not appopriate. For larger values of , we obtain different segmentations.
We obtain a perfect segmentation of the series for a value of % IXR as shown in Fig. 7 . This segmentation is characterized by using only two experts, devoting one expert solely to the quadratic map, and devoting the other to the tanh map. We explored the neighborhood of IXR and found that this segmentation occurs in a small neighborhood of this value (from about IXQS to IXRS). This segmentation, although perfect, does not seem to be robust in variations in . The SSGE model gives the user the ability to choose a particular segmentation from a variety of segmentations. 
Learning Curves
The learning curves are included here because they reveal important features about the learning dynamics of the SSGE model. The variances show the degree of specialization of the experts and the search for the regime to specialize in. The normalized mean squared error (i xw ) shows the predictive performance of the SSGE model. We find that the SSGEv model can trade predictive performance for segmentation performance.
We now show the variances and the i xw for IXRQS. Fig. 8 shows that the model drives one expert to a low variance (on the order of IH ÀT ). The lower panels of this figure contain the i xw as a function of the training time. Fig. 8 shows the interesting situation where the i xw briefly increases during training. As Weigend et al. [22] points out, these increases are due to the trade-off between the segmentation and the predictive power. The final i xw converges to 0.14, just above the theoretical lower bound.
CONCLUSIONS
We have shown that Scale-Sensitive Gated Experts perform feature refinement for complex nonlinear regression problems. The feature refinement is governed by a scale parameter which naturally arises in the model derivation. Each local regression model models different features of the regression surface while the gate network partitions the input-output space to a level of granularity that is set by the scale parameter.
