Abstract-Many blind deconvolution algorithms have been designed to extract digital communications signals corrupted by intersymbol interference (ISI). Such algorithms generally fail when applied to signals with impulsive characteristics, such as acoustic signals. While it is possible to stabilize such procedures in many cases by imposing unit-norm constraints on the adaptive equalizer coefficient vector, these modifications require costly divide and square-root operations. In this paper, we provide a theoretical analysis and explanation as to why unconstrained Bussgang-type algorithms are generally unsuitable for deconvolving impulsive signals. We then propose a novel modification of one such algorithm (the Sato algorithm) to enable it to deconvolve such signals. Our approach maintains the algorithmic simplicity of the Sato algorithm, requiring only additional multiplies and adds to implement. Sufficient conditions on the source signal distribution to guarantee local stability of the modified Sato algorithm about a deconvolving solution are derived. Computer simulations show the efficiency of the proposed approach as compared with various constrained and unconstrained blind deconvolution algorithms when deconvolving impulsive signals.
I. INTRODUCTION

B
LIND deconvolution is a signal processing task that is important for several applications. In broadcast communications, blind deconvolution can be used to remove intersymbol interference (ISI) without devoting channel capacity to embedded training sequences [1] . In teleconferencing, blind deconvolution can be used to remove reverberation effects from speech signals for which no training signals are available [2] . Fig. 1 shows the general blind deconvolution task in which the source signal is filtered by an unknown transmission channel, which is denoted by with unknown impulse response , . The received signal , which is given by (1) contains mixtures of the source signal elements at numerous lags plus additive noise, which we will neglect for the moment. The goal is to "undo" the mixing process by a linear filtering operation, which is denoted by in the figure. For simplicity, we will approximate the deconvolution filter by the FIR model
The blind deconvolution task is solved if (3) where is an unknown gain, and is an unknown integer delay. In such situations, the original source signal is recovered in the deconvolution system output, except for perhaps an arbitrary gain and delay. To solve the blind deconvolution task, an iterative algorithm is applied to the coefficients to adjust them to the vicinity of a deconvolving solution. In the sequel, we will employ avectornotation torepresentcertainfilteringoperations,suchthat is the time-varying coefficient vector, is the input signal vector, and
is the deconvolved output signal at time . The Sato algorithm was one of the first blind deconvolution procedures to appear in the signal processing literature [3] . This algorithm remains quite popular today, having become known as the decision-directed algorithm for blind equalization of BPSK signals [4] . The coefficient updates for the Sato algorithm are sign (5) where sign is one if is positive, zero if is zero, and if is negative. The coefficient , which is known as the dispersion constant, controls the output scaling of the extracted signal and is normally computed as (6) The parameter controls the convergence performance of the algorithm and is normally chosen to be positive. The Sato algorithm can be viewed as a stochastic-gradient procedure for minimizing the cost function sign (7)
The Sato algorithm can be seen as one version of the Bussgang family of blind deconvolution algorithms that also includes the Godard and constant modulus algorithms (CMA) [5] , [6] . Each of these algorithms can be written in the general form (8) where and are nonlinearities with specific, usually monomial, forms. It should be noted that the global convergence behavior of the Sato algorithm is largely unknown, whereas much is known about the constant modulus algorithm and its properties. In particular, CMA is known to be globally convergent to a valid equalizing solution for a doubly infinite equalizer filter for negative-kurtosis source sequences [16] .
It is well-known that many Bussgang-type adaptive algorithms perform well when deconvolving communication signals. The ability of any Bussgang algorithm to perform deconvolution depends on the amplitude distribution of the source sequence and the choice of nonlinearities and within the coefficient updates. For impulsive signals, such as many common acoustic signals in seismic and audio signal processing, such methods often diverge, making them inappropriate for more general tasks such as acoustic dereverberation and geophysical exploration [2] , [15] . The work in [15] is noteworthy in that Bussgang methods in batch form are described with specific application to impulsive signals. One possible remedy for sequential or online versions of this algorithm class has been suggested by Benveniste et al. [7] . Their approach employs a prewhitening stage followed by a unit-norm-constrained coefficient vector adaptation procedure. Such a solution complicates an otherwise simple adaptive procedure through additional processing stages. In [8] , Shalvi and Weinstein study a constrained kurtosis maximization method for blind deconvolution and describe two different gradient adaptive algorithms for this task. The first method imposes unit-norm constraints on the coefficient vector and requires a divide and square root at each iteration to implement. The second method employs a modified cost function that combines second-and fourth-order criteria whose successful design depends on the sign of the source kurtosis. Both methods are globally convergent to an equalizing solution in the absence of noise; however, their performance, when applied to impulsive signals, is often poor due to the fourth-order moments used within the deconvolution criterion.
The use of unit-norm coefficient vector constraints for Bussgang blind deconvolution of impulsive signals has been proposed in [1] without an explicit analysis of why such constraints are useful for the task. This work also presents Bussgang algorithms employing optimum nonlinearities that have the general form (9) where is the probability density function (pdf) of the source sequence , and is its corresponding derivative. Such algorithms can be shown to be statistically efficient in their deconvolution capabilities [1] as long as they are locally stable about a deconvolving solution. To our knowledge, no simple algorithms for general-form (i.e., nonkurtosis-based) unconstrained Bussgang blind deconvolution of impulsive signals have been described in the scientific literature.
In this paper, we provide a theoretical justification as to why a class of unconstrained Bussgang blind deconvolution algorithms fail to deconvolve impulsive signals from their filtered measurements. Our results are quite general in that arbitrary monomial forms of and in (8) are considered so that both the Sato and constant modulus algorithms are included within this algorithm class. We then provide a novel modification of the Sato algorithm to enable it to deconvolve impulsive signals. Our modified version is computationally simple; it avoids signal prewhitening, divides, and square roots and increases the complexity of the already-simple Sato algorithm by a fixed number of multiplies and adds, independent of the equalizer length. We determine sufficient statistical conditions to guarantee local stability of the algorithm about a deconvolving solution. Computer simulations indicate that the modified Sato algorithm is more efficient in deconvolving Laplacian-distributed source signals than the unconstrained Shalvi-Weinstein algorithm in moderate SNR, and it provides nearly identical performance to a unit-norm-constrained Bussgang method without divides or square roots.
II. STABILITY OF BUSSGANG ALGORITHMS
We will study the local stability properties of Bussgang algorithms to determine their capabilities in extracting signals with various distributions assuming a noise-free channel. Local convergence is often enough for tracking purposes of an adaptive algorithm. The global stability properties of general-form Bussgang algorithms is not considered and remains a challenging research topic. The procedure used for this analysis is the linearized ordinary differential equation (ODE) approach. For additional details on this method, see [9] .
To analyze the local stability properties of (8), we express the deviations of the deconvolution coefficients from their optimal values as (10) The output of the deconvolution block (11) is a delayed and scaled version of the original signal sequence perturbed by convolutive noise, where allows for a different output energy. We will assume a two-sided infinitely long deconvolution impulse response in order to circumvent problems with filter truncation. The summation limits of the last section are therefore changed to . The perturbation vector now propagates similarly to where we have used (11) . We now approximate the nonlinearities and by their respective first-order Taylor series about :
Using (13) in (12) and taking the expectation on both sides yields (14) At a stationary point of the update equation given by (8), we have (15) This condition also determines the output power so that we are left with the last term in (14), which is the difference of the derivatives, as the driving term. Employing the ODE method on the above update, we obtain (16) The elements of the transition matrix are obtained by looking at
Thus, the matrix may be expressed as (20), shown at the bottom of the page, where the nonlinear moments are given by
The last equality in (22) stems from the unit-variance assumption. Alternatively, may be written as
The matrix is both infinite dimensional and symmetric. Symmetric matrices have real spectra. Thus, the corresponding ODE is locally stable if the spectrum of is always negative. By defining the channel matrix
and the channel vector , respectively, we can formulate as a sum of an autocorrelation matrix and an outer product
The bar in indicates the reverse order of its elements compared with the usual definition of a vector. As an infinite-dimensional matrix, is Toeplitz with all its corresponding properties, and the eigenfunctions of are given by the basis functions of the form for each row of [10] . Hence, if the channel transfer function has no spectral nulls, is nonsingular, and thus, is positive definite. Note that the scaling factor allows an adjustment of the output power at the stationary point. The respective nonlinear moments for some known Bussgang equalizers are summarized in Tables I (general output power) and II (normalized output power), respectively. The output power can be obtained from the evaluation of the stationary point, which is given by the third column of Table I . The resulting conditions for stability are given in Table III .
In the following, we are going to show that for Bussgang-type algorithms of the form given by (28), sufficient stability conditions can be decoupled with respect to and . To this end, we need the following result from Loève [11] :
For the higher-order moments of a random variable we note that for all
A proof of this can be found in [12, p. 343] . Using Lemma 1 allows us to derive the following result:
The ratio is a nondecreasing function in for any distribution
Proof: By setting , , , with being a positive real number, , and rearranging (31), we get (32) from which we conclude that is a nondecreasing function in .
We are now ready to show the following:
For a Bussgang-type equalizer in the form of a dierence of two monomials according to (28) sucient decoupled stability conditions on the nonlinear moments are
Proof: For the nonlinear moments of (28), we get, by using (21) and (22) Table I . The scaling factor must be positive; otherwise, no equilibrium can be reached. Assume for the time being that . In order for to be smaller than zero, we must choose . Inside the bracket term of (39), gets multiplied by an equal or higher value than due to Corollary 1, which implies that is a nonincreasing function in (reciprocal). Thus, we have (40) A similar argument can be made for negative ; we end up with the same inequality (40).
III. GENERALIZED GAUSSIAN DISTRIBUTIONS
Now, let us have a closer look at the algorithms provided in Proof: Due to Lemma 2, the nonlinear moments and need to have the same sign. Then, stability can be controlled by proper choice of the sign of the step size . Without loss of generality, we assume that , which makes , as can be seen from 
where we have defined
Although the two last terms of (68) contain two outer products, the sum has still rank one and, thus, has only one nonzero spectra owing to the outer products sharing the same column vector. Hence, is either positive semidefinite or negative semidefinite with an impulsive spectrum. Its definiteness depends on
The first part of (62) requires (72) For a negative semidefinite expression for the second part of (62), we must ensure that (73) Without loss of generality, we can restrict the channel response to unit energy, and thus, . We designate as the solution of the equalizer coefficients that perfectly inverts the channel , i.e., , so that the output power is . Because we have added a norm factor in the update equation, we can no longer expect the output power to be controllable purely by adjusting the gain parameter . Moreover, depends on the channel impulse response or, more accurately, on the norm of the equalizer impulse response that inverts this channel. The equalizer taps are adjusted to a scaled version of (74) Subsequently, we also have (75) Therefore, the convolution of the channel impulse response and the equalizer impulse response yields (76) Hence, the second condition for negative definiteness of is (77) For a modified version of an algorithm according to (55), (72) and (77) are sufficient conditions for local stability. In summary, the first stability condition, which is given by (72), stays the same for the algorithm modification, although the nonlinear moment changes. We can satisfy (72) by a proper choice of the sign of the step size . If this choice results in the failure of the previous second stability condition as given by (34), we have now an additional term in (77) to stabilize the algorithm.
V. EXAMPLE: MODIFIED SATO ALGORITHM
In the following, we look at a specific design example for a modified Sato algorithm in more detail. More examples and modifications for general Bussgang-type algorithms are given in [14] .
Suppose that the first stability condition of the Sato algorithm in (26), i.e., , is not satisfied for a particular signal distribution and any positive value of . Clearly, we can satisfy this condition by choosing a negative . Such a choice causes the norm to fail to converge since the second condition, i.e., (27), is no longer satisfied. We can modify Sato's algorithm by appending the norm factor to the update equation to get sign (78)
By determining the stationary point of (78) and using (75), we obtain (79) and the norm relation (80) In order to test this modified algorithm for local stability, we need to compute the nonlinear moments. Using the definitions in the previous sections and the fact that the mode of a pdf is inversely proportional to its standard deviation, we get
For negative , the stability condition in (72) now means (84) which is exactly the contrary of the stability condition of the original Sato algorithm, whereas the stability condition in (77) can be written as
These conditions allow for the deconvolution of super-Gaussian signals as long as the optimum coefficient vector is not overly long. It should be noted that these stability conditions are sufficient but not necessary due to our use of overly stringent conditions on the components of matrix . Moreover, the results indicate that some knowledge of the source sequence distribution is required to design the proper algorithm. This situation is similar in spirit, but not exactly identical, to the cost function design method used in [8] to obtain a globally convergent blind deconvolution method without using unit-norm equalizer filter length constraints.
VI. COMPUTER SIMULATIONS
A. Channel Model
The channel model used in this section for the computer simulation of a modified Bussgang-type algorithm for a Laplacian distributed source signal is a seven-tap FIR filter with the impulse response . Its properties are depicted in Fig. 2 .
B. Simulation Results
Computer simulations have been carried out to verify the stable behavior of the modified Sato algorithm for deconvolving super-Gaussian, in this case Laplacian, signals. It is important to note that in this case, the modified Sato algorithm resembles the Bussgang algorithm with optimum nonlinearity given by (9) , where is proportional to sgn for the Laplacian distribution. For this reason, we expect our modified Sato algorithm to outperform methods that are based on other criteria, such as kurtosis-maximization methods, in terms of statistical efficiency. Four different simulation types have been performed, as we now describe.
In the first simulation, we compared the original Sato algorithm with the sign of update term reversed, the modified Sato algorithm proposed in this paper, and the unconstrained Shalvi-Weinstein algorithm (SWA) for one typical run when moderate channel noise is present, resulting in a received signal-to-noise-ratio of SNR 30 dB. The step size was chosen as for both Sato algorithms, and the step size for the SWA algorithm was chosen as . A 24-tap FIR filter was chosen as the blind adaptive equalizer filter. The exponents of the norms in the modified Sato algorithm were chosen as , . The ISI measurement, which is defined as (86) where is the combined channel-plus-equalizer impulse response, was then computed for all algorithms at each iteration. The results are shown in the top plot of Fig. 4 . The original Sato algorithm, whose performance is not shown on this figure, fails to converge, as would be expected for this type of distribution, whereas the modified Sato algorithm converges as predicted by the theory. The SWA algorithm also converges, but its convergence speed is slower than that of our proposed Sato algorithm for a similar residual ISI. Additional simulations in this section provide more detailed comparisons in this regard. The coefficient norm of the modified algorithm converge toward a value different from that of the optimal inverting filter. The stable norm value depends on the choice of the norm exponents and the channel.
The second set of simulations were designed to verify the abilities of the modified Sato and SWA blind deconvolution methods to obtain an unbiased estimate of the optimum equalizer filter in the absence of noise. To this end, ten sequences of 200 000 samples of the received signal were generated from Laplacian-distributed source sequences and used to compute a single least-squares estimate of the channel inverse, where and the delay value of were chosen. The ISI measurement was then computed for the least-squares coefficient estimate, resulting in a value of dB. This equalizer estimate was then used as an initial coefficient vector for both the modified Sato algorithm and the unconstrained Shalvi-Weinstein algorithm (SWA) [8] , which were allowed to adapt on these ten sequences in the following way. For the first 100 000 samples, both equalizers were given larger step sizes of and to aid convergence to their stationary points. These step sizes were then reduced to one fifth of their starting values for the remaining 100 000 samples to obtain more-accurate stationary point estimates. Finally, the last 40 000 coefficient vectors of each simulation were used to compute an average coefficient vector for each algorithm run, and these coefficient vectors were then averaged over the ten simulation runs to compute a final average coefficient vector for each algorithm. The normalized squared distance of each averaged coefficient vector from the least-squares solution was then computed as (87) and a corresponding ISI level for the averaged coefficient vector of each algorithm was also computed. The resulting normalized squared distance values for the modified Sato and SWA algorithms were and , respectively. The corresponding ISI values for these stationary point solutions were 27.2 and 27.0 dB, respectively. The small values of and the nearly identical ISI levels produced by the three coefficient solutions indicate that the two blind methods provide essentially unbiased estimates of the equalizer solution. For these reasons, the local convergence performance of these algorithms can be compared fairly based on their adaptation speeds and measured total ISI values in steady state.
We then compared the convergence performances of the modified Sato algorithm and the SWA algorithm for the chosen channel under noise-free conditions, where has been chosen. In this case, we have used step sizes of 0.0007 and 0.0002 for these algorithms, respectively, so that both methods produce an average total ISI of 17 dB in steady state. In addition, we have simulated the performance of three additional unit-norm-constrained algorithms for comparison:
• a unit-norm-constrained Sato algorithm (Sato-NC, ); • a unit-norm-constrained constant-modulus algorithm (CMA-NC, ); • a unit-norm-constrained normalized constant-modulus algorithm as modified from [17] (NCMA-NC, , , and ).
In each unit-norm-constrained method, the equalizer coefficient vector length was normalized to unity after every update. Note that these latter three algorithms are more computationally complex than the former two unconstrained approaches, as they require divides and square roots. This is particularly true for real-time applications, whereas for batch algorithms, this advantage does not appear to be important. Their convergence behaviors, as computed from averages of 100 simulation runs, are shown in Fig. 3 , where it is seen that the modified Sato and unit-norm-constrained Sato algorithms outperform the other three methods. As the modified Sato algorithm requires about two multiply/adds per adaptive filter coefficient, it is to be preferred. Moreover, the normalized CMA method is noncompetitive due to the excessive noise enhancement that the normalization procedure imposes for every choice of the step size . Interestingly, the two Sato algorithms provide nearly identical equalization performance, despite imposing different constraint values on the lengths of the coefficient vectors ( for the modified Sato algorithm). Last, we performed a noise analysis. To this end, we compared the performances of the modified Sato and SWA algorithm for a 20-tap equalizer and a noisy received signal with different signal-to-noise ratios (SNRs). In such cases, neither equalizer filter is guaranteed to converge to the Wiener solution for this task, although both do reduce ISI to some extent.
Step sizes for each algorithm have been adjusted so that a steady-state ISI of 15 dB is achieved at convergence except for very low SNR, where a steady-state ISI of 12 dB and 10 dB has been aimed at by proper choice of the respective step sizes of the individual algorithms. Fifty different data realizations have been used to smooth the convergence curves. Fig. 4 shows the favorable behavior of the modified Sato algorithm compared with the SWA in this simulation, except for very low SNR. The slow convergence of SWA for high SNR is indicative of the higher order-statistics-based procedure used, whereas the Sato algorithm employs much more efficient estimation. For very low SNR, the performance of the Sato algorithm starts to degrade until it is inferior to the performance of the SWA at around SNR of 5 dB and less. For moderate SNR such as 10 dB and even 8 dB, the convergence time of the modified Sato algorithm is still shorter than that of the SWA.
VII. CONCLUSION
It is well known that unconstrained Bussgang-type algorithms fail to deconvolve signals with impulsive distributions. In this paper, we have proven why these algorithms cannot work for such distributions using local stability analysis. Our analysis provides a way of designing modified Bussgang algorithms to obtain locally stable, but not necessarily globally convergent, behavior for various source signal distributions. Simulations of a modified Sato algorithm confirm the efficacy of the modifications. Our analysis method allows one to predict the suitability of a particular blind deconvolution algorithm to a chosen source distribution, and its extension to unit-norm-constrained blind deconvolution approaches is a potential future research topic.
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