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Abstract
We discuss a discrete optimization problem that arises in data analysis from the binarization of categorical attributes. It can
be described as the maximization of a function F(l1(x), l2(x)), where l1(x) and l2(x) are linear functions of binary variables
x ∈ {0, 1}n, and F : R2 −→ R. Though this problem is NP-hard, in general, an optimal solution x∗ of it can be found, under
some mild monotonicity conditions on F, in pseudo-polynomial time. We also present an approximation algorithm which ﬁnds
an approximate binary solution x, for any given > 0, such that F(l1(x∗), l2(x∗)) − F(l1(x), l2(x))< , at the cost of no
more than O(n log n+ 2C/
√
n) operations. Though in general C depends on the problem instance, for the problems arising from
[en]binarization of categorical variables it depends only on F, and for all functions considered we have C 1/
√
2.
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1. Introduction
Feature derivation (or selection) is an important task in data analysis and machine learning. Most practical data sets have many
irrelevant attributes, and the eliminations of those, or more precisely, the selection/derivation of the few relevant features is vital
to derive efﬁciently results which are acceptable with high conﬁdence [6]. There is a large number of fairly recent publications
addressing feature derivation by various techniques, including optimization methods, as well as statistical approaches (see
e.g., [2,3,5,10–12,14,22,16,21,23]). Binarization (or sometime called dichotomization) of the attributes is a standard method to
derive simple binary attributes, used by most rule-based learning approaches (see e.g., [9,13,26,27]). While the binarization of
quantitative or ordinal attributes (e.g., real or integer valued, etc.) is quite well studied (see e.g., [1,8,20,24,25]), binarization of
categorical attributes received much less attention. In fact, most statistical methods are applicable with high conﬁdence only if
the number of different values of such a categorical attribute is relatively small.
In this paper, we consider the problem of deriving a “most relevant” binary attribute from a categorical one, which has possibly
many different, unrelated values.
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Let us consider a data set D =D+ ∪D−, where D+ is the set of positive examples and D− is the set of negative examples
(D+∩D−=∅ is usually assumed, though this will not be essential for our analysis). Let us further consider a categorical attribute
C, which has n different, unrelated values, i.e., which divides the data set D into n non-overlapping non-empty categories C1,
C2, …, Cn, i.e.
D+ ∪D− =
n⋃
i=1
Ci and Ci ∩ Cj = ∅ for 1 i < j n.
It is customary to represent C by the categorical predicates Pi : D → {0, 1} deﬁned by Pi(d) = 1 if and only if d ∈ Ci ,
for i = 1, . . . , n. Most rule-based learning algorithms would in fact use only these simple predicates and no other information
about C. Though theoretically this is a correct approach, since the set of these n predicates describe perfectly C, in practice only
a few binary attributes are selected by the learning algorithm, and since the selection is typically based on some measure of
signiﬁcance, not all predicates Pi may be chosen. In particular, if n is large, each predicate Pi is active only on a small fraction
of the training data, and hence the information it carries individually may look insigniﬁcant. Consequently, even if C is a highly
relevant attribute, it may not have any effect on the obtained classiﬁer. To address this issue, one may consider all predicates of
the form
Px =
∨
i:xi=1
Pi,
where x ∈ {0, 1}n. However, to consider all 2n possible disjunctions is not feasible in practice whenever n is large. It is therefore
desirable to obtain one or a small number of such disjunctions that are the most useful for distinguishing elements of D+ from
elements of D− (as much as possible, in the case D+ ∩D− = ∅).
To model this problem, let us introduce some notations ﬁrst. Let |S| denote the cardinality of the set S ⊆ D, and for a predicate
P : D → {0, 1} let P(S) = {d ∈ S |P(d) = 1}. Let us denote the fractions of the positive and negative examples on which a
predicate P holds by
X(P )= |P(D
+)|
|D+| and Y (P )=
|P(D−)|
|D−| .
Let us further assume that thedistinguishingpowerof a predicateP (or its signiﬁcance, or relevance) ismeasuredbyF(X(P ), Y (P )),
where F : R2 → R is a real-valued function in two real variables. With these notations, our main problem can be formulated as
max
x∈{0,1}n
F (X(Px), Y (Px)).
Let us further introduce the notation ai = |Pi(D+)|/|D+| and bi = |Pi(D−)|/|D−| for i = 1, . . . , n, and a0 = b0 = 0. Then,
we have
X(Px)= l1(x)= a0 +
n∑
i=1
aixi and Y (Px)= l2(x)= b0 +
n∑
i=1
bixi
and thus we can equivalently write our main problem as
max
x∈{0,1}n
F (l1(x), l2(x)), (1)
or in other words as the maximization of an expression of two linear functions in binary variables. We included a0 and b0, with
possibly nonzero values, to allow to model more general situations, as well.
2. Main results
In Section 3, we discuss a few possible choices for F(X, Y ), or in other words for measuring the quality (distinguishing
power) of a predicate P, and we also discuss the complexity of problem (1) in the corresponding cases. As it will be seen, our
problem includes as special cases some easy problems, like the maximization of a linear function in binary variables, which is
trivially solvable in O(n) time, or the maximization of the ratio of two linear functions F(l1(x), l2(x))= l1(x)/ l2(x) in binary
variables where l2(x)> 0 for all x ∈ {0, 1}n, which was shown to be solvable in O(n log n) time in [18], and which also has
applications in database theory (see e.g., [19]). It also includes as a special case the maximization of the product of two linear
functions in binary variables, which was shown to be NP-hard in [17], and therefore problem (1) is also NP-hard, in general. Let
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us remark that the maximization of the ratio of two linear functions in the more general case when l2(x) can take both positive
and negative values is also NP-hard (see e.g., [7]).
In Section 4, we consider the general discrete optimization problem (1) under some monotonicity condition and provide a
solution via dynamic programming. To simplify our statements, we shall assume throughout this paper that F(X, Y ) can be
computed in O(1) time, for every given (X, Y ) ∈ R2. This condition is certainly fulﬁlled by the functions we consider in
Section 3.
Theorem 1. Let us assume that the values of the linear function l1(x) at binary points are all of the form p + jq for 0 jL
for some integer L and reals p, q, and that the function F(X, Y ) satisﬁes the following monotonicity condition:
(M) For any given ﬁxed value of X, the function F(X, Y ) must be a monotonically non-decreasing, or a monotonically non-
increasing function of Y (it may be non-decreasing for some values of X, and non-increasing for others).
Then, problem (1) can be solved in O(nL) time.
Let us remark that though condition (M) may sound artiﬁcial, in many applications this property arises naturally. Namely, a
predicate is obviously “interesting” for explaining the data if its correlation with the outcome is either close to +1 or close to
−1. In other words, for a reasonable measure F(X, Y ) we expect that it is monotonically increasing in X, whenever the value of
Y is “small”, and monotonically decreasing in X whenever the value of Y is “high”. For instance, such a reasonable measure is
Fquad as introduced in (3) in Section 3.
Clearly, the roles of l1 and l2 could be interchanged in the above statement. Let us also add that L can be exponentially large in
n, in the worst case. However, for the case of ﬁnding a “best” predicate as described in the previous section, we have L |D+|,
and thus we have the following statement readily implied.
Corollary 1. Given a data setD=D+∪D−, and a function F(X, Y ) satisfying condition (M), then a predicate Px, x ∈ {0, 1}n
maximizing F(X(Px), Y (Px)) can be found in O(n|D+|) time.
In Section 5, we consider the continuous relaxation of problem (1)
max
x∈[0,1]n
F (l1(x), l2(x)). (2)
We show ﬁrst that results obtained in [17] for the case of F(X, Y )=XY can analogously be extended to the case of an arbitrary
function F(X, Y ) satisfying condition (M). Based on these results, in Section 6 we provide a polynomial time approximation
algorithm for problem (1).
Theorem 2. Let us consider problem (1), and assume that F(X, Y ) satisﬁes condition (M) as well as the following smoothness
condition:
(S) The partial second derivatives of F(X, Y ) must be uniformly bounded in the sense that there is a constant K such that for
any point (X, Y )= (l1(x), l2(x)) for some x ∈ [0, 1]n we have the inequalities
|2F(X, Y )/X2|<K, |2F(X, Y )/Y 2|<K and |2F(X, Y )/XY |<K.
Then, for every > 0 we can ﬁnd inO(n log n+2C/
√
n) time a binary vector x for which F(l1(x), l2(x))F(l1(x), l2(x))+
holds for allx ∈ {0, 1}n,whereC=(∑n1(|ai |+|bi |))√K/8.Furthermore,C=√(∑n1 |ai |)(∑n1 |bi |)/2 in the case ofF(X, Y )=XY .
By noting that for the best predicate selection we have
∑n
i=1|ai | =
∑n
i=1|bi | = 1, we obtain the following statement.
Corollary 2. Given a data set D =D+ ∪D−, and a function F(X, Y ) satisfying conditions (M) and (S), then for every > 0
a predicate Px such that F(X(Px), Y (Px))+ F(X(Px), Y (Px)) for all x ∈ {0, 1}n can be found in O(n log n+ 2C/
√
n)
operations, where C =√K/2. Furthermore, C = 12 in the case of F(X, Y )=XY .
Let us add that for all the functions mentioned in Section 3 the valueK = 1 is sufﬁcient. Furthermore, for one of the naturally
arising measures of distinguishing power of predicates, the above-approximation results can be further strengthened.
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Corollary 3. Given a data setD=D+ ∪D−, and a function of the form F(X, Y )= c+XY for some c > 0, let us denote by x∗
an optimal solution of the corresponding problem (1). Then, for every > 0 we can ﬁnd in O(n log n+ 21/2
√
cn) time a binary
vector x satisfying
F(X(Px∗), Y (Px∗))− F(X(Px), Y (Px))
|F(X(Px∗), Y (Px∗))|  .
In practice, an interesting function F(X, Y ) may not satisfy conditions (M) and (S) directly, but be instead representable
as F(X, Y ) = max{F1(X, Y ), F2(X, Y )}, where both F1 and F2 satisfy these conditions. This is the case, for example, with
F(X, Y )=|X−Y |. In this case, the discrete or continuous maximization problem (1) or (2) can be reduced to the maximization
problems for F1 and F2; therefore, the cost estimates presented in this paper still apply.
3. Measuring distinguishing power
How can we measure the distinguishing power of a predicate P, in other words, its ability to distinguish between elements of
D+ and D−?
A natural idea to consider is the fraction of pairs of positive, negative examples (d, d ′), d ∈ D+ and d ′ ∈ D− which are
distinguished by predicate P, i.e., for which P(d) = P(d ′). It is easy to see that the corresponding function F can be written as
F(X, Y )= Fquad(X, Y )=X(1− Y )+ (1−X)Y. (3)
It is also immediate to see that problem (1) with this choice of F is equivalent with the maximization of the product of two linear
functions, in binary variables, since we haveX(1−Y )+ (1−X)Y =−2(X− 12 )(Y − 12 )+ 12 . This latter optimization problem
is NP-hard, in general, as shown in [19], and therefore problem (1) is not easier either, in this case.
Since, by deﬁnition, X(P ) ∈ [0, 1] and Y (P ) ∈ [0, 1] for any predicate P, the measure quad(P ) = Fquad(X(P ), Y (P ))
based on (3) is normalized, taking values between 0 and 1. This measure appears quite sensible, in the sense that a perfectly
distinguishing predicate P—one which is true on all positive examples and false on all negative ones, or vice versa — will have
quad(P ) = 1, while a trivial predicate P that has the same value on all objects will have quad(P ) = 0. In fact quad is used
(implicitly) in many set covering formulation-based feature selection algorithms (see e.g., [2,9]). Let us note, however, that a
predicate P that appears completely random — one that is true on half of all records from D+ and on half of all records from
D− —will have quad(P )= F(0.5, 0.5)= 0.5, which is perhaps not as intuitively appealing.
An alternative measure lin(P ) = Flin(X(P ), Y (P )) of distinguishing power, can be based on comparing the probabilities
with which P holds on D+ and D−. The corresponding function F can be written as
F(X, Y )= Flin(X, Y )= |X − Y |. (4)
This simple measure yields lin(P )= 1 on a perfectly distinguishing predicate P, and lin(P )= 0 on any predicate that returns
true with the same probability on D+ and D− (i.e., has X(P )= Y (P )).
The corresponding optimization problem (1) can be written as the maximization of max[l1(x) − l2(x), l2(x) − l1(x)] over
{0, 1}n, and hence it is equivalent with the maximization of a linear function in binary variables, which can trivially be solved
in O(n) time. Let us also remark that a very similar measure can be obtained by considering the correlation of the predicate P
and the true classiﬁcation. In fact, the measure based on (4) behaves very similarly to such a correlation-based measure.
A third possible measure odds(P )=Fodds(X(P ), Y (P ), c) is related to the so-called odds ratio, and is based on the function
F(X, Y )= Fodds(X, Y, c)= c max
{
X + c
Y + c ,
Y + c
X + c
}
− c =max
{
c(X − Y )
Y + c ,
c(Y −X)
X + c
}
, (5)
where c > 0 is a given constant. Since limc→+∞ Fodds(X(P ), Y (P ), c)=Flin(X, Y ), with uniform convergence on any bounded
domain, the relative ranking of any two predicates produced by Fodds(·, ·, c) with a sufﬁciently high c will be the same as the
one produced by Flin(·, ·). This measure is also normalized, taking values between 0 and 1, and it yields odds(P ) = 1 on a
perfectly distinguishing predicate P, and odds(P )= 0 on any predicate for whichX(P )=Y (P ). SinceX(P ) 0 and Y (P ) 0,
the corresponding optimization problem (1) is equivalent in this case with the maximization of the ratio of two linear functions
in binary variables, where the denominator is strictly positive. As we mentioned earlier, this problem was shown to be solvable
in O(n log n) time in [18].
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4. A pseudo-polynomial exact algorithm
Let us return now to the general discrete maximization problem (1), and let us show ﬁrst that we can assume, without any loss
of generality, that l1(x) is a monotonically non-decreasing function in each of its variables.
This is because we can introduce a one-to-one mapping y : {0, 1}n ←→ {0, 1}n by deﬁning
yi =
{
xi if ai 0,
1− xi if ai < 0.
Deﬁning further l̂1(y)= â0 + â1y1 + · · · ânyn = l1(y(x)) and l̂2(y)= b̂0 + b̂1y1 + · · · b̂nyn = l2(y(x)), we have
â0 = a0 +
∑
i:ai<0
ai and b̂0 = b0 +
∑
i:ai<0
bi
and
âi =
{
ai if ai 0,
−ai if ai < 0, and b̂i =
{
bi if ai 0,
−bi if ai < 0,
for i = 1, . . . , n. Since y is a bijection on {0, 1}n, we have
max
y∈{0,1}n
F (̂l1(y), l̂2(y))= max
x∈{0,1}n
F (l1(x), l2(x))
and thus, for the problem on the left-hand side the condition âi 0 holds, for all i = 1, . . . , n, as desired.
Since the above transformation can be done in O(n) time, we can assume in the sequel without any loss of generality that
ai 0 for all i = 1, . . . , n.
Proof of Theorem 1. LetW = {p+ jq | j = 0, . . . , L}, for the reals p and q 0, as in the theorem, such that l1(x) ∈ W for all
x ∈ {0, 1}n by our assumption. Let us further deﬁne
z(k,w)= min
(x1,...,xk )∈{0,1}k
a0+a1x1+···akxk=w
b0 + b1x1 + · · · bkxk (6)
and
Z(k,w)= max
(x1,...,xk )∈{0,1}k
a0+a1x1+···akxk=w
b0 + b1x1 + · · · bkxk, (7)
for all w ∈ W , and let z(k,w) = +∞ and Z(k,w) = −∞ whenever w /∈W , for k = 0, 1, . . . , n. Then, since F is assumed to
satisfy condition (M), we have for every w ∈ W that
max
x∈{0,1}n,l1(x)=w
F(l1(x), l2(x))=max{F(w, z(n,w)), F (w,Z(n,w))},
and therefore
max
x∈{0,1}n
F (l1(x), l2(x))= max
w∈W {F(w, z(n,w)), F (w,Z(n,w))} (8)
is implied. Since we assume that F(X, Y ) can be computed in O(1) time for a given (X, Y ) ∈ R2, the right-hand side of (8)
can be determined in O(L) time. Thus, to prove the theorem, it is enough to show that the quantities z(n,w) and Z(n,W) for
w ∈ W can be computed in O(nL) time.
To this end, let us note that these quantities satisfy the following recursive equations:
Z(k + 1, w)=max{Z(k,w), Z(k,w − ak+1)+ bk+1},
z(k + 1, w)=min{z(k,w), z(k,w − ak+1)+ bk+1}.
Since we have ai 0 for all i = 1, . . . , n, we can solve these recursions starting with the trivial initial values
Z(0, w)=
{−∞, w = a0
b0, w = a0 and z(0, w)=
{+∞, w = a0,
b0, w = a0.
Thus, we can determine Z(k,w) and z(k,w) for all 0 k n and w ∈ W in O(nL) time, completing our proof. 
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5. Solving the continuous problem
As a preparation for presenting an approximate optimization method for the discrete problem (1), we will analyze in this
section the continuous optimization problem (2) and its relation to the discrete one.Analogous results has been presented in [17]
for the case of F(X, Y )=XY . We shall recall here below some of these results, and provide straightforward extensions of some
other results for the case of functions F(X, Y ) satisfying condition (M).
Let us introduce
(l1, l2)= {(l1(x), l2(x)) | x ∈ [0, 1]n} ⊆ R2 (9)
and let us call a point (X, Y ) ∈ R2 feasible for the continuous problem (2) if (X, Y ) ∈ (l1, l2). Let us also introduce
(l1, l2)= {(l1(x), l2(x)) | x ∈ {0, 1}n} ⊆ R2 (10)
and let us call a point (X, Y ) ∈ R2 feasible for the discrete problem (1) if (X, Y ) ∈ (l1, l2).
Clearly, (l1, l2) is a closed, convex subset in R2 and (l1, l2) ⊆ (l1, l2).
With these notations problem (1) can be reformulated as
max
(X,Y )∈(l1,l2)
F (X, Y ),
while its continuous relaxation (2) can be written equivalently as
max
(X,Y )∈(l1,l2)
F (X, Y ).
In our analysis of the latter problem, let us ﬁrst recall from [17] that (l1, l2) is in fact the convex hull of (l1, l2). The
following lemma shows that (l1, l2) can be described as the convex hull of a 2n-element corner set Q.
Lemma 1 (Proposition 3.1 in [17]). Let us assume ai 0 for i=1, . . . , n, as in the previous section, and let  be a permutation
of the indices 1, 2, . . . , n, such that
b(1)
a(1)

b(2)
a(2)
 · · · b(n)
a(n)
, (11)
where we assume x0 =+∞ if x 0, and x0 =−∞ if x < 0. Let us further deﬁne binary vectors by
qj(i) =
{
1 if i j
0 otherwise and q
j
(i) =
{
1 if i > j,
0 otherwise, (12)
for i = 1, . . . , n and j = 1, . . . , n. Let further Qj = (l1(qj ), l2(qj )) ∈ R2 and Qj = (l1(qj ), l2(qj )) ∈ R2 for j = 1, . . . , n,
and ﬁnally let Q= {Q1, . . . ,Qn,Q1, . . . ,Qn}. Then, we have
(l1, l2)= conv(Q).
Proof. Let us ﬁx an arbitrary valueX∗= l1(x) for some x ∈ [0, 1]n, and let us denote by Y− and Y+, respectively, the minimum
and maximum values of Y such that (X∗, Y ) ∈ (l1, l2). Then, by the deﬁnition of (l1, l2) we have
Y− =min b1x1 + b2x2 + · · · + bnxn
s.t. a1x1 + a2x2 + · · · + anxn =X∗
0 xi 1, for i = 1, . . . , n
and
Y+ =max b1x1 + b2x2 + · · · + bnxn
s.t. a1x1 + a2x2 + · · · + anxn =X∗,
0 xi 1, for i = 1, . . . , n.
These are continuous knapsack problems, and thus by an old result of [15] the optimal solutions have the form
Y− = l2(qj−1 + (1− )qj ) and Y+ = l2(′qj ′−1 + (1− ′)qj ′)
for some reals 0 , ′ 1, and indices j and j ′, from which the statement readily follows. 
The importance of the above characterization of (l1, l2) is that the function F(X, Y ) = XY was shown in [17] to take its
optimum on the border of this region. This property can easily be generalized for a much wider family of functions.
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Fig. 1. The feasibility domain (l1, l2), when n= 7, a1 = a2 = 0, b1> 0, b2> 0, and b3/a3 b4/a4 · · · b7/a7.
Lemma 2. If a continuous function F(X, Y ) satisﬁes the monotonicity condition (M), then for any convex compact domain
 ⊆ R2, the maximum (and minimum) of F(X, Y ) on  is attained on the boundary of .
Proof. The function F being continuous, and the domain being compact, Fmust attain its maximum at some point (X∗, Y ∗) ∈
:
F(X∗, Y ∗)= max
(X,Y )∈
F(X, Y )= F ∗. (13)
Consider the points (X∗, Y+) and (X∗, Y−), where
Y+ = max
(X∗,Y )∈
Y and Y− = min
(X∗,Y )∈
Y.
They must exist, since  is compact. Furthermore, the points (X∗, Y+) and (X∗, Y−) must lie on the boundary of  (in fact,
they belong to the intersection of the vertical line X = X∗ with the boundary of ). By construction, Y−Y ∗Y+. By the
monotonicity condition (M),F(X∗, ·) is eithermonotonically non-increasing ormonotonically non-decreasing,whichmeans that
either F(X∗, Y−)F(X∗, Y ∗)= F ∗, or F(X∗, Y+)F(X∗, Y ∗)= F ∗. But by the deﬁnition (13) of F ∗, neither F(X∗, Y−)
nor F(X∗, Y+) can be greater than F ∗, implying that either F(X∗, Y−)= F ∗, or F(X∗, Y+)= F ∗. 
It follows from the above that if the variables are already sorted in accordance with (11), the solution of the continu-
ous optimization problem (2) can be found in O(n) operations, by what we call border tracing, i.e., by visiting all break-
points Qi and Qi successively, and ﬁnding the maximum of F(X, Y ) for each of the 2n segments of the border of (l1, l2)
(Fig. 1). This complexity is of course based on the assumption that the one dimensional optimization problem max0  1
F(l1(a + b), l2(a′ + b′)) can be solved in O(1) time, a condition fulﬁlled by all functions considered in this paper. (In
practice, fewer than 2n nodes and segments may have to be visited. It can be shown, for example that, for F(X, Y ) = XY
if F(Qi−1)<F(Qi) and F(Qi)>F(Qi+1), then F(Qi+1)F(Qi+2) · · ·F(Qn), and hence no segments above Qi+1
need to be searched).
The simpler version of border tracing in which only the 2n values F(Qi) and F(Qi), i = 1, . . . , n are compared, and no
segment maxima are evaluated, will be referred to as corner hopping.
Since in the original problem (2) the variables are not sorted in accordance with (11), a sorting procedure, which may involve
O(n log n) operations, may need to be carried out before border tracing (or corner hopping) can start. However, if we need to
solve several optimization problems whose sets of coefﬁcient pairs (ai , bi) are subsets of the same master set, than only one
sorting (sorting of the master set) needs to be done, after which all problems can be solved using that same ordering. This fact
may be utilized in the design of algorithms for the approximative solution of the discrete problem.
6. Approximate solutions for the discrete problem
The vertices Qi , Qi of (l1, l2) are feasible points not only of the continuous problem (2) but also of the discrete problem
(1). Therefore, the O(n) corner hopping process ﬁnding the maximum
max{F(Q0), F (Q1), F (Q2), . . . , F (Qn), F (Q1), F (Q2), . . . , F (Qn)}
obtains some kind of approximate solution to the discrete problem. The question is, how good is this approximation?
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In the easy cases of linear or ratio-based functions F(X, Y ), e.g., as in (4) or (5), the maximum of F on (l1, l2) is in fact
reached in one of the breakpoints (X, Y ) ∈ Q. Thus, the discrete problem would have the same solution as the continuous one,
and consequently corner hopping solves these problems.
For a general F satisfying conditions (M) and (S), the following proposition provides an upper bound for the difference
between the solutions of the discrete and continuous problems.
Lemma 3. Let us assume that F satisﬁes conditions (M) and (S), let x∗ denote a maximum point of (1), and let x′ be the solution
obtained by corner hopping. Then, we have
F(l1(x
∗), l2(x∗))− F(l1(x′), l2(x′)) K8 max1 i n (|ai | + |bi |)
2
Proof. Since (l1, l2) ⊂ (l1, l2), the maximum value of F for the discrete problem does not exceed that for the continuous
problem. Therefore, it is sufﬁcient to show that F on the approximate solution is within D = K8 max1 i n (|ai | + |bi |)2 from
the maximum of F over (l1, l2).
To simplify notations, let us further assume that the ordering (11) can be attained by the permutation  = (1, 2, . . . , n), and
us denote by x∗∗ ∈ [0, 1]n a point where F(l1(x), l2(x)) attains its continuous maximum.
By Lemma 2, we can assume that the point (l1(x∗∗), l2(x∗∗)) is on the boundary of(l1, l2). That point is either a breakpoint
(one ofQj s orQj s), or it lies somewhere on a segment between two consecutive breakpoints, for example betweenQj−1 and
Qj . In the former case, the approximate solution obtained by corner hopping is the true solution for the discrete problem. In
the latter case, the vector x∗∗ can be represented as x∗∗ = qj−1 + d= qj − (1− )d, where qj−1,qj are as deﬁned in (12),
d= [0, . . . , 0, 1, 0, . . . , 0] is a the jth unit vector, and where  ∈ (0, 1).
Thus, by introducing f (t)= F(l1(qj−1 + taj ), l2(qj−1 + tbj )) and integrating over the interval [0, ], we obtain
F(l1(x
∗∗), l2(x∗∗))= f ()= F(Qj−1)+
∫ 
0
f ′(t) dt, (14)
where f ′ ≡ df/dt . By condition (S) and by our choice of , f (t) is a smooth function attaining its maximum at t = , thus we
have f ′()= 0. Therefore, by applying the identity ∫ 0 f ′(t) dt = (tf ′(t))|0 − ∫ 0 f ′′(t)t dt =− ∫ 0 f ′′(t)t dt , we can re-write(14) as
F(l1(x
∗∗), l2(x∗∗))= F(Qj−1)−
∫ 
0
f ′′(t)t dt,
which implies that
F(l1(x
∗∗), l2(x∗∗))− F(Qj−1)=
∣∣∣∣∣
∫ 
0
f ′′(t)t dt
∣∣∣∣∣ maxt∈[0,] |f ′′(t)| 
2
2
.
By integrating f (t) on [, 1] in a similar way, we can also show that
F(l1(x
∗∗), l2(x∗∗))− F(Qj ) max
t∈[,1]
|f ′′(t)| (1− )
2
2
.
By combining the two inequalities (namely, choosing the former when < 0.5, and the latter one when  0.5), and taking into
account that for the approximate discrete solution x′ we have F(l1(x′), l2(x′))F(Qi) for i = 1, . . . , n, we obtain
F(l1(x
∗∗), l2(x∗∗))− F(l1(x′), l2(x′)) 18 max1 j n
t∈[0,1]
|f ′′(t)|
= 1
8
max
1 j n
(X,Y )∈[Qj−1,Qj ]
∣∣∣∣∣
2
F(X, Y )
X2
a2j +
2F(X, Y )
Y 2
b2j + 2
2F(X, Y )
XY
aj bj
∣∣∣∣∣ . (15)
Since the second partial derivatives of F are bounded by K by condition (S), we obtain
F(l1(x
∗∗), l2(x∗∗))− F(l1(x′), l2(x′)) K8 max1 j n (|aj | + |bj |)
2,
from which the statement follows. 
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The following proposition improves the result of Lemma 3 in the case of F(X, Y )=XY .
Lemma 4. If F(X, Y )=XY , then the value of F(l1(x′), l2(x′)) on the approximate solution x′ obtained by corner hopping is
within 14 max1 i n |aibi | from the optimum value of (1).
Proof. This can be proven in the same manner as Lemma 3, but substituting
2F(X, Y )/X2 = 0, 2F(X, Y )/Y 2 = 0, 2F(X, Y )/XY = 1
into inequality (15). 
As Lemmas 3 and 4 show, if all we need is to ﬁnd an approximate solution of the discrete problemwith a large enough precision
, then a sufﬁciently good solution is obtained by corner hopping, in O(n log n) time. If the desired precision  is smaller than
provided by the above lemmas, then we can use the following strategy (ALGORITHMA):
ALGORITHMA
Input: Reals ai and bi , i = 0, 1, . . . , n, a function F(X, Y ) (or an oracle for it),
together with a constant K as in condition (S), and a constant > 0.
Step 1: Sort the indices 1, . . . , n as in (11).
Step 2: Set Di = K8 (|ai | + |bi |)2 (or if F(X, Y )=XY set Di = 14 |aibi |) for i = 1, . . . , n.
Step 3: Set L= {i|Di > , i = 1, . . . , n}.
Step 4:] For every subset I ⊆ L repeat the following:
Step 4.1: Fix xi = 1 for i ∈ I and ﬁx xi = 0 for i ∈ L\I .
Step 4.2: Find the best approximate solution for the problem in the rest of the variables, xj , j /∈L by corner hopping.
Step 4.3: Update the best solution, if a better one found in the previous step.
Output: Write out the best solution found.
Proof of Theorem 2. We claim that ALGORITHMA provides a desired approximation within the claimed time.
Since the set of feasible points of the continuous relaxation of each restricted problem with n − |L| variables is a subset of
(l1, l2), the bounds in (S) with the same value of K still applies to each of the restricted problems. Therefore, the value of F
on the approximate solutions obtained by corner hopping is within  from the optimal solutions of the restricted problems by
Lemmas 3 or 4. Since the optimum of 1 will be an optimal solution for one of these restrictions (because we check all possible
assignments to the variables in L), the obtained approximation will indeed be within  of the optimum.
Let us next analyze the running time of ALGORITHM A. Steps 1–3 are executed only once, and need O(n log n) time. Steps
4.1–4.3 are repeated 2|L| times, each time the corner hopping costs O(n − |L|) time, totaling in O(n2|L|). Thus, to ﬁnish the
proof, we need to estimate |L| from above.
In case of a general function F, only indices with (K/8)(|ai | + |bi |)2> , i.e, with |ai | + |bi |>
√
8/K are selected into L.
Thus,
A+ B
∑
i∈L
(|ai | + |bi |)> |L|
√
8/K
with A=∑ni=1 ai = 1 and B =∑ni=1 bi = 1. Hence
|L|<(A+ B)
√
K
8
.
Similarly, for the case of F(X, Y ) ≡ XY , the set L includes index i only if |aibi |> 4. Since (|a|+ |b|)2 4|a||b|, this implies
that for each i ∈ L, |ai/A| + |bi/B|> 4
√
/AB, and hence
|L|< 1
2
√
AB

. 
Proof of Collary 3. Given a measure (Px) = c + l1(x)l2(x), where l1 and l2 are as in Section 1, we have A =
∑n
i=1ai = 1
and B =∑ni=1bi = 1. Thus for any given ′> 0, ALGORITHMA requires O(n log n+ 21/√′n) operations to ﬁnd a disjunction
Px′ whose distinguishing power is within ′ from that of the best possible disjunction Px∗ for this problem, by Theorem 2.
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Let us also note that if for the optimum value (Px∗)< c, then either l1(x∗)< 0 and l2(x∗)> 0, or l1(x∗)> 0 and l2(x∗)< 0.
Thus, the optimum is attained inside the second or fourth quadrant of the (l1, l2) plane; in either of those areas the signs of the
linear functions l1 and l2 are opposite, and hence their product, when restricted to a line segment, is a convex function of one
variable (see [17, Lemma 3.9]). Hence, we have (l1(x∗), l2(x∗)) ∈ Q (where Q is the corner set, as deﬁned earlier in Lemma 1),
and therefore corner hopping in ALGORITHMA actually ﬁnds x′ = x∗.
On the other hand, if (Px∗) c, then we have
(Px∗)− (Px′)
(Px∗)
 (Px
∗)− (Px′)
c
 
′
c
by Theorem 2. Therefore, choosing ′ = c, the statement follows. 
7. Measuring the power of a set of predicates
Before we proceed, in the next Section (Section 8), to discussing the disjunction-selection effectiveness on a speciﬁc clas-
siﬁcation problem with multiple categorical variables, we need to introduce a way to measure usefulness not just of a single
predicate, but of a set of predicatesP. Having such a measure will help us to evaluate the effectiveness of the predicates selected
with the help of the algorithms introduced in the previous sections.
The eventual goal of creating a set of predicates is to be able to combine these predicates, using conjunction and negation,
into rules that can reliably distinguish positive and negative examples. Without going into the details of rule design, it is obvious
that if we are to construct, based on a set of predicates P, a rule capable of distinguishing examples a ∈ D+ and b ∈ D−, at
least one predicate P ∈ P must distinguish a and b. Having several rules in P distinguishing a and b is probably better than
having just one such rule, as it provides more options for designing rules.
With this rationale in mind, we can generalize the single-predicate distinguishing power measure quad(P ) from (3) into the
so-called discounted Hamming distance. This is a measure of distinguishing power of a set of predicatesP, or in other words of
how well these predicates distinguish positive examples of D+ from the negative examples of D−, and it is deﬁned as
dM(,P,D
+,D−)=
M−1∑
i=0
ai(P,D
+,D−)i +

∑
iM
ai(P,D
+,D−)

 M. (16)
HereM is a ﬁxed positive integer,  is the so-called discount factor (typically, chosen as a small positive number, 0< < 1; we
use = 0.1 in all experiments presented here), and ai(P,D+,D−) is the number of pairs (a, b) ∈ D+ ×D− on which exactly
i predicates from P return different values:
ai(P,D
+,D−)= |{(a, b) ∈ D+ ×D− : (P, a, b)= i}|, (17)
where
(P, a, b)= |{P ∈ P : P(a) = P(b)}|. (18)
As one can see from the above deﬁnitions, each (a, b) pair which is not distinguished by any predicate from P (and therefore,
cannot be distinguished by any rule constructed from the set P) yields the highest contribution to measure d; contributions
from pairs that are distinguished by only one predicate from P are discounted by factor ; contributions from pairs that are
distinguished by exactly two predicates fromP are discounted by 2, etc. Finally, distinguishing more thanM-fold a pair (a, b)
does not further contribute to this measure.
Thus, the better predicates fromP are capable of distinguishing elements ofD+ from those ofD−, the smaller isdM(,P,D+,
D−). The range of possible values of dM is
|D+||D−|M = d−
M
(,D+,D−) dM(,P,D+,D−) d+M(,D
+,D−)= |D+||D−|.
The upper bound is reached on a predicate set P that contains no useful predicates at all; the lower bound, on the predicate set
P which contains, for each pair (a, b) ∈ D+ ×D−, at leastM predicates distinguishing a and b. In general, if each such (a, b)
pair is distinguished by at least KM predicates from P, then dM(,P,D+,D−) |D+||D−|K .
Although the summation in (16) is labelled as going for 0 i <M , in reality the pair counts ai may be non-negative only for
i |P|, and henceM |P| can be always be assumed.
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We can use the discounted Hamming distance to select a short list of “most useful” predicates out of a longer predicate list,
as follows:
DEPTH-M HDV
Input: The data set D = (D+,D−), an integerM 0, a real 0< < 1, and a set of predicates P.
Step 1: Set k = 1.
Step 2: Choose Pk ∈ P\{P1, . . . , Pk−1} for which dM(, {P1, P2, . . . , Pk−1, Pk},D+,D−) is the smallest.
Step 3: If dM(, {P1, P2, . . ., Pk},D+,D−)>d−M(,D+,D−) and P={P1, P2, . . ., Pk}, increment k and go back to Step 2.
Output: The set {P1, . . . , Pk}.
This algorithm was found to be quite competitive with many other feature selection methods in [10]. In fact this algorithm in
case ofM = 1 coincides with the standard greedy method, used in set covering-based feature selection (see e.g., [2,9]).
8. Some experimental results
To demonstrate the binarization of categorical variables, introduced in the ﬁrst part of this paper, we needed a data set which
has many categorical variables, and several of those with many different values. There are only a few such data sets available
in the standard machine learning depositories, among them perhaps the so-called mushroom data set from the machine learning
depository of the University of California at Irvine is the richest in categorical attributes (see [4]).
The mushroom data set consists of a set of 8124 records describing various properties of mushroom species. Each record
describes one mushroom species, containing values for several of its categorical properties. There were 22 categorical attributes
overall, each with its own range of values (4–10 values per property). The sum of the sizes of these ranges amounted to 117,
corresponding thus to 117 basic predicates. Each species is classiﬁed as “poisonous” or “edible”, and the objective is to distinguish
these two classes.
We divided the entire data set into a training set and a test set in different ways. In one series of experiments (the “20–80
split”), the mushroom set was split randomly into the training set AT ∪AF including 1611 records (≈ 20% of the total), and the
test set BT ∪ BF including the other 6513 records (≈ 80% of the total).
In the other series of experiments (“cross-validation”), the data set was partitioned randomly into ﬁve approximately equal-
sized parts numbered S0 to S4. Then, for each particular type of computation we would perform
(
5
2
)
= 10 runs, one run for
every possible pair (i, j), 0 i < j 4. In each such run, the set Aij = Si ∪ Sj , containing≈ 40% of the records, would be used
as the training set, while the remaining set Bij = S\Aij , with the other ≈ 60% of the records, would constitute the test set.
In all experiments, one (or none) of the predicate selection methods, described in the ﬁrst part of this paper, was used. A
“master set” of predicatesP∗ was produced by including all 117 basic predicates, and additionally some of the best disjunctions
obtained with the chosen method for each categorical property. In the tables and graphs that follow, runs are labelled according
to how, if at all, the disjunctions were selected in this procedure, as in the following table:
Label Disjunctions selection
None No disjunctions (only the basic predicates).
Lin Best disjunctions selected using the linear formula (4)
Odds Best disjunctions selected using the ratio formula (5)
Quad2 Best disjunctions selected using the bilinear formula (3), with the exact algorithm (Section 4)
Quad Best disjunctions selected using the bilinear formula (3), with the approximate algorithm (Section 6) with = 0.01
For “Lin”, we generated only one best disjunction per categorical property. With “Odds”, “Quad2”, and “Quad”, we selected,
for each attribute, several best disjunctions out of those that were encountered during the optimization process. (That is, for
“Odds” and “Quad”, the best of the disjunctions corresponding to the corners of the (X, Y ) feasibility domain; for “Quad2”,
the best of the disjunctions corresponding to z(n,w) and Z(n,w) for all w). In each of the last three methods, the list of “best
disjunctions” for each property was truncated to never be longer than the number of values that the property could assume (thus,
the total number of added disjunctions could never be greater than the number of basic predicates); ﬁnally trivial (one-component)
disjunctions were excluded, since they are already included as basic predicates.
In each of the runs the master set P∗ of predicates was narrowed down by depth-M HDV, for some value of M, to a smaller
setP of predicates. In Table 1, we tabulated the obtained set of predicates for some of the methods, using ≈ 20% of the data as
training.
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Table 1
The setP of predicates produced by depth-2 HDV starting with on various master setsP∗, using 20% of the data as training set.
No disjunctions Linear Quad2 Quad
F = |X − Y | F =X + Y − 2XY F =X + Y − 2XY
(exact algorithm) (approximation)
|P∗| = 117 |P∗| = 132 |P∗| = 209 |P∗| = 154
|P| = 12 |P| = 11 |P| = 11 |P| = 10
Odor= n Odor ∈ {a, l, n} Odor ∈ {a, l, n} Odor ∈ {a, l, n}
Bruises= t Spore-print-color ∈ {h, r, w} Spore-print-color ∈ {h, r, w} Spore-print-color ∈ {h, r, w}
Population= v Odor= n Odor ∈ {a, n} Odor= n
Stalk-root= b Population ∈ {v} Population= v Population= v
Gill-size= b Gill-size= b Gill-size= b Gill-size= b
Habitat= d Spore-print-color= r Spore-print-color= r Spore-print-color ∈ {k, n,w}
Stalk-shape= e Gill-spacing= w Stalk-root ∈ {e,missing} Stalk-root ∈ {e,missing}
Gill-size= n Gill-color= w Cap-color ∈ {c, g, n, p, r} Bruises= f
Spore-print-color= w Bruises= f Bruises= t Habitat ∈ {d, p}
Gill-color= w Stalk-surface-below-ring= y Spore-print-color= w Stalk-color-below-ring= y
Habitat= p Spore-print-color= w Stalk-surface-below-ring= y
Cap-shape= f
The ﬁrst column corresponds to the basic predicate set (only single-comparison predicates). In other columns,
the predicate setP∗ is combined of the same basic predicates, plus a number of the best disjunctions of such basic
predicated found using the method indicated, as described in the text.
For most runs we usedM=2 for the HDV procedure. However, in some experiments, speciﬁcally indicated below as “inﬁnite
depth” runs, we usedM |P∗| to select the cut set.
In fact HDV is a sequential process, and thus P = {P1, P2, . . . , Pl} is an ordered set, in which predicate P1 was found to
provide the highest level of separation on the training set, and after that P2 proved to be the most distinguishing one, according
to the discounted Hamming measure dM , etc. In caseM |P∗|, we artiﬁcially limited |P| to the top 15 predicates produced by
HDV.
To evaluate the efﬁciency of the proposed procedures, we measured the distinguishing power of P on the training set itself,
and which is perhaps more interesting, on the test set, as well. SinceP is an ordered list, we actually measured the distinguishing
power of every preﬁx of this list. In other words, for the set P= {P1, P2, . . . , Pm} we computed
D(k)= dm+1(, {P1, P2, . . . , Pk},D+,D−)
for each 0 km, and presented the graph D(k) as a function of k (where D+ and D− denote the set of positive and neg-
ative examples in the actual set, used). How fast the graph of D(k) decreases as k increases illustrates how much additional
distinguishing power is brought in by additional elements of the predicate list.
Series 1: 20–80 split,M = 2: We produced a set of predicates P on a training set of ≈ 20% of the data set using HDV with
depthM = 2. Then measured the distinguishing powerD(k) of the sets, with depthM |P|, both on the training set and on the
test set. As Fig. 2 shows, for each disjunction-generation method the curves of D(k)/D(0) for the training set and the test set
appear very close together. This means that on this problem the ≈ 20% training set is quite sufﬁcient to generate predicates that
are just as effective on the test set as they are on the training set.
Fig. 2 also shows that any of the predicate sets that include some disjunctions of basic predicates is superior to the case only
including the basic predicates (labels with ‘None’).
Predicate sets that include disjunctions selected based on the optimization of the bilinear function (3) (labelled ‘Quad’ and
‘Quad2’) result in better separation than those using disjunctions selectedwith the optimization of a linear or odds-basedmeasure.
This is not surprising on the training set, since the discounted Hamming distance measure (16) is directly connected to the single-
predicate power measure (3). However, the same behavior on the test sets is somewhat surprising, since it cannot be connected
directly to the way those predicates were selected—because for the selection process we did not use the test records.
The difference between the predicate sets based on exact optimization of (3) (labelled “Quad2”) and on approximate opti-
mization (labelled “Quad”) is most likely due not to the best selected disjunction (it is the same in both cases, since the  in
the approximate algorithm is small enough to guarantee the exact maximum), but to the composition of the list of “next-best”
disjunctions, which is different for these two methods.
Series 2: Cross-validation (40–60 splits),M = 2: In these experiments, the data set was divided into a≈ 40% training set and
≈ 60% test set in
(
5
2
)
= 10 different ways, as we described above. For each version, P was generated with HDV(M = 2), and
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Fig. 2. Predicate selection by HDV(M = 2) using ≈ 20% of the data as training, and the rest as test. Distinguishing power of the obtained
predicates measured both on the training and the test sets.
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Fig. 3. Cross-validation (Series 2). Averaged D(k) for 10 different 40–60 splits, predicate selection by HDV(M = 2).
then its distinguishing power was measured on the test set using the discounted Hamming distance measure withM = |P| + 1.
The results are averaged over the 10 runs, and displayed in Fig. 3.
Series 3: Cross-validation (40–60 splits),M> |P|: These series of experiments was identical to Series 2, butM> |P| is used
in the HDV predicate selection algorithm. Results over the runs are averaged, and displayed in Fig. 4.
The above results appear consistent between each other in that any predicate set includingwell-selected disjunctions is superior
to one consisting only the basic predicates. Furthermore, among the predicate generation approaches, “Lin” seems the weakest,
and “Quad2” seems to be the best. Perhaps the advantage of “Quad2” to the others comes from the fact that it not only ﬁnds a
best predicate, but also generates several “good” ones, corresponding to the vertices of (l1, l2), and thus providing a richer set
for the HDV selection procedure.
One important question left is, how much do results differ when different training sets are selected? Fig. 5 shows this for two
different methods of generating the master cut set (“None” and “Quad”), and cut set selection with HDV(M = 2) in Series 2
experiments. While variation between different cut sets is noticeable, it is much smaller than the difference between the D(k)
values with and without disjunctions.
What causes the variation between the power of cut sets obtained on different training sets? Our hypothesis is that it was
not so much the difference in the disjunction sets on different training sets (the difference between lists was typically under
10% of disjunctions), but the fact that the HDV algorithm used for selecting the cut set from the master cut set was optimizing
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Fig. 4. Cross-validation (Series 3). Averaged D(k) for 10 different 40–60 splits, cut set generation by HDV(M =∞).
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Fig. 5. Cross-validation (Series 2). Ten different 40–60 splits, cut set generation by HDV(M=2). Each graph compares the distinguishing power
of the cut sets generated on 10 different training sets.
for a somewhat different measure than the one we would eventually measure (i.e., depth-2 discounted Hamming distance vs.
inﬁnite-depth discounted Hamming distance).As a result, HDV(M=2) on different training sets may select cut sets that are quite
similar in its own (depth-2) terms, but are more different in terms of the eventual measure. A good way to test the hypothesis is
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Fig. 6. Cross-validation (Series 3). Ten different 40–60 splits, cut set generation by HDV(M =∞). Each graph compares the distinguishing
power of the cut sets generated on 10 different training sets.
too look at the results obtained in Series 3 experiments, where inﬁnite-depth discounted Hamming distance was used both in cut
set selection and in measuring the power of resulting lists on the training set. These results are presented in the graphs on Fig. 6
and show that the variability ofD(k) among different training sets in this series is much smaller than in Series 2; this appears to
agree well with our hypothesis.
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