Abstract-This work studies the null controllability of an actuated system of coupled parabolic PDEs. In particular, we consider an important subclass of such problems where the couplings are of first and zero-order and the underlying control system is underactuated. We pose our control problem using a recent framework which divides the problem into interconnected parts: we refer to the first part as the analytic control problem, where we use slightly non-classical techniques to prove null controllability by means of internal controls appearing on every equation; we refer to the second part as the algebraic control problem, where we use an algebraic method to "invert" a linear partial differential operator that describes our system; this allows us to recover null controllability by means of internal controls which appear on only a few of the equations. We establish a null controllability result for the original problem by solving these control problems concurrently.
I. INTRODUCTION
In recent years, problems concerning controllability of coupled parabolic PDEs have received much interest from the mathematical control community, see [1] and references therein. One classification of these numerous control problems is into problems with zero-order couplings (i.e., the reaction term within a parabolic PDE is now replaced with terms which couple the evolution of the solution with the solutions to other PDEs in the system) and problems with first-order couplings (i.e., the advection term is now replaced with terms which couple the evolution of the solution with the gradient of the solutions to other PDEs in the system). The applications of such control problems are ubiquitous: zero-order couplings arise in engineering problems modelled by reaction-diffusion equations, such as [2] , whereas firstorder couplings arise in engineering problems modelled by reaction-advection-diffusion equations, such as [3] .
For systems of several coupled parabolic equations, an important problem is to establish their controllability with reduced number of controls; we refer to such systems with reduced controls as underactuated systems. The case of zeroorder couplings and with internal controls has been studied extensively in [4] , [5] . In [5] , a necessary and sufficient condition for exact controllability is proved for a system of m equations with constant coupling coefficients, which mimics the Kalman rank condition for finite-dimensional systems. In [4] , some results similar to the Silverman-Meadows condition are obtained for time-varying coefficients.
General conditions for controllability of systems with first and zero-order couplings and internal controls have
The first author is with the Department of Mechanical and Aerospace Engineering at the University of California, San Diego. The last two authors are with the Department of Mathematics and Statistics at Queen's University in Kingston, ON. dsteeves@eng.ucsd.edu and {bahman,mansouri}@mast.queensu.ca proven to be more elusive. In [6] , a system of n + 1 coupled heat equations with constant couplings and with one underactuation is studied, and a sufficient condition for null controllability is given under some restrictions on the controls. In [7] , a system of three parabolic equations coupled by (time and space) varying coefficients is studied for two underactuations. The authors were able to recover a condition ensuring null controllability under some technical restrictions on the control domain and the coupling terms. In [8] , a necessary and sufficient condition for null controllability is given for a system of m equations with one underactuation and constant coupling coefficients; furthermore, the authors study the case of (time and space) varying coupling coefficients and prove a sufficient controllability condition for a system of two equations with one underactuation, by assuming some conditions which are technical in nature.
A. Statement of contributions
This work has two main contributions. The first contribution is a partial generalization of [8, Theorem 1] . In particular, our result gives a sufficient condition for the null controllability of an underactuated system of coupled parabolic PDEs, with constant first and zero-order couplings, when more than a certain number (related to the size of both the system and the spatial domain) of the equations are actuated. Importantly, this controllability condition applies to systems with multiple underactuations. Furthermore, this condition, which requires a matrix containing some of the coupling coefficients as entries to be full rank, is generic. The technique used to prove this result is adapted from [9] .
Our second contribution is Proposition 5.1, which is an extension of [8, Proposition 2.2] . Specifically, our Carleman estimate contains higher differential order terms on its lefthand side, which allows us to construct very regular controls achieving null controllability. Importantly, these highly regular controls are necessary when applying Theorem 3.1 to problems with many underactuations.
Due to spatial restrictions, proofs are omitted in what follows. We refer the reader to [10] and [11] as necessary for the presentation of all omitted proofs.
B. Notation and conventions
Throughout this work, we define N * := N\{0}. For n, k ∈ N * , we denote the set of n × k matrices with real-valued entries by M n×k (R), and we denote the set of n×n matrices with real-valued entries by M n (R). We denote the set of linear maps from a vector space U to a vector space V by L (U ; V ). For (X, T X ) a topological space and U ⊂ X, we denote the closure of U byŪ .
II. PROBLEM STATEMENT

A. A system of interest
In what follows, we will study a control system consisting of coupled parabolic partial differential equations (PDEs). Let Q T := (0, T ) × Ω and Σ T := (0, T ) × ∂Ω for some T > 0; consider the system of second-order PDEs
where y 0 := (y 1 , . . . , y m ) and f := (f 1 , . . . , f m ) are known, y := (y 1 , . . . , y m ) are the unknowns, and the differential operator L is defined as
where a pk ∈ R, g pk := (g
is symmetric, and e p is the pth canonical basis vector in R m . When p = k, we call g pk the first-order coupling coefficients and a pk the zero-order coupling coefficients. With these choices of coefficients, (1) becomes
. We specialize to the case that the operator L satisfies the uniform ellipticity condition, which classifies (3) as parabolic (see [12] for details). Next, we define the notion of regularity for the boundary of spatial domain Ω. Definition 2.1: Let Ω ⊂ R n be open and bounded, and let k ∈ N. We say Ω is of class C k if for each point x 0 ∈ ∂Ω, there exists r > 0 and a C k function γ :
B. The solution of coupled parabolic systems
To adapt classical existence and uniqueness results to a system of coupled parabolic PDEs such as in (3), one can follow the treatment, for example, in [12, Chapter 7.1] , as the results are easily extendable to a system of equations.
One has the following definition.
is said to be a weak solution of (3) provided that for every
where ·, · denotes the appropriate duality pairing. From now on, we mean by "solution to a coupled parabolic system" the weak solution in the sense of Definition 2.2.
We are now ready to study (3) under the framework of control systems, in the sense that we "select" the forcing term f to drive the system to a desired final state in some time T > 0.
C. The control problem
We recast (3) as a control system, where f = Bu with u ∈ L 2 (Q T ) c being control inputs to be chosen, and B ∈ M m×c (R), with 0 < c ≤ m, yielding
Let us now introduce our objective that we aim to achieve by selecting appropriate control inputs. We have the following notion of controllability for (4). Definition 2.3: We say that (4) is null controllable in time
c such that the solution y of (4) satisfies y(T ) = 0 on Ω. This work specializes to the case of internal (or distributed) control: that is, for ω ⊂ Ω nonempty and open, we study the case where f = 1 ω Bu, and henceforth, we denote by q T the set (0, T ) × ω.
An interesting control problem that arises in many engineering applications is underactuation, that is, when c < m. Our work will further specialize to this problem.
III. SUMMARY OF MAIN RESULT
The main controllability theorem of this work is stated next, where we assume that more than half of the equations in (4) are actuated. Additionally, we assume that the equations within a system of interest be distinct (c.f. Assumption 4.3). For reasons of space, we state the theorem of n = 1; see [11] for the result stated for general n ∈ N * . Theorem 3.1: For a fixed m, suppose Ω ⊂ R nonempty, open and bounded. Furthermore, suppose Ω is connected and of class C k for k large enough, which is qualified in Section V. For (ii) the matrix C ∈ M h (R) given by
is non-singular for any {α 1 , . . . , α h } ⊆ {1, . . . , c}
The condition that c ≥ h is somewhat restrictive: for example, it limits the application of Theorem 3.1 for systems with two underactuations and in one dimension to systems with at least six equations. However, the ensuing treatment can be used, for example, to recover null controllability in time T of (4) with two underactuations and less equations by imposing a slightly more restrictive rank condition: indeed, for m = 5, c = 3 and n = 1, the condition that
be full-rank is sufficient for null-controllability (see [10, Example 4 .11] for details). The method we employ to prove Theorem 3.1 is the so-called fictitious control method, which was developed in [9] and allows one to bifurcate the null controllability problem into interconnected problems: an analytic control problem, where fictitious controls act on every equation in the coupled system (4); and an algebraic control problem, where there are possibly many underactuations. For the analytic problem, one can prove a so-called weighted observability inequality which helps deduce null controllability of the analytic system. For the algebraic problem, one can pose this underactuated control problem as an underdetermined system involving differential operators, and, under some conditions, "invert" one of these operator algebraically. Section IV focuses on the latter treatment, whereas Section V presents the former treatment. But first, we illustrate our main result by means of a hypothetical example.
Example 3.3: For Ω = (0, 1), m = 5, c = 3 and some fixed T > 0, suppose the following system is of interest:
y 2,t = y 2,xx + 2y 2,x + 3y 3 + u 2 ; y 3,t = y 3,xx − 2y 1,x + y 3 + u 3 ; y 4,t = y 4,xx − 0.1y 3,x − 2y 5,x + 0.1y 2 + 0.1y 3 ; y 5,t = y 5,xx + g 51 y 1,x + 2y 3 ,
where g 51 ∈ R and the initial and boundary conditions are given in (4). One computes:
which has full rank when g 51 = 0. By Theorem 3.1, (5) is null controllable in time T for g 51 = 0. Notably, this conclusion cannot be deduced from the work in [8] .
IV. FICTITIOUS CONTROL METHOD
This section presents a technique that can be used to prove the null controllability of the coupled system (4) with possibly multiple underactuations (i.e., when c ≤ m − 1).
A. Definitions
Recall that we denote our control domain by q T := (0, T ) × ω. We begin with some definitions.
Definition 4.1: For n ∈ N * , let α be a multi-index of length n + 1. For k, l ∈ N * , a linear map B :
Let c, m, k ∈ N and consider the linear partial differential operators
Suppose that for (ŷû)
is of interest, whereũ is given and (ŷû) T are the unknowns. We characterize the solvability of (8).
Definition 4.2: We say that the linear equation (8) is algebraically solvable in q T if there exists a linear partial differential operator B :
that is, B(ũ) is a solution to (8) for everyũ ∈ C ∞ (q T ) k . If k = m and N = Id C ∞ (q T ) m , then we call B the right inverse of L.
We now describe our strategy that divides our control problem into two separate parts, as was done in [9] , [8] , to achieve null controllability of (4) with c ≤ m − 1.
1) Analytic control problem:
We first consider the following control problem: for anyỹ 0 ∈ L 2 (Ω) m , prove the existence of (ỹ,ũ) a solution of
such thatỹ(T, ·) = 0, where N is a differential operator that is to be determined (cf. (15)),ũ acts on all equations in (10), and we denote by 1 ω a smooth version of the indicator function (this can be constructed via mollification). Note that (ỹ,ũ) has to be in a suitable space: in particular, depending on our choice of differential operator N ,ũ has to be regular enough to withstand the derivatives applied by N . We elaborate on our technique for solving this control problem in Section V.
2) Algebraic control problem: We next consider a different control problem: prove the existence of a solution (ŷ,û) of
whereû acts only on the first c equations and B = Id c 0 c×(m−c) T ∈ M m×c (R). The notion of algebraic solvability will be used to resolve this control problem in the next subsection. The analytic and algebraic control problems differ in the following ways: in the analytic problem, the controls are N (1 ωũ ), whereas in the algebraic problem, the controls areû, and furthermore, N (1 ωũ ) appears but is considered to be a source term; and in the analytic problem, one has to prove thatỹ(T, ·) = 0 (in our treatment, we accomplish this by means of an observability inequality), whereas in the algebraic problem,ŷ(T, ·) = 0 is inherited from the construction of the solution (ŷ,û). Solving both the analytic and algebraic problems proves the null controllability of (4). Indeed, defining (y, u) := (ỹ −ŷ, −û), one notices that (y, u) is the solution to (4) in a suitable space with y(T, ·) = 0. Note that the controls to the analytic system, N (1 ωũ ), are eliminated via the subtractionỹ −ŷ; this gives meaning to the name of the method we employ.
B. Algebraic solvability
In this section, we study the algebraic solvability of differential operators corresponding to (11) which contains m equations and c controls, for c ≤ m − 1. To this end, we consider the linear partial differential operator defined by
which is an underdetermined operator, and we consider N (1 ωũ ) as a source term, where N is to be chosen later. One can write (11) as
we study the algebraic solvability of (13) in q T . Recall from Definition 4.2 that this is equivalent to proving the existence of a linear partial differential operator B :
m , and hence by reason of B being a differential operator, (ŷ,û) will have support in q T . With a slight abuse of notation, from now on we denote the extension by zero of (ŷ,û) to Q T also by (ŷ,û), so thatŷ = 0 on Σ T and y(0, ·) =ŷ(T, ·) = 0 in Ω provided thatũ satisfy some decay condition as t → T (cf. (23)).
We study the adjoint system associated to (11):
Prolongation technique: inspired by [9, Section 3], we present a method to prove the algebraic solvability of the adjoint of equation (9).
We consider (11) for an arbitrary c ∈ {1, . . . , m − 2} and define the linear partial differential operator
for ζ ∈ C ∞ (Q T ) m . With this choice of N , it suffices to consider differential operatorsL :
and to aB :
to prove algebraic solvability of (9) (see [10, Section 4.3.2] for details). We study the adjoint equation of (16),
and we callB * the left inverse ofL * . Computing the formal adjoint ofL forψ ∈ C ∞ (Q T ) m−c yields
Hence, the algebraic solvability of (17) is equivalent to proving the existence of a differential operatorB * :
. . .
. We encode systems of equations related to (18) using matrices: we utilize a matrix containing the coefficients of D, G, A and −1 (to account for the time derivative terms) as entries to describe (18). Throughout this work, we make the following assumption. Assumption 4.3: We assume that the equations in (18) are distinct, i.e., that the matrix associated to (18) has full rank.
An examination of (18) reveals that there are m distinct equations and only m − c unknowns, them beinĝ ψ c+1 , . . . ,ψ m . Let us callψ c+1 , . . . ,ψ m the analytic unknowns. If we view (18) as a linear algebraic system by treating every (time and spatial) derivative ofψ l as an independent algebraic unknown, for l ∈ {c + 1, . . . , m}, then there are many more algebraic unknowns than distinct equations. Under this algebraic viewpoint, one can hope to prolong (or differentiate with respect to every spatial variable) each equation of (18) to introduce many new equations and a few new algebraic unknowns (owing to the symmetry property of mixed partial derivatives). Repeating this process a sufficient amount of times, one can hope that the linear algebraic system eventually becomes overdetermined, that is, the number of distinct equations eventually exceeds the number of algebraic unknowns. Proceeding this way, we begin by counting the number of derivatives up to the highest order contained in a prolonged version of (18).
Lemma 4.4: Let p ∈ N denote the number of prolongations of (18), and let F (p) denote the distinct number of derivatives of order less than or equal to p for smooth enough functions having n variables. Then F (p) = p+n n . Furthermore, denoting by U (p) and by E(p) the number of algebraic unknowns and the number of equation contained in the prolonged version of (18), respectively, we have U (p) = (m − c) (F (p + 2) + F (p)) and E(p) = mF (p) Under certain conditions (cf. Proposition 4.6), one may hope to extract the analytic unknownsψ c+1 , . . . ,ψ m from the overdetermined algebraic system. Hence, one can expect the left inverseB * of the differential operator associated to the prolonged version of (18) to be of maximum differential order p + 2 in space and one in time. Hence we require the analytic system's controls, 1 ωũ , to accommodate p + 2 spatial differentiations. These highly regular 1 ωũ are alluded to at the end of Section V.
We finish this section by stating our main result concerning (11) for n = 1; its proof relies on the DulmageMendelsohn matrix decomposition [13] , [14] which utilizes the sparsity of the prolonged version of (18). This result is presented for n ∈ N * in [10, Subsection 4. We illustrate the algebraic solvability process using Example 3.3. To this end, we write the system of equations associated to (5) in the form (18):
Note that these equations are distinct; hence, it follows from Lemmas 4.4 that four prolongations are necessary for the prolonged version of the algebraic control problem associated to (5) to be overdetermined. The resulting overdetermined system is encoded using a matrixL * ∈ M E(p)×U (p) , where for p = 4, E(p) = 25 and U (p) = 24. Using the Dulmage-Mendelsohn decomposition, one can show that (6) having full rank ensures that the algebraic control problem associated to (5) be algebraically solvable; see [10, Example 4.11] for details. Now suppose that the coupling coefficients g 43 and a 53 are chosen to be zero; then, the system of equations associated to (5) in the form (18) is given by
which only has four distinct equations. It follows from the proof of Lemma 4.4 that in this case, E(p) = (m − 1)F (p), which makes the algebraic control problem associated to (5) be algebraically unsolvable. This highlights why Assumption 4.3 is critical to our treatment.
V. A CARLEMAN ESTIMATE AND THE NULL CONTROLLABILITY OF THE ANALYTIC PROBLEM
In this section, we study the analytic system (10) . The goal of this section is to establish that the solution (ỹ,ũ) to the analytic control system (10) satisfies a so-called weighted observability inequality, which helps us deduce its null controllability. To this end, we consider the adjoint system to (10) given by
We utilize the Carleman estimate technique to help us establish an observability inequality which is used to prove the null controllability of (10) . The ensuing work builds upon that developed in [8, Section 2.2]: in particular, it incorporates the higher-order terms found on the lefthand side of (22) which allow us to construct highly regular controls for (10) (see Remark 4.5 for more details). For (t, x) ∈ Q T we define α(t, x) := e 
Additionally, for t ∈ (0, T ) we define α * (t) := max x∈Ω α(t, x) and ξ * (t) := min x∈Ω ξ(t, x). We now state the key Carleman estimate associated to (10); we refer the reader to [11, Appendix] for its proof.
Proposition 5.1: There exists a constant C := C(Ω, ω 0 ) > 0 such that for everyψ 0 ∈ L 2 (Ω) m , the solutionψ to (19) satisfies 
for every λ ≥ C and s ≥ C(T 5 + T 10 ), where · l denotes the element-wise norm for the above tensors.
One can deduce from (22) a weighted observability inequality, from which one deduces null controllability of (10) . Furthermore, by choosing k = p + 2 in Theorem 3.1, (22) allows one to show that controlsũ which drives (10) 
the regularity of these controls ensure that the algebraic control problem (11) also be solved. Thus, with the algebraic and analytic control problems resolved, Theorem 3.1 follows.
