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a b s t r a c t
A large number of industries will experience climate change related damages with the
climate change processes over the coming years. For example, the risks from sea level
rising will be faced. In addition, there are a lot of uncertainties for the climate change in
the future. Therefore, making decisions when to invest in the long term the sea level rising
risk related projects is important and complex. The complexity of the decisions mainly lies
in the evolving nature of the sea level rising risk, particularly due to the global climate
change but also the future socio-economic development scenarios.
In this paper, we first regard the sea level and the temperature as the underlying assets,
and then develop a real optionmodel to evaluate potential sea level rising riskmanagement
opportunities. In the case of American real options, we reformulate the problem to a linear
parabolic variational inequality (VI) in two spatial dimensions and develop a power penalty
method to solve it. It is shown that the nonlinear partial differential equation (PDE) is
uniquely solvable and the solution of the PDE converges to that of the VI at the rate of order
O(λ−
k
2 ). A so-called fitted finite volume method is proposed to solve the nonlinear PDE in
both cases of European and American options, and the convergence of the fully discrete
system of equations is obtained. Finally, some numerical experiments are performed to
illustrate the theoretical results of this method.
© 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC
BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction
As climate change progresses over the coming decades, awidening range of industrieswill suffer from the climate change
related damages. The most likely negative effects of climate change will be temperature rise, productivity losses in climate
exposed sectors, more intense and more frequent extreme weather events, and so on. According to the latest assessments
from the International Energy Agency (IEA), in 2010 greenhouse gases (GHG) emissions increased to the highest carbon
emissions in history, and it is hopeless to hold global warming to safe levels [1]. As a result, climatologists have predicted
that more and more extreme weather events will have devastating effects on human society and the environment as GHG
concentrations in the atmosphere increase.
One of the most obvious influences from climate change is the sea level rising, which is of a common interest to decision
makers. Sea level rising causes huge costs for all corporations and governments which are operating or planning to build
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coastal facilities or developments. Moreover, Nicholls and Tol [2] showed that even if mitigation can slow down the speed
of sea level rising, the damages cannot be avoided in the twenty first century due to the lagged response of sea level rise
to atmospheric temperature rise. However, there is currently a lack of knowledge about the physical processes driving the
sea level, since complex models with different time scales are involved, leading to large uncertainty about future sea level
values and imposing costs and risks on the society [3–5].
How tomeasure andmanage the risks from climate changes is of great importance. Herewe employ real options analysis
method to evaluate and deal with the risks, on the basis of which a linear complementaritymodel is developed. Real options
analysis (ROA) is based on the similarity between investment opportunities and financial options. A real option itself, is the
right – but not the obligation – to undertake certain business initiatives, such as deferring, abandoning, expanding, staging,
or contracting a capital investment project. Real options analysis deals with the decision making problem by learning more
about the uncertainty over time and exercising the option at themost favorable time. Real options are important in strategic
and financial analysis because traditional valuation tools such as net present value (NPV) ignore the value of flexibility. Real
options allow for the consideration of possible options that are embedded in investment projects, in which the managers
have the flexibility to respond to the outcome of uncertainties. As a result, the real optionsmethodmay accept a project with
a negative NPV [6]. With an option to wait, the real options method may delay the execution of the investment activity. The
valuation of a real option can be viewed as an investment optimization problem under uncertainty. The idea is to maximize
the NPV of the asset incorporating the relevant managerial flexibility, but subject to operational constraints. Therefore, the
real options analysis is an effective approach to handle future uncertainties about the sea level rising risk management by
providing flexibility in investment decisions [7–14].
Since the value of a real option of American style is determined by a linear complementarity problem, a power
penalty approach to the linear complementarity problem is proposed in the present paper. We will approximate the linear
complementarity problem by a nonlinear parabolic PDE in two spatial dimensions with a kth power penalty term, and then
show that the solution to the nonlinear PDE converges to that of the original complementarity problem at the rate of order
O(λ−
k
2 ). In addition, a so-called fitted finite volumemethod is presented for the numerical solution of the two-dimensional
nonlinear PDE. This method is based on a finite volume formulation coupled with a fitted approximation technique. The
finite volume method possesses a special feature of the local conservativity of the numerical fluxes, and is becoming more
and more popular. See, for instance, Wang [15] for degenerate parabolic problems, Leveque [16] for hyperbolic problems,
and Liu [17] for elliptic problems.
The paper is organized as follows. In Section 2, a partial differential equation of the real option is established to describe
the risks from climate changes, and final and boundary conditions are prescribed. In Section 3, a power penalty approxima-
tion is proposed for the original PDE, and its convergence analysis is presented in Section 4. In Section 5, a so-called fitted
volume method is proposed for the discretization of the penalized PDE, and error estimates are established. Finally, some
numerical experiments are performed to illustrate the theoretical results in Section 6.
2. The PDE real option model
Assume that a sea level rising defense is to be refurbished. Then, there is no further protection if the defense is rebuilt to
the existing height in case sea levels increase, and an alternativewould be to rebuild the defensewider and higher. However,
this is not optimal if sea levels remain unchanged [7,14]. Under the uncertainty, we employ real options analysis method
to decide when the investment is made to rebuild the defense wider and higher optimally. To this purpose, we assume that
the height of sea level now is X1 and the height of defense is X2. We should widen the defense and increase the height in
the future when the sea levels reach and exceed the critical value X⋆ (optimal exercise price financially or free boundary
mathematically), which is to be decided by solving numerically a real option pricingmodel governed by a partial differential
equation. In addition, it is reasonable to presume that X1 < X⋆ < X2.
2.1. The underlying assets
As the sea level and the temperature are two important indices of climate change and there is a close relationship between
them, they are chosen to be the underlying assets in our real optionmodel about the defense [7,14]. According to [18,19], the
sea level process is a function of the temperature process by assuming the rate of change of the sea level to be proportional to
the temperature increase. As pointed out in [18], in fact we suppose that there exists a global mean temperature that would
not cause netmelting and that the power available formelting is roughly proportional to the deviation from the temperature.
Moreover, to show the randomness of future climate change, the Brownian motion is added into the differential equations
of sea level and temperature.
Following [20], we assume that the global mean temperature (Yt)t≥0 is a one-dimensional Markov process valued in the
open subset Dwith dynamics under the historical measure P given by
dYt = θ(Y¯1(t)− Yt)dt + σYdWˆY , (2.1)
where Y¯1(t) is the equilibrium or mean value supported by fundamental and can possibly be a function of time, σY is the
volatility caused by shocks, and θ > 0 is the rate by which these shocks dissipate and the variable reverts towards the
mean. From the concept of absence of arbitrage opportunities, given the market price of per unit temperature risk λY and
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the Brownian motion (WY )t≥0 in the risk-neutral measure Q, then
WˆY (t) = WY (t)−
 t
0
λY (s)ds
is a P-standard Brownian motion. According to [21], we will assume that Y1(t) = c1 + c2t + c3 sin(ωt + φ) in the process
of numerical simulation.
As mentioned before, let the sea level process (Xt)t≥0 be a function of the temperature and its dynamics under the P-
measure be [18]
dXt = µ(Yt , t)dt + σX (Xt , t)dWˆX , (2.2)
where we can choose µ(Yt , t) = η(Yt − Y¯0) and σX (Xt , t) = σXXt and similarly,
WˆX (t) = WX (t)−
 t
0
λX (s)ds,
where λX is the market price of per unit sea level risk and (WX )t≥0 is aQ-standard Brownian motion such that (WX )t≥0 and
(WY )t≥0 are positively correlated with a correlation coefficient ρXY , that is ⟨dWˆX , dWˆY ⟩t = ρXYdt . For ease of notation, we
denote the time-dependent quantities Xt = X and Yt = Y .
The above model is similar virtually to the two-factor model on non-traded state variables developed by Cortazar and
Schwartz in [22], in which η(Y − Y¯0) is the instantaneous expected spot price change (and not return), Y is the expected
long term spot price, and Y¯0 is the deviation of spot price from its long term value. It is a base temperature at which sea level
is in equilibrium with climate so that the rate of change of sea level is proportional to the warming above the temperature
Y¯0 [18].
2.2. The partial differential equation for the real options
Since the sea level and the temperature are all non-traded assets, the pricing methods based on standard hedging
arguments are not practicable. However, since the relationship between the sea level and the temperature is similar to
the one between the spot price of oil and its instantaneous net convenience yield [18], we follow the idea in [22,23] for two-
factor model on non-traded state variables to establish the partial differential equation for the real option pricing model.
Let F(X, Y , t) be the valuation of the real option, which is dependent on the sea level X and the temperature Y . According
to Itô’s lemma, the change in the real option is then described as follows:
dF = ∂F
∂t
dt + ∂F
∂X
dX + ∂F
∂Y
dY + 1
2
∂2F
∂X2
dX2 + 1
2
∂2F
∂Y 2
dY 2 + ∂
2F
∂X∂Y
dXdY
=

∂F
∂t
+ η(Y − Y¯0) ∂F
∂X
+ θ(Y¯1(t)− Y ) ∂F
∂Y
+ 1
2
σ 2X X
2 ∂
2F
∂X2
+ 1
2
σ 2Y
∂2F
∂Y 2
+ ρXYσXσYX ∂
2F
∂X∂Y

dt
+ σXX ∂F
∂X
dWˆX + σY ∂F
∂Y
dWˆY ,
from which the relative change can be obtained via dividing both sides by F
dF
F
=

∂F
∂t
+ η(Y − Y¯0) ∂F
∂X
+ θ(Y¯1(t)− Y ) ∂F
∂Y
+ 1
2
σ 2X X
2 ∂
2F
∂X2
+ 1
2
σ 2Y
∂2F
∂Y 2
+ ρXYσXσYX ∂
2F
∂X∂Y

F

dt
+

σXX
∂F
∂X

F

dWˆX +

σY
∂F
∂Y

F

dWˆY .
For simplicity, we define
k =

∂F
∂t
+ η(Y − Y¯0) ∂F
∂X
+ θ(Y¯1(t)− Y ) ∂F
∂Y
+ 1
2
σ 2X X
2 ∂
2F
∂X2
+ 1
2
σ 2Y
∂2F
∂Y 2
+ ρXYσXσYX ∂
2F
∂X∂Y

F , (2.3)
S1 =

σXX
∂F
∂X

F , S2 =

σY
∂F
∂Y

F . (2.4)
Following Brennan and Schwartz [24], we form a portfolio P by investing amounts of x1, x2 and x3 in three options of
maturities τ1, τ2 and τ3, respectively. Then, the rate of return of this portfolio is
dP
P
= [x1k+ x2k+ x3k]dt + [x1S1 + x2S1 + x3S1]dWˆX + [x1S2 + x2S2 + x3S2]dWˆY , (2.5)
which is non-stochastic if the portfolio proportions are chosen so that the coefficients of dWˆX and dWˆY in (2.5) are zeros.
That is,
x1S1 + x2S1 + x3S1 = 0, x1S2 + x2S2 + x3S2 = 0. (2.6)
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To prevent arbitrage, the above return on the portfolio must be risk-free over short time intervals, that is, the return is equal
to r , the instantaneous risk-free interest rate. As a consequence, the portfolio risk premium is zero:
x1(k(τ1)− r)+ x2(k(τ2)− r)+ x3(k(τ3)− r) = 0. (2.7)
The no arbitrage condition (2.7) and the two zero risk condition (2.6) have a solution only if
k− r = λXS1 + λY S2, (2.8)
where λX and λY are the market prices of per unit sea level and temperature, respectively.
Subsequently, substituting (2.3) and (2.4) into (2.8) results in
∂F
∂t
+ η(Y − Y¯0) ∂F
∂X
+ θ(Y¯1(t)− Y ) ∂F
∂Y
+ 1
2
σ 2X X
2 ∂
2F
∂X2
+ 1
2
σ 2Y
∂2F
∂Y 2
+ ρXYσXσYX ∂
2F
∂X∂Y

F − r
= λX

σXX
∂F
∂X

F + λY

σY
∂F
∂Y

F .
That is,
∂F
∂t
+ (η(Y − Y¯0)− λXσXX) ∂F
∂X
+ (θ(Y¯1(t)− Y )− λYσY ) ∂F
∂Y
+ 1
2
σ 2X X
2 ∂
2F
∂X2
+ 1
2
σ 2Y
∂2F
∂Y 2
+ ρXYσXσYX ∂
2F
∂X∂Y
− rF = 0, (2.9)
which is the partial differential equation for the real option depending on the evolution of the sea level X and the temper-
ature Y .
2.3. Boundary and final conditions
2.3.1. The final condition
The valuation of the real option requires the specification of boundary conditions to fully define the problem. At
expiration, the value of the real option will be
F(X, Y , T ) = max(V (XT )− K , 0), (2.10)
whereV (X)denotes the function of avoideddamages caused by sea level rise via increasing the defense and it is an increasing
function of X , and K denotes the cost of increasing the defense to a specific height.
2.3.2. The boundary conditions
The boundary conditions need to be specified for the option pricing equation (2.9) on the sea level X and the temperature
Y . Motivated by numerical studies, we must first determine a finite domain in which we solve the PDE.
Condition of free-boundary for an American option
We first consider the sea level X . An American option can be exercised at any point in time before maturity, and part of
the valuation problem consists of identifying the optimal exercise policy, i.e., the exercise time that maximizes the option
value. To solve the equation, we need the following two classic value-matching and smooth-pasting boundary conditions:
F(X⋆(t), Y , t) = V (X⋆(t))− K , (2.11)
∂F(X⋆(t), Y , t)
∂X
= V ′(X⋆(t)), (2.12)
where X⋆(t) is the critical value point on which the investment is triggered. If X(t) ≥ X⋆(t), we should commit the invest-
ment immediately. If X(t) < X⋆(t), it is advisable to delay the decision for investment. The boundary condition (2.11) says
that if at X⋆(t) the investment is optimal, then the option value F(X, Y , t) should be equal to the value of the termination
condition at time t . Eq. (2.12) is known as the ‘‘high-order contact’’ [25], which implies that the values of F(X, Y , t) and
V (X)− K , as the functions of X , should meet tangentially at the boundary X⋆ for the reason of maintaining continuity.
Condition as X → Xmax for a European option
A European option is an option that can be only exercised at the end of its life, the maturity day. The boundary condition
at X = Xmax is simply taken to be the extension of the final condition at the point, i.e.,
F(Xmax, Y , t) = F(Xmax, Y , T ) = V (Xmax)− K , (2.13)
since the sea level is high enough such that the option should be exercised, i.e., the investment must be made.
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Condition as X → Xmin
As our real option is an option to wait (or a deferral option), it is a call option on the project value. The lowest sea level
results in a call option being worthless. Therefore, a practical Dirichlet boundary condition is
F(Xmin, Y , t) = 0, (2.14)
which says that when the sea level is lowest, so is the investment opportunity value [26,6].
Conditions as Y → Ymin and Y → Ymax
To determine the boundary conditions at Y = Ymin and Y = Ymax, we need to solve the one-dimensional equations
obtained by taking the third and fifth terms of (2.9) being zeroes for two particular values Y = Ymin and Y = Ymax with the
boundary and final conditions defined above [27].
Now we restate our partial differential equation model for the real options as follows:
∂F
∂t
+ (η(Y − Y¯0)− λXσXX) ∂F
∂X
+ (θ(Y¯1 − Y )− λYσY ) ∂F
∂Y
+ 1
2
σ 2X X
2 ∂
2F
∂X2
+ 1
2
σ 2Y
∂2F
∂Y 2
+ ρXYσXσYX ∂
2F
∂X∂Y
− rF = 0,
with the boundary conditions
F(X⋆(t), Y , t) = V (X⋆(t))− K , ∂F(X
⋆(t), Y , t)
∂X
= V ′(X⋆(t))
for an American real option, and F(Xmax, Y , t) = V (Xmax)− K for a European real option, and
F(Xmin, Y , t) = 0, F(X, Ymin, t) = g1(X, t), F(X, Ymax, t) = g2(X, t),
with final condition
F(X, Y , T ) = max(V (XT )− K , 0),
for both American and European real options, where g1 and g2 are determined via solving the associated one-dimensional
American or European option problems.
3. The power penalty approach
Since the free boundary problem is, in general, not analytically solvable, numerical approximation to the solution is
normally sought in practice. As the free boundary problem can be formulated as a linear complementarity problem, here we
develop a power penalty method to solve it. We approximate the linear complementarity problem by a nonlinear parabolic
PDE in two spatial dimensions with an lk penalty term, and show that the solution to the nonlinear PDE converges to that
of the original complementarity problem at the rate of orderO(λ−k/2). To solve the penalized nonlinear equation, the fitted
finite volume method is proposed in the next section.
3.1. Reformulation of the problem
3.1.1. Formulation of the problem into a complementarity problem
Let F(X, Y , t) represent the value of the real option with expiry date T , and define
LF = −∂F
∂t
− 1
2

σ 2X X
2 ∂
2F
∂X2
+ σ 2Y
∂2F
∂Y 2
+ 2ρXYσXσYX ∂
2F
∂X∂Y

−

h(X, Y , t)
∂F
∂X
+ g(Y , t) ∂F
∂Y

+ rF , (3.1)
where h(X, Y , t) = η(Y − Y¯0) − λXσXX and g(Y , t) = θ(Y¯1(t) − Y ) − λYσY . The free boundary X⋆(t) divides the Ω =
(Xmin, Xmax)× (Ymin, Ymax) into the continuation regionΣ1 and the stopping regionΣ2. In the continuation regionΣ1, F >
F(X, Y , T ), LF = 0; in the stopping regionΣ2, note that V (X) > K , F = V (X) − K , then LF > 0. In a word, the real option
value F satisfies the following partial differential complementarity problem:LF ≥ 0,
F − F ⋆ ≥ 0,
LF · (F − F ⋆) = 0,
(3.2)
for (X, Y , t) ∈ Ω × [0, T )with the boundary conditions
F(Xmin, Y , t) = 0, F(Xmax, Y , t) = V (Xmax)− K ,
F(X, Ymin, t) = g1(X, t), F(X, Ymax, t) = g2(X, t), (3.3)
and terminal condition
F(X, Y , T ) = F ⋆(X, Y ), (3.4)
where
F ⋆(X, Y ) = max(V (X)− K , 0)
is the payoff function.
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For the convenience of theoretical analysis, we rewrite (3.1) as the following conservative form:
LF = −∂F
∂t
−∇ · (A∇F + bF)+ c¯F , (3.5)
where
A =

a11 a12
a21 a22

=

1
2
σ 2X X
2 1
2
ρXYσXσYX
1
2
ρXYσXσYX
1
2
σ 2Y
 ,
b =

b1
b2

=
 η(Y − Y¯0)− λXσXX − σ 2X X
θ(Y¯1(t)− Y )− λYσY − 12ρXYσXσY
 ,
(3.6)
c¯ = r − λXσX − σ 2X − θ.
For the discussion convenience, we transform (3.2)–(3.4) into an equivalent form satisfying homogeneous Dirichlet
boundary conditions. Note that this transformation is needed only for the theoretical discussion, but not necessary in
computations.
Let F0(X, Y ) be a twice differentiable function satisfying the boundary conditions in (3.3). We introduce a new function
u(X, Y , t) = eβt(F0 − F), (3.7)
where β = 12 (σ 2X + σ 2Y ). Transforming F in (3.2) into the new function u, we have
Lu ≤ f ,
u− u⋆ ≤ 0,
(Lu− f ) · (u− u⋆) = 0,
(3.8)
where
Lu = −ut −∇ · (A∇u+ bu)+ cu,
c = c¯ + β, u⋆ = eβt(F0 − F ⋆), f (X, Y , t) = eβtLF0. (3.9)
It is easy to see that under the transformation, the boundary and terminal conditions in (3.3)–(3.4) become, respectively,
u(Xmin, Y , t) = 0 = u(Xmax, Y , t), t ∈ [0, T ] and Y ∈ [Ymin, Ymax],
u(X, Ymin, t) = 0 = u(X, Ymax, t), t ∈ [0, T ] and X ∈ [Xmin, Xmax],
and u(X, Y , T ) = u⋆(X, Y , T ).
3.1.2. Formulation of complementarity problem into a variational inequality problem
In this subsection, we will reformulate (3.8) as a variational inequality problem in an appropriate functional setting.
Before proceeding, let us first introduce some standard notations to be used in the paper.
LetΩ = (Xmin, Xmax) × (Ymin, Ymax) and let Γ denote the boundaries ofΩ . For 1 ≤ p ≤ ∞, let Lp(Ω) denote the space
of all p-integrable functions on Ω with the norm ∥·∥Lp(Ω), and let Hm,p(Ω) denote the usual Sobolev space with the norm
∥·∥m,p,Ω . When p = 2, we simply use Hm(Ω) and ∥·∥m,Ω to denote Hm,2(Ω) and ∥·∥m,2,Ω , respectively. We define the
weighted Sobolev space H1ω(Ω) as follows:
H1ω(Ω) =

v : v, xvx, yvy ∈ L2(Ω)

with its norm ∥ · ∥1,ω defined by
∥v∥1,ω =

Ω
(v2 + x2v2x + y2v2y )dΩ
1/2
.
We put
H10,ω(Ω) =

v : v ∈ H1ω(Ω), v|Γ = 0

,
K = v(t) : v(t) ∈ H10,ω(Ω), v(t) ≤ u⋆(t), a.e. in (0, T ) ,
where u⋆(t) is defined by (3.9). It is easy to verify thatK is a convex and closed subset of H10,ω(Ω). Finally, for any Hilbert
space H(Ω), the norm of Lp(0, T ;H(Ω)) is denoted by
∥v(·, t)∥Lp(0,T ;H(Ω)) =
 T
0
∥v(·, ·, t)∥pH dt
1/p
.
In what follows, we simply write v(t)whenwe regard v(·, ·, t) as an element ofH10,ω(Ω). We also suppress the independent
time variable t (or τ ), when it causes no confusion in doing so.
Now, we are in a position to define the following variational inequality problem.
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Problem 1. Find u ∈ K such that for all v ∈ K ,
−∂u
∂t
, v − u

+ B(u, v − u; t) ≥ (f , v − u) a.e. in (0, T ), (3.10)
where B(u, v; t) is a bilinear form defined by
B(u, v; t) = (A∇u+ bu,∇v)+ (cu, v), u, v ∈ H10,ω(Ω). (3.11)
For the above variational inequality problem, we have the following theorem.
Theorem 1. Problem 1 is the variational form of the complementarity problem (3.8).
Proof. For anyw ∈ K , it follows from the definition ofK that
w − u⋆ ≤ 0 a.e. onΘ = Ω × (0, T ).
Multiplying both sides of the first inequality of (3.8) byw − u⋆, we obtain
−∂u
∂t
, w − u⋆

− (∇ · (A∇u+ bu)− cu, w − u⋆) ≥ (f , w − u⋆), a.e. in (0, T ).
Using the Gauss-divergence theory, we have
−∂u
∂t
, w − u⋆

+ B(u, w − u⋆; t) ≥ (f , w − u⋆), a.e. in (0, T ). (3.12)
SinceK is a convex and closed subset of H10,ω(Ω), we can writew asw = θv+ (1− θ)u, where u, v ∈ K and θ ∈ [0, 1].
Therefore, (3.12) becomes
−∂u
∂t
, θ(v − u)

+ B(u, θ(v − u); t) ≥ (f , θ(v − u))−

−∂u
∂t
, u− u⋆

+ B(u, u− u⋆; t)− (f , u− u⋆)

. (3.13)
On the other hand, from the third expression of (3.8), we know
(Lu− f , u− u⋆) = 0,
i.e. 
−∂u
∂t
, u− u⋆

+ B(u, u− u⋆; t)− (f , u− u⋆) = 0.
Therefore, (3.13) reduces to
−∂u
∂t
, θ(v − u)

+ B(u, θ(v − u); t) ≥ (f , θ(v − u)),
from which we can obtain
−∂u
∂t
, v − u

+ B(u, v − u; t) ≥ (f , v − u), a.e. in (0, T ). 
In order to establish the unique solvability of Problem 1, we study the following properties of the bilinear form B(u, v; t).
Lemma 1. There exist positive constants C and M, independent of v andw, such that for any v,w ∈ H10,ω(Ω), there hold
B(v, v; t) ≥ C ∥v∥21,ω and |B(v,w; t)| ≤ M ∥v∥1,ω ∥w∥1,ω .
Proof. For any v ∈ H10 (Ω), we have via integrating by parts
Ω
bv · ∇vdΩ =

∂Ω
v2b · nds−

Ω
v∇ · (bv)dΩ = −

Ω
vb · ∇vdΩ −

Ω
v2∇ · bdΩ, (3.14)
which leads to
Ω
bv · ∇vdΩ = −1
2

Ω
∇ · bv2dΩ.
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From (3.11) and (3.14) we obtain
B(v, v; t) = (A∇v + bv,∇v)+ c(v, v)
= (A∇v,∇v)+ (bv,∇v)+ c(v, v)
=

Ω
(σ 2X X
2v2X + σ 2Y v2Y )dΩ +

c − 1
2
∇ · b

(v, v)
=

Ω
(σ 2X X
2v2X + σ 2Y v2Y )dΩ +

1
2
θ + r + β − λXσX − σ 2X

∥v∥20
≥ C ∥v∥21,ω .
Now, let us show the continuity of B. For any v,w ∈ H10,ω(Ω), we have
|B(v,w; t)| = |(A∇v + bv,∇w)+ c(v,w)| ≤ |(A∇v,∇w)| + |(bv,∇w)| + |c(v,w)|. (3.15)
For |(A∇v,∇w)| in (3.15), it follows from the Cauchy–Schwarz inequality that
|(A∇v,∇w)| =

Ω

1
2
σ 2X X
2vXwX + 12σ
2
Y vYwY

dΩ

≤ 1
2

Ω
σ 2X X
2v2XdΩ
 1
2

Ω
σ 2X X
2w2XdΩ
 1
2 + 1
2

Ω
σ 2Y v
2
YdΩ
 1
2

Ω
σ 2Yw
2
YdΩ
 1
2
≤ M

Ω
(σ 2X X
2v2X + σ 2Y v2Y )dΩ
 1
2

Ω
(σ 2X X
2w2X + σ 2Yw2Y )dΩ
 1
2
≤ M ∥v∥1,ω ∥w∥1,ω .
For |bv,∇w| in (3.15), from the expression of b in (3.6) and the Cauchy–Schwarz inequality we get
|(bv,∇w)| =

Ω
bv · ∇wdΩ
 = 
∂Ω
vwb · nds−

Ω
w∇ · (bv)dΩ

=
− 
Ω
wb · ∇vdΩ −

Ω
vw∇ · bdΩ

≤

Ω
wb · ∇vdΩ
+ 
Ω
vw∇ · bdΩ

≤

Ω
w(b1vX + b2vY )dΩ
+ 
Ω
vw∇ · bdΩ

≤ M ∥w∥0 ∥v∥1,ω +M ∥v∥0 ∥w∥0 .
For |c(v,w)| in (3.15), it is easy to see
|c(v,w)| ≤ M ∥v∥0 ∥w∥0 .
Summarizing the above, the continuity of B is obtained as follows:
B(v,w; t) ≤ M(∥v∥1,ω ∥w∥1,ω + ∥w∥0 ∥v∥1,ω + ∥v∥0 ∥w∥0) ≤ M ∥v∥1,ω ∥w∥1,ω . 
Remark 1. From Lemma 1 we know that ∥ · ∥B = √B(·, ·) is a norm.
Using Lemma 1 and the theory of abstract variational inequalities, the unique solvability of Problem 1 can be established
in the following theorem.
Theorem 2. There exists a unique solution to Problem 1.
3.2. The power penalty approach
To derive the power penalty approach, we first consider the following nonlinear variational inequality problem:
Find uλ ∈ H10,ω(Ω) such that for all v ∈ H10,ω(Ω), there holds
−∂uλ
∂t
, v − uλ

+ B(uλ, v − uλ; t)+ j(v)− j(uλ) ≥ (f , v − uλ) a.e. in (0, T ), (3.16)
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where
j(v) = λk
k+ 1 [v − u
⋆]
k+1
k+ , k > 0, λ > 1, (3.17)
and [z]+ = max{0, z} for any z.
The unique solvability of this problem is guaranteed by Lemma 1 and the lower semi-continuity of j.
From (3.17), we can see that j(v) is differentiable. Thus, (3.16) is equivalent to the following problem.
Problem 2. Find uλ ∈ H10,ω(Ω) such that for all v ∈ H10,ω(Ω), there exists
−∂uλ
∂t
, v

+ B(uλ, v; t)+ (j′(uλ), v) = (f , v) a.e. in (0, T ), (3.18)
where
j′(v) = λ[v − u⋆]
1
k+. (3.19)
We remark that (3.16)–(3.19) is a penalized variational equation corresponding to (3.10). The strong formof (3.16)–(3.19),
which defines the penalized equation approximating (3.8), is given by
Luλ + λ[uλ − u⋆]
1
k+ = f , (x, y, t) ∈ Θ, (3.20)
with the given boundary and final conditions
uλ(X, Y , t)|Γ = 0 and uλ(X, Y , T ) = u⋆(X, Y , T ). (3.21)
If k = 12 , this penalty approach corresponds to the quadratic penalty approach. While k = 1, the typical l1 penalty approach
is obtained. When k > 1, it is the so-called lower order penalty approach [28–31]. In the next section, we will investigate
the convergence rates of uλ to u as λ→∞.
3.3. Convergence of the power penalty approach
We now show that as λ→∞, the solution to Problem 2 converges to that of Problem 1 at the rate of order O(λ−k/2) in
a proper norm. We start this discussion by the following lemma.
Lemma 2. Let uλ be the solution to Problem 2. If uλ ∈ Lp(Θ), then there exists a positive constant C, independent of uλ and λ,
such that[uλ − u⋆]+Lp(Θ) ≤ Cλk ,[uλ − u⋆]+L∞(0,T ;L2(Ω)) + [uλ − u⋆]+L2(0,T ;H10 (Ω)) ≤ Cλk/2 ,
(3.22)
where k is the power of the power penalty function and p = 1+ 1/k.
Proof. Assume that C is a generic positive constant, independent of uλ andλ. To simplify the notation, we letφ = [uλ−u⋆]+.
Obviously, φ ∈ H10 (Ω) a.e. in (0, T ).
Setting v = φ in (3.18) and (3.19), we have
−∂uλ
∂t
, φ

+ B(uλ, φ; t)+ λ(φ1/k, φ) = (f , φ), a.e. in (0, T ),
from which we have
−∂(uλ − u
⋆)
∂t
, φ

+ B((uλ − u⋆), φ; t)+ λ(φ1/k, φ) = (f , φ)+

∂u⋆
∂t
, φ

− B(u⋆, φ; t). (3.23)
Thus, it follows from integrating both sides of (3.23) from t to T and using the coerciveness property of the operator B and
Holder’s inequality that
1
2
(φ(t), φ(t))+
 T
t
∥φ(τ)∥2B dτ + λ
 T
t
(φ1/k, φ)dτ
≤
 T
t
(f (τ ), φ(τ ))dτ + β
 T
t
eβτ (F0 − F ⋆, φ(τ ))dτ −
 T
t
B(u⋆, φ(τ ); τ)dτ
≤ C
 T
t
∥φ(τ)∥pLp(Ω) dτ
1/p
+ β
 T
t
eβτ (F0 − F ⋆, φ(τ ))dτ −
 T
t
B(u⋆, φ(τ ); τ)dτ . (3.24)
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Since |F0 − F ⋆| is uniformly bounded, and β = 12 (σ 2X + σ 2Y ), we have
1
2
(φ(t), φ(t))+
 T
t
∥φ(τ)∥2B dτ + λ
 T
t
∥φ(τ)∥pLp(Ω) dτ ≤ C
 T
t
∥φ(τ)∥pLp(Ω) dτ
1/p
−
 T
t
B(u⋆, φ; τ)dτ . (3.25)
Since B(u, v; t) = (A∇u+ bu,∇v)+ (cu, v), it follows that
−
 T
t
B(u⋆, φ(τ ); τ)dτ = −
 T
t
(A∇u⋆ + bu⋆,∇φ(τ))dτ −
 T
t
(cu⋆, φ(τ ))dτ . (3.26)
Furthermore, by Green’s theorem, we obtain
−
 T
t
(bu⋆,∇φ(τ))dτ =
 T
t

Ω
∇ · bu⋆φ(τ)dΩdτ −
 T
t

Γ
u⋆ · nφ(τ)dΓ dτ , (3.27)
where n denotes the unit outward normal direction of the boundary segments. LetΩ1 = {X1 < X < Xmax, Ymin < Y < Ymax},
where X1 satisfies that V (X1) = K , andΩ2 = Ω \ Ω¯1. we also let Γ0 denote the interface ofΩ1 andΩ2. Therefore, Γ0 has
two opposite orientations: Γ +0 when it is orientated in the same direction as ∂Ω1, and Γ
−
0 when it is orientated in the same
direction as ∂Ω2.
Now we consider the integrand (A∇u⋆,∇φ) in (3.26). For φ ∈ H10 (Ω), noting that φ = 0 on Γ , we have
−(A∇u⋆,∇φ) = −

Ω
(A∇u⋆)T∇φdΩ = −

Ω1
(A∇u⋆)T∇φdΩ1 −

Ω2
(A∇u⋆)T∇φdΩ2
= −

Γ
+
0
A∇u⋆ · nφds+

Ω1
∇ · (A∇u⋆)φdΩ1 −

Γ
−
0
A∇u⋆ · nφds+

Ω2
∇ · (A∇u⋆)φdΩ2
= −

Γ
+
0
(A∇u⋆− − A∇u⋆+) · nφds+

Ω
∇ · (A∇u⋆)φdΩ, (3.28)
where ∇u⋆− and ∇u⋆+ denote, respectively, the values of ∇u⋆ evaluated on the left and right sides of Γ +0 . From u⋆ =
eβt(F0 − F ⋆), it is easy to see that
∇u⋆ = eβt(∇F0 −∇F ⋆).
Since F0 ∈ H2(Ω), ∇F0 is continuous onΩ , as mentioned before,
∇u⋆− −∇u⋆+ = eβt [(∇F0 −∇F ⋆)− − (∇F0 −∇F ⋆)+]
= eβt(∇F ⋆+ −∇F ⋆−) = eβt(V ′(X), 0)T .
Furthermore, the unit outward-normal vector to Γ +0 is
n = ∇(V (X)− K)∥∇(V (X)− K)∥ =
(V ′(X), 0)T
V ′(X)
= (1, 0)T ,
since V (X) is an increasing function. Thus, (3.28) becomes
−(A∇u⋆,∇φ) = −

Γ
+
0
eβt · (1, 0)AT (V ′(X), 0)Tφds+

Ω
∇ · (A∇u⋆)φdΩ ≤ C

Ω
φ(τ)dΩ,
as A is positive definite, φ is non-negative, and ∇ · (A∇u⋆) is bounded onΩ . Hence,
−
 T
t
(A∇u⋆,∇φ(τ))dτ ≤ C
 T
t

Ω
φ(τ)dΩdτ ≤ C
 T
t
∥φ(τ)∥pLp(Ω) dτ
1/p
. (3.29)
Also, from (3.27) we know that
−
 T
t
(bu⋆,∇φ(τ))dτ ≤ C
 T
t

Ω
φ(τ)dΩdτ ≤ C
 T
t
∥φ(τ)∥pLp(Ω) dτ
1/p
, (3.30)
because ∇ · bu⋆ is bounded onΩ . Then, it follows from (3.24) to (3.30) that
1
2
(φ(t), φ(t))+
 T
t
∥φ(τ)∥2B dτ + λ
 T
t
∥φ(τ)∥pLp(Ω) dτ ≤ C
 T
t
∥φ(τ)∥pLp(Ω) dτ
1/p
, (3.31)
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which implies that
λ
 T
t
∥φ(τ)∥pLp(Ω) dτ ≤ C
 T
t
∥φ(τ)∥pLp(Ω) dτ
1/p
a.e. in (0, T ).
This yields T
t
∥φ(τ)∥pLp(Ω) dτ
1/p
≤ C
λ1/(p−1)
= C
λk
, where p = 1+ 1
k
. (3.32)
Now, from (3.31) and (3.32) we have
1
2
(φ(t), φ(t))+
 T
t
∥φ(τ)∥2B dτ ≤ C
 T
t
∥φ(τ)∥pLp(Ω) dτ
1/p
≤ C
λk
,
from which the first inequality in (3.22) follows. Further, from the above inequality we can obtain
(φ(t), φ(t))
1
2 +
 T
t
∥φ(τ)∥2B dτ
 1
2
≤ C
λk/2
,
which implies the second inequality in (3.22). 
Theorem 3. Let u and uλ be the solutions to Problems 1 and 2, respectively. If uλ ∈ Lp(Θ) and ∂u∂t ∈ Lk+1(Θ), then there exists
a positive constant C, independent of uλ and λ, such that
∥u− uλ∥L∞(0,T ;L2(Ω)) + ∥u− uλ∥L2(0,T ;H10 (Ω)) ≤
C
λk/2
, (3.33)
where k is the power of the power penalty function.
Proof. The notations in Lemma 2 are used again here. Setting v− = −min(v, 0) and Rλ = u− u⋆ + [uλ − u⋆]−, we have
u− uλ = Rλ − φ, (φα, [uλ − u⋆]−) = [uλ − u⋆]α+[uλ − u⋆]− ≡ 0, α > 0. (3.34)
It follows from setting v = u− Rλ in (3.10) and (3.18), respectively, that
−∂u
∂t
,−Rλ

+ B(u,−Rλ; t) ≥ (f ,−Rλ), (3.35)
−∂uλ
∂t
, Rλ

+ B(uλ, Rλ; t)+ λ(φ1/k, Rλ) = (f , Rλ). (3.36)
Combining (3.35) and (3.36) gives
−∂(uλ − u)
∂t
, Rλ

+ B(uλ − u, Rλ; t)+ λ(φ1/k, Rλ) ≥ 0.
It follows from u ≤ u⋆ and φ ≥ 0 that
(φ1/k, Rλ) = (φ1/k, u− u⋆)+ (φ1/k, [uλ − u⋆]−) = (φ1/k, u− u⋆) ≤ 0.
Therefore,
−∂(u− uλ)
∂t
, Rλ

+ B(u− uλ, Rλ; t) ≤ 0,
which, together with (3.34), implies
−∂Rλ
∂t
, Rλ

+ B(Rλ, Rλ; t) ≤

−∂φ(t)
∂t
, Rλ

+ B(φ, Rλ; t).
It follows from integrating both sides of the above inequality from τ = t to τ = T and using Cauchy–Schwarz inequality
that
1
2
(Rλ(t), Rλ(t))+
 T
t
B(Rλ, Rλ; τ)dτ ≤
 T
t

−∂φ
∂τ
, Rλ

dτ +
 T
t
B(φ, Rλ; τ)dτ
≤ −(φ, Rλ)+
 T
t

φ,
∂Rλ
∂τ

dτ +
 T
t
B(φ, Rλ; τ)dτ
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≤ ∥φ∥L∞(0,T ;L2Ω) ∥Rλ∥L∞(0,T ;L2(Ω))
+ C ∥φ∥L2(0,T ;H10 (Ω)) ∥Rλ∥L2(0,T ;H10 (Ω)) +
 T
t

φ,
∂Rλ
∂τ

dτ (3.37)
for all t ∈ (0, T ). Since (φ, [uλ − u⋆]−) = 0 for almost all t ∈ (0, T ), from (3.34) and (3.22) we know that T
t

φ,
∂Rλ
∂τ

dτ =
 T
t

φ,
∂u
∂τ

dτ − β
 T
t
eβτ (φ, F0 − F ⋆)dτ
≤ C ∥φ∥Lp(Ω)
∂u∂t

Lq(Ω)
+ F0 − F ⋆Lq(Ω)

≤ C
λk
, (3.38)
where p = 1+ 1k and 1p + 1q = 1.
Using the coerciveness property of the operator B, we obtain
1
2
(Rλ(t), Rλ(t))+
 T
t
B(Rλ, Rλ; τ)dτ ≥ 12 ∥Rλ∥L∞(0,T ;L2(Ω)) + C ∥Rλ∥L2(0,T ;H10 (Ω)) , (3.39)
which, together with (3.37)–(3.39), yields
∥Rλ∥L∞(0,T ;L2(Ω)) + ∥Rλ∥L2(0,T ;H10 (Ω))
2 ≤ C 1
2
∥Rλ∥L∞(0,T ;L2(Ω)) + ∥Rλ∥L2(0,T ;H10 (Ω))

≤ C

∥φ∥L∞(0,T ;L2(Ω)) + ∥φ∥L2(0,T ;H10 (Ω))

×

∥Rλ∥L∞(0,T ;L2(Ω)) + ∥Rλ∥L2(0,T ;H10 (Ω))

+ λ 1k

≤ C

λ−k/2

∥Rλ∥L∞(0,T ;L2(Ω)) + ∥Rλ∥L2(0,T ;H10 (Ω))

+ λ−k

. (3.40)
This is of the form y2 ≤ Cρ 12 y+ Cρ which can be rewritten as
y− 1
2
Cρ
1
2
2
≤

C + C
2
4

ρ.
Clearly, this implies that y ≤ Cρ 12 , with C > 0 being a generic constant. Replacing ywith ∥Rλ∥L∞(0,T ;L2(Ω))+∥Rλ∥L2(0,T ;H10 (Ω))
and ρ with λ−k, we have
∥Rλ∥L∞(0,T ;L2(Ω)) + ∥Rλ∥L2(0,T ;H10 (Ω)) ≤
C
λk/2
.
Thus, it follows from using the triangle inequality, (3.22), and u− uλ = Rλ − φ that
∥u− uλ∥L∞(0,T ;L2(Ω)) + ∥u− uλ∥L2(0,T ;H10 (Ω)) ≤ ∥Rλ∥L∞(0,T ;L2(Ω)) + ∥Rλ∥L2(0,T ;H10 (Ω))
+ ∥φ∥L∞(0,T ;L2(Ω)) + ∥φ∥L2(0,T ;H10 (Ω)) ≤
C
λk/2
,
which completes the proof of the theorem. 
4. The fitted finite volume method
In this section, we will present the so-called fitted finite volume method for (3.20). The idea of this method is based on a
finite volume formulation coupled with a fitted approximation technique. This fitting technique is to approximate the flux
of a given function locally by a constant, yielding a locally nonlinear approximation to the function [29,27]. In what follows,
we will develop the method for our two-dimensional nonlinear partial differential equation with penalty term.
4.1. Boundary conditions
We first show how to determine the boundary condition functions g1(X, t) and g2(X, t) below.
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For an American real option:
1. On the boundary Y = Ymin, the boundary condition g1(X, t) is determined by solving the following parabolic partial
differential equation:
−∂F
∂t
− 1
2
σ 2X X
2 ∂
2F
∂X2
− h(X, Ymin, t) ∂F
∂X
+ rF − λ[F∗ − F ]
1
k+ = 0,
F(Xmin, t) = 0, F(Xmax, Y , t) = V (Xmax)− K ,
F(X, T ) = max(V (X)− K , 0).
(4.1)
2. On the boundary Y = Ymax, the boundary condition g2(X, t) is determined by solving the initial–boundary problem:
−∂F
∂t
− 1
2
σ 2X X
2 ∂
2F
∂X2
− h(X, Ymax, t) ∂F
∂X
+ rF − λ[F∗ − F ]
1
k+ = 0,
F(Xmin, t) = 0, F(Xmax, Y , t) = V (Xmax)− K ,
F(X, T ) = max(V (X)− K , 0).
(4.2)
The case for a European real option is similar to (4.1)–(4.2) with λ = 0.
4.2. The fitted finite volume method
As the difference between the American and European options pricing models is only the penalty term λ[F∗ − F ]
1
k+, we
only discretize the American options equation here and the discrete method can be also applied to the European options
model. It is easy to show that under the inverse of the transformation (3.7), (3.20)–(3.21) can be rewritten as equation
− Ft −∇ · (A∇F + bF)+ c¯F − λ[F∗ − F ]
1
k+ = 0, (X, Y , t) ∈ Ω × [0, T ) (4.3)
with the boundary and terminal conditions (3.3)–(3.4). In what follows, we let IX = (Xmin, Xmax) and IY = (Ymin, Ymax). We
start discretization by defining twomeshes for (Xmin, Xmax)× (Ymin, Ymax). Let the intervals IX and IY be divided, respectively,
into NX and NY sub-intervals:
IXi := (Xi, Xi+1), IYi := (Yi, Yi+1), i = 0, 1, . . . ,NX − 1, j = 0, 1, . . . ,NY − 1,
with
Xmin = X0 < X1 < · · · < XNX = Xmax and Ymin = Y0 < Y1 < · · · < YNY = Ymax.
This defines a mesh on IX × IY with all mesh lines perpendicular to one of the axes.
We let
Xi− 12 =
Xi−1 + Xi
2
, Xi+ 12 =
Xi + Xi+1
2
, Yj− 12 =
Yj−1 + Yj
2
, Yj+ 12 =
Yj + Yj+1
2
for each i = 1, 2, . . . ,NX − 1 and each j = 1, 2, . . . ,NY − 1. These mid-points form a second partition of IX × IY if we
define X− 12 = Xmin, XNX+ 12 = Xmax, Y− 12 = Ymin, and YNY+ 12 = Ymax. For each i = 0, 1, . . . ,NX and j = 0, 1, . . . ,NY , we put
hXi = Xi+ 12 − Xi− 12 and hYj = Yj+ 12 − Yj− 12 .
Integrating (4.3) overRi,j = [Xi− 12 , Xi+ 12 ] × [Yj− 12 , Yj+ 12 ], we have
−
 X
i+ 12
X
i− 12
 Y
j+ 12
Y
j− 12
∂F
∂t
dXdY −
 X
i+ 12
X
i− 12
 Y
j+ 12
Y
j− 12
∇ · (A∇F + bF)dXdY
+
 X
i+ 12
X
i− 12
 Y
j+ 12
Y
j− 12
c¯FdXdY − λ
 X
i+ 12
X
i− 12
 Y
j+ 12
Y
j− 12
[F∗ − F ]
1
k+dXdY = 0,
for i = 1, 2, . . . ,NX − 1 and j = 1, 2, . . . ,NY − 1. Applying the mid-point quadrature rule to the first, the third and the last
term, we obtain from the above that
− ∂Fi,j
∂t
Ri,j −

Ri,j
∇ · (A∇F + bF)dXdY + c¯i,jFi,jRi,j − λ[F∗i,j − Fi,j]
1
k+Ri,j = 0 (4.4)
for i = 1, 2, . . . ,NX − 1 and j = 1, 2, . . . ,NY − 1, where Ri,j = (Xi− 12 , Xi+ 12 ) × (Yj− 12 , Yj+ 12 ), c¯i,j = c¯(Xi, Yj, t), Fi,j =
F(Xi, Yj, t), and F∗i,j = F∗(Xi, Yj, t).
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We now consider the approximation of the second term in (4.4). Note thatRi,j is a rectangle. Let n denote the unit vector
outward-normal to ∂Ri,j. Thus, it follows from integrating by parts and using the definition of flux A∇F + bF that
Ri,j
∇ · (A∇F + bF)dXdY
=

∂Ri,j
(A∇F + bF) · nds
=
 X
i+ 12
,Y
j+ 12


X
i+ 12
,Y
j− 12


1
2
σ 2X X
2FX + 12ρXYσXσYX
∂F
∂Y
+ (η(Yt − Y¯0)− λXσXX − σ 2X X)F

dY
−
 X
i− 12
,Y
j+ 12


X
i− 12
,Y
j− 12


1
2
σ 2X X
2FX + 12ρXYσXσYX
∂F
∂Y
+ (η(Yt − Y¯0)− λXσXX − σ 2X X)F

dY
+
 X
i+ 12
,Y
j+ 12


X
i− 12
,Y
j+ 12


1
2
ρXYσXσYX
∂F
∂X
+ 1
2
σ 2Y FY + g(Y , t)F

dX
−
 X
i+ 12
,Y
j− 12


X
i− 12
,Y
j− 12


1
2
ρXYσXσYX
∂F
∂X
+ 1
2
σ 2Y FY + g(Y , t)F

dX . (4.5)
Next we deal with (4.5) term by term. For the first term we want to approximate the integral by a constant, i.e., X
i+ 12
,Y
j+ 12


X
i+ 12
,Y
j− 12


a11
∂F
∂X
+ a12 ∂F
∂Y
+ b1F

dY ≈

a11
∂F
∂X
+ a12 ∂F
∂Y
+ b1F
 X
i+ 12
,Yj
 · hYj .
To achieve this, it is clear that we now need to derive the approximation of (A∇F + bF) · n defined above at the mid-point,
(Xi+ 12 , Yj), of the interval IXi for any i = 0, 1, . . . ,NX − 1. We approximate the term a11FX + b1F by solving the following
two-point boundary value problem:
(aX2FX + bF)′ ≡ 0 (4.6)
F(Xi, Yj) = Fi,j, F(Xi+1, Yj) = Fi+1,j, (4.7)
where a = 12σ 2X , b = η(Yt − Y¯0) − λXσXX − σ 2X X and bi+ 12 ,j = b(xi+ 12 , j). Integrating (4.6) yields the first-order linear
equation
aX2FX + bi+ 12 ,jF = C1,
where C1 denotes an additive constant. The integrating factor of this linear equation is µ = e−
αi,j
X , where αi,j =
b
i+ 12 ,j
a , and
the analytic solution to (4.6) is
F = e αi,jX

e−
αi,j
X
C1
aX2
dX + C2

= C1
bi+ 12 ,j
+ C2e
αi,j
X , (4.8)
where C2 is also an additive constant. Thus, we apply the boundary conditions (4.7)–(4.8) to obtain
Fi,j = C1bi+ 12 ,j
+ C2e
αi,j
Xi and Fi+1,j = C1bi+ 12 ,j
+ C2e
αi,j
Xi+1 . (4.9)
Solving this linear system of equations gives
C1 = bi+ 12 ,j
e
− αi,jXi+1 Fi+1,j − e−
αi,j
Xi Fi,j
e
− αi,jXi+1 − e−
αi,j
Xi
. (4.10)
Finally, we use the forward difference
Fi,j+1 − Fi,j
hYj
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to approximate ∂F
∂Y . Therefore,
(a11FX + a12FY + b1F)|
X
i+ 12
,Yj
 · hYj ≈
bi+ 12 ,j e
− αi,jXi+1 Fi+1,j − e−
αi,j
Xi Fi,j
e
− αi,jXi+1 − e−
αi,j
Xi
+ di+ 12 ,j
Fi,j+1 − Fi,j
hYj
 · hYj , (4.11)
where di+ 12 ,j =
1
2ρXYσXσYXi+ 12 . Similarly, the other three terms in (4.5) can be approximated by
(a11FX + a12FY + b1F)|
X
i− 12
,Yj
 · hYj ≈
bi− 12 ,j e−
αi−1,j
Xi Fi,j − e−
αi−1,j
Xi−1 Fi−1,j
e−
αi−1,j
Xi − e−
αi−1,j
Xi−1
+ di− 12 ,j
Fi,j+1 − Fi,j
hYj
 · hYj , (4.12)

a21FX + 12σ
2
Y FY + b2F

Xi,Yj+ 12
 · hXi ≈

b¯i,j+ 12
eα¯i,jYj+1Fi,j+1 − eα¯i,jYjFi,j
eα¯i,jYj+1 − eα¯i,jYj + di,j+ 12
Fi+1,j − Fi,j
hXi

· hXi , (4.13)
and 
a21FX + 12σ
2
Y FY + b2F

Xi,Yj− 12
 · hXi ≈

b¯i,j− 12
eα¯i,j−1YjFi,j − eα¯i,j−1Yj−1Fi,j−1
eα¯i,j−1Yj − eα¯i,j−1Yj−1 + di,j− 12
Fi+1,j − Fi,j
hXi

· hXi , (4.14)
for i = 0, 1, . . . ,NX − 1 and j = 0, 1, . . . ,NY − 1, where b¯i,j+ 12 = b2(Xi, Yj+ 12 ), α¯i,j =
b¯
i,j+ 12
a¯ , and a¯ = 12σ 2Y . Hence, we obtain
the following equations by using (4.5) and (4.11)–(4.14):
− ∂Fi,j
∂t
Ri,j + ei,ji−1,jFi−1,j + ei,ji,j−1Fi,j−1 + ei,ji,jFi,j + ei,ji,j+1Fi,j+1 + ei,ji+1,jFi+1,j − λ[F∗i,j − Fi,j]
1
k+Ri,j = 0, (4.15)
for i = 1, 2, . . . ,NX − 1 and j = 1, 2, . . . ,NY − 1, where
ei,ji−1,j = −
bi− 12 ,je
− αi−1,jXi−1 hYj
e−
αi−1,j
Xi − e−
αi−1,j
Xi−1
, ei,ji,j−1 = −
b¯i,j− 12 e
α¯i,j−1Yj−1hXi
eα¯i,j−1Yj − eα¯i,j−1Yj−1 , (4.16)
ei,ji,j =
bi+ 12 ,je
− αi,jXi hYj
e
− αi,jXi+1 − e−
αi,j
Xi
+
bi− 12 ,je
− αi−1,jXi hYj
e−
αi−1,j
Xi − e−
αi−1,j
Xi−1
+
b¯i,j+ 12 e
α¯i,jYjhXi
eα¯i,jYj+1 − eα¯i,jYj
+
b¯i,j− 12 e
α¯i,j−1YjhXi
eα¯i,j−1Yj − eα¯i,j−1Yj−1 +
1
2
ρXYσXσYhXi + c¯i,jRi,j, (4.17)
ei,ji,j+1 = −
b¯i,j+ 12 e
α¯i,jYj+1hXi
eα¯i,jYj+1 − eα¯i,jYj −
1
2
ρXYσXσYhXi , e
i,j
i+1,j = −
bi+ 12 ,je
− αi,jXi+1 hYj
e
− αi,jXi+1 − e−
αi,j
Xi
, (4.18)
for i = 1, 2, . . . ,NX − 1, j = 1, 2, . . . ,NY − 1 and ei,jm,n = 0 if m ≠ i − 1, i, i + 1 and n ≠ j − 1, j, j + 1. These form an
(NX − 1)2 × (NY − 1)2 linear system of equations for
F = (F1,1, . . . , F1,NY−1, F2,1, . . . , F2,NY−1, . . . , FNx−1,1, FNx−1,2, . . . , FNx−1,NY−1)⊤
with F0,j(t), Fi,0(t), F0,NY (t), FNX ,0(t) for i = 1, 2, . . . ,NX , j = 1, 2, . . . ,NY in (4.15) being equal to the given boundary
conditions. Obviously, the system matrix of (4.15) is penta-diagonal.
Let
Ei,j = (0, . . . , 0, ei,ji−1,j, 0, . . . , 0, ei,ji,j−1, ei,ji,j, ei,ji,j+1, 0, . . . , 0, ei,ji+1,j, 0, . . . , 0)
for i = 1, 2, . . . ,NX − 1 and j = 1, 2, . . . ,NY − 1. Now we discuss the time-discretization of the system (4.15). The system
of Eqs. (4.15) can be rewritten as:
− ∂Fi,j
∂t
Ri,j + Ei,jF + p(Fi,j) = 0, (4.19)
where
p(Fi,j) = −λRi,j[F∗i,j − Fi,j]
1
k+. (4.20)
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We discretize the time by choosing a set of partition points ti (i = 0, 1, . . . ,M) on [0, T ] to satisfy T = t0 > t1, . . . , > tM =
0. Applying the two-level implicit time-stepping method with a splitting parameter θ ∈ [ 12 , 1] to (4.19) on this mesh, we
get the following full discrete system:
(θEm+1 + Gm)Fm+1 + θD(Fm+1) = (Gm − (1− θ)Em)Fm − (1− θ)D(Fm), (4.21)
where
Fm = (Fm1,1, . . . , Fm1,NY−1, Fm2,1, . . . , Fm2,NY−1, . . . , FmNX−1,1, . . . , FmNX−1,NY−1)⊤,
Em = (Em1,1, . . . , Em1,NY−1, Em2,1, . . . , Em2,NY−1, . . . , EmNX−1,1, . . . , EmNX−1,NY−1)⊤,
Gm = diag (−R1,1/(1tm), . . . ,−RNX−1,NY−1/(1tm))⊤,
D(Vm) = (p(Vm1,1), . . . , p(VmNX−1,NY−1))⊤, (4.22)
form = 0, 1, . . . ,M − 1, where1tm = tm+1 − tm < 0, Emi,j = Ei,j(tm), and Vm denotes the approximation of V at t = tm.
4.3. The solution of the discrete system
To solve the nonlinear discrete system (4.21), we use the standard Newtonianmethod. Note that when k > 1, from (4.20)
we can easily see that p′(Vmi,j )→∞ as F∗i,j−Fi,j → 0+. To overcome this difficulty, we smooth out p(Fmi,j) in the neighborhood
of [F∗i,j − Fi,j]+ = 0 by redefining p as follows:
p(Fmi,j) =

−λRi,j[F∗i,j − Fmi,j ]
1
k+, F∗i,j − Fmi,j ≥ ϵ,
−λRi,j

ϵ
1
k−n+1

n− 1
k

[F∗i,j − Fmi,j ]n−1+ + ϵ
1
k−n

1
k
− n+ 1

[F∗i,j − Fmi,j ]n+

, F∗i,j − Fmi,j < ϵ,
(4.23)
for k > 0 and positive integer n, where 1 ≫ ϵ > 0 is a transition parameter. When n ≥ 3 and k ≥ 1n , (4.23) is smooth and
increasing on (−∞,∞). Applying Newtonian method to (4.21) gives
[θEm+1 + Gm + θ JD(ωl−1)]dωl = [Gm − (1− θ)Em]Fm − (1− θ)D(Fm)
− (θEm+1 + Gm)ωl−1 − θD(ωl−1),
ωl = ωl−1 + γ · dωl,
(4.24)
for l = 1, 2, . . . , with ω0 being a given initial guess, where JD(ω) denotes the Jacobian of the column vector D(ω) and
γ ∈ (0, 1] denotes a damping parameter. We then choose
Fm+1 = lim
l→∞ω
l.
Remark 2. For the European option, the system (4.21) degenerates to a linear system and can be solved using normal
methods.
It is easy to show that the system matrix of (4.24) is anM-matrix, as given in the following theorem.
Theorem 4. For any given m = 1, 2, . . . ,M − 1, if |1tm| is sufficiently small and c¯ ≥ 0, then the system matrix of (4.24) is an
M-matrix.
Proof. From the definition of D(F) in (4.22), it is easy to see that its Jacobian is the following diagonal matrix:
JD(ωl) = diag

p′(Fm1,1), . . . , p
′(FmNX−1,NY−1)

.
From (4.23) we know that p′(Fmi,j) ≥ 0 for all i = 1, . . . ,NX − 1 and j = 1, . . . ,NY − 1. Thus, to show that the systemmatrix
of (4.24) is anM-matrix, it suffices to show that θEm+1 + Gm is anM-matrix.
First, we note that ei,jm,n ≤ 0 for allm ≠ i, n ≠ j since
bi+ 12 ,j
e
− αi,jXi+1 − e−
αi,j
Xi
> 0,
b¯i,j+ 12
eα¯i,jYj+1 − eα¯i,jYj > 0 (4.25)
for any i and j, and for any α = b/a and any α¯ = b¯/a¯. This is because the function e− αX is increasing when b > 0 and
decreasing when b < 0, and the function eα¯Y is increasing when b¯ > 0 and decreasing when b¯ < 0. (4.25) also holds when
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Table 1
European real option values for some points.
(X, Y ) t
t = 0 t = 0.25 t = 0.5 t = 0.75
(100, 0.9) 9.3964 8.0414 6.4439 4.4082
(100, 2) 9.5738 8.1746 6.5325 4.4521
(100, 3.1) 9.7546 8.3100 6.6222 4.4963
bi+ 12 ,j → 0, b¯i,j+ 12 → 0. Furthermore, from (4.16) to (4.18) we know that when c¯i,j ≥ 0, for all i = 1, . . . ,NX −1, j = 1, . . . ,
NY − 1, there holds
(ei,ji,j)
m+1 ≥ |(ei,ji−1,j)m+1| + |(ei,ji,j−1)m+1| + |(ei,ji,j+1)m+1| + |(ei,ji+1,j)m+1| + c¯m+1i,j Ri,j
=
NX−1
p=1
NY−1
q=1
|(ei,jp,q)m+1| + c¯m+1i,j Ri,j.
Therefore, Em+1 is diagonally dominant with respect to its columns. Hence, from the above analysis, we see that for all ad-
missible i, j, Em+1 is a diagonally dominant matrix with positive diagonal elements and non-positive off-diagonal elements.
This implies that Em+1 is anM-matrix.
Second, Gm of the system matrix (4.24) is a diagonal matrix with positive diagonal entries. In fact, when |1tm| is suffi-
ciently small, we have
θ c¯i,jRi,j + Ri,j−1tm > 0,
which demonstrates that θEm+1 + Gm is anM-matrix. 
Theorem 4 implies that the fully discrete system (4.21) satisfies the discrete maximum principle and the discretization
is monotone.
5. Numerical experiments
Test 1: European option with the parameters [21,8]: Xmin = 20 cm, Xmax = 190 cm, Ymin = 0.1 °C, Ymax = 5 °C, η = 0.3,
θ = 0.01, T = 1, r = 0.1, Y¯0 = 0.5 °C, Y¯1(t) = 1.5 + 6.57 × 10−5t + 10.4 sin( 2π365 t − 2.01), ρXY = 0.9, σX = 0.2, λX =−0.2, σY = 0.3, λY = −0.3, K = 100.
To solve the European real optionwith the parameters in Test 1, we choose V (X) = X and divide (Xmin, Xmax), (Ymin, Ymax)
and (0, T ) uniformly into 100, 100 and 100 sub-intervals, respectively. The final and boundary conditions are given by (2.10),
(2.13), (2.14), and the similar conditions to (4.1)–(4.2) in Y direction. The numerical values of these boundary conditions
determined by 1D initial–boundary problems are plotted in Fig. 1. By means of these initial and boundary conditions, the
European real values for Test 1 is computed and the cross-sections at various time points are depicted in Fig. 2.
We show some real option values at some special points in Table 1.
Next the convergence rate of the discretization method is gauged. To this purpose, we define three discrete norms
∥ · ∥1,hX , ∥ · ∥1,hY , and ∥ · ∥0,h as follows [32]:
∥vh∥21,hX =
NX−1
i=1
NY−1
j=1
X2i+1/2bi+1/2,jhYj
X
αi,j
i+1 + Xαi,ji
X
αi,j
i+1 − Xαi,ji
(vi+1,j − vi,j)2,
∥vh∥21,hY =
NX−1
i=1
NY−1
j=1
Y 2j+1/2b¯i+1/2,jhXi
Y
α¯i,j
j+1 + Y α¯i,jj
Y
α¯i,j
j+1 − Y α¯i,jj
(vi,j+1 − vi,j)2,
∥vh∥20,h =
NX−1
i=1
NY−1
j=1
v2i,jRi,j,
from which we can define the following weighted discrete H1-norm:
∥vh∥2H1 = ∥vh∥21,hX + ∥vh∥21,hY + ∥vh∥20,h.
In addition, the ratio is defined as:
ratio = ∥F
1t
h − F∥γ
∥F1t/2h/2 − F∥γ
with γ = ∞ or H1.
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a
b
Fig. 1. The boundary conditions at Y = Ymin and Y = Ymax for Test 1; (a) the boundary condition F(X, Ymin, t); (b) the boundary condition F(X, Ymax, t).
Table 2
Computed errors in the L∞-norm and the H1-norm at t = 0.
Mesh L∞-norm Ratio H1-norm Ratio
4× 4× 4 2.1937 306.5216
8× 8× 8 0.5499 3.9891 85.2607 3.5951
16× 16× 16 0.1345 4.0887 16.1678 5.2735
32× 32× 32 0.0894 1.5045 8.2666 1.9558
64× 64× 64 0.0254 3.5244 2.4239 3.4105
128× 128× 128 0.0064 3.9447 0.6450 3.7580
In Test 1 we use the numerical solution on the mesh with NX = 256 = NY and M = 256 as the ‘‘exact’’ solution F . The
errors in the discrete L∞-norm and the weighted discrete H1-norm at the final time step t = 0 for four consecutive meshes
are listed in Table 2. Moreover, linear regression is used to show that these data obey the basic error estimates as follows:
∥F − Fh∥∞ ≈ 0.0046h1.5993 and ∥F − Fh∥H1 ≈ 0.3986h1.7383.
We will theoretically prove the convergence rate of our method in another paper.
Test 2: American option with the parameters: Xmin = 20 cm, Xmax = 190 cm, Ymin = 0.9 °C, Ymax = 3.1 °C, η = 0.3, θ =
0.01, T = 1, r = 0.1, Y¯0 = 0.5 °C, Y¯1(t) = 1.5 + 6.57 × 10−5t + 10.4 sin( 2π365 t − 2.01), ρXY = 0.9, σX = 0.2, λX =−0.2, σY = 0.3, λY = −0.3, K = 100, λ = 10, k = 4.
To solve the American real option with the above parameters in Test 2, we choose V (X) = X and divide (Xmin, Xmax),
(Ymin, Ymax), and (0, T ) uniformly into 50, 50 and 50 sub-intervals, respectively. The final and boundary conditions are given
by (2.10), (3.3), (3.4), (4.1), and (4.2). The numerical values of these boundary conditions determined by the 1D initial-value
problems are plotted in Fig. 3. According to these initial and boundary conditions, the American real option problem for
Test 2 is solved and the cross-sections at various time points are depicted in Fig. 4.
From Fig. 4 we can see that the variation tendency of the American real option value is not regular as the European one.
This can be explained by the complexity of the valuation of American option. This result can be considered to be reasonable
as the option value increases with the increasing of sea level.
We also show some real option values at some special points in Table 3.
From Table 3, we can see that as the sea level rises, the value of the real option also goes up. This is because the project
manager should avoid more damages caused by the sea level rise via increasing the defense.
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(a) t = 0. (b) t = 0.25.
(c) t = 0.5. (d) t = 0.75.
Fig. 2. European real option values at the time points for Test 1.
a b
Fig. 3. The boundary conditions at Y = Ymin and Y = Ymax for Test 2; (a) the boundary condition F(X, Ymin, t); (b) the boundary condition F(X, Ymax, t).
Table 3
American real option values for some points.
(X, Y ) t
t = 0 t = 0.3 t = 0.5 t = 0.7
(54, 2) 0.13 ∗ 10−3 0.06 ∗ 10−3 0.02 ∗ 10−3 0.001∗10−3
(105, 2) 6.3774 6.3657 6.2239 6.2189
(156, 2) 54.6219 53.5307 52.5851 51.4476
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(a) t = 0. (b) t = 0.3.
(c) t = 0.5. (d) t = 0.7.
Fig. 4. American real option values at the time points for Test 2.
a b
Fig. 5. The∆ of the option at Y = Ymin and Y = Ymax for Test 2.
Besides, the real option values are lower when the option comes to maturity. As the option comes to maturity, the sea
level tends to be understandable and the uncertainty in the project is reduced, which results in the decrease in option values.
We note that the local approximation to the first partial derivative ∂F
∂X can be easily obtained from the real option values.
This quantity, known as the ∆ of an option, is important in practice. In particular, it is used by financial engineers for
constructing portfolios that hedge against risk (or portfolios that are ∆-neutral). This is also known as ∆-hedging. The
optimal exercise boundary can be also obtained from the value of ∆. The ∆ and the optimal exercise boundary are plotted
in Figs. 5 and 6, respectively.
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a b
Fig. 6. The optimal exercise boundary at Y = Ymin and Y = Ymax for Test 2.
From Fig. 6, we can clearly see that the stopping region for higher temperature is smaller than the one for lower
temperature. For a given sea level, say X = 140 cm, and it is appropriate to undertake the defense project at time t = 0 for
Y = Ymin, but may not appropriate for Y = Ymax. This can be interpreted as follows: in the common view of global warming,
every country does its best to control the emission of greenhouse gas, and the increasing speed of global mean temperature
should be slow. So, the sea level is more likely to increase in the future, and the decision maker should be more willing to
undertake the project in lower temperature than in higher temperature.
6. Concluding remarks
In this paper, we first regard the sea level and the temperature as the underlying assets, and then develop a real option
model to evaluate the potential opportunities of managing sea level rising risk. By using Itô’s lemma and the non-arbitrage
pricing principle, we obtain the time-dependent two dimensional partial differential equation model governing the real
option. The relevant boundary conditions for different style contracts are also provided.
In the case of American real option, we reformulate the problem to a linear parabolic variational inequality in two spatial
dimensions and develop a power penalty method to solve it. We demonstrate that the resulted nonlinear PDE is uniquely
solvable and the solution of the PDE converges to that of the variational inequality at the rate of order O(λ−
k
2 ). Then, a
so-called fitted finite volume method is proposed to solve the nonlinear PDE in both cases of European and American
options, and the convergence of the fully discrete system of equations is obtained. Finally, some numerical experiments
are performed to illustrate the efficiency and usefulness of this method for the real option model we have developed.
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