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Abstract: We present a complete, end-to-end computer-aided detection (CAD) system for
identifying lesions in the colon, imaged with computed tomography (CT). This system
includes facilities for colon segmentation, candidate generation, feature analysis, and
classification. The algorithms have been designed to offer robust performance to variation
in image data and patient preparation. By utilizing efficient 2D and 3D processing, software
optimizations, multi-threading, feature selection, and an optimized cascade classifier, the
CAD system quickly determines a set of detection marks. The colon CAD system has been
validated on the largest set of data to date, and demonstrates excellent performance, in terms
of its high sensitivity, low false positive rate, and computational efficiency.
Keywords: CAD; colorectal lesion detection; pattern recognition
1. Introduction
Colorectal cancer is the second leading cause of cancer related death in western countries and the
third most common human malignancy in the United States [1]. Most colorectal cancers arise from
pre-malignant polyps in the colon that develop into cancer over time. The progression from polyp to
cancerous lesion takes more than ten years for most patients. Because of this slow growth rate, colon
cancer screening [2] is an effective method for polyp detection, and subsequent removal reduces the risk
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of colorectal cancer by up to 90 percent [3]. Colonoscopy, the endoscopic examination of the colon
using a flexible video camera, is the standard approach to colorectal screening; however, in recent years
there has been much interest in CT Colonography (CTC), which uses CT images of the cleansed and
insufflated colon [4]. Polyps can then be detected by a clinical reader who examines the CT data using
advanced visualization software that provides both 3D endoluminal views of the colon as well as 2D
multi-planar reformatted slices.
Compared to optical colonoscopy, CTC has the advantages that it affords rapid imaging of the entire
colon, is less invasive, and has virtually no risk of perforation of the colon. Clinical studies suggest CTC
can provide similar detection performance as colonoscopy but has a reduced risk of complication [5].
Although CT imaging typically exposes the patient to 5-8 mSv of radiation, this exposure is comparable
to a few years of natural background radiation, and therefore should not be a significant component of
the consideration to use CTC for polyp screening [6].
The lesion size is directly related to the likelihood of malignancy [2]. Diminutive polyps, i.e., those
less than 6 mm in size (measured in the single largest dimension of the polyp head) are not thought
to confer significant clinical risk. Small polyps in the 6–9 mm range are typically pre-cancerous and
are of interest for reporting during the exam; such polyps may be flagged for surveillance or surgical
removal. Lesions 10 mm and larger confer higher clinical risk, as 10–25% of these lesions may
exhibit malignancy.
Although CTC has been demonstrated to be an effective colorectal screening approach [7], it is
possible for the clinical reader to fail to detect lesions, due to the large quantity of data generated
(typically 800–2000 images per patient). Computer-aided detection (CAD) software assists the clinical
reader by automatically analyzing the CT data and highlighting potential lesions. CAD may detect
lesions that would have otherwise been missed by the reader, and furthermore may give the reader more
confidence that lesions were not missed during the read. It has been demonstrated that the use of CAD
leads to improvements in reader performance (at all levels of experience) in detecting lesions in CTC
data [8, 9].
An important challenge in developing CAD software is robustness, as the CAD must work effectively
across a wide range of operating conditions. Patients may have different preparations, including the
type and degree of cathartic cleansing, the use or lack thereof of liquid and fecal tagging agents,
and level of insufflation of the colon during scanning. Different imaging hardware (from various
manufacturers) or imaging protocols (slice thickness, tube current, patient positioning, etc.) may be
employed. Populations may have differences as well, coming from different institutions, and may be
symptomatic or asymptomatic. Another, often overlooked issue relates to the computational resources
required to run the CAD. Given the vast quantity of data to be analyzed, the processing must be fast
in order to optimize the clinical workflow, and additionally be memory efficient to be practical when
running in conjunction with advanced visualization software.
1.1. Related work
Given the clinical importance of polyp detection, the subject of CTC-CAD has received considerable
interest in the literature. Since there is no universally agreed upon set of a data and evaluation
methodology for comparing CAD systems, clear and accurate comparisons between different CAD
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systems are not possible. However, a summary of many recent CTC-CAD systems, presented in Table 1,
does provide a picture of the state-of-the-art in CTC-CAD. In the table, where possible, we list the
data sources (number of centers from which the data came), training and testing data sets (in terms
of patients), per-polyp sensitivity, false positives (FPs)/volume, and runtime when executed on a new
volume (note different computers and CPUs are used so exact comparisons are not available). More
statistical confidence would be attributed to CAD systems tested on larger sets of data. For the reasons
mentioned earlier, in the table we focus on the detection of lesions 6 mm and larger. Note that each
patient is scanned twice; once in a prone position and once in a supine position. Throughout the paper,
we report FPs/volume, as is the convention in CTC.
Table 1. CTC-CAD results reported in the literature. From left to right: columns refer to
the reference, number of different data centers from which the data came, number of patients
used in training, number of patients used in testing, per polyp sensitivity, false positives per
volume (per patient false positive rates can be determined by multiplying the per volume
false positive rate by 2), and algorithm runtime per volume.
Reference Data cen Train Test Per-polyp sens. FP / vol. (or 2x per patient) Runtime / vol.
Yoshida et al. [10] 71 71 90% (5mm+) 1
Paik et al. [11, 12] 2 8 35 <35% (5mm+) 2.5
Summers et al. [13] 3 394 792 61.3% (6mm+) 3.95 10 min
Bogoni et al. [14] 2 88 62 90.5% (5mm+) (3 median) 4 min
Jerebko et al. [15] 96 72 94% (5mm+) 4.3
Bhotika et al. [16] 42 81.6% (>6mm) 5.2
Tu et al. [17] 117 35 92% (6mm+) 5.8
Kim et al. [18] 15 35 77.1% (6mm+) 3.1
Dundar et al. [19] 2 169 201 86% (n/a) 5 4 min 43 sec
Qiu et al. [20] 2 10 98 100% (n/a) 3 several minutes
Sundaram et al. [12] 2 35 76% (5mm+) 2.5 2 min 20 sec
Suzuki et al. [21] 1 10 73 96.4% (5mm+) 0.55
Li et al. [22] 3 394 793 77.4% (6mm+) 2.91
Liu et al. [23] 3 395 791 75% (6 - 9 mm) 2.5
van Ravesteijn et al. [24] 4 86 307 85 - 100% (6mm+) 4-6
This paper 8 180 3106 90.1% (6mm+) 4.7 (3 median) 1 min 23 sec
Progress on the problem of CTC-CAD started with the pioneering work of Vining et al. [25], who
identified polyps as an abnormal thickening of the colonic wall. Subsequent work by others focuses
primarily on use of curvature as a mechanism for detecting polyps. The work of Summers et al. [13]
utilizes mean curvature computed at voxels on the mucosal surface. Yoshida and Nappi [26] apply
shape index and curvedness [27] to find initial candidates, which are then clustered and classified using
quadratic discriminant analysis, whereas Kim et al. [18] rely on eigenvalues of the Hessian matrix.
Instead of computing curvature information on the voxel grid, Sundaram et al. [12] apply a geometry
processing approach directly on a mesh-based representation of the colon. Van Ravesteijn et al. [24] use
the second principle curvature in a differential equation that is solved explicitly on a mesh or implicitly on
the image grid to identify polyp candidates. Jerebko et al. [15] extend [14] by analyzing the symmetry of
curvature patterns of raised objects in the colonic lumen. Others have deduced analytic shape models [16]
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to approximate local geometry of the colon, or measure the degree to which back-projected surface
normals overlap [11, 28]. Still others have analyzed texture patterns of electronic biopsy images of the
flattened colon [20].
In addition to advances in initial detection of polyp candidates using various intensity and
morphologic features, much progress has been made in classification. Initial work in colon CAD
focused on applications of relatively simple machine learning algorithms to differentiate patterns of
lesions from non-lesions. Recent work by Dundar et al. [19] designs optimized cascade classifiers using
an AND-OR framework to minimize an overall objective function. Suzuki et al. [21] extend Yoshida
et al.’s approach [26] with a massive-training artificial neural network to further reduce false positive
findings, showing promising results. Liu et al. [23] apply manifold learning techniques such as diffusion
maps and local linear embedding for dimensionality reduction in conjunction with a support vector
machine. Recently in the computer vision and machine learning literature, there has been much interest
in Adaboost, which forms a strong classifier from a set of weak learners and is less sensitive to overfitting
than other classifiers. Tu et al. [17] design a probabilistic boosting tree composed of Adaboost classifiers
for automatic polyp detection without requiring colon segmentation. Ideally, the data used to develop
and validate the CAD will comprise a diverse set of CTC scans that fully characterize the populations,
patient preparations, CT scanners, and imaging protocols in clinical practice. Naturally, data used for
testing the CAD should be independent of the data used to train the system.
1.2. Our contribution
In this paper, we present a complete, end-to-end CAD system for the detection of lesions (polyps or
cancers) in CTC. Our system has been designed to offer robust performance in the presence of variations
in image data and patient preparation. It has been developed and validated using data from eight different
institutions, with different imaging hardware (Siemens, GE, Philips, Toshiba), scanning protocols and
patient preparation. In addition, the CAD system has been optimized for computational efficiency by
making use of efficient 2D and 3D processing, software optimizations, multi-threading, feature selection
using information-theoretic techniques, and an optimized cascade classifier. Clinical results on the
largest ever colon CAD trial (over 3000 patients) demonstrate per-polyp sensitivity of 90.1% and 4.7
average (3 median) false positives per volume. In addition, the CAD runs in 1 minute and 23 seconds
(average) on a standard quad-core 2.4 GHz processor while requiring at most 150MB of RAM regardless
of the number of images in the volume.
The rest of the paper is organized as follows. In Section 2 we present an overview of our CAD system,
followed by more detailed descriptions of the major components in Sections 3–6. In Section 7 we present
experimental results demonstrating the effectiveness of our approach. Finally, in Section 8 we conclude
the paper and discuss future work.
2. CAD System Overview
A block diagram of our colon CAD system, illustrating its major components, appears in Figure 1.
Starting with a CT image, an automatic colon segmentation algorithm first identifies voxels representing
the colon, producing a region of interest for subsequent processing. Next, a candidate generation step
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analyzes the mucosal surface, finding and grouping, as 3D regions, protrusions into the lumen. For each
region, statistical features are calculated and used in a cascade Adaboost classifier. The calculation of
features is interleaved with the classifier stages for computational efficiency, as will be described in more
detail below. The final CAD marks are then presented to the reader.
Figure 1. Block diagram for CAD system overview.
3. Colon Segmentation
The colon segmentation step produces a binary colon mask that represents the voxels corresponding
to the colon; a block diagram of this subcomponent is provided in Figure 2. When the scan is performed,
the patient’s colon is distended with carbon dioxide (or air), which appears very dark in the CT image.
Ideally the colon is a singly-connected air-filled region as a result of the distension, however, collapsed
segments are possible. Additionally, the patient may have been administered oral contrast agents for
tagging liquid and solid residues in the colon. In the CT image, these appear as very bright regions
(typically with Hounsfield units (HU) > 500). The colon segmentation is designed to be robust to these
complicating factors.
Figure 2. Block diagram for the colon segmentation.
We note that all steps in our colon segmentation process the image (and resulting segmentation
mask, stored on the hard drive) in consecutive order along axial slices, with only a few slices loaded
into memory at any given time. Such out-of-core [29] processing provides an effective way to achieve
memory-efficiency when dealing with large data sets.
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3.1. Adaptive thresholding and grouping
The first step of our colon segmentation approach is an adaptive thresholding of the image,
separating it into air and non-air voxels. Following [30], the threshold is computed adaptively based
on the image histogram using an entropy-based measure, and clipped to ensure it is within the range
[−800,−500]. After thresholding, all air voxels are foreground and all non-air voxels are background in
the segmentation mask, as demonstrated in Figure 3(a). Next, foreground voxels are grouped into disjoint
segments and labeled based on their 3D connectivity. While voxels corresponding to the air-filled colon
are easily found as a result of this thresholding, often other air-filled anatomies like the lungs, small
bowel, and stomach, as well as the air outside the body are included. Removal of these non-colon
segments is described in the next subsection.
Figure 3. Thresholding (a) and outer air removal (b) demonstrated on an axial slice that
includes the lungs.
(a) (b)
3.2. Removal of non-colon segments
At this stage, the air outside the body is easily discarded from the mask by detecting the largest
connected component touching the image border. An example after this operation is shown in
Figure 3(b). From the remaining voxels, a bounding box Bbody (used later) is determined and encloses
the body of the patient. Next, the remaining 3D regions are analyzed in order to separate the colon
from the remaining non-colon regions. Care is taken to design the non-colon segment removal for high
sensitivity; that is, it is preferable to include a small non-colon region than to remove a colon region.
Although this may later lead to false positive CAD marks outside the colon, such CAD marks are easily
dismissed by the clinical reader and significantly less important than false negatives in the colon.
The lung detection and removal algorithm analyzes 2D axial slices, moving from the top of the volume
down towards the rectum. Lung detection is primarily based on two features of the lungs:
1. The lungs contain many small blood vessels, which appear as small “holes” in the
segmentation mask.
2. The lungs are continuous anatomic regions and therefore should have significant overlap in
adjacent axial slices.
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On a 2D slice, a small region is considered to be a hole if it is contained within a labeled region and
consists of Th or more connected background pixels; holes appear as small dark regions as shown in
Figure 3 (b). A 3D labeled region is considered to be lung if it contains at least Tl holes. Th and Tl
were set to 2 and 10 experimentally. Once the lung regions are detected on each 2D slice, the amount
of overlap on adjacent slices is determined. Starting with the topmost slice in the volume, the degree of
overlap of the ith labeled region Ri is determined with lung regions on the next slice, that is,
Overlap(Ri, Ri+1) =
Ri ∩Ri+1
Ri
> Tr (1)
where Tr is a threshold set as 0.35. If the above condition holds, Ri is removed from the
segmentation mask.
The stomach is located near the lung area and near the transverse colon and often appears as a large
hollow object in the CT scan. A 3D labelled object is identified as stomach if it only appears in the top
(as measured in the z-direction) one third of the volume. After detection, the stomach is removed from
the segmentation mask.
Small bowel can be detected and removed from the segmentation mask based on the
following observations:
1. Small bowel segments tend to have smaller volume than large bowel segments.
2. In a coronal view, the colon frames (surrounds) the small bowel, as shown in Figure 4.
Figure 4. Illustration of the small bowel (intestine) and colon. Notice that the small
bowel is framed by the colon in this coronal view. Public domain image courtesy of the
U.S. government.
Based on these observations, we first remove any segment below Tv = 30, 000 mm3, which
eliminates much of the small bowel. However, when the colon is sufficiently distended, some small
bowel segments may still remain in the segmentation mask. A second filter is applied using the
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bounding box Bbody, which is reduced Ts = 100mm on all six sides, forming a new bounding box
Bs. Any segment with bounding box Bi that is completely contained in Bs is removed from the
segmentation mask.
3.3. Liquid detection and merging
In CTC, fecal materials are often tagged by orally administered contrast agents that are opaque to
X-rays, appearing as the bright regions in the colon in Figure 5 (a). These materials can assist in
differentiating residual solid stool versus tissues like polyps, since the resulting intensity in the CT
image for the agent is high, usually in the range [500, 1300]. In this step of the algorithm, the liquid
contrast agent is detected and merged with the segmentation mask. Liquid is detected primarily using
three features:
1. The liquid has a high intensity.
2. The liquid is below an air-filled region.
3. The interface between the liquid and air is planar.
This function performs a simple thresholding in the original image using a high threshold Th = 350.
The voxels above the threshold are labeled into distinct regions. For each region, an analysis is done on
each axial slice to determine its flatness. A bright region is considered flat in a 2D slice if Tf of its pixels
have the same y (corresponding to the axis of gravity) value. Tf is determined as max(15, 0.2 · Rw),
where Rw is the width of the region’s bounding box. To fill the partial volume between the air and the
liquid region, rays are cast from the liquid region upwards along the y axis towards the air, and the voxels
in between are added to the segmentation mask, as demonstrated in Figure 5 (b).
After this step, the colon segmentation is complete and the foreground voxels in the mask represent
the colonic region of interest used in subsequent processing. A sample colon segmentation appears in
Figure 5 (c).
Figure 5. Original slice (a) and colon segmentation after liquid detection and merging (b).
Final colon segmentation, with overlaid CAD marks (c).
(a) (b) (c)
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4. Candidate Generation
Candidate generation identifies, using the colon segmentation, 3D regions (also called raised objects
in this paper) that protrude into the colon lumen. As with the colon segmentation, all processing is done
on a slice-by-slice basis, traversing the volume axially.
4.1. Critical point detection
For each 2D slice, each point along the contour of the colon is analyzed in terms of its convexity.
Raised objects will have at least one concave point and should be accompanied by two convex points,
on either side of the concave point, where the object is attached to the surface. Examples are shown in
Figure 6. From this convexity determination, raised objects are extracted from the image.
Figure 6. Convexity analysis along a 2D contour of the colon segmentation.
First, an angle a(i) is computed each point pi along the contour based on a chain code [31] using
an eight neighborhood. Due to the discrete nature of the data, angles are naturally quantized to 45◦
angles. To provide robustness to noise, a lowpass Gaussian filter with standard deviation σs = 3.5 is
applied to smooth the angles. Then, each point is classified as convex, concave, or smooth, using the
following equation:
C(pi) =

concave, a(i) > pi + 
convex, a(i) < pi − 
smooth, otherwise
(2)
where  = 0.3. Critical points are those for which this classification changes; i.e., points where the
convexity/concavity transitions. The concave regions of the contour are identified, and the convex critical
points defining the start and end points of the raised object are detected. A line between the two critical
points is drawn, and the 2D region defined by this line and the concave part of the contour is stored as a
2D candidate. A schematic illustration is provided in Figure 7.
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Figure 7. Schematic illustration of a 2D slice (a) for detection of critical points A and B, as
well as the candidate region (rendered with gray stripes) shown in (b).
(a) (b)
4.2. Formation of 3D regions
After all axial slices within the bounding box of the colon have been processed to generate 2D
candidates, a grouping algorithm is run to produce 3D candidate regions. 2D candidate regions are
grouped if they overlap and their core regions also overlap. The core is the central part of a region
for which all points have a boundary-seed distance greater than Tc = 0.25 · dmax, where dmax is the
maximum value of the distance transform in the region. The use of the core allows for the separation
of polyps from folds in cases where the two objects are attached. The output of this step is a 3D
candidate region.
Our candidate generation method [32] has several advantages. First, by processing the data in a
slice-by-slice fashion, only a small subset of 3D volume is loaded at any time, thus achieving memory
efficiency. In addition, the detection of concave regions is independent of the size of the raised object;
thereby enabling detection of raised objects of any size. The candidate generation is designed to detect
as many true positives as possible. However, it may include many false positive regions (in particular,
folds), which are subsequently removed by our classifier using region-based features, discussed next.
5. Region-Based Features
While the candidate generation produces a set of 3D candidate regions that may potentially be lesions,
at this stage in the processing there are typically thousands of candidates. A set of descriptive features
that characterize each region are calculated and used in a cascade classifier, described in the next section.
We note that each 3D candidate is a small subvolume of the original CT image, therefore, all feature
calculations (and subsequent classification) is performed on this subvolume, achieved with low memory
usage. We now describe our features, which have been categorized into the following classes: intensity,
differential geometry, texture, volume, and other features, described below.
5.1. Intensity features
Statistical features of the image intensity are useful in discriminating between true positives and false
positives (typically folds, residual stool, etc.). For example, tagged stool tends to have a very high
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intensity. Untagged stool tends to have small pockets of air, which results in a higher CT variance
for the voxels in the region. Using the set of voxels in the 3D region, we compute the following six
intensity features:
• Mean, standard deviation, maximum
• Entropy and skew of histogram
• Average correlation of intensities from adjacent 2D slices
5.2. Differential geometric features
Polypoidal lesions may have a hemispherical shape or contain sections of their shape that are
locally spherical. As a result, features derived from curvature of the mucosal surface are often
highly discriminative, especially when distinguishing polypoidal lesions (part spherical) from folds
(part cylindrical, or ridge-like). Differential geometric features can be computed from an explicit
representation of the mucosal surface [12] or implicitly on the isosurface around a voxel [33, 34].
Following the example of [10], for each voxel p in the region, we compute the volumetric shape index
(SI) and curvedness (CV), defined as
SI(p) =
1
2
− 1
pi
arctan
(
k1(p) + k2(p)
k1(p)− k2(p)
)
(3)
CV (p) =
√
k1(p)2 + k2(p)2
2
(4)
where k1(p) and k2(p) are the principal curvatures, computed directly from the image intensities. Every
distinct shape, except for the plane, corresponds to a unique shape index. Most importantly for colon
CAD, spherical shapes have a high shape index of 1.0, while ridge-like shapes have a lower shape index
of 0.75; this enables the discrimination of polyps from folds. The curvedness represents the size of the
curved object. For instance, a smaller and larger sphere might have the same shape index but different
curvedness values. After computing the shape index and curvedness at each voxel in the region, we then
compute the following nine statistical features of the region:
• Mean, entropy, skew, standard deviation, and maximum of shape index
• Mean, entropy, skew, and standard deviation of curvedness
5.3. Gradient concentration features
The degree to which image gradients converge within a region is a discriminative feature for
identifying polyps. Following the example of [10, 35], we compute the gradient concentration (GC)
and directional gradient concentration (DGC) (see [10] for mathematical details) at each point in the
region. Then, we compute the following statistical features using both the GC and DGC, producing 18
total features:
• Mean, min, max, variance, mean of ten highest values, ratio of min and max
• Skew, kurtosis, entropy of histogram
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5.4. Texture features
Several authors have recently explored the use of texture features to differentiate lesions from
non-lesions [17, 36–38]. For each region, we perform texture analysis following Laws [39], who forms
2D convolution kernels as outer products of 1D convolution kernels. The 1D kernels we use include
L5 = [1, 4, 6, 4, 1]
T (5)
E5 = [−1,−2, 0, 2, 1]T (6)
W5 = [−1, 2, 0,−2, 1]T (7)
which compose the following 2D convolution kernels: E5ET5 , E5R
T
5 , E5L
T
5 , R5R
T
5 , R5E
T
5 , R5L
T
5 ,
L5L
T
5 , L5E
T
5 , L5R
T
5 . Each slice of the region is convolved with these kernels, resulting in 9 output
filterings. For each, we then compute the following statistical features, resulting in a set of 27
texture features:
• Mean, standard deviation
• Entropy of histogram
5.5. Volume features
We compute various volume-based features to characterize the region. Diminutive findings are
often identified based on the number of voxels in the region. Since folds typically appear as thin
cylindrical structures, they may have a small maximum distance based on a boundary-seeded distance
transform [40]. Other features are based on the degree of sphericity of the region. Specifically,
we compute:
• Number of voxels in region multiplied by slice thickness
• Maximum value of boundary-seeded distance transform applied to region
• Ratio of actual volume to that of a sphere with the maximal diameter of region
• Number of voxels with shape index > Tsi = 0.83multiplied by slice thickness (shape cluster size)
5.6. Other shape features
Some other shape features computed include:
• Region width (maximum diameter)
• Region height
• Ratio of height to width of region
• Elongation, defined as the ratio of eigenvalues |λ2||λ1| derived from the covariance matrix of points in
the region.
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• Number of voxels with “dot” value (described in detail below) greater than a threshold Td.
The dot feature we use is based on the dot enhancement approach of [41], originally designed to
enhance the objects in an image of a specific shape. For each voxel, the dot value is defined as
d(λ1, λ2, λ3) =

λ23
|λ1| , if λ1 < 0, λ2 < 0, λ3 < 0
0, otherwise
(8)
where λ1, λ2, λ3 (|λ1| > |λ2| > |λ3|) are three eigenvalues of the Hessian matrix calculated from second
derivatives of image.
To reduce the effect of the noise and also to take into account different object sizes,
multi-scale Gaussian image smoothing is performed prior to the calculation of the second derivatives.
Following [41], for objects with diameters in the range [d0, d1] to be detected, discrete smoothing scales
σn are calculated as σ1 = d0/4, σ2 = rσ1, σn = rn−1σ1 where r = (d1/d0)
1
n−1 . The maximum dot value
calculated among the different scales is chosen to be the final dot value for each voxel in the region. In
this paper, n = 3 Gaussian scales are used. The feature is then the total number of voxels with dot value
greater than Td = 5.
5.7. Other binary features
Finally, some binary features are computed as well:
• Region touching liquid (detected during colon segmentation)
• Region submerged (detected during colon segmentation)
• Region is small (defined as having a width less than 3.5 mm or height less than 1.4 mm)
In total, there are a potential set of 72 unique features that can be used to characterize a region in the
CT image. The majority of features have low computational cost, since the 3D regions are typically small
subvolumes of the entire scan. However, the gradient concentration, texture features, and dot feature are
most expensive, a fact that is used later in designing our classifier.
6. Classification
In this section, we describe our classification methodology, which is based on cascade Adaboost. For
efficiency, the first stage of the cascade is based on features that have low computational cost and selected
by a feature selection technique.
6.1. Challenge
The candidate generation was designed to keep a high sensitivity, even at the expense of many false
positives. As a result, the candidates exhibit a large class imbalance. Therefore, an accurate identification
of polyp regions (minority) from the non-polyp regions (majority) is a challenge for a CAD classifier;
techniques such as [42] can be used to tackle such problems. Moreover, the features differ in terms of
their computational complexity; some are more expensive to compute than others. For efficiency, it is
therefore undesirable to compute a full feature set for all candidates when many can be rejected using a
reduced set of features that are simple to compute.
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6.2. Cascade
A cascade framework of Adaboost was proposed by Viola and Jones [43] to solve the problem of face
detection. The cascade is a degenerate decision tree, with each node an Adaboost classifier. A positive
result from the first classifier triggers the evaluation of a second classifier, both of which are designed
to achieve high detection rates. A positive result from the second classifier triggers a third classifier,
and so on. A negative outcome at any point leads to the immediate rejection of the candidate. With
the difficulties of a huge number of candidates and features in face detection, the cascade approach can
construct simple classifiers which, at the early stages of the cascade, reject the vast majority of negative
samples while detecting almost all positive instances, thereby achieving results with significantly reduced
computation. Only the difficult samples require more complex features.
A limitation of the cascade framework is that the target of each node (detection rate and false positive
rate) has to be chosen manually, and is therefore subjective based on the experience of the developer
of the classifier. Unfortunately, in standard cascade implementations, there is no direct relationship
between the objective taken at each node and the overall performance. To overcome this, we adopted
a cascade optimization method developed by Sun et al. [44], who present a cascade indifference curve,
which connects the performance of each node with the overall performance. This leads to an automated
cascade with improved overall performance, without requiring a target for each node.
6.3. Adaboost
AdaBoost, introduced by Freund and Schapire [45], is a serial ensemble approach that builds an
additive model. At each step of the ensemble construction, the approach adds a new weak learner that can
focus on misclassified samples from the previous step by reweighting the training samples (increasing
the weights of misclassified examples and decreasing the weights of correctly classified samples). In
this way, it forms a strong classifier with a linear combination of weak learners. AdaBoost has shown
a strong performance in many applications. In our implementation, weak learners are decision stumps
that include a selected single feature and a threshold value that operates on the feature to form a decision
boundary between positive and negative class samples.
6.4. Feature selection with mutual information
For the first stage of our classifier, we rely on features that have low computational cost, so that many
candidates can be rejected quickly. To select these features from the complete set of low-cost features,
we employ the maximum relevance, minimum redundancy (MRMR) technique proposed by [46].
In information theory, mutual information measures the statistical dependency between two random
variables. The problem of feature selection can be interpreted as a search for a subset of features that
jointly have the largest dependency on the target class (polyps, in our case). The MRMR approach,
which extends work from Battiti [47] and Kwak and Choi [48], selects a good subset of features as the
one that has a large dependency on the target class. However, a difficulty of estimating multivariate
densities accurately makes the computation challenging, especially for continuous features. Instead of
seeking maximum dependency, MRMR seeks a subset of features that are maximally relevant on the
target class but for which the features within the subset are minimally redundant. It can be formulated as
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max Φ(D,R), Φ = D −R
D =
1
|S|
∑
xi∈S
I(xi; c) (9)
R =
1
|S|
∑
xi,xj∈S
I(xi;xj)
where D and R represent the relevance and dependence, respectively, and I(xi; c) measures the mutual
information between feature xi and the target class c, and I(xi;xj) measures the mutual information
between two features xi and xj . In practice, Equation 9 can be implemented incrementally as follows:
max
xi∈X−Sm−1
[I(xj; c)− 1
m− 1
∑
xi∈Sm−1
I(xj;xi)] (10)
The method starts by seeking a single feature xk that is maximally relevant to target class, and includes
xk in the set S1. From the remaining features X − S1, it then seeks the next feature that is maximally
relevant to target class but minimally redundant with features that have been previously selected. The
selected feature, along with feature set S1, forms feature set S2. This process iterates until the number of
features has reachedm features, S1 ⊂ S2 ⊂ . . . ⊂ Sm−1 ⊂ Sm.
6.5. Data and training
The CT colonography data in our experiments consisted of 382 patients (764 CT volumes) of
prone and supine volumes collected from 8 institutions. The data is highly diverse. CT images were
generated using scanners from all the major manufacturers, including Siemens, GE, Philips, and Toshiba,
with 4, 8, 16, 32, and 64multi-slice configurations, as described in Table 2. KVp ranged from 120−140,
and exposure ranged from 29–500 mAs. Patients were placed in feet first prone and supine, head first
prone and supine, as well as decubitus positions. All subjects were scanned within the last 10 years
(1999–2008) and roughly 80% were administered fluid and fecal tagging. When measuring performance
of the CAD, the sensitivity is measured per polyp (that is, if a polyp is detected on either or both volumes
it is considered a true positive) and false positives are measured per volume, as is the convention in CTC.
Per patient false positive rates can be determined by multiplying the per volume false positive rate by 2.
Table 2. Scanning equipment used to produce the data.
Manufacturer Model Multi-slice configurations
Siemens Somatom 4, 16, 64
GE Lightspeed 4, 8, 16
Philips Brilliance 4, 64
Toshiba Aquilon 16, 32, 64
This data was split into two subsets: dataset1, containing 180 patients (360 volumes) for training
and dataset2, containing 202 patients (404 volumes) for independent testing. On each slice, the average
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pixel dimensions were 0.73 mm by 0.73 mm, and on this varied set of data, the slice thickness ranged
between 0.6mm to 1.25mm. Dataset1 had 168 polyps≥ 6mm in size, and 102 polyps≥ 10mm in size.
Dataset2 had 119 polyps≥ 6mm in size, and 75 polyps≥ 10mm in size. We randomly divided dataset1
as 70% for training and 30% for validation, which was used to test and adjust the training to maximize
performance. We also tested the constructed model on dataset2. For ground truth, three medical experts
performed a consensus annotation of the scans.
The training data was randomly divided into 50% for training AdaBoost and 50% for determining
the objective performance for each node. The candidate generation algorithm typically produces a few
thousand candidates, which are then classified using the 72 features described in the previous section. At
the first node of the cascade, a four feature subset was selected by MRMR from the cost-efficient feature
set and trained by AdaBoost. These selected features are variance of intensity, shape index cluster size,
and mean and variance of shape index. The selected features provide an intuitive meaning for false
positive filtering, as described in Yoshida et al.’s paper [26], which applies shape index clustering for
candidate generation. After the first stage, any feature may be used by the cascade when required by
the classifier.
In testing, the feature calculation is interleaved with the cascade classifier. At any particular stage in
the cascade, we only compute the required features. The full set of features is only computed for the
regions that are hardest to classify, resulting in computational savings.
6.6. Multi-threading and software optimizations
To achieve further computational efficiency, the CAD system has been multi-threaded using OpenMP
pragmas, which are compiler directives for parallelization. Specifically, the features/classifier loop
has been multi-threaded, effectively sending a subset of the candidates for classification to each core
of the processor. Multi-threading is implemented using #pragma omp parallel for directives, placed
immediately above the loop. The directive instructs the compiler to spawn multiple threads of control,
where each thread is responsible for a portion of the loop. For example, in a quad-core implementation,
it is likely the four threads would be spawned, theoretically resulting in a 4x speedup of the loop;
however, the actual speedup is typically less than this due to synchronization and shared memory.
The multi-threaded code produces the exactly the same results as the single-threaded version of the
code. More information about OpenMP and its specifications can be found at the official website,
www.openmp.org.
In addition to multi-threading, we also applied software optimizations to compute the CAD marks
quickly, inspired by optimizations for fast boundary-seeded distance transforms [40], labeling [49], and
hole detection. Prior to the software optimizations and multi-threading, the system took on average 3
min, 42 seconds to process a volume. After optimization, this time reduced nearly 60% to 1 min, 23
seconds, when tested on a standard quad-core 2.4 GHz processor. As a result of the memory-efficient
implementation, the system only requires at most 150 MB of RAM regardless of the number of images
in the volume.
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7. Results
7.1. Experimental results
A quantitative evaluation of the performance of our CAD has been conducted for the detection of
lesions above 6 mm and 10 mm, respectively. As mentioned previously, the testing data includes
202 patients (404 volumes), with 119 lesions above 6 mm and 75 lesions above 10 mm. A CAD
mark is considered successful if the point lies within the ground truth annotation. Free-Response
Operator Characteristic (FROC) curves plotting the sensitivity vs. false positives appear in Figure 8,
showing the detection performance at these two size thresholds. The points along the curve demonstrate
the performance after successive stages in the cascade. Although the entire FROC curve is shown,
the performance at the operating point available in the commercially available product (Medicsight
ColonCAD 4.0) is indicated in the plot. At this point, the CAD system achieves an overall per-polyp
sensitivity of 95% (for polyps 10mm and greater) and 90% (for polyps 6 mm and greater), with the same
false positives of 4.5 per volume on average. These results are summarized in Table 3.
Figure 8. FROC curves demonstrating CAD performance on independent test data for
lesions > 6mm (a) and > 10mm (b).
(a) Lesions ≥ 6mm
(b) Lesions ≥ 10mm
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Figure 9. Examples of detected polyps and false positives, (a)-(l) are examples of detected
polyps, (m)-(n) are examples of false positives. In particular, successfully detected sessile
polyps appear in (e), (i), and (k), pedunculated polyps in (d) and (h), and polyps on folds in
(a), (j), and (l). False positives shown in the figure relate to the ileocecal valve (m) and a
thick fold (n).
(a) (b) (c) (d)
(e) (f) (g)
(h) (i) (j)
(k) (l)
(m) (n)
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Table 3. Evaluation of our CAD on 202 patients at the specified operating point.
Polyp diameter Sensitivity False positives
6mm+ 90% 4.5
10mm+ 95% 4.5
Figure 9 gives visual examples of detected polyps (a)-(l) and false positives (m)-(n). The CAD system
accurately detects sessile polyps (e.g., (e), (i), (k)) as well as pedunculated polyps ((d), (h)) and polyps
on haustral folds ((a), (j), (l)). One common source of false positives is the ileocecal valve (ICV),
which is the valve that connects the colon to the small bowel. The ICV often appears as a protruding
shape in the colonic lumen and is picked up by the CAD as a false positive, shown in (m). A false
positive appearing on a thick haustral fold is shown in (n). Some true positive diminutive polyps (less
than 6 mm) may be detected by the CAD, as shown in (k)-(l). These polyps cannot be avoided entirely
since the match between the detected region diameter and the actual lesion diameter is not exact in all
cases.
7.2. Clinical results
A clinical research group from the University of Wisconsin has independently evaluated the colon
CAD system performance in a large trial of asymptomatic patients in a screening population. All patents
underwent cathartic preparation and were administered oral tagging agent. The data consisted of CTC
volumes corresponding to 3106 adults, which, to our knowledge, is the largest patient cohort ever used
in an evaluation of a colon CAD system. There were 607 polyps ≥ 6mm in this data set. This data set
was also independent of the data used to train the CAD system.
As reported in [9], the per-polyp sensitivity was 90.1% (547/607) for all polyps greater than 6mm in
size. Detection of polyps ≥10mm had sensitivity of 96% (168/175). 100% (13/13) cancers were found
by the CAD system. Per-patient sensitivity, which measures whether a patient has at least one polyp,
was 93.8% (350/373) for polyps ≥6mm and 96.5% (137/142) for polyps ≥10 mm. Also of note, the
CAD found 15 additional polyps that had been missed by expert readers. The CAD system generated an
average of 4.7 false positives per volume in average, with a median of 3.
Table 4. Sources of false positives.
Cause of FPs Percentage
Tagged stool 31.2%
Ileocecal valve 18.8%
Thick fold 18.2%
Outside of large intestine 10.3%
Rectal catheter or balloon 8.3%
Other 13.2%
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This group also analyzed the causes of CAD errors [50]. Table 4 illustrates the percentage of different
causes of false positives. It shows that a large number comes from tagged stool (31.2%). Other frequent
sources of false positives include the ICV, thick folds, CAD marks outside of the colon, and false
detections on the rectal catheter of balloon used to insufflate the colon. The major source of false
negatives was liquid contrast agents.
The overall conclusion from this study was that the CAD demonstrated robust performance, with high
sensitivity and low false positive rate, and provided valuable complementary information to the expert
radiologists interpreting the CTC data.
8. Conclusions
In this paper, we presented a complete, end-to-end CAD system for the detection of colorectal
lesions in CTC images. Our system was developed on a wide array of data, coming from eight
different institutions, and independently clinically tested on the largest cohort to date for a colon
CAD system. Results demonstrate excellent performance, achieving high per-polyp sensitivity with a
clinically acceptable number of false positives. In addition, by utilizing efficient 2D and 3D processing,
software optimizations, multi-threading, feature selection, and an optimized cascade classifier, the CAD
system generates its results in approximately 1 min, 23 seconds on average while utilizing less than 150
MB of RAM. Future work on the CAD system will continue to improve the detection rate. Specifically,
we are interested in improving robustness with regards to tagging to reduce false positives due to tagged
stool, which usually has a bright boundary and a darker core due the tagging agent clinging to the surface
of the stool. Furthermore, we are revisiting our colon segmentation approach, particularly the small
bowel removal, to suppress out-of-colon detections, as well as devising algorithms to better suppress
detections on the rectal catheter.
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