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A NOVEL AUGMENTED LASER POINTER INTERFACE
AND SHARED AUTONOMY PARADIGM TO ENABLE
OBJECT RETRIEVAL VIA AN ASSISTIVE ROBOT
KALI HAMILTON
ABSTRACT
Assistive robots have the potential to enable persons with motor disabilities to live
more independent lives. Object retrieval has been rated a high-priority task for
assistive robots. A key challenge in creating effective assistive robots lies in designing
control interfaces that enable the human user to control the robot. This thesis builds
on prior work that uses a laser pointer to allow the person to intuitively communicate
their goals to a robot by creating a ‘clickable world’. Specifically, this thesis reduces
the infrastructure needed for the robot to recognize the user’s goal by augmenting
the laser pointer with a small camera, an inertial measurement unit (IMU), and a
laser rangefinder to estimate the location of the object to be grasped. The robot
then drives to the approximate target location given by input from the laser pointer
while using an onboard camera to detect an object near the target location. Local
autonomy on the robot is used to visually navigate to the detected object to enable
object retrieval.
Results show a successful proof of concept in demonstrating reasonable detection
of user intent on a 1.23 x 1.83 m2 test grid. Testing of the estimation of object
location in the odometry frame fell within range of successful local autonomy object
retrieval for an environment with a single object. Future work includes testing on
a wide variety of dropped objects and in cluttered environments which is needed to
validate the effectiveness of the system for potential end users.
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1Chapter 1
Introduction
1.1 Motivation
Physical and mobility impairment affects a wide range of people, from those with
degenerative diseases, to those recovering from injury or feeling the effects of age. In
total, one in every five people living in the United States has a disability (U.S. Census,
2017). Currently 19.9 million Americans experience difficulty in grasping and lifting
everyday objects, such as cups, food items, and toiletries (U.S. Census, 2017).
Assistive robots have the potential to simultaneously increase the independence of
those living with disabilities and decrease the workload of their caretakers. Prior stud-
ies have shown that persons with severe motor disabilities report reaching, grasping,
and picking up objects from a shelf or from the floor as among the highest priorities
for an assistive robot (Stanger et al., 1994; Chung et al., 2013). This is reflective of
the fact that a reduced ability to perform such simple, gross-motor manipulations can
often lead to a devastating loss of independence (Forlizzi et al., 2004).
This thesis produces an assistive robotic solution to enable users to retrieve objects
from the floor. Although several solutions for retrieving floor-level objects already
exist, many of them are unrealistic or unavailable to many users. For example, ser-
vice dogs and monkeys are trained in object retrieval but are prohibitively expensive
and waiting lists are long (Winkle et al., 2012). Wheelchair mounted robotic arms
(WMRA), e.g. (Maheu et al., 2011), are becoming increasingly prevalent. This op-
tion, however, still requires the user to navigate to the dropped object and is costly.
2Furthermore, most WMRA’s are best suited to enable the retrieval of objects from
elevated surfaces, not the ground(Eftring and Boschian, 1999). Therefore, many indi-
viduals with disabilities are highly dependent on caregivers, which can be frustrating
for the individual. Finally, some potential users are disinterested due to its size (Choi
et al., 2009b).
Other research groups designed and implemented mobile manipulators for object
retrieval (King et al., 2012; Choi et al., 2008; Choi et al., 2009a). Many systems relied
on external cameras for navigation or required the user to manually navigate the robot
using a joystick (King et al., 2012). Others used a laser pointer to create a clickable
world (Choi et al., 2008; Choi et al., 2009a; Ishii et al., 2009). The laser pointer is
an effective and intuitive interface for target location with low cost and ease-of-use
barriers. Prior systems used computer vision to track the laser pointer, requiring
either ceiling-mounted cameras (Ishii et al., 2009) or a large robot (Choi et al., 2008;
Choi et al., 2009a). This thesis reduces the infrastructure needed in a laser-pointer
interface by integrating an inertial measurement unit (IMU), a laser rangefinder and
a small image sensor to estimate the location of the laser pointer’s dot. All of these
components are relatively cheap, creating a cost-effective solution, which is especially
relevant as the majority of Americans struggling with a daily activity limitation live
in poverty (Lucas and Benson, 2017).
While our novel laser pointer interface succeeds in reducing the infrastructure
needed to estimate the location of the desired object, it also increases the uncertainty
of the location of the user’s intended goal. Therefore, this thesis compensates for the
uncertainty in the goal position by introducing local autonomy on the robot to enable
it to visually locate and navigate to an object in a region of the uncertain goal.
31.2 Statement of Work
This thesis presents a novel laser pointer interface that works within a shared au-
tonomy paradigm. The research is motivated by the potential of assistive robotic
systems that can fill existing gaps within the healthcare system. As shown in Figure
1·1, the human user will first point the laser pointer at the robot to estimate the pose
of the robot with respect to the laser pointer interface. The user will then point the
laser pointer at the object to be picked up. The system will estimate the location of
the object to be picked up and the robot drives to this location. Finally, the robot
uses on board computer vision to locate an object near the estimated location of the
object and uses closed-loop visual-based navigation to drive to a location where the
object could be retrieved.
This project was previously worked on by another student, George Mencoff, for
one semester. This prior work integrated the IMU and laser rangefinder without
computer vision. The previous system used the orientations from the IMU sensor
combined with the distance reading from the laser rangefinder to send angular and
linear velocity commands directly to the robot. It also relied on the robot starting
directly under the user.
This thesis adds computer vision and shared autonomy to the system. Adding a
camera to the handheld device to enables the device to localize the robot within the
user’s reference frame. Adding a camera on the robot for object recognition enables
the shared autonomy system to control the final positioning of the robot. In this
system, the robot will follow the user’s command to drive to the approximate target
location, based on the estimated position from the handheld device. The robot will
then scan the local area and autonomously locate nearby objects for retrieval. This
leads to a smoother and more accurate convergence to the target location. This thesis
also proposes an intuitive workflow for the human user to follow.
4Figure 1·1: System Workflow Storyboard
Robot Operating System (ROS) is used integrate all components of the sys-
tem, including the IMU, laser rangefinder, the robot, and both cameras. ROS is
an open source framework used to facilitate development and sharing of robot soft-
ware (Quigley et al., 2009). The two new system additions, recognition of robot
and objects, is accomplished through ROS libraries, AprilTags((Malyuta, 2018)) and
FindObject2D((Labbe´, M., 2011)), respectively. Custom software was created to run
the full system. This software includes: a Python script to retrieve data from the
laser rangefinder and IMU on the handheld device, a custom ROS message to com-
municate data, a ROS node written in C++ that uses the human’s actions to localize
the robot in the handheld device frame, estimates the location object and controls the
robot’s velocity based on the estimated object location, and finally a Python script
that control’s the robot’s velocity based on the visual identification of objects using
FindObject2d.
This thesis tested the accuracy of the new system and characterized the object
location estimation and the local robot control separately. For the accuracy of the
5object location estimation, error quantification was done on a test grid to determine
the differences between the actual location and the algorithm’s estimated location. A
preliminary user study was showed that a novice user can achieve similar results as
an experienced user. Finally, the accuracy of the robot’s local control was also tested
on a test grid to determine a range of successful retrieval.
1.3 Overview
The thesis is organized as follows. In Chapter 2, the scope of assistive robots is de-
fined and investigated in the literature. Challenges of shared autonomy paradigms
are also discussed. Particular focus is paid to state-of-the-art laser pointer interfaces.
Chapter 3 introduces the system and includes descriptions of the hardware and soft-
ware architecture. Chapter 3 also develops the reference coordinate system used for
the estimation of object location and describes how it is utilized from both the soft-
ware and user interaction perspectives. In Chapter 4, a testing setup to quantify
the accuracy of the estimation of object location is described and the test results are
presented. A preliminary user study is also discussed and compared to initial findings
and system improvements based on these results are proposed. Chapter 5 introduces
the structure of the system’s local control on the robot and discusses how it can be
used to overcome other sources of error. In Chapter 6, future work is discussed with
particular emphasis on consideration of more challenging environments and the de-
sign of an IRB-approved user study. Finally, conclusions and a summary of the work
are offered in Chapter 7.
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Background
2.1 Literature Review
Assistive robots can be defined as robots that are designed to aid a human user in
some way (Feil-Seifer and Mataric, 2005). Although not limited in scope to assisting
those with disabilities, most assistive robots seek to improve the lives of those with
motor impairments through physical interactions, (Veneman et al., 2007; Erdogan and
Argall, 2017; Van Lam and Fujimoto, 2019; Chen et al., 2013) or social interactions
(Feil-Seifer and Mataric, 2005; Feil-Seifer and Mataric´, 2011).
The focus of this thesis is on robots that physically assist the user by performing
physical manipulation tasks that the user would not be able to perform themselves.
Such robots can be thought of as robotic body surrogates (Chen et al., 2013).
A key challenge in creating effective robotic body surrogates lies in designing
control interfaces that enable the human user to control the robot. As posed by
Argall, it is a paradox of assistive robotics that as the severity of the user’s motor
impairment increases, both the potential for assistive robots to improve the user’s
quality of life and the level of difficulty that the user will have controlling the robot
will also increase (Argall, 2015). For example, in traditional robot control interfaces,
the human will use a control input, such as a joystick, to send motion-level commands
to the robot (Niemeyer et al., 2008). However, a person with a motor impairment
may not be able to effectively generate motion commands for an extended period of
time.
7To reduce the user’s workload, shared-autonomy paradigms have been proposed
to enable the robot to act with varying degrees of autonomy (Dragan and Srinivasa,
2012; Wang and Liu, 2014; Jain et al., 2015; Gopinath et al., 2016). In some shared-
autonomy paradigms, the human provides motion-level commands and the shared-
autonomy modifies these commands with the goal of improving task performance,
e.g. (Dragan and Srinivasa, 2012; Muelling et al., 2015; Jain et al., 2015). In other
shared-autonomy paradigms, the user explicitly provides a goal for the robot, e.g.
(Kim et al., 2010; Marion et al., 2017). We note that it is possible that including too
much robot autonomy in the system could reduce user satisfaction with the system,
especially for persons with motor disabilities (Kim et al., 2010).
2.1.1 Prior Laser Pointer Interfaces
This thesis creates a shared autonomy assistive robotic system in which the human
uses an instrumented laser pointer to explicitly provide a goal for the robot.
A laser pointer interface enables the user to simply point the laser at the object
to be retrieved. The first laser pointer interface was proposed and implemented
by Georgia Tech’s Healthcare Robotics to enable their mobile maniplator, El-E, to
retrieve object from the floor (Choi et al., 2008; Choi et al., 2009a). In this system,
the human user would point the laser pointer at an object for El-E to retrieve. El-E
would then drive around until locating the laser spot using a a custom-built two-
camera system and triangulate its position. After moving to the laser location, El-E
used a laser range finder and additional camera attached to its gripper to scan for
and locate the intended object for retrieval.
The researchers compared El-E’s ability to fetch and deliver objects using three
different interfaces: a hand-held laser pointer, a laser pointer worn at the ear, and
a touch-screen graphical user interface (GUI) (Choi et al., 2008). Eight users with
varying levels of impairment due to ALS tested the three interfaces. Of the three
8interfaces, the handheld laser tested the fastest selection and object pick-up. However,
the system required the user to hold the laser still until El-E detected and retrieved
the object, and some users noted it was heavy for continuous use (Choi et al., 2008).
The Healthcare Robotics Lab ran a second user study in which 21 patients with
ALS used both El-E and a second prototype, Dusty, to retrieve objects from the
ground (King et al., 2012). Dusty is a more compact robot that was built using an
iRobot Create. Participants who used both Dusty and El-E preferred Dusty for its
speed, size and portability (King et al., 2012). Dusty was manually navigated by
the user using a joystick interface, while El-E was tested using the two different laser
pointer interfaces and the touch-screen interface. Comparison between the joystick
and laser interfaces show that the laser pointer was more intuitive, especially when
the robot was oriented differently than the user, which could lead to increased contact
between user and robot and possible safety issues (King et al., 2012).
Ishii et al. also explored the use of laser pointers as a control interface (Ishii
et al., 2009). These researchers built a vision-based system that relied on externally
mounted cameras. The laser pointer interface recognized gestures, such as stroke lines
and circles to control the object-retrieval robot. The system provided feedback to the
user through a speaker and projector. This system required three cameras to track
the laser, a robot, and vision-based tags for tracking. A user study with 10 healthy
participants showed that a laser pointer interface is an intuitive interface to control
a robot, as long as the user has time to adjust to the position of the laser pointer
before sending commands to the robot (Ishii et al., 2009).
These studies provide insight into user preference and design parameters. The
laser pointer is a simple interface that removes the burden of navigation from the
user. However, to date these interfaces only work with larger robots or in rooms
with ceiling-mounted cameras. This thesis combines the use of an instrumented laser
9pointer with an autonomous robotic system to enable the control of a compact robot
with no external sensors.
Chapter 3
System Description
3.1 Hardware Description
The overall system consists of a handheld laser pointer interface to control a mobile
assistive robot. The handheld laser pointer device and robot each contain a Raspberry
Pi, which are both connected via a local network. A desktop running a ROS Master
is also connected to the network and calculates the estimate of object location before
sending drive commands to the robot. Figure 3·1 shows the information flow between
the components of the system.
Figure 3·1: Data flow between the handheld device, the mobile robot,
and a desktop computer.
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3.1.1 Handheld Device
A main contribution of the thesis is a new instrumented laser pointer interface that
can estimate the position of the laser dot in a user centered frame. The object
location is calculated via information from the sensors in the handheld device. The
sensors include a 9-DOF IMU (BNO055, Adafruit), a laser rangefinder (Lidar-Lite
v3, Garmin) and a camera (Camera Module V2, Raspberry Pi).
(a) (b)
Figure 3·2: (a) The from of the handheld device contains a laser
pointer, a laser range finder and a camera. (b) The user holds a sec-
tion of the device that contains the front fixture and the IMU. The
Raspberry Pi is attached via a cable ribbon.
As shown in Figure 3·2, the camera, Lidar and laser are mounted in a fixture at
the front of the handheld device to ensure the user does not obstruct any of these
12
sensors while holding the device. The laser and Lidar are placed as close as possible
to each other to minimize error between the laser point and distance returned by the
Lidar. Two buttons for GPIO input and a switch for the laser are accessible to the
user on the top of the device. The rest of the circuit is contained within the handheld
device.
The IMU, Lidar, camera, and buttons are connected to the Rasperry Pi in the
manner shown in Figure 3·3. Data from the IMU and the Lidar are sent to the Ras-
berry Pi using an I2C bus. A logic level converter (4-Channel I2C-Safe Bi-Directional,
Adafruit) is included to combine I2C input from both the IMU and Lidar on the same
bus. The device is currently connected to the Raspberry Pi via the ribbon cable and
wires; future iterations of the design could include a specialized cable assembly to
better organize the connections. As shown in Figure 3·2, the Raspberry Pi board is
separate from the device to reduce the weight and size of the portion of the device to
be held by the user, and thus, the physical burden upon the user.
The IMU provides the rotational orientation of the handheld device. The sensor
combines the data of an accelerometer, magnetometer and gyroscope with a back-end
fusion algorithm; the system gets the absolute orientation from the IMU in the form of
a four point quaternion. The IMU must be calibrated each time the handheld device
is turned on as the sensor lacks an EEPROM to store calibration files; the sensor
is calibrated according to the procedure described by the manufacturer (Adafruit,
2020).
The Lidar returns a distance in centimeters and the laser pointer (ADA1054 Laser
Diode, Adafruit) is included to provide visual feedback to the user; this helps ensure
that the user is pointing at the correct location to identify the object they want
retrieved. The Lidar and IMU data are combined to get the object location in the
frame of the IMU at that instant. This process is further described in Section 3.2.
13
Figure 3·3: A schematic of the components of the handheld device.
3.1.2 Robot
The mobile robot used for object location is an iRobot Create 2, which is shown
in Figure 3·4 (iRobot, 2019). A Raspberry Pi 3B is connected through the external
Mini-DIN connector and is used to generate serial commands to drive the robot as well
as receive acceleration and velocity information from the robot’s internal system; the
Pi is powered by the Create through a voltage regulator. A bin to hold the additional
hardware and microcontroller was 3D printed from CAD provided by Roomba.
A camera (8MP IMX219, Arducam) is mounted to the top of the robot and con-
nected via ribbon cable to the Raspberry Pi attached to the robot, as shown in Figure
14
(a) (b)
Figure 3·4: Mobile manipulator with camera
3·4. Once in the localized area of the object, the camera mounted atop the robot will
provide information on the robot’s relative location to the object and help guide it
to the target location. An AprilTag (Olson, 2011) is also placed on the robot to be
used when the robot’s position in relation to the user needs to be established.
3.1.3 Description of ROS Architecture and Packages
We use ROS to create a communication framework between the different components
of the system. Figure 3·5 shows a simplified visualization of the ROS computation
graph.
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The Raspberry Pi on the handheld device initializes two nodes, cv camera and
handheld device. A new script and ROS msg, handheld device data (see Table 3.1),
were created to send all data from the handheld device to the handheld device node
which publishes to the Handheld device topic. Several other nodes subscribe to Hand-
held device, such as the handheld device driver and update depending on whether
buttons have been pressed.
Table 3.1: ROS message data types from handheld device sensors
Field DataType Description
device distance int16 Lidar output in cm
quatx Float32 IMU orientation x- component
quaty Float32 IMU orientation y- component
quatw Float32 IMU orientation w- component
quatz Float32 IMU orientation z- component
accelx Float32 X acceleration
accely Float32 Y acceleration
accelz Float32 Z acceleration
accelgx Float32 X acceleration due to gravity
accelgy Float32 Y acceleration due to gravity
accelgz Float32 Z acceleration due to gravity
imuiscalibrate int8 Boolean if IMU is calibrated
button1 int8 Boolean if button is pressed
button2 int8 Boolean if button is pressed
The ROS package, cv camera is an Open CV camera driver; the raw image stream
from the camera driver on the handheld device is processed through the image pipeline
package (the image proc node) to produce rectified images (Ogura, 2020). This re-
moves camera distortion between the driver and vision processing nodes.
The Apriltag ros package is a visual fiducial tracking system with a ROS wrapper
that processes an image stream while searching for visual fiducials, called“AprilTags”
(Malyuta, 2018; Wang and Olson, 2016). When the AprilTag is seen by the camera,
the Apriltag ros package returns the transform between the camera and the AprilTag.
The AprilTag family chosen was 36h11, which uses a 36 bit identifier image and is
more complex than other families, but minimizes the risk of false positives during the
recognition process. To find the attitude of the robot, the AprilTags are placed on
17
the robot in a known orientation relative to the robot frame, as in Figure 3·6. The
camera then picks up the AprilTag orientation (determined by the size and angle of
the AprilTag, and the focal length of the camera) and relays the information back to
the desktop over the ROS network.
Figure 3·6: AprilTags on a robot fleet (Wang and Olson, 2016)
AprilTags are used to estimate the relative pose between the handheld device
and the robot because visual fiducial tracking is a reliable and accurate method for
pose estimation. Although, it would be unrealistic to have users place AprilTags on
all items that could be dropped, adding a single AprilTag to the robot is feasible.
Enabling the system to determine the relative pose between the user and the robot
allows for more flexibility of use because the robot does not have to be in a pre-
determined location. Currently, this setup still assumes however that the robot is
either within the user’s line of sight, or can get within view.
The system receives information from the robot through the create autonomy
ROS package. The node publishes transform and odometry data for all of the robot’s
frames, including the base footprint (which this thesis considers to be the ”robot”),
18
wheels and other components in the odometry frame. The package also subscribes to
the cmd vel (command velocity) node from which it takes velocity commands in the
form of speeds in the robot frame’s x directions (move forward/backward) or angular
velocity around the robot frame’s z direction (rotate left/right).
In order to track the transforms, the ROS transform library, tf2, is used to track
each frame over time while keeping the relationships between frames in a tree structure
(Foote, 2013). Fixed frames in the system are saved as static broadcasters, while
dynamic frames, such as the robot frame, remain continuously broadcasting. Several
static broadcasters are used to ensure the full tree is built; the transforms between
robot and AprilTag and camera and IMU are fixed in this way. A static broadcaster
is also used to save the transform between AprilTag and camera once the transform
via apriltag ros starts publishing on tf. During testing, it was discovered that the
camera driver was creating an information bottleneck; to eliminate the bottleneck,
the system assumes that the initial orientation when the AprilTag is recognized by
the package is the desired orientation of the user as seen in the robot’s camera frame.
In tf2, the tree must be continuous. Because the odometry frame from cre-
ate autonomy and the camera frame from apriltag ros are both defined as header
frames, the two trees can never be connected fully. To work around this, the camera
and AprilTag frames are remapped from the camera to odometry tree by combining
a listener and broadcaster and creating a second branch independent of the parent-
child relationship defined in the apritag ros package. This can also help solve time
synchronization issues when multiple machines are sending data to the ROS Master.
See Appendix B for the full tf2 tree.
Lastly, a custom script, handheld device driver, is used to send velocity commands
to the robot based on the estimated pose of the object. handheld device driver sub-
scribes to the transform from the robot to the object in the odometry frame directly
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from tf2. This script uses the x and y values of the object location and assumes that
the z value is negligible. Finally, the script compares the robot’s current position
in the optometry frame to the desired x and y position of the object to calculate a
drive and turning velocity for the robot. The script then publishes cmd vel to drive
the robot. See Algorithm 1 below for the create driver function that calculates and
publishes drives commands at a 100 Hz rate.
Algorithm 1 Create Driver
1: Get desired travel vector from difference between current and object location
2: if magnitude of vector is less than acceptable error
3: rotational vel and linear vel = 0
4: else
5: Set rotational vel:
6: (a) Get turn angle from dot product of current pose and travel vector
7: (b) Determine clockwise or counterclockwise turn from angle sign
8: if angle is less than acceptable error
9: rot vel = 0
10: else
11: rotational vel = max rotational velocity
12: Set linear vel
13: if turn angle is greater than 0
14: linear vel = 0
15: else
16: linear vel = max linear velocity
17: publish command velocities to Create
3.2 Estimation of Object Location
3.2.1 Definition of Reference System
Because the system includes multiple sensors and cameras, as well as a robot and
user, it is necessary to explicitly define the reference coordinate system and frames
used throughout.
In order to estimate the location of the object in the robot’s optometry frame, we
will need the following quantities:
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1. Point p: The point vector is the location of the object in the frame of the IMU
while pointing at the object.
2. IMU base Frame imu base: The IMU base frame is the global reference frame
the IMU uses. All IMU orientations are with respect to this one.
3. IMU object Frame imu object : The IMU object frame is the orientation of the
IMU when the handheld device is pointed at the object. This frame is saved
and fixed when the user presses a button on the device while pointing at the
object.
4. IMU robot Frame imu robot : The IMU robot frame is the orientation of the
IMU when the handheld device is pointed at the robot. This frame is saved
and fixed when the user presses a button while pointing at the robot and the
camera on the laser pointer can see the AprilTag attached to the robot.
5. Camera Frame camera: The camera frame is the local body frame for the
camera attached to the handheld device.
6. AprilTag Frame apriltag : The Apriltag frame is the frame of the Apriltag on
the robot. This frame rotates and translates with the robot as the robot moves.
7. Robot frame robot : The robot frame is the local body frame for the mobile robot.
The camera mounted on the robot is assumed to have the same coordinate
system. This frame rotates and translates as the robot moves.
8. Odometry Frame odom: The odometry frame is the non-moving, absolute co-
ordinate system (world frame). The frame is initialized when the robot driver
is started and is fixed at the robot’s initial location.
These frames are illustrated below in Figures 3·7, 3·8, and 3·9:
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Figure 3·7: Diagram of the handheld device localizes the robot
In order to drive the robot to the object, it is necessary to get the point of the
object in the odometry frame. The transform multiplication between frames to do so
is represented below in Equation 3.1. The system assumes a rigid-body configuration.
The definitions below use T for transformation, t for translation, and R for rotation.
For more information on the notation used, please see Appendix A.
odomp = odomTrobot
robotTapriltag
apriltagTcamera
cameraTimu robot
imu robotTimu object
imu objectp
(3.1)
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Figure 3·8: Diagram of object localization in the handheld device
frames
While some of the transformations between frames are tracked via the ROS tf2
architecture, others needed to be measured or calibrated. Below is a list of how each
transform is calculated. Note that the rotations below are represented as Euler angles
(RPY) but are converted to quaternions in the software to maintain consistency with
the IMU orientation representation. For more accurate data manipulation, the IMU
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Figure 3·9: The odometry frames is fixed at the pose where the robot
starts
orientations are imported from the handheld device as raw data in the four-tuple
quaternion absolute orientation form.
1. imu objectp: The object point is the distance obtained from the Lidar data, trans-
lated in the IMU object frame along the x-axis.
2. imu robotTimu object: Transformation between the IMU robot and IMU object frames
representing the user’s movement between pointing the handheld device at the
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robot and the object:
imu robotRimu object =
imu baseRimu robot ∗ imu baseRimu object−1 (3.2)
Rotation between the IMU robot and IMU object frames are calculated from
the imported quaternions in reference to the IMU base frame. See Section 3.3.1
for more information.
3.
cameraTimu robot : Transformation between the IMU and the camera on the hand-
held device was found through measurement and calibration and is fixed:
cameratimu robot = (0.000, 0.020,−0.018)[m] (3.3)
Translation between the camera and IMU on the handheld device; this transla-
tion was measured by hand and confirmed in the CAD.
cameraRimu robot = (−1.571,−1.571,−0)[rad] (3.4)
Rotation between the IMU and camera frames was calibrated in RVIZ until
frames matched actual device and is fixed.
4.
apriltagTcamera : Transformation between the AprilTag and the camera is found via
computer vision using the apriltag ros ROS package
5.
robotTapriltag : Transformation between the AprilTag and the robot was calibrated;
it is assumed that the origin of both frames is the same:
robotRapriltag = (0, 0,−1.571)[rad] (3.5)
6. odomTrobot: Transformation between the odometry frame and the robot base as
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it moves comes directly from the create autonomy ROS package
3.3 User Interaction Overview
Two buttons are used to enable a two-click localization user modality. The two-click
method involves the user pressing Button 1 when pointing the handheld device at
the robot and then pressing Button 2 when pointing at the object. Pressing Button
1 localizes the robot in the system and pressing Button 2 localizes the object in
the system. Using buttons for instantaneous localization was chosen to minimize
the potential physical and cognitive burdens on the user; from previous work, (King
et al., 2012) we know that holding a laser pointer for an extended amount of time can
be difficult for potential users. Rather than having the user continuously laser point
at the object, it could be preferential to just have them “point and click” and limit
physical exertion. A switch is also included to turn the laser on and off to provide
visual feedback so the user knows where they are pointing the handheld device.
While increasing robot autonomy in a shared-control structure increases perfor-
mance of the system (Dune et al., 2007; Grice and Kemp, 2016), it does not necessarily
increase user satisfaction (Kim et al., 2010). Therefore, by choosing a simple input
modality, the system preserves the user’s own sense of independence while also be-
stowing autonomy to the robot. This choice on collaborative manipulation, with an
emphasis on high-level user input, is supported in the literature (Chu et al., 2018).
Testing of user preference and performance is needed, however, to ensure this modal-
ity reaches the right balance of input and accuracy (Gopinath et al., 2016). A user
study design is discussed in 6.1.
This method also allows flexibility in future work as additional buttons, or chang-
ing the system steps for each button click, is not difficult and additional navigation
modes could be added. For example, if the robot is out of sight of the user but the
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room environment has been mapped from a previous retrieval, the user could use a
click to identify a location to bring the robot back into view. Creating a ”waypoint
mode” could allow the user to reset the localization of the robot for better accuracy
moving forward.
3.3.1 User Interaction Workflow
User Steps:
1. User picks up handheld device
2. User clicks switch - turns on laser
3. User locates robot with laser and presses Button 1
4. User locates object with laser and presses Button 2
5. User waits for robot to successfully get within appropriate distance of object
6. (as needed - in current control scheme) User can press Button 1 to restart cycle
or emergency stop
If the user presses Button 1 and the robot is in view, the system will save the IMU
orientation at that moment as well as the transform data generated via the AprilTags
ROS package between the AprilTag on the robot and the camera.
When the user presses Button 2, the system will save the IMU orientation and
the Lidar data; this establishes the object location as a vector in the IMU frame.
Pressing Button 2 also activates the drive command which will initialize the system
to start computing and sending command velocities to the robot.
In order to drive the robot to the object location, it is first necessary to get the
object in the robot’s frame. This is accomplished through the camera and IMU on
the handheld device. The point, which is assumed to be in the IMU object reference
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as a point on the x-axis, is then multiplied by the rotation quaternion, IMU rot,
calculated above in 3.2, to get the point in the IMU robot frame.
The handheld device camera and AprilTag on the robot establish the transform
between the two, and thus the robot and handheld device. This completes the trans-
form tree as described in 3.2 and publishes the object location in the odometry frame.
Once in the odometry frame, it is assumed that the object and robot have the same
vertical displacement with respect to the handheld device which reduces the path
planning to a 2D problem (xy plane). The relative horizontal displacement between
the estimated object location and the robot is calculated, which is then used to cal-
culate and send the command velocities to the robot. Local autonomy will take over
either when the object is within sight of the camera on the robot or if the robot
has reached its destination without recognizing the object, as is described below in
Algortihm 2.
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Algorithm 2 Handheld Device Controller
1: Assert robot and handheld device connected
2: if Button 1 is pressed AND Apriltag is detected
3: Save IMU robot frame and transform from apriltag to camera
4: Run broadcaster with ghost transform in odometry tree
5:: Set drive cmd to false
6: if Button 2 is pressed AND Button 1 has been pressed
7: Save IMU object frame and Lidar data
8: Set drive cmd variable to true
9: Get object position in odometry frame
10: if Desired location is published
11: Rotate robot towards object coordinates
12: while object is not in camera frame do
13: Drive robot towards target
14: Collect distance travelled
15: if |Collected distance|=|Initial object distance in robot frame|
16: Rotate robot
17: if object∈ camera frame or time elapsed>20s
18: break
19:end while
20:if object∈ camera frame
21: Initialize Local Control
22:else
23: Report Error to User
24: end if
Chapter 4
Accuracy of Estimate of Object Location
In order to establish the accuracy of the system, testing was done specifically targeting
the estimation of object location. Due to the 2020 COVID-19 pandemic, these tests
were run at the author’s apartment on a small grid. Despite the difference in scale
anticipated for testing (the original plan would have tested the system in the BU
Robotics Motion Capture Space), the test environment may more accurately depict
a potential user’s own home environment and potential challenges for the system.
4.1 Description of Test Setup
The test grid used is a set of six foam mats that interlock into a 2x3 grid pattern.
Each mat is 0.63 x 0.63 m2; the total grid is 1.83 x 1.23 m2. Each corner of the mat
is considered to be an “object location” and is pointed at by the user during testing.
The locations are numbered 1 through 12, as seen in Figure 4·1. During testing, the
user sat directly behind position 1; this choice was to maintain consistency across all
three robot positions tested.
As can be seen in Figure 4·1, a proxy for the robot consisting of a cardboard
box and AprilTag was used during the location estimation testing. This decision was
made to minimize potential robot damage, as testing was conducted in a home with
pets. During testing, however, the create autonomy driver was still initialized on the
Raspberry Pi on the robot in order to verify the entire system in ROS. This published
the odometry frame and a robot to AprilTag transform broadcaster fixed the odometry
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(a) (b)
Figure 4·1: (a) Testing setup with robot proxy (b) Testing setup
represented in MATLAB
frame in relation to the AprilTag on the box. This is the same transformation that
would be used when the AprilTag is placed directly on the robot, minus the translation
to account for the box height.
In order to keep the testing configuration and user steps fairly simple the following
assumptions are made:
• System is on and running all nodes
• Robot is on
• Robot starts at (0,0) (Odometry frame is fixed where driver initializes)
• Robot is within sight of the viewer as is object
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• Translation error introduced by between orientations when pointing at robot
and object will be corrected using observation of the object by robot when it
becomes visible
For testing, the robot was placed at positions 1, 5 and 10. In positions 1 and 5,
the robot is facing away from the user (oriented by the AprilTag) directly towards
position 8; in position 10, the robot is facing the user, directly pointing at position 7.
The configurations were chosen to test the system when the robot’s x axis is oriented
away and towards the user, as well as closer and farther from the user. Position 5
was included for when the robot is not directly in front of the user.
As described in Section 3.3.1, the user process starts with the user picking up the
handheld device and aiming the laser towards the robot; for these tests, the user was
able-bodied and familiar with the system. After the AprilTag is recognized, the april-
tag ros node begins publishing the transform between tag and camera,
apriltagTcamera ,
which localizes the robot with respect to the user (see Figure 4·2 (a)). In the current
system, the moment of localization is noted by the user monitoring published frames
in RVIZ. In the future, we note that some feedback on the handheld device, such as
an LED, could help the user recognize when the transformation between the user and
the robot is found.
Once
apriltagTcamera is captured via static broadcaster, the user presses Button 1
to save the IMU orientation at this moment (IMU robot). The user then points the
handheld device at the first test “objection location” or Position 1 and clicks Button 2
to save the IMU orientation (IMU object). When Button 2 is pressed, the transform
tree between the object and odometry frames is complete. A sub portion of the odom
to object transform visualization in rviz is shown for clarity in Figure 4·2(b). Once
the tree is complete, the handheld device driver node, which includes a tf listener
that saves the transform from the robot to the object, begins publishing command
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(a) (b)
Figure 4·2: (a) Transform from AprilTag to camera in RVIZ from
apriltag ros (b) Frames from odom to object when the object and robot
are at the same location. This configuration was used to test that the
system was working.
velocities to the robot. For the purpose of evaluating the estimation of object location,
only the estimated location is considered. The command velocities and the accuracy
of the odometry will be evaluated in future work with the BU Robotic Lab’s motion
capture system.
After the first step and the estimation the location of Position 1, the user then re-
presses Button 2 and points at each subsequent position, 2-12. There is no discernible
IMU drift over the course of each test. No objects were used in these tests, but the
corners of each grid square are used as known locations. In future work, testing
specifically on common household objects will be done.
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4.2 Estimation Results
Below in Figures 4·3, 4·4, and 4·5, are the results of testing 3 different robot posi-
tions and corresponding object location estimation. The graphs are oriented in the
odometry frame and test points are graphed in the color of their associated target
location.
Figure 4·3: Testing object location estimation with robot at Position
1
In the first test, the robot was placed at Position 1 facing Position 5. In this test,
the x direction estimation is the most accurate of all three tests but the y direction
is the least accurate. As can be seen in 4·3, the location estimation is approximately
within a half meter of the actual location in the x direction. In the y direction,
however, the estimation can be up to a meter off when the object is not directly
in front of the user. A potential source of error is that the IMU does not measure
translation of the hand and the orientation does not reflect the translational changes
the user makes to point at an object. This is particularly evident across all three
tests for Positions 2 and 3, which are directly to the left of the user and require more
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movement to accurately point at comfortably.
Figure 4·4: Testing object location estimation with robot at Position
5
In the second test (Figure 4·4), the robot was placed at Position 5 facing Position
8. Testing results were approximately the same in both the x and y direction in terms
of the average and maximum differences between the expected and test locations, ap-
proximately 0.25 and 0.66 meters respectively. Results in the y direction are the most
accurate for this test and error in y seems dependent on x position. One possibility
is that positional accuracy in the y direction is related to the robot’s position with
respect to the user’s initial orientation when localizing the robot. In the user test
described in 4.2.1, the lower discrepancy in y distance variation is validated, although
further testing is needed to confirm.
The last validation test was with the robot at Position 10 facing Position 7. These
results are comparable to the tests run with the robot at Position 1; this may be
related to the robot being placed directly in front of the user in both tests.
A comparison of the test results in terms of the difference between expected and
estimated test locations is presented in Table 4.1. As discussed above, it is clear that
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Figure 4·5: Testing object location estimation with robot at Position
10
the system is accurate in the x direction within about 0.6 m and within the y direction
within 1.0 m. One conclusion that may be drawn is that success in the y direction
is related to the y position of the robot, as robot at Position 5 has a comparable
y direction accuracy to the x direction accuracy of the other two positions and has
smaller average difference in the y direction by almost 0.2 m, which is an increase in
accuracy of 50 percent. This is also reflected in the lower max distance which is also
50 percent less and a noticeably lesser standard deviation. Further testing is needed
to see how the accuracy of the system is related to the placement of the robot with
respect to the user and/or the object.
During testing, the limitations of the testing space quickly revealed certain con-
straints of the system. Most critically, the system does not handle object locations
below and directly to the left or right of the user well. This could be due to user
translation or IMU singularity, as discussed above.
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Table 4.1: Average Difference between Expected and Test Location
across 5 tests per Robot Position
Robot at Position 1 Robot at Position 5 Robot at Position 10
Position: X (m) Y (m) X (m) Y (m) X (m) Y (m)
1 0.1076 0.03 0.2935 0.2113 0.295 0.035
2 0.2622 0.3674 0.3625 0.165 0.3706 0.3734
3 0.3356 0.917 0.4625 0.382 0.4124 0.8768
4 0.0778 0.0918 0.1645 0.2388 0.2178 0.1274
5 0.1616 0.3906 0.169 0.0628 0.3074 0.38
6 0.3016 0.895 0.2358 0.4518 0.4134 0.8602
7 0.2328 0.196 0.132 0.5233 0.1854 0.164
8 0.0552 0.4622 0.1608 0.2608 0.219 0.3634
9 0.2474 0.9134 0.2598 0.188 0.4332 0.8556
10 0.1734 0.1478 0.1053 0.4335 0.1996 0.0506
11 0.062 0.4258 0.1068 0.118 0.183 0.2352
12 0.112 0.9666 0.093 0.22375 0.2974 0.6286
Average: 0.1774 0.4836 0.2121 0.2716 0.2945 0.4125
Max: 0.606 1.113 0.668 0.66 0.6 1.108
STD 0.1439 0.3547 0.1468 0.2100 0.1503 0.3330
4.2.1 Preliminary Usability Test
In order to validate the results in 4.2, a usability test was done with a user who had
no prior experience using the system. We note that IRB approval was obtained for
a full user study under protocol 5464E. However, due to COVID-19 the study was
unable to be carried out; testing in this section was done with a single additional user
who happens to be in quarantine with the author. The user is able-bodied and had no
previous knowledge of the system beyond casual conversation about the motivation
and progress of the work.
The only difference between this test’s process and the process described in 4.1,
is that the author monitored the system and alerted the new user when the AprilTag
had been registered and they could press Button 1 and start the test. In this test, the
user is also seated and positioned in the middle of the test grid, approximately 0.2
meters behind Position 2, as pictured in Figure 4·8. This is different from previous
tests where the user was seated behind Position 1.
One of the first noticeable results of the user study was that the user picked up and
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Figure 4·6: User Test Setup: The user is aiming the laser at the top
left corner of the test grid (Position 12).
held the handheld device in a completely different grip than the author had done for
the validation testing done earlier (Figure 4·7). This is significant because while the
initial tests were done with the handheld device cupped in the palm, with the thumb
used to press buttons, this user held the device from the back, using a forefinger to
press buttons. One grip emphasizes the wrist as the most important part of the user’s
kinematic chain attached to the device; while the other mostly utilizes the elbow.
Especially with the potential issue of the IMU reaching kinematic singularities,
most likely around the pitch/y-axis, a better design of the device model could en-
courage more accurate results from users. Several designs should be created and tests
amongst a wide variety of potential end users to capture different methods and abili-
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(a) (b)
Figure 4·7: (a) Estimation testing grip with thumb used to press
buttons (b) User testing grip with index finger used to press buttons
ties in holding the device. The final iteration can attempt to best and ergonomically
get the right way to hold the device that enables the most accuracy. Alternatively,
several models and data filters could be built to be accommodate the different pop-
ulations and specific needs of these end users.
The user also provided feedback on the device design, noting that in its current
iteration the device is too wide to comfortably fit a palm and the buttons are placed
too far back. To accommodate a more ergonomic position, the device should be
narrowed with the buttons further towards the front of the device, making it more
similar to common tv remotes. Market research on the current state-of-the-art, such
as the Nintendo Wii, will also be conducted. The width of the device currently
accommodates a mini breadboard, but a PCB design for the internal components of
the device could drastically reduce the width needed for the circuit. Some sort of
counter weight may be needed however to offset the Lidar and laser pointer at the
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front of the device, so it doesn’t feel top heavy. A balance between weight reduction
and levelness of the device will need to be determined due to user preference and
performance.
Figure 4·8: User test results for object estimation
In Figure 4·8, the user results are similar to the estimation results reported in
Section 4.2. The results for the positions directly in front and to the left/right of the
user (1-3) were very off and the device did not register a change between Positions 2
and 3. The estimated location for position 3 is also the maximum distance from it’s
expected location in the opposition direction along the y axis. While it’s unclear if
this outlier is due to user or system error, it would be hard for the system to infer
user intent from this data point. A discussion on user intent and error is provided
below in 4.3. It can also be seen in the graph that many of this test’s results skewed
in the positive y direction, with the exception of two test locations (1 and 9). This
may be a result of the different grip used by the user and its affect on results, as
described above.
The results overall of the user test are fairly similar to those from earlier. With
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Table 4.2: Distance between Expected and Test Location for User
Test
Robot at Position 5
Position: X (m) Y (m)
1 0.239 0.413
2 0.335 0.479
3 0.335 1.109
4 0.247 0.16
5 0.063 0.484
6 0.148 0.417
7 0.406 0.305
8 0.165 0.362
9 0.197 0.161
10 0.234 0.433
11 0.094 0.294
12 0.148 0.513
Average Difference: 0.2176 0.4275
Max Difference: 0.406 1.109
Standard Deviation 0.1028 0.2445
only one outlier (Position 3), this test is actually more accurate in terms of the average
estimation of object location. Without the outlier, even the y direction results are
accurate within a half meter (4.2).
This user study is a good validation of the intuitiveness of the system and the ease
of use. With only minimal instruction, the user was able to get comparable object
locations on their first and only attempt.
4.3 System Improvements for Object Estimation
From testing several system issues were highlighted, that will need to be considered
or addressed in future iterations.
In terms of the work flow of the user, the first thing that should be addressed is
the data bottleneck for image processing. This should be instantaneous so the user
doesn’t have to time their Button 1 click to position the robot/orientation of the
IMU. A potential solution would be to take a picture at the button click and send
a picture, rather than the image stream but it would be better for future work to
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instead address the image size and attempt a compressed image topic solution.
During testing, the user aims the at the middle of the AprilTag. Currently the
AprilTag is placed on top of the robot. Once the mechanism for object retrieval is
designed and installed on the robot, however, using the AprilTag in that location will
no longer feasible. Using a series of smaller tags placed around the side of the robot
should work similarly for robot localization, however, testing will need to be done
with the target population to ensure this method does not place undue stress upon
the user by drastically decreasing the target area of the AprilTag.
Lastly, the data outliers need to be further investigated. While the entire test grid
is within the zone for successful local autonomy (2.5 m), the test environment was
uncluttered. As the system is expanded to handle more complicated environments
and configurations, such as obstacles and cluttered environments, the ability to use
the object estimation to infer user intent will be increasingly important. In the cases
of repeated data, the system registers the Button 2 click, but the transform from odom
to object doesn’t change. This is most likely due to software changes made earlier in
the project timeline to address other system data errors; by characterizing the error
based on the raw IMU data, the source of inconsistency should be determined. This
will be tested as a first step in future work.
Chapter 5
Leveraging Local Autonomy to Enable
Object Retrieval
As established in Section 4.2, the laser pointer interface can estimate the location
of the object within a meter but the amount of error is still quite high. Additional
sources of error could further obscure user intent or lead the robot too far away from
the object for successful object retrieval.
The robot uses odometry to maintain an estimate of its position, using wheel
encoders and a no-slip assumption. Brief error quantification testing shows that
the onboard odometry is about 10 cm off per every meter driven by the robot (see
Appendix C).
IMUs, which are attractive for their cost efficiency, also have associated sources
of error which are certain and well documented. In particular, IMUs experience
large drift over time from the double integration of their acceleration measurements
(Wongwirat and Chaiyarat, 2010; Yi et al., 2007). Although drift isn’t visibly evident
in the data results, it is clear that the handheld device system, particularly the IMU,
introduces a large amount of error. To better understand the error introduced by this
particular IMU, error characterization of the IMU rotations is be a next step.
While much research has been done to account for IMU and odometry error,
this project instead introduces a shared autonomy paradigm through the addition of
local robot control via a camera located on the robot. The shared autonomy is user-
centered, which respects privacy concerns and addresses user preference for partial
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control (Kim et al., 2010).
The system assumes that there will always be some amount of error in reaching
the object’s actual location, whether from wheel slippage, IMU drift or orienting the
robot’s frame incorrectly, among other potential sources. Rather than working to-
wards a perfect controller, shared autonomy still enables the robot to get close enough
to the object for retrieval after completing the drive command from the handheld de-
vice.
5.1 Local Control System Onboard the Robot
The shared autonomy architecture is what enables the robot to retrieve objects. In
this method, the robot first drives to the estimate of the object’s location. While
the robot is driving to this location, it uses computer vision to detect objects near
the predicted location. Once the object is seen by the robot’s camera, vision-based
navigation is used to drive the robot to a pose where it could retrieve the object.
The ROS package ”FindObject2D” (Labbe´, M., 2011) is used to determine the
object’s location relative to the robot once local control has been initiated. The
local control system processes the raw image stream from the camera mounted on
the robot using feature detectors/descriptors with FindObject2D. Unlike AprilTags,
which requires image rectification in order to process the image stream, FindObject2D
can work with raw images. This helps to avoid another computation bottleneck, while
still greatly improving the robot’s ability to converge to the target. Data is only
published if objects are detected (Figure 5·1), such as the image ID and position; the
position data is a pixelation of the image, which includes a homography matrix in
the data array.
The homography matrix is the computation of the camera motion between two
images. The horizontal and vertical translation elements (dx,dy) can be used as a
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Figure 5·1: Local control ROS computation graph
proxy for distance in the real world. Using this, however, requires that objects be
selected by the user first and an image is added to the FindObject2D library. For
initial testing, a box of crackers (Figure 5·2) was used for its clean and distinct graphic
for easy tracking.
Figure 5·2: FindObject2D Feature Tracking on Test Object: In this
image, the blue dots are the features saved for comparison and the
yellow dots are the features recognized while the camera is in motion.
Once enough features match, the object is ”found”.
The “dx” value given in Algorithm 3 is used to determine when the robot is
close enough for successful object retrieval. This value was calibrated by running
FindObject2D without driving the robot and moving the object towards and away
from the camera while monitoring the translation values in the terminal; a value was
picked that was deemed close enough for object retrieval but far enough away to avoid
collision.
Once the object has been seen by the robot’s camera, FindObject2D will begin
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Algorithm 3 Local Control Driver
1: Set translation value dx to [ ]
2: callback get dx from ObjectsStamped homograph matrix
3: if not dx
4: rotational vel = 0.15 and linear vel = 0
5: else if dx is greater than assigned value from calibration
6: rotational vel = 0 and linear vel = 0.15
7: else
8: rotational vel = 0 and linear vel = 0
9: publish command velocities to Create
publishing to an ObjectsStamped ROS topic which is subscribed to by the hand-
held device driver. The current algorithm assumes that once the object is seen, the
robot will approach head on until getting to the calibrated retrieval distance.
5.2 Local Control Test Results
The local control algorithm was tested several times with an easy configuration. The
robot was placed directly in front of the object and the camera view was checked to
make sure the object was detected before initializing local control.
The first test configuration started the robot approximately 1 meter from the
object; the second test configuration began 2.5 meters from the object. In both
testing configurations the object was placed along the x axis of the robot frame and
the robot drove straight towards the object and were run 3 times each. In the first test
of 1 meter distance from the object, the robot stopped right at the object, knocking it
over. During subsequent tests, the robot stopped 0.2 and 0.3 meters from the robot.
In the second test configuration, the robot stops approximately 0.08 m from the
object. These tests validated the algorithm as a positive addition to the current
system; as long as the robot approaches the object head on and stops with it within
camera sight, this algorithm can get it within an appropriate retrieval distance as
seen in Table 5.1.
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Table 5.1: Local Control Test Results
Without rotation
(distance driven - m)
With Rotation
(distance driven - m) Average:
1 m 1.05 0.98 0.97 0.98 0.96 0.96 0.9833
2.5 m 2.47 2.45 2.46 2.46 2.48 2.45 2.461667
The distance feedback (dx) from the robot continues even after the velocity com-
mand to the robot is turned to 0 and the motor is turned off. Slippage once the robot
stops is consistent and is approximately 0.03 m. This demonstrates significant wheel
slippage (as expected) that should be accounted for; fixes could include subtracting
the estimated wheel slippage from the set dx value or by incorporating an exponen-
tial decrease in velocity as the robot approaches the object, leading to a smoother
convergence to target. It is recommended that these changes are not made until the
mechanism for retrieval is attached to the robot and additional calibration is needed
to facilitate successful object pick up.
A rotational component is also part of the local control. If the object is not visible
while the robot approaches the location provided via the velocities publishes on the
cmd vel node from object estimation or once the robot arrives at the destination,
the robot will commence a 360 degree rotation until the object is visible. Once
visible, the robot will then drive towards the robot as described above. This was also
successfully tested 3 times with the robot’s initial rotation randomized at 1 and 2.5
meters respectively with the cereal box object with almost identical results in terms
of final distance from box and recorded slippage.
While 2.5 meters is considered a successful zone from which the robot can reach
its target based on initial testing, it should be noted that most dropped items are
much smaller and may lay flat to the ground. Additional testing is needed of likely
dropped items, such as remotes, credit cards, etc. to better establish an accurate
“success zone.” This could also effect the success of the robot retrieving the object if
the robot starts too close to the object and can’t “see it”. When further steps are
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added to the path planning, one consideration could be if the gets too close and need
to reverse, before doing another rotational sweep.
Testing should also be done to establish accuracy and slippage at different speeds
in order to determine a balance between accuracy and speed. When the future user
study is completed, part of the exit interview should include questions on user pref-
erence for the amount of time they believe is reasonable for the system to perform.
Chapter 6
Future Work
This thesis successfully demonstrates the addition of a shared control paradigm that
can bring the robot within a suitable distance of the object for retrieval. Even though
the testing space is entirely within the realm of successful local autonomy, the en-
vironment used for testing was completely free to clutter and obstacles. This may
not be the case for the end user and improving the accuracy of the system, or at
least the accuracy of object estimation, will be beneficial for future, more challenging
test environments. The shared control introduces a level of flexibility that will allow
future work to address more challenging and unstructured environments that may
include obstacles, clutter or more than one object, such as pictured in Figure 6·1.
In an environment like this, the system would need to have a high enough estimate
of user intent to differentiate between the two objects as well as be able to navigate
the obstacles to bring the remote to the user. In its current state, the two remotes
are close enough together such that the level of error could lead the robot to retrieve
the wrong object. Work on increasing the accuracy of estimation particularly in the
y direction would help minimize this error. This could include the redesign of the
ergonomics of the handheld device as described in 4.2.1 to promote more accurate
data.
Retesting is needed to further investigate the dropped locations seen in both 4.2
and 4.2.1. New data collection should start with retesting Position 3 multiple times
as the first position identified with the Button 2 click to establish what happens when
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Figure 6·1: Example of a semi-cluttered environment with multiple
objects
there isn’t a previous IMU orientation; additionally, checking how robot position in-
fluences accuracy could be done by inverting the order of Buttons 1 and 2. Hopefully,
this will help to determine more specific situational elements that are causing error.
Also since this error happens specifically when the object is almost directly below the
user, it should also determined whether this is an angle the intended end user has
difficulty with already as well.
Establishing patterns in dropped item distance from user would be helpful in
assessing the need of the system to support object retrieval below the user or if it can
ignored. The study framework could mirror that in (Choi et al., 2009b) which had
participants catalogue type of items dropped as well as frequency and time taken to
retrieve. A new study could also ask for estimated distance between user and object
and also evaluate a user’s mobility and ability to twist to point in certain directions.
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There are, however, other ways to improve the performance and accuracy of the
initial object location estimation that should also be explored. One improvement
would be utilizing the cameras on the handheld device and robot to do unambiguous
object selection. This would involve adding an image matching system, possibly
similar to the QuickMatch system developed in (Serlin et al., 2019). Finding the
limits of the system when it comes to certain objects, i.e. credit cards, will also
determine future path planning or camera mechanism initiatives.
Alternatively, deep learning could be utilized as in (Mallick et al., 2018), to enable
the successful classification and retrieval of household objects in a cluttered environ-
ment. The robot could also learn how it needs to approach retrieving different objects,
however small object detection and localization accuracy is still an open issue and
will require ancillary development of software architecture (Zhao et al., 2019).
Lastly, an additional navigation mode will be needed for more challenging envi-
ronments and tasks, such as obstacle avoidance or multiple object pick ups. This
would allow for local navigation to avoid collisions and to specify goals in odometry
frame.
6.1 User Study Design
An IRB user study was approved in early March to evaluate the novel laser pointer
interface introduced in this project against other control interfaces. The proposal
compares three interfaces, the laser pointer, a joystick controller and a computer
interface. Objective metrics, such as number of user commands given, objects suc-
cessfully retrieved and time it take to retrieve them will be recorded to rate the control
interfaces. Different configurations testing different locations of the object and robot
will be used. The study will also consider the randomization of Button 1/Button 2
sequence. Subjective metrics, captured by the user’s response to survey questions,
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will also be used to evaluate the control interfaces. Special interest will be given user
preference on performance versus autonomy of the robot to ensure user satisfaction.
Results would be compared to those of similar work, such as (King et al., 2012)
or (Choi et al., 2008). This will help establish whether the interface introduced in
this project is an improvement on the state of the art.
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Chapter 7
Conclusions
In this paper, a novel integration of computer vision and IMU and Lidar data fusion
in a control interface was used to achieve a low cost system for object retrieval.
While most similar systems integrate vision on the robot, this system is unique in
also adding a camera to a handheld device wielded by the user. By adding a camera
to the handheld device, the robot and object can be localized with respect to the user,
allowing for a more flexible system. The shared autonomy paradigm also addresses
previous research that established decreasing user satisfaction as robot autonomy
increases. The system introduced in this project will hopefully find the right balance
between preference and performance.
Results demonstrated a reasonable detection of user intent and location estimation
on a small test grid. All test results fell within the range of successful local autonomy
object retrieval established with testing on a single, well featured object. Future work
includes testing on a wide variety of dropped objects and in cluttered environments
is needed to validate the effectiveness of the system for potential end users.
Despite some unforeseen complications to completing a more thorough and repli-
cable testing in a motion capture space and an IRB-approved user study, this paper
still contributes a strong framework and system model that can be built upon in
future work.
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Appendix A
Transform Notation
Ap : Point expressed in frame A
Bp : Point expressed in frame B
ARB : Rotation from frame A to frame B
Assuming 2D rigid transformations:
ARB =
[
cos(θ) −sin(θ)
sin(θ) cos(θ)
]
ATB =
[
ARB
AtB
0 1
]
(a) (b)
Figure A·1: (a) Rotation from A to B (b) Rotation and translation
from A to B
Representing the transforms in Figure A·1 in the chosen notation would look like
this:
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(a) Ap = ARB
Bp
(b) Ap = ARB
Bp+ ATB
The above examples are in 2D. In order to represent 3D rotations and utilize the
IMU in a more accurate way, we use quaternions. Quaternions are number with one
real part w, and 3 imaginary parts x, y, and z.
q = w + xi + yj + zk
so ARB =
cos(θ) −sin(θ) 0sin(θ) cos(θ) 0
0 0 1

would be AqB = cos(
θ
2
) + sin( θ
2
)(0i + 0j + 0k)
To get p with respect to the A frame: Ap = AqB
Bq(AqB)
−1
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Appendix B
tf2 Tree
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Appendix C
Odometry Error Quantification
Table C.1: Odometry Testing Results - Distance Driven
1MeterGoal 2MeterGoal 3MeterGoal
0.954 1.894 2.822
0.993 1.918 2.735
0.988 1.892 2.737
0.994 1.837 2.712
0.986 1.887 2.802
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