Abstract-This paper considers linear precoding for the constant channel-coefficient K-user MIMO Gaussian interference channel (MIMO GIC) where each transmitter-i (Tx-i) requires the sending of d i independent complex symbols per channel use that take values from fixed finite constellations with uniform distribution to receiver-i (Rx-i) for i = 1, 2, . . . , K. We define the maximum rate achieved by Tx-i using any linear precoder as the signal-to-noise ratio (SNR) tends to infinity when the interference channel coefficients are zero to be the constellation constrained saturation capacity (CCSC) for Tx-i. We derive a high-SNR approximation for the rate achieved by Tx-i when interference is treated as noise and this rate is given by the mutual information between Tx-i and Rx-i, denoted as I[X i ; Y i ]. A set of necessary and sufficient conditions on the precoders under which I[X i ; Y i ] tends to CCSC for Tx-i is derived. Interestingly, the precoders designed for interference alignment (IA) satisfy these necessary and sufficient conditions. Furthermore, we propose gradient-ascentbased algorithms to optimize the sum rate achieved by precoding with finite constellation inputs and treating interference as noise. A simulation study using the proposed algorithms for a three-user MIMO GIC with two antennas at each node with d i = 1 for all i and with BPSK and QPSK inputs shows more than 0.1-b/s/Hz gain in the ergodic sum rate over that yielded by precoders obtained from some known IA algorithms at moderate SNRs.
I. INTRODUCTION

I
NTERFERENCE alignment (IA) has been a focus of intense research on Gaussian interference channels (GICs) in the recent years on the account of the capacity of interference channels being unknown in general and the potential of IA to get close to the sum-capacity for a broad class of interference channels as the signal to noise ratio (SNR) tends to infinity. The scaling of the sum-capacity with log 2 SNR is known as the sum degrees of freedom (DoF) of the GIC [1] . The sumDoF is known to be K/2, with probability 1, for the K-user GIC [1] when all the nodes are equipped with a single antenna and time-varying channel gains are assumed. The result was proved by using linear precoding at the transmitters over an arbitrarily large number of symbol extensions and zero forcing at the receivers. In a later work [2] , the sum-DoF is shown to be K/2 with probability 1 even in the case of constant channelcoefficients (that are drawn from a continuous distribution), i.e., the channel gains do not vary with time, using a nonlinear IA technique. When all the nodes are equipped with M antennas, the sum-DoF was shown to be 3M/2 for the 3-user GIC [1] . This result was proved by linear precoding over the transmit antennas without the use of symbol extensions and holds true even in the case of constant channel coefficients.
Later [3] , with the assumption of constant channel coefficients and using a non-linear IA technique, the sum-DoF when K ≥ (M + N )/gcd(M, N ) was found to be equal to (MN/(M + N ))K where, gcd(M, N ) denotes the greatest common divisor of M and N , with M being the number of antennas at each transmitter and N being the number of receive antennas at each receiver. All the works cited above assumed full channel state information at all the transmitters (CSIT) and receivers (CSIR). The notion of sum-DoF involves scaling of sum-rate as log 2 SNR at high SNR and therefore, Gaussian input alphabets or lattice codes are always used in the study of sum-DoF. However, in all practical scenarios finite constellations like M -QAM and M -PSK are used at the inputs. With the constraint of finite constellation inputs, it is not known whether IA is optimal in some sense. Linear precoding for optimizing the mutual information between the input and the output has been studied for the single user MIMO channel with finite constellation inputs in [4] - [6] . Constellation rotation for optimizing the sum-capacity for SISO Multiple Access Channel (MAC) with finite constellation inputs has been examined in [7] and linear precoding for weighted sum-rate maximization in MIMO MAC with finite constellation inputs has been studied in [8] . Note that linear precoding for the SISO MAC corresponds to constellation rotation at the transmitter.
Recently, there has been some progress on the analysis of finite constellation effects in 2-user SISO GIC [9] , [10] . In [9] , constellation rotation was found to increase the constellation constrained sum-capacity of 2-user SISO Gaussian strong interference channel [11] , [12] , and in [10] , a metric to find the optimum angle of rotation was proposed. In this paper, we examine achievable rate-tuples with linear precoding for Kuser MIMO Gaussian Interference Channel (GIC) with finite constellation inputs. Specifically, we treat interference as noise, i.e., each transmitter reveals its codebook only to its intended receiver. The maximum rate achievable under such a circumstance for transmitter-i (Tx-i) is given by mutual information between the input generated by Tx-i and the output at receiver Rx-i. The channel conditions and values of SNR under which the decoding scheme of treating interference as noise with Gaussian alphabet inputs is sum-capacity optimal was found for the 2-user SISO GIC in [13] - [15] , for the K-user SISO GIC in [16] and for the 2-user MIMO GIC in [17] , [18] . In a K-user SISO GIC, for given values of channel gains with Gaussian input alphabets, as the SNR tends to infinity, treating interference as noise is not sum-capacity optimal [19] . With the constraint of finite constellation inputs, it is not clear whether treating interference as noise is optimal in some sense.
First, we need to define a notion of optimality under the constraint of fixed finite constellation inputs and then analyze decoding and transmit schemes with that notion of optimality. Consider a scenario where each transmitter-i (Tx-i), requires to send d i independent complex symbols per channel use that take values from fixed finite constellations with uniform distribution, for i = 1, 2, . . . , K, to receiver-i (Rx-i). Throughout this paper, we assume that none of the direct channel gains are zero. For a K-user MIMO GIC with finite constellation inputs, as a measure of optimality of linear precoding in the high SNR sense, we introduce the notion of Constellation Constrained Saturation Capacity (CCSC) which is defined as follows.
Definition 1: The maximum rate achieved by Tx-i as SNR tends to infinity, using any linear precoder, when the interference channel-coefficients are zero is termed as the Constellation Constrained Saturation Capacity (CCSC) for Tx-i.
For the ease of exposition, throughout the paper, we assume that the constellations used for the symbols are all the same at all the transmitters, and is of cardinality M . Hence, the CCSC for Tx-i is given by log 2 M d i . In this paper, with the assumption of constant K-user MIMO GIC with full global knowledge of channels gains, and finite constellation inputs, we derive a set of necessary and sufficient conditions on the precoders under which treating interference as noise at Rx-i will achieve a rate for Tx-i that tends to CCSC for Tx-i, for all i, as SNR tends to infinity. Precoders satisfying these necessary and sufficient conditions exist for all direct and cross channel gains, and are termed as CCSC optimal precoders. Hence, in the case of finite constellation inputs with the use of appropriate precoders, the rate tuples obtained by treating interference as noise tend to values that are independent of the channel gains of the interfering links. For a K-user SISO GIC, this result is in contrast with the Gaussian input alphabet case where the rate tuples obtained by treating interference as noise tend to values dictated by the channel gains, as the SNR tends to infinity. 1 Interestingly, the precoders that achieve IA, if feasible, are also CCSC optimal precoders. However, finding precoders that align interference is known to be NP-hard [22] in general whereas, the precoders that satisfy the derived necessary and sufficient conditions are easy to find for any given channel-coefficients.
Since finite SNR is of more practical interest, we propose gradient-ascent based algorithms to optimize the precoders for the sum-rate achieved by treating interference as noise with finite constellation inputs. We point out that optimization of mutual information between the input and output in single user MIMO channels with finite constellation inputs was recently solved in [6] . Prior to this work, gradient-ascent based algorithms were proposed for optimization of mutual information between the input and output in single user MIMO channels with finite constellation input in [4] , [5] . Further, optimizing the minimum Euclidean distance metric using linear precoding in single user MIMO channels was pursued in [23] - [26] . The connection between optimizing the minimum Euclidean distance metric using linear precoding and optimizing the mutual information using linear precoding with finite constellation input was revealed in [5] . It was shown that the precoding matrix that maximizes the mutual information with finite constellation input converges to the matrix that maximizes the minimum distance between the received constellation vectors, at large SNR. We generalize this connection in the context of K-user MIMO GIC (Theorem 3, Section IV-A).
The main contributions of the paper are summarized below.
• For a constant K-user MIMO GIC using finite constellation inputs with precoding, a high SNR approximation for the rate tuples achieved by treating interference as noise at the receivers is derived (Theorem 1 in Section III).
Based on this approximation, we derive a set of necessary and sufficient conditions under which the precoders are CCSC optimal (Theorem 2, Section III). These conditions are satisfied with probability 1 when the entries of the precoders are chosen from any continuous distribution. It is observed that the precoders that achieve IA, if feasible, are CCSC optimal.
• For the finite SNR case, we propose gradient-ascent based algorithms to improve the sum-rate achieved by treating interference as noise using finite constellation inputs with precoding. Simulation study using the proposed algorithms for a 3-user MIMO GIC with two antennas at each node with d i = 1 for all i, and with BPSK and QPSK inputs, shows an improvement of over 0.1 bits/sec/Hz in the ergodic sum-rate over that obtained using some known IA algorithms, at moderate SNRs (Section IV-B).
The paper is organized as follows. The system model is formally introduced in Section II. In Section III, a set of necessary and sufficient conditions for CCSC optimal precoders is derived. In Section IV, our gradient-ascent based algorithms for optimizing the sum-rate using precoders and treating interference as noise at the receivers is given, and simulation results comparing their performance with respect to that of precoders obtained using some known IA algorithms is presented. Section V concludes the paper.
Notations: For a random vector X which takes value from the set X , we assume some ordering of its elements and use x i to represent the i-th element of X . Realization of the random vector X is denoted as x. The notation diag(V 1 , V 2 , . . . , V n ) denotes a block diagonal matrix formed by the matrices V i , i = 1, 2, . . . , n. The ith coordinate of a complex vector X is denoted by X(i). The 2-norm of a complex vector X is denoted by X . The cardinality of a set X is denoted by |X |. For a complex number a, {a} and {a} denote the real and imaginary parts of a respectively. For two complex numbers II. SYSTEM MODEL Tx-i intends to communicate with Rx-i, for i = 1, 2, . . . , K, as shown in Fig. 1 . Without loss of generality, let P denote the power constraint at all the transmitters. The signal received at Rx-j is given by
where, H ij denotes the constant channel matrix from Tx-i to Rx-j, V i denotes the precoder at Tx-i, X i denotes the complex symbol vector generated at Tx-i, N j denotes the noise random vector whose coordinates represent independent and identically distributed zero mean unit variance circularly symmetric complex Gaussian random variables. The sizes of the matrices H ij , V i , X i , and N j are given by n × n, n × d i , d i × 1, and n × 1 respectively, where n denotes the number of antennas at all the nodes, and d i denotes the number of independent complex symbols per channel use that Tx-i wants to transmit to Rx-i. These complex symbols are assumed to take values from finite constellations with uniform distribution over its elements. For simplicity of exposition, we assume that the finite constellations used are all the same at all the transmitters and are of cardinality M . We also assume equal number of antennas at all the nodes. The results of this paper apply with simple modifications when these are not the cases. The finite constellation used is denoted by S and is of unit power. Throughout the paper, it is assumed that interference is treated as noise, i.e., single-user MAP detectors are used at the receivers. Every receiver has the knowledge that each of the interfering transmitters transmit from a finite constellation with uniform distribution over its elements and also knowledge of the channel gains from the interfering transmitters. These assumptions are essential for single user MAP detection at the receivers.
III. CCSC OPTIMAL PRECODERS
In this section, we derive a set of necessary and sufficient conditions on the precoders for CCSC optimality which is taken to be a measure of optimality for linear precoding in the high SNR regime for the finite constellation input case. Rate achievable for Tx-i by treating interference as noise at Rx-i, for all i, is given by R i < I[X i ; Y i ]. Our focus will be on the boundary point given by
T . The effective channel matrix from all the transmitters to Rx-i is given by
Using the chain rule for mutual information [27] ,
With uniform distribution assumed over the elements of the constellation, the expression for
given by (17) (in Appendix A) which is derived in a similar way as in [10] . Define the matrix
The following theorem gives a high SNR approximation for
Proof: Proof is given in Appendix A. Remark 1: Note that, in the proof of Theorem 1, we cannot straightforwardly argue that at high powers P , the noise N i in (17) can be neglected. This is because the value of N i can be of the order of A
. The proof uses the fact that the probability of such an event is very small and hence, can be neglected. The greater the power, the better is the approximation. A similar approximation was developed for the SISO case in [10] . The approximation given in Theorem 1 is a generalization of the approximation derived in [10] .
Let
The channel matrix from all the transmitters, with the exclusion of Tx-i, to Rx-i is given by
Define the matrices (2), we have the following approximation for
Hence, a high SNR approximation for
Now, define the set
The following theorem gives a set of necessary and sufficient conditions under which the above approximation tends to log M d i as P tends to infinity and hence, gives a set of necessary and sufficient conditions under which the precoders are CCSC optimal.
Theorem 2: The approximation for I[X i ; Y i ] given in (5) tends to log M d i as P tends to infinity iff
where,
Remark 2: The result of Theorem 2 means that the rate achieved by treating interference as noise at high P tends to CCSC for Tx-i iff, in the absence of the Gaussian noise, two different symbol vectors x
sent by Tx-i should not map to the same symbol vector at Rx-i for any data symbol transmitted by the interfering transmitters.
Remark 3: For a given value of channel gains with none of the direct channel gains being 0, when the entries of the precoders are chosen from any continuous distribution (say, standard normal distribution) the probability of the event
to occur for any p i1 = p i2 and for any (p k1 , p k2 ) is zero. By appropriate scaling of the precoders thus obtained, with probability 1, we have CCSC optimal precoders.
Remark 4:
Interference alignment, if feasible [28] for the given values of n and d i involves finding precoders such that the signal sub-space at Rx-i, generated by [H ii V i ], is linearly independent of the interference sub-space, generated [1] . The CCSC optimality condition in (7) can be rewritten as
. . .
Since, with precoders that achieve IA, the signal sub-space at Rx-i is linearly independent of the interference sub-space and [H ii V i ] is full-rank, the above condition is satisfied for all i. Hence, IA precoders are also CCSC optimal precoders. However, in general, finding such precoders are NP-hard [22] whereas finding CCSC optimal precoders are easy to find as explained in the previous remark.
The following example illustrates a 3-user MIMO GIC which employs CCSC optimal precoders.
Example 1: Consider a MIMO GIC with K = 3, n = 1, d i = 1 for all i, and the finite constellation used is QPSK. The channel matrix and the precoders are given by
where, the matrix element [H] ij represents the channel gain from Rx-i to Tx-j. The mutual information I[X i ; Y i ] evaluated using Monte-Carlo simulation is plotted for QPSK inputs and Gaussian inputs, for all i, in Fig. 2 . The chosen precoders satisfy (7) and hence, I[X i ; Y i ] saturates to 2 bits/sec/Hz for all i, as P tends to infinity in the QPSK case whereas, for the Gaussian alphabet case, the saturation rate is determined by the channel gains. The saturation value of I[X i ; Y i ] in the Gaussian alphabet case is given by log(1 + (|h ii | 2 / k =i |h ki | 2 )) which evaluates to 0.04, 1.02, and 0.06 bits/sec/Hz for Tx-1, Tx-2 and Tx-3 respectively in this example.
The following example illustrates a naive choice of precoders that are not CCSC optimal in a 3-user MIMO GIC.
Example 2: Consider a MIMO GIC with K = 3, n = 2, d i = 1 for all i, and the finite constellation used is QPSK. Let the effective matrix from all the transmitters to all the receivers be given by where, H ij is the 2 × 2 channel matrix from Tx-i to Rx-j. The precoders and the channel matrices are given in (8) and (9), respectively, shown at the bottom of the page. Note that the QPSK points are given by (5) is shown in Fig. 3 . Note that R 1 saturates to a value strictly less than 2 bits/sec/Hz whereas R 2 and R 3 saturates to 2 bits/sec/Hz, thus validating Theorem 2. The intuition behind the result of Theorem 2 is as follows. Define the sum constellation at receiver Rx-i to be the set of points given by
At every receiver Rx-i, the interference forms a "cloud" around the desired signal points in the sum constellation. Cloud i ∈ S, is defined as the set of points given by
Note that the information regarding a desired signal point x
is contained in its respective cloud in the sum constellation.
At high values of P , the clouds corresponding to the different signal points move away from each other if the clouds are disjoint sets. Since it is enough for each receiver to distinguish between the clouds and is not required to distinguish the points inside every cloud, every signal point can be reliably decoded if the clouds are disjoint. The sum constellation and the disjoint clouds at Rx-1, at P = 16 dB, for Example 1 is plotted in Fig. 4 . 
Remark 5: It might be obvious in the uncoded case that the CCSC for Tx-i is achievable if and only if the clouds are disjoint. However, when the clouds are not disjoint, it is not clear if CCSC of Tx-i can be achieved with channel coding, using any precoder. Theorem 2 answers this important question.
To summarize, the saturation values, apart from the size of the finite constellation inputs, could be dictated by the interfering channel gains when it manifests as intersecting clouds due to naive choice of precoders like in Example 2. The more the intersection among the clouds at Rx-i, the lesser the CCSC for Tx-i.
IV. GRADIENT ASCENT BASED ALGORITHM FOR FINITE-SNR
In the previous section, we studied the rate achieved for each transmitter by treating interference as noise at every receiver as P tends to infinity. In this section, we focus on the finite SNR case. Specifically, the aim is to maximize the sum-rate achieved by treating interference as noise at every receiver with respect to the precoders, i.e.,
This is a non-concave problem in general and difficult to solve. Hence, we propose a gradient-ascent based algorithm to improve the sum-rate starting from some random initialization of precoders. Define the MMSE matrix at Rx-j by
where, E represents the expectation operator. Define the MMSE matrix at Rx-j with the exclusion of Tx-j's signal by
The gradient of the sum-rate with respect to the precoder V i given by
where, (10) follows from the relation between the gradient of mutual information and the MMSE matrix obtained in [4] . The
select the column numbers from
of E −j respectively, where
The gradient ascent based algorithm for optimizing f (V 1 , . . . , V K ) with respect to the precoders is given in Algorithm 1. During every iteration, whose number is denoted by n, all the precoders are updated as given in Line 10 of Algorithm 1 where
. The value of the matrices E j and E −j at iteration n − 1 are given by E 
, and
exit for 7: end if 8: Compute ∇ V f | V=V (n−1) 9: do 10:
Compute
2 F 16: t = 1.
17: end for
Similar gradient ascent based algorithms have been proposed in the past for optimizing rates in single user MIMO channels [4] , [5] and MIMO MAC [8] with finite constellation inputs and precoding. Like in [4] , [5] , [8] , the algorithm does not assume uniform distribution over the elements of the finite constellation. The above algorithm appeared first in an older arxiv version of this paper [20] . Recently, the same gradient ascent algorithm as above appeared in [21] with weighted sum-rate as the objective function instead of sum-rate as the objective (as considered here).
Note that evaluation of ∇ V f (in Step 8 of Algorithm 1) and the function f (in Step 13 of Algorithm 1) have high complexity because they require averaging over an arbitrary number of Gaussian noise samples. This motivates us to pursue low complexity gradient ascent based algorithms in the following subsection.
A. Low Complexity Gradient Ascent Algorithms Based on High SNR Approximation
In this subsection, we assume uniform distribution over the elements of the finite constellation. Since the high SNR approximation in (5) does not involve averaging over noise samples, we propose to maximize the objective function defined by
using Algorithm 1 where, f is replaced by f 1 and ∇ V f is replaced by ∇ V f 1 .
We now interpret what maximizing f 1 and f means in terms of the input constellations, at large values of P . The following observation would generalize the result of [5] that the precoding matrix V i that maximizes I[X i ; Y i ] when the interference channel matrices are zero converges to the matrix that maximizes the minimum distance between the desired constellation vectors, at large values of P .
Theorem 3: At large values of P , the precoding matrices that maximize f (V 1 , . . . , V K ) and f 1 (V 1 , . . . , V K ) converge to the matrices that maximize min
represents the minimum among the distances between two points belonging to different clouds at Rx-i (without the power scaling P ).
Proof: Proof is given in Appendix C. We observe that maximizing min K i=1 d min (i) also minimizes the probability of error with ML decoding across all the receivers, at large values of P . Now, note that at large values of P , we can further approximate (5) by
for some positive real number r. This is because the above expression and the expression in (5) tend to the same value as P tends to infinity. Thus, another low complexity algorithm shall involve maximization of the objective function given by
using Algorithm 1 where, f is replaced by f 2 and ∇ V f is replaced by ∇ V f 2 . Following the chain rule for matrix differentials [30] , the gradient ∇ V k f 2 , for k = 1, 2, . . . , K, is given by (15) , shown at the bottom of the next page, where, x k,k 1 ,k 2 is the sub-vector of the vector A k 1 ,k 2 which corresponds to x
is the sub-vector of the vector B i 1 ,i 2 which corresponds to x
In the following subsection, we present some simulation results using the proposed algorithms.
B. Simulation Results
Several algorithms to obtain precoders that aim to achieve IA are known. We consider two representatives of such algorithms from [31] and [32] for comparison with the proposed algorithms. The works in [31] and [32] demonstrate the performance of their algorithms in terms of sum-rate with Gaussian alphabet inputs. In this section, we present examples of performance of these algorithms with the practical case of finite constellation inputs.
Consider a MIMO GIC with K = 3, n = 2, d i = 1 for all i. We shall consider the max-SINR (signal to interference plus noise ratio) algorithm from [31] and the maximum sum chordal distance algorithm from Section IV-A of [32] for comparison with the proposed algorithms. The closed form IA precoder solution of [1] for the considered MIMO GIC is given by The maximum sum chordal distance algorithm selects the eigenvector e 1 which maximizes the sum chordal distance [32] . We however select the eigenvector e 1 which maximizes the sum-rate
with finite constellation inputs. We call this as the max-sumrate CaJ IA solution. Clearly, the maximum sum chordal distance algorithm cannot perform better in terms of sum-rate when e 1 is chosen as the eigenvector that maximizes the sumrate with finite constellation inputs. The max-SINR algorithm aims to maximize the signal to interference plus noise ratio at each of the receivers so that the sum-rate with I[X i ; Y i ] with Gaussian input alphabets is maximized. Unlike in [31] or [32] , we do not use any receive filter matrices as using them can only reduce the rate I[X i ; Y i ] because of data-processing inequality [27] . The max-SINR algorithm computes receive filter matrices at every iteration. 2 We discard the receive filter matrices once the max-SINR algorithm converges and then compute 2 For the sake of brevity, we do not present the details of the algorithm and the reader can have the details from [31] . 3 We note that the complexity of decoding in the case of joint-MAP decoding of all desired streams of data symbols by treating the interference as noise is greater compared to the case of joint-ML decoding of all desired streams of data symbols after zero-forcing the aligned interference like in [32] . But, the complexity advantage comes at the cost of reduction in the rate. We also note that, in the max-SINR algorithm there is no guarantee that the interference symbols can be zero-forced and there can be significant interference leakage which cannot be ignored in comparison with the Gaussian noise. So, optimal decoding by retaining the receive filters does not give any complexity advantage compared to discarding the receive filters at the termination of the max-SINR algorithm.
1) Performance of the Proposed Algorithm Averaged Over Channel Realizations:
The ergodic sum-rates, i.e., the sum-rate averaged with the entries of the channel matrices being taken from CN (0, 1), using BPSK and QPSK input constellations are simulated. The ergodic sum-rates obtained using the max-SINR algorithm (with random initialization), max-sum-rate CaJ IA solution, and the proposed gradient ascent algorithms with f , f 1 , and f 2 as the objective functions using the max-SINR precoders as the initialization are shown for the BPSK constellation and the QPSK constellation in Fig. 5(a) and in Fig. 5(b) respectively. The parameter r chosen for the objective function f 2 is equal to 2. The chosen parameters in the gradient ascent algorithm are given by max_iterations = 10, β = 0.2, α = 0.005, = 0.001. As seen from Fig. 5(a) and in Fig. 5(b) , the precoders obtained by optimization of f 1 gives negligible improvement in the ergodic sum-rate over that obtained from the max-SINR algorithm. However the precoders obtained by optimization of f and f 2 give considerable improvement in the ergodic sum-rate over that obtained from the max-SINR algorithm. Moreover, there is negligible difference in the sumrate obtained by optimizing f and f 2 . Hence, gradient ascent algorithm with f 2 as the objective function (with r = 2) is a worthy low-complexity alternative to the gradient ascent algorithm with f as the objective function. Also, observe that the max-sum-rate CaJ IA solution performs badly compared to the other algorithms.
As observed from Fig. 5(a) , the ergodic sum-rate gain using the proposed gradient ascent algorithm with f and f 2 as objectives over the max-SINR algorithm for BPSK input constellations is more than 0.1 bits/sec/Hz up to P = 0 dB. As expected the gain decreases as P becomes higher as the sumrate obtained using all the algorithms saturate to 3 bits/sec/Hz for every channel realizations. Similarly from Fig. 5(b) , from P = 3 dB to P = 6 dB, the ergodic sum-rate gain using the proposed gradient ascent algorithm with f and f 2 as objective functions over the max-SINR algorithm for QPSK input constellations is more than 0.1 bits/sec/Hz. In this case also, the gain decreases as P becomes higher.
Remark 6: A lower bound on I[X 1 , X 2 , . . . , X K ; Y i ] using Jensen's inequality is given by 
The reader is referred to [10] for a derivation of this. Note that
Intuitively, we expect the difference of the bounds from their actual values to almost cancel each other resulting in a value close to or differing by a constant from I[X i ; Y i ] when we add the lower and the upper bounds, over a large range of P . So, r = 2 happens to be a good choice for all values of P whereas the other values of r (for example r = 1 as in Fig. 5 ) can be expected to perform well only at high values of P .
2) Convergence and Performance of the Proposed Algorithm for a Fixed Channel:
The parameters used in Algorithm 1 are max_iterations = 15, β = 0.2, α = 0.005, = 0.001. The chosen channel matrix is given in (16) , shown at the bottom of the page. The convergence behavior of Algorithm 1 using f and f 2 (with r = 2) as objective functions with BPSK inputs is shown in Fig. 6 for P = −5 dB, P = −2 dB, and P = 0 dB, with precoders obtained from the max-SINR algorithm as initialization. The initial precoders for the max-SINR algorithm are chosen randomly. The proposed algorithm with f 2 as the objective function terminates well before the max_iterations number for all P because the condition in Line 5 of Algorithm 1 is satisfied. As seen from Fig. 6 , in all the cases the sum-rates obtained at the termination of the proposed algorithm with f 2 as the objective function are almost the same as that obtained with f as the objective function. Furthermore, for all P , the sumrate gains obtained over the max-SINR algorithm is more than 0.1 bits/sec/Hz. 
H=
V. CONCLUSION
The paper discussed linear precoding for K-user MIMO GIC with finite constellation inputs. We showed that, for constant MIMO GIC with finite constellation inputs, CCSC for every transmitter can be achieved just by using a naive scheme of treating the interference as noise at every receiver, at high SNR. This result is in contrast with the Gaussian alphabet case where, at high SNR, the scheme that treats interference as noise saturates to a value determined by the channel gains for the SISO case. A set of necessary and sufficient conditions for CCSC optimal precoders were derived. It was observed that IA precoders fall under the class of CCSC optimal precoders. However, CCSC optimal precoders are easy to obtain for any given value of channel gains unlike obtaining IA precoders. Note that IA precoders have feasibility constraints which restrict the value of d i , for all i. An important contribution of this paper is pointing out the CCSC optimality of IA precoders when the values of d i satisfy the feasibility constraints in [28] .
Finally, gradient ascent based algorithms with f and f 2 as the objective functions were proposed. It was shown through simulations that optimizing the high SNR approximation for f , i.e., f 2 with r = 2 performed as good as optimizing f in terms of sum-rate. Thus, optimizing f 2 using the proposed gradient ascent based algorithm is a worthy low complexity algorithm. It was also observed that, at high SNR, optimizing f or f 2 is equivalent to maximizing the minimum Euclidean distance for ML decoding across all the receivers. The computational complexity of the proposed algorithms clearly grows with the number of iterations. However, the number of iterations are not fixed for all possible configurations of interference channel. The algorithms could be run offline for some chosen values of iterations and the ergodic sum-rate computed. The more the number of iterations, the better the ergodic sumrate improvement. However, choosing the number of iterations depends on the computational complexity that the system can accommodate.
APPENDIX A PROOF OF THEOREM 1
Proof: Define the sets
The expression in (17) is re-written as in (18) and (19) , shown at the bottom of the next page. At high values of P , for
or both the inequalities hold good. When both {A , the term n iR (l)(n iI (l)) gets canceled in the exponent of (20) , shown at the bottom of the next page. The value of n i (l) becomes comparable to √ P A
(l) only if either |n iR (l)| > 3 or |n iI (l)| > 3. However, the probability of such an event occurring is extremely small because the variances of the Gaussian random variables n iR (l) and n iI (l) are equal to 1/2. Hence, the contribution of such an event to the integral in (20) is very small that it can be neglected at high P . Therefore, on account of (26), the approximation in (21) , shown at the bottom of the next page, is valid. Equation (22), shown at the bottom of the next page, follows from the fact that probability distribution integrates to 1, (23) 
Similarly, the summation-term of the last term in (5) tends to = log M
