Abstract. In this paper we investigate the regularizing properties of discretization in preimage space for linear and nonlinear ill-posed operator equations with noisy data. We propose to choose the discretization level, that acts as a regularization parameter in this context, by a discrepancy principle. While general convergence has been shown not to hold, we provide convergence results under appropriate conditions on the exact solution.
Introduction
A wide range of inverse problems can be formulated as nonlinear ill-posed operator equations, y − y δ ≤ δ are available, regularization has to be applied (see, e.g., [1, 4, 6, 17, 20, 21, 22, 25, 27, 31, 33, 34] ). Motivated by the fact that on one hand, in practice, very often inverse problems are just discretized and then solved, on the other hand this discretization itself can be expected to have a regularizing effect, we investigate convergence in the sense of a regularization method for discretization in preimage space. For this purpose we consider a sequence (X n ) n∈N of finite dimensional subspaces of the preimage space X n ⊆ X, along with the corresponding orthogonal projections P n := Proj X n , and assume that (I − P n )x † → 0 as n → ∞. (The latter is the case, e.g., if X n+1 ⊆ X n and n∈N X n = X.) Therewith we define a regularized approximation as a solution of the finite dimensional minimization problem
an approach which is also often called the least squares projection. The discretization level n has to be chosen appropriately in order to balance between the approximation error, that decays as n → ∞ and the noise propagation, that becomes stronger for larger n. Here, we determine n * by the discrepancy principle (1.4) n * = min{n ∈ N : F (x δ n ) − y δ ≤ τ δ} (with τ > 1 in the linear case, and τ > 1+η 1−η , with η ∈ (0, 1) as in (1.5) below in the nonlinear case). A very efficient approach especially in the context of nonlinear problems is to apply a multilevel strategy for the computation of the regularized solution, i.e., to start on the coarsest level n = 1 of projection and successively compute the solution on level n making use of information on the solution on level n − 1. When doing so, the discrepancy principle just acts as a stopping rule for this multilevel iteration.
Regularization by discretization in image space (also called the dual least squares method or self regularization) has been well investigated in the literature (see, e.g., [26, 28, 32] for the linear case, as well as [10, 12] for the nonlinear case) and can be shown to be generically convergent. However, regularization by discetization in preimage space (called least squares method in [26] ) is used more often in practice due its often much easier implementation. Additionally, it is of particular interest due to the possibility of using problem adapted ansatz functions for the inverse problem solution, as well as the above mentioned rather straightforward multilevel strategy. Previous results in the literature on this approach for linear ill-posed problems [7, 8, 23] , and especially a counterexample by Seidman [30] indicate, that convergence cannot occur for general x † ∈ X but only under special assumptions on the solution. Here we formulate a convergence condition that assumes sufficiently fast convergence of the approximation error in image space to compensate for the growth of the norm of the inverse of the projected forward operator. This sufficiently fast convergence of the approximation error in its turn will be implied by a sufficiently strong source condition and hence is satisfied for sufficiently regular solutions, along with appropriate approximation properties of the ansatz spaces X n .
We wish to mention that the regularizing effect of discretization has been studied in a very general setting with possible discretization of both preimage and image space, e.g., in Chapter 3 of [20] and in [24] for the linear case. The latter also provides results on convergence and convergence rates for noisy data with an a priori and a Lepskii type a posteriori discretization level choice.
Our new results especially pertain to taking into account noisy data by means of a discrepancy principle type a posteriori discretization level choice, as well as to extension to the nonlinear situation.
It is well-known that a convergence analysis for nonlinear ill-posed problems requires some assumption on the structure of the nonlinearity. Here we will assume that the often used Scherzer condition (also called tangential cone condition, cf. [29] ) holds:
with η ∈ (0, 1), which implies
Note that for this purpose F (x) need not necessarily be a Fréchet derivative. It suffices to have a bounded linear operator called F (x) mapping between X and Y and such that (1.5) holds.
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In what follows we will assume that an exact solution x † of (1.1) exists, i.e., F (x † ) = y. Moreover, to simplify the exposition we assume that
which implies uniqueness of the solution to F (x) = y in the linear case and by (1.5) also in the nonlinear case:
F (x)(x −x) it follows that x −x ∈ N (F (x)) = {0}. Note, however, that most of our results can be generalized to operators with nontrivial nullspaces.
The remainder of this paper is organized as follows. In Section 2, we first provide a convergence analysis for the linear case, whereas the general nonlinear situation is treated in Section 3. For the latter generalization we follow two approaches, namely a variational formulation and an operator equation formulation. Numerical experiments in Section 4 illustrate the results of our convergence analysis.
The linear case
In this section we first consider the linear case F = T ∈ L(X, Y ), so that (1.1) becomes
The first order necessary condition for a minimizer of (1.3), i.e., of
with the orthogonal projections Q n := Proj Y n , and the subspaces Y n := T X n ⊆ Y ; see also [20, 21, 24] for a convergence analysis of x δ n defined by (2.4) with general Y n , i.e., not necessarily Y n = T X n .
Well-definedness.
Lemma 2.1. The index n * according to the discrepancy principle (1.4) with τ > 1 is well defined.
Proof. The residual can be represented as follows:
where we have used T x δ n ∈ Y n in the second equality and T P n x † ∈ Y n in the fourth equality. From (2.5), and I − Q n ≤ 1 we get
where we have used the fact that by N (T ) = {0} we have
In the following proofs we will use the error decomposition
where we have used (2.4) and (2.8). 
Proof. From (2.9) we get
Let δ m be an arbitrary sequence converging to zero and y m a sequence of data satisfying y m − y ≤ δ m . We denote by n m the corresponding index according to the discrepancy principle and by x δ m n m the approximation on level n m according to (2.4) with y δ replaced by y m . Consider first the case that n m → ∞ as m → ∞. Then according to (2.5) we can estimate as follows:
so by (2.11) we get
In the alternative case that (n m ) has a finite accumulation point there exists an N ∈ N and a subsequence (m k ) k∈N such that
Remark 2.4. Note that the convergence conditions of this theorem imply the convergence criterion lim sup n→∞ x n ≤ x † for exact data from [7] , since
The difference to the convergence results from Chapter 3 in [20] is that we consider convergence not for all x † ∈ X but for a particular x † that might have higher regularity than typical elements of X so that divergence to infinity of the factor 1 γ n due to unboundedness of T † might indeed be compensated by sufficiently fast convergence of the approximation error β n .
Indeed, note that T (I − P n )x † is likely to go to zero at a faster rate than (I − P n )x † , since T typically has a smoothing property. Under an additional source condition,
for some index ν > 0 and some w ∈ X the rate of convergence of β n to zero will still be improved: If the smoothing property of T can be quantified via boundedness as a mapping in a scale of spaces:
X→X ν ≤ C ν and the approximation property of X n scales according to
(one might think of X n as being finite element spaces with mesh sizes h = 1 n and of X ν being Sobolev spaces of order s = s(ν)), then
Typically, for sufficiently good approximation spaces (in the context of finite elements these will have to be of sufficiently high order) the decay of f ν (n) will be faster for larger ν. On the other hand, γ n is independent of the solution, hence the product f ν (n)f 1/2 (n) 1 γ n will tend to zero for ν sufficiently large, i.e., for sufficiently smooth solutions.
Note the necessity of considering a particular solution instead of norm estimates in view of the fact that, e.g., in case of nested spaces X n−1 ⊆ X n , we have
Expressing a possible rate of convergence in (2.10) in terms ofβ n :
† , we can easily deduce a convergence rate result in terms of δ.
Corollary 2.5. Let, with some functions
and
for i = 1, 2, 3, the following rates hold in (2.10):
Proof. Analogously to (2.13), (2.14) we get
Inserting this and the rates assumptions (2.18) into (2.11), we directly get the assertion.
Remark 2.6. Typical functions satisfying (2.16), (2.17) 
with κ, q > 0.
Consider the special case of T being compact and X n = span{u 1 , . . . , u n }, where (σ j ; u j , v j ) j∈N is a singular system for T (i.e., the method reduces to truncated singular value decomposition). Then a source condition of the form
with an index function f , (i.e., f (0) = 0, f monotonically increasing) implies
, so provided the function Θ(λ) = √ λf (λ) is strictly monotonically increasing (e.g., if f (λ) > 0 for λ > 0), we obtain that (2.18) holds with g 1 = g 2 = g 3 = f • Θ −1 , which yields the usual rates under such source conditions; see, e.g., Corollary 1 in [24] .
The nonlinear case
In the linear case we have seen that the essential quantities for showing convergence are α n , β n , γ n defined as in (2.6), (2.7). To deal with the nonlinear situation we define α n , β n (x), γ n (x) as in (2.6), (2.7) with T replaced by F (x).
In view of the two formulations (2.2), (2.3) we consider two possible generalizations of the linear case, namely a variational one and one based on a projected operator equation. 
Then there exists a minimizer of the cost function
Note that by membership of x k in the finite dimensional space X n , continuity of F and closedness of D ∩ X n (see the assumptions of Proposition 3.3 and Theorem 3.4 below) are sufficient for the assumptions of Proposition 3.1.
Proof. J is coercive (i.e., boundedness of cost function values implies boundedness of arguments): By (1.5) we have for all z n ∈ D ∩ X n and some fixed x n ∈ D ∩ X n ,
hence by (2.8) (with T replaced by F (x n )) we get
Moreover, J n is weakly lower semicontinuous due to weak sequential closedness of F and weak lower semicontinuity of the norm.
By a standard argument we therefore get existence of a minimizer.
In the rest of this subsection we assume that x δ n ∈ X n is defined as a (not necessarily unique) global minimizer of (1.3) according to Proposition 3.1 and that
Lemma 3.2. Let F be continuous, P n x † → x † as n → ∞, and (3.1) hold, and let for all n x δ n be defined by (1.3) . Then the index n * according to the discrepancy principle (1.4) with τ > 1 is well-defined.
Proof. By minimality of x δ n and (3.1) we get the following estimate of the residual
Hence, by continuity of F and
The following estimate of the error will be useful in our stability and convergence proofs: By (1.5) we have
hence by (2.7) with T replaced by F (x δ n ), (2.8), and (3.2) 
Proof. On one hand, analogously to (3.2), we get by minimality of x k n and x δ n ,
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On the other hand, for some fixed x n ∈ D ∩ X n , we get by minimality,
where c is such that (by convergence) y k − y δ ≤ c, hence by (2.7) with T replaced by F (x δ n ) and (2.8),
so the sequence x k n lies in the bounded closed and finite dimensional, hence compact, set B r (x δ n ) ∩ X n and therefore has a convergent subsequence (x
with limitx, by (3.5) and a standard argument (see [3] ) from y k − y δ → 0, continuity of F and closedness of D ∩ X n it follows thatx lies in D ∩ X n and is a global minimizer of
In case of uniqueness of this global minimizer, a subsequence subsequence argument yields convergence.
Convergence of global minimizers.
Theorem 3.4. Let F be continuous and satisfy (1.5) , assume that for all n ∈ N, D ∩X n is closed and nonempty, that (3.1) holds and that x δ n is defined as a solution to (1.3) .
If
Remark 3.5. Instead of (3.6) we actually need
Proof. Analogously to the linear case we distinguish between two cases: If n m → ∞ as m → ∞, then we use (3.2) to obtain
, so by (3.4) we get
If there exists an N ∈ N and a subsequence (m k ) k∈N such that n m k = N for all k ∈ N, we get 
Nonlinear case via Euler equation.

Well-definedness. If the global minimizer according to Proposition 3.1 lies in the interior of D, it will also satisfy the Euler equation
Our following investigations on the formulation (3.8) are also motivated by the fact that a numerical optimization method will usually not yield a global minimizer but a stationary point. In this subsection we assume that x δ n is defined (not necessarily uniquely) by (3.9), which is possible, e.g., under the assumptions of Proposition 3.1 provided the minimizer lies in the interior of D, or alternatively by a fixed point argument analogously to Lemma 2 in [12] .
Again we start with a result on the discrepancy principle. Proof.
and therewith F (x δ n ) − y δ ≤ τ δ for n sufficiently large.
The error decomposition (2.9) in the nonlinear case becomes
where we have used the identity
and (2.8). 
Stability for fixed discretization level.
Proposition 3.7. Let n be fixed and let (y k ) k∈N be a sequence converging to
as well as
Then (x k n ) k∈N has a convergent subsequence and the limit of any convergent subsequence of (x k n ) k∈N solves (3.9) . If this solution is unique, then
Proof. From (3.11), (3.12), which remain valid under the present assumptions, we obtain
with δ k := y k − y δ + δ, which by (3.13), (3.14) implies boundedness of x k n . Hence by compactness of balls in the finite dimensional subspace X n we get existence of a convergent subsequence of x k n . By continuity of F and F , as well as 
Then for n * = n * (δ) according to (1.4),
Remark 3.9. More precisely, we actually need
in place of (3.15).
Proof. With (3.12), by (1.5) we get
where analogously to (3.10), (3.11) we have
hence, using once more (1.5),
The rest of the proof goes analogously to the linear case: In case of n m → ∞, in place of (2.12), we get by (3.11),
and therewith, instead of (2.13),
For the case with a finite accumulation point N of the discretization levels n m , we estimate, using (3.10),
Taking on both sides the limit along a subsequence k l for which x δ m k l N converges to some x 0 N according to Proposition 3.7 and arguing similar to the stability proof, we get 0
which analogously to the linear case implies (I −P N )x † = 0, hence convergence.
Remark 3.10. By inspection of the proof we see that instead of solving (3.8) exactly, it suffices to find x δ n such that
In our computations we use the heuristic tolerance
which cannot be shown to yield convergence, since in place of (3.18) we get an expression that is quadratic in
, namely
which does not exclude large values of 
, and F : X → Y , whose properties have been studied, e.g., in [3] , [9] , where also the Scherzer condition (1.5) has been verified. This problem has been used as a model problem for testing numerical methods for nonlinear inverse problems in many papers. In order to achieve a nonempty interior of the domain, similarly to [9] , we set 
. Obviously, the range of the forward operator F , mapping a parameter q to the exact solution of the PDE problem (4.1) is actually H 2 (Ω)∩H 1 0 (Ω) due to convexity of Ω (cf., e.g., [5] ). On the other hand, only values but not derivatives of u can be measured, so the natural choice of Y as a Hilbert space is L 2 (Ω). This discrepancy of smoothness yields an ill-posedness of degree two of the inverse problem, which can also be seen directly from the fact that we consider q and u in the same space, but q is determined from u by application of the Laplace operator.
We consider three test cases for the parameter q, which in the first two cases is defined as a Gaussian density function:
with Σ = 0.005Id, and Σ = 0.03Id, respectively, where in both cases μ = (
2 ). The third test parameter is piecewise constant and supported on three nonintersecting circles
where K 1 , K 2 , K 3 are three circles with radius r = 0.05 and midpoints M 1 ( 
Numerical Implementation.
For generating synthetic data and for solving the forward problem (4.1) we use the Finite Element Method as provided in a Matlab routine, that is capable of generating different meshes (p n , t n ), consisting of the set of points p n and the set of triangles t n . Since the discretizations of the parameter q are defined on the triangles and those of the PDE solutions on the set of points, the natural choice of X n is the space of piecewise constant functions with possible jumps over the triangle edges, whereas by choosing a very fine mesh for u we get -up to a small approximation error -an exact PDE solution. Considering L levels of discretization, labeling by 1 the coarsest and by L the finest one, we carry out the PDE solution for data generation on level L, whereas all other PDE solutions are computed on level L − 1 in order to avoid an inverse crime (see e.g., [11, 21] ). For the projection spaces X n the level n runs from 1 to L − 1.
Hence the discretized forward operator consists of two components: interpolation from mesh (p n , t n ) to mesh (p L−1 , t L−1 ) and solving the underlying boundary value problem on the finest mesh.
In order to be able to transfer information on the parameter q over different grid levels in an exact manner, we generate nested grids, i.e., such that (4.4) p n−1 ⊆ p n and ∀ω ∈ t n ∃ω ∈ t n−1 : ω ⊆ω ,
where ω,ω denote triangles. Again, in order to avoid an inverse crime, the finest mesh for data generation is designed such that it is not part of the hierarchical mesh structure. For this purpose we initialize our computations by generating a hierarchical sequence of grids and one additional very fine grid for data generation, as well as by computing a PDE solution on the finest grid, which is then corrupted with random noise of a given percentage of the data norm as listed in the tables below. Then we solve (4.2) with q n element of different subspaces X n (given by respective meshes) as described in the previous section. Summarizing, we have implemented the following procedure: For validating the regularizing property of discretization in preimage space, we solve (4.2) in a least-squares sense, i.e., such that F (q) − u δ 2 is minimal, which is the method described and analyzed in the previous sections of this paper. For the minimization of the least squares functional we used a Quasi-Newton algorithm with BFGS update, as implemented in the Matlab function fminunc, where we provided the gradient (F (
, which is computed using the adjoint technique. The algorithm stops if 
4.3.
Results. For each of the test examples, we generated a sequence of L = 6 meshes (see Figure 3 ) and interpolated the data to the fifth mesh, with ≈ 4000 triangles for the circle parameter and ≈ 9000 triangles in case of gaussian parameters. We corrupted the exact data with white Gaussian noise according to different noise levels δ = 0.5%, 1%, 2%, 4%, 8%. Then we solved the inverse problem on each subspace X n , n = 1, . . . , L in the least squares sense (1.3). For comparison of the different solutions we computed the relative error:
with q † given on (p 5 , t 5 ). For computing this error, we interpolated q k , k = 1, . . . , 4 to mesh 5, such that every small triangle from the fine mesh obtains the value from its surrounding triangle of the coarser mesh. This is possible because of the hierarchical structure of the mesh sequence.
In addition, for every solution we computed the corresponding ratio between discrepancy and noise level, to see if we can numerically validate the theoretically investigated discrepancy principle:
In Table 1 we list the relative error e r and the associated ratioτ for the five different meshes and the different noise levels for the Gaussian parameter with the least squares solution. Additionally, we mention the computation time t for the minimization process on the domain and the number of iterations the Quasi Newton solver carried out. There are three different features to mention.
First, if we look at a fixed noise level, e.g., δ = 1%, we see the well-known error behavior of regularization methods for ill-posed problems (see [4] ): For finer grids the error gets smaller but when the mesh size gets too small the error grows again. Thus there is an optimal discretization level, for which the error is minimal.
Second, it can be seen, that we are able to validate the discrepancy principle also numerically. If we look at the smallest error (the bold numbers) we see that the corresponding ratioτ ≈ 1, which confirms our convergence analysis. Also for smaller noise level the best n determining the projection space X n gets larger, e.g., for the Gaussian parameter with Σ = 0.03Id and 0.5% noise, we achieved the smallest error on the finest mesh.
Additionally, we find that for δ → 0 the estimated parameter q tends towards the exact parameter q † ; see the bold error numbers e.g. in Table 2 In case of the circle parameter (see Table 3 ), errors are higher than in the Gaussian case, even in the case of δ = 0.25% noise, which is probably due to the nonsmoothness of the parameter. 
Conclusion and remarks
Motivated by the fact that in practice many ill-posed problems are regularized by discretization in preimage space and aware of the fact that this does not yield convergence in general, we give here some new results on conditional convergence and convergence rates for this approach, including noisy data and nonlinear problems. Future research will be devoted to an investigation of different strategies for choosing the regularization parameter and on a posteriori selecting the sequence of spaces X n . One of them might be the refinement and coarsening algorithm proposed in [2] , [18] . Moreover, we will investigate multilevel and multigrid approaches in the context of regularization by discretization in preimage space; see, e.g., [13, 19, 14, 15, 16] for the case of regularization by discretization in image space.
