The problem of isolating the real roots of a univariate polynomial with integer coefficients is an important problem in computational mathematics. Given a polynomial with integer coefficients,
Description The source code is at http://www-polsys.lip6.fr/˜elias/soft.html
The solver takes as an input a file that contains the polynomial that we want to isolate its real roots. The input file contains the degree of polynomial and then its coefficients in ascending order with respect to the degree. For example the file test.dat that comes with SLV is as follows and corresponds to the polynomial 120 + 600 x 600 x 2 + 200 x 3 25 x 4 + x 5 .
To obtain a description of the functionality of SLV we type
The s y n t a x i s : Assuming that there is a file named test.dat, a sample run of the program is
The output of SLV gives isolating intervals and various information about the isolation process.
#bound It is an upper bound on the magnitude of the negative and the positive real roots. If the number is b, then the roots are in the interval (0, 2 b ). We need this bound to "put" all the (positive) real roots inside the interval (0, 1). If the bound is negative, then the real roots, if any, are already in (0, 1) and so there is no need to perform a (homothetic) transformation.
#roots The number of negative, positive real roots, and their sum.
#Nodes The total number of nodes of the subdivision tree of the algorithm.
#depth The depth of the subdivision tree.
#trans The total number of Taylor shifts performed by the algorithm, i.e., x x + 1.
#homo The total number of homothetic transformations, i.e., x x/2 b , for an integer b.
#pos h 1 The total numbers of hacks of the first type. This hack is as follows: To obtain an estimation of the number of roots of a polynomial f in an interval I (0, 1), we transform f to f I , using Möbius transformation. The roots of f in I correspond to the roots of f I in (0, ). Before performing the transformation, which actually corresponds to a Taylor shift, we check if all the coefficients of f are positive. Then f does not have any positive real roots.
#pos h 2 The total number of hacks of the second type. As in the description of #pos h 1 to obtain an estimation of the number of roots of a polynomial f in an interval I (0, 1), we transform f to f I , using Möbius transformation. We only need f I in order to obtain an estimation on the number of roots. To construct f I we need to perform a Taylor shift. We construct the coefficients of f I incrementally and we count the number of sign variations that occur. If at some point we obtain more that two sign variations, then we stop the process, as we know that we need to subdivide further the interval I.
#half h The total number of the Experiments We perform various experiments on various data sets and we compared SLV with various available solvers. We used a linux machine having 8 cores of Intel(R) Xeon(R) CPU E3-1275 v3 @ 3.50GHz and 32 GB of RAM. We concentrate the experiments on polynomials with a lot of real roots. When the input consists of random polynomials, that usually have a small number of real roots, say equal to the logarithm or the square-root of the degree, then the other solvers are more efficient than SLV. This is also the case, if there are clusters of roots. We refer to [1] for a detailed comparison of solvers and to [2] for recent theoretical and practical improvements for the case of clustered roots. We performed experiments with three solvers available at http://anewdsc.mpi-inf.mpg.de: ADsc, an implementation of approximate Descartes' algorithm, ANewDsc, an implementation of approximate Descartes' algorithm combined with Newton operator, and RS-15, a version of RS. We also tested RS-18, the version of RS in MAPLE 18. We refer to Figure 1 and Tables 1,2,3.
The next version The basic operation that SLV performs is the Taylor shift. The current implementation uses a suboptimal implementation of the Taylor shift that has arithmetic complexity O(d 2 ). The Taylor shift is used in two cases. The first is when we need to subdivide an interval and the second when we transform an interval to (0, ) to estimate, using Descartes' rule of sign the number of real roots in this interval. Actually, we only need to know if the number of sign variations is bigger than one. This is where the hack of the second type applies, as we construct the coefficients of the transformed polynomial incrementally. This translates to a huge gain in running times. To be able to construct the coefficients incrementally, we use the O(d 2 ) algorithm. If we use an optimal algorithm, of complexity O(d) for performing the Taylor shift, then we are not able to construct the coefficients incrementally and the hack of To have a gain we need to combine the two algorithms so that the hack of the second type to be applicable. This is ongoing work and the implementation is in FLINT. We call this version f-SLV.
To give an idea of the gain in running times using this combination of algorithms and the hack of the second type we have performed experiments withe current version of SLV and our experimental version of f-SLV. We can see the results of the experiments in the right of Fig. 1 and Table 1 . For n = 13 the experimental version f-SLV is more than two times faster than SLV. n/a n/a n/a 120155 52936 900 69784 Table 1 : Timings for Katsura polynomials.
