Simultaneous STATCOM and Pitch Angle Control for Improved LVRT Capability of Fixed-Speed Wind Turbines
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I. INTRODUCTION
P OWER systems have grid codes which require wind turbines to remain connected to the system during power system faults. All wind turbine technologies, irrespective of type, employed in high-power wind farms, are required by the new grid codes in some countries to have a fault ride-through capability for faults on the transmission system [1] . This is required in order to support the postfault system recovery and also prevent the collapse of the power system due to the loss of generation. This becomes more significant as wind power penetration level increases. Typical low-voltage ride-through (LVRT) requirements demand that wind farms remain connected to the grid for voltage levels as low as 5% of the nominal voltage for up to 140 ms [2] .
Induction generators are preferred as wind generators for their low cost, low maintenance due to rugged brushless construction, and asynchronous operation. Directly connected induction generators are not able to contribute to power system regulation and control in the same way as conventional field-excited synchronous generators. Induction generators need reactive power support to be connected to stiff grids. However, wind turbines are usually connected at weak nodes or at distribution levels where the network was not originally designed to transfer power into the grid [3] . This increases the need for dynamic reactive power support to ride-through severe faults.
When a disturbance or fault occurs, the voltage at the terminals of the wind turbine drops significantly, causing the electromagnetic torque and electric-power output of the generator to be greatly reduced. However, the mechanical-input torque is almost constant during typical nonpermanent faults and this causes the machine to accelerate. As the slip of the induction generator increases, the reactive power absorbed from the connecting power system increases. After the fault is cleared, a large amount of reactive power is drawn by the generators. If this is not available, the machine will speed out of control and get disconnected from the power system. To prevent these types of instabilities, STATCOMs can be connected to the system. STATCOM technology adds the missing functionality to wind farms in order to become grid-code compliant [4] . STATCOMs are able to provide only reactive power control and to overcome this limitation, STATCOMs with battery energy storage systems (STATCOM/BESS) have emerged as promising devices for power system applications [5] . However, the BESS is based on chemical processes and thus it has some limitations such as slow response speed and short service life. Another alternative proposed in this paper is to simultaneously control the STATCOM (reactive power) and the pitch angle of the wind turbine (real power) to enhance the LVRT capability of induction generators in wind farms.
The conventional converter model of STATCOM is a multiinput multi-output nonlinear model, and the difficulty in controlling the converter is mainly due to its nonlinear behavior [6] . There are several ways of dealing with nonlinearities. A simple way is to use two separate proportional-integral (PI) controllers to control the dc term and the reactive power [7] . However, in these cases, the response time is usually slow, and it is difficult to find appropriate PI parameters in a systematic way. Another method is to linearize the system around an operating point and then design a linear controller [8] . The two main problems with this method are: 1) the controller is not effective for large disturbances; and 2) the design is dependent on the operating point.
Several methods to control the pitch angle have been reported, e.g., the classical proportional-integral-derivative (PID) control [9] , gain-scheduling control [10] , robust control [11] , and other nonlinear controllers [12] . However, most strategies are based on a linear wind turbine model around a specific operating point [13] . A linear quadratic Gaussian (LQG) method for designing pitch control has been discussed in [14] . It is known that the LQG controller provides good robustness in terms of gain margins and phase margins. However, these LQG controllers are unable to provide robustness against uncertainties in the operating conditions [15] .
Robust control in power systems deals with the application of new techniques in linear system theory to enhance voltage and transient stability in power systems. The authors in [16] propose an pitch angle control design using a linear matrix inequality (LMI) approach to reduce the fluctuating power of wind generators. A robust coordinated control method has been proposed to smooth the fluctuations of the generated power via pitch angle and battery charge-discharge control [17] . An controller has been designed by an LMI approach to achieve system robustness [17] . The nonlinearities of wind generators have not been explicitly considered in these papers in the design of robust linear controllers. To overcome these limitations of linear controllers, a nonlinear control technique for STATCOMs has been proposed to improve power quality and LVRT capability of wind turbines [18] . Nonlinear controllers usually have a more complicated structure and are harder to implement in practice. From an industrial point of view, it is preferable to use simple linear robust controllers in wind turbines; however, for robust performance, the nonlinearities need to be taken into account when the controllers are designed.
This paper presents an effective control design procedure for dealing with nonlinearities using a linearization method where the Cauchy remainder is included in the design process as a norm-bounded uncertainty [19] . The mean-value theorem allows us to retain system nonlinearities in the system model; this improves modeling accuracy for representing nonlinear dynamics. This method enlarges the region over which the controller is effective, thus, enhancing the capability of the system to withstand large disturbances. Prior to the design of the controllers, a modal analysis has been carried out to identify the critical modes. By this approach, the potentially severe perturbations on the system are addressed in the controller design and this makes the proposed design procedure robust with respect to nonlinear behaviors in the system.
A minimax LQG design method is proposed for simultaneous STATCOM and pitch angle controls to augment the LVRT capability of wind turbines. Within the minimax optimal control design framework, robustness is achieved via optimization of the worst-case quadratic performance of the underlying uncertain system. The control design in this paper has been tested by simulations under various types of disturbances on a test system. Performance of the following two controllers is also compared to the controller proposed in this paper: 1) a robust STATCOM controller designed according to [20] and 2) a PI-based STATCOM controller proposed in [21] .
Due to the relatively large number of existing wind farms with fixed-speed wind turbines (although some of them are not obliged to have strict LVRT capability), it is important from a system-wide viewpoint that these wind farms comply with grid codes, even with respect to LVRT capability. The method proposed in this paper is able to make wind farms compliant with LVRT requirements and this is a major practical contribution of this paper.
The organization of the paper is as follows: Section II provides the mathematical modeling of the power system devices under consideration; test system and control objectives are presented in Section III; Section IV describes the linearization technique and the technique to obtain a bound for uncertainties; Section V contains the essential details of the minimax LQG controller design technique as applied to our problem; and in Section VI, controller design algorithm and the performance of the controller are outlined. Concluding remarks and suggestions for future works are collected in Section VII.
II. POWER SYSTEM MODEL
In this paper, we consider a benchmark power system [22] to analyze the LVRT capability of fixed-speed wind turbines. The system consists of wind generators, STATCOMs, and a constant MVA load. For stability analysis, we include transformers and transmission lines in the reduced admittance matrix.
The nonlinear model of a wind turbine is based on a static model of the aerodynamics, a two mass model of the drive train, and a third-order model of the induction generator. The aerodynamic rotor torque is given as [22] (1) where and is approximated by the following relation [23] :
Equation (1) shows that aerodynamic efficiency is influenced by variation of the blade pitch angle. Regulating the rotor blades provides an effective means to regulate or limit the turbine power during high wind speed or abnormal conditions. Pitch control performs power reduction by rotating each blade about its axis in the direction of reducing the angle of attack. In comparison with the passive stall, the pitch control provides an increased energy capture at rated wind speed and above. Constant-speed wind turbines can be equipped with pitch drives which quickly increase the pitch angle when an acceleration of the rotor is detected. This reduces the mechanical power and consequently limits the rotor speed and the reactive power consumption after the fault. Fig. 1 depicts the pitch angle controller. In this work, the pitch rate limit is set to 8 ( /s), , , s , s , and time constant is 0.2 s.
The drive train attached to the wind turbine transfers the aerodynamic torque on the rotor into the torque on the low-speed shaft, which is scaled down through the gearbox to the torque on the high-speed shaft. A two-mass drive train model of a wind turbine generator system (WTGS) is used in this paper. The drive train model can satisfactorily reproduce the dynamic characteristics of the WTGS. The dynamics of the shaft are represented as [22] (2)
The first inertia term stands for the blades, hub and lowspeed shaft inertia, while the second inertia term stands for the high-speed shaft inertia.
For representation of fixed-speed induction generator models in power system stability studies, the stator flux transients can be neglected in the voltage relations [24] . A transient model of a single cage induction generator (IG) with the stator transients neglected and rotor currents eliminated is described by the following differential-algebraic equations [22] , [24] : where , , , and . The STATCOM, as shown in Fig. 2 , is made up of a shunt transformer, a voltage source converter (VSC), a dc capacitor, a magnetic circuit, and a controller. The reactive power exchange of STATCOM with the ac system is controlled by regulating the output voltage amplitude of VSC. If the amplitude is increased above that of the ac system, the current flows through the shunt transformer from the STATCOM to the ac system, and the device generates reactive power (capacitive). If the amplitude is decreased to a level below that of the ac system, then the current flows from the ac system to STATCOM. The ac terminals of VSC are connected to the point of common coupling (PCC) through the leakage inductance of the coupling transformer.
The dynamics of this voltage source are governed by the charging and discharging of a large (nonideal) capacitor. The dynamics for STATCOM can be described by the following equation: (11) where is given by (12) where and are the real and imaginary parts of the equivalent transfer impedances between the terminal buses of STATCOM and infinite bus, and and are between terminal buses of STATCOM and wind farm, is the rotor angle of the wind generator,
, is the STATCOM ac terminal voltage, is the bus angle of the STATCOM in the reduced network, and is the constant and is the modulation index.
The STATCOM control strategy used in this paper is shown in Fig. 2 . The pulsewidth modulation (PWM) control technique is used because a PMW-based STATCOM offers faster response and capability for harmonic distribution [25] . In this method, the compensation is achieved by measuring the rms voltage at PCC and the dc capacitor voltage. The output voltage ( ) magnitude of the VSC relates to the dc side voltage and is also a function of the control phase angle and the modulation ratio of the PWM. The terminal voltage of STATCOM is measured using a transducer with first-order dynamic (13) where is the sensor output and is the voltage at the connection point of STATCOM, given by (10).
III. TEST SYSTEM AND CONTROL TASK
The test system shown in Fig. 3 consists of two main buses connected via two long parallel transmission lines. Wind turbines are connected to the first bus via transformers and the other bus is directly connected to the grid. Each induction generator works at the rated operating point and supplies 2 MW of active power. The wind farm considered in this paper has 25 wind turbines connected in parallel. We have used an equivalent aggregated wind generator model for the 25 turbines [26] . Wind farms, rated at about 50 MW and above, are normally not allowed to operate under severe fault conditions and the addition of the STATCOM with appropriate control is expected to increase the stability margin as well as LVRT capability of the wind turbine. A 10 MVA STATCOM is connected to the wind farm bus in this test system. For the test system, the state vector is . To appreciate the nature of the control task, we carried out the modal analysis for the open loop system with 50-MW wind power and 10 MVA STATCOM. The test system has an open-loop unstable mode corresponding to a positive eigenvalue at 0.1354. The participation vector for the dominant mode is shown in Table I . The normalized participation vector indicates that the states , , and make significant contributions to the dominant mode. The above states are related to both reactive power and torque imbalance, which means that STATCOM and pitch angle controllers are appropriate choices to stabilize the system.
Effective feedback signals for the controller can be found by the methods of residues [27] , where residues are the product of modal controllability and modal observability. The selection of the best feedback signals was made by comparison of the residues for different signals. Using the dominant residue method, the most effective control inputs were found to be with the feedback output . The other options considered for measured feedback output were real and reactive power output of the wind generator.
IV. LINEARIZATION AND UNCERTAINTY MODELING
Conventionally, a linear controller is designed by neglecting the higher order terms of the Taylor series around an equilibrium point. This linearization technique limits the applicability of the linear model to small deviations from the equilibrium point. In this paper, we propose the use of a linearization scheme which retains the contributions of the higher order terms in the form of the Cauchy remainder.
The reformulation proposed in this paper using Cauchy remainder allows us to represent the nonlinear power system models as (14) (15) (16) where is the state vector, is the control input, is the measured output, is known as the uncertainty input, and is known as the uncertainty output. The procedure for obtaining the matrices in (14)- (16) and bounding uncertainty has been described in the rest of this section.
Let be an arbitrary point in the control space; using the mean-value theorem, the test system dynamics can be rewritten as follows: (17) where where , , denote points lying in the line segment connecting and and denotes the vector function on the right-hand side of the vector differential equations.
Letting be the equilibrium point and defining and , it is possible to rewrite (17) as follows: (18) where and . System (18) is shown as a block diagram in Fig. 4 . We introduce a signal such that (19) where and
The nonlinearities considered in this paper are only due to the dynamics of , , , and , where the matrices and are chosen such that (21) where In general, , are not known beforehand, it is difficult to obtain the exact value of , but it is possible to obtain a bound on and over the operating range and parameter is chosen to ensure (22) From this, we have (23) and we recover the norm bound constraints [28] (24)
The expressions for and are obtained in a similar way as in [19] . The system can now be written as (25) For systems satisfying the above condition (24), the minimax LQG controller ensures that the nonlinear system (14)- (16) is stable for all instances of linearization errors.
The output matrix for the controller is defined as . The theory requires that [28] . This property is required by the design procedure but it does not represent any physical characteristics of the system; we choose the value of as small as possible. Equations (14)- (16) provide a new representation of the power system model which contains the linear part, and also another part with higher order terms. This formulation is used with the minimax LQG control theory to design the simultaneous STATCOM and pitch angle controllers for the wind farm.
V. MINIMAX LQG CONTROL
Minimax LQG methodology can be considered as a robust version of standard LQG controller design and it combines the advantages of both LQG and control [29] . Within the minimax optimal control design framework, robustness is achieved via optimization of the worst-case quadratic performance of the underlying uncertain system. This helps to achieve an acceptable trade-off between control performance and robustness of the system. The minimax LQG method described in [28] and [29] , for uncertain systems of the form shown in Fig. 4 , is applied to the following stochastic version of the power system model (14)- (16): (26) (27) (28) where is a unity Gaussian white noise. The underlying physical system does not include noise-like inputs. The white noise term is a technical addition to enable the design of a robust output feedback controller which computes control inputs to drive the system to its equilibrium point in the presence of uncertain disturbances in the system such as those due to the effect of nonlinearities. It is suggested in [29, p. 342 ] that the optimal minimax LQG controller for the above system (26)- (28) is also a quadratically stabilizing robust controller for the deterministic system (14)- (16) with norm bounded uncertainty subject to (24) . This motivates using the stochastic minimax LQG control design methodology to design a robust controller for the problem in this paper. As compared to the standard LQG control this minimax LQG controller provides robustness due to uncertainties which is important for the control design of wind generators.
In the minimax LQG problem for the stochastic system (26)- (28), the following quadratic cost functional is considered (29) where and , , , and is the expectation operator. The work in [28] and [29] considers the minimization of the maximum value of the cost over all uncertainties, such as in Fig. 4 , satisfying integral quadratic constraints (IQCs) [29] . Uncertainties satisfy an IQC if they belong to the set which consists of all such that for input signals and the output there exists a constant and a sequence of times , , , such that the following inequality holds for all :
The uncertainty class considered in this paper is a subset of the class of IQC uncertainties. This means that the optimum cost is an upper bound on the optimum cost for the norm-bounded uncertainty considered in this paper.
The optimum cost is the infimum of function obtained over all . The function is (31) where is a free parameter and the matrices and are the solution to the following pair of parameter-dependent algebraic Riccati equations [28] : , , the spectral radius of the matrix is , , , , . The minimax LQG optimal controller , with the at which the infimum of is reached, is given by (34) and (35), at the bottom of the next page [28] .
The controller guarantees the following minimax property:
To obtain the controller for the system considered in this paper, the parameter is chosen to minimize the quantity . A line search is carried out to find the value of which attains the minimum value of the cost function . This line search involves solving the Riccati (32) and (33) for different values of and finding that value which gives the smallest in (31). This allows us to construct a controller of the form in (35). In this paper, this suboptimal controller for the norm-bounded uncertainty is designed and implemented on the test system.
VI. CONTROLLER DESIGN ALGORITHM AND PERFORMANCE EVALUATION
The controller design steps are:
Step 1: From the simulations of the faulted system, obtain the range of the variation of state variables and form a volume with corner points given by and , , where is the largest variation of the th state variable about its equilibrium value .
Step 2: Obtain to satisfy (22) Step 3: Check if there exists a feasible controller with , i.e., if there exists a scalar such that there is a feasible solution to the coupled Riccati (32) and (33).
Step 4: If we obtain a feasible controller in the above step, either enlarge the volume , i.e., increase the operating region of the controller, or if we have arrived at the largest possible volume, then perform an optimal search over the scalar parameter to get the infimum of . If there is no feasible solution with the chosen , reduce the volume and go to Step 2. This process enables the selection of the largest range for which a feasible controller is obtained. The term , in the cost function (29) , corresponds to the norm squared value of the nominal system output and is treated as a design parameter affecting controller gain. Although a certain amount of trial-and-error was needed, we have determined that the value and the matrix , in the cost function (29) ensured satisfactory performance of the controller. It can be seen that the state variables representing the rotor speed, slip, and STATCOM dc voltage are given higher weight compared to the other state variables since we want quick controller response to compensate for speed and reactive power mismatch. Furthermore, the theory requires that [28] , so we chose . We carried out several simulations to obtain the operating range during transients by applying large disturbances. The maximum value of is obtained over this region and not globally. If the maximum value of is evaluated globally, the calculation burden will be very high and it will lead to a conservative controller. For the given power system model, we are able to obtain a feasible controller with the value of for the range of pu, pu, pu, pu, pu, , pu, pu, , , and . Although the designed controller is not globally stabilizing, simulations show that it stabilizes the postfault dynamics for severe disturbances.
The dominant mode for the closed loop is and the damping is 0.244. From the eigenvalues, it can be seen that the closed loop system is well-damped. Performance of the following three controllers was compared with respect to crit- The proposed controller is able to stabilize the voltage as well as the induction generator speed with fault clearing time 0.35 s. The speed of 1.32 pu at the fault clearing is greater than the critical speed of 1.28 pu as obtained for the PI controller with detailed simulations. Thus with the PI controller, the speed continues to increase even after the fault is cleared. Furthermore, the voltage gradually decreases and the wind generators have to be disconnected from the grid to protect them and avoid voltage collapse.
A three-phase fault is applied to one of the long transmission lines at 1 s and cleared at 1.33 s. The critical clearing time for the three phase fault is 0.35 s with STATCOM and pitch Figs. 7 and 8 show the speed and terminal voltage of induction generator with the PI-based STATCOM, robust STATCOM controller, and the proposed controller from which it can be seen that the proposed simultaneous STATCOM and pitch angle controllers perform better than the PI and single input robust STATCOM controller and results in a higher critical clearing time. The power system stabilizing pitch angle controller controls the active power of the wind farm so the oscillations in the speed get damped, which is especially visible during the simulation time of 1 and 6 s.
From our simulation analyses, we can conclude that simultaneous robust STATCOM and pitch angle controllers is almost as effective as the robust STATCOM controller in restoring voltage but provides better performance in restoring speed. It is clear that controlling only the voltage by the robust STATCOM controller might not be enough to keep the system stable. Sometimes, in order to stabilize the system quickly, it could be necessary to use the pitch angle control. The combined strategy of robust STATCOM and pitch angle control is more effective in recovering the system operation, and such combined control makes the system ride-through the fault without having to disconnect the generators from the system. Both the designed simultaneous robust STATCOM and pitch angle controllers, and robust STATCOM controller designed according to our proposed technique always performs better than the conventional PI-based STATCOM controller.
VII. CONCLUSIONS AND FUTURE WORKS
In this paper, an algorithm to design a robust output feedback simultaneous STATCOM and pitch angle controller for a wind farm composed of fixed-speed turbines is proposed, with the objective of enhancing the LVRT capability of the farm. The designed controller guarantees stability if the system postfault operating point is in the region for which the controller is designed. The results from the simulations show that the combination of the control of the dynamic reactive compensation and fast-acting pitch angle can improve the robustness of the overall solution applied to stabilize operation of the large wind farm and improve the fault-ride-through capability.
The controller order is the same as the order of the model so we need to do either model aggregation before controller design or controller order reduction after the design. The norm-bound on the uncertain term is obtained numerically and not analytically. In spite of the preceding two limitations of the presented method, simulations show that it performs well for large disturbances.
The next step of this research is the incorporation of other important nonlinearities in the system (such as the nonlinear behavior of the torque in the wind turbine) and the extension of the generator models to include the stator transients, in such a way that the nonlinearities in the behavior of the stator variables are accounted for in a more accurate manner. Furthermore, a more precise model of the noise acting on the system (as opposed to the assumption of a Gaussian white noise) may yield better results with respect to the ones obtained in this paper, and this issue will also be investigated in the future.
