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ABSTRACT 
Necessary and sufficient conditions are given for an n X n complex matrix to be 
the sum of projection matrices. The result is applied to show when a matrix is the sum 
of involutions. 
An element e # 0 in a ring is an idempotent if ez = e. The idempotent e 
is primitive if it cannot be written as the sum of two idempotents. Idempo- 
tents in the ring of n X n complex matrices are usually called projections, 
and thus primitive idempotents in this ring are rank one projections. In this 
note we consider when an n X n matrix A can be written as the sum of 
projections. In particular we show that A is the sum of projections if and only 
if trace A is a positive integer and trace A > rank A. We then apply this 
result to determine when a matrix is a sum of involutions. 
Let V be an n dimensional complex vector space and M,(C) the ring of 
n X n complex matrices. Given a sequence of complex numbers Ri = 
(A,, A,, . , A,) and LJ = (a,, a2,. . . , a,) E V, we let M(u, Ai) denote the 
n x n matrix with jth row kju for j = 1,2,. . . , n. Then M(u, Ai) is a rank 
one matrix for v f 0 and Ri # 0. 
We begin with an elementary, but useful, lemma. 
LEMMA 1. Let B = (bi j) E M,(@) and A,, A,, . . . , A, be given 
sequences of complex num&ers where hi = (h,, i, A,, i, . . , A, i). There 
are unique vectors ul, u2, . . . , u,, E V such that B = MC;,, A,) + 
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M(u,, A,) + ... + M(u,, A,) if and only if 
A 1,2 
A2.2 
A Il.2 
. . . 
. . . 
Proof. For each i, we wish to find u, = (cl, i, ce, i, . . , c,,, i) such that 
b,,i = A l,l’*,l + h1,2Ci,2 + ... +‘l,nci,n, 
b2,j = A 2 lci l + A, 2ci 2 + ... + A, ,,ci n, , . . , 
b,,i = A,, lci 1 + A,, 2c1 2 + --. + A, n~i ,l. . . > 
This set of equations has a unique solution if and only if the determinant A of 
the system is nonzero. n 
By the Jordan form we see that a rank one matrix is a projection precisely 
if it has trace 1, and thus, in order to write a matrix B E M,(C) as a sum of 
rank one projections, we will look for Rj, i = 1,2, . . , n, such that the 
vectors ur, v2,. . , v, of Lemma 1 satisfy trace M(y, A,) = 1, B = 
M(u,,h,) + **- +M(v,, A,), and A # 0. 
Before proving a special case of the theorem of this note we prove 
another lemma. 
LEMMA 2. Let 
B= 
C= 
a1 bl 0 
0 a2 b2 
. . . . . 
0 0 0 
0 0 0 
a1 Cl 0 
0 a2 ~2 
. 
. . . 
0 0 0 
0 0 0 
. . . 0 0 \ 
. . . 0 0 
and 
. . . a,-l b,-, 
. . . 0 a, 
. . . 0 0 
. . . 0 0 
. . . 
a,-1 ~“-1 
. . . 0 an 
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betwon X ncomplexmutriceswithbi # 0 =ci f Ofori = 1,2,...,n - 1. 
Then B and C are similar. 
Proof. Let V be an n dimensional complex vector space with basis 
Vi> n2, > q> and T the linear transformation which has B as matrix 
representation with respect to ul, ua, . . . , II,,. Then TUT = a,u, + b,u,+ 1 for 
i = 1,2,. . . , n - 1 and TV, = a,u,,. If bi = 0, then the subspace spanned by 
ui,u2,..., vi is an invariant subspace of T, while if bi = b, = 0 with i < j, 
the subspace spanned by u, + i, Us + 2, . , Us is again an invariant subspace for 
T. Thus, in order to prove the lemma, without loss of generality we can 
assume that bj # 0 for j = 1,2, . , n - 1. Then cj # 0 for all j. 
Let d, = 1 and d, = b,b, **a bip,/c,c, e.1 cipl for i = 2,. . , n. Then 
din,, d,u,, . . . , d,u, is a basis for V, and for i = 1,. . . , n - 1 
T(djui) = diT(ui) = d,a,u, + dibiujfl = ai(d,ui) + ci(di+lu,+l). 
In addition, as T(d,u,) = a,d,u,,, C is the matrix for T with respect to the 
bases d,u,, d,u,, . , d,u,,, and B and C are similar. n 
PROPOSITION 3. Let A = (a,, j> E M,,(c) be such that trace A = n. Then 
A is the sum of n primitive idempotents. 
Proof. If B is a matrix similar to A, then A is the sum of n rank one 
projections precisely if B has that property. Since the Jordan form of A is 
similar to A, we may thus assume that 
A= 
I a1 b, 0 ... 0 
0 a2 b, *** 0 
0 0 ...’ an_‘, b,_, 
0 0 ... 0 a, 
Because a rank one matrix of trace one is a projection, by Lemma 1 it is 
sufficient to find sequences A, = (A,, i, A,, i, . . . , A,,, i) for i = I, 2, . . , n and 
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vectors ui,us,..., r,, E v such that A = Mu,, A,) + .** +M(v,,> A,), 
trace LM(V,, Ai) = I for i = 1,. . , n, and 
Let ui = (c,, i, c2, t, , c,, i>. We can then write 
A 1.1 A,,, ... Al,,, 1 
where h,, ici ~ is the element in the k th row and the jth column of 
M(u,, Ai). Then A is the sum of the matrices M(y, Ai) precisely when 
A = k (&,qj) = AC, (1) 
i=l 
where A = (A,, i) and C = (ci j>. Here A = 1 AI. The condition that 
trace M(y, hi) = 1 is then 
~Ajicjj=l 
j=l 
(2) 
Let us write A i(u) for the determinant of the matrix obtained by replacing 
column i of A with the column vector u. If we rewrite (l), one column at a 
time, to obtain 
la ’ 1.j 
'2,j 
=A 
a n,j 
"l,j 
C2,j 
C n,j 
SUMS OF PROJECTIONS 243 
and assume that A z 0, then using Cramer’s rule we obtain 
‘a 1.j ’ 
Ai ‘2,j 
ci,j = - . 
A : 
. 
a 11 I j 
Substituting this into (2>, we obtain 
"1, j 
\ 
t ,${ Ai T2” -A=O, i = 1,2 ,..., 72. (3) 
j=l 
a n,j 
Since A = Ai (column i of A), Equation (3) together with the form we are 
assuming for A yields 
’ *l,i'l + A2 ibl - ‘1 i ’ 
4 
&a, + A,Iib2 - A,’ i 
) = (O), i = 1,2 ,..., n. (4) 
\ 
A, ia, ‘- A, i 
I 
We thus wish to find {hi, j) with 1 < i, j < n such that the n equations (4) 
are satisfied and A # 0. 
If we expand the determinant in the ith equation of (4) along the ith 
column, and add these relations, we find the coefficient of aj - 1 is A for 
j = I..., n and the coefficient of bj is the determinant of the matrix 
obtained from A by replacing the 1st row of A with the (j + 1)st row of A. 
In particular, the coefficient of bj is 0 for 4 = 1, . , n - 1. We thus obtain 
which will always be satisfied, since trace A = Cai = n. 
Since solving the n equations (4) is equivalent to solving any n - I of 
these equations together with the sum equation, which is always possible, in 
order to solve (4) it is sufficient to satisfy the first 1~ - 1 equations of this 
collection of equations. 
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Consider the ith equation of (4). This equation says an n X n matrix has 
determinant zero. Let ci, r, c~,~, . . , ci, n denote the columns of this matrix. 
Since ci,r,. . , ~~,~_r,c~,~+r,. . . ,ci n are columns of A, which has columns 
cl> c7+, . . . > c,, and IAl = A is to be nonzero, these columns are to be linearly 
independent and there exist ki, r, ki,2,. . , k,,i_l, ki,i+l,. . , ki,, E @, not 
all zero, such that 
ci,i = k, lcl + ki 2c2 + 0.. +k. c 
I.” “. 
These relations give rise to the following collection of equations: 
A,, 1( a2 - 1) + &,&72 = h.2A2.2 + ... +h,nAz,n> 
A*, l(U” - 1) = h,A,,2 + ... +kl,,,An,,,; 
4,2h - 1) + A2,24 = kz,A,, + *.a +kz,A,.> 
A2,2b2 - 1) + A,,,b, = k2d2.1 + ..a +kz,nAz,n> 
~“,2(% - l> = k2,A,,1 + ... +k2/i,+ 
Al,.-lh - 1) + A2,nd1 = L,d,,, + 0.. +L,,A,,, 
A2..-,(a2 - 1) + %nd2 = k-d2.1 + ..* +L,.A2,n, 
4l,.-l(% - 1) = kn-dn,l + a** +A,-l,,A,,,. 
This collection of equations can be regarded as a collection of n - 1 
systems each with n equations. We regroup the equations to form n systems 
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each with n - I equations. The new ith system will consist of the (n - i + 
1)st equation from each of the old systems. This gives 
*7I.l(% - 1) = b*,,, + ... +kl,.*,,., 
*n,2(an - 1) = kz,A,l + .a. +k2,nh,,n, 
A n.n-l(an - 1) = kn-l,l*n,l + ... +kn-,,n*n,n; 
*n-l,l(an-l - 1) + *n,lbn-l = k1,2*,-1,2 + **a +kl,.Ll,.~ 
A n-Jan-1 - 1) + *,,A, = kdn-1 + a.. +&A-l,,i 
A n-l,n-l(an-l - 1) + *n,n-lbn-l = kn-l,l*n-l,l + *a. +k,-l,,*,-l,,; 
*,,,(a1 - 1) + *A = k,,,*,,, + 1.. +kl,,A,n, 
*da1 - 1) + *,,A = k2,A.l + ... +kl,,*,,,; 
A i,nPl(al - I> + &,n-lbl = k,-,,,A,,, + ... +k,P,,,4,,. (5) 
We now impose the condition in (5) that hi, i = 1 for i = 1,2, , n - 1 
and refer to this new system as (5’). With this condition we have shown there 
are values for k i j and Ai,j, i < i, j < n, with A # 0 precisely if there are 
vectors A, = (A,: i A,, i, . . . , h, i) with IAl # 0 and vectors vi such that hi, i = 
1, A = M(R,, vi) + *** +M(A,, u,,), and trace M(A,, vi) = 1 for each i. In 
order to solve (5’) we first solve the case when b, = 0, i = 1,2,. , n - 1, 
i.e., A is a diagonal matrix. 
We wish, then, to solve A = AC with Ai, i = 1, [RI = A f 0, and 
C;=, Aj,ici,j = 1 for i y 1,. ., n. 
This last relation says that each element of the diagonal of CA is one. 
Assuming A # 0, we write C = A-‘A, and as CA = A-iAA, we must then 
find a matrix, similar to A, having each diagonal element 1 and with the 
matrix of similarity having each diagonal element 1. If w is a primitive nth 
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root of unity, and F = (fi,j) is the n X n matrix with fi, j = w-(‘- lxj-‘)/ fi, 
then F is unitary and F-‘AF is a circulant, as A is diagonal. (See Davis, 
1979, p. 73). S’ mce a circulant has constant value along the diagonal, and 
trace A = n, we have that each element of the diagonal of F-lAF is 1. Now 
let D be the diagonal matrix 
‘fi? \ 
fi,,: 
\ f;,! / 
and A = DF. Then A is invertible and has ones along the diagonal, and 
A-‘AR = F-‘D-‘ADF = F-‘AF, as A and D commute. This shows that 
(5’) is solvable for the case bi = 0, i = 1,2,. , n. 
In order to solve the general case of (5’) we solve the first set of 
n - 1 equations for A, i, A, 2r . . , A, n_ 1 . . in terms of the {ki j), insert these 
values into the second set of equations, and then solve for A,,_ i, 1, 
A rr-1.2, “.) A n - 1, n’ Continue this process until the last set of equations is 
solved for A,,,, A,,,?, . , A,, ,~. Then the Ai, j’s are rational functions of the 
k. .‘s and the bi’s. But if bi = 0 for i = I, 2, . . . , n, there are k,, j’s such that 
Ii/ = A # 0. As A is a continuous function of b,, b,, . , b,, , for fixed ki, j’s 
there must be complex numbers ci, ca, . . . , c,,, with ci # 0 if bi # 0, such 
that (5’) is solvable with b, replaced by ci. By Lemma 2. as A is similar to 
a1 Cl 
a2 c!2 
. . 
\ 
. . 
. . 
a,, 
and this latter matrix is the sum of n projections, A is the sum of n 
projections. n 
THEOREM 4. Let A E M,(C). Then A is the sum of projections if and 
only if trace A is a nonnegative integer and trace A > rank A. 
Proof. If A = P, + ... + Pk where Pi are projections, then trace A = 
cf+ trace Pi, and so trace A is a nonnegative integer. Since rank Pi = 
trace P,, 
rank A = rank( P, + ... +P,) < Crank P, = xtrace Pi = trace A. 
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Conversely, we can assume A # 0. If n = 1, the result is clear, and so we 
proceed by induction on n, assuming the truth of the theorem for values 
smaller than n. Let A E M,(@) h ave trace A a positive integer and trace 
A > rank A. In order to write A as a sum of projections it is sufficient to 
write any matrix similar to A as such a sum. 
Case 1: 1 is an eigenvalue of A. By the Jordan form, A is similar to 
where B is r X r, C is (n - r) X (n - r), 1 is the only eigenvalue for B, B 
is in Jordan form, and 1 is not an eigenvalue for C. Since trace B = rank B, 
rank A = rank B + rank C, and trace A = trace B + trace C, we conclude 
that both B and C satisfy the hypothesis of our theorem. Because n - r < n, 
by our induction assumption C = P, + 1.. +Pt for (n - r> X (n - r> pro- 
jection matrices Pi. Write B = R, + R, + ..* +R,, where Ri is the r X r 
matrix having the same ith row as B and zeros elsewhere. Because B is in 
Jordan form, each Ri is a projection. Hence A is similar to 
(2 z)+...+(; z)+(g g)+...+(g ;)
and each of these matrices is an n X n projection matrix. 
Case 2: 1 is not an eigenvalue for A. Let 1 = trace A - rank A. By our 
assumption 1 is a nonnegative integer. We prove this case by induction on 1. 
If 1 = 0, then A is similar to a matrix of the form 
where rank B = trace B. 
By Proposition 3, B is a sum of projections and so A is. Continue by 
induction on 1, and suppose that case 2 is established for 1 - 1 where 1 > 1. 
Because trace A # 0, there is a nonzero eigenvalue (Y for A. Thus A is 
similar to a matrix of the form 
where Ja is the Jordan block for CY. 
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1 0 0 ... o\ 
0 0 0 .a* 0 
D= 
Then trace D = trace A - 1 and rank D = rank A, as CY # 1. Because 1 > 1, 
we have trace D > rank D and trace D - rank D = 1 - 1. If 1 is not an 
eigenvalue for D, then by our induction on 1, D is a sum of projections. If 1 
is an eigenvalue for D, then by case 1, D is a sum of projections. In either 
case, this implies that A is a sum of projections, and our proof is complete. 
W 
An involution u E M,(C) is an element with cr2 = I. Of course, f Z are 
each involutions, and if (T is an involution, so is - u. If p = (I + a>/2, 
then p is a projection if and only if u is an involution. Because of this 
relation we can use Theorem 4 to give a condition for an element A E M,(C) 
being the sum of involutions. 
THEOREM 5. Let A E M,(C). 
(1) Zf n is odd, A is the sum of involutions if and only if trace A is an 
integer. 
(2) Zf n is even, A is the sum of involutions if and only if trace A is an 
even integer. 
Proof. If u is an involution, u is similar to 
and so trace u = n - 2r, which is an integer. If A is the sum of involutions, 
trace A is then an integer, and if n is even, n - 2r is even, so trace A is a 
sum of even integers, hence even. 
Conversely let A E M,(C) h ave integer trace which is even if n is even. 
Let K be a positive integer such that 
(a) K > 2 - (trace A)/n, 
(b) K > 1 Al for any eigenvalue h of A, 
(c) trace A + Kn is even. 
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Notice that if n is even (c) is always met, while if n is odd, trace A = K 
(mod 2). By (b), A + ZU is invertible and so 
rank(A+ZCZ) =rank = n. 
From (a) we notice that trace( A + ZU)/2 > n, and so by Theorem 4, 
(A + ZU)/2 is a sum of projections. 
Suppose (A + HI/2 = P, + *** +P, with Pi” = Pi for i = 1,. , s. 
Then 
A + ZU = P, + ... +P, + P, + ... +F’,, 
A = (2P, - I) + ... +(2q - I) + (s - K)Z. 
Since 2 Pi - Z is an involution for each i, and (s - K)Z is a sum of copies 
of + I, we have that A is a sum of involutions, completing the proof. n 
The author would like to thank the referee for pointing out an oversight in 
an earlier version of Proposition 3 and for suggestions to make the paper 
more “reader friendly.” 
REFERENCES 
1 Davis, P. 1979. Circulant Matrices, Wiley, New York. 
2 Halmos, P. 1974. Finite Dimensional Vector Spaces, Springer-Verlag, New York. 
3 Jacobson, N. 1956. Structure of Rings, Amer. Math. Sot. Colloq. Pub. XXXVII, 
Providence. Rev. ed., 1964. 
Received 28 September 1991; f ma manuscript accepted 25 August 1992 1 
