We investigate low-dimensional examples of cyclic pursuit in a collective, wherein each agent employs a constant bearing (CB) steering law relative to exactly one other agent. For the case of three agents in the plane, we characterize relative equilibria and pure shape equilibria of associated closed-loop dynamics. Re-scaling time yields a reduction of phase space to two dimensions and effective tools for stability analysis. Study of bifurcation of a family of collinear equilibria dependent on a single CB control parameter reveals the presence of a rich collection of trajectories that are periodic in shape and undergo precession in physical space. For collectives in three dimensions, with an appropriate notion of CB pursuit strategy and corresponding steering law, the two-agent case proves to be explicitly integrable. These results suggest control schemes for small teams of mobile robotic agents engaged in area coverage tasks such as search and rescue, and raise interesting possibilities for behaviour in biological contexts.
Introduction
In our companion paper [1] , we developed a framework for analysing collectives of autonomous agents engaged in dyadic pursuit interactions. Modelling the agents as self-steering particles on the Lie group SE(2) (the group of rigid motions in the plane) with interactions governed by a static directed cycle graph, we demonstrated a symmetry reduction to a labelled shape space and provided a convenient parametrization of space. Pursuit strategies were then formulated as constraints on the shape space, and the constant bearing (CB) pursuit strategy (with associated steering law) was investigated as a building block for an n-agent cyclic pursuit system (i.e. agent i pursues agent i + 1, mod n). The resulting dynamics rendered a particular submanifold both invariant and attractive, and by application of classical tools of nonlinear analysis we derived necessary and sufficient conditions for the existence of special steady-state solutions for the collective on the invariant manifold, such as circling and rectilinear relative equilibria, and shape-preserving spiral and focal expansion motions.
Though [1] primarily addressed the general n-agent cyclic-pursuit system, that paper also included a brief sketch of some interesting low-dimensional special cases. Of particular interest was the two-agent 'mutual CB pursuit' case, with integrable shape dynamics. The current work is a deeper exploration of low-dimensional cases, specifically the planar three-agent system and the three-dimensional two-agent system. These results suggest applications in robotics and yield insights that hint at richer possibilities of the general n-agent setting.
In §2, we present both the planar and three-dimensional full-state dynamics and then briefly review the pertinent details of [1] , including the reduction to shape space (in the planar context) and subsequent scalar parametrization of the shape space as depicted in figure 1. We recall the cyclic CB pursuit formulation which results in an attractive and invariant manifold, upon which we have the restricted dynamics given by (2.6) with cycle closure constraints (2.7). A rescaling of the time variable leads to the derivation of 'pure shape' dynamics (2.18) and (2.19) , forming the basis for our analysis in §3 and §4.
In §3, we specialize to the case of three agents in the plane and completely characterize relative equilibria of rectilinear and circling type, and pure shape equilibria. We show that one particular class of collinear equilibria depends on a single parameter, leading to the bifurcation and stability analysis which is the subject of §4. In this context, the 'pure shape' dynamics is two-dimensional and thereby (expanding on the results of [2] ) permits the use of phase portrait analysis. At a critical value of the bifurcation parameter, there emerges a full family of periodic orbits in phase space corresponding to precession in physical space. (See animations in the electronic supplementary material.)
In §5, we consider cyclic CB pursuit in three-dimensional space. We formulate the CB pursuit strategy for three dimensions and state an associated steering law which results in an attractive and invariant submanifold, analogous to the planar case. We then specialize to the two-agent case and demonstrate that the resultant dynamics on the invariant manifold are integrable, reformulating the results of [3] in a concise manner.
The results of §3 and §4 suggest the possibility of using cyclic CB pursuit for controlling small teams of autonomous mobile agents to execute tasks related to surveillance, search and rescue, plume detection/tracking, etc. These types of missions can often be decomposed into primitives such as the following:
(i) Transit. The collective of agents must proceed in a coordinated fashion to a designated starting point for the search. (This point could correspond to the last known position of a lost hiker or a distress beacon.) We note that the type 1 three-particle rectilinear equilibria described in proposition 3.3 could provide a method to maintain a particular collective shape in the context of this mission primitive. (ii) Search. Having arrived at the starting point, the team of agents must execute a methodical search which expands from that initial point. If search speed (i.e. exploring a large area quickly) is the highest priority or the agents need to maintain a particular configuration based on constraints regarding communication or sensor capabilities, then an expanding spiral search such as the 'pure shape equilibria' discussed in §3 may prove advantageous. If thoroughness of coverage is most important, then the precessing trajectories described in §4d may provide a useful control approach. We note that a related scheme for area coverage based on mutual motion camouflage (MMC) is described in [4] , but is restricted to the two-agent context rather than the three-agent cyclic pursuit described in this work. (iii) Persist. Upon localization of the desired target (e.g. a lost hiker), the team must maintain a persistent presence to facilitate tracking and communication. This mission primitive could incorporate the circling relative equilibrium described in §3, and periodic orbits of §4d.
Such mission primitives could be appropriately sequenced to accomplish a required search and tracking task, with transitions effected by shifts in the CB control parameters for individual agents. These ideas will be developed in future work; see [5, 6] for related concepts on interesting perturbations of cyclic pursuit. While the research in this work focused on a CB strategy used by all agents in a collective, it is also possible to consider heterogeneous pursuit strategies in both natural and artificial settings. Different kinds of collective behaviour may arise from different strategy choices of individuals based on their sensory capabilities, as well as the context or purpose. The methods used in this paper also lend themselves to analysing these richer settings. Initial work along these lines has given rise to a laboratory demonstration of an application to a search-and-rescue mission [7] . It has been pointed out to us that such missions, if reliably automated, can save time and other scarce resources in life-saving situations at sea.
Self-steering particles
A collection of mobile agents manoeuvring in three-dimensional space can be modelled using the language of curves and moving frames [8] . While the Frenet-Serret equations provide perhaps the most well known of the framing conventions, here we find that the natural Frenet frames (or relatively parallel adapted frames) are more conducive to our purposes. To model a collective of n agents travelling at respective speeds ν i (in this work assumed to be constant), we denote the position of each agent with respect to an inertial frame by r i , and associate with each agent the natural Frenet frame (x i , y i , z i ), yielding the dynamicṡ
where u i and v i are the natural curvatures viewed as steering controls. These three-dimensional system dynamics will be the subject of our investigation in §5. When restricted to the plane, (2.1) simplifies toṙ
which served as a starting point for the analysis in the companion paper [1] .
(a) Directed graph and shape variables
We define the 'attention graph' G = (N , A) with node set N = {1, 2, . . . , n} and arc set A, to describe which of the other agents a particular agent will respond to. (In the context of pursuit interactions, G specifies the particular pursuit target for each agent.) In this work, we focus exclusively on the cycle graph, for which the arc set takes the form
In the planar setting, Galloway et al. [1] detail a symmetry reduction to the (3n − 3)-dimensional shape space, which describes the relative positions and orientations of the agents. Figure 1 . Definitions of the shape variables κ i , θ i and ρ i . The interpretation of the arc (i, i + 1) ∈ A is that particle i is paying attention to particle i + 1. (Online version in colour.)
For the cycle graph, we make use of a particularly convenient polar parametrization of the shape space in terms of the angles κ i , θ i and the ranges ρ i > 0 (figure 1), defined by
where r i,i+1 r i − r i+1 and R(β) denotes the 2 × 2 rotation matrix
The constraint ρ i > 0 prohibits sequential collocation of agents so that control laws (below) are well posed.
(b) Constant bearing pursuit
The CB pursuit strategy specifies that agent i should manoeuvre so as to maintain a specified angle α i between its own heading and the bearing to the pursued agent (agent i + 1 in a cyclic pursuit scheme). Here, we employ the associated CB pursuit law developed in [9] , expressed in shape variable notation as
where μ i > 0 is a control gain and α i is the desired CB angle. Under such a cyclic CB pursuit scheme, there exists a submanifold M CB(α 1 ,α 2 ,...,α n ) of dimension 2n − 3 which is both invariant and attractive [1] . On this submanifold, each agent executes the CB pursuit strategy exactly (i.e. κ i ≡ α i ), and the dynamics restricted to this manifold takes the forṁ
The initial conditions are subject to a cycle closure constraint imposed by the form of the arc set A, given by
If the cycle closure constraints are satisfied initially, then the dynamics (2.6) preserve the constraints. Thus, the dynamics (2.6) with constraint (2.7) have 2n − 3 degrees of freedom (i.e. 2n shape variables with three constraints) and govern the trajectories of an n-agent cyclic (CB) pursuit system restricted to the invariant manifold M CB(α 1 ,α 2 ,...,α n ) .
(c) Reduction to pure shape dynamics An appropriate rescaling of the time variable results in a form of the shape dynamics (2.6) which can be separated into two parts: one part describing the dynamics of size, and the other part describing the evolution of the pure shape [1] . Here, we will explicitly derive this alternative form of the shape dynamics for the specific case of n = 3, which is the focus of §3 and §4. This formulation proves very beneficial in the three-agent case since it results in two-dimensional pure shape dynamics, for use in phase portrait analysis.
We start from the dynamics (2.6) and proceed by eliminating θ 1 , θ 3 and ρ 3 by explicitly substituting the cycle closure constraints (2.7). It follows from the first constraint in (2.7) that θ 1 = π + α 1 + α 2 + α 3 − θ 2 − θ 3 , and subsequent substitution into the second constraint in (2.7) yields the equation 8) where 0 denotes the two-by-two zero matrix. Thus, the term in brackets must be the zero matrix, and (2.8) can be expressed component-wise as
and
By summing the square of each equation in (2.9) and simplifying, we have (law of cosines)
which satisfies our strict positivity condition ρ 3 > 0 as long as we forbid ρ 1 = ρ 2 with θ 2 = α 2 .
(Note that no claim is being made that the dynamics necessarily enforce this condition.) Then substituting (2.9) and (2.10) into (2.6), we have an equivalent representation of our three-particle shape dynamics on M CB(α 1 ,α 2 ,α 3 ) , given bẏ
(2.11) subject only to the strict positivity constraints on ρ 1 , ρ 2 and ρ 3 .
We proceed by considering the change of variables given bỹ
and denoting 
14)
withρ 1 defined as in (2.11). We then introduce a scaling of the time variable
(Note that an analogous statement holds for dλ/dτ and dρ 1 /dτ .) Letting the prime superscript denote differentiation with respect to the scaled time variable τ , we then have
We note that these (unconstrained) dynamics are equivalent (for n = 3) to (2.6) constrained by (2.7). We also observe that the definition of P and the time-scaling renders (2.18) and (2.19) as a self-contained system in {θ 2 ,λ}, describing the evolution of the pure shape (i.e. 'shape without size') on the punctured cylinderM
(As discussed previously, the deletion of the point {(α 2 , 0)} is necessary to maintain our prohibition on sequential collocation, but it is not enforced by the dynamics (2.18) and (2.19).) We interpret ρ 1 as the size of the system, and it can be obtained from quadrature of (2.20) once the pure shape is known.
3. Relative equilibria and pure shape equilibria for three-particle cyclic pursuit
The analysis in [1] provided necessary and sufficient conditions for the existence of certain special solutions of the dynamics (2.6) in the case where n is arbitrary, including the existence of relative equilibria for the full dynamics (2.2) (which correspond to equilibria of the shape dynamics (2.6)) as well as pure shape equilibria for which the pure shape of the collective remains constant.
Relative equilibria for the dynamics (2.6) exist in two forms: rectilinear relative equilibria, in which all agents move in the same direction along parallel straight-line trajectories, and circling relative equilibria, in which all agents travel on a common closed circular trajectory separated by fixed chordal distances. Stability analysis of such relative equilibria for an arbitrary number of agents proves difficult, but specialization to the low-dimensional cases (here n = 3) allows us to make precise statements building on [2] .
In what follows, we will exclusively use the time-rescaled representation of the shape dynamics provided by (2.18)-(2.20). We observe that setting these dynamics to zero will not yield a unique equilibrium value for ρ 1 , since ρ 1 is positive and only appears as a scale factor in (2.20). Hence, relative equilibria (if they exist) occur as members of a continuum of relative equilibria parametrized by the scale factor ρ 1 . Therefore, stability of such solutions must be discussed in terms of the stability of manifolds associated with the equilibrium values for θ 2 andλ, as made clear in the following definition. (a) Existence and stability of circling and pure shape equilibria Application of propositions 6.1 and 6.3 from [1] to the three-particle case yields existence conditions for circling relative equilibria on the manifold M CB(α 1 ,α 2 ,α 3 ) , as well as equilibria for the pure shape dynamics (2.18) and (2.19) described as 'pure shape equilibria'. These propositions also provide the corresponding equilibrium values, given by -circling equilibrium: θ 2 = π − α 1 ,λ = ln(sin(α 2 )/sin(α 1 )); -pure shape equilibrium:
Definition (stability of a manifold).
Accordingly, we can define
as the manifold consisting of all circling equilibria. (Note this may be empty if the appropriate existence conditions are not met.) Similarly, we define a one-parameter family of manifolds
where τ k is defined above. These manifolds correspond to the possible pure shape equilibria from proposition 6.3 in [1] . While [1] provided no stability characterization for such equilibria, here we show that linearization of the dynamics (2.18) and (2.19) for the n = 3 case yields conditions for stability, as summarized in propositions 3.1 and 3.2. (Note that we restate existence conditions from [1] for the sake of completeness and clarity, and that a proof of each proposition is included in the electronic supplementary material.) Proposition 3.1. Given a three-particle cyclic CB pursuit system evolving on the manifold M CB(α 1 ,α 2 ,α 3 ) according to the shape dynamics (2.18)-(2.20), a circling relative equilibrium exists if and only if
Moreover, the stability of such three-particle circling equilibria can be characterized as follows:
, then any associated circling equilibrium is unstable;
(ii) if cos( 
integer k ∈ {0, 1, 2} such that
Moreover, the stability of such pure shape equilibria can be characterized in terms of the stability coefficient
as follows: (b) Existence and characterization of rectilinear equilibria Applying proposition 6.1 from [1] to the n = 3 case reveals that three-particle rectilinear equilibria can be exhaustively classified in terms of two types, one type associated with collinear configurations and the other with non-collinear configurations. 
Proof. See the electronic supplementary material, Supplemental Calculations.
The two types of three-particle rectilinear equilibria are depicted in figure 2 . By linearizing the pure shape dynamics (2.18) and (2.19) about a generic type 2 rectilinear equilibrium, one can show that at least one eigenvalue will always be positive and therefore the manifold
is always unstable. The stability of type 1 rectilinear equilibria provides a more interesting range of results and is the subject of the next section. 
Stability and bifurcation analysis for type 1 rectilinear equilibria
For type 1 rectilinear equilibria, we may assume without loss of generality that α 1 = α 2 = α = π + α 3 for some α ∈ [0, 2π ). Thus, the dynamics (2.18) and (2.19) are parametrized by a single parameter, leading to a bifurcation analysis in terms of α. By substitution of α 1 = α 2 = α = π + α 3 into (2.18) and (2.19), we arrive at
where P = e 2λ − 2 eλ cos(θ 2 − α) + 1. At equilibrium, we have θ 2 = π + α 1 = π + α (from proposition 3.3), and we therefore define an angular error variable
so that φ = 0 only at equilibrium ( figure 3) . By a slight abuse of notation, we denote
and subsequently formulate the {φ,λ} dynamics as
These dynamics evolve on a manifold (punctured cylinder, since we exclude (φ,λ) = (π , 0)) which is diffeomorphic toM CB(α,α,π+α) as defined in (2.21), and therefore we will consider the {φ,λ} dynamics as evolving onM CB(α,α,π+α) . Then the set (illustrated in figure 4 )
denotes a continuum of type 1 rectilinear equilibria for the pure shape dynamics (4.4). One can show that in factM Rect(α) contains all the equilibria for the dynamics (4.4) . This can be demonstrated by first verifying that sin(α)λ − cos(α)φ = sin(φ)(1 + P eλ), from which it follows that φ = 0 =λ ⇒ sin(φ) = 0. The claim then follows by verifying that φ = π cannot correspond to an equilibrium for the dynamics. Before proceeding with our bifurcation analysis, we state the following lemma regarding a particular property of the vector field (4.4) in the vicinity of the setM Rect(α) , which will be used in the proof of proposition 4.2.
Lemma 4.1. Let φ ∈ (0, π ) ∪ (π , 2π ) and define
Then for any fixedλ 0 ∈ R, by l'Hôpital's rule,
(is well defined for α = 0, π ).
Proof. we have
from which it is apparent that the submanifolds defined, respectively, by V 0 = 0 and V 0 = −2 are both invariant under the dynamics (4.8), in the sense that the vector field is tangent to these submanifolds. Noting that V 0 = −2 ⇐⇒ φ = 0, we see that the latter invariant submanifold corresponds to our set of rectilinear equilibriaM Rect(0) from (4.5). We define the other invariant submanifold as
noting that the one-dimensional reduced dynamics on are characterized byλ = 2 eλ(eλ − 1), i.e. all motion on is away from the pointλ = 0. Figure 4 shows the phase portrait 1 for the α = 0 case, along with the invariant manifoldsM Rect(0) and , and representative particle configurations. Because φ ∈ S 1 and therefore φ = 0 is identified with φ = 2π , the phase portrait should be viewed as a punctured cylinder which has been cut along the setM Rect(0) and unwrapped. The following proposition summarizes the stability analysis for the α = 0 case, demonstrating that is unstable andM Rect(0) is attractive on all but the thin subset ⊂M CB(0,0,π) . Proof. Let V 0 be defined as in (4.9), and define . Though Ω 0 is not bounded as a set, we claim that every trajectory of (4.8) which starts in Ω 0 is bounded. To prove this claim, we argue by contradiction. If such a trajectory were unbounded, then it must become unbounded inλ (as it cannot crossM Rect(0) or ). Because there are no equilibrium points contained in Ω 0 except for the setM Rect(0) , and V 0 < 0 on Ω 0 −M Rect(0) , it must be that the trajectory asymptotically approaches the setM Rect(0) while becoming unbounded in the directionλ = +∞ orλ = −∞. However, by lemma 4.1 it holds that lim φ→0 (dφ/dλ) = −∞, and thereforeM Rect(0) cannot serve as an asymptote for the trajectory. Hence, the trajectory must be bounded, and therefore by Birkhoff's theorem the ω-limit set is nonempty, compact and invariant. Asymptotic convergence toM Rect(0) follows as in the steps in the proof of LaSalle's invariance principle [11] . Finally, as can be arbitrarily small, it follows that the region of convergence is given byM CB(0,0,π) − .
(b) Analysis of the α ∈ (0, π/2) ∪ (3π/2, 2π ) case for type 1 rectilinear equilibria
For α ∈ (0, π/2) ∪ (3π/2, 2π ), our dynamics are as stated in (4.4). The phase portrait (as exemplified by the figures on the right-hand side of the unit circle in figure 5 ) suggests that most trajectories converge asymptotically to the equilibrium setM Rect(α) , a result which we can prove analytically for trajectories which start in a particular neighbourhood ofM Rect(α) . 
LetM Rect(α) be defined as in (4.5) . Every trajectory of (4.8) starting in Ω α converges asymptotically tõ M Rect(α) .
Proof. Owing to space constraints, we provide only a sketch of the proof. Defining
By a rather lengthy analysis, one can demonstrate that φ < 0 on Ω + α and φ > 0 on Ω − α , and therefore the quantity V = − cos(φ) satisfies V ≤ 0 on Ω α with V = 0 only on the setM Rect(α) ⊂ Ω α . The proof then proceeds analogously to the proof of proposition 4.2, using a similar argument to prove boundedness of trajectories and then applying the steps from the proof of LaSalle's invariance principle [11] .
(c) Analysis of the α ∈ (π/2, 3π/2) case for type 1 rectilinear equilibria For α ∈ (π/2, 3π/2), our dynamics are as stated in (4.4). Representative phase portraits, such as those displayed on the left-hand side of figure 5, reveal that the equilibria ofM Rect(α) are unstable in this case. We can formally prove instability of the equilibria inM Rect(α) by observing that linearization of the dynamics (4.4) about an equilibrium point (0,λ 0 ) ∈M Rect(α) yields the Jacobian matrix 15) which has an eigenvalue at −(e 2λ 0 + eλ 0 + 1) cos(α) > 0 (for α ∈ (π/2, 3π/2)). Numerical explorations show that generic trajectories onM CB(α,α,π+α) spiral in towards the excluded point φ = π ,λ = 0, which implies that ρ 3 /ρ 1 −→ 0. Having demonstrated stability for α ∈ [0, π/2) ∪ (3π/2, 2π ] and instability for α ∈ (π/2, 3π/2), our bifurcation analysis leads us to consider the transition point α = π/2 (and, by analogy, α = 3π/2). Substitution of α = π/2 into the dynamics (4.4) yields
The phase portrait (displayed at the top of figure 5 and in more detail in figure 6 ) reveals some remarkable properties of the trajectories of these dynamics. Analogous to previous cases, the set M Rect(π/2) consists of a continuum of equilibria of rectilinear type, but unlike the previous cases there are no trajectories which converge asymptotically toM Rect(π/2) . Rather, all trajectories that do not start onM Rect(π/2) exhibit periodic behaviour in the (φ,λ) space, depicted in the phase portrait as counter-clockwise closed orbits. (Analogous clockwise orbits appear in the α = 3π/2 case.) The corresponding particle trajectories in the plane display precession, as illustrated in figure 7 . We proceed using the notion of reversible dynamics.
Definition (involution).
A diffeomorphism F : M −→ M from a manifold M to itself is said to be an involution if F = id M , the identity diffeomorphism, and
Definition (F-reversibility).
A vector field X defined over a manifold M is said to be F-reversible if there exists an involution F such that F * (X) = −X, i.e. F maps orbits of X to orbits of X, reversing the time parametrization. Here, (F * (X))(m) = (DF) F −1 (m) X(F −1 (m)) ∀m ∈ M is the push-forward of F. We call F the reverser of X.
The following proposition establishes that the dynamics (4.16) are in fact F-reversible. Proof. Identifying the vector field from (4.16) as X(φ,λ), we have components X 1 (φ,λ) = φ and X 2 (φ,λ) =λ . As P(−φ,λ) = P(φ,λ), we can establish by direct calculation from (4.16) that X 1 (−φ,λ) = X 1 (φ,λ) and X 2 (−φ,λ) = −X 2 (φ,λ). Therefore,
which establishes the claim. Proposition 4.4 leads us to the following theorem of Birkhoff [12] . (See [13, 14] for a proof.)
Theorem (G. D. Birkhoff). Let X be an F-reversible vector field on M and Σ F the fixed-point set of the reverser F. If an orbit of X through a point of Σ F intersects Σ F in another point, then it is periodic.
We proceed by defining
so that Φ Φ + ∪ Φ − represents the nullcline (φ = 0), and similarly 
(4.20)
Direct evaluation of the nullcline is made difficult by the square root in (4.20), so we proceed by considering the quantity (though somewhat laborious) calculations and arguments can be used to demonstrate that h(δ,ρ 0 ) < 0, whereρ 0 ≈ 0.4656 is the one real root satisfyingρ 3 0 + 2ρ 2 0 +ρ 0 − 1 = 0, and δ ∈ (−1, 1). Thus, by another application of the intermediate value theorem, it follows that for any δ ∈ (−1, 1) there existsρ ∈ (ρ 0 , 1) such that h(δ,ρ) = 0. High-precision numerical computation of the nullcline Φ demonstrates that for any δ ∈ (−1, 1) there is in fact a uniqueρ such that h(δ,ρ) = 0, i.e. Φ consists of a single (continuous) branch of roots and partitions the phase space into two parts, as depicted in figure 6 . In region I, we have φ > 0 andλ < 0, and therefore the trajectory must either reach Φ − or asymptotically approach one of the equilibrium points in the setM Rect(π/2) . A major effort is to establish that the latter case is not possible, i.e. that no point in the portion ofM Rect(π/2) which borders region I can be a limit point for a trajectory of (4.16) which starts from Σ + F . This can be accomplished by conducting a careful analysis of the dynamics (4.16) to demonstrate that, for any candidate limit point inM Rect(π/2) , there exists a region around it such that trajectories of (4.16) which enter the region are bounded away from the candidate limit point. Details of this analysis may be found in [15] . Proof. Based on the arguments above, every trajectory of (4.16) which starts on the set M CB(π/2,π/2,3π/2) −M Rect(π/2) intersects Σ F in two places. Therefore, by application of Birkhoff's theorem, every trajectory is periodic.
Remark. If we define γ ln(ρ 1 ), then substituting α = π/2 into (2.20) yields γ = − sin(φ)P eλ. (4.22) Having demonstrated that φ andλ are periodic with a common period (which we denote as T) and observing from (4.16) and (4.22) that γ = −λ + sin(φ), we have By the periodicity of φ andλ and by the symmetry of trajectories about the set Σ F (from proposition 4.4 and Birkhoff's theorem), it holds that (4.23) is zero and hence γ (equivalently size ρ 1 ) is also periodic with period T, i.e. the shape trajectories on M CB(π/2,π/2,3π/2) are periodic.
Remark. In [4] , periodic orbits for MMC (a planar two-particle problem) arise for discrete symmetry reasons, just as discussed here. But, in that case, more is known. Specifically, an explicit conserved quantity and a Hamiltonian structure are displayed. In the context of the current section (α = π/2), we do not know of an analogous conserved quantity corresponding to an integrating factor μ = 1 [16] . The phase portrait suggests that there should be one.
Remark.
Observe that the constraint of §4d can be interpreted as a cycle of inhibitory couplings: (attention to) agent 2 inhibits (constrains) agent 1 to maintain a CB condition; similarly agent 3 inhibits agent 2 and agent 1 inhibits agent 3. We have shown that this cyclic inhibition motif (in the sense of Alon [17] ), for the right parametric choice, leads to oscillations, somewhat analogous to the repressilator, a synthetic biomolecular regulatory network created in the laboratory by Elowitz & Leibler [18] . See also [19] for mathematical generalizations.
Constant bearing pursuit in three-dimensional space
Many types of pursuit interactions take place in the full three-dimensional space, such as interactions between missiles and planes or in predator-prey bird interactions. In this section, we present a formulation of the CB pursuit strategy and associated feedback law for three dimensions, and then develop a cyclic CB pursuit framework for three dimensions. For the special case of n = 2 (i.e. mutual pursuit), we demonstrate that the dynamics are integrable, resulting in a closed-form solution for the trajectories of the agents. The work in this section is based on the formulation originally presented in [3] .
(a) A three-dimensional definition of the constant bearing pursuit strategy and steering law
Our analysis starts with the full three-dimensional dynamics presented in (2.1), with the natural curvatures u i and v i viewed as steering controls, and with the assumption that ν i = 1, i = 1, 2, . . . , n. In contrast to the planar case, in this section we will deal exclusively with the full system dynamics in terms of the vector variables r i , x i , y i and z i rather than reducing to the shape space as in §2. (We take this approach because the shape space for the three-dimensional case does not readily yield an advantageous parametrization analogous to the variables used in the planar case.) As in the planar case, we define the attention graph G = (N , A) with node set N = {1, 2, . . . , n} and arc set A to describe which of the other agents a particular agent will respond to. However, a direct extension of the concept of CB pursuit from the planar case to the threedimensional context is not immediately obvious, because the relationship between the pursuer's velocity vector and the line-of-bearing to the pursuee can be prescribed in a variety of ways in three dimensions. Making use of the notation r ij r i − r j , we can define the three-dimensional CB pursuit strategy in this context as follows.
Definition (CB pursuit strategy). Let (i, j) ∈ A and let a i ∈ [−1, 1] be selected as the CB pursuit parameter for agent i. Then we say agent i has attained the CB(a i ) pursuit strategy with respect to agent j if x i · r ij /|r ij | = a i .
We note that, given a scalar parameter a ∈ [−1, 0) ∪ (0, 1] and an arbitrary unit vector q regarded as a point on the unit sphere S 2 , the set {y ∈ S 2 | q · y = a} defines a small circle (i.e. the intersection of a sphere with a plane that does not pass through the centre of the sphere). Because both x i and r ij /|r ij | are unit vectors, we can think of the CB(a i ) pursuit strategy as prescribing a small circle centred around the point r ij /|r ij | ∈ S 2 . CB(a i ) pursuit holds when x i lies on that small circle. references the particles to the centre of rotation. Θ determines whether r, x 1 and x 2 will evolve in a common plane. The quantity (a 1 + a 2 ) determines the rate of change of the inter-particle distance, and (a 1 − a 2 ) determines if the centre of mass 1 2 (r 0 1 + r 0 2 ) will rotate. The first case in proposition 5.2 corresponds to linear motion in the physical space. One can show that = 0 requires either a 1 + a 2 = 0 (corresponding to a rectilinear equilibrium) or a 1 − a 2 = 0 (corresponding to linear motion with constant rate of separation). The second case corresponds to circling equilibria (for a 1 + a 2 = 0 and Θ = 0), helices (for a 1 + a 2 = 0 and Θ = 0) or spiral motions (for a 1 + a 2 = 0). The electronic supplementary material includes animations which display some of the possible system trajectories.
Conclusion
We have provided an analysis of the existence and stability of certain special solutions (i.e. relative equilibria and pure shape equilibria) for low-dimensional cyclic CB pursuit systems. These lowdimensional examples (n = 3 for the planar case, and n = 2 for the three-dimensional setting) yield insights into the structure of cyclic pursuit systems and serve as guides for exploring stability properties of the more general n-agent systems. For example, the partitioning of three-particle rectilinear equilibria into the two types given by proposition 3.3 is suggestive that an analogous partitioning may be expected for arbitrary n, and initial numerical studies seem to suggest that analogous type 1 rectilinear equilibria for the general case may share some of the same stability properties (e.g. unstable for cos α < 0).
The ideas explored here may be extended in many ways, and of particular interest is the consideration of cyclic pursuit systems in which the CB angles α i are time-varying, either prescribed as time-based functions or based on state-dependent feedback. The (cyclic) pursuit framework may also prove useful for gaining insights into collective motion observed in the natural world, as in cave emergences of bat colonies [22] , toroidal motion of schools of fish [23] , the spiral motions exhibited in dragonfly territorial battles [24, 25] and the complex coordinated manoeuvres of starling flocks [26] . At the microscopic level, it has been observed that, in the process of colony formation, the bacterium Proteus mirabilis creates fascinating spatial patterns such as spirals and concentric rings (qualitatively similar to the circling and pure shape equilibria we discuss in §3) which give the appearance of self-organization, possibly arising from interactions and communication between 'swimmer cells' [27] . Such pattern-forming is a complicated process influenced by a variety of environmental factors and we do not claim that it is a result of the interaction laws described in the current work, but our analysis of cyclic pursuit dynamics and the resulting trajectories of agents in a collective provides further tools and insight for continued exploration of natural collectives. 
