In [8] , the authors formulate new coset bounds for algebraic geometric codes. The bounds give improved lower bounds for the minumum distance of algebraic geometric codes as well as improved thresholds for algebraic geometric linear secret sharing schemes. The coset bounds depend on the choice of a sequence of divisors and on its intersection with a given set of divisors called a delta set. In this paper, we give general properties of delta sets and we analyze sequences of divisors supported in two points on Hermitian and Suzuki curves.
Introduction
The best known lower bounds for the minimum distance of an algebraic geometric code are the floor bound and the order bound. Until recently the bounds were not comparable. In [8] , the authors improve both the Lundell-McCullough floor bound [14] and the Beelen order bound [2] . The improvements are formulated separately but are such that the improved order bound is always at least equal to the improved floor bound. The order bound uses a partition of a code as a union of cosets of decreasing size and combines estimates for each of the cosets. Each estimate requires the choice of an increasing sequence of divisors. The Beelen order bound uses sequences that increase by the same point P at each step, with the possibility to choose the point P differently for different cosets. This choice is sufficient to give the actual minimum distance for Hermitian twopoint codes [2] , [17] ; the actual minimum distance of Hermitian two-point codes was first obtained in [10] using different methods. The improved coset bounds in [8] allow more general seqeunces and in this way we obtain better lower bounds for the minimum distance of Suzuki two-point codes.
Another direction where our results have applications is the determination of thresholds for algebraic geometric linear secret sharing schemes [4] . In such schemes, an algebraic function f ∈ L(G) is evaluated in distinct points P 1 , . . . , P n , P . The values f (P i ), for P i ∈ A, uniquely determine the value f (P ) if and only if L(G − A) = L(G − A − P ). To see how the choice of the divisor G affects the size of a set A that has access to the value f (P ) we write G = K + C + P , where K is the canonical divisor class. The condition for access to the value f (P ) then becomes L(A − C) = L(A − C − P ), and in particular |A| ≥ deg C. We may assume P ∈ A and thus L(A) = L(A − P ). The sets A disjoint from P that can recover the value f (P ) therefore belong to the semigroup ideal
A delta set is defined as the complement. It contains sets A that can not recover the value f (P ).
The main theorem in [8] gives as a lower bound for |A|, for A ∈ Γ P (C), the length of a strictly increasing sequence A 1 ≤ A 2 ≤ · · · ≤ A w ∈ ∆ P (C).
In this paper, we give general properties of delta sets and we analyze sequences of divisors supported in two points on Hermitian and Suzuki curves. Algebraic geometric codes are defined in Section 1. Section 2 expresses properties of algebraic geometric codes in terms of semigroup ideals of divisors. Section 3 gives lower bounds for the minimum distance of algebraic geometric codes and for thresholds of algebraic geometric linear secret sharing schemes. The results in the first three sections summarize results in [8] where more details can be found. Section 4 gives basic relations among delta sets. In Section 5, we define a discrepancy, for given points P and Q, as a divisor A ∈ ∆ P (Q) = ∆ Q (P ). Discrepancies are our main tool for analyzing and improving lower bounds for two-point codes. In Section 6, we give two proofs, one due to Beelen [2] and Park [17] , and one new, for lower bounds for the minimum distance of Hermitian two-point codes. The lower bounds meet the actual minimum distances in [10] . In Section 7, we determine discrepancies for Suzuki curves, and we give examples that show that our bounds improve known bounds for Suzuki two-point codes.
Algebraic geometric codes
Let X/F be an algebraic curve (absolutely irreducible, smooth, projective) of genus g over a finite field F. Let F(X) be the function field of X/F and let Ω(X) be the module of rational differentials of X/F. Given a divisor E on X defined over F, let L(E) = {f ∈ F(X)\{0} : (f ) + E ≥ 0} ∪ {0} and let Ω(E) = {ω ∈ Ω(X)\{0} : (ω) ≥ E} ∪ {0}. Let K represent the canonical divisor class. For n distinct rational points P 1 , . . . , P n on X and for disjoint divisors D = P 1 + · · · + P n and G, the geometric Goppa codes C L (D, G) and C Ω (D, G) are defined as the images of the maps
With the Residue theorem, the images are orthogonal subspaces of F n . With the Riemann-Roch theorem they are maximal orthogonal subspaces. The Goppa lower bound for the minimum distance of the codes is
To analyse the minimum distance of the codes we use the following characterization.
Proof. There exists a nonzero word in
For a point P disjoint from D, consider the dual extensions of codes
In [8] , it is explained how the pair defines a pair of dual linear secret sharing schemes. For the secret sharing application it is important to know the weight of vectors that are contained in a code but not in a subcode. To obtain estimates for such weights we use the following refinement of the proposition.
Denote the two sets in the lemma by Γ ω and Γ f , respectively.
We sketch the interpretation of the sets for secret sharing. The value f (P ), for f ∈ L(G), is uniquely determined by {f (P i ) : 
Semigroup ideals
Let X/F be a curve over a field F and let Pic(X) be the group of divisor classes. Let Γ = {A : L(A) = 0} be the semigroup of effective divisor classes. For a given point P ∈ X, let Γ P = {A : L(A) = L(A − P )} be the semigroup of effective divisor classes with no base point at P . For a divisor class C, define the semigroup ideal
The ideal structure of the semigroup Γ P (C) amounts to the property A + E ∈ Γ P (C) whenever A ∈ Γ P (C) and E ∈ Γ P . For A ∈ Γ P (C), we can express C = A − (A − C) as the difference of two divisors A, A − C ∈ Γ P . We ask how small the degree of A can be in such an expression and we define
Moreover,
Proof. The first part is a restatement of Proposition 1.3. For the second part, use
and apply the lemma with C = D − G and C = G − K, respectively.
With the lemma
only if P is a base point for the divisor G − K. Repeated application of the proposition gives the following Feng-Rao type lower bound for the minimum distance.
Lower bounds
Let Γ P (C) = {A ∈ Γ P : A − C ∈ Γ P } as defined in the previous section. For the lower bounds in Propositions 2.2 and 2.3 we need to estimate the minimal degree γ P (C) of a divisor A ∈ Γ P (C). Let
denote the complement of Γ P (C) in Γ P . All divisors of suffciently large degree belong to Γ P (C) while the degree of a divisor in ∆ P (C) is bounded.
Lemma 3.1. For a curve X of genus g with canonical divisor K,
Proof. This follows from the definition together with the Riemann-Roch theorem.
We obtain lower bounds for the degree of A ∈ Γ P (C) by constructing increasing sequences of divisors in ∆ P (C).
For the construction of seqeunces we consider two special cases. First we assume that 
Proof. Every increasing sequence A 1 , A 2 , . . . , A w ∈ ∆ P (B, C) meets the conditions of the theorem.
The lower bound #∆ P (B, C) is at least as good as the trivial estimate max{0, deg C} in Lemma 2.1.
For the second special case, we assume that
Theorem 3.5. (ABZ bound for cosets [8, Theorem 6.6 ]) Let C be a divisor and let P be a point. Let
In the following sections we analyze the optimization of the bounds in Theorem 3.2 as well as the two special cases in Corollary 3.3 and Theorem 3.5. In each case we obtain lower bounds for the weight of words in a coset. The bounds have to be applied repeatedly to obtain lower bounds for the minimum distance of a code. The repeated application can be carried out for the same P , such as in Proposition 2.3, or with different choices for P at each iteration. Repeated application of Corollary 3.3 with P = Q 0 , Q 1 , . . . , Q r−1 gives the Beelen order bound which can be stated as follows. 
The exclusion of {0} before taking the minimum is justified by
The following bound is the best known floor bound. In some cases it yields better results than the Beelen order bound. 
If we replace Corollary 3.3 in the Beelen order bound with Theorem 3.5 then the resulting lower bound is at least the bound of Theorem 3.7. This follows with two applications of the inequality
Delta sets
For a given divisor C and a point P , Theorem 3.2 gives a lower bound for deg A, for A ∈ Γ P (C) = {A ∈ Γ P : A − C ∈ Γ P }. The lower bound depends on properties of the complement ∆ P (C) = {A ∈ Γ P : A − C ∈ Γ P }. Corollary 3.3 and Theorem 3.5 are formulated in terms of the subsets ∆ P (B, C) and ∆ P (≤ B, C), respectively, for a suitable choice of divisor B. The computation of optimal lower bounds requires either a complete description of the delta set (for Theorem 3.2) or at least a description from which the size of the sets ∆ P (B, C) or ∆ P (≤ B, C) can be computed (for Corollary 3.3 and Theorem 3.5, respectively). We collect some straightforward relations that can be used to construct delta sets, to compare delta sets, or to compare sizes of delta sets. Most relations come in pairs such that A ∈ ∆ P (C) (i.e., A ∈ Γ P , A − C ∈ Γ P ) corresponds to A − C ∈ ∆ P (−C) (i.e., A ∈ Γ P , A − C ∈ Γ P ). The proofs in this section are entirely straightforward, in most cases applying the definition of ∆ P (C) is enough, and no proofs are included.
In general, for E ∈ Γ P , ∆ P (C) ⊂ ∆ P (C + E). The following lemma gives a precise version and its dual.
Lemma 4.1. Let C be a divisor and P a point. For E ∈ Γ P ,
For the four relations on the right we describe when the reverse implication fails.
The second group follows with a substitution
For divisors B and C and for a point P , let
We rephrase some of the previous relations.
Lemma 4.4.
Lemma 4.5.
For each of the sets I P (B − C, E) and I P (B, E) we obtain a partition into two subsets that are in duality. Proposition 4.6.
We describe the first partition for the following choice of divisors. For divisors B 0 and C 0 of degree zero, and for a point Q, let B = B 0 , C = C 0 − 2gQ, E = 4gQ. Then
In general, {0, . . . , 2g − 1} ⊂ I P (B 0 − C 0 + 2gQ, 4gQ) ⊂ {−2g, . . . , 4g − 1}.
The first inclusion follows with the definition of I P (B,
Proof.
Discrepancies
We continue the description of a delta set ∆ P (C) in terms of other known delta sets. The results in the previous section show that differences between similar delta sets, such as ∆ P (C + E) and ∆ P (C), for E ∈ Γ P , can be described in terms of the delta set ∆ P (E).
In this section, we refine the results for the special case that E = Q is a point different from P .
Lemma 5.1. For distinct points P and Q, ∆ P (Q) = ∆ Q (P ).
Let D(P, Q) = ∆ P (Q) = ∆ Q (P ). We call a divisor A ∈ D(P, Q) a discrepancy for the points P and Q.
Proof. Use Lemma 3.1.
Lemma 5.3. For distinct points P and Q, and for a divisor B,
So that
Theorem 5.4. For distinct points P and Q, and for a divisor B,
The
Proof. For the second claim use Lemma 5.2. Finally, B+iP +jQ ∈ D(P, Q) only depends on the divisor class of B + iP + jQ and therefore
We write D B (P, Q) for the subset of discrepancies {B + iP + jQ : i, j ∈ Z} ∩ D(P, Q). The discrepancies D B (P, Q) serve as an index set for a common basis of the vector spaces L(B + aP + bQ), for a, b ∈ Z.
Proof. dim L(B + aP + bQ) = dim L(B + aP + bQ − P ) if and only if B + aP + bQ ∈ Γ P if and only if B +aP +bQ ≥ (B +aP ) P ∈ D B (P, Q) if and only if there exists B +iP +jP ∈ D B (P, Q) with i = a, j ≤ b. Use induction on a to complete the proof.
For given distinct points P and Q and divisors B 0 and C 0 of degree zero, let
For mP ∼ mQ, the functions d P , d Q and d P , d Q are defined modulo m.
Theorem 5.6. Let A = B 0 + kP + Q and C = C 0 + iP + jQ. Then
Proof. A ∈ Γ P if and only if ≥ σ(k), and A−C−Q ∈ Γ P if and only if −j−1 < σ (k−i). The last claims use Lemma 4.3 (part two) and Lemma 4.2 (part one), respectively.
Lemma 5.7. Let A = B 0 + kP + Q and C = C 0 + iP + jQ.
We use the lemma to create tables for each of the three equivalences in Theorem 5.6. The tables N and K are used to compute the size of a delta set or to construct a delta set, respectively (Example 6.11). The tables N + and N − are used in the optimization of the order bound (Example 7.5). The tables K + and K − provide more information that can be used for further improvements with the ABZ bound (Example 7.6). In all cases, let A = B 0 + kP + Q, and let C = C 0 + iP + jQ.
A ∈ ∆ P (C + Q) ∧ A ∈ ∆ P (C).
The table N (i, j) indicates whether there exists A ∈ ∆ P (B 0 + Q, C+Q)\∆ P (B 0 + Q, C).
In the affirmative case (N=1), the table K (i, j) gives k = k − such that A = B 0 +kP + Q. The table N is sufficient for computing the size of a delta set, the table K moreover provides the elements of a delta set.
The table N + i (j, ) indicates whether there exists A ∈ ∆ P (B 0 + Q, C + Q) with A − Q ∈ ∆ P (B 0 + Q − Q, C + Q). In the affirmative case (N=1), the table K
+ is sufficient to obtain the size of the difference of two delta sets, the table K + moreover provides the elements for the difference
The table N − i (j, ) indicates whether there exists A ∈ ∆ P (B 0 + Q, C + Q) with A + Q ∈ ∆ P (B 0 + Q + Q, C + Q). In the affirmative case (N=1), the table
− is sufficient to obtain the size of the opposite difference of two delta sets, the table K − moreover provides the elements for the difference I P (B 0 + Q, C + Q)\I P (B 0 + Q + Q, C + Q).
Hermitian curves
Let X be the Hermitian curve over F q 2 defined by the equation y q + y = x q+1 . The curve has q 3 + 1 rational points and genus g = q(q − 1)/2. Let P and Q be two distinct rational points. We will give a description of the set
We use this description to determine lower bounds for γ P (C), for C ∈ {iP +jQ : i, j ∈ Z}. The only property of the two rational points that we use is that lines intersect the pair (P, Q) with one of the multiplicities (0, 0) (0, 1) (0, q + 1) (1, 0) (1, 1) (q + 1, 0)
The curve is a smooth plane curve and if H is the intersection divisor of a line then K = (q − 2)H represents the canonical class. We have H ∼ (q + 1)P ∼ (q + 1)Q and m(P − Q) is principal for m = q + 1. Proof. Since m = q + 1 is minimal such that mP ∼ mQ, the divisors are inequivalent. As multiples of H − P − Q ∈ Γ P , each of the divisors dH − dP − dQ ∈ Γ P , for d = 0, 1, . . . , q.
A divisor A ∈ Γ P is a discrepancy if and only if K + P + Q − A ∈ Γ P . Now use
The function y has divisor y = (q+1)(P 0 −P ∞ ), where P 0 = (0, 0) and
Corollary 6.2. The ring O of functions that are regular outside P 0 and P ∞ has a basis
Proof. Theorem 5.5.
Proof. We use Lemma 5.3 together with Proposition 6.1. We may assume H = (q + 1)Q. Then, dH − aP − bQ ∈ Γ P if and only if dH − aP − bQ ≥ aH − aP − aQ if and only if
The set ∆ P (−C) = {A ∈ Γ P : A + C ∈ Γ P } contains the following elements
Proof. With the lemma,
and A + C = (q − 1 − r)H − qP − bQ ∈ Γ P for r ≥ 0. Clearly, A = sH ∈ Γ P for s ≥ 0, and Proof. Such a curve exists if and only if dH − aP − bQ ∈ Γ P ∩ Γ Q . With Lemma 6.3, the latter holds if and only 0 ≤ a, b, ≤ d.
Then C has no base points and γ P (C) = deg C.
Proof. Since C is equivalent to an effective divisor with support in P and Q, those two points are the only candidates for the base points. With Lemma 6.3, C ∈ Γ P ∩ Γ Q , and therefore neither P nor Q is a base point. The last claim uses Proposition ??.
Proposition 6.7. Let
Then A ∈ ∆ P (C) if and only if
With Lemma 6.3, A − C ∈ Γ P if and only if
In combination with A ∈ Γ P if and only if j ≥ 0, this proves the claim.
Proof. (Case 1) uses Lemma 6.6. The lower bounds follow from Proposition 6.4 by using γ P (C) = deg C + γ P (−C). Or we can obtain the lower bounds from Corollary 6.8 in combination with
Theorem 6.10. For G = K + C, and for D ∩ S = ∅, the algebraic geometric code
Proof. Use the order bound with
The following example illustrates the use of the tables K (i, j) and N (i, j) for constructing a delta set ∆ P ( Q, iP + jQ + Q) (Lemma 5.7). In this case, the functions 
The value for k = d( − j) − + i + j. Row (K) gives the difference ∆ P ( Q, iP + jQ + Q)\∆ P ( Q, iP + jQ) = {kP + Q} ∩ Γ P , with empty intersection if and only if k appears in parentheses. Row (N) has the decision whether the difference is empty (N=0) or nonempty (N=1). As a special case, we see that ∆ P (0, P + 2Q) = {0, 3P, 6P, 4P }. The numbers in parentheses illustrate the duality in Proposition 4.7.
∆ P (0, P + 5Q) = 0 + {0, 3P, 6P, 4P, 7P, 10P }, ∆ P (−P + 7Q, −P + 7Q) = (−P + 7Q) + {−4P, −P, 2P, −3P, P, 5P }.
With −P + 7Q ∼ 7P − Q,
The partition of the interval {−2g, . . . , 4g − 1} in Proposition 4.7 is given by
Suzuki curves
The Suzuki curve over the field of q = 2q 2 0 elements is defined by the equation y q + y = x q 0 (x q +x). The curve has q 2 +1 rational points and genus g = q 0 (q −1). The semigroup of Weierstrass nongaps at a rational point is generated by {q, q + q 0 , q + 2q 0 , q + 2q 0 + 1}. For any two rational points P and Q there exists a function with divisor (q + 2q 0 + 1)(P − Q). Let m = q +2q 0 +1 = (q 0 +1) 2 +q 0 2 , and let H be the divisor class containing mP ∼ mQ.
The divisor H is very ample and gives an embedding of the Suzuki curve in P 4 as a smooth curve of degree m. The canonical divisor K ∼ 2(q 0 − 1)H. A hyperplane H intersects (P, Q) with one of the following multiplicities.
(0, 0) (0, 1) (0, q 0 + 1) (0, 2q 0 + 1) (0, q + 2q 0 + 1) (1, 0) (1, 1) (1, q 0 + 1) (1, 2q 0 + 1) (q 0 + 1, 0) (q 0 + 1, 1) (q 0 + 1, q 0 + 1) (2q 0 + 1, 0) (2q 0 + 1, 1) (q + 2q 0 + 1, 0) 
The given representatives correspond one-to-one to the m divisors
We have constructed m inequivalent divisors in Γ P . A divisor A ∈ Γ P is a discrepancy if and only if K + P + Q − A ∈ Γ P . With K = 2(q 0 − 1)H, we see that
As an illustration, we give the discrepancies for the Suzuki curve y 8 + y = x 10 + x 3 over the field of eight elements (q 0 = 2, q = 8, g = 14, N = 65, m = 13 = 3 2 + 2 2 ).
With H ∼ 13Q, we obtain the following multiplicities for the discrepencies at (P, Q).
For the given Suzuki curve, Beelen [2] gives an example of a two-point code for which the floor bound exceeds the order bound. The example generalizes to any Suzuki curve. For both the Suzuki curve over F 8 and over F 32 (for which q 0 = 4, q = 32, g = 124, N = 1025, m = 41 = 5 2 + 4 2 ), the example is the only two-point code for which the floor bound exceeds the order bound.
. This is one better than the order bound.
We give an example of the ABZ bound for codes that improves both the floor bound and the order bound.
The bound d ≥ 10 for q 0 = 2 is one better than both the floor bound and the order bound.
We illustrate the use of tables K ± i (j, ) and N ± i (j, ) for the comparison of delta sets ∆ P ( Q, iP + jQ + Q) and ∆ P ( Q ∓ Q, iP + jQ + Q) (Lemma 5.7). The functions From the tables we obtain I P (0, C)\I P (−5Q, C) = {k + ∈ I P (−5Q, 5Q) : k + P ∈ Γ P } = {0, 32, 64, (96), (128)}. I P (−5Q, C)\I P (0, C) = {k − ∈ I P (−C, 5Q) : −5Q + k − P ∈ Γ P } = {307, 275, 243, (211), 303}.
The net gain is therefore 4 − 3 = 1. To reach this conclusion it is sufficient to consult the rows (N + ) and (N − ).
∆ P (55P + 31Q) ⊇{A 1 = 36P − 5Q, . . . , A 45 = 163P − 5Q} ∪ {A 46 = 180P − 5Q, . . . , A 90 = 307P − 5Q} Example 7.6. We illustrate the improvemnt of the ABZ bound for cosets over the order bound. Both #∆ P (0, 9P + 9Q) = #∆ P (9Q, 9P + 9Q) = 40. This is the optimum for the order bound. For r ≥ 0, #∆ P (0, C) = #∆ P (≤ rP, C) + #∆ P (≥ rP + P, C).
For r, s ≥ 0 such that #∆ P (≥ rP + P + sQ, C) > #∆ P (≥ rP + P, C)
we obtain an improvement using the ABZ bound with choices B = rP, Z = sQ (Theorem 3.5). As in the previous example we compare delta sets and find I P (0, 9P + 9Q)\I P (9Q, 9P + 9Q) = {k − ∈ I P (−9P, 9Q) : k − P ∈ Γ P } ={141, 109, 77, (45), 137, 105, 73, 41, (9)}.
I P (9Q, 9P + 9Q)\I P (0, 9P + 9Q) = {k + ∈ I P (9Q, 9Q) : 9Q + k + P ∈ Γ P } ={115, 147, 179, (211), 119, 151, 183, 215, (247)}.
The information shows that although the delta sets ∆ P (0, 9P +9Q) and ∆ P (9Q, 9P +9Q) have the same size, the first contains more divisors of small degree and the latter more divisors of high degree. For Z = 9Q and for 141 ≤ r ≤ 146 (or 109 ≤ r ≤ 114) we see that #∆ P (≥ rP + P + sQ, C) − #∆ P (≥ rP + P, C) = 5. Example 7.7. The ABZ bound, while more general than the order bound, is still only a special case of the main theorem. The following choice of divisors in ∆ P (12P + 12Q) gives γ P (12P + 12Q) ≥ 56. This improves both the order bound and the ABZ bound (for all possible choices of A, B, and Z as integer combinations of P and Q). 
