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The Single-Particle Model (SPM) of Li ion cell [1, 2] is a computationally efficient and fairly
accurate model for simulating Li ion cell cycling behavior at weak to moderate currents. The model
depends on a large number of parameters describing the geometry and material properties of a cell
components. In order to use the SPM for simulation of a 18650 LP battery cycling behavior, we fitted
the values of the model parameters to a cycling data. We found that the distribution of parametric
values for which the SPM fits the data accurately is strongly delocalized in the (nondimensionalized)
parametric space, with variances in certain directions larger by many orders of magnitude than in
other directions.
This property of the SPM is known to be shared by a multitude of the so-called ”sloppy models”
[3, 4], characterized by a few stiff directions in the parametric space, in which the predicted behavior
varies significantly, and a number of sloppy directions in which the behavior doesn’t change appre-
ciably. As a consequence, only stiff parameters of the SPM can be inferred with a fair degree of
certainty and these are the parameters which determine the cycling behavior of the battery. Based
on geometrical insights from the Sloppy Models theory, we derive an hierarchy of reduced models
for the SPM. The fully reduced model depends on only three stiff effective parameters which can be
used for the battery state of health characterization.
PACS numbers:
I. INTRODUCTION
Li ion batteries have become increasingly important
power supply in a broad range applications, from cells-
phones to all electric cars to UAVs and satellites. In the
future it is expected that their use in aerospace appli-
cations will increase even more. Efficient performance
monitoring depends in particular on efficient and accu-
rate models.
Data-driven models may be used to predict the cycling
behavior of a battery, but lack interpretability in physical
terms and require large amount of data to excel. Physics-
based models of cycling behavior can incorporate prior
knowledge of the battery as a physical system, require
significantly less data for fitting and allow interpretation
of the data in physical terms, facilitating development of
physics-based models of aging and degradation.
A multitude of physics-based models have been devel-
oped, varying in accuracy, efficiency and breadth of va-
lidity [5]. However, as expected, accuracy is generally
traded for efficiency. High fidelity models are accurate
for a wide range of cycling rates but are too computa-
tionally expensive to allow for efficient computation re-
quired in prognostic applications. The Single-Particle
model (SPM) of an electrode was proposed in Ref.[6]
and extended to Li ion systems and thermal behavior
in Refs.[1, 2, 7]. It is a computationally efficient model
which neglects effects of the concentration and voltage
variations in electrolyte, thereby allowing representation
of each electrode as a single particle. Its range of validity
is limited to low to moderate cycling rates and sufficiently
thin cell architectures.
In view of its efficiency and satisfactory accuracy in
the range of validity, we chose the SPM as a candidate
physics-based model for prognostic applications in the
field of UAVs. We had expected the implementation of
the model to follow the following steps: 1. Fitting pa-
rameters of the model to available cycling data, providing
a set of their best-fit values; 2. Using the best-fit values
to predict the short-term cycling behavior of the battery;
3. Using the best-fit values to characterize the battery’s
physical state - the state of health (SOH), and its long-
term evolution - aging and degradation.
We found that parameter inference from the SPM of
cycling behavior is an ill-posed problem: rather than pro-
viding a set of best-fit parametric values with reasonably
narrow confidence intervals, fitting the SPM to cycling
data delivers a continuum of parametric values, such that
uncertainties in certain directions of the parametric space
are of the order of the physical scale of allowed param-
eters variation. Uncertainties are small in only few di-
rections of the parametric space, which, remarkably, do
not all coincide with the original parameters of the SPM.
As a consequence, a set of ”best-fit” parametric values,
which allows an accurate prediction of the cycling behav-
ior, does not generally have a physical meaning, in the
sense that it does not characterize the physical state of
the battery.
These properties of the SPM are shared by models of
a multitude of complex systems in various fields ranging
from system biology to radioactive decay (see the refer-
ences below), where the focus of a model is limited to an
emergent behavior [26] of the complex system. The cor-
responding models belong to the so-called Sloppy Models
universality class [4]. The research of the sloppy models
over the past decade [3, 4, 8–18] has provided theoretical
insights and practical methods which enable consistent
characterization of complex systems. The main result of
the theory is that only a few ”stiff” effective parameters
2of a sloppy model affect its predictions and therefore, can
be inferred from the data. The remaining independent
effective parameters are ”sloppy” - they do not affect the
predictions and cannot be inferred. This property of the
model can be interpreted as a statement about the com-
plex system: just a small number of effective parameters
of the system affects its emergent behavior. To the best
of our knowledge, the theory has never been applied to
engineering systems, even though one can expect that dy-
namical models of complex engineering systems belong to
the Sloppy Models universality class.
Dealing with a sloppy model poses two main questions:
i) what are effective ”stiff” parameters of the system and
ii) how to infer them from the available data using the
model. These two questions can be addressed using the
so-called Manifold Boundary approximation method, in-
troduced in Ref. [12], which provides a systematic way
of reducing the original model to a model depending on
just stiff parameters. Fitting the reduced model to the
data, one can infer the values of the stiff parameters and
characterize the state of the system. This approach has
been applied to a number of complex systems ranging
from system biology [12] and biophysics [16] to nuclear
physics [14].
In simpler cases, the reduction can be performed based
on geometrical insights drawn from a numerical analysis
of stiff and sloppy directions in the distribution of the
best-fit values in the parameters space. This simpler ap-
proach is taken in the present work. We build a hierarchy
of reduced models starting with the SPM for predicting
the cycling performance of the battery. The reduction
allows characterization of the battery physical state in
terms of just three stiff parameters. One of the stiff pa-
rameters is a nonlinear function of the original parame-
ters of the SPM and does not have a ”microscopic” inter-
pretation. This observation has important implications
for modeling the battery aging and degradation based on
the cycling data alone.
In section II we present a short derivation and sum-
mary of the SPM using notation which will be useful
later. Section III describes the adopted procedure for fit-
ting the model parameters and presents the results of the
procedure: a distribution of parametric values in the pa-
rameter space consistent with the data. To make sense of
this distribution, we review the theory of sloppy models
in Section IV. Based on the geometrical insights of the
theory and a numerical analysis we develop a hierarchy
of reduced models for the SPM and offer their interpre-
tation in terms of effective stiff parameters of a Li ion
battery, Section V. Section VI is the concluding section.
II. SPM
A. Single particle electrode assumptions.
a. Spatial uniformity of electrolyte properties: con-
centration and voltage For a range of low and moderate
currents, which depends on the electrolyte properties and
the cell geometry, the variation of electrostatic potential
in the electrolyte can be neglected, compared to potential
drops on the solid/electrolyte interface and Ohmic losses,
the concentrations variations can be neglected with re-
spect to the average ion concentration. Once the spatial
variations are neglected, all the particles in the electrode
become equivalent with respect to their boundary condi-
tions.
b. Uniformity of solid phase potential It is assumed
that solid phase is at uniform potential, which is usually
good approximation due to very large electronic conduc-
tivity of the electrodes.
c. Shape and size of the electrode particles The SPM
assumes spherical shape of the solid electrodes particles
and the same size for all the particles in a given elec-
trode. Although morphology of real electrodes do not
justify these assumptions they are made due to a radical
simplification of the model.
Based on the assumptions a-c above, the SPM replaces
all the particles in each electrode by a single particle with
the ion fluxes down-scaled by the total number of parti-
cles.
d. Constant solid diffusivity Diffusivity of Li in
solid phase of electrodes is assumed to be independent
of concentration. Experimental data does not generally
support this assumption. However, data on solid phase
diffusivity is not self-consistent, either, due to challenges
in its measurement and interpretation of the results. For
example, the Li diffusivity in graphite has been reported
as both non-monotonous [19], and constant [20]. From
the theoretical perspective, solid diffusion of ions in the
solid particle is an activated process and is related to
the properties of the activity of ions [21]. The latter
is expressed in the properties of the open circuit volt-
age (OCV). Therefore, a consistent model should relate
the two characteristic of the battery as noted in Ref.[21].
However, for simplicity, the solid diffusivity is often as-
sumed constant and the characteristics of the OCV are
obtained as empirical correlations based on the data.
This approach is taken by the SPM.
B. Governing equations. Summary
Dynamical equations for the SPM are derived in
Appendix A. The resulting expression for the time-
3dependent potential V (t) are given below:
V (t) = ∆φeqc (θ¯c)−∆φeqa (θ¯a)− Ia (ra + rc)
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Ia = −Ic, |Ii| = I, Ia > 0 for discharge,
θa = θ¯aΘa,0, θc = 1− θ¯c (1−Θc,0) ,
Parameters (5) : r = ra + rc, I˜i, Θi,0; i = a, c,
where ri is Ohmic resistance, I˜i is specific exchange cur-
rent and Θi,0 is initial filling fraction of electrode i = a, c
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,
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3
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R2i
Di
.
Parameters (4) : τi, NLi,i; i = a, c.
where τi is solid phase diffusion time and NLi,i is total
number Li ions (i = a) or vacancies (i = c) of electrode
i = a, c.
III. FITTING THE SPM TO BATTERY
CYCLING DATA
As shown in the previous section the SPM is based on
9 parameters and two open circuit potentials (OCPs) -
for the anode and the cathode. Both the parameters and
the OCPs have to be fitted to the data. A common ap-
proach to fit the OCPs for cells with graphite anodes is
to take the graphite anode OCP from literature, assum-
ing that it is not different from the anode OCP in the
tested cell, and to fit the cathode OCP using the mea-
sured total OCP. A problem with this approach is that
graphite anode OCPs differ significantly from anode to
anode leading. As a consequence, the inferred cathode
OCPs will differ as well and will generally display non-
physical features, inherited from the superposition of the
measured total OCP and the assumed anode OCP. In
contrast to graphite anodes which display a number of
sharp transitions with the state of charge (SOC), OCP
of the LiCO2-based cathodes are generally smooth [22].
Therefore, the anode OCP should account for the sharp
features observed in the measured OCP. This considera-
tion has been a starting point for our approach to fitting
of the anode and cathode OCP. To find the correct func-
tional form for the anode OCP we used the theory of
Ref. [23] to parametrize the anode OCP by 6 param-
eters which are then fit to the measured total OCP to
give a maximally smooth cathode OCP. The details are
given in Appendix B. We note that the choice of the best
fit parameters is not unique. The plot of the resulting
anode and cathode OCPs for an early-life 18650 LP cell
(case F1 in what follows) is given in Figure 1. The
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FIG. 1: Subplot (a): Anode OCP, theory of Ref.[23] best fit
to the cell OCP as explained in the main text. Subplot (b):
Resulting cathode OCP (red dashed line) and cell’s measured
OCP.
FIG. 2: Upper row: projections of an ensemble of best-
fit parametric values, corresponding to the RMSE ǫ ≤
1.02ǫmin|tr for an application of Nelder-Mead minimization al-
gorithm without an explicit stopping criterion; ǫmin|tr ≈ 2mV
(red dot), i.e., 2% of the total voltage drop during the dis-
charge. Lower row: projections of an ensemble ǫ ≤ 1.02ǫmin|tr
with a stopping criterion; ǫmin|tr ≈ 2mV (red dot), i.e., 2%
of the total voltage drop during the discharge.
OCPs obtained using the described approach were kept
fixed and used for the subsequent estimation of the 9
remaining parameters to the cycling data, which is the
focus of the present work. To estimate the remaining pa-
rameters the standard least squares fitting approach was
used. The best fit quality was assessed by the Root Mean
4Square Error (RMSE) of the model prediction compared
to the data. The data used for parameters estimation was
a set of discharge curves for various constant discharge
currents within the range of validity of the SPM; e.g.,
2A, 1A and 0.055A discharge currents were used. An ini-
tial guess for the values of the nine parameters was drawn
from uniform prior distribution within a physically mo-
tivated boundaries, Appendix C. Next, the Nelder-Mead
algorithm was used to search for the minimal value of the
RMSE in the 9-D parametric space, constrained by the
boundaries, starting from the initial guess.
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FIG. 3: Training (red) and testing (black) data vs model
(green) for discharge currents: 2.0, 1.5, 1.0, 0.5, 0.055A. The
training data set is generated by 2.0, 1.0, 0.055A discharge
currents. Twenty models’ predictions (trajectories) are made
based on 20 random sets of parametric values within the range
RMSE ǫ < 1.02ǫmin|tr - the minimal RMSE obtained for the
training data; ǫmin|tr ≈ 2mV . RMSE averaged over all the
data is 2.2% for each parametric set (the variation between
the sets are negligible); average (over the data) error in the
time of the end of discharge tEOD prediction is 1.15%(the
variation between the sets are negligible). Computation time
per trajectory: 0.1s.
500 1000 1500 2000 2500 3000 3500 4000 4500
3
3.5
4
200 400 600 800 1000 1200 1400 1600 1800 2000
3
3.5
4
FIG. 4: Variable current discharge data (black) vs model
predictions (green). The model is best fit to the training
constant-discharge data as in Figure 3. Ten fit samples ¡1.02
min error (over training data) (green); The (time-)averaged
error in prediction is 20mV i.e., about 2% of the total volt-
age drop over the time of discharge. Computation time per
discharge: ∼ 30s.
Each initial guess results in a generally different best-
fit point in the parametric space, where the Nelder-Mead
algorithm has stopped. Therefore, an ensemble off initial
guesses will lead to an ensemble of best-fit points. Upper
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FIG. 5: Variable current discharging and charging data
(black) vs model predictions (green). The model is best fit
to the training constant-discharge data as in Figure 5. A sin-
gle sample from ǫ ≤ 1.02ǫmin|tr ensemble (over training data)
(green); The (time-)averaged error in prediction is 20mV i.e.,
about 2% of the total voltage drop over the time of discharge.
Computation time per discharge: ∼ 60s.
row in Figure 2 displays various projections of the result-
ing cloud of values in the parametric space (blue dots).
We limit the plot to projections in the parametric sub-
space spanned by 6 parameters out of 9: the total Ohmic
resistance r, the capacity NLi,a, the diffusion times τi,
and specific exchange currents I˜i for both the electrodes
i = a, c. This particular choice is not arbitrary and will
be discussed below. Different members of the best-fit en-
semble correspond to slightly different RMSE. The mem-
ber of the ensemble associated with the smallest RMSE
ǫmin|tr (conditioned on the training data set and ensem-
ble of initial guesses) in the ensemble is plotted as the
red dot. The cloud plotted in Figure 2 corresponds to
points in the 9-D parametric space associated with er-
rors ǫ ≤ 1.02ǫmin|tr. For brevity we will omit using the
word ”cloud” in what follows and call ”ensemble” both
the ensemble and it’s graphical representation.
We note that the variations in the parametric values
within the ensemble appear to be very large, and for some
parameters larger by the factor of three than the associ-
ated RMSE ǫmin|tr value. Figure 3 shows the results of
the fitting and constant-discharge testing of the model,
fitted as explained above. The shown model predictions
are made based on a random sample of ∼ 20 parametric
values drawn from the RMSE ǫ < 1.02ǫmin|tr ensem-
ble. It is found that each model in the ensemble gives
an averaged (over all the data) error of ∼ 2.2mV , which
corresponds to 2.2% of the total voltage drop. Predic-
tion of the time of end of discharge is made with the
average certainty of 1.15%. Remarkably, the variations
between the models predictions are negligible. Figures
4 and 5 show the results of testing of the best-fit model
against the variable current discharge data and charg-
ing/discharging data, respectively. Each member of the
best-fit ensemble is seen to fit the variable-discharge and
charging data to within a few percents as well.
It is clear that some aspects of the ensemble presented
in the upper row of Fig. 2 are specific to the minimiza-
tion algorithm. However, one property appears to be
5characteristic of the RMSE landscape: even though the
ǫ < 1.02ǫmin|tr ensemble of models show negligible vari-
ance in prediction of the constant and variable discharges
of interest, the variation of the associated values of pa-
rameters is very significant - of the order of the values
themselves. This implies that the RMSE landscape is
very broad in certain direction which makes parameters
inference from the data an ill-posed problem. To quan-
tify the observed property of the ensemble we adopted
a slightly different RMSE minimization approach, where
the Nelder-Mead minimization algorithm is forced to stop
once ǫ < 1.02ǫmin|tr is satisfied (stopping criterion). The
resulting ensemble of parametric values is presented in
the lower row of Fig. 2.
To characterize the RMSE landscape we performed
the Principle Components Analysis (PCA) of the re-
duced covariance matrix associated with the ensemble
ǫ < 1.02ǫmin|tr. We build the reduced covariance matrix
as follows. The covariance matrix is defined by
Covp¯ip¯j = E[(p¯i − E[p¯i])(p¯j − E[p¯j ])], (3)
where p¯ = (p¯1, p¯2, ..., p¯n) is a member of the best fit
ensemble of nondimentionalized (by their characteristic
scales [27]) parametric values p¯i in the n-D parametric
space. The principle axes (PAs) of Covp¯ip¯j are eigenvec-
tors of the covariance matrix. The corresponding eigen-
values are variances of the parameters in the directions
of the PAs. For the calculation of the covariance matrix,
as well as for the plot of the ensemble in the parametric
space, Figure 2, we restricted ourselves to the subspace
of parameters, spanned by 6 parameters out of 9 total:
the total Ohmic resistance r, the capacity NLi,a, the dif-
fusion times τi, and specific exchange currents I˜i for both
the electrodes i = a, c. The reason is that the values of
left-out parameters Θi,0, i = a, c, and NLi,c, do not cor-
relate with the values of the rest of the parameters for the
following reasons: the value of the initial (fully charged
battery) intercalation fraction in the anode Θa,0 is deter-
mined by the given anode OCP; the initial intercalation
fraction Θc,0 and the number of vacancies for intercala-
tion NLi,c in the cathode were found by the preliminary
sensitivity analysis to have essentially not effect on the
fitting error. As a consequence, the covariance matrix in
the full 9-D parametric space decomposes in two diago-
nal blocks: a 3-D block diagonal in the basis Θa,0 , Θc,0
andNLi,c and the 6-D block associated with the subspace
spanned by the rest of parameters, which was the main
focus of the PCA.
Figure 6 and Table I present the variances and PAs,
respectively, of the ensemble of fitted parametric values
corresponding to RMSE ǫ < 1.02ǫmin|tr. Two remark-
able observations can be made. First, we see that the
variances of the ensemble in different directions of the
nondimensionalized parametric space vary by many or-
ders of magnitude. This means the while some combina-
tions of the SPM parameters can be determined with a
reasonable certainty, other combinations are in practice
left indeterminate by fitting to the data. Second, the PAs
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FIG. 6: Variances of the (nondimentionalized) ensemble, cor-
responding to RMSE ǫ ≤ 1.02ǫmin|tr ǫ ≤ 1.02ǫmin|tr (Figure
2), along the PAs. Variances are seen to vary by orders of
magnitude. The corresponding PAs are given in Table I (case
F1).
of the ensemble do not all coincide with the axes, corre-
sponding to the original parameters of the model. There-
fore, the combinations of parameters which can be deter-
mined with relative certainty are not all interpretable in
terms of the original parameters. To put the foregoing
observation in a more general context, and to draw some
practical conclusions, we review the theory of Sloppy-
Models in the next section, as it appears that the SPM
is a sloppy model in the sense of this theory.
IV. SLOPPY MODELS
The concept of Sloppy Models has been introduced in
Ref.[3] and subsequently developed into an elaborate the-
ory with applications to complex systems ranging from
systems biology to particle accelerators [4, 8–11, 13–18].
Sloppy model of a complex system depend on a large
number of ”microscopic” parameters of the system, but
predict its ”macroscopic” or ”emergent” behavior. The
term emergent behavior is applied to an observed dynam-
ics of a complex (multi-component) system, which is an
outcome of the interaction of the system’s parts and can-
not be reduced to effects of noninteracting components.
An emergent behavior depends smoothly on the control
parameters (e.g., time) and few data points constrain the
intermediate states variables [9]. Sloppy models can be
defined as models of a system’s emergent behavior con-
strained by fewer effective data points than the number
of parameters of the model. In this situation the problem
of parameters inference becomes ill-posed.
In practice, attempting to fit parameters of a sloppy
model to the data, one encounters huge uncertainties of
the best-fit values in certain (”sloppy” directions) of the
parametric space and small variations in other (”stiff”)
directions. For the parameters nondimensionalized by
their characteristic values the ratios of the variances span
many orders of magnitude as observed in the preceding
section for the SPM.
Formally, we can consider the sum of residuals cost
6TABLE I: Principle axesVi and the corresponding variances of the ǫ ≤ 1.02ǫmin|tr ensembles in the basis of nondimentionalized
physical parameters. Ordering: from smallest (V1) to largest (V6) variance.
Cases Vi τc I˜a I˜c r NLi,a τa − log10(variance)
V1 -0.00 0.001 0.001 -0.004 -0.999 0.040 6.26
V2 -0.001 -0.011 -0.009 0.049 0.04 0.998 3.78
F1 V3 0.031 -0.343 -0.296 0.89 -0.006 -0.05 2.75
V4 -0.026 -0.498 -0.747 -0.439 0.001 0.01 1.56
V5 -0.015 -0.796 0.595 -0.109 0.000 0.002 0.82
V6 0.999 -0.015 -0.001 -0.040 0.000 0.003 -0.59
function for the least squares fitting C(x, p¯):
C =
M∑
i=1
[xi − fi(p¯)] , (4)
where xi, i = 1, 2, ...,M are the data points, fi vector
of the model predictions and p¯j , j = 1, 2, ..., N are the
values of parameters nondimensionlized by their charac-
teristic scales. The minimal value of the cost is formally
obtained at the best fit parametric values p¯0 defined by
∂C(x, p¯)
∂p¯j
|p¯0 = 0, Hj,k ≡
∂2C(x, p¯)
∂p¯j∂p¯k
|p¯0 > 0. (5)
For Sloppy Models [4] the Hessian is ill-conditioned;
sloppy directions correspond to eigenvectors associated
with vanishingly small eigenvalues. The spectrum of the
Hessian is roughly evenly spaced on the logarithmic scale.
Importantly, due to the described properties of the er-
ror landscape associated with the sloppy models, small
perturbations of the data, of the algorithm of the param-
eters inference and of the model itself will generically lead
to large variations of the best-fit values in the sloppy di-
rections but will have small effect on the values of stiff
parameters, Appendix D. As a consequence, inference of
the values of sloppy parameters is not only infeasible but
also meaningless.
Hessian characterizes the property of the cost function
in the vicinity of its minimum in the parametric space.
To characterize the global properties of a sloppy model
Ref. [9] introduced a geometrical object termed model
manifold. The model manifold is defined as the locus of
model predictions in the data space for all allowable para-
metric values. The data space is a metric space, with the
distance between the two points xj and xk defined by the
square root of the sum of square differences (Euclidean
metric):
djk =
√√√√ M∑
i
(
xji − xki
)2
, (6)
where the number of data points M determines the di-
mension of the data space. Comparing Eq.(6) with Eq.(4)
one can see that the best fit value of the parameters corre-
sponds to a point on the model manifold, which is closest
to the data in the metric (6). If the number of effective
data pointsM ′ is much smaller than the number of model
parametersM ′ ≪ N , as for sloppy models, the geometry
of the model manifold is found to be that of hyperribons,
displaying hierarchy of widths, where the widths of the
manifold in certain directions are much smaller than in
others. Narrower widths correspond to sloppy directions
in the parametric space and the edges of the hyperribon
correspond to limiting values of the sloppy parameters,
e.g., 0 or ∞. This geometrical pictures suggests that the
model manifold can be approximated by the edges of the
hyperribons [12], leading to a systematic reduction of the
sloppy model by taking the corresponding limits of the
model’s parameters in the sloppy directions. A reduced
model depends on fewer sloppy parameters than the orig-
inal one. Eventually, the reduction results in a model
where where all the remaining parameters are practically
stiff, i.e., can be inferred from fitting the reduced model
to the data with fair amount of certainty.
The method was termed Model Reduction by Manifold
Boundaries and has been applied to date to a number of
complex systems ranging from system biology [12] and
biophysics [16] to nuclear physics [14]. Although gener-
ally the application of the method involves numerically
solving certain equations of motion on the model man-
ifold, the limiting values of the parameters underlying
the reduction can often be guessed based on the geomet-
rical properties of the cost function (4) in the vicinity of
its minimum [12]. This latter approach was adopted in
the present work to derive a hierarchy of reduced models
from the SPM.
We found it convenient for visualization purposes to
introduce a geometrical object in the parametric space
which we termed the best-fit manifold (BFM). An opera-
tional definition of the BFM is the locus of the parametric
values which is consistent (to a prescribed accuracy in the
metric (4)) with the data. In the sense of this definition,
the ensemble of the best-fit values presented in Figure
2 can be considered a sampling of the BFM. Geomet-
rical features of the BFM presented in the next section
will guide our choice of the limiting values of parame-
ters of the SPM for the model reduction. While some
parameters are eliminated by taking the limits, values of
other parameters are found by fitting the resulting re-
duced model to the data. Geometrically, taking all these
7limits can be seen as moving on the BFM in certain direc-
tions of the parametric space. Staying on the BFM en-
sures that the fitting error of the reduced model is small,
by the definition of the BFM, and elimination of sloppy
parameters ensures that the reduced model depends on
only stiff parameters.
V. REDUCTION OF THE SPM
A. Best Fit Manifold of the SPM
The Best-Fit Manifold (BFM) was defined in the pre-
ceding section as the locus of the parametric values which
is consistent with the data in a certain sense. A natu-
ral way to quantify this consistency is in terms of the
maximal value of the cost function (4) or equivalently
the RMSE of the model prediction over the BFM for the
given data. In this case the BFM is just the union of the
level sets of the cost function corresponding to its values
smaller than or equal to this maximal value. Ensem-
ble of parametric values in Figure 2 is a sampling of the
BFM corresponding to the RMSE ǫ ≤ 1.02ǫmin|tr, where
ǫmin|tr is the minimal RMSE obtained in a series of min-
imization runs for varying initial guesses for the parame-
ters, as explained in Section III. For such small deviation
from the minimal value it can be expected that the linear
analysis of Section III, including the PCA of the ensemble
gives a faithful geometrical characterization of the BFM.
Increasing the allowed deviation of the cost function from
its local minimum one can build a family of nested BFMs.
The linear analysis in Section III showed exponentially
large scales separation for the BFM between the sloppy
and stiff directions in the parametric space. This scales
separation is expected to be preserved for BFM corre-
sponding to larger allowed deviation of the cost function
from its local minimum. Indeed, for sloppy models the
number of effective data points M ′, corresponding to the
number of stiff directions locally, is smaller than the num-
ber of parameters N . In this case, the zero-level set of
the cost function (4)
C′ =
M ′∑
i=1
[xi − fi(p¯)] = 0, (7)
comprises a (N −M ′)-dimensional manifold in the para-
metric space. By the definition of effective data points,
these level sets, for various choices of the effective data
points, are local approximations of the BFMs correspond-
ing to sufficiently small values of the cost function. It
follows that the BFMs are quasi-(N −M ′)-dimensional
manifolds, approximately determined by the values ofM ′
effective stiff parameters, corresponding locally to theM ′
stiff directions in the parametric space for the cost func-
tion (4).
In Section III we estimated the local shape of the cost
function (4) level sets by the PCA of the best-fit ensem-
bles corresponding to the RMSE ǫ ≤ 1.02ǫmin|tr. The
variances were found to be exponentially larger in stiff di-
rections compared to sloppy directions, Figure 6. In this
situation, generic for sloppy models ([4]), the distinction
between the sloppy and stiff parametric direction is, in
practice, sharp. Analysis of effects of small perturbations
of either the fitting procedure or the data on the best-fit
ensemble in Appendix D has shown that it shifts signifi-
cantly in the sloppy directions in parametric space, while
changes in the stiff directions are negligible. This picture
suggests a operational definition of the stiff directions
as directions which are stiff under typical perturbations
of the experimental conditions and the fitting procedure,
which negligibly affects the fitting quality. Based on this
definition, we assessed the number of stiff parameters for
the SPM:M ′ = 3. Two out of the three parameters were
found to be the original (”microscopic”) parameters of
the SPM: the diffusion time τa and the number of Li ions
NLi,a in anode. Remarkably, the remaining stiff param-
eter r˜ was found to be a combination of the total Ohmic
resistance r and the electrodes specific exchange currents
I˜i, i = a, c. In the light of the preceding discussion, the
BFMs for the 9-parametric SPM with the value of pa-
rameter Θa,0 fixed by the anode OCP are expected to be
quasi-5-dimensional manifolds, defined approximately by
values of 3 stiff parameters and Θa,0.
B. Reduction of the SPM
Viewing the BFM corresponding to a larger allowed de-
viation of the cost function from its local minimum gives
ideas for possible limiting values of the SPM parameters,
for which a simpler reduced model can be obtained, while
staying on the BFM. Staying on the BFM ensures that
the resulting model’s prediction fit the data reasonably
well. The upper row in Figure 7 shows projections of the
ensemble of best-fit values, corresponding to the TMSE
ǫ ≤ 1.1ǫmin|tr, where ǫmin|tr is the minimal error. The
values of the specific exchange currents I˜i, i = a, c are
seen to reach 10A on the BFM. The cycling data used
for fitting the model parameters, Figure 3, corresponds
to constant discharge currents I . 2A. Therefore, the
values of 10A for the exchange currents observed on the
BFM, are significantly larger than the operational cur-
rents and suggest that taking limits I˜i → ∞ may be
appropriate for model reduction, provided they exist and
are nonsingular. Similarly, the values of the cathode dif-
fusion time τc are seen to reach values on the BFM which
are much shorter than the characteristic discharge time
in the cycling data. This suggests that τc →∞ may also
be an appropriate limit for the model reduction, provided
it exists and is nonsingular.
The corresponding model reduction was performed in
two steps. The Reduced Model I (RMI) is obtained from
8FIG. 7: Ensembles corresponding to RMSE ≈ 1.1ǫmin|tr for
full SPM (upper row, blue), RMI (middle row, green) and
RMII (bottom row, red). The number of sloppy parameters in
the RMI is reduced to just one, corresponding to the effective
dimension 1 of the resulting BFM. The values of the stiff
parameters of the full SPM are preserved. A random sample
of the ≈ 1.3ǫmin|tr ensemble for RMI (magenta) is shown to
guide the path in the parametric space (I˜a → ∞) for the
subsequent reduction of the model. The number of sloppy
parameters in the RMII is reduced to zero, corresponding
to the effective dimension zero of the BFM. The apparent
increase of uncertainty of the τa is fortuitous and explained by
the figure 9. Black dots correspond to the RMSE ≈ 1.1ǫmin|tr
ensemble, originating from the initial guesses for τa and Ni,a
in the vicinity of the best fit obtained in the full SPM and
RMI. The corresponding values of τa and Ni,a are preserved
across the hierarchy of the reduced modes as expected for the
stiff parameters.
Eqs.(1) as the limiting model for I˜c →∞ and τc → 0:
V (t) = ∆φeqc (t)−∆φeqa (θ¯a)− Ia (ra + rc)
−2kBT
e
ln
(
χa +
√
(χa)2 + 1
)
, (8)
∆φeqc (t) ≡ UOCP (y(t)) + ∆φeqa (y(t)), (9)
y(t) = 1−
∫ t
0
Ia(t
′)dt′
eNLi,a
, (10)
χa(θ¯a) =
Ia
I˜a (θa)
1
2 (1− θa)
1
2
,
Ia > 0 for discharge, θa = θ¯aΘa,0,
Parameters (3) : r = ra + rc, I˜a, Θa,0,
where expressions (8)-(10) follow from Eq.(2) and (B2)
in the limit of τc → 0 and
θ¯a(t) = 1− L−1
[
sign(Ia)L
[
ζ¯a(t
′)
]
√
s coth
√
s− 1
](
t
τa
)
, (11)
ζ¯a(t/τa) =
I(t)τa
3eNLi,a
, (12)
Parameters (2) : τa, NLi,a;
In this model, 4 of the original 9 parameters have been
eliminated. In the remaining 5 parameters 3 are stiff and
one is sloppy, and Θa,0 is kept fixed by the anode OCP.
The minimal RMSE of the model is slightly larger than
in the original SPM. The results of the fitting is provided
in Figure 8. Comparison of the errors in prediction of
voltage and time of end of discharge is given in table II.
It’s seen that the errors are just a bit larger than for the
full model. However inspection of the figure 7 shows that
the resulting BFM is 1-D as expected.
FIG. 8: Training (red) and testing (black) data vs RMI
(green) for discharge currents: 2.0, 1.5, 1.0, 0.5, 0.055A. The
training data set is generated by 2.0, 1.0, 0.055A discharge cur-
rents. 20 model predictions (trajectories) are made based on
20 random sets of parametric values within the range RMSE
ǫ < 1.02ǫmin|tr - the minimal RMSE obtained for the training
data; ǫmin|tr ≈ 2.5mV . RMSE averaged over all the data is
2.5% for each parametric set (the variation between the sets
are negligible); average (over the data) error in the time of
the end of discharge tEOD prediction is 1.3%(the variation
between the sets are negligible). Computation time per tra-
jectory: ∼ 0.05− 0.1s.
The next iteration of reduction results in reduced
model II (RMII) and is obtained from Eqs.(8)-(10) as the
limiting model for I˜a →∞ (see Figure 7 for the guideline
for the reduction):
V (t) = ∆φeqc (t)−∆φeqa (θ¯a)− Ia (ra + rc) , (13)
∆φeqc (t) ≡ UOCP (y(t)) + ∆φeqa (y(t)),
y(t) = 1−
∫ t
0
Ia(t
′)dt′
eNLi,a
,
Parameters (1) : r = ra + rc,
and
θ¯a(t) = 1− L−1
[
sign(Ia)L
[
ζ¯a(t
′)
]
√
s coth
√
s− 1
](
t
τa
)
, (14)
ζ¯a(t/τa) =
I(t)τa
3eNLi,a
.
Parameters (2) : τa, NLi,a.
In this model, 6 of the original 9 parameters have been
eliminated. The remaining 3 parameters τa, NLi,a and r˜
are stiff. A spurious increase of the uncertainty in τa is
seen in Figure 7, but not observed for either full SPM
or RMI. Projection of the ensembles corresponding to
RMSE ≈ 1.1ǫmin|tr (green) on the (τa, NLi,a) plane, Fig-
ure 9, shows a peculiar striped pattern in the ensemble.
9TABLE II: Quality of fits. Case F1
2A 1.5A 1A 0.5A 0.055A
Full Model
ǫtEOD
ǫV (t)
-1.2 %
1.5e-02 V
0.5 %
2.1e-02 V
1.8 %
2.9e-02 V
2 %
3.3e-02 V
-0.1 %
1.1e-02 V
Reduced model I
ǫtEOD
ǫV (t)
-1.4 %
1.4e-02 V
0.6 %
2.5e-02 V
1.9 %
3.6e-02 V
2.3 %
3.7e-02 V
0.3 %
1.1e-02 V
Reduced model II
ǫtEOD
ǫV (t)
-0.6 %
2.0e-02 V
0.8 %
3.4e-02 V
2.3 %
5.0e-02 V
2.6 %
5.0e-02 V
0.2 %
0.71e-02 V
FIG. 9: RMII. Projection of the ensembles corresponding to
RMSE ≈ 1.1ǫmin|tr (green) and ≈ 1.2ǫmin|tr (blue) on the
(τa, NLi,a) plane. The large red circle corresponds to the min-
imal RMSE, and coincides essentially with the minimal value
for the full model and RMI. The observed stripes correspond
to a series of local minima of the RMSE, separated by ”ridges”
of high RMSE of at least ≈ 1.2ǫmin|tr . In contrast to the ef-
fective degeneracy of the minimum for the sloppy full SPM
(quasi-5-D BFM) and reduced model I (quasi-1-D BFM) the
separated minima cannot be reached by a small perturbation
of the data, model or fitting procedure. Therefore, the phys-
ical minimum is isolated and the physically relevant width of
the ensemble for RMSE ≈ 1.1ǫmin|tr is limited by first ridge
separating the minimum from the next one. This width is
found to be about 10% as for the full model and RMI. To con-
verge to the physical minimum the fitting procedure should
start at the initial guesses for τa and Ni,a in the vicinity of
the best fit obtained in the full model and RMI. Small red
circles correspond to the ensemble with RMSE ≈ 1.1ǫmin|tr ,
originating from such an initial guess.
It apparently corresponds to sequence of local minima
of the cost function separated by ridges of high values
of the RMSE. Ensemble corresponding to ≈ 1.2ǫmin|tr
(blue) shows the same location of the ridges. Ensem-
ble corresponding to ≈ 1.5ǫmin|tr (not shown) does not
longer present the striped pattern giving an upper bound
for the ridges height. Since these multiple minima of the
RMSE are separated by the high cost ridges, they cannot
be reached by small perturbations of the data, model or
fitting procedure. In this sense the absolute minimum of
the RMSE (the red circle in figure 9) which coincides with
the minimal value for the full model and RMI, should be
considered as the physically meaningful best fit value.
Since τa is a stiff parameter in (both full and) RMI, its
best fit value for the RMI can be used as an initial guess
for fitting the RMII. This best fit can be obtained in just
few iterations of the fitting procedure for the RMI and
then used as the initial guess for the RMII.
The resulting RMSE of the RMII is slightly larger than
in the RMI. The results of the fitting is provided in Fig-
ures 10 and 11. Comparison of the errors in prediction of
voltage and time of end of discharge is given in table II.
It’s seen that the errors are just a bit larger than for the
full SPM and the RMI. However inspection of the figure
7 and 9 shows that the resulting BFM is effectively 0-D
as expected.
FIG. 10: Training (red) and testing (black) data vs RMII
model (blue) for discharge currents: 2.0, 1.5, 1.0, 0.5, 0.055A.
The training data set is generated by 2.0, 1.0, 0.055A dis-
charge currents. Ten models’ predictions (trajectories) are
made based on 10 random sets of parametric values within
the range RMSE ǫ < 1.02ǫmin|tr , corresponding to the phys-
ical local minimum in Figure 9; ǫmin|tr ≈ 3.2mV . RMSE
averaged over all the data is 3.2% for each parametric set
(the variation between the sets are negligible); average (over
the data) error in the time of the end of discharge tEOD pre-
diction is 1.5%(the variation between the sets are negligible).
Computation time per trajectory: ∼ 0.05 − 0.1s. The RMII
fit (blue) is compared to RMI fit (green) reproduced from the
Figure 10.
Reduction of the SPM leads to a moderate decrease
in its fidelity in predicting the cycling behavior of the
battery. On the other hand, a reduced model depends
on fewer unidentifiable parameters, therefore providing a
better tool for characterizing the battery’s physical state.
In a fully reduced model - RMII - this characterization
is accomplished in terms of values of just three stiff pa-
rameters τa, NLi,a and r, which are provided by fitting
the model to the data. Their values can be inferred with
a high degree of certainty using the RMII. It is crucially
important to note, that although formally r in the RMII
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FIG. 11: Variable current discharge data (black) vs model
predictions for RMII (blue) vs SPM. Both RMII and full SPM
model are best-fit to the training constant-discharge data as
in Figure 3. Ten samples with RMSE ǫ < 1.02ǫmin|tr are plot-
ted (green); The time- and samples-averaged error in RMII
prediction is 35mV and 50mV for the pulses in the upper
and lower panels, respectively, corresponding to 3.5% and
5%, respectively, of the total voltage drop over the time of
discharge. The corresponding predictions of the SPM (green)
give 2% average error. Computation time per discharge for
RMII: ∼ 30s.
stands for the Ohmic resistance, its inferred value does
not represent the true value of Ohmic resistance of the
battery, but rather an effective resistance r˜, which is a
function of the original parameters r, I˜a, I˜c and which
value is obtained by moving on the BFM of the full SPM
in the subspace spanned by r, I˜a, I˜c. In this respect the
performed reduction of the SPM and similar reductions of
sloppy models in general are very different from conven-
tional simplifications of models based on neglecting small
parameters. In the latter case the remaining parameters
of the model retain their original physical meaning and
their best-fit values can be considered as fair estimates of
the actual parametric values. In the case of sloppy mod-
els, parameters are neglected not because their actual
values are small, but because their effect on predicting
the system behavior is negligible. The remaining param-
eters should no longer be interpreted as original (”micro-
scopic”) parameters of the sloppy model, but should be
considered effective parameters, depending on a number
of original parameters.
VI. CONCLUSIONS
Best-Fit Manifold (BFM) of the Single-Particle Model
(SPM) of Li-ion battery has been characterized numeri-
cally. BFM was defined as locus of the values of the SPM
parameters consistent with the cycling data. Local analy-
sis of the BFM revealed exponentially large ratios of the
best-fit parameters variations in certain (sloppy) direc-
tions in the parametric space, compared to other (stiff)
directions. Due to this exponential discrepancy, paramet-
ric values in the sloppy direction cannot be inferred with
a meaningful certainty from fitting the SPM to the cy-
cling data. This property is known to be shared by a class
of so-called Sloppy Models. Theory of sloppy models pro-
vide a formal pathway for a sloppy model reduction to a
model depending on just stiff parameters. In many cases,
a pathway can be guessed based on geometrical insights.
Such is the case of the SPM, where geometrical properties
of the BFM allowed us to develop a hierarchy of the re-
duced models starting at the full model. Reduced model
I (RMI) depends on fewer sloppy parameters, therefore
leading to a more concise battery characterization. Fully
reduced model II (RMII) depends on only three effective
stiff parameters, the values of which can be inferred with
high certainty by fitting the RMII to cycling data. As a
consequence, the RMII provides a tool for characteriza-
tion of the battery physical state in terms of just three
parameters. The effective parameters of the RMII are
the battery’s capacity NLi,a, the anode diffusion time τa
and an effective Ohmic resistance r˜. The first two param-
eters are original parameters of the SPM, which can be
inferred with certainty using the full SPM, and retain the
original meaning in the process of model reduction. The
third parameter r˜ is an effective parameter and not an
original parameter of the SPM. It is an unknown function
of three original parameters of the SPM: the total Ohmic
resistance r and the specific exchange currents at anode
and cathode, I˜i, i = a, c. As a consequence, it seems that
the state of the battery cannot be characterized in terms
of the original parameters of the SPM, based on the cy-
cling data, but characterization can be accomplished in
terms of effective parameters. In particular, it appears
that modeling aging and degradation of Li ion battery
based on cycling data alone can only be done in terms of
the effective parameters, i.e., phenomenologically. Such
an analysis is currently work in progress which will be
reported elsewhere.
The present work focuses on a particular model of the
Li ion cells - the Single Particle Model. However, based
on our understanding of the root cause for the SPM ”slop-
piness” with respect to cycling data, we expect that more
elaborate and high fidelity models, depending on a larger
number of parameters will display ”sloppiness” to an even
greater extent. Application of a similar analysis to these
model will lead to their reduction and building a hierar-
chy of reduced models in a systematic manner. In this
sense, we believe that results of the present work have
general character and will be useful in modeling and pa-
rameter inference for Li ion cells.
Appendix A: SPM equations
1. Solid phase diffusion
Evolution of the ions intercalation fraction Θi(r, t) in
ith electrode (i = a, c, for anode and cathode, respec-
tively) particle, corresponding to the picture above is ex-
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pressed as follows:
∂Θi
∂t
=
1
r2
∂
∂r
(
r2Di
∂
∂r
Θi
)
, (A1)
Di
∂Θi
∂r
|r=Ri = −
Ii(t)
4πR2i eKimi
, (A2)
∂Θi
∂r
|r=0 = 0, (A3)
where the current sign convention is Ia = −Ic, |Ii| = I
and Ia > 0 for discharging current, Di is solid phase
diffusivity of Li, Ri is the particle radius, Ki the number
of particles and mi is concentration of intercalation sites
in electrode i = a, c.
Having in mind applications where at t = 0 the in-
tercalation fraction of ions in both electrodes is uniform,
we fix the initial conditions by Θi(r, 0) = Θi,0, for r-
independent initial intercalation fractions Θi,0, i = a, c.
Transforming to dimensionless variables r¯ = r/Ri, t¯ =
t/τi where the diffusion time is defined by τi ≡ R2i /Di,
we obtain solution of Eqs.(A1) in form of inverse Laplace
transform for t > 0:
Θi(r¯, t¯) = Θi,0
−L−1
[ L [ζi(t¯′)] sinh r¯√s
r¯ (
√
s cosh
√
s− sinh√s)
]
(t¯), (A4)
ζi(t¯) =
Ii(τi t¯)τi
3eMLi,i
, MLi,i ≡ 4
3
πR3iKimi.
We are interested in the solution at the boundary r¯ = 1,
which effects the measured voltage through the electro-
chemical kinetics:
θi(τi t¯) ≡ Θi(1, t¯)
= Θi,0 − L−1
[ L [ζi(t¯′)]√
s coth
√
s− 1
]
(t¯). (A5)
Defining a normalized intercalation fraction at the
boundary by:
θ¯a =
θa
Θa,0
, θ¯c =
1− θc
1−Θc,0 , (A6)
so that θi = 0(θi = 1) correspond to fully discharged
(charged) cell, and transforming to original time t, we
obtain:
θ¯i(t) = 1− L−1
[
sign(Ia)L
[
ζ¯i(t
′)
]
√
s coth
√
s− 1
](
t
τi
)
, (A7)
ζ¯i(t/τi) =
I(t)τi
3eNLi,i
, τi ≡ R
2
i
Di
NLi,a =MLi,aΘa,0, NLi,c =MLi,c (1− Θc,0),
MLi,i ≡ 4
3
πR3iKimi,
where Ia(t) = −Ic(t), I ≡ |Ii|, and Ia(t) > 0 for a
discharging current. The physical meaning of NLi,i for
i = a, c is the total number of Li ions in the anode and in-
tercalation vacancies in cathode, respectively, in the fully
charged cell. The physical meaning of ζ¯i is the fraction of
the total charge of available ions in anode eNLi,a (i = a)
or of available intercalation vacancies in cathode eNLi,c
(i = c) transferred by the current I over the diffusion
time τi.
If t = 0 corresponds to the beginning of discharge, and
the discharge proceeds at constant current I for 0 < t <
tEOD, followed by the recovery stage I = 0, the solution
can be expressed as follows:
θi(t) = Θi,0
−ζiL−1
[
1− e−stEOD/τi
s (
√
s coth
√
s− 1)
](
t
τi
)
, (A8)
ζi =
Ii
Ii,eff
, τi ≡ R
2
i
Di
Ii,eff ≡ 3eMLi,i
τi
, MLi,i ≡ 4
3
πR3iKimi.
A computationally friendly form of Eq.(A8) for t < tEOD
is found to be:
θi(t) = Θi,0
−ζiL−1
[
1
s (
√
s coth
√
s− 1)
](
t
τi
)
(A9)
and for tEOD < t:
θi(t) = Θi,0
−ζiL−1
[
1
s (
√
s coth
√
s− 1)
]
|
(
t
τi
)
(
t−tEOD
τi
). (A10)
where we used notation F (t)|xy ≡ F (x)−F (y) for brevity.
Useful asymptotic expressions for θi(t) can be obtained
explicitly for t≪ τi
θi(t) = Θi,0 − 2ζi
√
t
πτi
(A11)
and for τi ≪ t ≤ tEOD:
θi(t) = Θi,0 − ζi
(
3t
τi
+
1
5
)
. (A12)
Another useful quantity is the spatially averaged filling
factor, which can be calculated from Eq.(A4):
(Θi)av = 3
∫ 1
0
dr r2Θi(r, t)
= Θi,0 − 3L−1
[L [ζi(t)]
s
]
(t)
= Θi,0 − 3
∫ t
0
ζi(t)dt
′. (A13)
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2. Voltage dynamics
For finite discharge rate and under assumptions of the
SPM (in the zero order in electrolyte effects) the voltage
drop on each electrode equals the sum of the open circuit
voltage, electrochemical overpotential and Ohmic drop:
∆φi = ∆φ
eq
i (θ¯i) + ηi + Iiri, (A14)
where Ia = −Ic, |Ii| = I and Ia > 0 for discharging cur-
rent by convention. the Ohmic resistance is an empirical
parameter, and the overpotential is assumed to follow
from the Butler-Volmer kinetics:
ji = ji,0(θ¯i)
(
e
(1−αi)
eηi
kBT − e−αi
eηi
kBT
)
, (A15)
where ji is the current density across the SEI and ji,0
is the exchange current for the electrode i = a, c. We
note that choice of the charge transfer coefficient 0 <
αi < 1 is not a simple matter [24]; generalizations of
or alternatives to Butler-Volmer kinetics have also been
proposed recently [25]. However, a common modeling
practice is to take αi = 1/2. We shall make this choice
in the present work. It allows us to easily invert the
expression (A15) for the overpotential:
ηi =
2kBT
e
ln
(
χi(θ¯i) +
√
χi(θ¯i)2 + 1
)
, (A16)
χi(θ¯i) ≡ ji
ji,0(θ¯i)
,
where during discharging ηc, χc < 0 and ηa, χa > 0, and
during charging, the other way around. Using expres-
sions (A14) and (A16) we obtain for the terminal voltage:
V = ∆φeqc (θ¯c)−∆φeqa (θ¯a)− Ia (ra + rc)
+
2kBT
e
ln
(
χc(θ¯c) +
√
χc(θ¯c)2 + 1
χa(θ¯a) +
√
χa(θ¯a)2 + 1
)
, (A17)
which, together with Eqs.(A5) constitute the zero-order
(in the electrolyte and temperature effects) solution for
the terminal voltage dynamics.
In the expression (A17) the exchange currents ji,0 are
yet to be specified. It is customarily to use an excluded-
volume generalization of the dilute solution expression:
ji,0(θ¯i, c+) = kic
1−α
+ θ
αi
i (1− θi)1−αi , (A18)
θa = θ¯aΘa,0, θc = 1− θ¯c (1−Θc,0) ,
where c+ is the concentration of Li ions in the electrolyte.
The resulting explicit expressions for χi are:
χi(θ¯i) =
ji
ji,0(θ¯i)
=
IiRi
3Ali(1− ǫi)ji,0(θ¯i)
=
IiRi
3Ali(1− ǫi)kic1−αie (θi)αi (1− θi)1−αi
=
Ii
I˜i (θi)
αi (1− θi)1−αi
, (A19)
I˜i ≡ 3Ali(1− ǫi)kic
1−αi
e
Ri
,
θa = θ¯aΘa,0, θc = 1− θ¯c (1−Θc,0) .
Appendix B: Fitting the anode and cathode OCPs
SPM requires open-circuit potentials (OCP) for each
electrode, ∆φeqc (θ¯c) and ∆φ
eq
a (θ¯a), Eq.(1), where ∆φ
eq
a (x)
is the anode OCP, corresponding to the state of charge
x, and ∆φeqc (x) can be defined as follows:
∆φeqc (x) = UOCP (y) + ∆φ
eq
a (y), (B1)
y = 1− NLi,c
NLi,a
(1− x) , (B2)
where UOCP (x) is the total cell OCP, corresponding to
the state of charge x, NLi,a the total number of ions
available for intercalation in the anode, and NLi,c is the
total number of vacancies in the cathode in fully charged
cell.
To obtain the total OCP as a function of the state
of charge, the cell voltage VOCP (t) was measured at low
discharge current (0.025C for F1 case and 0.05C for F3
case). For such low discharge rate:
UOCP (θ¯a) = UOCP (1 − t/t∗OCP ), (B3)
where t∗OCP is the extrapolated time at which V (t) di-
verges (”absolute” time of the end of discharge). Assum-
ing the divergence is logarithmic, i.e., V (t) ∼ log(1 −
t/t∗OCP ) as t → t∗OCP , we can numerically perform the
extrapolation to find t∗ and to obtain the functional form
UOCP (x) from Eq.(B3).
Non-destructive measurements access only the total
open-circuit voltage. OCPs ∆φeqc (θ¯c) and ∆φ
eq
a (θ¯a) are
inaccessible. A common approach for modeling cells with
graphite anodes is to assume that the anode OCP is sim-
ilar to an anode OCP reported in literature and to infer
the cathode OCP using B1. The problem with this ap-
proach that that the anode OCPs vary significantly and
the resulting cathode OCP will generally inherit some
features from the assumed graphite anode OCP. There-
fore we took a different path. We assumed that the anode
OCP is described by the model of Ref. [23] parametrized
by parameters Aj , Bj and Cj , j = 1, 2, ..., 6:
θa =
∑
j
Aj
1 + exp [BjV + Cj ]
, (B4)
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where θa is the intercalation fraction (fractional occu-
pancy, [23]) in the anode at equilibrium, and V is the
corresponding anode OCP. We note, based on the defini-
tions in Eqs.(A6), that the corresponding state of charge
is θ¯a = θa/Θa,0, where
Θa,0 =
∑
j
Aj
1 + exp [BjVc + Cj ]
, (B5)
where Vc is voltage corresponding to the fully charged
battery.
Next, we made use of the fact that LiCO2 cathode
OCP are smooth [22] and don’t display sharp transitions
as observed in both graphite anode and total cell OCPs.
Therefore, we assumed that all these features in the total
cell OCP should be attributed to the graphite anode.
Accordingly, the parameters of the [23] model we varied
to provide the maximally smooth cathode OCP, as shown
in Figure 1. The resulting anode and cathode OCP were
used in the Eq.(1).
Appendix C: Definition of the parametric
boundaries and other hyperparameters
Table III lists hyperparameters used to set up the
boundaries for the allowed parameters variation. They
are based on prior estimates N∗Li,a, τ
∗
a , r
∗ and Θ∗a, for
the number of ions available for intercalation (the cell
capacity), solid phase diffusion time, Ohmic resistance
and the maximal filling fraction in anode, respectively.
The estimate N∗Li,a is obtained from the measurement
of the total cell OCP:
N∗Li,a = e
−1IOCP t
∗
OCP , (C1)
where IOCP is the constant discharge current used for
testing the OCP as described in Appendix B and abso-
lute time of the end of discharge t∗OCP is defined after
Eq.(B3).
The estimate for the solid phase diffusion time in the
anode τ∗a is obtained by solving simultaneously the sys-
tem of two equations:
0 = 1− L−1
[
ζ¯a
s (
√
s coth
√
s− 1)
](
t∗
τ∗a
)
, (C2)
ζ¯a =
Iτ∗i
3eN∗Li,a
, (C3)
which follow from Eq.(2). In Eq.(C2) current I ≫ IOCP
and t∗ is the corresponding absolute time of discharge.
The characteristic Ohmic resistance r∗ is obtained as-
suming it’s the major contribution for the potential drop
∆VI with occurs when the discharge at current I is
turned on:
r∗ =
∆VI
I
, (C4)
The estimate in Eq.(C4) was found to weakly depend on
the current I and was performed for discharges corre-
sponding to 1C or 0.5C.
Finally, the estimate for maximal filling fraction Θ∗a in
Eq.(1) is given by the expression B4 for V = 0.
Appendix D: Linear analysis of the best-fit ensemble
Here we present a linear analysis of the best-fit ensem-
ble in the vicinity of the minimal error and demonstrate
the sensitivity of the best fit to the perturbation. As
mentioned in Section IV, one can expect that pertur-
bations in the model, inference algorithm and data will
generically lead to large variations of the inferred best-fit
values in the sloppy directions, associated with the near-
singular eigenvalues of H−1. Indeed, perturbation in the
data x→ x+ δx will lead to perturbation of the best fit
parameters p¯0 → p¯0+δp¯, which can be determined from
the variation of Eq.(5):
∂C(x+ δx, p¯)
∂p¯j
|p¯0+δp¯ = 0
⇒ ∂
2C(x, p¯)
∂p¯j∂xk
|p¯0δxk +
∂2C(x, p¯)
∂p¯j∂p¯k
|p¯0δp¯k = 0
⇒ δp¯k = −H−1k,j
∂2C(x, p¯)
∂p¯j∂xl
|p¯0δxl. (D1)
Since the inverse Hessian H−1k,j is ill-conditioned, small
generic perturbations in the data δx will lead to large
variations of the best-fit parametric values δp¯ in the
sloppy directions associated with the near-zero values of
the Hessian.
Perturbation in the model C → C + δC will lead to
perturbation of the best fit parameters p¯0 → p¯0 + δp¯,
which can similarly be determined from the variation of
Eq.(5):
∂C(x, p¯) + ∂δC(x, p¯)
∂p¯j
|p¯0+δp¯ = 0
⇒ ∂
2C(x, p¯)
∂p¯j∂p¯k
|p¯0δp¯k +
∂δC(x, p¯)
∂p¯j
|p¯0 = 0
⇒ δp¯k = −H−1k,j
∂δC(x, p¯)
∂p¯j
|p¯0 . (D2)
Again, due to the large condition number of the inverse
Hessian H−1k,j , small perturbations of the model δC will
lead to large variations of the best-fit parametric values
δp¯.
In a practical implementation of a least squares mini-
mization algorithm a stopping criterion is used. Assum-
ing the stopping criterion is satisfied at a point p¯0 + δp¯,
where ∂C/∂p¯j ≤ δgj, we can calculate the best-fit value
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TABLE III: Boundaries of the parametric space (hyperparameters).
Parameters
Lower
boundary
Upper
boundary
Remarks
τc 0.001τ
∗
a 2τ
∗
a τ
∗
a in Appendix C
NLi,c 1.01N
∗
Li,a 2N
∗
Li,a N
∗
Li,a in Appendix C
Θc,0 0 0.8 0.5 is a literature value
I˜a 0.1A 10A 1A is taken as the characteristic scale
I˜c 0.1A 10A 1A is taken as the characteristic scale
r 0 1.2r∗ r∗ in Appendix C
NLi,a 0.9N
∗
Li,a 1.1N
∗
Li,a N
∗
Li,a in Appendix C
τa 0.1τ
∗
a 5τ
∗
a τ
∗
a in Appendix C
Θa,0 Θ
∗
a Θ
∗
a
Θ∗a as obtained from the anode OCP
model, Appendix B
TABLE IV: Quality of fits. Calculated at the center of mass of the ǫ ≤ 1.02ǫmin|tr ensemble.
2A 1.5A 1A 0.5A 0.055A
F1
ǫtEOD
ǫV (t)
-1.2 %
1.5e-02 V
0.5 %
2.1e-02 V
1.8 %
2.9e-02 V
2 %
3.3e-02 V
-0.1 %
1.1e-02 V
F1b
ǫtEOD
ǫV (t)
-1.3 %
1.6e-02 V
0.5 %
2.2e-02 V
1.8 %
3.1e-02 V
2 %
3.4e-02 V
-0.1 %
1.1e-02 V
F2
ǫtEOD
ǫV (t)
-0.7 %
1.5e-02 V
1.3 %
2.8e-02 V
2.6 %
4.2e-02 V
2.6 %
4.4e-02 V
0.1 %
2.1e-02 V
F2b
ǫtEOD
ǫV (t)
-1.2 %
1.5e-02 V
0.6 %
2.1e-02 V
1.9 %
3.1 e-02 V
2.1 %
3.4e-02 V
-0.1 %
1.0e-02 V
deviation δp¯ as follows:
∂C(x, p¯)
∂p¯j
|p¯0+δp¯ = δgj
⇒ ∂
2C(x, p¯)
∂p¯j∂p¯k
|p¯0δp¯k = δgj
⇒ δp¯k = H−1k,j δgj. (D3)
Even if the stopping criterion corresponds to a small gra-
dient δg the variation of the best-fit parametric values δp¯
will generically be large due to the ill-conditioning of the
inverse Hessian.
Below we explore this predicted effect of perturbations
numerically for the SPM. We shall see that the best fit
changes significantly in the sloppy directions under the
small perturbations while the values of stiff parametric
combinations are only negligibly affected. The following
three classes of perturbations are considered:
• Perturbations of parametric boundaries (termed
cases F1 vs. F1b, for brevity)
• Variation in the choice of the training data set
(cases F1 vs. F2 and F2b)
• Small variations in the experimental conditions
(cases F3 vs. F4)
For each perturbation Fi an ensemble of nondimen-
sionalized parametric values corresponding to the RMSE
ǫ ≤ 1.02ǫmin|tris computed and it’s center-of-mass value
p¯Fi calculated. Comparing cases Fi and Fj we compute
the displacement vector ∆p¯|FjFi ≡ p¯Fj − p¯Fi and it’s pro-
jections on the PAs of ensemble, corresponding to Fi
(without loss of generality, as the PAs are only weakly
perturbed), Tables V and VII. Tables IV and VI com-
pare the qualities of the fit to constant discharge data in
terms of the RMSE, associated with cases Fi and Fj
a. Perturbation of parametric boundaries We have
considered perturbation the boundary of parameter Θ∗c :
the upper bounds for Θc,0 is set to 0.4 in F1b instead of
0.8 in F1. Table IV shows that the quality of the fit is
unchanged by the perturbation.
b. Perturbation of the training data set Best-fit en-
sembles are compared for fits F1 vs. F2. Fit F2 differs
from F1 in that the discharge data for 1A is excluded
from the training set. Again, the ensembles are found
to have shifted in the sloppy directions only, Table V.
The quality of the fit has decreased insignificantly, Ta-
ble IV. Case F2b correspond to a different variation in
the choice of the training data set, where 1.5A discharge
data is used for the fitting instead of 1A discharge (case
F1). Again, the ensembles are found to have shifted in
the sloppy directions only, Table V. The qualities of the
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TABLE V: Projections of the best-fit ensemble displacement on the principle axes.
V1 V2 V3 V4 V5 V6
F1 − − − − − −
F1b 0.0000 0.0002 0.0066 0.0728 0.0115 0.2994
F2 0.0000 0.0001 0.0333 3.6535 0.9818 1.0672
F2b 0.0000 0.0001 0.0004 0.0334 0.0062 0.3347
TABLE VI: Quality of fits. Calculated at the center of mass of the ǫ ≤ 1.02ǫmin|tr ensemble.
2A 1.5A 1A/1A∗ 0.5A 0.11A
F3
ǫtEOD
ǫV (t)
-2.2 %
1.4e-02 V
−
−
0.5 %
2.3e-02 V
−
−
-0.1 %
2.4e-02 V
F4
ǫtEOD
ǫV (t)
-2.2 %
1.4e-02 V
−
−
0.5/2.3 %
2.3/2.8e-02 V
−
−
0.2 %
2.6e-02 V
TABLE VII: Projections of the ensemble displacement on the
principle axes.
V1 V2 V3 V4 V5 V6
F3 − − − − − −
F4 0.0000 0.0000 0.0034 0.0715 0.0166 0.0230
fits are practically identical, Table IV.
c. Perturbation of experimental conditions Best-fit
ensembles are compared for fits F3 vs. F4 for a series
of tests on moderately aged cells, where such data was
available. Fit F4 differs from F3 in that the discharge
data for 1A (starred value in Table VI) is obtained in a
different although nominally identical test. Again, the
ensembles are found to have shifted in the sloppy direc-
tions only, Table VII. The quality of the fit has decreased
insignificantly, Table VI.
The foregoing analysis illustrates an expected prop-
erty of ”sloppy models”: small (in the RMSE met-
ric) perturbations of the parametric boundaries, train-
ing data set and experimental conditions, lead to signif-
icant variations of the best fit values of the parameters.
These significant variations for all the perturbations take
place in particular (sloppy) directions in the parametric
space. Variations in the perpendicular directions (stiff)
are small. The ratios of the variation magnitudes be-
tween the sloppy and stiff directions span many orders
of magnitude. The numerical evidence presented above
suggests that Vi, i = 1, 2, 3 are essentially stiff under
the considered perturbations, while Vi, i = 4, 5, 6 are
sloppy. Based on the Table I we find that two out of
the three stiff parameters, corresponding to V1 ans V2,
are the original (”microscopic”) parameters of the SPM:
the number of Li ions NLi,a and the diffusion time τa
in anode, respectively. The third effective stiff param-
eter r˜, corresponding to V3 is found to be a combina-
tion of the total Ohmic resistance r and the electrodes
specific exchange currents I˜i, i = a, c. The quality of
the fit, as judged by the accuracy of the predicted time-
of end of discharge and the mean square distance from
the discharge voltage data, Tables IV and VI, is negligi-
bly perturbed by the considered perturbations, while the
variations in the sloppy directions are very significant.
This picture suggests a operational definition of the stiff
directions as directions which are stiff under typical per-
turbations of the experimental conditions and the fitting
procedure, which negligibly affects the fitting quality.
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