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TIGHT CLOSURE DOES NOT COMMUTE WITH LOCALIZATION
HOLGER BRENNER AND PAUL MONSKY
Abstract. We give an example showing that tight closure does not commute with
localization.
Mathematical Subject Classification (2000): 13A35, 14H60
Introduction
At the outset of chapter 12 of [15], Huneke declares: “This chapter is devoted to the
most frustrating problem in the theory of tight closure. From the first day it was clearly
an important problem to know that tight closure commutes with localization.”
The reason for Huneke’s frustration in establishing the result is now clear. It is not
always true, and our paper provides the first counterexample.
We recall the notion of tight closure, which was introduced by M. Hochster and C.
Huneke some twenty years ago and is now an important tool in commutative algebra (see
[13], [15], [16]). Suppose that R is a commutative noetherian domain containing a field of
positive characteristic p > 0. Then the tight closure of an ideal I is defined to be
I∗ = {f ∈ R : there exists t 6= 0 such that tf q ∈ I [q] for all q = pe} .
Here I [q] = (f q : f ∈ I) is the ideal generated by all f q, f in I. The localization problem
is the following: suppose that S ⊆ R is a multiplicative system and I is an ideal of R. Is
(S−1I)∗ = S−1(I∗)? That S−1(I∗) is contained in (S−1I)∗ is trivial; the other inclusion
is the problem. The question is: if f is in (S−1I)∗ must there be an h ∈ S with hf in I∗?
Various positive results for the localization problem are mentioned in chapter 12 of [15]
(see also [22] and [14] for further positive results). One attack that has had successes
is through plus closure. This approach works when the tight closure of I coincides with
its plus closure - that is to say when for each f ∈ I∗ there is a finite domain extension
T of R for which f is in IT . Tight closure is plus closure for parameter ideals in an
excellent domain [21] and for graded R+-primary ideals in a two-dimensional standard-
graded domain over a finite field [4].
In this paper we give an example of a three-dimensional normal hypersurface domain
in characteristic two, together with an ideal I, an element f and a multiplicative system
S, such that f is in (S−1I)∗, but f is not in S−1(I∗). This implies also that f 6∈ (S−1I)+,
so also Hochster’s “tantalizing question” (see [12, Remarks after Theorem 3.1]) whether
tight closure is plus closure has a negative answer.
Our example has no direct bearing on the question whether weakly F -regular rings are
F -regular. Recall that a noetherian ring of positive characteristic is weakly F -regular, if all
ideals are tightly closed (I = I∗), and F -regular, if this holds for all localizations. These
notions have deep connections to concepts of singularities (like log-terminal, etc.) defined
in characteristic zero in terms of the resolutions of the singularities; see [16], [15, Chapter
4] or [23] for these relations. The equivalence of F -regular and weakly F -regular is known
1
2 HOLGER BRENNER AND PAUL MONSKY
in the Gorenstein case, in the graded case [17] and over an uncountable field (Theorem of
Murthy, see [15, Theorem 12.2]). It is still possible that tight closure always commutes
with localization at a single element, namely that (If )
∗ = (I∗)f , and that for algebras of
finite type over a finite field we always have I∗ = I+.
Our argument rests on a close study of the homogeneous co-ordinate rings of certain
smooth plane curves and has the following history. The first serious doubts that tight
closure might not be plus closure arose in the work of the first author in the case of a
standard-graded domain of dimension two. Both closures coincide under the condition
that the base field is finite, but this condition seemed essential to the proof; this suggested
looking at a family SpecA −→ A1
Fp
of two-dimensional rings parametrized by the affine
line. The generic fiber ring is then a localization of the three dimensional ring A and the
generic fiber is defined over the field of rational functions Fp(t), whereas the special fibers
are defined over varying finite fields. If localization held, and if an element belonged to
the tight closure of an ideal in the generic fiber ring, then this would also hold in almost
all special fiber rings (Proposition 1.1). Since the fiber rings are graded of dimension two,
one may use the geometric interpretation of tight closure in terms of vector bundles on
the corresponding projective curves to study tight closure in these rings.
Now in [18] the second author had used elementary methods to work out the Hilbert-
Kunz theory of Rα = F [x, y, z]/(gα), where charF = 2, and
g = gα = P + αx
2y2 with P = z4 + xyz2 + x3z + y3z
and α in F×. In particular [18] shows that the Hilbert-Kunz multiplicity of g is 3 when α
is transcendental over Z/(2) and > 3 otherwise.
Seeing these results, the first author realized that the family SpecF [x, y, z, t]/(gt) −→
SpecF [t] might be a good place to look for a counterexample to the localization question.
The candidate that arose was the ideal
I = (x4, y4, z4) and the element f = y3z3 .
It followed directly from the results of [18] that f ∈ I∗ holds in Rα when α is transcen-
dental (Theorem 2.4). The first author established, using an ampleness criterion due to
Hartshorne and Mumford, that every element of degree ≥ 2 was a test element in Rα
(Theorem 1.6 via Lemma 1.2; we later discovered that the argument could be simplified -
see Remark 1.3). Computer experiments showed that xy(y3z3)Q 6∈ I [Q] in Rα, where α is
algebraic over Z/(2) of not too large degree, and Q is a power of 2 depending on algebraic
properties of α.
The second author built on [18] to establish that this non-inclusion holds in fact for
arbitrary algebraic elements, completing the proof. The argument is presented in section
3. Section 4 consists of remarks and open questions. A more elementary but less revealing
variant of our presentation is given in [20].
We thank A. Kaid (University of Sheffield), M. Kreuzer and D. Heldt (both Universita¨t
Dortmund) for their support in the computations with the computer-algebra system Co-
CoA which provided strong numerical evidence in an earlier stage of this work. We also
thank the referees for their useful comments.
1. Geometric deformations of tight closure
Before we present our example we describe a special case of the localization problem,
namely the question of how tight closure behaves under geometric deformations. Let F
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be a field of positive characteristic and F [t] ⊆ A, where A is a domain of finite type.
Suppose that an ideal I and an element f are given in A. Then for every point p ∈
SpecF [t] = A1F with residue class field κ(p) one can consider the (extended) ideal I and f
in A⊗F [t] κ(p) and one can ask whether f ∈ I
∗ in the co-ordinate ring of the fiber over p.
We call such a situation a geometric or equicharacteristic deformation of tight closure (for
arithmetic deformations see Remark 4.3). The following proposition shows that if tight
closure commutes with localization, then also tight closure behaves uniformly under such
geometric deformations.
Proposition 1.1. Let F be a field of positive characteristic, let D ⊆ A be domains of
finite type over F and suppose that D is one-dimensional. Let I be an ideal and f an
element in A. Suppose that f ∈ I∗ in the generic fiber ring D×
−1
A. Assume that tight
closure commutes with localization. Then f ∈ I∗ holds also in the fiber rings A ⊗D D/m
for almost all maximal ideals m of D.
Proof. Suppose that f ∈ I∗ in D×
−1
A. If tight closure localizes, then there exists an
element h ∈ S = D× such that hf ∈ I∗ holds in A. By the persistence of tight closure
[15, Theorem 2.3] (applied to ϕ : A −→ A⊗D D/m) we have for every maximal ideal m of
D that ϕ(h)ϕ(f) ∈ (ϕ(I))∗ holds in A⊗DD/m. Since h is contained in only finitely many
maximal ideals of D, it follows that ϕ(h) is a unit for almost all maximal ideals, and so
ϕ(f) ∈ (ϕ(I))∗ for almost all maximal ideals. 
We will apply Proposition 1.1 in the situation where D = F [t] and A = F [t, x, y, z]/(g),
where g is homogeneous with respect to x, y, z, but depends also on t. The fiber rings
are then two-dimensional homogeneous algebras Rκ(p), indexed by p ∈ A
1
F = SpecF [t].
If F is algebraically closed, then these points correspond to certain values α ∈ F or to
the generic point (0). In the two-dimensional graded situation we know much more about
tight closure than in general, since we can work with the theory of vector bundles on the
corresponding projective curve (see [1], [2], [4]). In order to establish a counterexample to
the localization problem via Proposition 1.1 we have to find an ideal I and an element f
in A such that f ∈ I∗ in RF (t), but such that f 6∈ I
∗ in Rα for infinitely many algebraic
values α ∈ F . The first part is comparatively easy, the second part is more difficult and
uses also the following result on test elements (Theorem 1.6). Recall (see [15, Chapter 2])
that an element z ∈ R is a test element for tight closure if for all ideals I and elements f
we have that f ∈ I∗ if and only if zf q ∈ I [q] for all q = pe.
Lemma 1.2. Let R = F [x, y, z]/(g) be a normal homogeneous two-dimensional hyper-
surface ring over an algebraically closed field F of positive characteristic p, d = deg(g).
Suppose that p > d − 3 and let C = ProjR be the corresponding smooth projective curve
of genus g(C). Then a cohomology class c 6= 0 in H1(C,OC (k)) for k < 0 can not be
annihilated by any iteration, Φe, of the absolute Frobenius morphism Φ : C −→ C.
Proof. Let a cohomology class c ∈ H1(C,OC (k)) ∼= Ext
1(OC ,OC(k)) (see [10, Proposition
III.6.3(c)]) be given. This class defines an extension 0 −→ OC(k) −→ S −→ OC −→ 0 (see
[10, Exercise III.6.1]) with dual extension 0 −→ OC −→ F −→ OC(−k) −→ 0. Assume that
k is negative and that c is not zero. In such a situation every quotient bundle of F has
positive degree: if F −→ L is a surjection onto a line bundle L with deg(L) ≤ 0, then
either the composed mapping OC −→ L is the zero map or the identity (see [10, Lemma
IV.1.2]). In the first case we get an induced map OC(−k) −→ L, yielding a contradiction.
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In the second case the sequence would split, contradicting our assumption that c 6= 0. We
also have
deg(F) = −k deg(C) ≥ d >
2
p
(
(d− 2)(d− 1)
2
− 1) =
2
p
(g(C)− 1) .
Hence by a Theorem of Hartshorne-Mumford (see [8, Corollary 7.7]) the rank two bundle
F is ample. By [9, Proposition III.1.6] every Frobenius pull-back Φe∗(F) stays ample and
so every quotient sheaf of Φe∗(F) is ample as well (see [9, Proposition III.1.7]). Since OC
is not ample, it follows that the Frobenius pull-backs of the short exact sequence can not
split. This means that the Frobenius pull-backs of the cohomology class c are not zero. 
Remark 1.3. We give a direct proof of Lemma 1.2 for our example R = F [x, y, z]/(z4 +
xyz2 + x3z + y3z + αx2y2) (α ∈ F , F a field of characteristic two) which avoids the use
of vector bundles and of the theorem of Hartshorne-Mumford. We show that for all k ≤ 0
the Frobenius acts injectively on H2m(R). For k = 0 a basis for (H
2
m(R))0 is given by the
Cˇech-cohomology classes
z2
xy
,
z3
x2y
,
z3
xy2
.
We compute the images under the Frobenius explicitly, yielding
Φ(
z2
xy
) =
z4
x2y2
=
xyz2 + x3z + y3z + αx2y2
x2y2
=
z2
xy
and
Φ(
z3
x2y
) =
z6
x4y2
=
z2(xyz2 + x3z + y3z + αx2y2)
x4y2
=
z3
xy2
.
Similarly Φ( z
3
xy2 ) =
z3
x2y , and so the Frobenius is a bijection in degree zero. For the negative
degrees k we do induction on −k. So suppose c ∈ H2m(R)k is a cohomology class which
is annihilated by the Frobenius Φ. Then also xc, yc, zc ∈ H2m(R)k+1 are annihilated by
the Frobenius. So by the induction hypothesis we have xc = yc = zc = 0. However, the
elements in the socle of H2m(R) are exactly the cohomology classes of degree 1. Therefore
c = 0.
Lemma 1.4. Let R = F [x, y, z]/(g) be a normal homogeneous two-dimensional hyper-
surface ring over an algebraically closed field F of positive characteristic p, d = deg(g).
Then for p > d− 3 the tight closure 0∗ of 0 in H2m(R) (where m = (x, y, z)) lives only in
non-negative degrees.
Proof. For local cohomology in general we refer to [6, Section 3.5] and for 0∗ to [16, Section
4]. Let a cohomology class c ∈ H2m(R) be given. The local cohomology module H
2
m(R) is
Z-graded and it is clear that c ∈ 0∗ if and only if every homogeneous component of the class
belongs to 0∗. Hence we may assume that c is homogeneous of degree k. We claim first
that for c 6= 0 of degree k < 0 no Frobenius power annihilates c. Let C = ProjR be the
corresponding smooth projective curve. Then we have graded isomorphisms (H2m(R))k
∼=
(H1(D(m),OR))k and (H
1(D(m),OR))k ∼= H
1(C,OC (k)), where D(m) is the punctured
spectrum Spec(R)−{m} (see [10, Exercises III.2.3 and III.3.3] or [23, Section 1.3]). These
isomorphisms are compatible with the action of the Frobenius (see [23, Section 1.4]). So
the claim follows from Lemma 1.2.
Suppose now that the cohomology class c 6= 0, homogeneous of negative degree k,
belongs to 0∗. Then also Φe∗(c) ∈ 0∗ for all e and so the test ideal τ = τR annihilates
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Φe∗(c) for all e. The test ideal τ contains a power of m by [15, Theorem 2.1]. Hence R/τ
is Artinian and its Matlis dual (see [6, Section 3.2]), which is the submodule of H2m(R)
annihilated by τ , is finite by [6, Theorem 3.2.13] (H2m(R) itself is the injective envelope of
R/m by [6, Proposition 3.5.4 (c)]). Since the degrees of Φe∗(c) (6= 0) go to −∞, we get a
contradiction. 
Remark 1.5. One can also prove Lemma 1.4 using the geometric interpretation of tight
closure. By the proof of Lemma 1.2 we know that the dual extension F (corresponding
to a non-zero cohomology class of negative degree) is ample. Hence the open complement
P(F) − P(OC(−k)) is an affine scheme by [9, Proposition II.2.1]. This means by [1,
Proposition 3.9] that c /∈ 0∗.
The extension used in the proof of Lemma 1.2 can be made more explicit. Suppose, for
ease of notation, that x and y are parameters and that the homogeneous cohomology class
of degree k is given as a Cˇech cohomology class c = h
xiyj
with h homogeneous of degree
m, k = m− i− j. Then the extension is
0 −→ OC(k) ∼= Syz(x
i, yj)(m) −→ S ∼= Syz(xi, yj , h)(m) −→ OC −→ 0 ,
where the identification on the left is induced by 1 7→ (yj,−xi) and the last mapping is
the projection to the third component. This can be seen by computing the corresponding
cohomology class via the connecting homomorphism.
Theorem 1.6. Let R = F [x, y, z]/(g) be a normal homogeneous two-dimensional hyper-
surface ring over an algebraically closed field F of positive characteristic p, d = deg(g).
Then for p > d − 3 every non-zero element of degree ≥ d − 2 is a test element for tight
closure.
Proof. The test ideal τ is the annihilator of the tight closure 0∗ inside H2m(R) by [16,
Proposition 4.1]. By Lemma 1.4 we have 0∗ ⊆ H2m(R)≥0. We also have (H
2
m(R))k =
H1(C,OC (k)) = 0 for k ≥ d − 2, since the canonical divisor is OC(d − 3). Hence R≥d−2
multiplies every cohomology class of non-negative degree into 0, and therefore R≥d−2 ⊆
τ . 
Remark 1.7. Theorem 1.6 is known to hold for p≫ 0 by the so-called strong vanishing
theorem due to Hara (see [7] and [16, Theorem 6.4]). The point here is the explicit
bound for the prime number (Theorem 6.4 in [16] also has an explicit bound obtained by
elementary means. Huneke’s bound seems to be p > d − 2, which for our purpose just
fails). Note that for d = 4 every element of degree ≥ 2 is a test element in arbitrary
characteristic. For d = 5 it is not true that every element of degree ≥ 3 is a test element
in characteristic two. For example, in F [x, y, z]/(x5+y5+z5) we have z3 ∈ (x2, y2)∗, since
(z3)2 = z6 = z(x5 + y5) ∈ (x4, y4) = (x2, y2)[2], but (xyz)z3 6∈ (x2, y2).
2. The example
Throughout, L is the algebraic closure of Z/2, and we set
P = z4 + xyz2 + x3z + y3z and gα = P + αx
2y2 ,
where α ∈ F , some field of characteristic two, or α = t, a new variable.
Definition 2.1. Set A = L[x, y, z, t]/(gt), where gt = P + tx
2y2, I = (x4, y4, z4), f = y3z3
and S = L[t]− {0}.
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We will show in this and the next section that these data constitute a counterexample
to the localization property. The following two results are contained in or are implicit in
[18].
Theorem 2.2. Let O be the graded ring F [x, y, z]/(xq, yq, zq) where char(F ) = 2 and
q ≥ 2 is a power of 2. Suppose that α in F is transcendental over Z/(2). Then the ring
O/(gα) is trivial in degree ≥ 3q/2 + 1.
Proof. Theorem 4.18 of [18] tells us that O/(gα) has dimension 3q
2 − 4, Combining this
with Lemma 4.1 of [18] we find that the multiplication by gα map, Oi −→ Oi+4 is one to
one (injective) for i ≤ 3q/2 − 4. Now when i + j = 3q − 3, Oi and Oj are dually paired
into the one-dimensional vector space O3q−3. Furthermore the multiplication by gα maps
Oi −→ Oi+4 and Oj−4 −→ Oj are dual. So for j ≥ 3q/2 + 1, Oj−4 −→ Oj is onto. 
Theorem 2.3. Suppose α in F× is algebraic over Z/(2). Choose β ∈ F so that α = β2+β.
Let m = m(α) be the degree of β over Z/(2) (Since for each k,
∑
ℓ<k α
2ℓ = β2
k
+ β, m
may be described as the smallest k such that
∑
ℓ≤k−1 α
2ℓ is 0). Let Q = 2m−1, and
O = F [x, y, z]/(x4Q, y4Q, z4Q). Then in degree 6Q+ 2, O/(gα) has dimension 1.
Proof. Lemma 4.15 of [18] with q = 4Q = 2m+1 tells us that the multiplication by gα map
O6Q−5 −→ O6Q−1 has one-dimensional kernel. The duality argument given above shows
that O6Q−2 −→ O6Q+2 has one-dimensional cokernel. 
Theorem 2.4. f is in (S−1I)∗.
Proof. Let F = L(t). Then S−1A identifies with Rt = F [x, y, z]/(gt). We give two proofs
of Theorem 2.4, one more conceptual, one more elementary, but both rest in the end
on [18]. First proof: Since by [18] the Hilbert-Kunz multiplicity of Rt is 3, the syzygy
bundle Syz(x, y, z) on ProjRt is strongly semistable by [3, Corollary 4.6]. Then also its
second Frobenius pull-back Syz(x4, y4, z4) is strongly semistable. By the degree bound [2,
Theorem 6.4] everything of degree (4 + 4 + 4)/2 = 6 belongs to the tight closure of the
ideal I in Rt.
For the second proof, let Q be a power of 2. Since yfQ has degree 6Q+1, Theorem 2.2
with q = 4Q shows that yfQ represents 0 in F [x, y, z]/(x4Q, y4Q, z4Q, gt). In other words,
in the ring F [x, y, z]/(gt), the element yf
Q lies in (x4, y4, z4)
[Q]
for all Q. This gives the
theorem. 
Theorem 2.5. In the situation of definition 2.1, we have f ∈ (S−1I)∗ in S−1A, but for
each α ∈ L×, f 6∈ I∗ in Rα = A ⊗L[t] L (where L[t] acts on L by t 7→ α). Hence tight
closure does not commute with localization.
Proof. The first result is Theorem 2.4. Let α ∈ L be algebraic, α 6= 0. Write α = β2 + β
and set m = deg(β) (as in Theorem 2.3) and Q = 2m−1. We will show in the following
section that xy(fQ) 6∈ I [Q]. Since by Theorem 1.6 every element of degree two is a test
element, it follows that f 6∈ I∗ in Rα. By Proposition 1.1 this implies that tight closure
does not commute with localization. 
3. A non-inclusion result
Let α denote a fixed non-zero element of L, let m and Q = 2m−1 be as in Theorem 2.3,
and set q = 4Q = 2m+1. Let O be the graded ring L[x, y, z]/(xq, yq, zq), and let v be the
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element of O6q+2 represented by (xy)(yz)
3Q. Our goal is to show that v 6∈ gαO, thereby
proving Theorem 2.5. Our arguments are close to those of [18], and we assume familiarity
with that paper. We shall write g for gα.
There is a map O6Q−5 −→ O6Q−1 ⊕ O12Q−3 given by u 7→ (ug, uv). If we could show
that this map is one to one we would be done. For the proof of Theorem 2.3 shows there
is a w 6= 0 in O6Q−5 with wg = 0. Then the one to oneness shows that wv 6= 0, and
so v 6∈ gO. Unfortunately, O6Q−5 and O6Q−1 are too large to allow an understanding of
the map given above, and as in [18] one must proceed by replacing them by subquotients.
Before doing this we calculate some products in O.
Lemma 3.1. Let ai be distinct powers of 2 and bi be powers of 2. Suppose
∑
aibi = 2
r−1.
Then each bi is 1.
Proof. We argue by induction on r, r = 1 being trivial. Since 2r − 1 is odd and at most
one ai is odd, we may assume a1 = b1 = 1. Then
∑
i>1(
ai
2 )bi = 2
r−1 − 1, and induction
gives the result. 
Lemma 3.2. Suppose that k < Q − 1. Then no monomial appearing with non-zero
coefficient in the expansion of P k can have Q− 1 as the exponent of z.
Proof. Write k =
∑
ai, where the ai are distinct powers of 2. Then
P k =
∏
(z4 + (xy)z2 + (x3 + y3)z)ai .
Expanding this product in powers of z we see that all the exponents of z that appear are
of the form
∑
aibi with each bi = 1, 2 or 4. If
∑
aibi = Q − 1, Lemma 3.1 shows that
k =
∑
ai = Q− 1, contradicting our hypothesis. 
Lemma 3.3. If k < Q− 1 and i+ j + 4k = 6Q− 5, then v · (xiyjP k) = 0 in O.
Proof. Since v = xy3Q+1z3Q and v · (xiyjP k) lies in O12Q−3, it is c(xyz)
q−1 where c is the
coefficient of xq−2yQ−2zQ−1 in (xiyjP k). As k < Q− 1, Lemma 3.2 shows that c = 0. 
We next recall some definitions from [18].
Definition 3.4. (Definition 1.5 in [18]) R =
∑
xiyjzk, the sum extending over all triples
(i, j, k) with k = 1 or 2, with i + j + k = q and i ≡ j mod 3. S =
∑
xiyjP q0 , the sum
extending over all triples (i, j, q0) with q0 dividing q/8, i+ j+4q0 = q and i ≡ j mod 12q0.
Theorem 3.5. In O, PQ = R+ S and x3R = y3R.
Proof. This is Theorem 1.9 of [18]. 
Definition 3.6. (Definitions 3.2 and 3.3 in [18])
(1) W ⊆ O6Q−5 is spanned by the x
iyjP k with i+ j + 4k = 6Q− 5 and k ≤ Q− 1.
(2) W0 ⊆W is spanned by x
iyjP k with i+ j + 4k = 6Q− 5 and k < Q− 1.
Note that v ·W0 = 0 by Lemma 3.3. So u 7→ uv is a well-defined mapW/W0 −→ O12Q−3.
Definition 3.7. (Definition 3.4 a) in [18]) D is the subspace of O6Q−1 spanned by the
xiyjR with i+ j = 2Q− 1.
Now x3R = y3R in O. The numbers Q− 2 and 2Q − 2 (Q ≥ 2) represent 0 and 2 (or
2 and 0) mod 3; hence each xiyjR as in Definition 3.7 is either xQ−2yQ+1R, x2Q−2yR or
xy2Q−2R.
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Definition 3.8. W ′ ⊆ O6Q−1 is spanned by D together with the x
iyjP k with i+ j+4k =
6Q− 1 and k ≤ Q− 1.
Lemma 3.9. g ·W ⊆W ′.
Proof. This is Theorem 3.5 of [18]. 
Lemma 3.10. The map W/W0 −→ W
′/gW0 induced by multiplication by g has one di-
mensional kernel.
Proof. Theorems 3.10 and 3.1(2) of [18] show that the kernel is non-trivial. Let N6Q−5
denote the kernel of the multiplication by g map O6Q−5 −→ O6Q−1. We have mentioned
in the proof of Theorem 2.3 that N6Q−5 has dimension 1. Theorem 3.10 of [18] shows that
the kernel ofW/W0 −→ W
′/gW0 identifies with a subspace of N6Q−5, giving the result. 
We now have a more promising approach to showing that v /∈ gO. Consider the map
W/W0 −→W
′/gW0 ⊕O12Q−3
induced by u 7→ (ug, uv). It suffices to show that this map is one to one. For suppose
that v ∈ gO. If we take w 6= 0 in the kernel of W/W0 −→ W
′/gW0, then w 7→ (0, 0),
a contradiction. It is indeed practical to write down the matrix of the map W/W0 −→
W ′/gW0 ⊕ O12Q−3, but it is a bit more convenient to replace W/W0 and W
′/gW0 by
subspaces X and Y of dimensions Q and Q + 1 respectively. We first describe bases of
W/W0 and W
′/gW0.
Lemma 3.11. Let Ei = x
iyjPQ−1 where 0 ≤ i ≤ 2Q − 1 and i + j = 2Q − 1. Then the
Ei represent a basis of W/W0.
Proof. This is Theorem 3.11 of [18]. 
Lemma 3.12. Let Fi = x
2Q+iy2Q+j where 0 ≤ i ≤ 2Q− 1 and i+ j = 2Q− 1. Then the
Fi, together with x
2Q−2yR, xy2Q−2R and xQ−2yQ+1R represent a basis of W ′/gW0.
Proof. Theorem 2.8 and 3.14 of [18] tell us that the mapW/W0 −→W
′/(gW0+D) induced
by multiplication by g has 4 dimensional kernel. Combining this with Lemma 3.10 above
we see that the image of D in W ′/gW0 has dimension 3, and that one gets a basis of
W ′/gW0 by taking elements of W
′ representing a basis of W ′/(gW0 +D), and adding 3
elements that span D. But Theorem 3.11 of [18] shows that the Fi represent a basis of
W ′/(gW0 +D). 
Lemma 3.13. The image of Ek under the multiplication by g map W/W0 −→W
′/gW0 is
αQFk +
∑
αq0Fℓ + (the element x
ky2Q−1−kR of D) ,
where the sum extends over all pairs (q0, ℓ) with q0 dividing Q/2 and ℓ ≡ k mod 6q0.
Proof. Since PQ = R+ S in O and g = P + αx2y2, the image of Ek is
xky2Q−k−1(αx2y2)PQ−1 + xky2Q−k−1S + xky2Q−k−1R .
But the proof of Theorem 3.13 of [18] shows that the first two of these three terms are
αQFk and
∑
αq0Fℓ. 
Lemmas 3.11, 3.12 and 3.13 allow one to write down the matrix of the map W/W0 −→
W ′/gW0 explicitly. One also wants to know the matrix of the map W/W0 −→ O12Q−3,
u 7→ uv. This can be read off from:
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Lemma 3.14. If i+ j = 2Q− 1 then (xiyjPQ−1) · v is c(xyz)q−1 where c = 1 if i ≥ Q+1
and i ≡ Q+ 1 mod 3, and c = 0 otherwise.
Proof. As in the proof of Lemma 3.3 we see that c is the coefficient of xq−2yQ−2zQ−1
in xiyjPQ−1. Since P = (x3 + y3)z + (higher order terms in z), c is the coefficient of
xq−2yQ−2 in xiyj(x3 + y3)Q−1. Now xiyj(x3 + y3)Q−1 is the sum of those monomials in x
and y of total degree 5Q − 4, such that the x-exponent is congruent to i mod 3 and lies
between i and i+3Q− 3. So if i 6≡ Q+1 mod 3, c = 0, while if i ≡ Q+1 mod 3, c = 1 if
i ≤ 4Q− 2 ≤ i+ 3Q− 3 and is 0 otherwise. This gives the lemma. 
We now define subspaces X ⊆W/W0 and Y ⊆W
′/gW0.
Definition 3.15. X is spanned by Gi = E2i+E2Q−1−2i, 0 ≤ i ≤ Q− 1. Y is spanned by
Hi = F2i + F2Q−1−2i, 0 ≤ i ≤ Q− 1, together with γ = (x
2Q−2y + xy2Q−2)R.
Lemmas 3.11 and 3.12 tell us that X and Y have dimensions Q and Q+1 respectively.
Lemma 3.16. (1) W/W0 −→W
′/gW0 maps X into Y (the map is induced by multi-
plication by g).
(2) The kernel ofW/W0 −→W
′/gW0 is contained in X. Consequently the map X −→ Y
of (1) has one-dimensional kernel.
(3) If the map X −→ Y ⊕O12Q−3, u 7→ (ug, uv) is one to one, then v /∈ gO.
Proof. By Lemma 3.13, the image of E2k in W
′ is
∑
αq0F2ℓ + x
2ky2Q−1−2kR where the
sum extends over all pairs (q0, ℓ) with q0 dividing Q and 2ℓ ≡ 2k mod 6q0. Furthermore
the image of E2Q−1−2k is
∑
αq0F2Q−1−2ℓ + x
2Q−1−2ky2kR where the sum ranges over the
same index set. We conclude that the image of Gk in W
′ is∑
αq0Hℓ + (x
2ky2Q−1−2k + x2Q−1−2ky2k)R ,
where the sum extends over all pairs (q0, ℓ) with q0 dividing Q and ℓ ≡ k mod 3q0. If
2k ≡ 2Q − 1 − 2k mod 3 then x2ky2Q−1−2kR = x2Q−1−2ky2kR and the second term in
the image of Gk is 0. If 2k 6≡ 2Q − 1 − 2k mod 3, then one of 2k − (2Q − 1 − 2k) and
(2Q− 1− 2k)− 2k is congruent to 1 mod 3, and the other to 2 mod 3, so the second term
in the image of Gk is γ. We conclude that the image of Gk is
∑
αq0Hℓ if k ≡ 2Q− 1 mod
3, and
∑
αq0Hℓ + γ otherwise.
The automorphism (x, y, z) 7→ (y, x, z) of L[x, y, z] is easily seen to stabilize the kernel of
W/W0 −→W
′/gW0. Since the kernel has dimension 1 and 1 = −1 in L, the automorphism
acts trivially on the kernel. As it interchanges Ei and E2Q−1−i, the set of elements of
W/W0 fixed by this automorphism is X, giving (2). Finally (3) follows from (2) in the
usual way. 
Lemma 3.17. Suppose 0 ≤ k ≤ Q− 1. Then Gk · v = (xyz)
q−1 if k ≡ 2Q− 1 mod 3, and
is 0 otherwise.
Proof. If k ≡ 2Q − 1 mod 3, both 2k and 2Q− 1 − 2k are ≡ Q + 1 mod 3. Furthermore
just one of 2k and 2Q− 1− 2k is > Q, and we apply Lemma 3.14. If k 6≡ 2Q− 1 mod 3,
neither 2k nor 2Q−1−2k is congruent to Q+1 mod 3, and we again use Lemma 3.14. 
Combining the formulas derived in Lemmas 3.16 and 3.17 we get:
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Theorem 3.18. The image of Gk under the map X −→ Y ⊕O12Q−3, u 7→ (ug, uv) is∑
αq0Hℓ + bk(γ + (xyz)
q−1) + γ ,
where bk = 1 if k ≡ 2Q − 1 mod 3 and is 0 otherwise. The sum extends over all pairs
(q0, ℓ) with q0 dividing Q and ℓ ≡ k mod 3q0.
Definition 3.19. (1) M [Q,α] is the matrix (mi,j), 0 ≤ i, j < Q, where mi,j =
∑
αq0 ,
the sum extending over all q0 such that q0 divides Q and 3q0 divides i− j.
(2) C(Q) and B(Q) are the row vectors (c0, . . . , cQ−1) and (b0, . . . , bQ−1), where each
ci is 1, and bi is 1 if i ≡ 2Q− 1 mod 3, and is 0 otherwise.
The matrix M [Q,α] appeared in section 2 of [18]; it will also play a key role here. We
shall use:
Theorem 3.20. The mi,j above satisfy:
(1) mi,j = 0 if i = j or i 6≡ j mod 3.
(2) Suppose i ≡ j mod 3 and i 6= j. Then mi,j 6= 0. Furthermore mi,j only depends
on the integer ord2(i− j).
Proof. When i 6≡ j mod 3 the sum is empty and mi,j = 0. When i ≡ j mod 3 and i 6= j let
k = ord2(i− j). It’s easy to see that k < m− 1. Now the sum defining mi,j is
∑k
ℓ=0 α
2ℓ ,
and the description of m(α) given in Theorem 2.3 shows that this is 6= 0; it only depends
on k. Finally when i = j, mi,j =
∑m−1
ℓ=0 α
2ℓ and again the description of m(α) shows that
this is 0. 
Theorem 3.21. Let M =M [Q,α]. Then with respect to appropriate bases, the matrix of
the map X −→ Y ⊕O12Q−3 is

 MB(Q)
C(Q)

.
Proof. The G0, . . . , GQ−1 form a basis of X while H0, . . . ,HQ−1, γ + (xyz)
q−1 and γ form
a basis of Y ⊕O12Q−3. Now use Theorem 3.18. 
For the rest of this section F is a field of characteristic two, and Q ≥ 2 is a power of 2.
Definition 3.22. A matrix M = (mi,j), 0 ≤ i, j < Q, with entries in F , is a special
Q-matrix if it satisfies (1) and (2) of Theorem 3.20.
Lemma 3.23. Let M be a special Q-matrix with Q ≥ 4. Write M as

 M1 M2 M3M4 N M5
M6 M7 M8


where M1 and M8 are Q/4×Q/4 matrices. Then:
(1) N is a special Q/2-matrix.
(2) M1 =M8, M2 =M7, M3 =M6 and M4 =M5.
(3) M1 +M3 is a non-zero scalar matrix.
(We are abusing language somewhat. By (1) we mean that the matrix N = (ni,j), 0 ≤
i, j < Q/2, with ni,j = mi+Q/4,j+Q/4 is a special Q/2-matrix. Similarly (2) should be
interpreted as stating the equality of certain entries of M .)
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Proof. Let Q = 4q, and suppose 0 ≤ i, j < q. When i 6= j mod 3, mi,j = mi,j+3q = 0 and
so the (i, j) entry of M1 +M3 is 0. When i ≡ j mod 3 but i 6= j, ord2(q) > ord2(i − j),
ord2(i−j) = ord2(i−j−3q) and Definition 3.22 tells us that the (i, j) entry, mi,j+mi,j+3q,
of M1 +M3 is 0. Finally, a diagonal element of M1 +M3 has the form mi,i +mi,i+3q =
mi,i+3q, which is independent of i. This gives (3). The proofs of (1) and (2) are equally
easy. 
Theorem 3.24. A special Q-matrix has nullity two.
Proof. In a slightly different notation this is the second half of Theorem 2.4 of [18]. We
repeat the inductive proof given there. When Q = 2, M =
(
0 0
0 0
)
. When Q ≥ 4,
Lemma 3.23 allows us to write
M =

 M1 D M3E N E
M3 D M1

 .
Making elementary row and column operations we get the matrix
 M1 D M1 +M3E N 0
M1 +M3 0 0

 .
Since M1 +M3 is a non-zero scalar matrix, further elementary operations yield
 0 0 M1 +M30 N 0
M1 +M3 0 0

 .
So M and N have the same nullity, and we use induction. 
Theorem 3.25. If M is a special Q-matrix, then

 MB(Q)
C(Q)

 has rank Q. This im-
plies that X −→ Y ⊕ O12Q−3 is one to one, that v /∈ gO, and that (xy)f
Q is not in
(x4Q, y4Q, z4Q, gα).
Proof. This is a variation on the proof of Theorem 3.24. Since B(2) and C(2) are (1, 0)
and (1, 1) the result holds for Q = 2. Now suppose Q ≥ 4 and write M as
 M1 D M3E N E
M3 D M1

 .
Set C(1) = (1), B(1) = (0). Evidently C(Q) = (C(Q/4)|C(Q/2)|C(Q/4)) and it’s easy
to see that B(Q) = (B(Q/4)|B(Q/2)|B(Q/4)). For example, bi+Q/4 = 1 if and only if
i + Q/4 ≡ 2Q − 1 mod 3, i.e. if and only if i ≡ 2(Q/2) − 1 mod 3. Making the same
elementary row and column operations on

 MB(Q)
C(Q)

 as we made on M in the proof of
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Theorem 3.24, we get the matrix

M1 D M1 +M3
E N 0
M1 +M3 0 0
B(Q/4) B(Q/2) 0
C(Q/4) C(Q/2) 0

 .
Using the fact that M1 + M3 is a non-zero scalar matrix we make further elementary
operations yielding


0 0 M1 +M3
0 N 0
M1 +M3 0 0
0 B(Q/2) 0
0 C(Q/2) 0

 .
The rank of this matrix is 2·(Q/4)+rank

 NB(Q/2)
C(Q/2)

 and induction completes the proof.
The other conclusions follow from Theorem 3.21, Lemma 3.16(3), and the definition of
v. 
4. Some consequences and remarks
Remark 4.1. In A = L[x, y, z, t]/(gt), an S-multiple of f = (yz)
3 is not in the tight
closure of (x4, y4, z4), and so is not in the plus closure of (x4, y4, z4) either. Since plus
closure commutes with localization, f is not in the plus closure of (x4, y4, z4) in Rt =
L(t)[x, y, z]/(gt), though it is in the tight closure. So Hochster’s tantalizing question has
a negative answer even in dimension two.
This means also that in the theorem that tight closure equals plus closure for homoge-
neous primary ideals in a two-dimensional standard-graded domain over a finite field [4,
Theorem 4.1] we cannot drop the last assumption. It also implies that in the sequence of
vector bundles
Syz(x4Q, y4Q, z4Q)(6Q) = Φe∗(Syz(x4, y4, z4)(6)), Q = 2e ,
(which are strongly semistable and of degree 0) on ProjRt there are no repetitions of
isomorphism types.
Remark 4.2. Our example has the following implication on the behavior of the coho-
mological dimension under equicharacteristic deformations. For this we consider the open
subset
U=D(x, y, z)⊂SpecB−→SpecA−→A1, B=L[t, x, y, z, u, v, w]/(gt , ux
4+vy4+uz4+y3z3)
(B is the forcing algebra for the given ideal generators and the given element; see [11] for
the definition of forcing algebras and its relation to solid closure). Then the open subsets
Up in the fibers SpecBp, p ∈ A
1, are affine schemes for all closed points p (corresponding
to algebraic values α ∈ L), but this is not the case when the closed point is replaced by
the generic point. This follows from the cohomological criterion for tight closure and from
our example. We do not know whether such a deformation behavior of cohomological
dimension is possible in characteristic zero.
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Remark 4.3. The geometric deformations should be seen in analogy with arithmetic
deformations of tight closure. For arithmetic deformations the base space is not SpecL[t],
but SpecZ (in the simplest case). It was shown in [5] for the ideal I = (x4, y4, z4)
and f = x3y3 in A = Z[x, y, z]/(x7 + y7 − z7) that the containment f ∈ I∗ holds in
AZ/(p) = A⊗Z (Z/(p)) for p = 3mod 7 and does not hold for p = 2mod 7. This answered
negatively another old question of tight closure theory and was a guide in constructing
our counterexample to the localization property.
Remark 4.4. There are probably also similar examples in higher characteristics. For
char(F ) = 3, the second author has shown in [19, Theorem 3] that the Hilbert-Kunz
multiplicity of Rα = F [x, y, z]/(gα), where gα = z
4 − xy(x+ y)(x+αy) and α ∈ F , α 6= 0
or 1, is > 3 or is 3 according as α is algebraic or transcendental over Z/(3). However,
one can not use the ideals (x3
e
, y3
e
, z3
e
) directly, because the degree bound 3 · 3e/2 is not
an integer. But one can look for finite ring extensions Rα ⊆ Sα where there are elements
having the critical degree. For example, look at the ring homomorphism
F [x, y, z, t]/(z4 − xy(x+ y)(x+ ty)) −→ F [u, v, w, t]/(w8 − (u4 + v4)(u4 + tv4)) = B
given by x 7→ u4, y 7→ v4 and z 7→ uvw2. Then the image ideal of (x, y, z) is J =
(u4, v4, uvw2), and the stability properties of the syzyzgy bundles Φe∗(Syz(u4, v4, uvw2))
on the projective curves ProjSα reflect the stability properties of Φ
e∗(Syz(x, y, z)) on
ProjRα (in particular, they depend on whether α is algebraic or transcendental). There-
fore every element in B of degree 6 (like u3v3) lies in J∗ in the generic fiber ring St, but
this might again not be true in the fiber rings over the closed points.
Remark 4.5. The example has no bearing on the existence of a tight-closure type op-
eration in characteristic zero. For example, solid closure (in characteristic zero) behaves
well under geometric deformations in the graded case in dimension two, since it can be
characterized in terms of the Harder-Narasimhan filtration of the syzygy bundle (see [4,
Theorem 2.3]), and since semistability is an open property.
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