Abstract-This paper presents a tentacle-based obstacle avoidance scheme for omnidirectional mobile robots that must satisfy visibility constraints during navigation. The navigation task consists of driving the robot towards a visual target in the presence of environment (static or moving) obstacles. The target is acquired by an on-board camera, while the obstacles surrounding the robot are sensed by laser range scanners. To perform such task, the robot must avoid the obstacles while maintaining the target in its field of view. The approach is validated in both simulated and real experiments.
I. INTRODUCTION Navigation strategies generally aim at endowing a mobile robot with capacities of perception, decision, and action, that allow it to autonomously navigate in its environment. These strategies are traditionally divided in two main classes, depending on whether the problem is solved locally or globally. Indeed, the global approach [1] [2] , usually consists of motion planning that relies on the knowledge of an accurate robot pose and on a global map of the environment. On the other hand, local or reactive strategies are based on instantaneous information acquired by the robot sensors. These strategies include: potential fields [3] , vector field histogram [4] , elastic band [5] , dynamic window [6] , obstacle-restriction method [7] , and closest gap [8] .
One of the advantages of these techniques is that they can be well combined with other sensor-based approaches such as visual servoing [9] , [10] . In these cases, the task is defined in the sensor space, instead of configurations space, and it does not require neither a global model of the environment nor robot localization. Works in this area include the one presented in [11] . The authors merge an image-based controller with obstacle avoidance, for a differential-drive robot equipped with a pan actuated camera. Moving obstacles may also be considered in this approach, as shown in [12] . Recently, another interesting framework for visual navigation with obstacle avoidance has been presented in [13] , for a carlike robot equipped with an actuated camera and a range scanner. The framework is based on tentacles [14] , [15] , i.e., drivable paths used to predict possible collisions in the near future. The task realized in [13] in following a visual path represented by key images, without colliding with the ground obstacles. The authors showed that obstacle avoidance had no effect on visual navigation. Furthermore, the approach presents many advantages compared to the potential fields [16] . The framework was improved in [17] , by using a Kalman filter for estimating the obstacle velocities, in order to deal with moving obstacles during navigation.
In this paper, we address the problem of avoiding collisions during visual navigation of an omnidirectional mobile robot that is equipped with a fixed camera and distance sensors. Specifically, we propose a generalization of the framework from [13] , by introducing omnidirectional tentacles. These tentacles are characterized not only by curvature, but also by course angle, since the robot linear velocity is not necessarily aligned with the robot heading, as in traditional non-holonomic systems. We also consider the visibility constraints induced by the limitations of the -fixed -camera field of view. To our knowledge, this is the first time that safe navigation with moving obstacle avoidance is carried out on omnidirectional robots with visibility constraints.
The remainder of the paper is organized as follows. In Section II, the problem and relevant variables are defined. The control scheme is presented in Sect. III. In section IV, we develop our strategy for determining the best tentacle. Simulated and real experimental results are presented in Sect.V, and we conclude in Sect. VI.
II. PROBLEM DEFINITION A. General Definitions
We consider an omnidirectional robot, which can move in any direction on the ground, with control inputs:
These are aligned with the axes of the robot frame F R (R, X R ,Y R ) (see Fig. 1 ), with R the robot center of rotation, X R pointing forward and Y R pointing leftward. The robot is equipped with a fixed forward looking camera with limited field of view β (so that its heading also determines its viewing direction) and distance sensors for building a local map of the obstacles surrounding it.
The task to be performed by the robot consists in driving toward a target that is seen by the camera, while avoiding the environment obstacles. We assume that the target can be visually detected and tracked by the robot. When the environment is safe, the robot should progress forward with its camera pointing at the visual target. In the case where avoidable obstacles (either static or dynamic) are present, the robot should circumnavigate them and maintain the target visibility in the camera field of view. If collision is inevitable or the target is lost, the robot should stop. The navigation task specifications are: 1) orient the robot in order to point the camera toward the target (we assume that the target is visible when the robot starts the navigation task), 2) make the robot progress toward the target, 3) avoid collision with the obstacles, while keeping the target in sight (in the camera field of view). More formally, this consists in driving the robot so that the visual target T (that we assume static) moves from current pose r p t = [ r X t r Y t r θ t ] in the robot frame F R to a desired pose, r p * t = [ r X * t r Y * t r θ * t ] (see Fig. 2 for a complete illustration of these variables), while keeping T in the field of view, and avoiding collisions. We define: 1) the distance from the desired pose as:
2) the heading to the desired position, ∀ ( r X t , r Y t ) = ( r X * t , r Y * t ) as:
3) the distance between the robot and the target as:
4) the heading toward the target as:
B. Obstacle Representation For obstacle modeling, we use the occupancy grid shown in Fig 
This is used, along with the robot geometric and kinematic characteristics, to derive possible future collisions. Indeed, the estimations of the obstacles positions and velocities are updated at every iteration, by the observer proposed in [17] . Then, for each c i that may be occupied by an obstacle within time horizon T , we can predict
obstacle occupation times, as a function of O.
C. Tentacles
We hereby present a generalization of the tentaclesbased approach proposed in [17] and [13] , to omnidirectional robots. We use a set of drivable paths (tentacles) both for perception and motion execution. Each tentacle j is a semicircle that starts in R and is tangent to the robot linear velocity v. In contrast with the tentacles originally proposed in [17] , our omnidirectional tentacles are characterized not only by their curvature (i.e., inverse radius) κ j = ω/v, but also by their course angle α j = atan2(v Y , v X ). In fact, note that on traditional nonholonomic systems, where v is aligned with the robot heading, since v Y = 0, α is null (all tentacles are tangent to the robot heading). Curvature κ j belongs to K , a uniformly sampled set:
and α j belongs to A , another uniformly sampled set:
The total number of tentacles is the product of the number of possible curvatures by the number of course angles. An example with 36 tentacles is shown in Fig. 1 . Since our tentacles are used both for perception and motion execution, a compromise between computational cost and control accuracy must be reached to tune the size of K and A , i.e., their sampling intervals. Each tentacle j is characterized by two classification areas (collision and dangerous), which are obtained by rigidly displacing, along the tentacle, two rectangular boxes, with increasing size. The boxes are overestimated with respect to the real robot dimensions. For each tentacle j, the sets of cells belonging to the two classification areas are noted C j and D j 1 . The sets O, C j and D j are used to calculate the variables required in our control law, as will be explained just below. In particular, the largest classification area D is used to select the safest tentacle and its risk function, while the thinnest one C determines the -eventually needed -deceleration.
D. Robot occupation times
For each dangerous cell in tentacle j (i.e., for each cell c i ∈ D j ), we compute the robot occupation time t i j . This is an estimate of the time at which the large box will enter the cell, assuming the robot follows the tentacle at the current velocity. To calculate t i j (c i , v, α j , κ j ), we assume that the robot motion is uniform, and displace the box at the current robot velocities, v X = v cos α j and v Y = v sin α j , and ω j = κ j v.
E. Dangerous and collision instants
Once the obstacle and robot occupation times have been calculated for each cell, we can derive the earliest time instant at which a collision between obstacle and robot may occur on each tentacle j. By either checking all cells in D j , or focusing just on C j , we discern between dangerous instants and collision instants. These are defined respectively as:
and t c j = inf
In both cases, we seek the earliest time at which a cell is simultaneously occupied by the obstacle and by the robot box. Assuming constant robot and obstacle velocities, these metrics give an approximation of the time that the robot can travel along the tentacle without colliding.
III. CONTROL SCHEME
Note that H j smoothly varies from 0, when possible collisions are in the far future, to 1, when they are forthcoming. If H j = 0, the tentacle is tagged as clear. 1 For further details on the derivation of C j and D j , refer to [13] .
To determine the best behaviour to adopt (among visual target tracking and obstacle avoidance), we assess the danger of the environment via the risk function of the best tentacle (κ b , α b ) (selected considering both the visual and avoidance tasks, as we will see in Section IV), i.e., H = H b . Depending on the value of H, we distinguish the cases explained below.
B. Safe context
The translation velocity must be aligned with the heading towards α * , while its norm must be reduced, as the target is approached. We specify this by setting:
with V > 0 the maximum desired value for v s and ρ v the distance at which the robot should slow down. All these parameters are hand-tuned variables. Then, the specifications in the safe context are:
C. Unsafe context In the unsafe context (H = 1), dangerous obstacles are detected. The robot should circumnavigate them by following the best tentacle. This path variation can drive the target out of the camera field of view. Correspondingly, the heading must be controlled to maintain visibility of the target, just like in the safe task. The translational velocity must be reduced for safety reasons; we specify this by using a function v u ∈ [0, v s ] that is designed as:
(with t c d > 0 and t c s > t c d two thresholds corresponding to dangerous and safe collision times) to guarantee that the vehicle decelerates (and eventually stops) as the collision instant on the best tentacle t c b decreases. Then, the specifications in the unsafe context are:
so that the translational and angular velocities guarantee that the robot follows the best tentacle, i.e., (κ b , α b ).
D. General control law
In intermediate contexts (0 < H < 1), the robot should navigate between the visual path, and the best tentacle. The transition between these two extremes will be driven by H. Using all the variables above, we can write our controller for visual navigation with obstacle avoidance:
In the next section, we explain the stategy that is adopted to select the best tentacle.
IV. TENTACLES SELECTION STRATEGY A. Sorting tentacles
To calculate the best tentacle, we must define a criterion for sorting tentacles, in order to assess their proximity in terms of control effort. The sorting will be needed to explore the whole set to find (κ b , α b ). Considering that varying the robot position is more energy-consuming than varying its orientation (the robot mass being more important than its moment of inertia), we use position alone to sort the tentacles. In practice, we sort all tentacles based on the future robot position after time ∆t (iteration duration). We define a fixed frame Fig. 3 ) that represents the robot frame at the beginning of an iteration. For each tentacle j, we must then calculate the robot position o p r = [ o X r o Y r ] in F O after the robot has followed the tentacle for time ∆t. We have the following relationship between the robot pose derivative and the control inputs:
Rewriting the control inputs in function of κ j and α j :
with v = v 2 X + v 2 Y the current robot linear velocity. From (11) and (12), we can rewrite the robot pose derivative in function of κ j and α j :
, (13) By integrating this expression, we can obtain the robot position at ∆t. We distinguish two cases according to κ j :
• if κ j = 0, the robot position is defined as : • if κ j = 0 the robot position is given by: 
Since the robot movement is considered small during an iteration, sin
2 v∆t i , and therefore r r will not vary much from a tentacle to the other (r r ≈ v∆t i ). Hence, the variations of the robot position are only caused by variations of β r . Therefore, we have decided to sort the tentacles set according to the values of β r , calculated using (17) . Accordingly, we compute, for each tentacle j, a sorting angle β r, j .
B. Tentacles guaranteeing visibility
In this section, we introduce the visibility constraints in our strategy of obstacles avoidance. In fact, to ensure that the target is not lost during navigation, the best tentacle should allow the robot to circumnavigate the obstacles while keeping the target in sight. However, this is not possible for all tentacles (since the camera looks in the direction of the robot heading). In particular, we consider as tentacles guaranteeing visibility, those that maintain the target in the field of view after time ∆t.
For a given tentacle j, we define (see Fig. 3 ): 2) ( r X t , r Y t ) : the target position (at t = ∆t) in the robot frame F R (R R , X R ,Y R ). The relation between these two positions is given by :
where ( r X o , r Y o ) are the coordinates of the origin of F O in F R . Typically, after ∆t these are:
We distinguish two cases:
• when κ j = 0, the target position ( r X t , r Y t ) in the robot frame after ∆t is given by:
• If κ j = 0, the previous expression is:
To keep the target in the robot field of view, tentacle j has to satisfy the following constraints:
with β the camera field of view (see Fig. 1 ). In summary, to determine wether tentacle j guarantees target visibility, we inject its (κ j , α j ) into (20) or (21) and then check wether the resulting r X t , r Y t verify constraints (22) C. Selecting the best tentacle (κ b , α b ) The best tentacle selection strategy is as follows. 1) All tentacles are sorted according to their β r, j , calculated with (17). 2) All tentacles that guarantee the visibility constraints are derived as explained in Sect. IV-B. 3) We compute: the course angle α v = arctan(v Y /v X ), curvature κ v = ω/v s , hence β r of the path that the robot would perform if there were no obstacles, i.e., if the safe context controller (7) was applied. 4) The tentacle that best approximates the visual path (the nearest one in terms of β r ) is computed; we denote it as the visual task tentacle and its situation risk function as H v . 5) If H v = 0, the visual task tentacle is clear and can be followed: we set α b = α v and κ b = κ v . 6) Instead, if H v = 0, we seek a clear tentacle (i.e., one with H j = 0). a) first, we search among the tentacles with β r, j between the one of the visual task tentacle and that of the best tentacle at the previous iteration, b) if many clear tentacles are present, the nearest to the visual task tentacle is chosen, c) if none of them is clear, we search among the others (the tentacles that are not between the visual task and the previous best tentacles), d) If none of the visibility guaranteeing tentacles is clear, the one with minimum H j is chosen. Again, the best tentacle will be the clear one that is closest to the visual task tentacle.
V. EXPERIMENTS Here, we report the simulated and real experiments that we performed to validate our approach. These are also shown in the video attached to this paper 2 . For simulations, we used V-REP 3 , with the KUKA youBot, an omnidirectional mobile robot with 4 Swedish wheels. The robot is equipped with a fixed 55. Let us firstly describe the simulations, shown in Fig. 4 , where the robot progresses toward the visual target (represented by a blue box) while avoiding four obstacles (represented by brown boxes) that are present in the environment. The closest obstacle is static, the second and third ones are moving in opposite direction to the robot and the farthest one is moving laterally. We have plotted, in Fig. 5 , the robot control inputs during this navigation task. The plot shows that after approximately 5 s, the robot is deviated (v y ) and oriented (ω) so that the camera is pointing at the target. When the robot is near the obstacles, it starts avoiding them while keeping the target in the camera field of view. The v x velocity increases gradually up to the maximum safe velocity V = 0.4 ms −1 . This velocity can be maintained even while avoiding obstacles, since our algorithm always selects a clear best tentacle (hence H = 0). Then (at t ≈ 65 s), the environment is free again, and the visual task can be performed for the rest of the experiment. At the end, the robot decelerates and stops when the desired pose relative to the target has been reached.
After the simulations, we have also validated our approach on real experiments that have been carried out on our Neobotix MPO700 platform. This robot is an omnidirectional platform with 4 steering wheels. Note that the mobility space of this platform is reduced in comparison to the one with swedish wheels. Since the visual target detection is not yet available in our real experiments framework, we have used the robot odometry to calculate the target pose in the robot frame. The data processing and control strategy have been implemented on a laptop PC communicating with an embedded PC through a local network. The robot is controlled by a low level controller that is implemented on the embedded PC and running at a rate of 40 Hz. In this experiment, the robot navigates towards a blue chariot, with two obstacles present in the environment. The maximum safe velocity is fixed at V = 0.2 ms −1 . We show in Fig. 7 the test scenario and the images acquired by the robot camera during navigation. As can be seen, the robot has successfully maintained the target visibility while avoiding both obstacles. The control inputs are plotted in Fig. 6 . Less smooth control inputs are due to the nature of our approach, that is based on sampling a set of drivable paths. However, since the sample time is higher than the one of the embedded controller, it could be possible to filter this signal at low level but this was out of scope in this work.
VI. CONCLUSIONS
In this paper, we have presented a framework that guarantees obstacle avoidance during a visual navigation task for an omni-directional mobile robot that has to deal with visibility constraints. Our technique exploits the kinematic of the platform by using omni-directional tentacles for both perception and motion execution. Simulated and real experiments show that the robot can perform the task, safely and smoothly, in spite of the visibility constraints. In the future, we plan to take into account the visual occlusions provoked by the obstacles.
