9 By comparing computational model output to BOLD signal changes model-based fMRI has the potential to offer profound insight into what neural computations occur when. If this potential is to be fully realized, statistically significant outcomes must imply specific outcomes. That is, we must have a clear idea of how often a model not present in the BOLD signal but present in the predictor set will reach significance. We ran Monte Carlo simulations of reinforcement learning to examine this kind of specificity, focusing in on two aspects. One, to what degree can we tell related but theoretically distinct predictors apart. About 40% of the time the studied predictors were indistinguishable. Two, how well can we separate out different parameterizations of the same reinforcement learning terms. Nearly all parameter settings were indistinguishable. The lack of specificity between models and between parameters suggests a uncertain relation between significance and specificity. Follow up analyses suggest the temporally slow and prototyped nature of the haemodynamic response (HRF) can substantially increase correlations, ranging from -0.16 to 0.73 with an average of 0.27. Though we focused on a single case study, i.e., reinforcement learning, specificity concerns are potentially present in any design which does not account for the slow prototyped nature of the HRF. We suggest more specific conclusions can be reached by moving from null hypothesis testing approach to a model selection or model comparison framework.
INTRODUCTION

25
The neural model implicit in many fMRI analyses is a simple switch. Regions of the brain turn on then off.
26
As an example consider a simple learning experiment with two reward levels. To compare large rewards 27 (e.g. "Win $10!") to small rewards (e.g. "Win $0.01!") one typically forms a "impulse"-based GLM 28 design matrix with two columns. In the first column large rewards get coded as 1, while small rewards are 29 coded as 0. In the second column small rewards have the opposite code, i.e., "Win $0.01!" gets coded as 1. and C). As there was no search, no softmax transform was required and no β settings were considered.
118
Only guessing behavioral models were employed for the separation analyses.
119
In both confusion and separation we examined two classic reinforcement learning measures. First was 120 value, denoted V i (c), and calculated as in Eq 2. Value is an estimate of total future rewards, a measure 121 closely tied to the expected value (Sutton and Barto, 1998). Second was the reward prediction error (1)
fMRI simulations
129
FMRI data was constructed from behavioral and reinforcement learning time-series. Each series was 130 convolved with the "canonical SPM" HRF. The canonical HRF is an impulse response characterized by 131 two gamma functions, one for the peak and one for the post-peak undershoot. It is parameterized by a 132 peak delay of 6 s, an undershoot of 16 s. The peak/undershoot amplitude ratio is 6 (Penny et al., 2006).
133
BOLD data was simulated by combining these HRF-convolved series with white noise ∼ N (µ, σ )).
134
Several other noise sources were examined, including 1/ f , autocorrelated white noise (AR(1)), white 135 noise plus respiration confounds, and white-noise plus low frequency drifts. Each of these alternate 136 noise sources reduced specificity more than white noise. In some cases (e.g. the low frequency drift 137 and respiration models) the reduction was large, >25%. The qualitative pattern of results was, however, 138 unaltered by noise. We went with the conservative choice of white noise. If specificity was low with white 139 noise, the problem would only worsen with more realistic noise choices.
140
For the confusion analyses the model-based predictors were value and RPE. The behavioral predictors
141
were Pr and accuracy. We also included a randomly fluctuating predictor (∼ U(0, 1))) as a control Figure 1 . Randomly selected examples of the four simulated reinforcement learning measures -accuracy (acc), reward probability P r , an estimate of expected value, and reward prediction error RPE. A and B represent time courses for the confusion analysis and were determined, in part, based on the maximum likelihood fitting procedure described in the text. A is examples of behavioral learning. B shows simulated guessing behavior. Note how the value graphs show a general rise across trials as subjects learn, whereas RPE decreases in variability across learning as fewer errors are made. The bottom two panels are from the separation analysis and demonstrate how RPE (C) and value (D) change with learning rate (α). Each column in the bottom two panels matches a value of α ranging from 0.1 to 0.9 in 0.2 steps. In C and D all example data is from the learn behavioral models. Figure 1A . The five predictors were accuracy (red), P r (yellow), RPE (green), value (blue) , and random (violet, 'rand'). In the left column is guessing behavior, on the right is the learning. Each row represents a different true BOLD signal (see labels on the right). That is, each predictor (with noise added) was used to form the simulated BOLD signal that the predictors were fit to. Note that, as expected, there was good correspondence between the actual underlying BOLD signal and the best fitting predictor. Note also the high degree of overlap between the actual predictor and the other predictors across all conditions except random. The red and orange vertical lines represent two common statistical cutoffs, p < 0.0001 and p < 0.05 respectively. For example, in the top row, where accuracy ('acc') is the true signal, a large proportion of the distribution for all other predictors other than random falls to the right of the p value thresholds, indicating a lack of specificity and a high degree of confusion. The top panel (A) represents the model-only approach to GLM regression, while the bottom (B) represents the impulse-and-model approach, a commonly recommended procedure for model-based analyses.
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which each predictor covaried with the others, or was specific. For example, if the first iteration's BOLD 145 signal was to be RPE, the raw RPE trace was convolved with the HRF and white noise (as separate steps).
146
Each of the other confusion predictors (i.e. value, Pr accuracy, impulse and random) would then be HRF 147 convolved (without noise) and regressed onto the newly anointed RPE-BOLD signal, in turn. That is, For the separation analysis we focused on the comparing value, RPE over a range of α values.
157
Regressions were similarly round robin, but within predictor, e.g. every RPE at every α took a turn as 158 the BOLD signal, where it was predicted by every other RPE, itself included. A random condition was 159 included as well.
160
We took two approaches to the design matrix. In the first, model-based predictors were regressed 161 directly onto the BOLD signal, akin to a simple correlation. This model-only approach serves as a 162 worst-case specificity scenario. The second impulse-and-model design improves specificity by including 163 both an impulse and a model-based regressor, but orthogonalizing the former with respect to the latter.
164
Computational model and impulse regressors are often correlated or collinear, violating the indepen-165 dence assumptions implicit in the Ordinary Least Squares (OLS) algorithm we used in our SPM procedure.
166
To rectify this we orthogonalized the model-based predictor with respect to the impulse predictor. The 
174
This impulse-and-model is an often recommended strategy for doing model-based fMRI. But the 175 model-only design has significant expositional value. First, it is the simplest and most direct route to 176 carrying out a model-based design. This makes it worth examining on its own. Second, its presence serves 177 to highlight the degree of the specificity problem before any corrective action is taken.
178
In some reward learning analyses stimulus/response and outcome are separated by a short pause, 179 typically 1-4 seconds. While we did not include such a break in the simulated behavioral data we did 180 examined the effect of shifting value and RPE predictors by up to 3 TRs. A delay between the two 181 regressors did increase specificity. It did not do so in a way that qualitatively changed our results. We'd 
185
If a researched is concerned with covariates effecting the specificity of there result, it would be typical 186 to included such regressors in the analysis. We don't do so here because the specificity we're concerned 187 with isn't the known co-variates, but instead the many unknown or unconsidered (to the researcher) 188 theoretical alternatives which happen to be weakly collinear with a known (and included in the model)
189
covariate. In such a situations a researcher might mistakenly conclude in favor of the known covariate.
190
This is akin to the inference, upon achieving significance with, say, the "value" covariate, that it is the 191 "correct" model of activity in a given voxel, and so implicitly other models are wrong. Figure 4 . Distribution of t-values for both RPE and value as a function BOLD signals defined using a range of learning rates (see column labels). As in the confusion analyses, every alpha value was used in turn to form the underlying BOLD signal, in round-robin fashion. The red and orange vertical lines represent two common statistical cutoffs, p < 0.0001 and p < 0.05 respectively. B Percent of tests from A that were significant at 0.05 for each alpha value. The two grey lines at 25 and 50% demarcate the cutoffs we used to define non-specific (25%) and indistinguishable (50%) results. Only guess behavioral models and model-only designs were employed in this analysis.
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Before HRF . The distribution of 100 randomly selected reinforcement learning time courses, before and after HRF convolution. These are raw data, not distributions of t values as in the above figures. The four predictors were accuracy (red), P r (yellow), RPE (green), and value (blue). of 0.27 (see Fig 7) The HRF increased correlations among all predictor pairs up until their pre-HRF 249 correlation approached 0.5, after which the correlation began to decline slightly (Fig 6 and Fig 7) . When 250 the correlations were broken down into quartiles (Fig 6B) , each set of lines had similar slopes (excepting 251 the transition near 0.5) which suggests the HRF has a consistent effect independent of predictor pair.
After
252
Linear regression analyses supported this conclusion, indicating that r be f ore could significantly predict 253 r di f f ), the difference in correlation before and after, (F(1, 498) = 713.4, p < 2.2e − 16) accounting for 254 0.58 % of the variance. However by including a 'pair' dummy predictor (facet labels in Fig 6A) , a 255 combined pair-r be f ore model could account for 0.9207 of the variance (F(5, 494) = 1160, p < 2.2e − 16) 256 and was a significant improvement over the model using only r be f ore (F(2, 494) = 523.5, p < 2.2e − 16).
257
In total then, the initial correlation between predictors does play a significant role in predicting the change 258 induced by the HRF, however there is a pair (and therefore model) specific component as well (estimated 259 here to be 38% of the total explained variance). A similar analyses of the separation analyses data showed 260 a nearly identical pattern (not shown). Follow up analyses of the pair-specific contribution was without 261 significant result.
262
DISCUSSION
263
Using reinforcement learning models as a case study we examined the specificity of model-based fMRI.
264
In the first analysis, dubbed confusion, we examined how reliably we could distinguish between related 265 but theoretically distinct predictors. About half the time, the different predictors were indistinguishable 266 (see Figure 2A and Figure 3A) . In the second analysis, dubbed separation, we determined that nearly all 267 reinforcement learning model parameter settings were indistinguishable (Figure 4 ).
268
Minimum specificity
269
In both model-only and model and impulse design matrices 15-20% of guessing behavioral trials were 270 significant (Figure 3A and B; percents calculated using the p < 0.05 threshold). Predictor type had little 271 to no effect on this rate (compare y-axis of row 'rand', Figure 3) . As the random predictor contains suggest that the limited specificity we report is not due to undersampling, or detection power, but is an 282 intrinsic property of HRF convolution implying slow-event related designs would offer little improvement. 
Alternatives to OLS
287
In these simulations it was often the case that the true model was significant more often than the viable alternate models, specifically avoiding "stacking the deck" in favor of a preferred option.
300
Problems for parameters 301 Given that reinforcement learning parameters are typically set based on behavioral data, one might first 302 assume it is not important that the GLM procedure cannot distinguish between parameters. However,
303
further reflection suggests the lack of parameter sensitivity is important for three reasons. First, given a 304 significant result it would normally be tempting to conclude that, "our model was a significant predictor 305 of the BOLD changes under parameters {α, β , θ } therefore neural activity may reflects these models 306 and parameters". But given our results it quite possible a very different set of parameters, {α , β , θ }',
307
would also be significant. Without specificity all a finding of significance can guarantee is that, "Some
308
(unspecified) set of parameters near our parameters {α, β , θ } were significant predictors of BOLD 309 activity", which seems a deeply unsatisfying best case conclusion. Second, parameter changes can 310 considerably alter model behavior. For example, in Figure 1D the choice of the learning rate parameter α 
314
Without specificity, such comparisons are meaningless.
315
Consider again the separation data ( Figure 4) ; it would be difficult for any method to separate the can't distinguish between parameters, you can't distinguish between quantitative predictions.
321
Limitations and generalizations
322
The kind of specificity we study here is most relevant when two or more theoretical models are compared, 
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