In order to solve the problem of sparse training samples in logo recognition task, a multi-type context-based logo data synthesis algorithm is proposed. The algorithm comprehensively utilizes the local and full context of the logo object and the scene image to guide the synthesis of the logo image. The experimental results on the FlickrLogos-32 show that the proposed algorithm can greatly improve the performance of the logo recognition algorithm without relying on additional manual annotation, verify the validity of the synthesis algorithm, and further prove that multi-type context can improve the performance of the object recognition algorithm.
Introduction
Logo recognition is a challenging task in computer vision. It has a wide range of applications in many fields, such as sensitive video recognition [1] , trademark identification and property protection [2] , intelligent traffic [3] . For the recognition of general objects, the deep learning method has achieved great success [4~6] . In general, the construction of a deep neural network for object recognition requires a large number of manually labeled training data. However, the public dataset that can be obtained in the logo recognition task is very small. The existing logo dataset is shown in Table 1 . It is clear that such a small amount of training data is far from enough for learning a deep model with millions of parameters. Expanding the dataset by adding manual annotation is a straightforward and simple solution to this problem, but expensive labeling costs and large amount of time consumption are sometimes insufferable, and compared to the general objects, it is difficult to obtain real scene images containing logo in many cases.
Synthetic data generation refers to the method of automatically generating synthetic data that approximates real data without relying on manual labeling. When there is no sufficient training data available for training large deep networks, the method is an effective alternative to manually labeled massive data. For example, Gupta et al. [13] and Jaderberg et al. [14] trained text recognition models by artificially synthesizing natural scene text data. Georgakis et al. [15] guided synthesis by segmenting possible support planes such as table and counter at the semantic level. The placement of objects in the image assists in the detection of objects in indoor scenes. Eggert et al. [16] used synthetic data to train SVM classifiers for company logo detection. Based on [16] , Su et al. [12] did the first attempt to train deep models using large-scale synthetic logo images by considering the diversity of contexts, which greatly improved the robustness of the detection model to complex backgrounds. On the defect side, the method of synthesizing logo images used in [12, 16] is a little simple, the fitting of the synthetic image to the real scene image is insufficient, which completes the synthesis of the logo image only by randomly placing the transformed logo template in any location of scene image. This way will lead to insufficient contextual authenticity of the synthetic logo image, causing the model to learn too much detail of the synthetic image, and cannot be generalized well to the real scene image. Fig. 1 shows the examples of synthetic image in [12, 16] . Table 1 Existing logo detection datasets. PA: Public Availability.
Dataset
Logo # Object # Image # PA BelgaLogos [7] 37 2695 1951 Yes FlickrLogos-27 [8] 27 4671 1080 Yes FlickrLogos-32 [9] 32 3404 1 2240 Yes LOGO-NET [10] 160 130608 73414 No Logos-32plus [11] 32 12302 7830 Yes TopLogo10 [12] 10 863 700 Yes Figure 1 Examples of synthetic image in [12, 16] .
In order to solve the problem of the insufficiency of annotation data in the logo recognition task under the deep learning framework, this paper proposes a new algorithm for synthesizing training data. Based on digging and utilizing the context information of the logo image, the algorithm synthesizes images which fit the real world as much as possible, thus improves the performance of the logo recognition algorithm without adding additional labeling costs. Although this work is not the first attempt to synthesize logo images [12, 16] , this paper improves the simple idea of synthesizing logo images in the past, making full use of the interior of logo object, the neighborhood of logo object, the link between logo object and other objects and the scene where logo object lives in, so that training by means of automatically synthesized logo images can produce more significant performance gains. In the experimental aspect, detailed experiments have been conduct on the benchmark dataset FlickrLogos-32 [9] , and the best results in logo recognition task which based on the synthetic logo image-assisted have been obtained. The results (mAP 58.9% this paper VS. 54.8% [12] ) fully verify the effectiveness of the proposed algorithm. Fig. 2 shows the overall algorithm framework for logo recognition based on synthetic data. Among them, Generate Synthetic Image as the core of the algorithm, it mainly includes four processes: Logo Exemplar Selection, Background Image Selection, Logo Exemplar Transformation and Logo Image Synthesis, which will be elaborated separately below. In model training, this paper basically follows the sequential learning strategy in [12] , which stems from easy-to-hard staged learning ideas in Curriculum Learning [17] , first deploying a large number of synthetic images to pre-train a deep model, followed by fine-tuning the deep model with the sparse real images. In addition, this paper explores that training with mixed data of synthetic images and real images, and then fine-tune with real images again, it will achieve better training results. Figure 2 Logo recognition overall framework based on synthetic data.
Context-based Logo Image Synthesis Algorithm

Logo Exemplar Selection
To synthesize images for a given logo class, an exemplar image for each logo class is needed. In the selection of the logo exemplar, this paper both select pixel-level logo masks and completely transparent logo images (the ratio is 1:1), which is different from [12] and [16] . Take the 32 logo classes of the FlickrLogos-32 as an example. The corresponding logo exemplars are shown in Fig. 3 . The reason for trying like this probably is that by combining pixel-level logo masks and completely transparent logo images, it can enhance the robustness of the model to complex backgrounds while learning more about the real context.
Background Image Selection
In the real scene, an object is generally not possible to exist alone. It tends to be inextricably linked to the environment and other objects around it. This is commonly referred to as Context [18] . Various types of context have theoretically proved to play a very important role in the field of computer vision and image processing, which can improve the accuracy and speed of detection and recognition algorithms [19, 20] . As the background image carrying the global context of the synthetic logo image, [12] and [16] only consider the diversity of the context in its selection, just use the 6000 non-logo images in the FlickrLogos-32 as the background image. Such a simple processing like this will inevitably lead to a lot of unreal context information in the synthetic logo image, which will affect the generalization ability of the acquired deep model in the real scene. As shown in Fig. 4 , these logos appear very bluntly in unrelated scenes. Although this does not prevent humans from recognizing, synthetic images with completely inconsistent context information during actual training are likely to exist as noise data.
Therefore, in terms of background image selection, this paper is working to alleviate the impact of the inconsistency of the context information caused by the weak semantic correlation between the logo exemplar and the background image on the performance of the algorithm. Specifically, this paper first crawls 300 scene images related to each type of logo on the Google Image Search website, and then combined with the popular CNN-based scene classification model Place365-VGG [21] . The scene images are sorted in batches, and then five Top-1 scenes with the highest frequency of occurrence of each type of logo are counted as the background source of the synthetic image. What needs to be explained is that Places365-VGG is an open source CNN scene classification model for the subsets of the large-scale scene image database Places2. Its network structure is VGG-16, which has the current highest Top-1 classification accuracy on the validation set and test set of Places365. Fig. 5 shows the algorithm flow of background image selection with Starbucks as an example. 
Logo Exemplar Transformation
Traditional image data augmentation methods have been proven to effectively enrich the train set and improve the robustness and generalization ability of the detection and recognition model [22] . Due to the large-scale variation of the logo presented in the actual natural scene [9] , and the different shooting angles may cause problems such as rotation, distortion, deformation and partial occlusion of the logo [23] . In addition, the imaging device has different resolution and illumination conditions. Therefore, in order to fit the actual scene as much as possible and enrich the diversity of the logo in the synthetic image, this paper has tried a series of enhanced transformations such as affine transformation, random cropping, color transformation, and Gaussian blur on the logo exemplar. It should be noted that each transformation is independent and random. The mathematical description is given below by taking an affine transformation as an example. Since the convolutional neural network itself has translation invariance, this paper does not perform translation transformation for the logo exemplar, so the dimension of the affine transformation is reduced from 3D to 2D. The specific mathematical form of the affine transformation for the logo exemplar I on the 2D plane is shown in Equation (1). Figure 5 Algorithm flow for background image selection.
Where the matrix R θ defines a rotation transformation with the angles θ randomly chosen from a range of [ 180 ,180 ]°°− , while the probability of random transformation is controlled below 0.1, because logos usually rotates less in the actual scene [12] . The matrix P mixes the definition of scaling and shearing transformation. For scaling transformation this paper calculates the size distribution of the overall object of the Flickrlogos-32 dataset (Fig. 6 ) and control the long edge change of the logo exemplar to be a random number between 40px and 250px, and the short side to scale proportionally; The parameter of the shearing transformation is selected as a random number between [0, 0.2]. 
Logo Image Synthesis
In view of the planarity of the logo object, this paper overlays the randomly transformed logo exemplar on the semantic relevant random background image, thus realizing the synthesis of the logo image. Unlike the random placement of the logo exemplar in [12, 16] , this paper pays special attention to where the logo exemplar appears in the background. Specifically, except for a few logos (such as Google) composed of plain text symbols, most logos are designed with their main color, and in terms of shape and outline, logo is generally not presented as a regular rectangular structure. (As shown in Fig. 4) . Therefore, at the data level, this paper adopts the Main Color Similarity Comparison Algorithm. Algorithm 1 gives the main algorithm flow of the logo image synthesis step.
Algorithm 1：Logo image synthesis based on main color similarity comparison Combining the above four processes, the synthesis algorithm can not only realize the automatic synthesis of large-scale logo images based on context, but also ensure the accurate annotation of each logo object in the synthetic image without any omission. Examples of synthetic logo images of this paper are shown in Fig. 7 . Figure 7 Examples of the synthetic image based on the synthesis algorithm.
Experiments and Results
Datasets
The dataset this paper used in the experiment is FlickrLogos-32. FlickrLogos-32 was designed for logo retrieval and multi-class logo detection and object recognition. There are 32 logo classes with 70 images each class. During the actual training process, this paper strictly follows the official classification criteria, and divided only 10 images of each logo class as training samples, and the remaining 60 samples were used as test samples.
Evaluation Metrics
Object recognition usually require certain evaluation metrics to evaluate the performance of the algorithm. The commonly used evaluation metrics in the field of logo recognition is mAP (mean Average Precision). The mAP comprehensively characterizes the precision and recall. The larger the value, the better the performance of the algorithm. This paper choose mAP for performance evaluation of the algorithm.
Experiments and Analysis
First, this paper basically reproduces the experimental results of [12] on the FlickrLogos-32. Specifically, this paper uses the Faster R-CNN as the algorithm framework for logo recognition. The network structure used is VGG-16, and also its pre-trained model on the PASCAL VOC 2007. Parameters and training strategies remain the same as [12] . Based on the recurring results, this paper uses the synthesis algorithm to automatically generate 100 synthetic images together with corresponding annotations for each logo class, and then train logo recognition model based on the synthetic images and the real images.
In general, the comparative experiments with [12] mainly have the following three processes. Table 2 .
In Table 2 , simply using 320 real images for training, RealImg (This paper) obtained similar experimental results to RealImg ( [12] ) (50.5% VS. 50.4%), although 50.5% is a result of one experiment, actually for RealImg this paper has carried out several experiments, and the mAP is changed very little at around 50.0%. The reason why the experimental results are unstable is mainly due to the randomness of the neural network algorithm itself (such as the optimization algorithm of Faster R-CNN using random gradient descent). Therefore, this paper basically reproduces the experimental results of [12] on FlickrLogos-32. On this basis, SynImg-32Cls(This paper) and SynImg-32Cls+RealImg(This paper) using the proposed synthesis algorithm have obvious advantages compared with the method of [12] (32.6% VS. 27.6%, 58.5% VS. 54.8%), which fully verifies the effectiveness of the synthesis algorithm. It is worth mentioning that the improvement in performance is not dependent on additional manual labeling, nor does it require the construction of a large (463 categories) common set of logo exemplars as in [12] .
In addition, this paper has also observed that although SynImg-32Cls(This paper) is greatly improved compared to SynImg-32Cls ( [12] ), the effect of using only synthetic images for training is still far from the method of using a small number of real images. The potential cause of this situation may be that there is a large distribution difference between the real image and the synthetic image, and the details learned by the model on the synthetic image are difficult to generalize into the real image. From this point of view, the key to the synthetic data extension training set method is how to optimize the synthesis algorithm to minimize the distribution difference between the synthetic image and the real image. Besides, based on the training strategy of using synthetic and real mixed data first, and then using real images to perform fine tuning (fusion + RealImg), the model will achieve better training results (mAP 58.9%). Figure 8 Qualitative evaluation on FlickrLogo-32. Fig. 8 shows partial results of the proposed synthesis algorithm on the FlickrLogos-32 test set. It can be found that the algorithm is robust to multi-scale, multi-view, rotational deformation and partial occlusion of some object.
Summary
This work aims at the problem of lack of annotation data in the logo recognition task under the deep learning framework. From the perspective of automatic synthesis of large-scale training data, a context-based logo image synthesis algorithm is proposed based on the existing synthetic ideas. Through detailed experiments on the FlickrLogos-32, it is shown that when only a small amount of annotation data is available, the proposed synthesis algorithm can greatly improve (mAP 8.5%) the performance of the logo recognition algorithm without relying on additional manual annotation, fully validated the effectiveness and superiority of the proposed algorithm.
