Abstract-In this correspondence, we consider a generalized smoothing problem and develop a procedure to obtain a set of optimum weights which gives minimum mean-squared error (MSE) in the estimates of directions of arrival of signals in finite data when the signals are arbitrarily correlated. Using the optimum weights, we study the optimum tradeoff between the number of subarrays and the subarray size for a fixed total size of the array. The computation of optimum weights, however, requires full knowledge of the scenario. Since exact DOA's, powers, and correlations of signals are unknown a priori, we give a method to estimate these weights from the observed finite data. We also show through empirical studies that the optimum weights can be approximated with Taylor weights which serve as near-optimum weights. Simulation results are included to support the theoretical assertions.
I. INTRODUCTION
The performance of eigenstructure based direction-of-arrival (DOA) estimation algorithms degrades in finite data in the presence of both correlated and uncorrelated sources. In the case of infinite data with fully correlated sources, the degradation is due to the collapse of the signal subspace, while in the case of finite data only, it is due to subspace perturbation. In the presence of correlated sources in finite data, on the other hand, the effective correlation between the signals affects the sensitivity between the subspaces; as the correlation between the signals increases, the performance degradation increases. Spatial smoothing is usually suggested to recover the collapsed signal subspace [l], and to reduce perturbations and sensitivity in the subspaces [ 2 ] . The performance of several DOA estimation algorithms, with and without spatial smoothing, has been studied in [3] , [8] , 161, [4] . In [4] , [8] , the authors have analyzed the finite data performance of MUSIC and minimum norm methods with spatial smoothing and derived expressions for the mean-squared error (MSE) in the DOA estimates.
In this correspondence, we consider a generalized smoothing (weighting) problem and obtain optimum weights which give minimum MSE in the DOA estimates. The optimization problem is formulated as a constrained minimization of the MSE function. The computation of optimum weights requires full knowledge of the scenario. Here, we suggest methods to estimate these weights and show through empirical results that precise knowledge of the scenario is not crucial. Though we consider root-MUSIC in our study, the analysis extends in a straightforward manner to other methods such as root-minimum norm.
BACKGROUND
Consider a linear equispaced array formed by K overlapping subarrays with M identical and omnidirectional sensors each. I) where the coefficient bl is the sum of entries along the Zth diagonal of the matrix ENEi. In the finite data case, we choose D roots that lie closest to the unit circle and compute the DOA's from the roots.
Recently, an expression for the MSE in the estimated DOA's in finite data with spatial smoothing is developed in [4] . The expression is given by where the terms are defined as follows: pN = E,E; ( 5 ) Here, N denotes the number of snapshots and h, denotes the data vector at the output of pth subarray.
A. Weighted Smoothing
In weighted smoothing, the smoothed covariance matrix is obtained by the weighted sum of all the subarray covariance matrices R = E;", l ulR', where ul, l = l , 2 , . . . , K , are the real and positive weights such that E;"= I uI = C, a constant which is positive. By setting the constant to unity one ensures that the source powers which appear as diagonal terms in S are unaltered 
B. Optimum Weights
We now wish to find the optimum weights U/, I = 1, 2, * * . , K , which yield minimum MSE. In general, the problem can be {(arR,,a,) (yrR,y,) + ( a~R P q~J ( a~R W y , ) )
Iterative methods, like the steepest descent method, NewtonRaphson method, and conjugate gradient method, can be used to solve such problems. We have used the steepest descent method to find the optimum weights. The update equation at nth iteration is given by (17) where g is the gradient vector (of the objective function) with nh element as with y, as Once we have the optimum value of y, the corresponding optimum value of U can be obtained from ( 13).
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NUMERICAL A N D SIMULATION RESULTS
In this section, we first give some examples to show that the optimum weights yield significantly lower MSE compared to spatial smoothing and then study the tradeoff between the number of subarrays and the subarray size.
In the simulations, 200 independent trials were used to calculate the MSE. The DOA's of the sources were measured with respect to normal to the array, noise power was fixed at 0 dB, and the number of snapshots were fixed at 100. Throughout this section, we used -10 log (MSE) as the MSE measure, and therefore, the higher the value of -10 log (MSE), the lower is the MSE.
A . Optimum Weighting
We considered a 3-source scenario with DOA's O", lo", and 20°, and source powers of 20 dB each. We studied three different cases with correlation (assuming same value between any two sources) 0.95, 0.5, and 0. We assumed 7 subarrays with subarray size as 5 . Note that for this subarray size, the DOA separation corresponds to approximately one third of the array beamwidth. The optimum weights were obtained by minimizing the MSE function (formed with true powers, DOA's, and correlations) using the steepest descent method with uniform weights as the initial guess, and the theoretical minimum value of the MSE was determined by evaluating the MSE expression (given in (6)) with the optimum U. We may point out here that (6) represents the MSE function for a particular DOA, and hence, the minimization leads to a set of weights that minimize the MSE for the corresponding DOA. However, it has been observed through extensive numerical results that the optimum weights are nearly independent of the choice of DOA.
For the scenarios described above, MSE expression for 10" was used for determining the optimum weights. Tabel I gives these weights and the values of MSE evaluated from the theoretical expression and the simulations for the root-MUSIC. In the simulations, we used the weights given in the table. The results show that the simulation results are close to those of theoretical, and this validates the use of the theoretical MSE expression. The optimum weighting yields lower MSE compared to the uniform weighting in all the cases, i.e., with 0.95, 0.5, and 0 correlation.
B. Tradeoff Between the Subarray Size and the Number of Subarrays
In [4], based on the numerical results, it was concluded that the root-MUSIC performs best with full aperture, implying that smoothing at the expense of reduced aperture is not beneficial when the sources are not fully correlated. This, however, is not true as shown by the following example. We considered a 3-source case with DOA's and powers as in the above example and with correlation set to 0.95. The MSE for different subarray sizes and number of subarrays, keeping the total number of sensors constant at 24, is calculated for both the optimum and the uniform weighting and plotted the results in Fig. 1 . In the figure, we have also included the CramCr-Rao bound (CRB) [6] , computed for a 24-element uniform linear array. We note the following from the figure: 1) The MSE without smoothing (which corresponds to K = 1) is about 11 dB higher than the minimum value that we can obtain with smoothing (uniform and optimum). This establishes the fact that smoothing may be required to improve the performance of the root-MUSIC.
2) The MSE with optimum weighting is close to the CRB for a wider range of number of subarrays compared to the uniform weighting. This shows that we have a wider choice of subarray combinations with optimum weighting.
3) The improvement in the MSE with optimum weighting is larger when the tradeoff is in favor of a greater number of subarrays, as long as the subarray aperture is not too small. In a practical scenario, the number of correlated sources is not known a priori, and therefore, the tradeoff in favor of a greater number of subarrays may be desirable.
In the example considered, the CRB is close to the MSE obtained with spatial smoothing when the number of subarrays is in the range 8 to 14, and hence, the improvement obtained with the optimum weighting is marginal in this range. However, in the scenarios where the MSE with spatial smoothing is farther away from the CRB, the improvement will be substantial with the optimum weighting.
IV. METHODS TO ESTIMATE OPTIMUM WEIGHTS
In this section, we show how optimum weights can be estimated when exact knowledge of DOA's, correlations, and powers of sources is not available. This is motivated from the observation that the MSE function is not sensitive to the weights around the optimum point.
We suggest two methods to determine the near-optimum weights. In the first method, the estimates of scenario parameters are obtained from the finite data which are then used in the numerical minimization. In the secoed method, the optimum weights are approximated with suitable Taylor weights.
A. Method1
1) Obtain the estimates of DOA's, e,, i = 1, . . * , D , using uniform weighting.
2) Compute the estimates of noise power and signal covariance matrix from 6: = average of (M-D) smallest eigenvalues of the covariance matrix R , formed from the total array of ( K + M -1) elements, and
is the direction matrix formed from the estimated DOA's.
3) Replace the true values with the estimated values and obtain weights by minimizing the MSE function numerically.
For the scenario considered earlier with 0.5 correlation, the estimates of the optimum weights (computed as above) for 5 , 7 and 9 subarrays, with subarray size fixed at 5, are shown in Table 11 .
The table gives true optimum weights and its estimates, and theoretical MSE's for these two sets of weights. We should point out here that the estimates of DOA's, noise powers, and signal covariance matrix (steps l and 2) were obtained from one data realization. Note the closeness between the estimated and true optimum weights and the corresponding MSE's. For the 3-source uncorrelated scenario used in Section 111-A, we computed the optimum weights and determined the sidelobe level such that the corresponding Taylor weights were closest to the optimum weights in the mean-square sense. This sidelobe level was found to be -38 dB. Table 111 gives the theoretical values of MSE with uniform weights, optimum weights, and -38 dB Taylor weights for various combinations of DOA's, source powers (assumed to be equal), and correlations. Note that the Taylor weights were fixed in all the cases while the optimum weights were determined for each scenario.
The results show that the MSE performance with Taylor weights is very close to that with optimum weights in all the scenarios, implying that the Taylor weights determined from the approximate knowledge of the scenario serve as near-optimum weights for a range of scenarios that are moderately different from the approximate. 
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V. CONCLUSIONS
We have considered a generalized weighting in the subarray covariance averaging problem, and presented a method to obtain optimum weights which give minimum MSE in the DOA estimates.
Since the computation of optimum weights requires apriori knowledge of scenario parameters, we suggested methods to determine near-optimum weights. Using numerical results we have shown that the near-optimum weights perform as good as the optimum weights, and they can be determined from the approximate knowledge of the scenario.
B. Method II
In this section we show how Taylor weights can be used as nearoptimum weights. The computation of Taylor weights [7] requires three parameters: number of weights, number of sidelobes having equal amplitude, and the desired sidelobe level. We have chosen the number of weights as the number of subarrays and the number of sidelobes having equal amplitude as 2,' and determined an appropriate sidelobe level for which the Taylor weights approximate the optimum weights in the mean-square sense. ACKNOWLEDGMENT
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