Abstract: In this work, an auto-tuning procedure for PID controllers is presented. This autotuning procedure identifies a FOPDT model for a given process and uses an evolutionary algorithm to solve a constrained non-convex optimization problem to adjust the parameters of a PID controller with derivative filter. The auto-tuning procedure is validated with a set of process with different characteristics. Presented results validate the auto-tuning algorithm as a practical and viable application for auto-tuning procedures.
). Current research points to guarantee reasonable stability margins as well as a good overall performance for a wide variety of process. One of the main advantages of PI-PID controllers is their ease of implementation as well as their tuning, giving a good trade-off between simplicity and cost to implement (Tan et al. (2004) ; Stewart and Samad (2011) ). Auto-tuning routines for PI-PID commercial controllers are a highly desirable characteristic for the industry. With such applications, it is possible to reduce the amount of time required to adjust the controller parameters for a given process, as well as the expertise required for such task. Because of this fact, several commercial products include auto-tuning procedures. Nevertheless, in several circumstances those auto-tuning procedures give as result a poor performance (Greg Baker (2009)) or guarantee a good performance under particular circumstances. For this reason, new auto-tuning techniques to face a wide variety of process are focus of attention for researchers. In this work, we shown and implement an on-line autotuning algorithm for PID controllers based on evolutionary algorithms (EvoTune in the following). The EvoTune algorithm solve a constrained non-convex optimization statement for an identified FOPDT process to adjust the parameters of the PID controller. The remain of this work is as follows: in section 2, a brief problem description is given. In section 3, the optimization problem is stated whilst in section 4 the EvoTune algorithm is explained. In section 5, the EvoTune algorithm is evaluated over a set of benchmark processes. Finally, some concluding remarks are given.
PROBLEM DESCRIPTION
Here, we deal with the auto-tuning procedure of a PID controller with derivative filter:
where k c is the proportional gain, T i the integral time (sec.), T d the derivative time (sec.), N the derivative filter and E(s) the error signal. The desired characteristics for the auto-tuning procedure are:
• The algorithm must be executed in each sampling time.
• The algorithm must include an experiment phase to get information from the process.
• The algorithm gets two measurements from the process in each sampling time: time (since the beginning of the experiment phase) and the measurement from the process. To test the auto-tuning procedure, the Simulink c platform developed by Sanchis (2010, 2011) is used. It is a Simulink c platform which allows to simulate, the auto-tuning procedure for a given process, with noise in the measurement. It uses a sampling time of 0.1 secs.
PROBLEM STATEMENT
As guideline, it is used the non-convex optimization statement developed in Astrom et al. (1998) and Panagopoulos et al. (2002) . This optimization problem has been solved using evolutionary algorithms (Reynoso-Meza et al. (2011a,b) ). Nevertheless, it has been not implemented yet for auto-tuning procedure for on-line applications. Given a process G p (s), we look for a set of PID parameters x = {k c , T i , T d , N } which maximizes the integral gain (or its equivalent):
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subject to a maximum value of the sensitivity function. As noticed in Astrom et al. (1998) (2012b,a) ). Owing to this, they are used in this auto-tuning procedure.
Constraints
Three main constraints are included to guarantee a good overall performance: Constraint 1 To guarantee an acceptable stability margin, it is used the maximum value of the sensitivity function M s = max |S(jω)| = max 
the following simplifications arises:
where a Padé approximation of first order
Constraint 2 Constraint number two is used to bound the maximum allowable control action of the PID controller in each sampling time:
(6) where K u is the estimated ultimate gain of the process G p (s) and T s the sampling time. Constraint 3 Constraint number 3 is used to consider the measurement noise into the optimization statement and its effect in the control action. A useful indicator is:
To avoid M u computation, the following approximation is used (Åström and Hägglund (2005)):
Optimization statement
The constrained optimization statement proposed is:
where:
Next, the auto-tuning algorithm is explained.
AUTO-TUNING ALGORITHM
Given the last optimization statement, the EvoTune (Algorithm I) is defined. It has five main steps: noise estimation, experiment phase, identification step, optimization initialization and optimization process. Through a pre-defined time interval (with the stable system), it will be recorded the measurement signal from the process to estimate the noise amplitude. This is necessary for the adequate selection of the histeresis range and the amplitude of the biased feedback rele test.
Experiment phase
It is used a biased feedback rele test (Hang et al. (2002) ; Wang et al. (1997) ) to get information from the process for the model identification step.
Model identification
With the obtained data in the experiment stage, a FOPDT process is identified according to the biased rele feedback test (Hang et al. (2002); Wang et al. (1997) ).
Optimization process initialization
The evolutionary optimization process requires an initial vector population. To this purpose, a random set of solutions is generated. To improve convergence properties, in the initial population are included a set of well-known tuning rules based on a FOPDT model: IMC, Lambda and AMIGO.
Constrained non-convex optimization
Through the optimization process, two main task are performed: the offspring generation and the selection of the best solution found so far.
Offspring generation
As evolutionary technique it is used the Differential Evolution algorithm (DE) of Storn and Price (1997); Storn (2008) ; Das and Suganthan (2010) . DE algorithm is used mainly due to its simplicity and compactness. This algorithm has two main operators to generate the offspring: mutation and crossover. They are several primal versions of the algorithm but in this work, we use the version known as DE/current-to-rand /2 (Price (1999)) which uses a non-invariant rotationally lineal recombination strategy in the crossover operator. Mutation For each decision vector x i | k (parent vector), it is calculated a mutant vector v i | k in each generation k according to the equation (13):
where F i is the scaling factor for the lineal recombination.
Selection
As selection mechanism, a pair comparison between parent and child vector is performed. The best individual is selected to move into the next generation:
In each execution of the algorithm, during the optimization stage, the best controller found so far is selected. Such controller is used to calculate the control action to the system. When the convergence criteria is reached, the algorithm will terminate and the final PID controller will be given. Next, the EvoTune is validated over a set of different processes, to shown its viability.
TEST
A set of well-known processes is used to validate the autotuning procedure:
(s + 1) 3 G 3 (s) = 1 (1 + 10s)(1 + 2s)(1 + 
The parameters used by the auto-tuning procedure are:
• Scaling factor F = 0.9. With this value, according to Storn (2008) , exploration in the decision space is promoted.
• Scaling factor for the lineal recombination F i = 0.95.
According to Price (1999) , a good initial choice for F i is F i = 0.5 · (1 + F ).
• Population size: |P | = 10 · 4 = 40 (Storn and Price (1997) ). As a rule of thumb, it is recommended to use a population ten times the number of decision variables. To guarantee the on-line execution, in each sampling time five individuals are evaluated.
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• Frequency range (with a little of notation abuse) [ω = 1/100 : 1/25 : 8].
• Histéresis = max{0.01, 2 · N oiseAmplitude} • M target s = 1.4, 1.6, 1.8.
Results and discussions
Given the stochastic nature of the auto-tuning procedure, a statistical analysis is proposed to shown its viability and robustness. A total of 25 independent trials for each process with M target s = [1.4, 1.6, 1.8] are performed. In tables 1 to 5 are presented the median value of the integral of the absolute value of the control action (IADU), the integral of the absolute error (IAE), the maximum deviation from reference, the M s with the simulated model and the time required to adjust the parameters, respectively. Also, a Ziegler-Nichols (ZN) tuning (based on ultimate gain identification) and the AMIGO tuning rules (using an estimated FOPDT as described in section 4.3) with derivative filter of N = 30 and N = 3 are presented for comparison purposes. In table 1, it is possible to notice how the EvoTune has a better performance than the ZN and AMIGO procedures with N = 30. Compared with AMIGO at N = 3 has almost the same performance. Nevertheless, the inclusion of the derivative filter leads to a change in M s (see table 4); as notice in Isaksson and Graebe (2002) , derivative filter must be considered an integral part on the PID design. In the case of the EvoTune procedure, it has a M s > 2.0 for models G 4 (s) and G 5 (s) in all cases. Due to space limitation, boxplot graphs for M s are presented in figure 1 to show its dispersion. The corresponding trade-off among approaches can be appreciated in table 2: the less the stability margins and the most the control action, the better the IAE performance. In the case of the maximum deviation, all controllers have almost the same performance. Finally, in table 5, the time required to adjust the parameters in each case are shown. Due to space limitation, just the graphical performance comparison for processes G 1 (s), G 2 (s), G 3 (s) and G 8 (s) with ZN procedure are shown in figures 2-5.
CONCLUSIONS
In this work, an auto-tuning procedure using evolutionary algorithms (EvoTune) has been presented. The EvoTune states a constrained non-convex optimization problem to adjust the proportional gain, the integral time, the derivative time and the derivative filter of a PID controller. The EvoTune includes an identification phase, to approximate a FOPDT model with a biased rele feedback test. The EvoTune mechanism is robust, and is capable of adjust different kind of process with characteristics as multiple poles, long time delay, non-minimum phase, etc. When compared with other tuning techniques (ZN and AMIGO), is more robust, since it considers the derivative filter in the tuning procedure. It allows to control a bigger subset of processes with better stability margins. Ongoing work points to real-time testing as well as preference articulation for the user. IFAC Conference on Advances in PID Control PID'12 Brescia (Italy), March 28-30, 2012 FrB1.6 
