In earlier work ͓G. Raabe and R. J. Sadus, J. Chem. Phys. 119, 6691 ͑2003͔͒ we reported that the combination of an accurate two-body ab initio potential with an empirically determined multibody contribution enables the prediction of the phase coexistence properties, the heats of vaporization, and the pair distribution functions of mercury with reasonable accuracy. In this work we present molecular dynamics simulation results for the shear viscosity and self-diffusion coefficient of mercury along the vapor-liquid coexistence curve using our empirical effective potential. The comparison with experiment and calculations based on a modified Enskog theory shows that our multibody contribution yields reliable predictions of the self-diffusion coefficient at all densities. Good results are also obtained for the shear viscosity of mercury at low to moderate densities. Increasing deviations between the simulation and experimental viscosity data at high densities suggest that not only a temperature-dependent but also a density-dependent multibody contribution is necessary to account for the effect of intermolecular interactions in liquid metals. An analysis of our simulation data near the critical point yields a critical exponent of ␤ = 0.39, which is identical to the value obtained from the analysis of the experimental saturation densities.
I. INTRODUCTION
Recently, 1 molecular simulation has been successfully used to predict the phase behavior of mercury. The occurrence of considerable changes in the physical properties of mercury, such as metal-nonmetal transitions, together with a high critical temperature and high toxicity, means that mercury and other liquid metals are challenging systems to investigate experimentally. [2] [3] [4] For these systems, molecular simulation could have a valuable role in supplementing experimental data. However, the accuracy of predictions by molecular simulation strongly depends on the intermolecular potential involved, and the determination of a suitable potential for mercury has also proved to be a considerable challenge.
The earliest intermolecular potentials published for mercury were ͑n , m͒ Lennard-Jones potentials fitted to experimental data for gas viscosities or the second virial coefficient. 5, 6 These potentials suffer from the inaccuracy of the underlying experimental data and are often only explicitly formulated for the calculation of specific properties. In recent years, several ab initio studies of the potential-energy curve of the mercury dimer have been published. [7] [8] [9] [10] [11] The ab initio intermolecular potential reported by Schwerdtfeger et al. 11 can be regarded as the most accurate treatment of the two-body potential-energy curve because it is in good agreement with the most recent and most accurate experimental spectroscopic data. However, it fails to predict the coexisting vapor and liquid densities and the equilibrium pressure of mercury. 1 The fact that simulations using an accurate ab initio pair potential yield very poor agreement with experiment suggests that the thermophysical properties of mercury are influenced by strongly correlating multibody effects. As higher-body potentials for mercury are not available and including such contributions in a molecular simulation would be computationally prohibitive, we 1 added an effective many-body term to the pair potential of Schwerdtfeger et al. 11 Using this multibody contribution, we were able to predict mercury's phase coexistence properties, the heats of vaporization, and the pair distribution functions of mercury with reasonable accuracy. 1 The aim of this work is to determine whether or not the ab initio potential by Schwerdtfeger et al. 11 in combination with our empirical multibody contribution can be used to accurately determine the shear viscosity and the selfdiffusion coefficient of mercury.
II. THEORY

A. Effective multibody intermolecular potential
The latest attempt by Schwerdtfeger et al. 11 to determine an accurate intermolecular potential for mercury involved ab initio calculations and the addition of a spin-orbital contribution, resulting in a two-body potential-energy curve given by a͒ On leave from the Institut für Thermodynamik, Technische Universität Braunschweig, Hans-Sommer-Str. 5 
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Although this potential can be regarded as the most accurate treatment of the two-body potential-energy curve, it fails to yield reasonable results for the coexisting vapor and liquid densities and the equilibrium pressure of mercury. Therefore, it is reasonable to infer that higher-body effects may be required to adequately describe the phase behavior of mercury. In our preceding work, 1 we proposed that an improvement could be achieved by including the nonadditive contributions of multibody effects into the Schwerdtfeger ab initio pair potential via an effective C 9 / r 9 term. The result was a semiempirical effective potential given by
with C 9 and r in Eq. ͑2͒ expressed in terms of a.u. We previously 1 performed Monte Carlo Gibbs-ensemble simulations for vapor-liquid equilibria ͑VLE͒ at different temperatures to determine the values of C 9 required for good agreement with experimental liquid phase densities. We observed 1 a linear dependency for the C 9 values with respect to temperature and were able to accurately fit these values to a simple linear function of kT / : 
͑3͒
It should be emphasized that no attempt was made in this work to specifically adjust the parameters of Eq. ͑3͒ to optimize the agreement for transport properties. Therefore, the simulation results for the shear viscosity and the selfdiffusion coefficient reported here are genuine predictions.
B. Simulation details
The simulations were performed in an NVT ensemble of N = 500 particles. The volume of the simulation box was chosen in such a way that the resulting density corresponded to either the density of the liquid or the vapor phase of the vapor-liquid equilibria ͑VLE͒ at the given temperature. Information on the densities of the VLE was taken from the simulation results of our previous work 1 or from experiment. 12 The Gear predictor-corrector scheme 13 was used to integrate the equations of motion, with a reduced time step of ⌬t * = 0.001 for the liquid and dense vapor state points near the critical point, and ⌬t * = 0.002 for vapor state points at low densities. The Gaussian thermostat 13 was used to constrain the kinetic temperature.
The shear viscosity was determined by the Green-Kubo 13,14 method of integrating the autocorrelation function of the off-diagonal elements of the viscous pressure tensor P ␣␤ given by
where p i␣ and p i␤ are the ␣ and ␤ components of the momentum of particle i , r ij␣ is the ␣ component of the distance between the particles i and j, and F ij␤ is the ␤ component of the force of their interaction. To improve the statistics, we averaged the autocorrelation functions over all independent off-diagonal tensor elements, resulting in
The self-diffusion coefficient D was determined from the Einstein relation 13, 14 as the mean-square displacement along the unfolded trajectory of a tracer particle
As the diffusion coefficient is a single-particle property, we averaged it over all particles to improve the statistics. The cutoff distance was set to half the box length, and the long-range corrections 13, 14 to the potential energy and the pressure tensor were applied. We assumed the spin-orbital contribution to the potential of Schwerdtfeger et al. 11 to be negligible at long distances. 1 To determine the long-range correction for the shear viscosity, we made use of the relationship between the viscosity and the finite-frequency shear modulus at zero wave vector
with being the Maxwell relaxation time. Following Zwanzig and Mountain, 16 G ϱ ͑0͒ can be determined from the intermolecular potential u͑r͒ by
͑0͒. ͑8͒
Thus, by assuming that the pair distribution function g͑r͒ Ϸ 1 for r Ͼ r cut , its long-range correction becomes
͑9͒
To calculate the long-range correction of the shear viscosity by
we need to determine the relaxation time . This is done through its definition given by Eq. ͑7͒, using the short-range results for viscosity from the Green-Kubo formulation and the short-range value of G ϱ ͑0͒ calculated from Eq. ͑8͒ with the upper limit of integration set to r cut . This integral can be evaluated numerically or by making use of the fact that for every property ͗A͘ in a system of N particles there is another property a͑r ij ͒ that yields ͗A͘ by summation over all pair interactions,
Thus, there has to be a property-call it ⌫ ϱ res ͑0͒-that yields, summated over all pairs, the residual part of G ϱ ͑0͒
A comparison with the expression in Eq. ͑8͒ leads to
͑13͒
This expression is easy to evaluate during the simulation. After a summation over all pairs within r cut , and adding the ideal part, we get the short-range value of G ϱ ͑0͒. As the long-range corrections remain constant throughout the simulation, we determined the Maxwell relaxation time at the end of a run from the ensemble average of the short-range values of G ϱ ͑0͒ and the Green-Kubo viscosity, and added the longrange correction LRC given by Eq. ͑11͒ afterwards. We found that the long-range correction for the viscosity was smaller than the uncertainties of the short-range viscosity values.
For every state point an equilibration phase of 2 000 000 time steps preceded the actual simulation to relax the system to thermodynamic equilibrium for a given temperature and density. A production run consisted of 2 000 000 time steps for a liquid or dense vapor phase point, and up to 8 000 000 time steps for vapor state points at low densities. During a production run for a liquid or a dense gas point, the offdiagonal elements of the viscous pressure tensor and the mean-square displacement of all particles were stored every tenth time step, and 100 stored values were used to determine the autocorrelation function for the Green-Kubo viscosities. For every single simulation, a graphical inspection of the integral was made to check for a sufficient integration time, i.e., the decay of the autocorrelation function to zero during this time. In the case of low vapor densities, the autocorrelation functions of the pressure tensor elements decay very slowly, resulting in the long simulation runs as mentioned above. The interval of data storage had to be increased to 20 time steps, and 1000-2000 stored values had to be used to determine the integral of the pressure autocorrelation function.
For every state point, ten of the above-described production runs were performed to average the equilibrium properties by using the standard block average technique.
14 Due to the enormous computational effort for simulations at state points in the low-density range, only a few were included.
III. RESULTS AND DISCUSSION
Our simulation results for shear viscosity in the coexisting liquid and vapor phases of mercury are given in Table I . They are compared with experimental results [17] [18] [19] [20] [21] in Fig. 1 . The experimental data for shear viscosity are mainly restricted to temperatures below 900 K. Only a few experimental results 17, 21 are available at higher temperatures and these data are inconsistent with each other. In addition to the experimental investigation of the shear viscosities, Tippelkirch et al. 21 also used an empirical modification of the Enskog theory that employs the experimental data of the VLE to calculate the shear viscosity curve of mercury along the whole coexistence line. As they found their calculation to be in reasonable agreement with experiment, it provides a useful comparison with our simulation results for the temperature range above 900 K up to the critical point at T C = 1751.15 K.
The Chapman-Enskog 22,23 solution of the Boltzmann equation yields the shear viscosity 0 of a dilute gas 
͑16͒
with the melting temperature of mercury T m = 234 K as a reference. The shear viscosity of the dense gas is then given by the Enskog equation
The quantity b is the second virial coefficient of a hardsphere fluid given by
where N A is the Avogadro constant, and v is the molar volume. The superscript V indicates the values of the vapor phase. The Enskog high-density correction as a function of the molar volume can be taken from Alder and co-workers. 24, 25 For a given temperature, the effective hardsphere diameter in the vapor phase is determined from Eq. ͑16͒ to derive the values of the second virial coefficient b from Eq. ͑18͒ and the reference shear viscosity 0 from Eq.
͑14͒.
Inserting the corresponding molar volume of the vapor phase v͑T͒ from the experimental VLE data, 12, 17, [26] [27] [28] and from Alder and co-workers 24, 25 yields the shear viscosity of the vapor phase along the saturation line.
The Enskog theory cannot be directly employed for the calculation of shear viscosities at liquid densities because it assumes that the autocorrelation functions decay exponentially. This assumption is not valid at high densities, but Alder and co-workers 24, 25 were also able to describe the deviation from Enskog's theory by a correction factor F , again as a function of the molar volume. Furthermore, Tippelkirch et al. 21 determined a different temperature dependence of the effective hard-sphere diameter for the liquid phase to be .
͑19͒
The liquid shear viscosity is then given by
with the superscript L indicating that b and 0 have to be recalculated with the eff of the liquid phase. Inserting again and F given by Alder and co-workers 24, 25 and experimental data 12, 17, [26] [27] [28] for v L ͑T͒ enables the calculation of the shear viscosity along the liquid branch of the coexistence curve. The results of these calculations are depicted as the solid line in Fig. 1 .
The comparison of our simulation results for the shear viscosity with experimental data and calculations based on the modified Enskog theory shows that our empirical effective potential yields reasonable predictions of the shear viscosity of mercury over a wide range of state points with low to moderate densities. However, the deviation between the simulation results for the liquid shear viscosity and experiment increases for temperatures below 1400 K, corresponding to state points with densities above 10 000 kg/ m 3 . This is understandable in view to the fact that the metal-nonmetal transition occurs in the density range between 9000-11 000 kg/ m 3 and noticeably influences the properties of mercury. [2] [3] [4] Hensel and co-workers [2] [3] [4] 21 pointed out that even if it is possible to describe the properties of mercury by an effective pair potential, its nature has to change with density, whereas our empirical multibody contribution only involves a linear temperature dependence. Although it still yields good results for the coexisting vapor and liquid densities and the equilibrium pressure of mercury in Monte Carlo simulations at temperatures below 1400 K, 1 it fails to adequately account for the nature of forces acting in mercury at liquid metal state points. In this region, glue-model approaches, 29, 30 that include correlations induced by electron-ion interactions and which have been applied to simulate alkali-fluid properties, may yield a better description. However, Fig. 1 demonstrates that our empirical multibody contribution represents a significant improvement for the prediction of the liquid shear viscosities of mercury compared to the results of the original ab initio pair potential. 11 Our simulation results for the self-diffusion coefficient along the saturation line of mercury are also given in Table I , and they are shown in Fig. 2 . In the temperature range in which we performed our simulations, no experimental information on the self-diffusion coefficient is available. Belanshchenko 31 performed some simulations for the selfdiffusion coefficient by employing discrete values of an effective pair potential derived from structural diffraction data. His results may serve as a comparison for the diffusion coefficient in liquid mercury. Additionally, a similar procedure to that used by Tippelkirch et al. 21 for the shear viscosity of mercury can be used to calculate the self-diffusion coefficient along the whole VLE saturation line.
The self-diffusion coefficient of a dilute gas is given by
where M is the molar mass. Again, the Enskog theory relates the self-diffusion coefficient in a dense gas to that of a dilute gas by using the high-density correction
To describe the self-diffusion coefficient in the liquid phase, the deviation from the Enskog theory can likewise be expressed by a correction factor F D ,
With the temperature-dependent hard-sphere diameters eff V and eff L and experimental data 12, 17, [26] [27] [28] for the molar volumes of the equilibrium phases, Eq. ͑21͒ yields the reference self-diffusion coefficients D 0 V and D 0 L for the vapor and liquid phases, respectively. By introducing F D and given by Alder and co-workers, 24 ,25 the self-diffusion coefficient along the saturation line can be determined from Eqs. ͑22͒ and ͑23͒. Figure 2 compares our molecular dynamics simulation results with the calculation of the self-diffusion coefficient as described above, and the simulation results from Belanshchenko. 31 It illustrates that our simulation results are in good agreement with those given by Belanshchenko. Furthermore, our simulation results for the self-diffusion coefficient reproduce the slope of the saturation line in good accordance and consistency with the description given by the modified Enskog theory, even without applying any longrange corrections.
The fact that our empirical effective potential, which was only determined to give good agreement with experimental liquid phase VLE densities, also yields reasonable results for other completely independent properties is an encouraging outcome. The vapor densities, 1 the equilibrium pressures, 1 the pair distribution functions, 1 and now even the shear viscosities and self-diffusion coefficients can be predicted with a reasonable degree of accuracy over a wide range of state points. It suggests that it is maybe possible to account for nonadditive contributions of multibody effects by combining an accurate two-body ab initio potential with an empirically determined multibody contribution via an effective term, if the state dependency of this effective term is adequately chosen.
Due to the good results of our simulations near the critical point, we also performed a power-law analysis to deduce the critical exponent from the shape of the coexistence curve for the shear viscosity and the self-diffusion coefficient. It has been shown by Hensel and co-worker [2] [3] [4] that the shape of the coexistence curve of the saturated densities of mercury can be well described by the scaling law
with ␤ experimentally 2-4,12 determined to be 0.36. This value for ␤ is higher than the theoretically derived value of ␤ = 0.325 for insulating monoatomic fluids that belong to the universality class of the three-dimensional ͑3D͒ Ising model. [2] [3] [4] 33 In the same way as for the densities, we determined the critical exponents ␤ and ␤ D for a scaling law description of the coexistence curve of the saturated viscosities
and the self-diffusion coefficients
respectively. We only considered simulation results close to the critical point, i.e, for T ജ 1728.15 or ⌬T / T C ഛ 0.0131, and obtained ␤ = ␤ D = 0.39, as shown in Fig. 3 . Our value for ␤ is higher than the value of ␤ = 0.36 derived by Hensel and co-worker [2] [3] [4] 12 from the coexisting densities. However, the experimental data used by Hensel and co-worker in their analysis covered a much wider temperature range of T = 1073.15-1751.15 K. As shown in Fig. 3 , if the analysis is repeated using saturation densities reported by Götzlaff 12 for the same temperature range ͑i.e., T ജ 1728.15 K͒, a value of ␤ = 0.39 is obtained, which is identical to our simulation results.
IV. CONCLUSIONS
In this work an accurate two-body ab initio potential by Schwerdtfeger et al. 11 in combination with an empirically determined multibody contribution, adjusted to liquid densities of the vapor-liquid equilibria only, was used to predict the shear viscosities and the self-diffusion coefficients of mercury along the saturation line. The results were compared with experimental data and simulation results available and calculations based on an empirical modification of the Enskog theory that involves experimental data for the VLE. Increasing deviations between simulation and experiment indicate that not only a temperature-dependent but also a density-dependent multibody contribution is necessary to reliably predict the viscosity of liquid mercury in metal state points with high densities. However, the reasonably good results for the self-diffusion coefficient and the shear viscosity at moderate densities suggest that it is worthwhile to extend efforts on incorporating the effect of the multibody interactions in ab initio pair potentials via state-dependent correction terms.
