Joint Large Deviation principle for empirical measures of the d-regular
  random graphs by Ibrahim, U. et al.
ar
X
iv
:1
71
1.
05
02
8v
1 
 [m
ath
.PR
]  
14
 N
ov
 20
17
JOINT LARGE DEVIATION PRINCIPLE FOR EMPIRICAL MEASURES OF
THE D-REGULAR RANDOM GRAPHS
U. Ibrahim, A. Lotsi and K. Doku-Amponsah1
University of Ghana
College of Basic and Applied Sciences, School of Physical and Mathematical Sciences
Statistics Department, Box LG 115, Legon-Accra, West Africa
Email:kdoku − amponsah@ug.edu.gh1
Abstract
For a d−regular random model, we assign to vertices q−state spins. From this model, we de-
fine the empirical co-operate measure, which enumerates the number of co-operation between
a given couple of spins, and empirical spin measure, which enumerates the number of sites
having a given spin on the d−regular random graph model. For these empirical measures we
obtain large deviation principle(LDP) in the weak topology.
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1. Introduction
The structure of a network (graph) affects its performance. For example, the topology of a social
network influences the spread of information or diseases ( Strogatz, 2001).Moreover, it is not easy to
study the properties of a uniform regular random graph if cannot be generated. The cardinality of
the graph can only be found if the graph can be generated. In fact it a strenuous task to try to get a
finite list of the graph because the number of regular graphs is very gargantuan. A superior method
to follow is the Configuration Model proposed by Bollabs (1980) which was inspired in parts by
Bender and Canfield( 1978). The configuration or pairing model is used to generate firstly uniformly
at random a set of multigraphs (with loops and multi-edges ) and conditioning on its distribution
having no loops or multi-edges, a simple regular graph is generated.
We consider in this paper uniform d-regular random graph model constructed via pairing model,
See Bollobas (1980), as follows: Let D = (d1, d2, d2, ..., dn) where di = d for all i = 1, 2, 3, ..., n and
nd even. For each vertex i ∈ [n] we represent as a bin vi and we place di distinct points in bin vi
for every 1 ≤ i ≤ n. Take a uniformly random perfect matching
∑n
i=1 di = nd points. This perfect
matching is is called a pairing; each pair of points joined in the matching is called a pair of the
pairing. Each pairing corresponds to multi-graph and conditioned on the set of simple graphs we
obtain the uniformly d− regular random graph.
In this paper we prove a joint LDP for the empirical spin measure and empirical co-operate measure of
the q- state d− regular random graph. Specifically, we prove a joint LDP for the empirical spin measure
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and empirical co-operate measure via combinatoric argument, see Dembo et al. (2014, Page 10) and
the method of types, see Dembo and Zeitouni (1998, Pages 16-17).
The remaining part of the article is organized as follows: We present in Subsection 2.1 the q-State
d−regular random graph. The main result of this article, Theorem 2.1 is presented in Subsec-
tion 2.2.Subsection 3.1 contains the LDP probabilities, Lemma 3.1 and proof. Finally, we use our
LDP probability results to prove our main Theorem.
2. Main Result
2.1 The Model Let [n] = {1, 2, 3, ..., n} be fixed set of n sites and G(n, d) be the set of all
uniformly random d− regular graphs no sites [n] and fixed degree d. We note that the edges for the
configuration model via the half-edges is given by E ⊂ E :=
{
1, 2, 3, ...nd
}
and |E| ∈ [0, n(n − 1)/2].
Let [q] = {1, 2, 3, ...q} denote spin set. We define a function η by η : [n]→ [q].
For a probability distribution µ on the spin set [q] we define the Potts model on uniformly d−regular
spinned random graph or spinned graph Gd([n], [q]) with n sites may be obtained as follows:
Sample from G(n, d) a d−regular random graph. we assign to sites [n] a spin configuration η
according to the spin law µn and note that V1,V2,V3, ....,Vq partition the sites set [n] in such away
that card(Vi) = nµ(i) for all i ∈ [q]. Always observe Gd([n], [q]) = {
(
η(i) : i ∈ [n]
)
, E} under the
joint probability measure of graph and spin. We shall call Gd([n], [q]) the d−regular spinned random
graph model and interpret η(i) as the spin of the site i.
For each spin configuration η, we define a probability measure, the empirical spin measure L1 ∈
L([q]), by
L1(y) :=
1
n
∑
j∈E
δη(j))(y), for y ∈ [q],
and a symmetric finite measure, the empirical bond measure L2 ∈ L˜∗([q]× [q]), by
L2(y, x) :=
1
nd
∑
(i,j)∈E
[δ(η(i), η(j)) + δ(η(j), η(i))](y, x), for x, y ∈ [q].
The total mass ‖L2‖ = 2|E|/nd. Let ρ be the probability distribution on [q] and ν be the probability
distributions on [q]2 such that νij = νji for all i, j ∈ [q]. Then (ρ, ν) is said to be admissible for the
graph G on n vertices and nd/2 half-edges if ρ = ν1. i.e. the [q]- marginal of ν.
And, for any finite or countable set Y we denote by L(Y) the space of probability distributions, and
by L˜(Y) the space of finite distributions on Y, both endowed with the topology generated by the total
variation norm. Further, if ω ∈ L˜(Y) and ν1 ≪ ω we denote by
H(ν1 ‖ω) =
〈
ν1, log
ν1
ω
〉
the relative entropy of ν1 with respect to ω. We set H(ν1 ‖ω) = ∞ if ν1 6≪ ω. Finally, we denote by
L˜∗(Y × Y) the subspace of symmetric distributions in L˜(Y × Y).
2.2 Main Results
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Theorem 2.1. Suppose that G([n], d) is a Potts model on d− regular graph with with spin law µ :
[q]→ [0, 1]. Then, the pair (L1, L2) obeys an LDP on L([q])× L∗([q]× [q]) with speed n and convex,
good rate function
I(ρ, ν) =
{
H(ρ |µ) + d2H(ν | ρ⊗ ρ) if (ρ, ν) is admissible
∞ otherwise.
3. Proof of Large Deviation Theorem 2.1
3.1 Large Deviation Probabilities. Now let (ρ, ν) be admissible for the graph Gd([n], [q]). Then
we have
P
(
(L1, L2) = (ρ, ν)
)
=
n∏
i=1
µ(η(i))
( n
nρ1, nρ2, ..., nρq
) q∏
i=1
( ndρi
ndνi1, ndνi2, ...ndνiq
) q∏
i<j
√
(ndνij)!
∏
i=j(ndνij−1)!!
(nd−1)!! ,
(1)
where log(n− 1)!! := n2 log n−
n
2 + o(log n) and
∑q
j=1 νij = ρi, i = 1, 2, 3, ..., q.
Lemma 3.1. Let Gd([n], [q]) be a uniformly random regular graphs with spin law µ. Let (ρ, ν) be
admissible for the graph Gd([n], [q]). Then, the pair (L1, L2) satisfies
e−nH(ρ |µ)−
nd
2 H(ν | ρ⊗ρ)−o(log n) ≤ P
(
(L1, L2) = (ρ, ν)
)
≤ e−nH(ρ |µ)−
nd
2 H(ν | ρ⊗ρ)+o(log n). (2)
Proof. Using the refined Stirling’s approximation log n! = n log n + o(log n), see (Feller, 1971),and
similar arguments as, Dembo et. al(2014, pp. 10) we obtain the estimate of the large deviation
probabilities in equation 1 as follows:
q∏
i=1
( ndρi
ndνi1, ndνi2, ...ndνiq
)
= end〈log ρ, ρ〉−nd〈log ν, ν〉 = e〈log ρ, ν〉−nd〈log ν, ν〉+o(log n),
q∏
i<j
√
(ndνij)!
∏
i=j
(ndνij − 1)!! = e
−
nd
2 +
nd
2 〈log ν, ν〉+
nd
2 lognd+o(logn)
and
(nd− 1)!! = e
nd
2 lognd−
nd
2 +o(log n).
Moreover,
n∏
i=1
µ(η(i))
( n
nρ1, nρ2, ..., nρq
)
= en〈ρ, log µ〉−n〈ρ, log ρ〉+o(log n)
Therefore, putting all estimates together we have
e
nd
2 〈log ρ, ν〉+
nd
2 〈log ρ, ν〉−
nd
2 〈log ν, ν〉+n〈ρ, log µ〉−n〈ρ, log ρ〉−o(log n)
≤ P
(
(L1, L2) = (ρ, ν)
)
≤ e
nd
2 〈log ρ, ν〉+
nd
2 〈log ρ, ν〉−
nd
2 〈log ν, ν〉+n〈ρ, log µ〉−n〈ρ, log ρ〉+o(log n).
(3)
which ends the proof of the Lemma 
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3.2 Method of Types for the empirical measures of d− regular random graphs Let
Kn :=
{
(ω, ν) ∈ L(Γ)× L(Γ× Γ) : (L1, L2) = (ω, ν)
}
i.e Kn is the set of all possible types of (L1, L2) of length n in L(Γ) × L(Γ × Γ). Then, observe that
we have
|Kn| ≤ (n+ 1)
|Γ|(1+|Γ|).
Let F be subset of L(Γ)× L(Γ× Γ) and observe that
P
(
(L1, L2) ∈ F
)
=
∑
(ρ, ν)∈F∪Kn
P
(
(L1, L2) = (ρ, ν)
)
.
Using Lemma 3.1 we have
e−n inf(ρ, ν)∈Fo∩Kn I(ρ, ν)+o(log n) ≤ sup
(ρ, ν)∈F o∩Kn
e−nI(ρ, ν)−o(logn) ≤ |Kn|
−1 sup
(ρ, ν)∈F o∩Kn
P
(
(L1, L2) = (ρ, ν)
)
≤ P
(
(L1, L2) ∈ F
)
≤ |Kn| sup
(ρ, ν)∈F c∩Kn
P
(
(L1, L2) = (ρ, ν)
)
≤ sup
(ρ, ν)∈F c∩Kn
e−nI(ρ, ν)+o(log n) ≤ e−n inf(ρ, ν)∈Fc∩Kn I(ρ, ν)+o(log n)
.
This gives
− lim sup
n→∞
inf
(ρ, ν)∈F o∩Kn
I(ρ, ν) ≤ lim inf
n→∞
1
n
log P
(
(L1, L2) ∈ F
)
≤ lim sup
n→∞
1
n
log P
(
(L1, L2) ∈ F
)
≤ − lim inf
n→∞
1
n
inf
(ρ, ν)∈F c∩Kn
I(ρ, ν)
.
Now we note that F c ∩ Kn ⊂ F
c for all n and so we have
lim inf
n→∞
1
n
inf
(ρ, ν)∈F c∩Kn
I(ρ, ν) ≤ inf
(ρ, ν)∈F c
I(ρ, ν)
which establishes the upper bound of the main results. Using Similar arguments as in [1, page 17] we
obtain
lim sup
n→∞
inf
(ρ, ν)∈F o∩Kn
I(ρ, ν) ≤ inf
(ρ, ν)∈F o∩Kn
I(ρ, ν)
which completes the proof of Theorem 2.2.
4. Conclusion
In this paper we have presented a joint LDP for the empirical spin measure and the empirical co-operate
measure of d-regular random graphs.The main technique used to establish this result is combinatoric
arguments, see Dembo et. al (2014) and the method of types, see Dembo and Zeitouni (1998, Pages 16-
17). This LDP result could be used to prove a Lossy Asymptotic Equipartion Property for the d-regular
random graphs and to establish annealed asymptotic result about the random partition function of
the d-regular random graphs .
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