Abstract. In this survey paper I describe the convoluted links between the regularity theory of optimal transport and the geometry of cut locus.
The optimal transport problem, first defined by Monge in 1781, has achieved spectacular popularity in the past two decades, while at the same time invading very diverse areas of mathematics. A mysterious topic for a long while, the regularity theory of optimal transport recently provided an unexpected bridge between two subjects in which Louis Nirenberg has made crucial contributions: the analysis of fully nonlinear elliptic partial differential equations on the one hand, and the analysis of the cut locus on the other hand. The intricate interplay between geometry and partial differential equations on the one hand, smoothness and nonsmoothness on the other hand, make this relation all the more striking.
The present survey paper is mainly based on a series of research works by Grégoire Loeper, Alessio Figalli, Ludovic Rifford and myself [11, 7, 6, 5] . I will not repeat what can be found in reference textbooks [13, 14] or survey papers [8, 3] , but refer to those sources whenever convenient.
I thank my co-authors for enjoyable collaborations over the past few years.
The regularity of optimal transport
Given two probability measures µ and ν, and c(x, y) a cost function, a version of the Monge-Kantorovich optimization problem can be stated as follows:
(1.1) inf
where T # µ = µ • T −1 is the push-forward of µ by T . If a minimizer T exists, it is called a solution of the Monge problem.
Let us focus on the case when the cost function c is the square of the geodesic distance on some finite-dimensional, smooth, complete Riemannian manifold M: c(x, y) = d(x, y) 2 /2, which is the most useful in geometric applications. (The 1/2 factor is cosmetic.) Consider the case when µ(dx) = f (x) vol (dx) and ν(dy) = g(y) vol (dy), with vol the volume measure. Then as shown by McCann, the optimal transport takes the form T = exp ∇ψ, meaning T (x) = exp x (∇ψ(x)); see [14, Chapter 10] . So the transport is encoded by just one scalar function ψ, and the equation is
Here ∇ 2 ψ is the Hessian of ψ, and ∇ 2 x c(x, y) is the Hessian of c in the first variable, evaluated at (x, y). Equation (1.2) is only well-defined if exp ∇ψ(x) / ∈ cut(x), so that c(x, exp ∇ψ(x)) remains smooth. Recall indeed that the cut locus of x, which I denote by cut(x), can be defined as the set of points where c(x, · ) fails to be smooth, or equivalently fails to be semiconvex.
Before going on, let us define the injectivity domain of the exponential map. Given x ∈ M, the star-shaped domain I(x) is defined as the interior of the set of minimizing velocities in T x M: that is, v ∈ I(x) if and only if there is t * > 1 such that (exp t∇ψ(x)) is minimizing for 0 ≤ t ≤ t * . Whenever v ∈ I(x) then det(d v exp x ) does not vanish, and d 2 (x, y) is smooth for y ≃ exp x v. The general theory of the Monge-Kantorovich problem shows that ∇ψ(x) ∈ I(x), for all x [14, Chapter 10], and it can further be shown that ∇ψ(x) ∈ I(x) for almost all x [2] [14, Bibliographical notes of Chapter 13] . So it is natural to reinforce (1.2) by imposing
This condition also implies that det d∇ψ exp remains bounded away from 0; that means that there is no focalization.
The unknown ψ in (1.2) should also satisfy a condition known as c-convexity, meaning that ψ is a supremum of functions of the form a(y) − c(·, y). This implies in particular that
If M = R n then we can let Φ(x) = |x| 2 /2 + ψ, and the equation simplifies into the Monge-Ampère equation
then by the theory of Caffarelli and Urbas we know that Φ is as smooth as can be; in particular, it is C ∞ if f, g are C ∞ and g is positive. References can be found in [13, Chapter 4] .
If M is a compact Riemannian then (1.2) superficially looks like (1.5), dominant terms being similar. But we are here dealing with fully nonlinear partial differential equations, for which lower order terms may play a crucial role. As we shall see, solutions of (1.2) are not always smooth: this depends on a stringent curvature-type condition on M.
The Ma-Trudinger-Wang curvature
Let (M, g) be a compact Riemannian manifold, d the associated geodesic distance, c(x, y) = d(x, y) 2 /2. Whenever x ∈ M and y / ∈ cut(x), let us introduce local coordinate systems x 1 , . . . , x n around x, and y 1 , . . . , y n around y. Let us use the shorthand c i 1 ...i k , j 1 ...j ℓ := ∂ k+ℓ c(x,y) ∂x i 1 ...∂x i k ∂y j 1 ...∂y j ℓ , and also write [c i,j ] = [c i,j ] −1 (the inverse of the matrix of mixed second derivatives). For (ξ, η) ∈ T x M × T y M, we define abruptly
where v = log x y is the unique minimizing v such that exp x v = y; and
These objects were introduced (in a slightly different formalism) by Ma, Trudinger and Wang around 2005 [12] . The Ma-Trudinger-Wang condition introduced in that work is that
This condition was at the time accepted with scepticism, but turned out to be just right for the study of regularity of optimal transport. Before explaining this, let us review some properties of the tensor S itself. The Ma-Trudinger-Wang tensor S is a fourth-order, nonlocal, nonlinear expression of the Riemannian metric; as pointed out by Loeper and Kim-McCann, it is covariant (independent of coordinate change). It has been obtained from the alternative expression
where η = (d v exp x ) −1 η. Moreover, as discovered by Loeper, it generalizes sectional curvature: if ξ, η are two orthogonal unit vectors in T x M then =⇒ S x,x (ξ, η) = Sect({ξ, η}). So the Ma-Trudinger-Wang (MTW) condition is stronger than (Sect ≥ 0).
There are a number of reinforcements of the MTW condition. The simplest, let us call it strict MTW, just consists in imposing that S(ξ, η) > 0 whenever ξ, η = 0 and ξ = 0, η = 0.
2.1. Geometric interpretation. One reason why sectional curvature bounds are strong, is that they have global counterparts, in the form of the well-known CartanAlexandrov-Toponogov comparison inequalities. Similarly, part of the success of the MTW condition is the existence of an integral formulation.
The idea of the proof below goes back to Kim and McCann: Let h(t) = c(x, y t ) − c(x, y t ); then by computatioṅ
where q t = log yt x, q t = log yt x. Look at t such thatḣ(t) = 0 and compute the second derivativeḧ(t); the result is
so one does not expect t to be a point where h achieves its maximum, and one expects on the contrary that the maximum value of h will be achieved at t = 0 or t = 1.
See [14, Theorem 12 .36] for a more precise argument, and a more general statement.
2.2.
A reinforced MTW condition. Let us now reinforce (2.3) into the condition
This obviously implies a positive lower bound on the sectional curvature. If the Jacobian determinant of the exponential map never vanishes (nonfocalization), this is basically equivalent to a strict version of the MTW condition; see [11, Section 2] .
Here is a consequence of this reinforced MTW condition.
Integral formulation of MTW(K
, and for each t define y t = exp x p t . Let x ∈ 0≤t≤1 M \ cut(y t ); let q t = (exp yt ) −1 (x) and q t = (exp yt ) −1 (x); and further assume that
(Note: By positive curvature, d(x, x) ≤ |q − q|; but it is better to keep the more precise quantity |q − q| in order to detect the cut locus!)
Influence on regularity theory
Let us start again with the equation (1.2), and ask whether ψ is smooth. The answer is in general negative: even if f and g are smooth and positive, it may very well happen that ψ is nonsmooth, and that T is discontinuous. So what are the good conditions for regularity?
It turns out that the MTW condition comes close to be equivalent to the smoothness of optimal transport:
• If it is violated, then there exist f, g ∈ C ∞ (M), positive probability densities, such that the optimal transport map T between µ = f vol and ν = g vol , for the cost c = d 2 /2, is discontinuous.
• If it is satisfied, one can hope that T is C ∞ , and this has been proven under "slightly" stronger assumptions.
For instance, if M is compact and nonfocal, meaning that det d x exp never vanishes on I(x), then the strict MTW condition alone is sufficient to guarantee the smoothness of T [11] .
Other smoothness and non-smoothness theorems, as well as elements of proofs, can be found in [12] , [14, Chapter 12] , [3] . Scary counterexamples have been constructed in this way by Loeper, Kim, then Figalli, Rifford and myself. For instance, even if M is an ellipsoid, it is possible to have f and g perfectly smooth, and still T discontinuous [6]! 4. Influence on the geometry 4.1. More on the cut locus. In the sequel I shall now focus on the influence of the Ma-Trudinger-Wang curvature tensor on the geometry of the cut locus. First let us come back to the structure of the cut locus. Given x ∈ M, we define
In some sense, V(x) is the manifold M, "written in T x M". The boundary of V(x) is the tangent cut locus of x, denoted by TCL(x). The interior of V(x), I shall call it the injectivity domain at x, denoted by I(x); this terminology is justified by the fact that the exponential map is injective on I(x).
Although the cut locus is universally recognized as an important object, its analysis is still full of basic open problems. In 2001, Itoh & Tanaka [9] proved the Lipschitz continuity of the tangent cut locus; these results were simplified and made more precise by Li & Nirenberg [10] , then Castelpietra & Rifford [1] . This leaves wide open the second-order behavior of the tangent cut locus: a question asked by Itoh and Tanaka is whether TCL(x) is an Alexandrov case. A possible conjecture is that I(x) is a semiconvex set, meaning that it is locally a smooth deformation of a convex set. Informally, it means that all singularities are outward-pointing, not inward.
These problems only arise near focalization, which anyway usually accounts for 95% to 99% of the technical effort in the study of cut locus. When there is no focalization, the differential structure of the tangent cut locus is very neat: it is piecewise smooth, with only outward pointing singularities [11, Appendix C] . But in presence of focalization, the cut locus depends very wildly on the measure, and is very difficult to grab. This is the reason why Figalli, Rifford and myself were surprised to discover the following stability theorem: Theorem 4.1 (convex Earth). Let n ≥ 2, let g 0 be the round metric on S n , and let g be another metric on S n . Then there is ε = ε(n) > 0 such that if g − g 0 C 4 ≤ ε then (M, g) has all its injectivity domains uniformly convex.
For n = 2 this theorem is due to Figalli and Rifford [4] ; the generalization for n ≥ 3 is in [7] . Informally speaking: assume that the Earth is very smooth, but not exactly round (there are hills etc.) The theorem says that if you draw a map of the Earth from one given point, it may not look round, but at least it will look convex.
The plan of the proof of the theorem is in three steps: 1 [easy] S n has convex nonfocal domains and this is stable under perturbation (implicit function theorem); 2 [hard] S n satisfies a strong form of the MTW condition and this is stable under perturbation;
3 [local-to-global] strong MTW condition and convexity of nonfocal domains implies convexity of injectivity domains.
The third step is based on a remarkable "local-to-global" property, in the spirit of similar properties satisfied by convex functions (if f ′′ ≥ 0 then f satisfies the global chord property), or sectional curvature bounds, or lower Ricci curvature bounds. This third step is far from all known theorems in Riemannian geometry, but has a spirit of "nonlocal" Myers theorem, as I shall explain later.
Before going on, let me note that the C 4 topology is natural for this problem: indeed, we are enquiring about the second-order behavior of the tangent cut locus, and one may expect that this requires two more derivatives than the plain continuity of the tangent cut locus. But the continuity of the tangent cut locus is naturally associated with the C 2 topology of the metric. Let me sketch the argument briefly. Assume that g k → g in C 2 ; then the exponential map exp k on (M, g k ) converges to the exponential map on (M, g) in the C 1 topology (think that the geodesic equations involve the Christoffel symbols, which are first-order derivatives of the metric). If v k ∈ TCL(x k ), and (x k , v k ) → (x, v), then (up to extraction of a subsequence) -either det(d v k exp x k ) = 0, and this passes to the limit in view of the C 1 convergence of exponential maps; -or exp x k v k = exp x k w k with v k = w k minimizing velocities, and up to extraction again, x k → x, v k → v, w k → w. If if v = w then we are done; if v = w then det(d v exp x ) = 0 (otherwise, by the implicit function theorem exp k would be 1-to-1 in a neighborhood of (x, v), which would contradict the existence of (x k , v k , w k )). In either case, we conclude that v ∈ TCL(x).
4.2.
The role of the MTW condition. The key to the proof of Theorem 4.1 lies in the observation, first conjectured in [11] , that the Ma-Trudinger-Wang condition implies a convexity property for the injectivity domains.
Possible conjecture. If (M, g) satisfies the MTW condition, then all its injectivity domains are convex.
We are far from proving this conjecture, but at least there are partial results. In particular, the following result is proven in [11] : Theorem 4.2. Let (M, g) be a compact Riemannian manifold, with nonfocal cut locus, satisfying the strict MTW condition. Then all injectivity domains of (M, g) are uniformly convex.
Before giving some elements of the proof, let me explain why one could expect such a link. First of all, the MTW condition appears in the regularity theory for optimal transport, and the convexity of injectivity domains also appears in the same theory [14, Chapter 12] . So if one believes in miracles, one can hope that there is a single condition encompassing both, such that the MTW condition alone would be close to necessary and sufficient for the regularity.
A deeper argument arises from the characterization of cut locus as the set of points where distance fails to be semiconvex [2] ; in other words, formally, y / ∈ cut(x) means ∇ 2 x c(x, y) > −∞. Now if we cheat a bit, and forget the orthogonality requirement for ξ and η, the MTW condition looks like
With this in mind, assume that v 0 and v 1 both belong to I(x), then formally F (x, v 0 ) > −∞ and F (x, v 1 ) > −∞ in the sense of symmetric matrices; so by concavity F (x, (1 − t)v 0 + tv 1 ) > −∞, meaning that (1 − t)v 0 + tv 1 ∈ I(x) also. Now this reasoning does not work at all, in particular because the Hessian might not be well-defined at all, even in any weak sense, and because F might remain bounded when approaching the tangent cut locus. But still it can let us hope that there is a deep connection between the Ma-Trudinger-Wang tensor and the convexity of the injectivity domain, and this connection might show up in some indirect way.
4.3. Sketch of proof of Theorem 4.2. Now I shall describe some of the key ingredients used in the proof of Theorem 4.2. One main idea is to use the integral inequality (2.8) to rule out flat parts in the tangent cut locus. To fix the ideas, let us assume that TCL(xx) contains a line segment [p 0 , p 1 ], and let us show that this is impossible (so that if there is convexity of I(x), this convexity has to be strict).
If p t = (1 − t)p 0 + tp 1 and y t = exp x p t , then y t ∈ cut(x); if there is no focalization, then x is a true cut point of y t , that is, y t is joined to x by two distinct velocities q t , q t . Let us then apply the inequality (2.8) with x = x, q t = q t = q t : then x = x, so
impossible. In fact, since in (2.8) the paths can be slightly bent, we can even rule out by the same reasoning the possibility to have paths that are "almost straight", that is, with a small acceleration. Thus the inequality (2.8) can serve as an a priori estimate of uniform convexity for I(x). At this point there seems to be a vicious circle in the reasoning: to prove the uniform convexity of I(x), we used (2.8), which required the condition [q t , q t ] ⊂ I(y t ). Forget about the fact that q t and q t in the argument above are cut velocities, probably this can be fixed by an approximation argument; but then having the whole segment included in I(y t ) seems to require the convexity of I(y t )... which we are precisely trying to establish! To summarize: to establish the convexity of I(x), we apparently seem to be needing the convexity of I(y t ), and we don't go anywhere.
In fact there is a catch: to prove the uniform convexity of I(x), we need the convexity of I(y t ). In other words, there is an improvement: convexity automatically yields uniform convexity. This being reminiscent of regularity phenomena in partial differential equations, suggests the introduction of a continuity method in which the ordering parameter is r = |(exp x ) −1 (y)|. So we define J := r ≥ 0; ∀x ∈ M, I(x) ∩ B(0, r) is κ-convex , for κ > 0 well chosen. If r is small enough (smaller than the injectivity radius) I(x) ∩ B(0, r) = B(0, r), which is obviously uniformly convex. Then we can continue the method by letting r grow, and the problem is to show that J is closed and open. The former property is easy; as for the latter, it follows eventually from the uniform convexity, which allows to continue the process a little bit. (Details are dreadful.)
There is another obstacle on the way: the a priori estimate rules out flat parts, but not "strongly concave" parts. For this we use a more precise inequality, in which the direction of the bending of the path is recorded. We also note that if the ball B r touches TCL(x) at a concave part, then the contact is a unique minimizer of the norm, and then we can apply a lemma by Klingenberg: A norm-minimizing, nonfocal cut velocity is the velocity of a closed loop, so q t = −q t , and this extra information allows, with a little bit of work, to rule out the possibility of strongly concave parts.
All this combined with some approximation arguments, and repeated use of the implicit function theorem, shows Theorem 4.2.
4.4.
Interpretation in terms of Myers theorem. The classical Myers theorem states that if the sectional curvature is bounded below by κ > 0, then the diameter of M is bounded above by π/ √ κ (there is also a version with Ricci curvature but we don't need it here). Now, the strong MTW condition is a reinforcement of the lower sectional curvature bound, and the uniform convexity of TCL(x) implies a universal bound on the diameter of that set; which is equivalent to saying that the diameter of M is uniformly bounded. So the principle according to which (strong MTW condition) =⇒ (λ-uniformly convex sets), for some universal λ, can be seen as an convoluted variant of the Myers theorem, in which both the assumption and the conclusion are stronger. (Forget about the best constant π, which is far out of reach for the moment.) Like the Myers theorem, what is striking about this principle is that it converts information that is in some sense local (MTW tells something in the neighborhood of a geodesic, or is local in M × M), into a completely global property.
What near focalization?
The convex Earth theorem. Now I shall describe the main ingredients behind the proof of Theorem 4.1. A key idea, first introduced by Figalli-Rifford [4] , consists in rewriting the Ma-Trudinger-Wang tensor in a form which makes sense all the way to focalization (not just to cut locus). As a first step, let us "compute" the Hessian of the squared distance.
Given a geodesic γ(t) = exp x (tv), let us introduce a moving orthonormal basis along γ:
(e 1 (t), . . . , e n (t)),
where each e j (t) evolves by parallel transport. Then we define a matrix R(t) by
. The Jacobi equation describes the evolution of Jacobi fields, which are perturbations of γ:
Here J(t) is a vector field along γ, that is, J(t) is a tangent vector at γ(t), or more rigorously the vector of its components in the basis (e 1 (t), . . . , e n (t)).
Since the Jacobi equation is a linear second-order differential equation in dimension n, it is fully described by a basis of 2n solutions, which are conveniently gathered in two squared matrices denoted J 0 and J 1 (each column of J 0 , J 1 is a solution of the equation). These matrix-valued fields solve the (matrix) Jacobi equation (4.1), with the initial conditions J 0 (0) = 0 nJ0 (0) = I n J 1 (0) = I nJ1 (0) = 0 n We assume that there is no focalization along (γ(t)) 0≤t≤1 ; then J 0 is invertible up to time 1, and the Hessian operator is defined by
Within the injectivity domain, this operator coincides with the Hessian of the (half) squared distance to y = γ(1). In a rigorous writing,
A reference for this, as well as for other properties of Jacobi fields, is the Appendix Jacobi fields forever in [14, Chapter 14] . Once the Hessian operator has been computed, the generalized form of the MaTrudinger-Wang tensor follows:
When v ∈ I(x), this expression coincides with S (x,y) (ξ, ζ), where y = exp x v and ζ = (d v exp x )η. The important point is that (4.3) can be extended beyond the injectivity domain, all over the nonfocal domain, that is, the largest starshaped domain in T x M on which the differential of the exponential map exp x remains invertible. The advantage is that the nonfocal domain depends nicely on the metric, while the a priori smaller injectivity domain can vary in a very wild way.
This expression is also useful for computations, even inside the injectivity domain. In the case of the round sphere, everything depends on just one parameter τ , which is the distance to the starting point; then one can write S(τ ) = 1 0 0
where v = t e 1 , η = η 1 e 1 + η 2 e 2 , ξ = ξ 1 e 1 + ξ 2 e 2 + ξ 3 e 3 . Then A tedious but elementary analysis of this expression leads to the lower bound
Forgetting about the last term, one recovers the condition MTW(κ, κ) -the strongest that one can hope for, since MTW(K, C) can never be satisfied for C < K! The last term on the right-hand side of (4.4) shows that things even get better when v = 0, that is, if one takes genuine nonlocal effects into account. Let us note by the way that the (extremely strong!) inequality MTW(1, 1) may hold for the round sphere, as suggested by a numerical study by Figalli and Rifford. Now, if the metric is a perturbation of the round metric, computations become more delicate. As a start, we note that variations of Jacobi fields satisfy remarkable identities related to the Jacobi equation. Let us consider an independent parameter α, standing for instance for a direction, and let us write with a prime the derivative d/dα (as opposed to the time-derivative d/dt, denoted with a dot). Then purely algebraic considerations show that
where
The precise expressions don't matter much for this exposition, but the important is that these formulas allow to identify and separate the dominant orders in terms of powers of K. With this in mind, arrives the dreadful expression of the MaTrudinger-Wang tensor in general geometry: up to a factor 2/3, this is
After a long infructuous time dedicated to try and construct counterexamples allowing for the blow up of this expression near focalization, we started to suspect the existence of an algebraic obstruction. It turns out that all the possibly singular terms are part of an enormous square norm involving 15 (!) terms of (4.5). Thus in fact (4.6) 2 3
where Λ :
. This implies robust positivity (under deformation of the metric) of the extended MTW tensor near the focal locus! The fact that this positivity property holds true all over the nonfocal domain NF(x) is very good, because this nonfocal domain, for a perturbation of the round sphere, keeps the uniform convexity property (recall that this is just a consequence of the implicit function theorem). So the extended Ma-Trudinger-Wang tensor satisfies a uniform positivity condition, on a uniformly convex domain! Now we are in business to repeat a variant of the computation which led us from the (original) MTW tensor to the shape of the cut locus. Let x, x ∈ M, and let (p t ) t 0 <t<t 1 be a C 2 curve valued in NF(x), such that exp x p t never meets cut(x).
. Once again, we define
and assume [q t , q t ] ⊂ NF(y t ) for all t (instead of [q t , q t ] ⊂ I(y t )). By computation, h(t) = q t − q t ,ẏ t yẗ h(t) = 2 3 1 0 (1−s) S (yt,(1−s)q t +sqt) (ẏ t , q t −q t ) ds + (d q t exp yt )(q t −q t ),p t x .
This again will imply a maximum principle; for the moment we easily deduce from the MTW(K, C) condition that (4.7)ḧ(t) ≥ −C|ḣ(t)|.
The restriction that y t = exp x p t never meets cut(x) is too restrictive to be used, so we would like to remove it. The problem is that the intersection between {y t } and cut(x) may be quite messy. An approximation argument will reduce to the case when this intersection is discrete, and then the maximum principle argument will go through by reasoning on each time-interval. The approximation is made possible by the Lemma 4.3 (crossing the cut locus: approximation). Let x be given in M, and (p t ) 0≤t≤1 ⊂ NF(x). Then there exists ( p t ) 0≤t≤1 such that p t − p t C 2 t is very small, and t; exp x p t ∈ cut(x) is finite.
The proof is based on a Fubini-type argument (the co-area formula) using the Itoh-Tanaka-Li-Nirenberg estimate H n−1 (cut(x)) < ∞ (H n−1 = (n − 1)-Hausdorff dimension). This crucial result is based on the Lipschitz regularity of TCL(x). Then we can combine this with the The latter lemma is proven by an argument quite similar to the proof of the usual maximum principle, adding a small perturbation ε(t − 1/2) 2k with k large enough and ε very small, making inequalities a bit strict.
Putting in the end everything together, we can conclude to the convexity of the injectivity domain. Indeed, choose a path p(t) ∈ T x M such that p(0), p(1) ∈ I(x) |p| ≤ δ |p(0) − p(1)|
2
(that is, the path is straight or slightly bent, and has its endpoints in the injectivity domain). Then define y t := exp x p(t), and ℓ(t) := d(x, y t ) Now at t = 0, t = 1 the function ℓ has value 0, since p(0) and p(1) both belong to the injectivity domain (so are minimizing velocities). Thus ℓ(t) ≥ 0, meaning that the length |p(t)| of the geodesic (exp x p(t)) 0≤t≤1 is bounded above by the distance d(x, y t ). By definition of the distance, this is possible only if p(t) is a minimizing velocity, so p(t) is in I(x), and we are done!
