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Introduzione
Questo lavoro di tesi si inserisce in un progetto di cosmologia sperimentale,
chiamato LSPE (Large Scale Polarization Explorer)[1], che si propone di
misurare la polarizzazione della radiazione cosmica di fondo (CMB da Cosmic
Microwave Background) su grandi scale angolari. La particolare presenza di
un tipo di polarizzazione, denominata di modo B e generata dalle onde gravita-
zionali primordiali, è un’inevitabile conseguenza dell’inflazione. L’esperimento
LSPE, finanziato dall’Agenzia Spaziale Italiana (ASI) e dall’Istituto Nazionale
di Fisica Nucleare (INFN), volerà su un pallone stratosferico intorno al circolo
polare artico nel dicembre 2018. Lo strumento che a bordo si occupa di
misurare la polarizzazione della CMB ad alte frequenze (140, 220 e 240 GHz)
prende il nome di SWIPE (Short Wavelenght Instrument for the Polarization
Explorer)[2], nel quale la radiazione cosmica di fondo è rivelata su due piani
focali criogenici (350 mK), ognuno dei quali è composto da 163 bolometri
superconduttori contenenti un TES (Transition Edge Sensort), sviluppati
dall’INFN di Genova.
Il gruppo INFN di Pisa si occupa della realizzazione del sistema di lettura
dello strumento, che avverrà attraverso la tecnica del multiplexing in frequenza,
nel quale ogni bolometro è posto in serie ad un filtro risonante LC. La tesi si
occupa, in particolare, del test di tali filtri superconduttori in un criostato a
4 K, e del disegno, dimensionamento ed implementazione di un prototipo del
sistema di lettura mediante FPGA (Field Programmable Gate Array).
Il primo Capitolo della tesi illustra le motivazioni cosmologiche che porta-
no allo studio delle anisotropie in temperatura e della polarizzazione della
CMB, e i risultati di questa ricerca, mentre il secondo Capitolo si concentra
sull’esperimento LSPE, fino ad illustrare le generalità del sistema di lettura
che si utilizzerà in SWIPE.
Nel terzo Capitolo vengono presentati i rivelatori bolometrici TES, con le
caratteristiche che li rendono efficienti per la misurazione di CMB, insieme
ad una proposta di algoritmo per la loro messa a punto.
Nel quarto Capitolo si parla dei filtri LC, necessari per il funzionamento del
multiplexing in frequenza. Viene riportata una breve descrizione del progetto
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e fabbricazione degli induttori superconduttori da parte del gruppo INFN di
Pisa, e quindi dei test, in ambiente criogenico, del loro funzionamento. Nella
seconda parte sono riportati i risultati di un test realizzato con 18 canali LC,
impacchettati nell’intervallo di frequenza scelto per SWIPE.
Il quinto Capitolo è dedicato principalmente alla misura del coefficiente di
accoppiamento tra gli induttori, necessaria per la valutazione del cross-talk tra
canali del multiplexing, e viene riportata anche una possibile configurazione
del piano focale.
L’ultimo Capitolo riguarda l’elettronica che gestisce il multiplexing. Dopo
una breve introduzione sull’hardware che verrà utilizzato e sugli innovativi
metodi di scrittura del firmware che verranno implementati, vengono riportate
le prestazione preliminari di un sistema di lettura semplificato.
Le misure che sono state effettuate hanno permesso di dimostrare la
fattibilità del sistema proposto da Pisa (un multiplexing di 16 canali), e di
finalizzare il disegno del filtro, nonchè hanno portato ad un primo importante
approccio verso la realizzazione del sistema elettronico di lettura dei rivelatori.
Acronimi
Riportiamo qui la lista degli acronimi utilizzati:
ADC Analogic to Digital Converter
ASI Agenzia Spaziale Italiana
BICEP II Background Imaging of Cosmic Extragalactic Polarization
CMB Cosmic Microwave Background
COBE Cosmic Background Explore
DAC Digital to Analogic Converter
DASI Degree Angular Scale Interferometer
ETF Electro Termal Feedback
ESA European Spatial Agency
FDM Frequency Domain Multiplexing
FPGA Field Programmable Gate Array
LSPE Large Scale Polarization Explorer
NEST National Enterprise for nanoScience and nanoTechnology
PBC Printed Circuit Board
SQUID Superconducting QUantum Interference Device
SWIPE Short Wavelenght Instrument for the Polarization Explorer
TDM Time Domain Multiplexing
TES Transition Edge Sensor
WMAP Wilkinson Microwave Anisotropy Probe
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Capitolo 1
CMB
La scoperta della radiazione cosmica di fondo (cosmic microwave background,
CMB) da parte degli astronomi Arno Penzias e Robert Woodrow Wilson nel
1965 [3], ha portato in contatto l’uomo con componenti dell’Universo rimaste
pressochè invariate da circa 380000 anni dopo il Big Bang, ovvero da quando
l’Universo, che andava via via raffreddandosi durante la sua espansione,
divenne trasparente alla radiazione: i fotoni, la cui energia non era sufficiente
per avere interazioni apprezzabili, hanno cominciato a viaggiare indisturbati
fino alla loro rivelazione.
Figura 1.1: Dalla prima rivelazione della radiazione cosmica di fondo da parte Arno
Penzias e Robert Woodrow Wilson nel 1965 (in alto), in cui la sensibilità mostrava
una temperatura completamente uniforme, molti esperimenti si sono susseguiti, da
terra e da satellite, con strumentazione sempre più sensibile, mostrando sempre con
maggiore precisione angolare anisotropie in temperatura dell’ordine 10−5 K. Sono
riportati anche foto e risultati dei satelli COBE [4] e WMAP [5].
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La possibilità di studiare le caratteristiche dell’universo ad uno stato così
embrionale (380000 anni rispetto all’attuale età di circa 14 miliardi di anni),
ha fatto sì che la ricerca sulla CMB andasse sempre più sviluppandosi, e di
conseguenza producesse risultati sempre più accurati (figura 1.1).
La CMB ha uno spettro di corpo nero ad una temperatura di 2.72548±
0.00057 K, quasi uniforme in tutte le direzioni ad indicare una eccezionale
isotropia ed omogeneità dell’universo primordiale. Piccolissime anisotropie
erano previste essere presenti, come conseguenza delle fluttuazioni quantistiche
primordiali, riscalate dall’espansione dell’universo.
Le misure sulle anisotropie in temperatura sono iniziate in maniera effi-
ciente dal 1989 col satellite COBE [6] , il primo esperimento a confermare
l’andamento spettrale di corpo nero della CMB, e a misurare le anisotropie
all’ordine di 10−5K, sebbene con limitata risoluzione angolare (circa 10◦).
Successivamente altri esperimenti sono stati progettati e realizzati, ultimo
in ordine temporale l’esperimento Planck [7] in orbita dal 14/05/2009 e
disattivato il 23/10/2015, i cui risultati hanno portato alla miglior conoscenza
delle anisotropie, data la precisione di 10−6K e risoluzione angolare di circa
0.2◦ con cui sono state effettuate le misure (figura 6.1).
Figura 1.2: Mappa di temperatura della Radiazione cosmica di fondo [Planck,
2015][8]
Oltre a presentare anisotropie in temperatura, la CMB è attesa anche
presentare un certo grado di polarizzazione, anch’esso correlato alle caratteri-
stiche dell’Universo primordiale. Proprio per questo sono iniziati, negli anni
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2000, esperimenti progettati per la rivelazione di polarizzazione: il primo di
questi è l’esperimento da terra DASI del 2002 [9].
Nelle sezioni seguenti viene introdotto il Modello Cosmologico Standard e
la necessità di un periodo di espansione accelerata dell’Universo, chiamata
epoca inflazionaria. Si mostrerà come, la presenza di un particolare tipo
di polarizzazione, chiamato di modo B, sia un’inevitabile conseguenza del-
l’avvenuta fase inflattiva, rendendo cosi la neonata ricerca dei modi B di
polarizzazione uno dei più importanti settori di ricerca del XXI secolo.
1.1 Il Modello Cosmologico Standard
Il Modello Cosmologico Standard fornisce una dettagliata descrizione dello
stato attuale dell’Universo e dei processi evolutivi che l’hanno determinato.
Supportate dalla fenomenologia gravitazionale e da osservazioni astronomiche,
si basa sulle seguenti assunzioni:
• La relatività generale descrive correttamente l’interazione gravitazionale
a grandi distanze;
• Materia ed energia sono distribuiti in modo spazialmente omogeneo e
isotropo;
• Le sorgenti del campo gravitazionale sono descritte da fluidi perfetti
con due componenti principali, materia fredda e radiazione, identificate
da due equazioni di stato differenti (p = 0 nel primo caso, p = ρ
3
nel
secondo);
• Le due componenti si trovano, separatamente, in equilibrio termodina-
mico.
Questo fa sì che la metrica che descrive il nostro Universo sia alla
Friedmann-Robertson-Walker ( [11], capitolo 3) del tipo:
ds2 = dt2 − a (t)
(
dr2
1− kr2 + r
2dΩ
)
(1.1)
Dove a (t) è il fattore di scala, che fornisce informazioni sulla dimensione
fisica del nostro Universo, mentre k è l’indice di curvatura (k = 0,±1, per
un Universo piatto, chiuso o aperto rispettivamente). Inserendo questa
nell’equazione di Einstein
Rµν − 1
2
gµνR = 8piG Tµν (1.2)
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si ottengono le equazioni che determinano l’andamento temporale di a (t)
attraverso il parametro di Hubble H ≡ 1
a(t)
da(t)
dt
:
H2 +
k
a2
=
8
3
piGρ (1.3)
H˙ + 3H2 +
k
a2
= −8piGρ (1.4)
La conservazione del tensore energia impulso (∂νT µν = 0) fornisce inoltre
un’altra utile relazione, sebbene dipendente da (1.3) e (1.4):
ρ˙+ 3H(ρ+ p) = 0 (1.5)
Assumendo questo modello è possibile ricavare da una grossa quantità di
misure i valori attuali di alcuni di questi parametri [12], in particolare:
H0 = 3.26× 10−18hs−1 (1.6)
ρc0 =
3H20
8piG
= 1.05× 10−5h2GeV
cm3
(1.7)
ρm0 = (0.133± 0.006)h2ρc (1.8)
ρr0 ' 2.47× 10−5h2ρc (1.9)
che, in ordine, sono: il parametro di Hubble attuale, la densità critica (la
densità di energia necessaria a chiudere l’Universo), la densità di materia e la
densità di radiazione in funzione del parametro h, stimato h = 0.72± 0.03.
Inoltre il limite sulla costante di curvatura:
r20
(
≡ k
a20H
2
0
)
≤ 0.012 (1.10)
permette di porre a zero la curvatura dell’Universo, in quanto il suo contributo
alle equazioni cosmologiche è praticamente nullo.
Le fasi dell’Universo
Sostituendo H in favore di a (t) nell’equzione (1.5), e considerando fluidi
perfetti p = γρ si ottiene:
dρ
ρ
= −3 (1 + γ) da
a
(1.11)
da cui, le densità di materia e di radiazione avranno rispettivamente (γm = 1/3
e γr = 0) l’andamento:
ρm ∼ a−3, ρr ∼ a−4 (1.12)
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A loro volta, mediante la (1.3), si hanno le relazioni fra il fattore di scala e il
tempo, in presenza solamente di radiazione o materia:
am ∼ t 23 , ar ∼ t 12 (1.13)
I dati sperimentali (1.8) e (1.9) dicono che attualmente la materia fredda
domina sulla radiazione nel nostro Universo: poichè il rapporto ρm
ρr
ha un
andamento proporzionale al tempo, questo implica che a tempi cosmologici
sufficientemente piccoli, la radiazione dominava sulla materia.
Infatti, alla densità di radiazione contribuiscono tutte le particelle relativi-
stiche, ma dato che il nostro è un Universo in espansione, lo scendere della
temperatura (e quindi dell’energia) ha fatto sì che le particelle più massive
(e via via quelle più leggere) uscissero dall’equilibrio termodinamico con la
radiazione, diventando così materia fredda, e contribuendo alla densità di
materia invece che a quella di radiazione.
La componente principale odierna della densità di radiazione è la CMB,
costituita da fotoni che si propagano liberamente nello spazio cosmico da
quando l’universo è diventato trasparente alla radiazione, nella cosiddetta
epoca del disaccoppiamento. Tutta la restante materia di cui è composto
l’Universo è uscita via via dall’equilibrio con le altre componenti fino ad
addensarsi nelle strutture attuali.
Il Modello Cosmologico Standard è estremamente valido nel fornire, ad
esempio, una descrizione dell’uscita dall’equilibrio delle particelle e a prevedere
l’ammontare degli elementi leggeri confermati sperimentalmente. Tuttavia
presenta alcune problematiche.
1.2 Necessità di Inflazione
I principali problemi del Modello Cosmologico possono essere divisi in due
categorie: quelli relativi allo stato ed evoluzione attuale dell’Universo, e quelli
relativi all’evoluzione in epoche passate.
La densità attuale di tutto ciò che conosciamo, ovvero di materia, radiazio-
ne e contributo di curvatura è inferiore al 6% della densità critica [12]. Questo
risultato porta a supporre l’esistenza di un’altra componente che riempia
l’Universo, mai osservata finora, la materia oscura.
Inoltre, le osservazioni attuali [12] mostrano un’accelerazione dell’espan-
sione dell’Universo: elaborando le equazioni (1.3) e (1.4) si giunge alla
relazione:
a¨
a
= −4
3
piG (ρ+ 3p) (1.14)
per cui un’accelerazione positiva implicherebbe una pressione negativa, p <
−1
3
ρ. Ciò porta alla conclusione che nell’epoca attuale non domini la materia
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ordinaria fredda, bensì un fluido con pressione negativa, la cosiddetta energia
oscura.
Per quanto riguarda i problemi del Modello Cosmologico legati alle epoche
passate, dobbiamo affrontare quello della ”piattezza” e quello dell’ ”orizzonte”.
La piattezza
L’equazione (1.10) mostra come il contributo attuale della curvatura alle
equazioni cosmologiche sia pressochè nullo. Inoltre r (t) diminuisce andando
indietro nel tempo: consideriamo un fattore di scala che vada come a ∼ tα (α
vale 2/3 e 1/3 per la fase di materia e radiazione rispettivamente), allora:
r ∼ k
aH
∼ k
a˙
∼ kt1−α (1.15)
questo rapporto tende a 0 andando indietro nel tempo, in particolare all’epoca
di Planck (Hp = Mp) rp < 10−31 ! Un risultato che prevede, per dare il valore
di curvatura odierno, condizioni iniziali molto particolari, ossia una curvatura
iniziale innaturalmente piccola.
L’orizzonte
L’orizzonte di particella di un punto nello spazio-tempo (t0, x0), è la distanza
fisica oltre la quale, a qualunque tempo remoto t (→ 0) un raggio di luce
possa essere stato emesso, questo sia impossibilitato a raggiungere il punto
x0 al tempo t0.
dh (t0) = a (t0)
∫ t0
0
dτ
a (τ)
(1.16)
In caso di Universo dominato da materia o radiazione a ∼ tα con 0 < α < 1,
il che, sostituito nella (1.16), porta a
dh (t) ∼ t
1− α (1.17)
Ma lo spazio che racchiude l’orizzonte va come ∼ a3, allora andando avanti
nel tempo, il raggio dell’orizzonte aumenterà come t, mentre il raggio spaziale
che adesso lo racchiude crescerà come ∼ tα, quindi:
raggio orizzonte
raggio spaziale
∼ dh
a
∼ t1−α →∞ (1.18)
Questo andamento comporta che l’orizzonte del futuro comprenderà parti
di Universo che non hanno mai scambiato informazioni con quello presente. E
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ipotizzando che l’Universo sia stato dominato da radiazione prima, e materia
poi (quindi sempre 0 < α < 1), questo significa che al tempo presente
osserviamo zone di Universo che non sono mai state in contatto causale tra
loro.
Tuttavia, la struttura dell’Universo è molto simile a qualsiasi scala, e in
particolare, la radiazione cosmica di fondo si presenta con uno spettro di
corpo nero a tutte le scale angoli con una precisione di una parte in 104. Tutto
porta a presupporre che debba esistere un’altra causa che porta all’estrema
omogeneità dell’Universo come lo conosciamo ora.
1.2.1 Un periodo inflattivo come soluzione
Per risolvere il problema della ”piattezza” e dell’ ”orizzonte” senza richiedere
condizioni iniziali particolari, è sufficiente che esista un qualche periodo nella
storia dell’Universo per cui la (1.15) e il rapporto (1.18), invertano il loro
andamento, ovvero una fase a r (t) decrescente, invece che crescente. Così,
partendo da condizioni iniziali caratterizzate da valori dei parametri più
naturali (come r ∼ 1), tale fase avrebbe soppresso il valore di r, fino a
permettere che la successiva evoluzione standard dell’Universo lo riconducesse
al valore attuale.
In questa stessa fase, inoltre, anche il rapporto (1.18) avrebbe avuto un
andamento decrescente: in questo modo lo spazio contenuto dall’orizzonte si
sarebbe espanso più velocemente dell’orizzonte stesso ottenendo, alla fine di
questa fase, regioni spaziali causalmente connesse molto più estese dell’oriz-
zonte relativo a quel periodo, che successivamente, con l’andamento (1.18),
sarebbero rientrate nell’orizzonte.
Questa fase è chiamata inflazione (dall’inglese inflation=gonfiamento),
perchè corrisponde ad un fattore di scala che si espande in maniera accelerata.
Infatti la condizione che r descresca (vedi(1.15)) implica α > 1, in questo
modo:
H =
a˙
a
=
α
t
,
a¨
a
=
α (α− 1)
t2
> 0 (1.19)
Questo significa che durante l’inflazione la componente principale dell’Universo
fosse un fluido con pressione negativa p < −1
3
ρ, in modo da ottenere una
soluzione di ”espansione” dell’equazione (1.14).
Il periodo inflazionario non risolve solamente questi due problemi, ma
permette anche di spiegare le piccole anisotropie presenti nel fondo di ra-
diazione cosmica e di predirne la distribuzione spettrale. Infatti, i modelli
inflazionari permettono a fluttuazioni quantistiche di energia e metrica di
essere amplificate durante la fase inflazionaria, accrescendole fino ai valori
macroscopici osservati oggi.
16 CAPITOLO 1. CMB
1.3 Perturbazioni
Le perturbazioni che incidono sulla dinamica dell’Universo sono quelle della
metrica e delle sorgenti.
Consideriamo una perturbazione della metrica:
gµν (t)→ gµν (t) + δgµν (t, x) (1.20)
dove δgµν (t, x) è la fluttuazione, sufficientemente piccola da poter trascurare
gli ordini superiori.
Sebbene δgµν (t, x) abbia 16 variabili, la simmetria spazio-temporale di-
minuisce a 10 le componenti indipendenti. Tali perturbazioni possono essere
classificate in quattro componenti scalari, due vettoriali (trasversi, ciascuno
dei quali con 2 componenti indipendenti) e una tensoriale (trasversa e a
traccia nulla, con due componenti indipendenti). Oltre a perturbazioni nella
metrica sono presenti anche perturbazioni scalari delle sorgenti.
Il teorema di decomposizione (ad esempio [10], sezione 5.4) assicura che
le variabili scalari, vettoriali e tensoriali, nell’approssimazione lineare, sono
disaccoppiate nell’evoluzione temporale. Quindi, essendo indipendenti, i loro
effetti cosmologici possono essere trattati separatamente.
Sebbene alle anisotropie in temperatura contribuiscono sia le perturbazioni
scalari che tensoriali, verrà mostrato a fine capitolo che i modi B di polariz-
zazione rivelabili oggi, sono stati prodotti solo dalle perturbazioni tensoriali
amplificate dall’inflazione. Per questo motivo ci limiteremo solamente ad una
semplice trattazione di queste.
1.3.1 Onde gravitazionali primordiali
La componente tensoriale della metrica perturbata vale:
gTij = −a2 (1− hij) δij (1.21)
con le due componenti indipendenti h+ e h× di hij: h+ 0 00 −h+ 0
0 0 0
 e
 0 h× 0h× 0 0
0 0 0
 . (1.22)
Inserendo questa nell’equazione di Einstein, si giunge al risultato valido
per entrambe le componenti, nello spazio di Fourier (− ∂
∂xi
→ ki):
h
′′
α + 2
a
′
a
h
′
α + k
2hα = 0 (1.23)
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dove α = +,×, mentre l’apice ′ indica la derivata rispetto al tempo
conforme η, definito come η = t
a(t)
.
Con un cambio di variabile:
h→ h˜ = ah√
16piG
(1.24)
si ottiene:
h˜
′′
+
(
k2 − a
′′
a
)
h˜ = 0 (1.25)
Questa è un’equazione di secondo ordine che descrive la propagazione delle
onde gravitazionali, dimostrando come le perturbazioni tensoriali generino
delle onde gravitazionali primordiali.
La soluzione di questa equazione è conosciuta, quindi quantizzando:
ˆ˜h
(
~k, η
)
= v
(
~k, η
)
aˆ~k + v
?
(
~k, η
)
aˆ†~k (1.26)
dove aˆ~k e aˆ
†
~k
sono, rispettivamente, gli operatori di creazione e distruzione,
e v è la soluzione. Sostituendo e considerando che con un fattore di scala a
potenza, a ∼ tα, si ha che:
a ∼ η α1−α , a
′′
a
∼ η−2. (1.27)
si ottiene l’equaizone:
d2vk
dη2
+
(
k2 − 1
η2
)
vk = 0 (1.28)
che fornisce la dinamica dei modi k della perturbazione tensoriale.
η =
∫ t
0
dt
a(t)
è definito orizzonte comovente: si tratta dell’orizzonte di
particella nel sistema di coordinate solidale con l’Universo. Due punti in
questo sistema rimangono a distanza costante se su di loro non agiscono forze
(figura 1.3).
La prima relazione delle (1.27) mostra come l’orizzonte comovente decre-
sce durante il periodo inflattivo (α > 1), mentre torna a crescere quando
tornano a dominare radiazione o materia (α < 1). Dall’altra parte, k−1 è la
lunghezza caratteristica dei modi di perturbazione, che rimangono costanti
nel sistema comovente. Questo significa che alcuni modi di perturbazione
interni all’orizzonte, nei primi istanti dell’inflazione, sono usciti dall’orizzonte
durante il periodo inflattivo, e nella successiva espansione ne sono rientrati
(figura 1.4).
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Figura 1.3: Rappresentazione schematica dell’Universo in espansione con riferimento
alla lunghezza fisica e distanza nel sistema di riferimento comovente. L’Universo
a tempo t2 si è più grande dell’Universo a tempo t1 di un fattore 32 , la distanza
fisica tra le stelle, indicate con pallini gialli, passa da 10 a 15, mentre la distanza
comovente, indicata con , tra due stelle rimane costante.
Quando un modo si trova all’interno dell’orizzonte, ηk  1, l’equazione
(1.28) diventa:
v
′′
k ∼ −k2vk (1.29)
Per le sostituzioni fatte si ha, per la (1.26) e la (1.24), che v ∼ h˜ ∼ ah, e
quindi la perturbazione tensoriale h ∼ v
a
, questo significa che durante l’evolu-
zione dell’Universo, i modi delle perturbazioni tensoriali presenti all’interno
dell’orizzonte vengono soppressi.
D’altra parte, quando un modo si trova fuori dall’orizzonte, ηk  1, si ha
invece:
d2vk
d
+
1
η2
(
k2η2 − 1) vk = 0 → v′′k = vkη2 ∼ a
′′
a
vk (1.30)
cioè v viene amplificato dal rapporto a
′′
a
(chiamato pump-field, campo di pom-
paggio). Quindi v ∼ a e di conseguenza i modi di perturbazione rimangono
costanti.
In definitiva, durante la fase inflattiva, con la contrazione dell’orizzonte
comovente, determinati modi delle perturbazioni tensoriali escono dall’oriz-
zonte e vengono congelati, fino a quando, con il loro rientro nell’orizzonte
vengono smorzati. Per questo, i modi che rientrano nell’orizzonte recente-
mente, ovvero quelli con grandi lunghezze d’onda (e quindi a grandi scale
angolari), sono quelli che hanno un’ampiezza maggiore e di conseguenza una
maggiore probabilità di essere rivelati.
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Figura 1.4: Grafico logaritmico (non in scala) delle dimensioni dell’orizzonte nel
sistema comovente in funzione del paramametro di espansione. Durante la fase
inflattiva l’orizzonte si restringe notevolmente, per poi crescere nelle ere dominata da
radiazione e materia. Un modo di perturbazione con lunghezza d’onda k−1, solidale
con il sistema comovente, inizialmente all’interno dell’orizzonte (linea blu) ne esce
fuori in conseguenza dell’inflazione (linea rossa), per poi successivamente rientrarci.
Figura 1.5: Ampiezza di diversi modi tensoriali in funzione dell’orizzonte comovente
normalizzato all’orizzonte attuale η0. Il modo con lunghezza d’onda η01000 rimarrà
congelato per l’orizzonte η più piccolo di η01000 , una volta che l’orizzonte supera questo
valore, l’ampiezza del modo viene smorzata oscillando.
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1.4 Polarizzazione
La radiazione della CMB si presenta anche parzialmente polarizzata linear-
mente. Questo fatto è dovuto principalmente allo scattering Thomson dei
fotoni su elettroni liberi al momento del disaccoppiamento. La trattazione
quantitativa va oltre agli scopi necessari per questa tesi, per cui ci limiteremo
ad una trattazione qualitativa del fenomeno.
1.4.1 Polarizzazione per effetto Thomson
Lo scattering Thomson è un processo in grado di produrre radiazione polariz-
zata. Ad esempio, consideriamo un fotone non polarizzato incidente lungo
l’asse xˆ contro un elettrone posizionato nell’origine, come mostrato in alto
a sinistra nella figura 1.6. Se questo fotone venisse scatterato lungo l’asse zˆ,
solamente la componente di polarizzazione lungo yˆ verrebbe trasmessa, come
è facile intuire supponendo di mettere in oscillazione l’elettrone lungo l’asse
di polarizzazione.
Tuttavia il contributo alla polarizzazione nella radiazione cosmica di fondo
non è dato da un unico fotone, ma da tantissimi fotoni incidenti da qualunque
direzione, e non è difficile dedurre che il contributo totale alla polarizzazione
risulti nullo: ad esempio considerando solo due raggi incidenti lungo xˆ e yˆ
che vengono diffusi in direzione zˆ, illustrato in alto a destra della figura 1.6,
si vede come il contributo totale alla polarizzazione risulta complessivamente
nulla. Ciò che fornisce un contributo non nullo alla polarizzazione, in quanto
i contributi alle polarizzazioni hanno un peso diverso, sono anisotropie in
materia e radiazione.
Un momento di dipolo nell’anisotropia non basta a generare una polarizza-
zione netta, come mostrato in basso a sinistra della figura 1.6 se si considera
un’anisotropia dipolare lungo l’asse xˆ (x > 0 più caldo, x < 0 più freddo) si
ha che la polarizzazione yˆ lungo zˆ è generata dai contributi della radiazione
proveniente da xˆ positivi, in questo caso più calda, e quella proveniente da xˆ
negativi, in questo caso più fredda, dando quindi insieme un contributo medio
alla polarizzazione; d’altra parte la polarizzazione xˆ è data dai contributi
delle yˆ, che sono a temperatura intermedia. La radiazione che si propaga
lungo l’asse zˆ è, dunque, a temperatura media e non polarizzata.
Serve un’anisotropia di quadrupolo per generare polarizzazione netta.
Infatti, la radiazione calda viene sempre da xˆ generando polarizzazione calda
lungo yˆ, mentre quella più fredda viene da yˆ, generando così polarizzazione
fredda lungo xˆ, mostrata in basso a destra della figura 1.6. È quindi la presenza
di un quadrupolo in temperatura che crea luce parzialmente polarizzata a
causa dello scattering Thomson.
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Figura 1.6: Illustrazione semplificata di polarizzazione per scattering Thomson. In
alto a sinistra, un fotone incidente lungo l’asse x non polarizzato viene deflesso
lungo z, da un elettrone posto sull’origine, con polarizzazione lungo y. Tuttavia,
in alto a destra, se un fotone incedesse lungo y, la deflessione di questo lungo z
farebbe si che la polarizzazione totale sarebbe nulla. In un anisotropia di dipolo
lungo x, in basso a sinistra, tre fotoni, uno più caldo, uno a temperatura media, e
uno più freddo, vengono deflessi lungo z e si vede come questo non sarebbe necessario
a creare un effetto netto di polarizzazione. Per creare un polarizzazione effettiva
occorre un momento di quadrupolo (in basso a sinistra), in questo caso i fotoni caldi
provenienti dalle due direzioni x realizzano una polarizzazione lungo y maggiore di
quella formata lungo x dai fotoni più freddi indidenti dalle due direzioni y.
1.4.2 Decomposizione in modi E e modi B
Nel caso di polarizzazione lineare, il campo realizzato dalla polarizzazione
può essere decomposto in due campi che specificano completamente il campo
di polarizzazione, in analogia a quanto avviene per l’elettromagnetismo in
cui si può decomporre il campo vettoriale in uno con rotore nullo e uno con
divergenza nulla. Questi due modi sono identificati come modi E e modi B,
per l’analogia dei campi elettrici e magnetici.
La decomposizione della polarizzazione in modi E e B è fenomenologica-
mente molto utile, infatti è possibile dimostrare ( [10], capitolo 10) che le
perturbazioni scalari generano solo polarizzazioni di modo E, e non di modo
B, mentre le perturbazioni tensoriali le generano entrambi. Ne segue che il
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Figura 1.7: Rappresentazione dei modi E e modi B di polarizzazione. Le linee del
campo di polarizzazione rispetto ad un punto più caldo o più freddo, che fanno da
sorgente, possono essere scomposte in due campi: il campo di modo E a rotore nullo,
e quello di modo B a divergenza nulla. Con chiaro riferimento ai campi elettrico e
magnetico.
fatto di rivelare nella radiazione cosmica di fondo una componente di modo
B della polarizzazione, sarebbe una rivelazione dell’esistenza di perturba-
zioni tensoriali, quindi indirettamente delle onde gravitazionali primordiali,
inevitabile conseguenza dell’avvenuta epoca inflazionaria.
1.5 Osservabili
Le misure sulla radiazione cosmica di fondo vengono effettuate mediante la
valutazione dei coefficienti multipolari C`, definiti dallo sviluppo in armoniche
sferiche Y`m della correlazione a due punti nel cielo in direzione i e j della
variabile interessata x:
ξ (i, j)xx =< x (i) , x (j) >=
∞∑
`=0
∑`
m=−`
Cxx` Y
?
`m (i)Y`m (j) (1.31)
In particolare vengono valutati i coefficienti per le correlazioni di temperatura
∆T
T
:
ξ (i, j)TT =
∞∑
`=0
∑`
m=−`
CTT` Y
?
`m (i)Y`m (j) (1.32)
e per i modi E e modi B:
ξ
(
nˆ, nˆ
′
)
EE
=
∞∑
`=0
∑`
m=−`
CEE` Y
?
`m (nˆ)Y`m
(
nˆ′
)
(1.33)
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ξ
(
nˆ, nˆ
′
)
BB
=
∞∑
`=0
∑`
m=−`
CBB` Y
?
`m (nˆ)Y`m
(
nˆ′
)
(1.34)
L’altro parametro che si valuta in particolare per la ricerca di modi B
di polarizzazione è il parametro rapporto tensore-scalare r, definito come
il rapporto tra lo spettro di potenza delle perturbazioni tensoriali e quelle
scalari [vedi appendice A].
In figura 1.8 sono riportati i valori attesi per i coefficienti multipolari C`
di anisotropie in temperatura (TT), di polarizzazione modo E (EE), e di
polarizzazione modo B (BB) in funzione del rapporto r. Più questo rapporto
sarà piccolo, più si avrà la necessità di aumentare la sensibilità degli strumenti
di misura, oltre ad avere una maggiore conoscenza del fondo (è evidenziata in
verde la radiazione CMB risultante polarizzata di modo B a causa del lensing
gravitazionale).
Figura 1.8: Power spectra della radiazione cosmica di fondo. Sono evidenziati in
blu i valori attesi dei coefficienti C` per i modi B di polarizzazione, in funzione della
rapporto tensore-scalare r. Più basso è il contributo delle perturbazioni tensoriali,
più sono richieste sensibilità maggiori degli strumenti. In verde è presente il fondo
di polarizzazione di modo B della CMB, particolarmente importante a piccole scale
angolari.
Notiamo che a grandi scali angolari, ` < 10, lo spettro atteso subisce una
risalita. Questo picco, a differenza degli altri è causato dalla reionizzazione
[18] avvenuta all’epoca della formazione delle prime strutture macroscopiche
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nell’Universo, epoca in cui l’Universo è tornato, momentaneamente, opaco
alla radiazione.
1.5.1 Situazione della ricerca
I risultati più completi e precisi sulle caratteristiche della CMB provengono
dell’esperimento Planck, un satellite lanciato dall’Agenzia Spaziale Europea
(ESA).
Si tratta di un satellite lanciato nel maggio 2009 che ha registrato segnali
provenienti da tutta la volta celeste dall’Agosto del medesimo anno all’Ottobre
2013. Ha utilizzato 74 rivelatori, ed ha coperto nove regioni in frequenza da
30 a 857 GHz, di cui 4 dedicate a misure di polarizzazione (quelle a 100, 143,
217 e 353 GHz). Il progetto si è sviluppato con l’intento di divenire la fonte
primaria di informazioni astronomiche per testare le teorie sulla formazione
dell’Universo e sulla sua attuale struttura. Difatti, i dati raccolti coprono
vari campi: dalla misura di anisotropie della temperatura alla polarizzazione,
dallo studio di ammassi di galassie al mezzo interstellare. I risultati di Planck
che più ci interessano riguardano anisotropia e polarizzazione della CMB, e
la valutazione della radiazione polarizzata emessa da polveri interstellari e da
emissione di sincrotrone da sorgenti galattiche attive, in quanto rappresentano
il principale fondo di tutti gli esperimenti futuri sulla CMB, e in particcolare
sulla sua polarizzazione, compreso quello di cui tratteremo (LPSE).
Gli ultimi risultati sulla misura di temperatura e polarizzazione della
CMB, e in particolare la misura dei coefficienti di correlazione CTT` , CTE` e
CEE` [Planck, 2015] sono riportati in figura 1.9 e 1.10
La linea continua rappresenta un fit con parametri di una versione del
Modello Cosmologico Standard, detta ΛCDM , e sono in perfetto accordo
con l’esistenza di perturbazioni scalari che soddisfano condizioni iniziali
adiabatiche. Oltre a questo importantissimo risultato, Planck ha fornito
nuove informazioni sulla polarizzazione della radiazione emessa da polvere
interstellare, nochè emissione di sincrotrone proveniente da sorgenti galattiche
attive.
Le polveri interstellari emettono radiazione termica polarizzata in modi E
e modi B [14]. La forma non simmetrica delle polveri, impone direzioni privi-
legiate di polarizzazione alla singola polvere. La nuvola di polveri mantiene
comunque, in assenza di campi esterni, una polarizzazione mediamente nulla.
Tuttavia, la presenza di campi elettromagnetici allinea le direzioni privilegiate,
facendo sì che la radiazione acquisisca una polarizzazione in media non nulla.
D’altra parte, anche elettroni ultrarelativistici che spiraleggiano attorno a
linee di campo magnetico molto intenso, emettono radiazione di sincrotrone
con polarizzazione, sia di modo E che di modo B [15].
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Figura 1.9: Risultati sullo spettro angolare (DTT` = ` (`+ 1)C
TT
` /2pi)delle anisotro-
pie in temperatura della CMB pubblicate da Planck nel 2015. Nel pannello superiore
la linea continua rappresenta un fit con parametri della una versione del Modello
Cosmologico Standard ΛCDM . Nel pannello inferiori sono riportati i residui rispetto
a questo modello.
La conoscenza del fondo nelle misure di polarizzazione è di fondamentale
aiuto per misurare correttamente la polarizzazione dovuta alle onde gravi-
tazionali primordiali. In questo le misure di Planck sono fondamentali, in
quanto è avvenuto che alcuni mesi prima della pubblicazione dei suoi risultati
sul fondo, nel Marzo 2014, l’esperimento su misure di polarizzazioni CMB
da terra BICEP II annunciò la rivelazione di polarizzazione di modo B della
radiazione di cosmica di fondo, con il risultato r = 0.2+0.07−0.05 [16]. Questo
risultato fu però smentito dai risultati di Planck pubblicati nel Settembre
dello stesso anno: le nuove valutazioni sul contributo di modi B delle polveri
interstellari mostrarono che i dati BICEP II sono compatibili con il fondo
misurato da Planck [17] .
Fino ad oggi non è stata rivelata polarizzazione di modo B dovuta all’in-
flazione, e Planck ha fissato il limite superiore al rapporto tensore-scalare r a
0.1.
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Figura 1.10: Risultati sullo spettro angolare delle correlazioni temperatura-modi
E (TE) a sinistra e modi E (EE) a destra (DTT` = ` (`+ 1)C
TT
` /2pi) pubblicate da
Planck nel 2015. Nei pannelli superiori le linee continua rappresentano un fit con gli
stessi parametri del modello in figura (1.9). Nei pannelli inferiori sono riportati i
residui rispetto a questo modello per i due spettri.
Figura 1.11: RMS brightness temperature in funzione della frequenza per la radiazio-
ne cosmica di fondo in turchese, polveri interstellari in rosso, emissione di sincrotrone
in verde e trattegiata la somma composta da questi ultimi due contributi.
1.6 Conclusioni
La CMB ci permette ci poter studiare l’Universo nel suo stato embrionale, a
circa 380000 anni rispetto ai suoi attuali 14 miliardi di anni, questo fa di lei il
fenomeno più studiato al fine di verificare la teoria del Modello Cosmologico
Standard e sue eventuali estensioni.
Una di queste estensioni è l’Inflazione, un epoca di espansione accelerata
dell’Universo che lo avrebbe ”appiattito” e ristretto di molto l’orizzonte.
Oltre a ciò l’inflazione avrebbe permesso a perturbazioni quantistiche del
vuoto, scalari e tensoriali, di amplificarsi e quindi essere rivelabili oggi nella
radiazione cosmica di fondo, attraverso le sue due caratteristiche: anisotropie
in temperatura e in polarizzazione.
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Sebbene le misure di anisotropie in temperatura siano in buon accor-
do con modelli che comprendono un’epoca inflattiva, l’inconfutabile prova
dell’esistenza di quest’ultima è nella misura della polarizzazione di modo B.
Il campo di polarizzazione può essere scomposto in due campi ortogonali,
chiamati di modo E e di modo B. A differenza del modo E, che può essere
generato tramite effetto Thomson all’epoca del disaccoppiamento, il modo
B può essere prodotto solo dalle onde gravitazionali primordiali, generate
dall’amplificazione delle perturbazioni tensoriali avvenuta durante l’inflazione.
La rivelazione dei modi B di polarizzazione non è ancora avvenuta, e il
suo limite attuale è espresso mediante il parametro r, definito come rapporto
tra gli spettri di potenza delle perturbazioni tensoriali e scalari, e vale r < 0.1.
L’ampiezza del segnale dei modi B è fortemente dipendente dal modello
inflattivo considerato, piccola rispetto alla polarizzazione di modi E e nella
maggior parte dello spettro angolare anche più piccola del fondo principale
di CMB polarizzata di modo B, dovuto al lensing gravitazionale (come
riportato nel grafico 1.8). Un’altra complicazione alla rivelazione di modi B
è dovuta al fondo, denominato foreground, dovuto a polvere interstellare e
emissione di sincrotrone, la cui conoscenza è aumentata significativamente
con l’esperimento Planck (fig. 1.11).
Futuri esperimenti sulla rivelazione di polarizzazione di modo B, come
LSPE, per riuscire ad abbassare il limite su r dovranno quindi essere sempre
più sensibili e adottare opportune strategie per limitare il fondo dominante.
28 CAPITOLO 1. CMB
Capitolo 2
L’esperimento LSPE e lo
strumento SWIPE
Dopo aver esposto le motivazioni teoriche per misurare i modi B di polariz-
zazione, e la situazione della ricerca attuale con i suoi risultati principali,
in questo capitolo vengono presentate le generalità dell’esperimento LSPE
(Large Scale Polarization Explorer), finanziato dall’ASI (Agenzia Spaziale
Italiana) e dall’INFN (Istituto Nazionale di Fisica Nuscleare), e in particolare
viene descritto lo strumento per la misura delle alte frequenze, il polarimetro
SWIPE (Short Wavelenght Instrument for the Polarization Explorer). Dopo
di che viene illustrato il sistema di lettura di quest’ultimo: il multiplexing in
frequenza, attualmente in fase di realizzazione da parte del gruppo INFN di
Pisa.
2.1 LSPE
LSPE (Large Scale Polarization Explorer) è un esperimento attualmente in
fase di costruzione per la rivelazione dei modi B di polarizzazione su grandi
scale angolari. Questo si configura come una missione combinata da terra e
su pallone stratosferico per la misura della polarizzazione del fondo cosmico
a microonde a grandi scali angolari, e in particolare attorno al picco di
reionizzazione (` < 10).
LSPE ha due obiettivi principali: abbassare a 0.03 il limite misurabile del
rapporto tra l’intensità della perturbazione tensoriale e quella scalare r, con
il 97.7 % di livello di confidenza, e realizzare una mappa della polarizzazione
di foreground.
La missione coprirà circa il 25 % del cielo con una risoluzione angolare di
circa 1.5◦, e misurerà nell’intervallo di frequenza tra 40 e 250 GHz, esplorando
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così un intervallo con basso contributo di foregroud alla polarizzazione (vedi
figura 1.11). L’obiettivo è raggiungere una sensibilità di circa 0.1µK.
Per far questo verranno utilizzati due strumenti che copriranno entrambi
la stessa zona di cielo:
• STRIP: una matrice di polarimetri coerenti che misureranno alla fre-
quenza di 40 GHz. Questo strumento lavorerà a terra, da Tenerife.
• SWIPE: una matrice di bolometri che invece lavoreranno alle frequenze
di 140, 220 e 240 GHz. Montato su un pallone, partirà da Longyearbyen
(Isole Svalbard) e volerà per 14 giorni nella notte artica, per poi essere
recuperato in Groenlandia (figura 2.2).
Figura 2.1: Mappa del volo previsto per il pallone contenente lo strumento SWIPE.
Il volo di 14 giorni è previsto per il dicembre 2018, durante l’inverno artico in modo
tale da utilizzare la terra come scudo dalla radiazione solare.
L’estrazione della polarizzazione potrà avvenire solo dalla misura combi-
nata effettuata da entrambi gli strumenti.
2.2 SWIPE
SWIPE (Short Wavelenght Instrument for the Polarization Explorer) è lo
strumento dell’esperimento LSPE che volerà su pallone stratosferico a circa 40
km di altitudine; il viaggio sarà effettuato durante lo notte artica utilizzando
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la Terra come scudo per la radiazione solare e sfruttando un ambiente esterno
a bassa escursione termica.
SWIPE è un polarimetro di Stokes, ovvero uno strumento in grado di
caratterizzare il grado di polarizzazione della radiazione incidente mediante
la valutazione dei parametri di Stokes [appendice B] Q ed U congiuntamente
[19].
Infatti la radiazione incidente attraversa prima una lamina a mezz’onda
rotante, per modulare la polarizzazione lineare incidente, poi un polarizzatore
beam-splitting, ovvero che riflette una polarizzazione e ne trasmette l’orto-
gonale, orientato a 45◦ rispetto alla direzione della radiazione incidente, e
infine viene rivelata su due piani focali posti lungo la direzione dei due fasci
risultanti (vedi figura 2.2).
Figura 2.2: Sezione dello strumento SWIPE per evidenziare il sistema ottico per la
misura di polarizzazione. Da sinistra la radiazione incidente attraversa la lamina a
mezz’onda e divisa in due componenti ortogonali di polarizzazione del polarizzatore
beam-splitting : quindi i due fasci vengono rivelati dai bolometri disposti sui piani
focali.
I due piani focali sono costituiti ciascuno da 163 rivelatori, che misureranno
la radiazione alle frequenze di 140, 220 e 240 GHz. La radiazione incidente è
convogliata da una guida d’onda fino ad una cavità risonante all’interno della
quale è posto un sensore(essenzialmente un termometro ultrasensibile, che
descriveremo nel capitolo seguente). La guida e cavità sono fatte in modo da
convogliare più modi della radiazione incidente così da rendere più sensibile la
misura di intensità, a discapito della risoluzione angolare, che comunque, dato
l’interesse alle grandi scale angolari, diventa un parametro secondario. Le
cavità a 140 GHz raccolgono 12 modi, 30 quelle a 220 GHz, mentre fino a 34
modi alla frequenza di 240 GHz. Il piano focale e la geometria dei rivelatori
sono mostrati in figura 2.3.
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(a) Piani focali e cavità (b) Disposizione rivelatori
Figura 2.3: Foto del piano focale e schema di posizionamento in frequenza dei
rivelatori. Il piano focale di 400 mmm di diametro e le cavità multimodo sono
realizzate dalla sezione INFN di Roma Uno. Una disposizione possibile per i
rivelatori in entrambi i piani focali è mostrata in figura b, in verde rivelatori a 220
GHz, in blu da 240 GHz, in rosso da 140 GHz
La componente principale del rivelatore è il TES (acronimo di Transition
Edge Sensor [20]), i cui dettagli verranno illustrati nel prossimo capitolo, un
bolometro superconduttivo che viene fatto lavorare alla transizione di fase,
dove la resistività è molto sensibile a piccoli cambi di temperatura, il che
permette di rivelare una corrente modulata dalla variazione della potenza
ottica incidente.
Tali bolometri devono lavorare a temperature criogeniche, in particolare
i bolometri di SWIPE lavoreranno a circa 500 mK per cui è necessario che
i piani focali siano mantenuti ad una temperatura di almeno 350 mK. Per
questo tutto il sistema è racchiuso in un criostato, come si evince in figura
2.4.
Per ridurre il carico termico sul piano focale i bolometri non vengono
letti singolarmente, ma letti a ”catena” utilizzando un singolo filo mediante
la tecnica del multiplexing in frequenza (che verrà descritto nell’apposito
capitolo). In pratica ogni catena è formata da un determinato numero di
canali paralleli ciascuno costituito da un rivelatore e un filtro LC, in questo
modo il segnale entrante nella catena discriminerà ogni bolometro tramite la
sua frequenza di risonanza.
La debole modulazione della corrente, indotta dalla radiazione incidente,
viene amplificata con l’utilizzo di amplificatori criogenici a bassa impedenze, gli
SQUID (Superconducting QUantum Interference Device, [21] e [22]). Questo
segnale amplificato viene digitalizzato, quindi demodulato e acquisito nei
registri di lettura, per essere analizzato.
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L’intero sistema peserà all’incirca una tonnellata, e avrà le dimensioni di
circa 4.8m× 1.8m× 3.8m; la strumentazione sarà all’interno di un criostato
ad He4 liquido e verrà utilizzato un refrigeratore a He3, che mantiene il piano
focale a 300mK, mentre il TES sarà operativo alla temperatura di 500mK.
La termalizzazione dell’intero apparato a temperature criogeniche è utile alla
limitazione del background dei detector.
Figura 2.4: Sezione dell’intero strumento SWIPE. L’armatura esterna iè colorata
in blu, i filtri termici sono in rosso quello temperatura a 170 K e in arancio quello
40 K. Il volume interno dellostrumento, in giallo, è riempito da He4 . In viola la
lamina a mezz’onda rotante per modulare la polarizzazione e in grigio il polarizzatore
beamsplitter che trasmette e riflette la radiazione sulle matrici di rivelatori multimodo,
colorate in verde, che sono posizionati sui piani focali.
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Capitolo 3
Rivelatori bolometrici
La rivelazione di segnali nelle frequenze e intensità della radiazione cosmica
di fondo può essere di due tipi: coerente o diretta. La rivelazione coerente,
effettuata con antenne, permette di ottenere anche informazioni sulla fase,
ma oltre i 100 GHz l’efficenza di tale tecnica è fortemente ridotta dal rumore.
La misura diretta, d’altra parte, misura incoerentemente la potenza della
radiazione incidente e fornisce un segnale proporzionale ad essa, senza avere
limitazioni di efficienza oltre 100 GHz.
La rivelazione dell’esperimento SWIPE, considerato che le frequenze da
misurare sono oltre i 100 GHz, avviene tramite un sistema diretto, e consiste
in una matrice di bolometri TES (Transition Edge Sensor).
Nella prima parte di questo capitolo viene illustrato il principio di funzio-
namento dei TES, qualitativamente e quantitativamente, in cui è evidenziato
come, attraverso il feedback elettrotermico forte (ETF, tradotto dall’inglese
Electro Termal Feedback [23]), ci sia un vantaggio a lavorare sulla curva di
transizione superconduttiva. Nella seconda viene presentato il procedimento
generale di messa a punto dei TES, ed un possibile algoritmo da adottare in
LSPE.
3.1 I TES
Ogni bolometro è formato da una componente di materiale assorbitore, nel
nostro caso una ragnatela di Nitruro di Silicio coperta in Alluminio, che
dissipa la potenza rivelata su una resistenza passiva, il TES, in contatto col
bagno termico criogenico. Il TES è uno strato superconduttore che viene
alimentato con un voltaggio costante: questo deve avere un valore tale che
l’effetto Joule da esso generato, sommato con la potenza della radiazione
cosmica incidente, mantenga la temperatura del TES ad un valore per cui
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questo si stabilizzi lungo la sua curva di transizione superconduttiva (esempio
in fig. 3.1).
L’aumentare della potenza incidente sul TES, riscalda quest’ultimo aumen-
tandone la resistenza, con conseguente diminuzione della potenza dissipata
per effetto Joule Pj = V
2
R
: la temperatura del TES diminuisce facendone
diminuire la resistenza, e viceversa nel caso di una riduzione di potenza
incidente. Questo processo, che prende il nome di feedback elettrotermico
forte, fa sì che il punto di lavoro del TES sia un punto di equilibrio stabile e
permette la generazione di una variazione misurabile di corrente.
L’utilizzo dei bolometri TES è molto conveniente perchè lavorando sulla
curva di transizione superconduttiva, si è in grado di valutare sensibilissime
variazioni di temperatura, dell’ordine di 10−6 Kelvin, attraverso la misurazione
di variazioni di resistenze dell’ordine dell’ Ω.
Figura 3.1: Curva di transizione superconduttiva del TES in Molibdeno e Oro
realizzato dall’INFN di Genova
I bolometri per l’esperimento SWIPE, vengono fabbricati dal gruppo
INFN di Genova. I TES consistono in un doppio strato di Molibdeno (Mo) ed
Oro(Au), ed ognuno sarà posizionato al centro di una ragnatela di Alluminio
(Al) sospesa su Nitruro di Silicio, che lo collega debolmente al bagno termico
(figura 3.2). La geometria a ragnatela diminuisce la sezione d’urto dei raggi
cosmici.
3.1.1 Descrizione quantitativa
Dopo un’introduzione qualitativa, affrontiamo il funzionamento del TES
attraverso le sue equazioni fondamentali.
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(a) (b)
Figura 3.2: Foto di un TES in Mobidleno ed Oro posizionato al centro di una
ragnatela in Alluminio realizzato dall’INFN di Genova. In (a) una foto dell’intero
bolometro, in (b) un immagine al microscopio del TES in particolare.
Consideriamo un TES con capacità termica C misurata in J
K
, in contatto
con il bagno termico a temperatura T0 attraverso una conduttanza G misurata
in W
K
, che rappresenta l’efficienza dello scambio termico. In presenza di una
potenza ottica Pott, che incide sul bolometro, una parte di questa potenza
contribuisce all’aumento di temperatura del TES e l’altra viene passata al
bagno termico, secondo la relazione:
Pott = G (T − T0) + CdT
dt
(3.1)
il risultato di questa equazione differenziale fornisce l’andamento temporale
della temperatura,
T (t) = ke
− t
τ0 + T0 +
Pott
G
=
Pott
G
(
1− e− tτ0
)
+ T0 (3.2)
dove la costante di integrazione k è stata fissata dalla condizione iniziale
T (0) = T0. La costante di tempo τ0 = CG , è un parametro che caratterizza la
velocità di risposta del TES: si vedrà come con la presenza di una alimenta-
zione, questa velocità aumenti considerevolmente attraverso con il fenemeno
del feedeback elettrotermico forte.
In particolare quando al TES viene applicata una differenza di potenziale
costante, oppure, come nel caso del multiplexing di SWIPE, con frequenza
molto più elevata dell’inverso del tempo di risposta del TES, la potenza
dissipata per effetto Joule si somma alla potenza ottica:
Pott + PJoule = Pott +
V 2
R (T )
= G (T − T0) + CdT
dt
(3.3)
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Figura 3.3: Schematizzazione della situazione termica ed elettrica di un TES. La
potenza ottica Pott incide sul Tes con capacita C, a questa potenza di aggiunge quella
per effetto Joule causata dalla tensione di alimentazione VL. Di tutta la potenza, una
parte viene dissipata al bagno a temperatura T0 attraverso la conduttanza termica
G e l’altra varia la temperatura del TES.
La messa a punto dell’alimentazione nel punto di lavoro VL, fa sì che
la temperatura si mantenga nell’intervallo di transizione superconduttiva.
All’equilibrio nel punto di lavoro, quando tutta la potenza viene rilasciata al
bagno termico e la temperatura vale TL :
Pott +
V 2L
R (TL)
= G (TL − T0) (3.4)
In questa situazione, quando sul TES la potenza ottica incidente varia, ad
esempio con modo ω, si genera una variazione di temperatura con lo stesso
modo: δPeiωt → δTeiωt. Di conseguenza ci sarà anche una variazione della
resistenza del TES, che può essere parametrizzata in questo modo:
R (T ) = RL +
dR
dT
∆T = RL
(
1 + α
δTeiωt
TL
)
, α =
TL
RL
dR
dT
(3.5)
dove α è il parametro adimensionale che indica la pendenza della resistenza
rispetto al temperatura, e solitamente, lungo la transizione, ha valore compreso
tra 500 e 1000.
Considerando quindi la variazione di potenza ottica incidente di modo ω,
e la parametrizzazione (3.5), la (3.3) diventa:
Pott + δPe
iωt +
V 2L
R (TL)
(
1− αδTe
iωt
TL
)
= G
(
δTeiωt + TL − T0
)
+ iωCδTeiωt
(3.6)
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ed eliminando da questa proprio la (3.3), si ottiene la relazione che lega la
variazione di potenza ottica e la conseguente variazione di temperatura:
δP =
(
αPJoule,L
TL
+G+ iωC
)
δT = δPJoule + (G+ iωC) δT (3.7)
utilizzando questa relazione, si definisce la grandezza L (ω) che caratterizza
nel feedback elettrotermico forte la variazione di potenza elettrica rispetto
alla variazione di potenza ottica:
L (ω) = −δPJoule
δPtot
=
αPJoule,L
TL (G+ iωC)
=
L
1 + iωτ0
(3.8)
con L = αPJoule,L
GTL
che approssima L (ω) per frequenze minori della frequenza
caratteristica del TES, ovvero ω  τ−10 . Si utilizza questo parametro per
indicare l’efficacia del bolometro TES attraverso la funzione di responsività S,
definita come la variazione di corrente in risposta alla variazione di potenza
ottica.
Infatti la variazione di corrente si può esprimere mediante la (3.5) in
questo modo:
δI = − VL
R2L
δR = − VL
RL
αδT
TL
=
LG
VL
δT (3.9)
e la variazione di potenza ottica (3.7) si può scrivere anch’essa in funzione di
L così :
δP = G (L+ 1 + iωτ0) δT (3.10)
la responsività è allora:
S = δI
δP
= − L
VL (L+ 1 + iωτ0) = −
L
VL (L+ 1) (1 + iωτ) (3.11)
dove τ = τ0L+1 è l’effettiva costante di tempo della risposta del bolometro.
PerG dell’ordine di 10−12W
K
, Pjoule dell’ordine di 10−12W e per temperature
di lavoro di circa 1K, valori ragionevoli per l’esperimenti SWIPE, si ottiene
un valore di L dell’ordine di centinaia, dato che α tra 500 e 1000. E questo
porta ad una diminuzione della costante di tempo effettiva τ , implicando un
aumento considerevole di velocità di risposta del TES, come anticipato ad
inizio sezione.
Inoltre per modi in frequenza della radiazione sufficientemente basse,
ovvero ω  τ−1, la (3.11) mostra il comportamento lineare del TES, infatti
la sua responsività si semplifica in S ' −V −1L .
La velocità di risposta e una risposta in corrente lineare alla potenza
incidente sono le caratteristiche che fanno del TES uno strumento adatto a
misure di CMB.
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3.2 Determinazione punto di lavoro del bolome-
tro
Per far funzionare il bolometro occorre che la temperatura risultante dal-
l’equazione (3.4) abbia un valore all’interno dell’intervallo di transizione
superconduttiva. Questa viene messa a punto variando il voltaggio di alimen-
tazione al variare della potenza ottica incidente, dato che questa può cambiare
nel corso dell’osservazione: quindi la messa a punto deve essere programmabile
e semplice. Per renderla tale bisogna fare alcune considerazioni.
La resistenza risultante dalla temperatura di lavoro, deve avere un valore
che abbia un grande α, ma allo stesso tempo il sistema deve mantenere una
buona stabilità. Infatti, α diventa sempre più grande per resistenze sempre
più piccole, ma lavorare con resistenze prossime allo zero crea instabilità: una
diminuzione di potenza ottica incidente potrebbe far transire completamente
il TES a superconduttore, rendendo nulla la sua resistività, in tal caso
diventerebbe impossibile ripristinare il TES al punto di lavoro per effetto Joule.
Bisogna quindi scegliere un opportuno valore di resistenza, e raggiungerla
scendendo in temperatura, partendo da valori al di sopra della temperatura
di transizione.
Figura 3.4: Grafico IV della corrente circolante nel TES in funzione dell’alimenta-
zione, con riferminto alla resistenza del TES. I risultati sono stati simulati risolvendo
la 3.4 con parametri G = 7× 10−12WK , T0 = 0.264K e Pott = 7× 10−12W per il TES
la cui curva di transizione è riportata in figura 3.1.
Come detto, la messa a punto del TES deve avvenire in maniera pro-
grammabile, quindi ottenendo informazioni sulla resistenza dalla misura della
corrente circolante nel canale.
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Quando il TES è al di sopra della transizione presenta una resistenza
costante e dunque una diminuzione del voltaggio porta ad una diminuzione
della corrente praticamente lineare. Quando però si comincia a scendere
lungo la curva di transizione (vedi fig. 3.1), la diminuzione della resistenza
è più rapida della diminuzione di voltaggio, per cui la corrente aumenta.
Come mostrato in figura (3.4) è quindi presente un minimo della corrente:
partendo da questo, facilmente individuabile dall’andamento del segnale, si
raggiunge il valore di resistenza scelto per le condizioni di lavoro dei bolometri,
generalmente più difficile da individuare.
3.2.1 Simulazione
Abbiamo effettuato alcune simulazioni con l’idea di utilizzare l’individuazione
della minima corrente per mettere a punto il bolometro in una prefissata
configurazione.
Utilizzando i parametri di un TES in Titanio-Oro (TiAu), realizzato e
misurato nei laboratori INFN di Genova (la sua curva di transizione super-
conduttiva è in figura 3.1), e parametri tipici di ricerca CMB [24], si è cercata
una relazione tra il voltaggio al minimo della corrente e quello per cui la
temperatura porta la resistenza del TES a metà del suo valore appena prima
della transizione, un ragionevole punto di lavoro per un bolometro.
Impostando i parametri necessari a risolvere l’equazione termica (3.3),
come la conduttanza G, la temperatura del bagno T0 e la potenza ottica
incidente Pott, si è variata la tensione di alimentazione, e per ognuno di questi
valori si è risolta l’equazione iterativamente fino a 5τ , in modo da essere sicuri
di aver raggiunto l’equilibrio.
Nella prima simulazione ho impostato dei valori dei parametri ragionevoli e
comuni in altri esperimenti: G = 7×10−12W
K
, T0 = 0.264K e Pott = 7×10−12W
e realizzato il grafico I-V, mostrato in figura (3.4).
Il punto di minima corrente non corrisponde al valore di resistenza cercato
che risulta essere leggermente più piccolo. Tuttavia, simulando diverse potenze
ottiche, comprese tra 1 e 10× 10−12W (figura 3.5), e considerando per ogni
alimentazione alla minima corrente e quella del punto di lavoro, si nota che
tra queste è presente una relazione lineare in funzione di Pott, in questo caso
Vlav ' 0.68Vmin. Il che significa che la relazione a cui siamo interessati è
indipendente entro le nostre tolleranze dalla potenza ottica incidente.
Variando anche gli altri parametri del bagno termico fino alla temperatura
di transizione, la relazione di proporzionalità risulta valida per ognuno di
questi parametri, ed inoltre il coefficiente di linearità resta pressoché invariato
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(a) Grafico IV
(b) Grafico VV
Figura 3.5: Grafici sui risultati della simulazione con variazione di potenza. In
figura (a) è riportato il grafico della corrente in funzione dell’alimentazione con
riferimento cromatico alla potenza ottica utilizzata per realizzare ciascuna curva. In
figura (b) sono riportati i valori di alimentazione per il punto di lavoro in funzione
dell’alimentazione al minimo della corrente, sempre con riferimento cromatico alla
potenza ottica della simulazione
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(figura 3.5). Per il TES corrispondentente ai parametri precedenti vale:
Vlav ∼ 0.7Vmin (3.12)
Figura 3.6: Grafico sui risultati delle simulazione al variare di ogni parametro della
3.4, ad esclusione di R (T ). L’alimentazione al punto di lavoro in funzione di quella
al minimo della corrente mostra un comportamento lineare al variare dei parametri
in intervalli ragionevoli per l’applicazione a SWIPE
Non avendo a disposizione altri TES con la loro curva di transizione,
non si sono potuti confrontare TES diversi, tuttavia quello che si è fatto è
stato approssimare le curve di transizione, cioè renderle funzioni lineari in un
intervallo ∆T , in cui avviene la transizione da resistenza 0 a R = R0 dopo, e
vedere se cambiando questi due parametri si creasse qualche differenza nella
relazione di linearità studiata.
In questo caso, sebbene l’approssimazione utilizzata per descrivere i TES
potrebbe essere troppo semplificata, si è verificata una dipendenza dalla
pendenza della transizione, piuttosto che dal valore a caldo della resistenza,
ovvero i coefficienti tra Vlav e Vmin sono diversi per due pendenze differenti,
mentre hanno lo stesso valore per due pendenze uguali ma valori a caldo di
resistenza diversi.
In conclusione, considerando che lo studio sul TES a nostra disposizione
mostra una relazione tra punto di minima corrente e punto di lavoro a R0
2
indipendente da tutti i parametri in gioco, e che sembrerebbe ci sia una
dipendenza dalla forma della curva di transizione per TES semplificati, ci
siamo convinti che è possibile posizionare ogni bolometro nel proprio punto di
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Figura 3.7: Curve di transizione approssimate di due TES. Mettendo in risalto
pendenza e valore di resistenza al di sopra della transizione.
lavoro utilizzando un coefficiente determinato unicamente dalla forma della
curva di transizione.
Questo è estremamente importante perchè eravamo alla ricerca di un
algoritmo molto semplice da essere implementato in maniera automatica
mediante l’elettronica a bordo del pallone, quindi con limitati controlli da
parte di terzi.
3.3 Conclusione
Abbiamo descritto il principio di funzionamento di un bolometro TES, mo-
strando le caratteristiche che lo rendono un ottimo rivelatore per esperimenti
di rivelazione di radiazione cosmica di fondo. Inoltre, per valori di conduttan-
za, capacità termica e potenze ottiche compatibili con quelli dei bolometri di
SWIPE abbiamo effettuato alcune simulazioni per studiare un possibile algo-
ritmo per posizionare ogni bolometro al proprio punto di lavoro, trovandone
uno molto semplice da implementare.
Capitolo 4
Sistema di lettura dei bolometri
In SWIPE lettura dei segnali acquisiti dai bolometri avviene con la tecnica
del multiplexing [25] e [26], che consiste nella lettura di più sensori mediante
un unico canale fisico. Questo riduce significativamente il numero di cavi
da utilizzare, e con questo il carico termico 1, parametro fondamentale in
esperimenti criogenici, specialmente su pallone.
In questo capitolo verranno mostrate la scelta e le caratteristiche del tipo di
multiplexing che verrà implementato in SWIPE, quindi si entrerà nello specifico
delle sue componenti, quali i filtri LC, in particolare dalla fabbricazione al test
degli induttori. In conclusione viene presentato il corretto impacchettamento
di filtri LC nell’intervallo di interesse per SWIPE.
4.1 Il multiplexing in frequenza
Esistono due tipi principali di multiplexing : quello nel dominio della frequenza
(frequency-domain multiplexing, FDM), e quello nel dominio del tmepo (time-
domain multiplexing,TDM). Il primo permette di leggere contemporaneamente
ogni rivelatore differenziando il segnale in base alla frequenza della portante
sfruttando la linearità delle equazioni circuitali, mentre la seconda legge i
rivelatori sequenzialmente, tramite un selezionatore in ambiente criogenico. In
SWIPE viene implementata la FDM, che sebbene necessiti di un’elettronica
più complessa, è stata preferita alla TDM che risulta energeticamente più
dispendiosa.
L’FDM di SWIPE (schemattizzato in figura 4.1) prevede l’utilizzo di
16 canali, risonanti all’interno dell’intervallo [100kHz : 2MHz] per catena.
L’intervallo in frequenza è limitato inferiormente dalla rapidità di risposta del
1Il refrigeratore che verrà usato in SWIPE ha una potenza refrigerante di circa 20 µW
a 350 mK
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TES ( ∼ 200kHz) e superiormente dalla banda passante degli amplificatori
di lettura SQUID (< 2MHz).
Figura 4.1: Schematizzazione del multiplexing in frequenza. L’unità logica gestisce,
mediante DAC e ADC, la catena multiplexing composta da 16 canali operativi,
ognuno composto da un TES, la resistenza variabile, e un filtro composto da un
condensatore e un induttore. Il segnale viene poi amplificato dallo SQUID prima di
essere letto.
I singoli canali RLC sono formati dal rivelatore (TES fabbricati dal gruppo
LSPE dell’INFN di Genova), da un induttore supeconduttore (fabbricati
al NEST 2 dal nostro gruppo), e un condensatore, che invece è scelto tra
condensatori commerciali, selezionati per lavorare alle temperature criogeniche
estreme.
Ogni canale risuona alla frequenza determinata dal filtro, ν = 1
2pi
√
LC
,
con una larghezza di banda dipendente dalla resistenza e dall’induttanza
∆ν = RTES
2piL
. L’obiettivo di fabbricare TES da 1Ω e induttori da 15µH, dei
due gruppi INFN, permette di fissare, quindi, la larghezza di banda. Questo
semplifica la scelta delle frequenze risonanti nell’intervallo di interesse, ed
anche la valutazione del cross-talk (parametri fondamentali nella FDM).
Ogni catena viene quindi alimentata con un segnale composto dalle 16
frequenze di risonanza, che giungeranno singolarmente ad ogni rivelatore
TES attraverso la selezione dei filtri LC. Ogni componente dovrà avere la
giusta ampiezza per far lavorare ogni TES sulla propria curva di transizione
superconduttiva. In questo modo, quando la radiazione incidente sul TES ne
2National Enterprise for nanoScience and nanoTechnology. Laboratorio di innovazioni
nanotecnologiche c/o Scuola Normale Superiore
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varierà la resistenza, anche il segnale che scorre in esso subirà una variazione:
proprio leggendo questa variazione del segnale è possibile dedurre la potenza
ottica incidente sul TES (il meccanismo è spiegato nel capitolo Bolometri).
La variazione elettrica del segnale è ordini di grandezza più piccola del
segnale portante, quindi per ridurre il range dinamico dell’elettronica di
lettura, viene inviato prima dello SQUID lo stesso segnale inviato alla catena
multiplexing, ma sfasato di 180 gradi (che indicherò col termine nulling), in
modo da amplificare solo il segnale contenente la fisica.
I punti chiave che rendono la FDM una potente tecnica di lettura dei
bolometri sono i seguenti:
• Semplicità dei componenti criogenici : un induttore e un condensatore
per ciascun bolometro a ∼ 280mK ed un solo SQUID per catena;
• Pochi fili: uno per l’invio del segnale, uno per il segnale di nulling e uno
per la lettura, questo abbassa notevolmente sia il dispendio energetico
per la termalizzazione, sia la cura necessaria alla disposizione dei fili;
• Segnali puliti: le frequenze utilizzate sono molto al sopra di quelle di
rumore microfonico, ed inoltre la presenza delle filtri sopprime parecchie
fonti di rumore elettromagnetico, attraverso la limitatazione in banda;
• Bassa potenza utilizzata: l’unica componente resistiva è la resistenza
piccola del TES:
• Pochi tempi morti: la misura avviene continuamente, a parte intervalli
di tempo necessari per la messa a punto;
• Alto grado di flessibilità: parametri del segnale, come frequenza, fase e
ampiezza dei segnali portanti sono semplici da modificare.
Per valorizzare al meglio queste caratteristiche, è necessario che l’intero
sistema soddisfi alcune richieste:
• Stabilità dei rivelatori: al variare delle condizioni di osservazione, il
sistema deve essere stabile sia elettricamente che termicamente;
• Induttori superconduttori: affinchè il contributo resistivo sia solo quello
del TES;
• Cross-talk : il cross-talk tra i canali deve essere basso, almeno inferiore
al cross-talk ottico dei rivelatori. Questo fenomeno è una delle principali
cause di errore nel multiplexing in frequenza;
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• Range dinamico: bisogna acquisire il segnale dei rivelatori al massimo
delle potenzialità , dato che il segnale cercato è relativamente basso, per
questo un contributo fondamentale è il nulling ;
• Programmabilità: l’intero sistema deve operare automaticamente con il
controllo di un computer, il firmware è molto importante.
4.2 Filtri LC
Nel multiplexing in frequenza ad ogni rivelatore è associata una frequenza,
dove questa è determinata dal filtro LC postogli in serie, con le seguenti
caratteristiche:
ν =
1
2pi
√
LC
, ∆ν =
RTES
2piL
, Q =
ν
∆ν
=
2piνL
RTES
(4.1)
Rispettivamente frequenza di risonanza, larghezza di banda, ovvero la lar-
ghezza della risonanza misurata a 3dB di attenuazione, e fattore di qualità.
Per far sì che la resistenza dominante sia quella del TES (nell’ordine dell’Ω)
è necessario che gli induttori siano fabbricati con materiale superconduttore.
Gli induttori sono fabbricati dal gruppo INFN di Pisa [27], con l’obiettivo
principale di realizzare induttori di uguale valore di induttanza: questo
permette di fissare la larghezza di banda e fattore di qualità, in modo tale
da poter scegliere le capacità dei condensatori per permetter un’efficiente
occupazione dell’intervallo di frequenza a disposizione.
Nella prima parte di questo capitolo viene presentato il procedimento di
progettazione e fabbricazione degli induttori per l’esperimento LSPE scelto dal
gruppo INFN di Pisa. Nella seconda parte, il risultato della realizzazione di 18
induttori e la loro implementazione in una catena di 18 filtri LC, nell’intervallo
di frequenze utile al multiplexing per SWIPE.
4.2.1 Realizzazione induttori
Nella progettazione del multiplexing è importante l’impacchettamento nel-
l’intervallo di frequenze di interesse di un determinato numero di circuiti
risonanti RLC. Questo implica una forte controllo sulle caratteristiche delle
risonanze, e in particolare delle larghezze, specialmente se, come SWIPE, il
rapporto tra numero di risonanze e intervallo di frequenza è elevato.
La realizzazione degli induttori viene eseguita col processo di litografia e
sputtering di piste in Niobio su wafer in silicio [27]. La litografia risulta più pre-
cisa e più contenuta in dimensioni rispetto ad una possibile implementazione
mediante avvolgimento di fili superconduttori.
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Figura 4.2: In (a) è riportato un disegno non in scala della spirale, mentre in (b) è
riportata la maschera della spirale attualemnte utilizzata per la litografia.
Le matrici di 6 x 6 induttori sono realizzazione su un wafer circolare di 2
pollici di diametro, in cui ogni induttore è una spirale quadrata. Il disegno
della spirale consiste in un buco quadrato centrale di larghezza d = 1 mm e
n = 88 giri attorno ad essa, di piste in Niobio, larghe 5 µm e distanziate 10
µm tra loro. Il valore dell’induttanza per tale tipo di circuiti previsto dalla
formula dovuta a Jaycox and Ketchen [28] è :
L = 1.25µ0dn
2 ∼ 12µH (4.2)
che nel nostro caso corrispondono ad una larghezza di banda di ∼ 15kHz
e un fattore di qualità di ∼ 70kHz
4.2.2 Fabbricazione
Gli induttori superconduttori sono di Niobio, e vengono fabbricati dal gruppo
dell’INFN di Pisa presso i laboratori del NEST, attraverso, come già anticipato,
processi di litografia e deposizione attraverso sputtering.
Il wafer, che conterrà i 36 induttori alla fine della fabbricazione, è formato
da una base di Silicio con un sottile strato (500 nm) di Ossido di Silicio. A
destra in figura (4.3) è presentato il processo di fabbricazione che prevede i
seguenti passi:
• deposito uniforme del photoresist sull’Ossido di Silicio;
• impressione ultravioletta del photoresist attraverso una maschera col
negativo della spirale. In funzione del tempo di esposizione, nel pho-
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toresist impressionato si generano reazioni chimiche che ne alterano le
proprietà fisico-chimiche;
Figura 4.3: Una foto del processo di sputtering nella figura (a). In (b) è riportato
schematicamente il processo completo di fabbricazione: deposizione del photoresist
uniformemente sul wafer, esposizione agli ultravioletti mediante maschera, elimi-
nazione del photoresist non impressionato, sputtering e infine, dopo l la spirale.
• immersione del wafer in un solvente che elimina, attraverso corrosione,
il photoresist non esposto, mentre lascia inalterato quello impressionato.
• deposizione delle spirali in Niobio attraverso lo sputtering (polverizza-
zione catodica) . Il wafer litografato viene posizionato in una camera a
vuoto assieme ad un bersaglio di Niobio. La camera viene pressurizzata
a pressioni di vuoto, circa 10−8 mbar, ed allora iniettato Argon fino
a raggiungere i 10−2 mbar. In questa configurazione viene generato
un campo elettrico costante tra il wafer e il bersaglio, che ionizza le
molecole di Argon, e i suoi ioni appena formati, vengono accelerati
verso il Niobio, per mezzo dello stesso campo. L’impatto con bersaglio,
solleva molecole di Niobio che si spargono uniformemente nella camera
a vuoto, coprendo anche l’intera superficie del wafer.
• immersione del wafer in acetone per rimuovere il photoresist rimanente,
lasciando sull’ossido di Silicio solamente le spirali di Niobio.
Le verifiche sulla corretta realizzazione degli induttori vengono eseguite
presso il laboratorio INFN di Pisa.
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Figura 4.4: Foto di un wafer di 36 induttori a spirale di Niobio, realizzato dal
gruppo INFN di Pisa nei laboratori den NEST attraverso processi di litografia e
sputtering.
4.2.3 Apparato criogenico
Il laboratorio è dotato di un pulse-tube cryo-cooler(PTC) SRP-082B2-F70H.
Le temperature criogeniche sono raggiunte attraverso cicli di espansione e
compressione, realizzati da impulsi acustici, di He4. Gli impulsi vengono
generati da un gruppo valvolare che gestisce due linee di Elio, una a 5 atm e
l’altra a 20 atm. Il gruppo valvolare e il refrigeratore sono stati posizionati il
più distante possibile tra loro, al fine di diminuire il rumore elettromagnetico
prodotto dal primo, entrante nel refrigeratore.
Il refrigeratore è diviso in due stadi, uno che raggiunge nominalmente 35
K con un potenza di raffreddamento di 40 W, e l’altra a 4 K con un potenza
di raffreddamento di 0.9 W. La temperatura raggiunta è sufficiente per per-
mettere la transizione superconduttiva degli induttori in Niobio (temperatura
di transizione a ∼ 9 K).
Le due teste fredde sono all’interno di un criostato, in grado di arrivare a
pressioni di circa 10−7 mbar. Queste pressioni sono raggiunte da un lavoro
combinato tra una pompa rotativa, che permette il raggiungimento di circa
10−3 mbar, una pompa turbomolecolare, che la scende fino a 10−5 mbar, e
infine mediante raffreddamento si raggiungono i 10−7 mbar.
La prima testa fredda raffredda un largo piatto di rame fino a 35 K,
utilizzato come intermezzo tra la temperatura esterna, e i 4K raggiunti
dal raffreddamento di un piatto più piccolo, sempre di rame. Per ridurre
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Figura 4.5: Foto dall’apparato criogenico nel laboratorio INFN per l’esperimento
LSPE. A destra è indicata l’unità valvolare posta a monte del refrigeratore, in modo
da minimizzare il rumore elettromagnetico nel criostato. Questi sono collegati dalle
due linee di Elio.
l’emissività le due teste sono racchiuse all’interno di uno schermo cilindrico
in rame placcato oro, coperto da un’ulteriore schermaggio ad opera di una
super-insulation, consistente in fogli di alluminio alternati ad una rete di
materiale plastico.
Le temperature interna al criostato sono misurate con due termometri: un
sensore PT100 in contatto internamente allo schermo cilindrico, e un diodo al
Silicio posizionato opportunamente in contatto con la testa a 4 K. Il PT100
è un termoresistore, quindi misura la sua variazione di resistenza, funzione
della temperatura, mentre il diodo al Silicio è basato sulla dipendenza della
tensione diretta dalla temperatura. I sensori sono connessi con all’esterno
attraverso cavi che raggiungono una flangia del criostato.
4.2.4 Transizione induttori
Si sono verificate le transizioni di 5 induttori al fine di testare la bontà della
litografia. Questi sono stati selezionati da un wafer, ma facevano parte di due
righe diverse della matrice,(figura 4.4 e 4.7 ).
La misura è stata esuguita nel laboratorio INFN utilizzando il sistema
criogenico appena descritto. Le due strisce di induttori sono stati incollate,
con colla adatta a temperature criogenica GE7031, su supporti di vetronite, e
messe in collegamento singolarmente con l’esterno attraverso un connettore.
Di ciascuna induttanza è stata misurata la resistenza con la tecnica a 4 fili,
perchè in questo modo è possibile eliminare il contributo delle resistenze non
proprie delle induttanze ( infatti, mentre con un generatore si fa scorrere una
determinata corrente nell’induttanza utilizzando una coppia di fili, con l’altra
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(a) (b)
Figura 4.6: In (a) una foto dell’interno del criostato. Sono indicati i piatti di rame
che raggiungono le temperature di 35 K, più in alto, e 4 K, più in basso. In (b) una
foto del criostato schermato ulteriormente dalla super-insulation .
si legge la caduta di tensione ai capi dell’induttanza senza interferire con la
corrente che l’attraversa). I risultati della misura sono riportati in figura 4.8
Gli induttori realizzati su strisce diverse transiscono a temperature legger-
menti differenti, a causa del diverso incollaggio delle due strisce. Infatti la
temperatura è fornita dal sensore al Silicio, che è in contatto termico con la
testa a 4 K tramite rame e sottili strati di indio, mentre le strisce di induttori
sono in contatto con la testa attraverso rame, indio, supporto di vetronite e
colla. Quindi, in fase di raffreddamento, la temperatura raggiunta dal sensore
è differente da quella raggiunta dagli induttori.
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Figura 4.7: Foto degli induttori di cui si è veirificata la transizione superconduttiva.
Sono stati incollati su un supporto di vetronite in cui sono presenti delle piste
elettriche prestampate che terminano a dei pin, da cui è possibile saldare i cavi per
effettuare delle misure.
Figura 4.8: Curve di transizione degli induttori. Gli induttori A e B che appar-
tengono alla striscia da due, transiscono apparentemente ad un altra temperatura
rispetto ad C,D ed E che componevano l’altra striscia. In realtà la causa di questa
differenza è da attribbuire all’incollaggio.
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4.3 Test su catena di 18 filtri LC
Si è verificata la corretta realizzazione di 18 canali risonanti LC nell’intervallo
compreso tra 100 kHz e 2 MHz. I filtri sono stati realizzati utilizzando 3
strisce da 6 induttori realizzate su un wafer, col valore nominale di 12 µH, e
condensatori commerciali SMD C0G/NP0, con valore di capacità scelto per
realizzare opportune frequenze di risonanza nell’intervallo di interesse (vedi
tabella 4.1).
Figura 4.9: Circuito elettrico per il test dei 18 filtri LC. A sinistra una foto, in cui
le tre strisce di induttori e i relativi condensatori sono stati posizionati in maniera
opportuna sulla scheda stampata. A destra la rappresentazione del circuito, compreso
il segnale di alimentazione Vin e il punto A in cui si misura il segnale.
Le tre strisce, separatamente tagliate dal wafer principale, sono state incol-
late su una scheda stampata in vetronite, per formare, assieme ad altrettanti
condensatori, diciotto filtri LC nell’intervallo d’interesse (vedi in tabella 4.1).
Il circuito è configurato in modo tale che il segnale inviato in ingresso, vada a
terra quando una risonanza è sollecitata (vedi figura 4.9).
La misura delle frequenze di risonanza è stata effettuata adoperando un
lock-in amplifier di marca Zurich, modello HF2LI. Tale strumento permette
di generare segnali sinusoidali in un range di frequenza inferiore a 20 MHz e
di leggere segnali in ingresso sempre nello stesso intervallo di frequenza. In
modalità ”frequency sweep” lo strumento è in grado di comparare il segnale in
ingresso con quello in uscita e di fornire, frequenza per frequenza, il rapporto
tra le ampiezze e la fase relativa.
Per la misura in questione l’uscita dello strumento, che genera il segnale
di ingresso con una resistenza da 50 Ω, è stata collegata all’ingresso della
catena RLC, mentre l’ingresso, che acquisisce il segnale di uscita terminato a
1MΩ, è stato collegato al punto A (vedi fig. 4.9)
Dalla transizione superconduttiva del Niobio, avvenuta a circa 9K, sono
state osservate 14 risonanze (in figura 4.10), la più bassa a ∼ 150 kHz, e la
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più alta a ∼ 1.9 MHz. Le mancanti 4 risonanze non sono state osservate a
causa di un difetto di fabbricazione degli induttori.
Figura 4.10: Schermata fornita dallo Zurich in modalità ”frequency sweep” per la
misura delle risonanze. In funzione della frequenza sono forniti i grafici della tensione
misurata in A, in alto, e della fase relativa tra il segnale nel punto A e il segnale
inviato in ingrasso, in basso.
Si osserva un aumento, con il crescere della frequenza, sia dell’ampiezza
che della fase: questo è da interpretare come il contributo parassita dei cavi
utilizzati per la lettura. Per questo, è stata eseguita una misura a caldo,
cioè sopra la temperatura di transizione degli induttori, per valutare questo
contributo. I risultati sono in figura 4.11
Sottraendo questo segnale di calibrazione alla misura, si ottiene il grafico
4.12, in cui è riportato anche il risultato di una simulazione del circuito,
effettuata mediante il software SPICE.
Utilizzando le misure delle frequenze di risonanza ed il valore, misurato
con multimetro, delle capacità dei condensatori, sono stati valutati i valori
delle induttanze degli induttori fabbricati. Semplicemente invertendo :
ν =
1
2pi
√
LC
(4.3)
per ogni risonanza misurata. I risultati sono riportati in tabella 4.1.
La media di questi valori dà un‘induttanza di valore L = 14.93µH, con una
deviazione standard di 0.95µH. Questo risultato, seppur in disaccordo di circa
il 20% con la formula (4.2) di Jaycox and Ketchen, ci fornisce un’informazione
più importante: si riescono a fabbricare wafer di induttori in cui le spirali,
hanno tutte, all’incirca, lo stesso valore induttivo. Questo risultato è molto
importante perchè fissa alla sola scelta della capacità il valore desiderato per
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Figura 4.11: Misura con Zurich del fondo. La misura è stata eseguita a temperatura
maggiore della transizione, per poter poi sottratte questo contributo ai dati mostrati
in 4.10
la frequenza di risonanza e determina la larghezza di banda uguale, all’incirca,
per tutti i filtri.
Applicando questo caso al multiplexing, quindi con una resistenza di circa
1 Ω, si ottiene una larghezza di banda ∆ν ∼ 10kHz con una fluttuazione
inferiore a 0.6kHz. Questi risultati sono ottimi per l’obiettivo di impacchettare
16 bolometri nell’intervallo di frequenza di SWIPE: [100kHz : 2MHz].
In conclusione, la realizzazione di questo corretto impacchettamento di
14 induttanze all’interno del range di interesse del sistema multiplexing di
SWIPE, permette un salto in avanti decisivo nella realizzazione dell’intero
sistema di lettura.
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Figura 4.12: Grafico della misura di risonanza con fondo sottratto. In blu sono
riportati i dati sperimentali, mentre in rosso le curve di una simulazione del circuito
con i valori di C misurati e L stimati.
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Capacità misurata [nF] νris misurta [kHz] L [µH]
51,73 176,4 15,74
22,6 269,0 15,49
13,35 351,1 15,39
8,20 448,7 15,24
5,60 nessuna nessuna
4,30 621,0 14,27
3,30 730,0 14,40
2,70 796,0 14,81
2,20 878,0 14,93
1,80 957,0 15,37
1,50 1064,0 14,92
1,30 nessuna nessuna
1,10 1288,0 13,88
0,91 1330,0 15,74
0,75 1434,0 16,42
0,68 nessuna nessuna
0,62 nessuna nessuna
0,56 1914,0 12,38
Tabella 4.1: Tabella del 14 risonanze LC: nella prima colonna i valori delle capacità
misurate, nella seconda i valori misurati delle frequenze e nell’ultima colonna i valori
stimati delle induttanze utilizzando la 4.3 .
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Capitolo 5
Piano Focale
La dimostrazione sperimentale della possibilità di impacchettare i filtri nell’in-
tervallo di frequenze di interesse permette di fare un passo in avanti, avendo
la conferma che il metodo di fabbricazioni di induttori è soddisfacente e
che i condensatori acquistati forniscono delle buone prestazioni. È possibile
procedere al disegno del piano focale e pensare alla sistemazione degli elementi
passivi. Se il posizionamento dei condensatori non presenta problematiche che
intaccano il corretto funzionamento del multiplexing, per gli induttori si ha il
problema del cross-talk dovuto alla mutua induttanza. si affronta il problema
del cross-talk nel multiplexing in frequenza. Si discutono le cause che ne
danno luogo e la valutazione degli effetti sul sistema di FDM di SWIPE ed in
particolare viene riportata la misura del coefficiente di accoppiamento k tra
gli induttori di una striscia. Questa misura è molto importante perchè fornisce
informazioni sul cross talk generato dalla mutua induttanza, e quindi sulla
bontà della geometria di fabbricazione. Infine, viene mostrata una possibile
configurazione di condensatori e strisce di induttori sul piano focale.
5.1 Cross-talk
Il principio di funzionamento del multiplexer in frequenza si basa sulla di-
scriminazione di ogni bolometro attraverso la frequenza determinata dal suo
filtro LC, ogni frequenza corrisponde ad un bolometro. Per questo motivo il
fenomeno di cross-talk del segnale di un canale RLC in un altro canale è la
principale fonte di errori nell’utilizzo della FDM.
Infatti, se consideriamo lo scorrere di una corrente a frequenza ωi (cioè
quella del canale i-iesimo) nel canale i+ 1-esimo, quando la radiazione viene
rivelata dal bolometro (i+ 1)-esimo troviamo in lettura un segnale modulato
sulla frequenza corrispondente al bolometro i-esimo, che in realtà non ha
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rivelato quel segnale: in pratica il cross-talk del segnale a frequenza i-esima
sul canale (i+ 1)-esimo conduce ad una falsa misura del bolometro i-esimo.
Una delle principali cause del cross-talk è da attribuire alla larghezza
finita non nulla della risonanza. Se fosse nulla, tutte le frequenze sarebbero
rigettate tranne una.
Invece un filtro, avendo una larghezza di banda finita, ha la sua curva in
frequenza che non si azzera necessariamente sulla frequenza di risonanza
degli altri filtri. Indichiamo questo fenomeno di cross-talk dovuto alle code
cross-talk elettrico.
Figura 5.1: La larghezza di banda non nulla dei filtri fa si che un filtro accetti anche
contributi fuori risonanza. La curva di risonanza blu non si annulla al frequenza
corrispondente alla risonanza rossa, perciò una parte del segnale destinato al filtro
rosso scorrerà anche attraverso il filtro blu, e viceversa.
Un altro contributo, che può essere altrettanto importante o anche maggio-
re, è dovuto alla mutua induzione tra induttori. Questo effetto è dovuto alla
forma degli induttori e alla loro disposizione relativa, per questo lo indichiamo
come cross-talk geometrico.
In condizioni ideali, quando la radiazione termica incidente su un bolometro
ne varia la resistenza, viene modulata solo la componente in frequenza propria
di quel canale, tuttavia la presenza del cross-talk provoca una modulazione
anche delle frequenze non proprie del canale. Per questo motivo, una corretta
valutazione del cross-talk consiste nel rapporto tra le variazione di corrente
non proprie e propria di un canale, in risposta ad una variazione di resistenza.
Per l’esperimento SWIPE si richiede che la somma di questi sia inferiore
all’effetto del cross-talk ottico dovuto alla vicinanza dei rivelatori, che è circa
dell’ 1%.
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5.1.1 Cross-talk elettrico
Seguendo l’articolo [30], consideriamo i canali i-esimo e i+ 1-esimo, vicini in
frequenza, con lo scorrere di una corrente di frequenza ωi sull’i+ 1-esimo:
Iωii+1 =
V ωi
R + j(ωiL− 1ωiCi+1 )
(5.1)
Dove V ωi è l’alimentazione con frequenza ωi, Ci+1 è il valore della capacità
del canale i+ 1, mentre L e R sono il valore dell’induttore e il valore della
resistenza entrambi del canale i+ 1-esimo, senza pedice perchè sono supposte
essere tutte uguali. Valendo per ogni canale ω = (LC)−1/2 si ha,
ωiL− 1
ωiCi+1
= ωiL− ω
2
i+1
ωi
L =
(
ωi − ω
2
i+1
ωi
)
L (5.2)
sommando e sottraendo ωi+1, e utilizzando ∆ω = ωi+1 − ωi, la spaziatura tra
frequenze successive, troviamo:(
∆ω + ∆ω
ωi+1
ωi
)
L = ∆ω
(
1 +
ωi+1
ωi
)
L (5.3)
nel nostro caso, ∆ω
2pi
∼ 100kHz e ∆ω
2pi
≥ 200kHz, quindi 2
3
≤ ωi+1
ωi
≤ 3
2
per tutte
le frequenze, tuttavia si può considerare l’approssimazione ωi+1
ωi
= 1, dato che
gli estremi convergono verso 1 salendo in frequenza. Allora la 5.1 diventa
Iωii+1 '
V ωib
R + j2∆ωL
(5.4)
Per il sistema multiplexing che stiamo considerando si ha R ' 1Ω, ∆ω
2pi
' 100
kHz e L ' 15µH, è quindi possibile sviluppare attorno al rapporto :
R
2∆ωL
' 0.053 (5.5)
ottenendo quindi
Iωii+1 '
V ωib
j2∆ωL
(
1 +
jR
2∆ωL
)
(5.6)
Si può a questo punto valutare la variazione della corrente, con frequenza ωi
circolante nel bolometro (i+ 1)-esimo a causa della variazione della resistenza.
Derivando la (5.6) rispetto a R si ottiene:∣∣∣∣dIωii+1dR
∣∣∣∣ ' V ωib(2∆ωL)2 (5.7)
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Nel canale (i)-esimo, d’altra parte, la corrente con frequenza ωi circola in
risonanza, quindi con unicamente la resistenza del TES come reattanza, qui
la variazione della corrente vale:∣∣∣∣dIωiidR
∣∣∣∣ ' V ωibR2 (5.8)
Dal rapporto tra le (5.7) e (5.8):∣∣∣∣ R2(2∆ωL)2
∣∣∣∣ (5.9)
si può valutare il cross-talk elettrico, essendo questo il rapporto tra il segnale
che erroneamente viene assegnato al bolometro i-esimo, e il segnale che
correttamente gli viene associato.
Quindi la valutazione del cross-talk elettrico del nostro sistema multiplexer
è dello 0.28%.
5.1.2 Cross-talk geometrico
La sorgente del cross-talk geometrico è la mutua induzione: a causa della
variazione del campo magnetico generato da una corrente in una spira (A), ai
capi di un’altra spira (B) si genera una forza elettromotrice pari a
Vb = jMI
ωa
a ωa (5.10)
La forza elettromotrice induce una corrente alla frequenza ωa nel circuito
collegato alla spira (B).
All’ampiezza di questa f.e.m. contribuisce il coefficiente di mutua induzione
M = k
√
LaLb, con La e Lb i valori delle induttanze delle spire A e B. Il
coefficiente di mutua induzione contiene il coefficiente di accoppiamento k,
il cui valore dipende unicamente dalla geometria degli induttori e della loro
posizione relativa.
Per valutare l’incidenza della mutua induzione sul cross-talk, consideriamo
un semplice circuito a due rami, illustrato in figura 5.2, in cui sono presenti
solamente una resistenza e un induttore in ogni ramo (con La = Lb = L), e
valutiamone l’incidenza sulla misura del bolometro nel ramo A.
La forza elettromotrice Vb causerà nel ramo B una corrente:
Iωab =
Vb
Rb +
1
jωaCb
(5.11)
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Figura 5.2: Schematizzazione di due rami accoppiati attraverso i due induttori L.
La corrente Ia che scorre nel ramo A genera un campo magnetico nell’induttore, la
variazione di questo campo magnetico genera a sua volta una forza elettromotrice
nell’induttore del ramo B che provoca la corrente Ib.
Sostituendo Vb e utilizzando le considerazioni sulle ω fatte nella sezione
precendente, ovvero la possibile approssimazione ωa
ωb
∼ 1, si può riscrive la
corrente nel ramo (B) in questo modo:
Iωab '
kIωaa
1− j Rb
ωaL
(5.12)
e quindi la variazione di Iωab dovuta ad una modulazione di I
ωa
a vale:∣∣∣∣∆Iωab∆Iωaa
∣∣∣∣ ' k√
1 +
(
Rb
ωaL
)2 → ' k (5.13)
Dato che frequenze del multiplexing di SWIPE, partono da ∆ω
2pi
∼ 200KHz,e
sostituendo R = 1Ω e L = 15µH si ha che
(
Rb
ωaL
)2
< 0.01.
In conclusione l’effetto del cross-talk dovuto alla mutua induzione nel
nostro sistema di multiplexing è riconducile al solo valore di k.
5.2 Misura del coefficiente di accoppiamento k
La rilevanza del cross-talk dovuto alla mutua induzione è identificabile con il
coefficiente di accoppiamento k, il quale dipende unicamente dall’architettura
e dalla geometria degli induttori. Quindi si è resa necessaria la misura del
suo valore tra gli induttori delle strisce che attualmente vengono fabbricate,
al fine di decidere se andranno considerate modifiche nella loro realizzazione.
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5.2.1 Misure preliminari e Apparato
Un insieme di misure preliminari è stato effettuato al fine di mettere a punto
efficacemente l’apparato.
Gli induttori in esame sono gli stessi di cui sono state mostrate nel capitolo
precedente le curve di transizione superconduttiva (fig. 4.7). Questi sono
stati posizionati all’interno del criostato, ed ognuno di essi è stato messo in
comunicazione con l’esterno attraverso una coppia di cavi di costantana. Nelle
misure preliminari un unica striscia di cavo portava 8 coppie di cavi.
Le misure preliminari sono state effettuate utilizzando tutti e 5 gli induttori
mostrati in figura (4.7). Sono stati misurati i segnali generati su un induttore
in conseguenza ad un segnale sinusoidale inviato su un induttore adiacente.
Dalle misure si sono tratte le seguenti informazioni:
• è presente, in tutte le configurazioni, una risonanza attorno ai 3 MHz,
con largehzza di circa 0.5 MHz, probabilmente dovuta a reattanze
parassite. Un esempio è riportato in figura (5.3);
Figura 5.3: Schermata fornita dallo Zurich sul cross-talk tra gli induttori D ed E.
In ascissa il rapporto tra il segnale che è venuto a scorrete in E in conseguenza al
segnale inviato in D. È in evidenza la risonanza a circa 3 MHz, presente anche in
tutte le altre configurazioni.
• è stato rivelato del cross-talk fra cavi vicini paragonabile o maggiore a
quello generato dagli induttori;
• la mancanza di una coppia di cavi indipendenti, che seguissero lo stesso
percorso dei cavi degli induttori, non permette di valutare il fondo della
misura, in particolare il cross-talk tra in cavi.
In seguito a queste osservazioni sono state effettuate alcune modifiche all’ap-
parato per eliminare alcune fonti di errore.
Al fine di limitare il cross-talk tra cavi, il rotolo di fili di costantana è
stato sostituito con cavi indipendenti di bronzo fosforoso di uguale lunghezza,
5.2. MISURA DEL COEFFICIENTE DI ACCOPPIAMENTO K 67
i quali sono stati sistemati in modo da seguire percorsi diversi all’interno del
criostato.
Due coppie di fili (1 e 2 in figura 5.4) sono stati separatamente saldati
assieme in un punto del supporto. In questo modo si è resa possibile una
misura per valutazione del fondo e del cross-talk tra cavi.
Infine, per limitare il carico termico dovuto ad un numero elevato di cavi,
ed ad eventuali disordini nella sistemazione degli stessi all’interno del criostato,
sono stati utlizzati 3 induttori invece dei 5 disponibili.
Figura 5.4: Schematizzazione finale del sistema di induttori e cavi per la misura di
cross-talk. Si utilizzano solamente gli induttori C, D ed E al fine di poter valutare
attraverso le coppie di cavi 1 2, il fondo della misura dovuto agli stessi cavi.
5.2.2 Strategia di misura
La strategia di misura del coefficiente k, è stata delineata della misura prelimi-
nare che aveva mostrato una risonanza ai 3 MHz, quindi dall’individuazione
di un opportuno intervallo di frequenze da esplorare. Da questo, sono state
trovate condizioni che, oltre ad evitare la risonanza, permettono di stimare il
coefficiente di accoppiamento k in maniera piuttosto semplice.
Risolvendo il circuito equivalente che tiene in conto anche le resistenze dei
cavi(vedi figura 5.5), la corrente circolante nel circuito primario vale :
I1 =
Vin
Rin + 2Rc + jωL1
(5.14)
Di conseguenza la differenza di potenziale ai capi di L2 vale (vedi la 5.10):
VL2 = jωk
√
L1L2 I1 =
jωk
√
L1L2
Rin + 2Rc + jωL1
Vin (5.15)
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Figura 5.5: Circuito equivalente della misura di cross-talk tra due induttori. Il
segnale Vin inviato in serie ad resistenza di ingresso Rin interna al generatore, è
collegato all’induttore con i cavi di resistenza misurata Rc, il segnale di cross-talk
viene misurato ai capi dell’altro induttore, sembre attraverso i cavi, con lo Zurich su
una resistenza da 1 MΩ
L’equazione del circuito secondario è quindi:
Vout = VL2 + 2RcI2 = VL2 + Vout
2Rc
2Rc +Rout
→ VL2 (5.16)
Dove l’implicazione Vout = VL2 è dovuta ai cavi di bronzo fosforoso utilizzati,)
che hanno una resistenza di circa 15 Ω molto inferiore alla resistenza Rout =
1MΩ, e che quindi rendono ininfluente il secondo termine della (5.16.
Considerando che gli induttori hanno tutti circa lo stesso valore ( L1 '
L2 ' L), si può scrivere:
Vout
Vin
=
j2piνkL
Rin + 2Rc + j2piνL
= jk
2piL
Rin+2Rc
ν
1 + j 2piL
Rin+2Rc
ν
(5.17)
Nel nostro caso L ' 15µH e Rin + 2Rc ' 80Ω, e quindi 2piLRin+2Rc ∼ 1.
Allora il valore assoluto della 5.17 può essere riscritto, esprimendo la frequenza
ν in MHz, in questo modo:
ξ =
∣∣∣∣VoutVin
∣∣∣∣ ' k ν√1 + ν2 (5.18)
e quindi per frequenze ν inferiori a 1 MHz:
ξ = kν
(
1− ν
2
2
+ o
(
ν2
))→ kν (5.19)
In questo caso il valore assoluto del rapporto tra il segnale di cross-talk e il
segnale inviato, risulta lineare nella frequenza, e con il coefficiente di linearità
uguale al parametro che vogliamo stimare.
Da questa considerazione, il range in frequenza da studiare è stato scelto
tra i 50 e i 200 KHz.
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5.2.3 Dati e analisi
Predisposto l’apparato come in figura 5.4, sono state eseguite misure volte
alla valutazione del fondo e l’eventuale cross-talk tra i cavi:
• è stato inviato un segnale sinusoidale di ampiezza 1 V nei cavi ”1” e
letto il segnale nei cavi ”2”, e viceversa;
• è stato inviato un medesimo segnale nell’induttore C e letto nei cavi
”2”, e viceversa.
• è stato inviato lo stesso segnale nell’induttore C e letto nei cavi ”D”, e
viceversa.
Figura 5.6: Immagini fornite dallo Zurich per tre configurazioni di cross-talk. Il
rapporto tra il segnale letto e il segnale inviato in funzione della frequenza sono stati
eseguiti per: dall’alto, segnale inviato in 1 e letto in 2, segnale inviato in 2 e letto
sull’induttore C e segnale inviato in D e letto in C.
I risultati (mostrati in figura 5.6) mostrano che nell’intervallo di frequenza
di interesse [50kHz : 200kHz] non è presente un cross-talk significativo tra i
cavi, ed il fondo è da considerarsi costante e inferiore a 0.00002.
Per la stima di k tra induttori consecutivi è stato inviato un segnale in un
induttore e letto in quello adiacente. È stato effettuato un fit statistico con
la funzione lineare:
f (x) = p [1]x+ p [0] (5.20)
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ottenendo in tutti i casi una stima di k inferiore allo 0.25%. Ho riportato in
figura 1.13 esempi di queste misure con i risultati del fit.
È stato anche valutato l’accoppiamento tra gli induttori C e E, rivelando
come questo diminuisce di circa un ordine di grandezza rispetto a quello per
induttori adiacenti.
In conclusione, la somma dei cross-talk elettrico e geometrico rientra
nei parametri richiesti, essendo inferiore dell’1%, quindi l’architettura e la
geometria delle strisce di induttori non necessitano modifiche.
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(a)
(b)
Figura 5.7: Grafici con risultato dei fit per la valutazione del coefficiente di accop-
piamento k. Sono riportati due risultati relativi al cross talk del segnale inviato
a D sull’induttore E in (a), e il cross talk del segnale inviato a D sull’induttore C
in (b). Il coefficiente p1 è il risultato del fit che identifica il coefficiente k, tramite
l’equazione 5.18, tra gli induttori in esame. Entrambi sono risultati per induttori
adiacenti
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(a)
(b)
Figura 5.8: Grafici con risultato dei fit per la valutazione del coefficiente di accop-
piamento k. Sono riportati due risultati relativi al cross talk del segnale inviato a E
sull’induttore adiacente D in (a), e il cross talk del segnale inviato a C sull’induttore
più distante E in (b). Il coefficiente p1 è il risultato del fit che identifica il coefficiente
k, tramite l’equazione 5.18, tra gli induttori in esame.
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5.3 Posizionamento degli elementi passivi nel
piano focale
La geometria del singolo piano focale è la seguente: i 163 rivelatori sono posti
su una calotta sferica di diametro di circa 40 cm, inserito in una piastra di
Alluminio dorato di lato 44 cm, mostrate in figura (5.9).
(a) (b)
Figura 5.9: In (a) una rappresentazione 3D del piano focale completo dei rivelatori,
sulle aree lasciate libere agli spigoli andranno montati 4 circuiti stampati (PBC)
triangolari, mostrati dall’alto in figura(b)
I filtri LC andranno posizionati nelle 4 lunette agli angoli della piastra.
L’idea è realizzare catene di 18 filtri LC in modo da poter accomodare eventuali
inefficienze nella fabbricazione degli induttori. Verranno posizionate 3 catene
di filtri su ogni lunetta, una possibile configurazione degli elementi passivi,
induttori e condensatori, è mostrata in figura 5.10.
I condensatori sono posizionati lungo il bordo e collegati da una parte col
TES, e dall’altra, mediante piste superconduttrici realizzate sulla piastra, con
gli induttori, i quali dovendo occupare efficacemente l’area della mezza luna,
saranno disposti a strisce da 6 induttori e utilizzati come elementi terminali
delle serie RLC in modo da poter essere saldati da un lato guadagnando in
spazio per le piste.
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(a) (b)
Figura 5.10: In (a) è rappresentato più nel dettaglio la posizione di un circuito
stampato da montare sul piano focale. In (b) una possibile configurazione dfegli
elementi passivi, condensatori (lungo la mezzaluna) e induttori (a strisce da 6), sul
circuito stampato.
5.4 Conclusioni
In questo capitolo abbiamo valutato il cross-talk, misurando il coefficiente
di accoppiamento, tra gli induttori attualmente in fabbricazione: questo è
valutato inferiore all’1 %, risultato che rientra nei parametri stabiliti per
il multiplexing di SWIPE. Di conseguenza si può procedere al disegno del
circuito finale da implementare sul piano focale.
Capitolo 6
Elettronica del sistema di
read-out
La lettura della catena di bolometri tramite FDM prevede la generazione
di un pettine di segnali sinusoidali, modulati dalla radiazione CMB, e la
conseguente demodulazione. Sebbene in linea di principio queste operazioni
potrebbero essere realizzate per mezzo di circuteria completamente analogica,
nei sistemi moderni [30] si utilizzano sistemi mixed signal, ovvero che utilizzano
sia componenti analogici che segnali digitali. Con questa terminologia si
intendono sistemi come mostrato in figura:
Figura 6.1: Rappresentazione schematica di sistemi mixed signal.
L’idea di base è quella in cui i segnali analogici sia in ingresso che in
uscita rimangono ai bordi del sistema, mentre ogni operazione su di questi
(algoritmo) viene realizzata tramite circuiti digitali. Si parla quindi di tecniche
DSP (Digital Signal Processing). In particolare si distinguono i seguenti
componenti:
• Circuito ADC (Analog to Digital Converter), si tratta di componenti
elettronici che convertono i segnali analogici al loro ingresso in segnali
75
76 CAPITOLO 6. ELETTRONICA DEL SISTEMA DI READ-OUT
digitali. Possono essere realizzati in varie tecnologie (flash, SAR, ap-
prossimazioni successive, sigma delta, ...) ma in generale possono essere
caratterizzati in base a due parametri, numero di bit della parola di
conversione e frequenza di conversione (es. un ADC da 50MHz a 16 bit,
converte un segnale analogico in un numero variabile da 0 a 216 − 1 con
50 milioni di campioni a secondo).
• Circuito DAC (Digital to Analog Converter), che convertono segnali
digitali in segnali analogici. Anche in questo caso i parametri fonda-
mentali sono il numero di bit della parola di ingresso e la frequenza di
conversione.
Nei sistemi mixed signal tra gli ADC e i DAC si utilizzano dispositivi logici
per il trattamento del segnale. I dispositivi logici utilizzati sono normalmente
di due tipi: sistemi a microprocessore e sistemi con Field Programmable Gate
Arrays (FPGA)
I sistemi a microprocessore sono caratterizzati dalla facilità di program-
mazione con linguaggi di alto livello quale il C, nonchè dalla presenza di
periferiche di comunicazione (UART, SPI, ethernet) ma non sono idonei
per sistemi estremamente real-time, ovvero per sistemi in cui si richiedono
tempi di risposta ed esecuzione prefissati. D’altra parte, i sistemi FPGA sono
intrinsecamente real-time ma la programmazione avviene tramite linguaggi di
programmazione hardware level (Verilog o VHDL) poco flessibili, e dunque
l’implementazione di algoritmi complessi può essere non semplice; non hanno
poi periferiche di comunicazione, il che rende necessario procedere all’estrazio-
ne dei dati di read-out tramite metodi dedicati. Queste considerazioni hanno
comportato il fatto che per la realizzazione del sistema di read-out di LSPE
siano state effettuate delle scelte alternative alle precedenti.
La parte digitale è stata implementata su un componente innovativo,
disponibile sul mercato solo da pochi anni, chiamato SoC (System on Chip).
Questo tipo di componenti contiene al proprio interno sia della logica pro-
grammabile di tipo FPGA sia uno o più cores microcontrollori, normalmente
della tipologia ARM, connessi tra loro internamente tramite un bus di comu-
nicazione veloce chiamato HPS, che sta per Hard Processor System, opposto a
processori di tipo ”soft” che vengono costruiti (instanziati) mediante le porte
logiche nella FPGA stessa. I componenti SoC quindi risultano la scelta ideale
per applicazioni quali l’FDM, infatti la parte di interfaccia con gli ADC, DAC
e di implementazione degli algoritmi può essere realizzata nella parte FPGA,
mentre l’impacchettamento dei dati e il loro invio al sistema di acquisizione
può essere realizzato tramite le periferiche di comunicazione del processore
ARM. In particolare abbiamo deciso di utilizzare come scelta per il primo
prototipo un sistema SoC Cyclone V prodotto dalla ditta Altera.
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Per la programmazione della parte di logica, abbiamo deciso di utilizzare
degli strumenti software che permettono di descrivere gli algoritmi ad alto
livello, provvedendo loro stessi alla conversione in porte logiche semplici. In
particolare abbiamo utilizzato lo strumento DSP builder [32], interfacciato
con il pacchetto Matlab-Simulink per la simulazione e con il pacchetto Altera
Quartus [31] per la compilazione vera e propria su FPGA. Sulla parte micro-
processore ARM abbiamo invece installato il sistema operativo Linux e per la
programmazione è stato utilizzato il compilatore standard GCC.
6.1 Il Soc Altera Cyclone V
Il componente SoC che abbiamo utilizzato per il prototipo del sistema FDM per
LSPE è il modello 5CSEMA5F31C, prodotto dalla ditta Altera e appartenente
alla famiglia Cyclone V (mostrata in fig 6.2). La scelta è fondamentalmente
legata al fatto che la famiglia Cyclone V presenta buone performances sia in
termini di risorse di logica disponibili che in termini di basso consumo che di
costo. Per le risorse disponibili si veda l’immagine (a) della figura 6.3.
Figura 6.2: Foto della scheda SoC dell’Altera Cyclone V modello 5CSEMA5F31C.
Uno degli scopi dell’attività di tesi è stato quello di valutare se le risorse
presenti nel SoC scelto risultano sufficienti per contenere gli algoritmi di
generazione e demodulazione per almeno 3 catene di bolometri (48 sensori).
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Lo schema a blocchi del SoC scelto è illustrato nell’immagine (b) della figura
(6.3).
(a) (b)
Figura 6.3: In (a) la abella delle caratteristiche per i modelli di SoC Cyclone V. In
(b) lo schema a blocchi della
La parte di sinistra è relativa ai processori ARM. mentre a destra si trova
la parte di logica programmabile (FPGA). Tra tutti i tipi di moduli presenti
si distinguono a sinistra quelli più prettamente legati alla CPU (controllori di
memorie, periferiche, etc) mentre a destra quelli più prettamente legati alle
porte logiche e alla FPGA. I due tipi di blocchi si interfacciano attraverso
dei bus dedicati a larga banda, quindi il passaggio di informazione fra le due
strutture risulta estremamente veloce.
In particolare, dovendo implementare principalmente algoritmi matematici
di tipo DSP, siamo interessati al numero di moltiplicatori necessari per il
sistema.
6.2 Scelta del DAC e dell’ADC
La scelta dei convertitori DAC e ADC è di fondamentale importanza. In
particolare il DAC, utilizzato per la generazione del pettine di segnali per
le catene, deve presentare un livello di rumore molto basso, soprattutto alle
basse frequenze. Dopo un’analisi delle specifiche di molti dei convertitori
disponibili e anche una ricerca in letteratura[30] abbiamo convenuto per il
modello a 16 bit LTC1668 (vedi figura 6.4), utilizzato anche da altri gruppi
per misure su segnali da bolometro.
La scelta dell’ADC risulta meno critica perchè il segnale ricevuto è opportu-
namente formato e amplificato dall’elettronica calda a valle dell’amplificatore
SQUID. Abbiamo quindi deciso di utilizzare per il prototipo il modello AD9266
a 16 bit e 20 MHz (figura 6.5) di frequenza di campionamento. La scelta
è dettata principalmente dal fatto che il componente scelto fa parte di una
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Figura 6.4: schema interno e grafico di risposta in funzione della frequenza di uscita
e di clock del DAC a 16 bit LTC1668.
ampia famiglia di componenti compatibili fra loro a livello circuitale ma che
differiscono per la frequenza di campionamento per cui, in caso di necessità,
risulterebbe immediato il passaggio a componenti più performanti senza dover
ridisegnare l’elettronica.
Figura 6.5: Data sheet e schematizzazione interna dell’ADC AD9266.
6.3 Flusso di programmazione tramiteDSP buil-
der
La realizzazione di un progetto inizia nell’ambiente Matlab-Simulink, dove
viene realizzato e simulato il disegno mediante connessioni tra i moduli DSP
Builder. Il disegno è sviluppato su tre diversi livelli:
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• nel primo sono importabili dalle librerie oggetti esterni non sintetizzabili
( ovvero non implementabili con logica), come clock, generatori di forme
d’onda o oscilloscopi, che servono come banco di prova per la simulazione
del disegno vero e proprio;
• nel secondo si realizza la parte fondamentale del disegno che poi verrà
sintetizzato. Si utilizzano i moduli DSP Builder più complessi presenti
in librerie specifiche, come filtri o sintetizzatori di forme d’onda, inoltre
è necessario per la corretta sintetizzazione indicare su quale SoC si
intende caricare il progetto.
• nell’ultimo livello infine, si utilizzano i moduli più semplici (denominati
ModelPrim), con i quali effettuare operazioni con i bit, come sommare o
”multiplexare” diversi bus, che necessitano di un modulo sintetizzatore.
In figura 6.6 sono riportati come esempio, i tre livelli di un progetto che
prevede la generazioni due segnali sinusoidali e come uscita la somma dei due.
Partendo da sinistra, nel banco di prova sono presenti moduli per la definizione
del clock e dei parametri, due segnali costanti necessari al funzionamento del
generatore di segnali e un oscilloscopio per visualizzare la somma; nel secondo
livello sono presenti i generatori di segnali (due NCO, che verranno descritti
successivamente) e il modulo identificatore della scheda SoC ; nell’ultimo
livello viene realizzata la somma dei due segnali tramite moduli ModelPrim e
sintetizzatore.
Figura 6.6: Foto dei tre livelli di un progetto che in uscita produce la somma di due
sinusoidi. Da sinistra: il banco di prova, il livello con generatori di sinusoidi e per
ultimo quello dove vengono sommate le due onde.
Il banco di prova permette di verificare, oltre la presenza di errori in
fase di simulazione, se il progetto che verrà realizzato produce i risultati
previsti. Soddisfatti del disegno, si procede alla conversione in linguaggio di
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progettazione hardware: viene creato un sottosistema caricato sul software
Altera Quartus, pronto per essere compilato su FPGA.
Per fornire risultati c’è bisogno che la logica programmata su FPGA sia
interfacciata con gli altri integrati della scheda (come il clock, un LED oppure
un connettore), per far questo si utilizza il tool Qsys [33], uno strumento di al-
to livello per la generazione di interconnessioni logiche tra le varie componenti.
Questo pacchetto genera le connessioni in linguaggio di progettazione, espor-
tabili in un foglio di lavoro di progettazione e a cui andranno eventualmente
aggiunte informazioni o eseguite modifiche a seconda del grado di complessità
del progetto finale. Nell’esempio della somma dei due segnali con Qsys eseguo
la connessione tra la memoria richiesta dall’NCO e la memoria disponibile
sul processore, e il collegamento con il connettore, al quale andrà collegato
un’eventuale DAC per l’acquisizione del segnale su oscilloscopio, del segnale
in uscita del progetto.
In figura 6.7 è riportato uno screen-shot che riassume la realizzazione del
progetto dopo aver sintetizzato il disegno da Matlab-Simulink : un’immagine
di Qsys in alto a sinistra, un’immagine di Altera Quartus in basso a sinistra
e sulla destra la somma dei due segnali.
Figura 6.7: Foto con tre immagini del flusso finale del progetto della somma di due
sinusoidi. In alto a sinistra le connessioni realizzate su QSYS, in basso a sinistra il
software QUARTUS e a destra l’immagine all’oscilloscopio del risultato.
La quasi totalità del flusso del progetto è realizzata mediante strumenti ad
altissimo livello, questo permette di concentrare la maggior parte del lavoro
di progettazione sul risultato che si vuole ottenere piuttosto che il mezzo per
raggiungerlo.
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6.4 Generazione del pettine di sinusoidi trami-
te NCO
Il segnale da inviare ad ogni catena multiplexing deve essere la somma di
singoli segnali sinusoidali, ognuno con caratteristiche determinate dal prorpio
canale RTESLC. Le frequenze sono determinate dai filtri LC,l’ampiezza deve
essere tale da posizionare il bolometro nel punto di lavoro e le fasi relative
scelte in maniera opportuna per limitare il range dinamico. Per far questo
la generazione del pettine di sinuoidi deve avere il controllo su frequenza,
ampiezza e fase di ogni componente sinusoidale.
6.4.1 Progettazione dell’hardware necessario
I test per verificare la corretta generazione del pettine sono stati eseguiti
sulla scheda Cyclone V dell’Altera modello 5CSEMA5F31C presentata nella
sezione 6.1. Il segnale digitale prodotto dalla logica della FPGA veniva,
tramite connettore della scheda, portato all’ingresso di un circuito DAC,
realizzato su scheda in vetronite, in cui il segnale veniva trasformato in
analogico e amplificato tramite trasformatore (in figura 6.8 sono riportati
schemi e foto del circuito DAC).
(a) (b)
Figura 6.8: In (a) è riportato le schema elettrico per la realizzazione della scheda
DAC per convertire in un segnale analogico di opportuna grandezza il segnale
generato dalla FPGA. In (b) il prodotto finito, al centro della scheda è presente il
DAC.
Infine, dal circuito DAC il segnale veniva acquisito da un oscilloscopio
interfacciabile col PC, e quindi visualizzato sul monitor.
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6.4.2 NCO
Il modulo DSP Builder per la generazioni delle sinusoidi è l’NCO (Numerically
Controller Oscillator), un accumulatore che genera sinusoidi utilizzando un
algoritmo di interpolazione trigonometrica. La generazione può avvenire anche
in multicanale, ovvero ogni modulo NCO può generare diverse sinusoidi.
I parametri chiave dell’NCO sono: l’Output Rate Per Channel (ORPC),
che imposta la frequenza di campionamento in MSPS (Milion Sample Per
Second), l’Output Data Type, che imposta la risoluzione in ampiezza in bit, e
l’Accumulator Bit Width(ABW) espressa in bit, che determina la precisione
sulla frequenza.
Dati questi parametri, la frequenza ν è scelta in MHz attraverso il
parametro Phase Increment and Inversion (PII) con la seguente relazione:
PII =
2ABW
ORPC
ν (6.1)
ed ha le stesse dimensioni in bit dell’Accumulator Bit Width.
Questo parametro, e quindi la frequenza della sinusoide, è accessibile
in modalità di scrittura e lettura attraverso una memoria, localizzata dal
parametro Phase Increment and Inversion Memory Map.
Come ingressi al modulo, l’NCO presenta quattro porte: chan per indicare
il canale, v per accendere l’NCO, phase per impostare la fase della sinusoide
(dimensione in bit come la frequenza) e sync per sincronizzare il valore
associato all fase.
Figura 6.9: Foto dell’NCO. A sinistra è riportato il modulo NCO mentre nelle due
figure sulla destra sono riportate le finestre dove inserire i parametri e dove leggere
il risultato previsto dai paramtri inseriti.
Mentre in uscita è possibile leggere la sinusoide su due uscite sfasate di 90◦,
mediante l’utilizzo delle porte sin e cos, ed avere indicazioni sul funzionamento
e il canale utilizzato, v e c .
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È inoltre possibile parametrizzare l’ampiezza dell’onda, tuttavia questa
non può essere modificata interagendo con una memoria interna all’NCO come
invece è possibile fare con la frequenza. Quindi la modifica in ampiezza sarà
impostata esternamente all’NCO, come verrà mostrato nel capitolo seguente.
6.4.3 Algoritmo implementato con le varie opzioni
La realizzazione del pettine di sinusoidi richiede il controllo su frequenza,
ampiezza e fase. Mentre l’NCO riserva automaticamente una memoria per
la lettura e scrittura della frequenza, le memorie per ampiezza e fase devono
essere implementate a parte: questo può essere realizzato utilizzando il modulo
memory read/write block messo a disposizione da Dsp Builder : al momento
della conversione, questo crea un riferimento ad un indirizzo di memoria
che viene connessa alla momoria dell’HPS utilizzando Qsys. Quindi, con
l’obiettivo di avere controllo su fase e ampiezza, si utilizza un modulo memory
all’ingresso della porta NCO phase, e un altro modulo come coefficiente
moltiplicato all’uscita dell’NCO, in figura 6.10 è mostrato il caso di un unico
NCO. Sono stati realizzati due progetti per realizzare il pettine di 16 sinusoidi.
Figura 6.10: Disegno su Matlab-Simulink di un NCO provvisto di memoria esterna
per la fase e per l’ampiezza.
Nel primo, si è realizzato progetto Matlab-Simulink in cui sono state
implementate 16 repliche dell’NCO mostrato in figura 6.10 e sommate le
uscite tra loro, in questa configurazione si aveva il controllo su tutte le
variabili a cui siamo interessati, frequenza, ampiezza e fase di ogni sinusoide.
Il secondo progetto è stato invece realizzato con quattro NCO in modalità
multicanale, ovvero con quattro NCO in cui ognuno di essi generava quattro
sinusoidi. Sebbene questa scelta diminuisca il controllo sulla fase, che passa
dal controllo totale di sedici fasi relative ad un controllo parziali di quattro
(relativa tra gli NCO), quindi aumentando il range dinamico, e diminuisca la
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(a) (b)
Figura 6.11: Disegni su Matlab-Simulink per la realizzazione del progetto del pettine
a 14 sinusoisi. In (a) il progetto con la replica di 14 NCO singoli come riportato in
figura 6.10. In (b) il progetto con 4 NCO in modalità quattro-canali
frequenza di campionamento, passando da 50 MSPS a sinusoide a 12.5 MSPS,
diminuirà anche le risorse necessarie, parametro fondamentale nell’obiettivo
di realizzare più sistemi multiplexing su di un’unica scheda.
6.4.4 Test
Sintetizzato il disegno da Matlab-Simulink e completato il flusso di program-
mazione, si è passati al test del progetto. Con un programma in linguaggio C
si realizza l’interfaccia tra PC e l’HPS del SoC, in cui diventano disponibili,
da terminale, gli indirizzi delle memorie implementate nel disegno. Compilato
il progetto su Altera Quartus e caricato sulla scheda SoC, le prime verifiche
effettuate, per entrambi i progetti, sono state sul corretto funzionamento
degli stessi, in particolare si è verificato tramite il programma in C che ogni
NCO funzionasse indipendentemente e che l’operazione di somma producesse
i risultati cercati, ad esempio la somma di due sinusoidi con stessa frequenza
ma fase relativa di 180◦ deve essere nulla. Riportiamo in figura 6.12 uno
screen-shot con il programma C, il terminale per interagire con l’HPS e una
singola sinusoide prodotta da un NCO sull’oscilloscopio.
Verificato il corretto funzionamento dei singoli NCO siamo passati alla
generazione vera e propria del pettine. In entrambi i progetti si ha avuto
il pieno controllo dei parametri, quindi entrambi i progetti permettono di
gestire la generazione del pettine di sinusoide necessario ad ogni catena del
multiplexing in frequenza.
Riportiamo in figura 6.13 le schermate dell’oscilloscopio nel dominio de
tempo e nel dominio delle frequenze nel caso di 14 sinusoidi realizzate con
il secondo progetto, quello che utilizza gli NCO in modalità multicanale. Se
nel dominio tempo non di distinguono le 14 sinusoidi, la loro trasformata
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Figura 6.12: Foto del monitor in cui sono presenti il programma C (in alto a destra),
il terminale per interagire con l’HPS (in basso a sinistra) e una singola sinusoide
prodotta da un NCO sull’oscilloscopio.
di Fourier nel dominio delle frequenze le mostrano nitidamente, compreso il
fatto che le ampiezze delle 14 sinusoidi sono state scelte essere tutte uguali.
Sono state realizzate 14 sinusoidi con le frequenze risultanti dal test eseguito
sulla catena dei 18 filtri e riportato nella sezione 4.3.
(a) (b)
Figura 6.13: Immagini sull’oscilloscopio del risultato ottenuto con l’implementazione
del progetto con NCO in modalità multicanale. In (a) il pettine nel dominio del
tempo, mentre in (b) nel dominio della frequenza.
Una differenza importante tra i due progetti riguarda la quantità di risorse
necessarie. Il primo progetto utilizza 35 moltiplicatori mentre il secondo 16,
sugli 84 disponibili dalla scheda utilizzata. Dato che l’obiettivo è realizzare
sulla scheda in esame la gestione totale, quindi sia la generazione pettine
che lettura del segnale di più catene, l’implementazione del primo progetto
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è sicuramente da escludere. Il secondo progetto potrebbe, a questo stadio,
permettere la realizzazione di un progetto per il controllo di due catene, ma
molto dipende dalle risorse necessarie all’acquisizione ed elaborazione del
segnale (la quale verrà presentata nella prossima sezione).
6.5 Acquisizione tramite ADC del segnale digi-
tale
L’acquisizione del segnale in uscita dagli SQUID è, oltre ad essere fondamentale
nella messa a punto dei bolometri, data la necessità di individuare il punto di
minima corrente (vedi sezione 3.2), il primo passo verso l’‘estrapolazione della
fisica dal segnale modulato nella catena multiplexing. La prima fase verso la
realizzazione dei due progetti è l’acquisizione del segnale tramite ADC.
6.5.1 Progettazione
L’acquisizione del segnale analogico avviene su una scheda in cui si è realizzato
un opportuno circuito con l’ADC (fig. 6.14), e l’uscita digitalizzata dell’ADC
giunge, tramite connettore, sulla scheda Cyclone V e quindi alla FPGA.
(a) (b)
Figura 6.14: In (a) è riportato le schema elettrico per la realizzazione della scheda
ADC per acquisire un segnale analogico e convertirlo opportunamente in digitale
e inviarlo tramite connettore alla FPGA. In (b) il prodotto finito, il componete
quadrato in basso a sinistra è l’ADC.
Sulla FPGA viene caricato un progetto che attraverso interfacciamento
con il processore HPS acquisisce i dati digitali provenienti dall’ADC su
momorie, e da queste posso essere letti i valori su terminale e salvati su file.
Questo progetto (preliminare) permette di verificare il corretto funzionamento
88 CAPITOLO 6. ELETTRONICA DEL SISTEMA DI READ-OUT
dell’ADC e quindi permette di avviare la ricerca alla realizzazione della
demodulazione del segnale proveniente dallo SQUID.
6.5.2 Test
Sono stati eseguiti due tipi di test, il primo sulla lettura di un segnale
proveniente da un generatore d’onda, questo è servito principalmente a
verificare il funzionamento dell’ADC e valutare i parametri di conversione, in
modo da poter realizzare il secondo progetto in cui veniva letto un segnale
generato dalla FPGA, reso analogico dal DAC e successivamente digitalizzato
e acquisito sulla stessa.
In figura (6.15) riportiamo il risultato di un fit dei dati acquisiti dal ADC
in seguito ad una sinusoide inviata dal DAC.
Figura 6.15: Risultati di un fit dei dati acquisiti dal ADC in seguito ad una sinusoide
inviata dal DAC. Sulle ascisse il numero di campionamento e sulle ordinate il numero
decimale corrispondente ai bit dell’ADC.
6.5.3 Descrizione dell’algoritmo di demodulazione
Verifica la funzionalità dell’ADC rimangono da realizzare due fondamentali
algoritmi: la messa a punto del TES e la demodulazione del segnale proveniente
dal multiplexing. Se per il primo abbiamo già un algoritmo semplice da
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realizzare e quindi si attende la disponibilità bolometri per eseguire dei test,
per il secondo l’algoritmo è piuttosto complicato da implementare e richiederà
molto lavoro. Intanto esponiamo qui la descrizione di come intendiamo
effettuare la domodulazione.
Il segnale proveniente dallo SQUID, sarà una somma di sinusoidi modulate,
ovvero della forma:
Vout =
14∑
i=1
Vi sin (2piνit+ φi)Mi (t) (6.2)
dove i singoli Vi sin (2piνit+ φi) sono le singole componenti del pettine, mentre
Mi (t) è la modulazione registrata dai rivelatori, ovvero l’unica componente
del segnale a cui siamo interessati.
La strada più semplice da percorrere sarebbe di eseguire la trasformata di
Fourier di Vout e la misura dell’ampiezza di ogni frequenza porta direttamente
alla valutazione di Mi (t).
Figura 6.16: Ipotetica rappresentazione dello spettro in frequenza del segnale pro-
veniente dallo SQUID. Lo spettro corrisponde alle frequenze del segnale mandato
dall’ADC alla catena multiplexing con ampiezza modulate dal segnale Mi (t). Effet-
tuare la traformata di Fourier è un modo, semplice in principio, di demodulare il
segnale.
Tuttavia questa non è una buona strategia perchè oltre a considerare che
la trasformata di Fourier richiede parecchie risorse, di queste risorse molte
sono inutili in quanto si conoscono a priori le frequenze portanti νi. Per questo
motivo verrà utilizzata, seguendo il lavoro eseguito su altri esperimenti [34],
la demodulazione lock-in.
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Questa domodulazione prevede come primo stadio che una volta digitaliz-
zato il segnale 6.2, questo venga diviso su 14 linee e su ognuna fatto filtrare
da un passabanda. Ogni banda è centrata attorno ad una frequenza νi, in
questo modo da ogni filtro, uscirà un’unica componente in frequenza. Per il
filtro alla frequenza νi:
V outfiltro|i = Vi sin (2piνit+ φi)Mi (t) (6.3)
A questo punto ogni segnale viene moltiplicato per la propria componente
oscillante i-esima della Vi sin (2piνit+ φi), ottenendo così:
[Vi sin (2piνit+ φi)]
2Mi (t) =
V 2i
2
[1− cos 2 (2piνit+ φi)]Mi (6.4)
Ovvero un segnale con due componenti: una oscillante al doppio della frequen-
za iniziale, ed una costante. Facendo passare questo segnale in un opportuno
filtro passa basso, si elimina la componente oscillante e in uscita rimane il
solo contributo costante, da cui è semplice ricavare il segnale Mi a cui siamo
interessati. Il processo di demodulazione è schematicamente illustrato in
figura 6.17.
Figura 6.17: Schematizzazione del processo di demodulazione lock-in. Una volta
che il segnale è stato digitalizato dall’ADC, può essere replicato e ogni replica viene
demodulata attorno ad una frequenza di risonanza.
6.6 Verso il disegno finale e conclusioni
Abbiamo visto come sia possibile utilizzando gli innovati SoC e i moderni
tools ad alto livello realizzare i progetti da implementare all’elettronica per
l’esperimento SWIPE.
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Nello specifico, la generazione del pettine di sinusoidi è a buon punto.
Si riescono a controllare i parametri del pettine con molta semplicità, e
questo ha permesso di cominciare la valutazione delle risorse: attraverso dei
test si è valutato come utilizzando il generato di sinusoidi NCO in modalità
multicanale sia possibile, al momento, realizzare su una singola scheda Soc
Altera Cyclone V modello 5CSEMA5F31C due catene. Successivi test, ad
esempio aumentare il numero di canali dell’NCO, potrebbero portare a alla
realizzazione di tre catene per scheda.
D’altra parte, la parte di demodulazione è agli albori. Si è realizzato il
circuito ADC e sono cominciate le prime prove di acquisizione e lettura dei
segnali internamente al circuito FPGA-DAC-ADC-HPS.
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Conclusioni
In questa tesi abbiamo presentato una porzione del lavoro in corso presso
l’INFN di Pisa per realizzare il sistema di lettura dei bolometri TES del-
lo strumento SWIPE dell’esperimento LSPE che si propone di misurare o
mettere un limite alla polarizzazione di modo B della radiazione cosmica di
fondo(CMB), segnatura inequivocabile dell’avvenuta epoca inflattiva.
Dopo aver descritto brevemente la fisica della CMB e l’impronta lasciata
dall’epoca inflattiva, abbiamo inquadrato l’esperimento LSPE e lo strumento
SWIPE. Questo ci ha portato a descrivere il metodo di rivelazione della
CMB ed, in particolare, il funzionamento dei bolometri TES, di cui abbiamo
simulato il comportamento e ricavato un algoritmo di messa a punto.
Dopo una descrizione del metodo di lettura (multiplexing in frequenza)
abbiamo effettuato delle misure con un apparato criogenico che raggiunge
temperaturi inferiori ai 4 K che ci hanno permesso di verificare i parametri
dei circuiti passivi superconduttori realizzati a Pisa (INFN e NEST).
Siamo riusciti a dimostrare la fattibilità di un multiplexing a 14 canali
e quindi a disegnare un primo prototipo dell’elettronica del piano focale
dell’esperimento. In parallelo abbiamo implementato, mediante tools moderni
e di alto livello, semplici algoritmi di generazione delle portanti e ricezione del
segnale fisico, dando una prima stima delle quantità di risorse richieste da parte
degli algoritmi, che si sono rivelate in linea con le necessità dell’esperimento.
Il lavoro effettuato rappresenta un tassello fondamentale verso la realizza-
zione della circuiteria di lettura dell’esperimento SWIPE.
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Appendice A
Parametro r
In questa appendice riportiamo i risultati essenziali del modello di inflazione
slow−roll, di come le perturbazioni scalari hanno un comportamento analogo
a quelle tensoriali in questo modello e come il rapporto tra perturbazioni
tensoriali e scalari fornisce informazioni sulla scala di energia dell’inflazione.
A.1 Slow-roll
Esistono molti modelli inflattivi, ma da un punto di vista fenomenologico
riscuotono molto successo i modelli in cui l’espansione è quasi esponenziale:
in questo tipo di modelli la componente a pressione negativa è generata da un
campo che non si trova nel minimo del potenziale, ma rotola lentamente lungo
un tratto di potenziale in leggera pendenza. Questi modelli sono chiamati
di slow-roll o di lento ”rotolamento” e il campo scalare a loro associato
viene chiamato inflatone. Senza entrare nel dettaglio riportiamo le equazioni
fondamentali (vedi capitolo 5 di[11]).
La lagrangiana di un campo scalare φ, con una densità di energia potenziale
V (φ) debolmente accoppiata con la metrica:
L =
1
2
gµν∂µφ∂νφ− V (φ) (A.1)
definisce un tensore energia impulso:
Tµν = ∂µφ∂νφ− 1
2
gµν (∂φ)
2 φ+ gµνV (φ) (A.2)
applicandolo su un Universo piatto, si ottengono le componenti :
T00 = ρ =
1
2
φ˙2 + V (φ) , −Tii = p = 1
2
φ˙2 − V (φ) (A.3)
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da questa si ricava una condizione sul campo scalare per la realizzazione di un
periodo di espansione accelerata, ovvero p < −1
3
ρ, in modo da ottenere una
soluzione di ”espansione” dell’equazione (1.14). La condizione è : 1
2
φ˙2  V (φ).
L’equazione per l’inflatone e per la prima equazione di Friedmann diven-
tano:
φ¨+ 3Hφ˙+ ∂φV = 0 (A.4)
8piG
(
φ˙2
2
+ V
)
− 3H2 = 0 (A.5)
Si definisce il parametro di slow-roll :
 = − H˙
H2
 1, e ˙ ' 0 (A.6)
questo porta infatti ad una espansione accelerata dell’Universo, infatti sosti-
tuendo il parametro di Hubble con il fattore di scala, si ha che:
a ∼ t 1 (A.7)
Un altro parametro di slow-roll è :
η =
φ¨
Hφ˙
 1 (A.8)
Figura A.1: Grafico che rappresenta un campo scalare con potenziale slow-roll, il
potenziale ”rotola” verso il suo minimo.
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Utilizzando queste due condizioni nelle (A.4) e (A.5) (sezione 5.2 di [11])
si ottengono:
 = −1
2
∂φV
V
φ˙
H
,
φ˙
H
= − 1
8piG
∂φV
V
(A.9)
da cui si ricavano la relazioni per i due parametri di slow-roll con il potenziale:
 =
1
16piG
(
∂φV
V
)2
, η =
1
8piG
(
∂φφV
V
)
(A.10)
A.2 Perturbazioni scalari
Le perturbaziuoni scalari sono più macchinose da trattare rispetto a quelle
tensoriali, perchè oltre alle 4 componenti nella metrica, ci sono anche le
perturbazioni delle sorgenti. Nonostante questa diversità nel principio del
problema, la dinamica delle perturbazioni scalari è simile a quella tensoriale
e on un’opportuna scelta di Gauge e per inflazioni di slow-roll, è possibile
porre δφ = 0 e restringere la perturbazione metrica all’unico scalare φ(vedi
[11], capitolo 6):
gSij = −a2 (1− 2φ) δij (A.11)
In questo caso si giunge ad una relazione del tutto simile alla (1.28):
v
′′
k +
(
k2 − z
′′
z
)
vk = 0 (A.12)
dove questa volta :
v = zφ con z = a
φ
′
H
(A.13)
in cui φ è il campo scalare , H = a
′
a
= H
a
è il parametro di Hubble comovente.
Quindi nei modelli inflazionistici di slow-roll, il campo di pompaggio
scalare ha lo stesso andamento di quello tensoriale a meno della costante φ
′
H
.
Di conseguenza, i modi di perturbazione scalari hanno lo stesso compor-
tamento dei modi di perturbazione tensoriale e mostrano spettri di potenza
simili, infatti per le perturbazioni scalari vale:
Pφ (k) =
H2
2k3
(
H
φ˙
)2
(A.14)
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A.3 Spettro di potenza
La quantizzazione delle perturbazioni scalari e vettoriali permette di calcolare
il valore di aspettazione sullo stato di vuoto :
V =< xˆ† (k, η) , xˆ
(
k
′
, η
)
>= Px (2pi) δ
3
(
k − k′
)
(A.15)
dove x può indicare la perturbazione scalare o vettoriale.
Data l’analogia tra le due perturbazioni, anche gli spettri di potenza sono
rispettivamente simili, infatti si può dimostrare [13] che vale:
Pφ (k) =
H2
2k3
(
H
φ˙
)2
(A.16)
per le perturbazioni scalari e:
Ph (k) = 8piG
H2
k3
(A.17)
per le perturbazioni tensoriali.
Si definisce allora tensor-to-scalar ratio il rapporto tra i due spettri di
potenza:
r =
2Ph
Pφ
= 32piG
(
φ˙
H
)2
(A.18)
dove il fattore 2 è necessario per considerare le due componenti h+ e h×. E
utilizzando le equazioni di relazione A.9 e A.10 tra i parametri del modello
inflazionario di slow-roll, si ottiene:
r =
2Ph
Pφ
= 16 (A.19)
La valutazione del parametro r fornisce informazioni direttamente sul para-
metro di inflazione slow-roll.
Appendice B
Parametri di Stokes
La polarizzazione della radiazione elettromagnetica è descritta dall’orientazio-
ne del campo elettrico e si distinguono due tipi di polarizzazione: lineare, in
cui il campo elettrico è orientato in un unica direzione, e circolare, in cui il
campo elettrico ruota.
In generale la radiazione si presenta come combinazione dei due tipi di
polarizzazione, il vettore di Stokes è un utile rappresentazione della polarizza-
zione della luce, in funzione di un sistema di riferimento e dell’intensità della
radiazione:
I =

I
Q
U
V
 =

I
I0 − I90
I45 − I135
Il − Ir
 (B.1)
Dove Ix è l’intensità della radiazione a x◦, Il e Ir sono rispettivamente
l’intensità della radiazione per la polarizzazione circolare sinistra e destra
rispettivamente.
I parametri di Stokes sono importanti perchè sono sperimentalmente
misurabile con opportune strategie [19].
Nel caso di SWIPE in cui si misurano solo le componenti lineari, dato
che la radiazione cosmica di fondo non è attesa polarizzata circolarmente, si
ricava l’angolo θ di polarizzazione nel sistema di riferimento definito da Q e
V con la relazione:
θ =
1
2
arctan
(
U
Q
)
(B.2)
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