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I. INTRODUCTION 
The duality principle of linear programming establishes that for every 
linear programming problem there is a related problem called the dual. 
Specifically, for the problem: 
maximize c'x 
such that Ax < b (1.1) 
X > 0 
there is the dual problem: 
minimize b'y 
such that A'y > c (1.2) 
y > 0 
where x is an n-dimensional variable and y is an m-dimensional variable. 
These two problems are denoted in the literature as the classical primal-
dual problems, and, if one of these problems has an optimal solution, so 
does the other. The purpose of this research is to extend the concept of 
duality in linear programming to problems with cone-type domains. In 
particular, the x-domain of problem (1.1) is generalized to Ax-b e , 
x e , where and are closed, convex cones. Hence, if -L^ = 
L, = q"*" : positive orthant, then the primal member (1.1) of the classical 
primal-dual pair will simply be a special case. Van Slyke and Wets [18] 
have done related work in this area in which x is restricted to some 
closed convex cone and Ax-b = 0, i.e. a degenerate cone. It will be 
shown in Chapter IV that the fundamental theorems of linear programming, 
i.e. the Duality Theorem and Existence Theorem, as well as all the 
2 
principal theorems of duality, hold for the new class of primal-dual problems 
with nondegenerate cone-domains, subject to a certain natural extension of 
Slater's condition for convex programs [16]. 
The development of the classical duality theory is related to the de­
termination of a saddle-point of the Lagrangian function, *(y,x) = b'y + 
c'x - y'Ax, i.e. finding a vector (y°,x°) such that 
i|)(y°,x) _< i}i(y°,x°) < *(y,x°) V x > 0 
V y > 0 . 
In particular, if (y°,x°) is a saddle-point of the Lagrangian, then y° 
and x° are, respectively, optimal solutions of the dual and primal problems, 
and. conversely. 
As first pointed out in a paper by Kuhn and Tucker [9], this principle 
applies as well, in part, to non-linear problems, for example of the form 
minimize F(y) 
such that f(y) < 0 (1.3) 
y >0 
where F(y) and f(y) are convex functions of an i.i-dimensional variable 
y. By this it is meant that solutions of problems of type (1.3) are in 
fact "y-coordinates" of saddle-points of appropriate Lagrangian functions. 
Since the development of the generalized linear duals of this thesis 
proceeds, as it does also most naturally in the classical case, from tne 
Lagrangian analysis, an extension of the classical Lagrangian theory to 
cones is given first, in Chapters II and III. Note that this extension of 
the correspondence of non-linear Lagrangian saddle-point coordinates and 
3 
optimal solutions to cone domains is more general than necessary for the 
linear dual extension and is of interest in its own right. 
In particular, Chapter II is directed to showing that under certain 
conditions y° is an optimal solution of problems of the form 
minimize F(y) 
such that ^(y) e -L* 
y e LJ 
where -L*, L* are closed convex cones if and only if there exists a 
x° E (the polar cone of L*) such that (y°,x°) is a saddle-point solu­
tion of ($1 (y,x) = F(y) + x'f^(y), i.e. 
4) (y°,x) <()) (y°,x°) < (J) (y,x°) V x e Lg 
V y e L* . 
This is the cone analogue of the Kuhn-Tucker theorem. 
In addition to the fundamental paper of Kuhn and Tucker [9], other 
related work is as fellows. Slater [16], and Kunzi and Krelle [10] removed 
the differentiability assumptions in Kuhn and Tucker's paper. A further 
reference is Varaiya [20], which is perhaps the paper nearest to Chapter II. 
However, Varaiya assumes that the Lagrangian function (y,x) is 
differentiable and convex in y for fixed x. In addition, the condition 
x° ^ (y*^) "0 is assrmed in Varaiya's paper. On the other hand, no differ­
entiability assumption on i (y,x) is made in Chapter II, other conditions 
for convexity of (J- (y,x) are substituted and x° _f(y°) =0 is deduced 
rather than assumed. 
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Chapter II is in essence a cone adaptation of the treatment in Kuhn 
and Tucker's paper of the classical non-linear problem. 
Chapter III considers necessary and sufficient conditions that (y°,x°) 
is a saddle-point for continuously differentiable Lagrangian functions over 
cone domains. Here the work parallels the work of Kuhn and Tucker for 
^2 " ^1 " and is essentially equivalent to Varaiya's Theorem 4.2. A 
specialization to bilinear Lagrangian functions is then given. This is 
used in Chapter IV in proving the duality theorems pertaining to primal-dual 
problems with cone domains. 
Chapter V discusses the generalization of the duality concept in a 
quite different direction. This generalization is given in terms of the 
classical theory, though it could as well be founded on the theory developed 
in Chapters II, III and IV. In particular, three alternate definitions are 
given for duality: 
(i) Two problems, and P^, with domains and respectively, 
are mutually dual if and only if there exists y e E™ and x E E^ such 
that (y,x) is a (solution, "shadow-price") vector for and a ("shadow-
price," solution) vector for Pg. 
(ii) iwo problems, P^ and P^, with domains and e", respectively, 
are mutually dual if and only if every (y,x) which is a (solution, 
"shadow-price") vector for P^ is a ("shadow-price," solution) vector for 
and every ("shadow-price," solution) vector for is a (solution, "shadow-
price") vector for P^. 
(iii) Two problems, P^^ and P^, are mutually dual if and only if in 
addition to (ii) the two problems have the uaide optimum objective function. 
5 
Some consequences of the notion of duality are developed in Chapter V, along 
with pertinate treatment of extreme points of bounded convex polyhedron 
sets. 
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II. CONE EXTENSION OF SLATER'S GENERALIZATION 
OF THE KUHN-TUCKER THEOREM 
A. Introductory Remarks 
In this chapter we adopt an approach of Kunzl and Krelle [10] to 
extend to cone-type domains Slater's [16] generalization of the Kuhn-
Tucker theory. 
Definition 2.1 A set L in e'" is a cone if for any y e L , 
k > 0 , ky e L . 
Definition 2.2 A set L in e'^ is convex if for any two vectors 
X and y in L , ax + B y e L , (a ,6 >  0  ;  a  +  S  = 1 )  .  
Definition 2.3 A set L in E^ is a closed convex cone if L 
is: (i) a cone. (ii) convex, and (iii) closed. 
Definition 2.4 For L a closed convex cone. 
L* = {y* c E^^y*'y > 0 , for all y c L] 
is called the polar cone of L . 
Essentially, the polar cone, L*, consists of all those vectors from 
the origin which form non-obtuse angles with all vectors of L . 
From the above definitions, it follows that L* is also a closed 
convex cone and (L*)* = L . 
Definition 2.5 For L a closed convex cone, 
-L - {y t; e"'! -y £ L } . 
Clearly, -L is also a closed convex cone. 
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Lemma 2.1 -(L*) - (-L)* 
Proof 
(-L)* • {y* E E^^y*'y > 0 , for all y e -L } 
= {y* E E'"|y*'y > 0 , for all y such that -y £ L } 
= {y* E E^^-y*'z > 0 , for all z E L} 
= {y* E  E™I-y* E  L* } 
= -a*) . 
Note that in view of Lemma 2.1 brackets are not required and -L* 
denotes both the left-hand side and the right-hand side of the statement 
of Lemma 2.1. Thus, for example, we have (-L*)* = -L . 
The main result of this chapter is given by the following composite 
of Theorems 2.1 and 2.2. 
Let L* and -L* be closed convex cones and consider the following 
two problems. 
Problem 1 Minimize F(y) subject to 
H y )  E -L* 
ye T-f . 
Problem 2 To find vectors y° c. L* and x e L^ such that 
* (y°,x) < *(y°,x) < *(y,x) for all x e L^ , y e L* 
where 






: E™ ^  E^(eR) . 
Theorems 2.1 and 2.2 establish that Problem 1, under a weak regularity 
assumption to be presented later, has an optimal solution y° if and only 
if there exists a x such that (y°,x) is a solution of Problem 2. 
Moreover, x can be constructed explicitly as indicated in the necessity 
part of the argument. Furthermore, if (y°,x) is a solution of Problem 2, 
then y° is an optimal solution of Problem 1 and the following four 
conditions hold: 
a) ^(y°) e -L* , 
b) y° e L* , 
c) x' H y ° )  = 0 , and 
d) \  z  .  
For reference purposes, these four conditions will be denoted as conditions 
o 
C. Also, if y is an optimal solution of Problem 1, then there exists a 
X G Lg such that (y°,x) is a solution of Problem 2 and y°,x satisfy 
conditions C. Note that if L* and L* are the positive orthants and F 
and f^ are "component-wise" convex, then Problems 1 and 2 are the problems 
considered by Kuhn and Tucker [9]. 
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B. Generalized Kuhn-Tucker 
Theorem 2.1 In order that y° is an optimal solution of 
Problem 1, it is "sufficient" that y° and some x e L2 be a saddle-
point solution of 4) (y,x) = F(y) + x'£(y) , y e L* , x e . 
Proof If (y°,x) is a saddle-point solution, then 
F(y°) + x'f^(y°) < F(y°) + x'^(y°) 
< F(y) + x'_f (y) Vx e L2 , Vy e L* . 
If ^(y°) i -L* , then there exists a x e L2 such that x'^(y°) > 0 . 
But X E L2 implies that kx e for all k > 0 , therefore there 
exists a.' x* = k*x e such that x*'^(y°) = k*x'_f(y°) > x'^(y°) and 
the left-hand side of the above inequality is violated; hence 
(i) f(y°) e -L* . 
Also, 
(ii) x'f(y°) =• 0 , 
otherwise since x e L2 and f^Cy") c -L* , then 
x'f_(y°) = k < 0 
implying 
x'^(y°) < k < 0 ¥x e 
which is contradicted by 0 e L2 • Therefore, 
F(y°) < F(y) + x'_f(y) Vy e L* 
10 
and since x c Lg , this Implies that 
F(y°) < F(y) Vy e L* with jf(y) e -L* . 
Hence, y° solves Problem 1, and y°,x satisfy condition C. 
To prove the converse of Theorem 2.1 we need some preliminary results. 
Hence for any minimization problem of the form 
minimize F(y) 
such that y E L* (2.1) 
^(y) e -L* 
which possesses an optimal solution y , the following two point sets 
and in are defined. 
Definition 2.6 Let z be a point in and let be the set 
of all points z •» (z^.z) e e"*^^ with the property that there exists at 
least one y e L* such that -z^ + F(y) < 0 , f^(y) + z E -L* ; i.e. 
-z 4 F(y) < 0 
o -
l(y) + z e -L* 
for some y e L* 
Note that is non-empty since (z^.z) •= (F(y°),0) e . 
Definition 2.7 Let be the set of all points z £ E^^ such 
that -z^ + F(y ) > 0 , -z e -L* ; i.e. 
-
-z^ + F(y ) > 0 
-z E -L* 
11 
where y° is an optimal solution of the minimization problem, (2.1). 
Note that there exist an e > 0 such that 
(F(y°) - c,0) e . 
2 
Lemma 2.2 K is convex. 
12 2 
Proof Let z and z be two arbitrary points in K , and let 
y° be an optimal solution of (2.1), then 
-z^ + F(y°) > 0 
-z^ e -L* 
and 
"Z^ +F(y°) > 0 
-2  
-z E -L* . 
Consider 
1 2 
az T " z ror any aeiu.ij , 
then 
a (-Zg + F(y°)) + (l-o)(-Zg + F(y°)) > 0 
so that from (2.2) it follows that 
+ F(y°) > 0 
12 
and 
a (-z^) + (l-a)(-z^) " -z e -L^ 
since -L* is convex. Therefore, K is convex. 
Lemma 2.3 . * 
1 2 
Proof Suppose K D K # * , then there exists z* such that 
z *  e and z* e . [z* e K^] there exists y* e L* such that 
F(y*) - z* < 0 
o — 
^(y*) + z* c -L* 
[z* e  K^] ••• F(y°) - z* > 0 
-z* E -L* . 
Since -L* is a convex cone, it follows that 
and 
f_(y*) E -L* 
F(y ) > z* > F(y*) 
o -
But since y* e L* , this contradicts the assumption that y is an 
optimal solution of the defined minimization problem. 
Definition 2.8 Let ^  be the set of points C =• (Ç ,0 in 
,m+l 
such that Ç <0,ÇeL*;i.e. 
O L 
us. - \ s 
^o 
? e L* 
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Definition 2.9 Let i? be defined by 
z-
5 E L* 
) . 
1 2 Lemma 2•4 If K and K are disjoint and convex, then there exists a 
1 2 hyperplane v'z = 8 which separates K and K , so that 
,  1  , 2  
V Z > V z V 2^ e e 
Proof Consider the set = {z^ - z^|z^ e K^, z^ e } , then 
3 - 3 
the set K is convex. Since for any two vectors, z* , e K , and any 
a z  [0,1] , 
a z* + (l-a)Zg = (ciz*^ + (l-ajz^) - (az*^ + (1-a)z^) 
= 4 - 4 
where 
2^  £ e K/' 
Now the vector 0 is uoL an interior point of K , othcrvise for some 
3 
a c (0,1), z* , z E K , 
0 - az* + (l-cOz^ = z^ - Zg 
which implies that 
- Z3 
that is 
K^n f 4 
14 
3 
Therefore there exists a hyperplane containing 0 such that all of K 
lies in one closed half-space produced by the hyperplane. Hence 
v'(z^ - z^) > 0 V e 
=» v'z^ > v'z^ V z^ e e . 
Now before proving the necessity part of the argument when y° is an 
optimal solution of (2.1), we need a weak regularity assumption. 
Regularity Assumption There exists at least one y* E  L* such that 
f.(y*) E -L^ : the interior of -L^ . 
Lemma 2.5 If x e L-0 and y e L* : the interior of L*, then 
x'y f 0 . 
Proof Suppose x'y • 0. Then x e L-0 implies that x 0 and 
(i) -|x|2 < 0 . 
Also since y e L*, then there exists an e-neighborhood about y such that 
N^(y)L_ L*. Now pick 6 small enough so that 
y + S(y-x) e (y) : 
that is 
y + 6(y-x) e L* . 
Therefore, since x e L, it follows that 
x' (y + 6(y-x)) > 0 
or 
x'y + 6x'y - 6x'x > 0 . 
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By assumption x'y • 0, therefore 
which contradicts (i) and it must be that 
x'y ^ 0 . 
Theorem 2.2 Assume is convex and the regularity assumption 
holds. Then in order that y° is an optimal solution of the minimization 
problem, (2.1), it is "necessary" that y° and some x E Lg be a saddle-
point solution of *(y,x). Moreover, y° and x will satisfy conditions C. 
1 2 
Proof Consider the two point sets K and K defined above, then 
1 2 it follows from Lemmas 2.2 and 2.3 that K and K are convex disjoint 
point sets in Consequently, appealing to Lemma 2.4, there is a sep­
arating hyperplane v'z - B, v f 0 such that 
v'z^ > v'z^ V z^ e , z^ E . (2.3) 
2 - 2  2  
This inequality is also true for a ll z E K : the closure of K rela­
tive to 
Our first aim is to show by a standard argument that v e -
Hence, define v to be the first coordinates of v and v to be the 
o 
vector composed of v's other coordinates. 
Then (2.3) implies that for any z^ E  K^, z^ £  
-v^F(y°) + v'z^ > v^(z^ - F(y°)) + v'z^ , 
or, expressed equivalently, for all ^ e df 
- V F(y°) + v'z^ > V 5 + v'C . (2.4) 
0  - G O  
16 
Now suppose that 
(v^.v) ^  - i* ' (- S.)* , 
then there exists a vector u e -dL such that u v + u'v can be made 
o o 
arbitrarily small. Therefore there exists a vector w e ^  (i.e. w = -u) 
such that WgV^ + w'v can be made arbitrarily large. Hence, since 
kw e V k > 0 , 
then it is possible to choose a k* > 0 such that the inequality (2.4) is 
violated. Therefore, it must be that 
(v^,v) e -<£* : < 
V > 0 
0 -
V E -L, 
We next establish that v >0. To this end consider a y* of the 
0 




(F(y*), -^(y*)) € K 
Ç ^ « (F(y°), 0) e . 
1 2 —2 
Then, since (F(y*), -J[(y*)) e K and C is on the boundary of K , (2.3) 
yields 
v^Ffy*) - v'^(y*) > v^F(y°) . 
Note that this inequality holds for any y c such that ^(y) c  -L^, i.e. 
v F(y) - v'f(v) > v F(v°) V y E L* . 
o — - O J-
17 
Now suppose that v = 0, then 
0 
- v'f(y*) ^  0 
or 
v'^(y*) < 0 . (2.5) 
But V e  -Lg and f_(y*) £ -L* implies that 
v ' H y * )  >  0 , 
hence, 
v'f^(y*) • 0 . (2.6) 
Applying the regularity assumption and Lemma 2.5, then (2.6) is true only 
if V " 0, contradicting the fact that v f 0. Hence, > 0 and 
F(y) - (^) v'f_(y) > F(y°) V y e L* . 
o 
Now define 
X = (- ~)v . (2.7) 
o 
Since -v e and > 0, then 
(i) X e Lj, and 
so that 
F(y) + x'_f(y) > F(y°) V y e L* 
$ (y,x) > F(y°) V y e L* 
18 
Now it remains to show that x'^(y°) • 0. In particular for 
However x E Lg and f^(y ) e -L^ implies that 
x'f(y°) < 0 , 
and it must be that 
(ii) x'f^(y°) = 0. 
Hence, 
4(y°,x) " F(y°) 
Now taking into consideration that 
F(y°) > F(y°) + x'f(y°) 
)(y°,x) V X e L 
we have that 
4 (y°,x) < (y°,x) < (t>(y ,x) V x e L 
V y e L 
O 
Furthermore, y ,x satisfy conditions C. 
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C. Sufficient Conditions on 
The following lemmas establish some sufficient conditions which insure 
that the set is convex. 
Lemma 2.6 If 
(i) L* : closed convex cone, 
(ii) L* : convex, and 
(ill) F and ^  are linear functions of y, 
then the set is convex. 
12 1 
Proof Let z , z be two arbitrary points in K , then 
(a) there exists y^ e L* such that 
-z^ + F(yl) < 0 
0 -
and (2.8) 
f.(y^) + e -L* 
2 (b) there exists y e L* such that 
+ F(y^) _< 0 
and (2.9) 
l(y^) + z^ E -L* . 
Inasmuch as F and _f are linear and L* is convex, then for y^, 
2 
y e L* and any aE[0,l]: 
ayl + (l^)y^ e L* , (2.10) 
a F(yl) + (l^)F(y^) - F(ay^ + (l-a)y^) , (2.11) 
20 
and 
af^(y^) + (l-a)f^(y^) - f^(ay^ + (l-a)y^) . (2.12) 
1 2 
Thus consider a z  + (l-a)z • z for any ae[0,l]. Noting the fact that 
L* is convex, then from (2.8), (2.9), (2.10), (2.11) and (2.12) it follows 
that 
-z^ + F&y^ + (l-a)y^) < 0 
and 
f.(ay^ + (l-a)y^) + z e -L* 
12 1 
where ay + (l- A)y E L* . Therefore K is convex. 
Definition 2.10 A function f(y) is said to be convex over a 
convex set Y in E™ if for any two vectors y^ and y^ in Y and for 
all a e[0,l], 
f(ay^ + (l-a)y^) < af(y^) + (l-a)f(y^) . (2.13) 
Lemma 2.7 If 
(i) L* : closed positive orthant , 
(ii) F and f^ are "component-wise" convex functions of y, and 
(iii) L* ; arbitrary convex set, 
then is convex. 
12 1 12 
Proof Let z and z e K , then there exists y , y E L* such 
that (2.8) and (2.9) hold. Thus 
-z^ + F(y^) < 0 
o 
and 
-2^ + F(y-) < 0 
0 -
21 
so that for any aE[0,l] 
-z^ +01 F(y^) + (l-a)F(y^) < 0 
But F is convex, therefore 
Hence from (2.14) 
F(ay^ + (l-a)y^) < oiF(y^) + (l-a)F(y^) 
-z^ + F(ay^ + (l-« )y^) < 0 
1 2 
where ay + (l-a)y e L* . Also 
and 
f^(y^) + < 0 i = 1, ..., n 
f^(y^) +z^<0 i-1 n. 
But each f^ is convex, hence 
f t -X- / 1 —^  \ \ -i- T  ^A 4=1 
A .  ^  V  ^ ^  ^  *  
1 ^  ,1 x 2 
ay + (1-a/y e  Lj  
Therefore, is convex. 
Lemma 2.8 If 
(i) L* : closed convex cone, and 
(ii) (F(y),£(y) : y e L* } : convex 
for L* an arbitrary set, then is convex. 
22 
12 1 12 
Proof Let z , z E K , then there exista y , y E L* such that 
(2.8) and (2.9) hold. Now since {F(y),^(y) : y L* } is convex, then 
there exists y* t L* such that 
aF(y^) + (l-a)F(y^) = F(y*) 
and 
ajE(y^) + (l-a)^(y^) » ^(y*) 
for any ae[0,l]. Consider 
a 7.^ + (l-a)z^ " z 
for any as[0,1]. Hence, it follows that 
-z^ + F(y*) < 0 
and 
_f (y*) + z e -L* 
for some y* e L* and is convex. 
Lemmas 2.6, 2.7 and 2.8 establish three sufficient conditions that 
insure that is convex. The next three lemmas will give sufficient 
conditions so that {F(y), ^ (y) : y e L* } is convex, thus K~ is convex. 
Lemma 2.9 If 
p 
(1) (g) is separable , 
(2) L* is a cartesian product (L* = Y^) , and 
(3) {F(y^), f^(y^) : G Y^} is convex for all 1, 
then 
23 
{F(y).l(y) : y e L*} 
is convex. 
F 
Proof By hypothesis (^) is separable, therefore 
F(y) - cxQj^F(y^) + ... + a^^FCyJ (2.15) 
and 
f^(y) " "ji^^^l^ + ... + for j = 1, .... n. 
For any 0 e [0,1] and any two arbitrary vectors y, y e L* , we have for 
any j that 
(2.16) 
and with respect to (2.15) we have 
9[aoif(yi) + ... + «o/vl + (l-0)[aq^f(yp + ... + c^o/(y^)]. (2.17) 
But since {F(y^),f^(y^), y^ E Y^} is convex Vi, then there exists a 
y e L* such that (2.16) and (2.17) equals 
and 
respectively. Hence 
ajlfjwl) + ... + 
.gjf(yj) + ... + , 
tF(y),f/y) : y e L*} 
i B convex. 
24 
An example of a problem applicable to Lemma 2.9 is 
min 
2 + 
such that E Q 
y e L* : {(y^.yg) yg > 0, y^ - *1} 
where (1), (2), (3) and (4) of Lemma 2.9 hold and 
^^1 + fz' ?! : y c l*} 
is convex. 
Lemma 2.10 If 
(1) F is convex, 
(2) L* is convex, and 
(3) : y e L*} is convex, 
then 
if(y) + y„+i . (y.y^j+l) e l* x r } 
is convex. 
Proof For any ae [0,1] and any two vectors 
- 1  , 1 1 . - 2  , 2 2 .  _ +  y - (y »yn+i^' ? " (y e l* x r 
'n+1' 
we have 
a [F(y^) + y^^^] + (l-a)[F(y^) + y^^^] 
aF(y^) + (l-a)F(y^) + oy^^^ + (l-a)y^+i 
25 
Now since F is convex, then there exists 6 > 0 such that 
-6 - F(ay^ + (l-o)y^) - [aF(y^) + (l-a)F(y^)] . 
Also, there exists Y^ ^^  E R such that Y^ ^^  • 6 , hence 
aF(y^) + (l-ci)F(y^) + a y^^^ + (l-a)y^^^ 
= F(ay^  + (l-a)y^ ) + + ^^""^^n+l 
- F(ay^ + (l-a)y^) + y^^^ . 
Noting that 
l*(y.yn+i^ = l(y) 
for all y E L* X r"^, it follows that 
+ vl • e r*l 
is convex. 
Lemma 2.11 If 
(1) ^ is separable, 
(2) L* is convex, and 
A m 
(3) (fjCyi) : y^ E Y^} is convex where L* = , 
then 




Proof Let y , y e L* , then for any 9 e [0,1] and for any 
j : 
eiojifjcyj) + ... + + ... +. 
since 
e yi) 
is convex, and the result follows. 
The conditions in Lemma 2.11 give us one way to verify that 
{ ^(y) : y e L*} 
is convex and also if F is convex, then Lemma 2.10 may be used to establish 




such that y^ + y2 G Q 
y E {(y^^.yj) lyj^ e [1,2], y^ e [0,3]} . 
In the previous lemma it should be noted that if L* • , then 
L* is convex if and only if the Y^'s are convex. This result is estab­
lished from the following lemma. 
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Lemma 2.12 X x Y Is convex if and only if X is convex and Y 
is convex. 
Proof 
X X Y - {(x,y) - (x^ *m'^mfl'* • ^ %,(y) ^  Y}. (2.18) 
Assume X and Y are convex, then for any two vectors 
(xl,yl),(x2,y2) e X x Y 
and any ae [0,1], we have 
a(x^,y^) + (l-a)(x^,y^) 
" (ax^ + (l-a)x^,ay^ + (1-cOy^) . 
Now 
X "ax^ + (l-a)x^ E X 
and 
y • ay^ + (1- a)y^ e Y 
since X and Y are convex. Therefore, 
(x,y) E X X Y 
and X X Y is convex. 
1 1  2  2  
Conversely, assume X x Y is convex. Then for (x ,y ), (x ,y ) £ 
X X Y and any a e [0,1] 
a (x^,y^) + (l-o)(x^,y^) £ X x Y , 
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or 
(ax^ + (l-a)x^,oi  + (1-a )y^) e X x Y 
so that from (2.18) 
and 
ax^ + (l-a)x^ e X 
a y^ + (l-a)y^ e Y .  
Hence, X and Y are convex. 
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I I I .  SADDLE-POINT OPTIMALITY CONDITIONS 
A.  Introductory Remarks 
This  chapter  formulates  necessary and suff ic ient  condi t ions for  a  
saddle  value of  any cont inuously different iable  funct ion (y,x)  for  
y e  L* ,  X e  L^.  Moreover ,  opt imal i ty  condi t ions are  es tabl ished when 
the Lagrangian funct ion ({-(y.x)  i s  bi l inear ,  i .e . ,  when F(y)  and £(y)  
are  l inear  funct ions of  y  in  (2.1) .  This  resul t  wil l  enable  us  to  
formulate  a  new c lass  of  pr imal-dual  l inear  programming problems in  
Chapter  IV.  The saddle-point  opt imal i ty  condi t ions given in  this  chapter  
paral le l  somewhat  the  opt imal i ty  condi t ions es tabl ished by Kuhn and 
Tucker  [9]  for  saddle-value solut ions with x e  q"^ and y  e  Q^.  
B.  Necessary and Suff ic ient  Condit ions 
for  a  Saddle-Point  Solut ion 
^et  v(y,x)  be a  cont inuously different iable  
funct ion of  y  and x  ,  (y e  L* ,  x  e  L^) .  Then taking par t ia l  der iva­
t ives  a t  (y° ,x°)  le t  
«) < = 
where i s  a  n-vector  and i|)  °  i s  a  m-vector .  
x  y  
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Saddle-Value Problem To find vectors y°,x° such that 
4» (y°,x) < ()) (y°,x°) < 4) (y,x°) v x e Lg , y c L* (3.1) 
where *(y,x) = F(y) + x'^(y), and and L* are closed convex cones. 
Lemma 3.1 The conditions 
(1) e L* , (t°'x° = 0 , x° e 
and 
(2) e , t°'y° . 0 , y° e l* 
are "necessary" that y°,x° provide a solution to the saddle-value 
problem. 
Proof From the left-hand side of (3.1), 
(y°,x) < *(y°,x°) V x e L 
2 
or expressed equivalently 
x'£(y°) < x°'£(y°) V X E L 2 
This implies that 
x° < -4'" X V x e . (3.2) o' 
Now if 
< * • 
then there exists x e Lg such that 
-ç°'x < 0 . 
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But since x e Lg , then for all k > 0 
kx E Lg , 
which implies that there exists k* > 0 such that 
-<ti°'x° > -k*(i))° x) - (k*x) 
which contradicts (3.2). Therefore, 
(i) e L* . 
Also 
*°'x° - 0 , 
X 
if not, then 
(J) °'x° • k < 0 . (3.3) 
Hence, (3.2) and (3.3) implies that 
*^/x k < Û for all x e -9° e L* . (3.4) 
But for X = 0 c Lg; the inequality (3.4) is violated, hence 
(ii) <^^'x° - 0 . 
Therefore conditions (1) must be satisfied. 
Now consider the right-hand side of (3.1), i.e. 
* (y°,x°) < ^  (y,x°) V y e L* (3.5) 
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For any h r  [-1,™) , 
and from (3.5) 
y° + hy° e L* 
* (y° + hy°,x°) > * (y°,x°) V h e [-!,») 
or, expressed equivalently, 
$ (y°,x°) + hy°' <Ç + o(h) > ({) (y°,x°) V h e [-1,") . (3.6) 
For h " e > 0 , 
or 
which implies that 
Now for h = -E ,  
or 
Ey°'*° + o(e) > 0 
y°'*° + alil, 0 
y E -
y°'4° > 0 . (3.7) 
/  /  \  F T  
OyV f oa-ej u 
y°'*° - < 0 
y E 
implying that 
y°'4>° < 0 y - (3.8) 
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Now (3.7) and (3.8) Jointly imply that 
(iii) *°'y° - 0 . 
Now to show that * ° e L^. * (y,x") attains its minimum over L* at 
y°, hence define H(y) -4 (y,x°) - * (y°,x°). H(y) is non-negative for 
all y e , and attains the value zero at y • y°, therefore its tangent 
plane is non-negative for all y £ LJ , in particular at y = y°. Suppose 
not, then 
E H° (y -y°) < 0 
i-1 ?! 1 1 
for some y e L*. Then there exists an E > 0, such that 
 ^ H° (y.-y°) - -e . 
i-1 ^i ^ 1 
Hence, for any k > 0 , 
n 
^ H° k(y -y°) = -ke , 
and expanding 
H(y° + k(y-y°)) 
0 
about the vector y , we have 
n 
H(y° + k(y-y°)) - H(y°) + Z H° k(y -y°) + o(ke) 
i-1 'i 
- -ke + o(ke) 
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Hut 
0 , ,  / -  0 y + k(y-y ) g L* , (3.9) 
hence we can choose k small enough such that 
H(y° + k(y-y°)) < 0 . (3.10) 
But (3.9) and (3.10) contradict the hypothesis that 
H(y) > 0 for all y e L* 
Therefore, we have 
H(y°) < H(y) for all y E L* 
or 
0 < (p (y,x°) - $ (y°,x°) for all y e L* 
so that 
0 (j) (y°,x°) +1|) ° (y-y°) - * (y°,x°) for all y e L* . (3.11) 
From (ill), 
;'y° - 0 . 
therefore (3.11) implies that 
°'y > 0 for all y e L* 
y — 1  
so that 
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( iv)  <t>° e  ,  
and condi t ions (2)  must  be sat isf ied.  
Lemma 3 .2  I f  a  cont inuously different iable  funct ion f (y)  i s  
convex over  a  convex set  Y in  e '" ,  then for  any two vectors  y^ and 
y j  In Ï  
fcy^) - [(y;) : (yry2>'(|f^'y2 • 
Proof  Since f (y)  i s  convex,  then for  any two vectors  y^^ and 
y2 in  Y and any a  e  (0 ,1) ,  
af(y^) + (l-a)f(y2) > f(ay^ + (l-ajyg) 
so that  
f (y ,  + C((y -y  ) )  -  f(y )  
f (y^)  > fCy^)  + [  ^  —] .  (3.12)  
Expanding fXyg + ci(y2-y^))  by Taylor 's  theorem we have 
((y^) > fxyg) + 9f(y2 + «ocyi-yg)) (^1-72) 
9  e  [ 0 , 1 ]  
Therefore ,  taking the l imit  as  a  ->• 0  we have 
2(7^)  > fCyg)  + 9f(y2)(y^-y2)  ,  (3 .13)  
so that  
fty^) - f(y2) 2 ^^ (72^  ^y i~y2^  
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Hence,  
f(yi) - fcyg) : " 
Note that  4 (y^,x)  i s  a  l inear  funct ion of  x ,  for  a  f ixed y° e  L*.  
Hence,  in t roducing the addi t ional  requirement  that  4 (y ,x°)  i s  a  cont inu­
ously d1fferent iable  convex funct ion,  we have the fo] lowing lemma: 
Lemma 3 .3  Condit ions (1)  and (2)  of  Lemma 3 .1 ,  and 
(3)  4(y,x°) > *(y°,x°) + ( f° ' (y-y°)  V x e L2 ,  y  £ L* 
are  "suff ic ient"  that  (y° ,x°)  i s  a  solut ion of  the saddle-value problem. 
Proof  From (3)  and applying Condit ion (2) ,  
4'  (y,x°) > t(y°,x°) + ( t° ' (y-y°)  
= *(y°,x°) + (°'y 
> i (y°,x°) V y e  L* .  
Now s ince c (y° ,x)  i s  l inear  in  x,  
'i (y°,x) = 4(y°,x°) + «{"'(x-x®) 
Applying Condit ion (1) ,  
f  (y° ,x)  -  (j (y° ,x°)  + (}° 'x  
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Theorem 3.1 (y°,x°) is a saddle-point solution of iji (y,x), 
y G L* , X E Lg if an only if Conditions (1), (2) and (3) hold. 
Proof The result follows from Lemma 3.1 and Lemma 3.3. 
Corollary 3.3.1 Let * (y,x) = b'y + c'x - y*Ax, then (y°,x°) is 
a saddle-point solution of 4(y,x), y E L^ , x e Lg if and only if 
(a) x° E {x 1 X  E L2 , (b-Ax) E L }^  ,  
(b) y° E {y I y EL* , (A'y-c) e L* } , and 
(c) c'x° = b'y°. 
Proof Assume (y°,x°) is a saddle-point solution of 
* (y,x) - b'y + c'x - y'Ax , 
then 
4 (y°.x) < 4(y°,x°) ^  <f (y,x°) V x E Lg 
v y E l* . 
From Lemma 3.1, we have that 
(i) -4,° = (A'y°-c) E L* , 
(ii) ^^^x° = y°'Ax° - c'x° =• 0 , 
(iii) x° E L^ ,  
(iv) 4° = (b-Ax°) E L^ , 
(v) 't'y'y'' • b'y° - y°'Ax° = 0, and 
(vi) y° E L* . 
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Hence, (ill) and (iv) imply that 
x° e {x I X e L_ , (b-Ax) e } 
(i) and (vi) imply that 
y° e {y | y e L* , (A'y-c) e L* } 
From (11) and (v), it follows that 
, , o o, . o , o b y " y Ax = e x 
Now assume that 
and 
x° e {x I x e , (b-Ax) E 
y° e'{y 1 y e L* , (A'y-c) e L* } 
c'x° = b'y° 
Appealing to Lemma 3.3, it suffices to show that 
(c-A'y°)'x° = 0 
and 
(b-Ax°)'y° • 0 • 
Now (3.16) can be equivalently written as 
, 0  o,.o ,, o o,.o 
c X - y Ax = b y - y Ax 
or 
(c-A'y")'x" - (b-Ax°)'yC 
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But from (3.14) and (3.15) we have 
(1) (b-Ax°) E and y° e , 
so that 
(b-Ax°)'y° > 0 , (3.20) 
and 
(2) (c-A'y°) E -L* and x° e 
implying that 
(c-A'y°)'x° < 0 . (3.21) 
Therefore, using (3.19), (3.20) and (3.21) we have 
(c-A'y°)'x° = 0 = (b-Ax°)'y° • 
Hence, (3.17) and (3.18) must hold implying that (y°,x°) is a saddle-
point solution of $(y,x). 
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iv. duality 
A. Introductory Remarks 
One of the most important early discoveries in linear programming was 
the concept of duality. It revealed that every linear programming problem 
has associated with it another linear programming problem called its dual. 
The inter-relationship between the dual and its original problem (called 
the primal) has achieved a position of central importance in theory, as 
well as in computational procedures. In particular, the two fundamental 
theorems of linear programming pertain to the theory of duality. 
1. The two fundamental theorems of linear programming 
The classical primal-dual problems are defined to be: 
(Primal Problem) 
minimize b'y 
such that A'y > c (^*1) 




such that Ax < b (4.2) 
X > 0 • 
The corresponding dual problem can be easily obtained from the primal 
problem if minimization is replaced by maximization, b and c are inter­
changed, and the inequality sign in the major constraints is reversed. 
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Not only is there a convenient one-to-one relationship between the two 
problems, but there also exists an optimality relationship as stated in the 
first fundamental theorem of linear programming. 
Duality Theorem If the primal problem has a solution y°, then its 
dual problem has a solution x° and c'x° • b'y°. 
Also, if there exists vectors which satisfy the restriction space of 
(4.1) and (4.2) (feasible solutions), then we have the second fundamental 
theorem of linear programming. 
Existence Theorem If both the primal and its dual problem have 
feasible solutions, then both problems have optimal solutions. 
This chapter is concerned with developing a new class of primal-dual 
problems with the "same" properties as the classical primal-dual problems. 
In particular, information of feasible solutions for both problems can be 
used to generate estimates and bounds on the objective function at opti­
mality, or provide a computational criterion for checking if these 
feasible solutions are optimal solutions. 
Furthermore, the class of all classical primal-dual linear programming 
problems will turn out to be a subset of the new class of primal-dual 
problems presented in this chapter. 
2. Dual problems 
The primal linear programming problem presented in this chapter is 
defined to be; 
minimize b'y 
such that (c-A'y) c -L* (4.3) 
y £ L* 
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where L* and -L* are closed convex cones. The dual problem, which 
enables us to formulate the same principal theorems as the classical primal-
dual linear programming problems, will be shown to be: 
maximize c'x 
such that X c Lg (4.4) 
(b-Ax) e 
where and are the polar cones of L* and L* , respectively. 
It will be shown that the duality theorem is valid for problems (4.3) and 
(4.4) if the regularity assumption holds. Note that if L* = 
and L* = q"*", then the classical primal-dual problems are a special case 
of problems (4.3) and (4.4). 
Van Siyke and Wets [18] have consider the following primal-dual 
problems : 
minimize b 'y  
(4.5) 
such that (A'y-c) e L 
where L is a closed convex cone, and 
maximize c 'x  
such that Ax = b (4.6) 
X E L* 
where L* i s  the polar  cone of  L.  
For this class of problems, the two fundamental theorems of duality 
hold as well as the principal relationships of duality for finite dimen­
sional problems. Namely, exactly one of the following occurs: 
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(a) The primal and dual problems, (4.5) and (4.6), are both feasible, 
in which case 
min b'y = max c'x 
y e fTy x e fix 
where 
fix = {x|x e L*,Ax =» b 1 and fiy = {y|(A'y-c) E L } . 
(b) The primal problem is feasible, but the dual problem is not, in 
which case 
min b'y = 
y e fiy 
(c) The dual problem is feasible, but the primal problem is not, in 
which case 
max c'x = + 0° 
X E f ix  
(d)  Nei ther  the pr imal  nor  the dual  problem is  feasible .  
Note that if = 0 then problems (4.3) and (4.4) are a special case of 
problems (4.5) and (4.6), respectively. Hence, Van Slyke and Wets [18] 
have concerned the case where is degenerate, whereas our results are 
for the non-degenerate closed convex cone, L^. 
In Section C, it will be shown that for any primal-dual problems of 
the form (4.3) and (4.4) that the two fundamental theorems of linear 
programming holds as well as the fact that exactly one of the following 
occurs: (a), (b), (c) or (d). 
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B. Preliminary Results 
To show the duality relationships between (4.3) and (4.4) the follow­
ing definitions will be used: 
Definition 4.1 will denote 
X  
{x|x e Lg , (b-Ax) E L^} 
and n will denote y 
{y|y e L* , (A'y-c) e L* } • 
Definition 4.2 A vector y* z e'" is feasible if y* e and a 
vector X* e e" is feasible if x* e 0 
X  
Definition 4.3 If there does not exist y* e , then the problem 
(4.3) is said to be infeasible. Likewise, if there does not exist x* e 0 
then the dual problem (4.4) is said to be infeasible. 
Definition 4.4 A vector is said to be an optimal solution of 
(4.3) if y° e fi and 
. y 
b'y°<b'y Vyef?^ , 
and, also, the problem is said to be optimizable. 
Definition 4.5 The primal problem (4.3) is unbounded if there 
exists y e that yields an infinite value of b'y. Note that every 
programming problem (4.3) is either 
(j) optimizable, 
(ii) infeasible, or 
(iii) unbounded, 
and the same is true of its dual problem (4.4). 
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Lemma 4.1 Let L be a closed convex cone and L* its polar cone, 
then for any x* e L* 
mln x'x* •» 0 • 
X e l 
Proof Since 
L = {x|x'x* > 0 , V X* e L* } , 
It follows that 
x'x* > 0 V X e L , V X* £ L* 
and for any x* e L* there exists x 0 L such that x'x* = 0 
min x'x* = 0 
x £ L 
Lemma 4.2 If y* e ^ , then 




X c L^ 
- - min [(a'y*-c)'x] 
X E  L„ 
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But y* G îîy implies that (A'y*-c) z L* , therefore from Lemma 4.1 
min [(A'y*-c)'x] = 0 • 
X E Lg 
Lemma 4.3 If there exists a feasible vector y* for the primal 
problem (4.3), then 
rain b'y = min max [b'y + c'x - y'Ax] • 
such that y e L* y x e Lg (4.7) 
(c-A'y) E -L* 
Proof Using Lemma 4.2, it follows that for any y , 
max [b'y + c'x - y'Ax] 
X  £  L ^  
= max [b'y - (A'y-c)'x] 
X G Lg 
= b'y . 
C. Principal Duality Theorems 
With the results of the last section, Chapters II and III, the funda­
mental duality theorems for the programming problems (4.3) and (4.4) can 
now be established. This section also gives conditions under which a 
solution to the primal problem exists and some relationships between the 
two problems. 
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Theorem 4.1 (Weak-Duality Theorem) If there exists a y* feasible 
for (4.3) and a x* feasible for (4.4), then 
c'x* < b'y* . 
Proof 
b'y* > min b'y 
y  e n  y  
(from Lemma 4.3) 
= min max [b'y + c'x - y'Ax] 
y e  n  y  X E Lg 
> min [b'y - (A'y-c)'x*] 
y  E O y  
= min [c'x* + (b-Ax*)'y] 
y e n  y 
= c'x* + min (b-Ax*)'y 
y gQ y 
> c'x* . 
Theorem 4.2 Assume x° and y° are feasible solutions for (4.4) 
and (4.3), respectively, and c'x° = b'y°, then x° and y° are optimal 
solutions for these problems. 
Proof Suppose x° is not a solution for (4.4), then there exists 
a vector x° such that c'x° < c'x", which implies that b'y° < c'x°. 
Since x° cO and y° cO , therefore from Theorem 4.1, c'x° < b'y° 
X •' y ' -
which contradicts the above inequality. Hence x° is an optimal solution 
of (4.4). Analogously, there does not exist y° esuch that y 
b'y ° < b'y° and y° is an optimal solution of (4.3). 
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Theorem 4.3 (Existence Theorem) If there exist feasible solutions 
for (4.3) and (4.4), then both problems have optimal solutions. 
Proof The proof follows closely with the proof of the Existence 
Theorem given by Karlin [8] for the classical primal-dual linear program­
ming problems. 
Let y* and x* be two arbitrary feasible solutions for (4.3) and 
(4.4), respectively. 
Let 
S = {c'xix eO } 
X 
and 
T - (b'y|y c 0 ^ , 
thus S and T are closed convex Jets, hence closed intervals in R . 
In view of Theorem 4.1, S is bounded "above" by b'y* and T is 
bounded "below" by c'x*. Hence S has a "maximal" element and T has 
a "minimal" element. 
Lemma 4.4 
(1) If the primal problem (4.3) is unbounded, then its dual problem 
(4.4) is infeasible. 
(2) If the dual problem (4.4) is unbounded, then its primal problem 
(4.3) is infeasible. 
Proof It suffices to prove (1). 
Assume the dual problem (4.4) is feasible. Since the primal problem 
is unbounded, it must have a x* e0 Therefore, by the Existence Theorem, 
since both problems have feasible solutions, then both problems have 
optimal solutions and (4.3) cannot be unbounded. 
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From Chapter II we have that y° is an optimal solution of (4.3) if 
and only if there exists a vector x E such that (y°,x) is a saddle-
point solution of 0(y,x). It will now be shown that x is an optimal 
solution of (4.4). 
Theorem 4.4 (Duality Theorem) Assume the regularity assumption 
holds. If y° is a solution of the primal problem (4.3), then 
(a) there exists x , a solution of the dual problem (4.4), and 
(b) c'x = b'y° • 
Proof If y° is a solution of (4.3), then from Theorem 2.3 there 
exists X G Lg such that (y°,x) is a saddle-point solution of *(y,x) 
with domains x e L2 and y e L* . Applying Corollary 3.3.1, 
, - . , o 
c X = by 
and 
X e ; 
X  
that Is X  is a feasible solution of (4.4). Therefore from Theorem 4.2, 
X is an optimal solution of the dual problem (4.4). 
Now the dual problem (4.4) can be equivalently expressed as a minimi­
zation problem; that is 
max c'x 




such that X  c  
(b-Ax) c . (4.8) 
50 
Hence, the dual problem of (4.8) Is 
- max -b'y 
such that y e L* (4.9) 
(-c+A'y) e L* . 
Now from the Duality Theorem, if x° is an optimal solution of (4.8), 
then there exists a y , an optimal solution of (4.9) such that 
- (-b'y) - (-c'x°) 
or 
b'y = c'x° . 
Now (4.9) is equivalent: to 
min b'y 
such that y e L* (4.10) 
(c-A'y) e -L* . 
Now (4.8) is equivalent to (4.4) and (4.9) is equivalent to (4.10) so that 
if x° is an optimal solution of (4.4) then there exists y, an optimal 
solution of (4.10) such that 
b'y = c'x° . 
Hence, the Duality Theorem holds if either (4.3) or (4.4) has an optimal 
solution. 
Lemma 4.5 (Farkas Lemma) Assume the regularity assumption holds, 
then a vector b will satisfy b'y > 0 for all y satisfying A'y c L* 
if and only if there exists x e L2 such that b-Ax e L^ . 
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Proof Consider 
(1 )  min  b 'y  
such  tha t  A 'y  e L* 
y £ L* 
and 
(2 )  max  O 'x  
such  tha t  b -Ax  e 
X  E  L- . 
Then  p rob lem (1 )  has  a  f eas ib le  so lu t ion  y*  =  0 ,  in  f ac t  s ince  b 'y  i s  
bounded  y*  =  0  i s  an  op t ima l  so lu t ion .  There fo re  by  the  Dua l i ty  Theorem,  
problem (2) also has an optimal solution; that is there exists x* E 
such  tha t  b -Ax*  e L^ .  
Conversely, assume there exists x* c such that b-Ax* e , 
then x* is an optimal solution. Therefore by the Duality Theorem, 
prob lem (1 )  has  an  op t ima l  so lu t ion ,  say  y  and  b 'y  =  c ' x*  =  0 .  Th i s  
impl ies  tha t  
b 'y  > b ' y  =  0  
fo r  a l l  y  E L*  sa t i s fy ing  
A'y L L* . 
Coro l l a ry  4 .5 .1  Under  the  r egu la r i ty  assumpt ion ,  a  vec to r  b wil l  
sa t i s fy  b ' y  > 0  fo r  a l l  y  sa t i s fy ing  A 'y  c L* i f  and  on ly  i f  the re  
exists X e such that Ax = b. 
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Corollary 4.5.2 Under the regularity assumption a vector b will 
satisfy b'y > 0 for all y satisfying A'y > 0 if and only if there 
exists X > 0 such that b-Ax E L.. 
- 1 
1. Example 
Lemma 4.6 Let L be a cone given by 
{(x,y,z)|x^ + y^ <_ d^z^ ; 2  >  0 }  
then 
2 
L* = {(x*,y*,z*) |x*^ + y*^ < ; z* > 0 }. 
d 
Proof Let (x^.y^.z^) be any fixed point on the surface of L 
other than 0. Then (x^.y^.z^) can be represented in spherical coordi­
nates as (p sin d cos 0 , p sin è sin 0 , p cos 4- ) and ^ 
o o 0 0 o 0 o o 
for all other surface points, v, of L; that is, v = (x,y,z) = 
(o sin é cos 0 . D cos (t sin 0 , p cos it ). Furthermore, 
o O Û 
sin rft 
d = ^ . 
cos d 
^  0  
Consider any vector of the form 
(x^,y^,z^) = (p slnO^ , 0 , p cos (f) , 
and consider the vector v orthogonal to 
1 1 1  -  -  -  -
( x  ,y ,z ) : V  - (x,y»z) - (- p , 0 , 0  sin 4^) . 
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For simplicity, let n/A < (J) ^ < tt/2 . Now the dot product of v with any 
vector on the surface of L is 
2 2 
- p sin (fi cos (}) cos 0 + p cos iji sin (ji 
0 0 0 0 
2 
= p cos <p sin (j; (1 - cos 6) 
0 0 
> 0 . 
Also the dot product of v with any vector in the interior of L is equal 
to 
( - P  cos^Q, 0, p  sin $ • ( p^8in*^cos 0, p^sin*^sin 0, p^cos^^) 
(where (j) ^ > (j) ^ > 0 and without lack of generality let p^ = 1/p). But 
this is equal to 
- cos * ^  sin (f ^ cos 0 + sin * ^ cos tf; ^ 
since cos ($i ^ > cos (j) ^ , 
> - cos (Ji sin 4) ^  cos 0 + sin (J ^ cos ^ 
and since sin $ ^  < sin $ ^  , 
> - cos (i) sin * cos 6 + sin 6 cos $ 
o 0 o o 
= cos ^ sin (J ^ (1-cos 0) 
> 0 . 
Therefore, v e L* where L* is the polar cone of L. 
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Now consider any vector v L , i.e. such that 4" $2 where 
()) < o < n/2, then the dot product of v with v is 
o Z -
- - cos (f sin 4) _ cos 0 + sin (t) cos 4" o 
o z o z 
< - cos <p sin <t) cos 0 + sin ((> cos (}: 
00 00 
< 0 
v • v < 0 for any vector v (! L . 
Therefore, 
V *  - (- p cos* ^  sin 0 , p cos 4 )  ^  cos 0 , p sln$ 
defines the surface of L*. Hence, from above we have that the surface 
L* can be regarded as a surface of revolution generated by the vector 
(- p cos sin 0 , p cos (}> cos 0 , p sin ) , 
o 0
so 
X* « -p COS 4) sin 0 
0  
y* " p cos <t COS 0 
o 
z* • p sin 6 g 
Hence 
2 2 2 2  ?  2 2  2  
X* + y* » p cos 4 ^  sin 0 + p cos 0^ cos 0 
2 2 „ 




2 2 2 kz* = kp sin 6 
o 




L* = { (x*,y*,2*) |x*^ + y*^ < ; z* > 0} 
" d 
Consider the primal problem 
rain b'y 
where 
such that y e L* (4.11) 
(c-A'y) E -L* 
LJ = {(7], .y2.y3) iy^ + ygl d^y^ ; yy > 0 , (d ^ 0)} 
and 
L* - ((t^.t^)! It^l < ktg ; tg > 0 , (k f 0)1 (4.12) 
and its dual problem 
max c'X 
such that X c (4.13) 
(b-Ax) e • 
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Now (4 .12)  i s  equ iva len t  to  
L*  =  t ( t ^ , t ^ )  | t ^  _< Î  ^2  >  0  ,  (k  f  0 )}  .  (4 .14)  
There fo re  f rom Lemma 4 .6 ,  
2 , yf 




L2 = t(t*,t*)|t* < "Y" : t* > 0} . 
k  
Now f rom (4 .11)  we  have  
m i n  b ' y  
such  tha t  y  c  L* : {(y^ .y^ ,y^)1 y 'Cy  -  0  ;  y^  >  0}  
( A ' y - c )  e  L *  :  { ( t ^ , t ^ ) i t ' D t  < 0  ;  t ^  >  0  1  
wnere  
/1 0 0 "x 
j  \ 
C =  I 0  1  0  
Vo  0  -d" '  
and  
/ 
/ 1 0 
D =  ,  9  
0  -k*  
/ 
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Hence, the primal problem (4.11) can be written as 
min b'y 
such that y'Cy < 0 (4.15) 
y'ADA'y - 2c'DA'y < -c'Dc 
t 
y, > 0 
(A'y > c)^ : (the second row of A'y-c) . 
Also, the dual problem (4.13) is equivalent to 
max c'x 
such that X t L : {(t*,t*) 11*'Ct* < 0 ; t* > 0} 
Z 1 z — z -
(b-Ax) c : {(y*,y*,y*)|y*'Dy* <0 ; y* > 0} 
where 
1 
C = I 0 
and 
u = 
.0 0 -1/d^^ 
I I 0 
I 0 -1/k^ 
Therefore, we have 
such that x'Cx < 0 
X'A'DAX - 2b'DAx < -b'Db (4.16) 
*2 :0 
(AX < b)^ : (the third row of Ax-b) . 
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V. EQUIVALENT DUAL FORMS 
A. Introductory Remarks 
In Chapter IV the inter-relationship between the solutions of the 
primal and dual problems was described. This was accomplished by intro­
ducing the associated saddle-valued problem (the Lagrangian function) and 
showing that the Lagrange multiplier is an optimal solution to the dual 
problem. This chapter presents a procedure to generate all duals for a 
particular linear programming problem, L.P. (A,b,c), in particular, all 
primal-dual problems with a certain set of saddle-point solutions. The 
analogue of this chapter for game problems is given by Bohnenblust, Karlin, 
and Shapley [1]. Their research was directed to constructing a game matrix 
with a given optimal strategy for Players I and II. These problems are 
equivalent to primal-dual linear programming (l.p.) problems with all 
components of b and c equal to 1, see Karlin [8]. 
Inasmuch as the set of saddle-point solutions of ç (y,x) form a 
Cartesian product, the first part of this chapter will characterize the set 
of optimal saddle-point solutions for any l.p. problem. This will enable 
us to characterize the class of all l.p. problems with at least a certain 
set of saddle-point solutions and also the class of all l.p. problems with 
exactly a certain set of saddle-point solutions. 
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B. Extreme Sets of Bounded Polyhedron Sets in n-space 
Definition 5.1 Let Y be a set of points in e", then C(Y) will 
denote the set of all convex combinations of points in Y. 
Definition 5.2 Let D be a closed, bounded, convex, polyhedron 
set in E^. Then any finite set, SS^ = , such that (f(SS^) = D 
is called a spanning set for D. 
Definition 5.3 Any spanning set for D, E^, such that if any 
P e  i s  removed it ceases to be spanning is said to be an extreme d 
set for D. 
Lemma 5.1 SS^°^ O f . 
Proof Assume SS^^^ A ssj^^ = 6 , and let ssf^^ = {P. )? , and 
SS*" - . Now 
implies that 
D D ^ ' D ' i/i=l 
?! , Qj E D V i,j 
(5.1) 
and 
j = l 
m 
Q = E Sk Pk . (5.2) 
J k-1 
Hence, (5.1) and (5.2) jointly imply that 
n m 
P. = ^ I ^ 
j=l J k=l 




Q, = E : BZa ^ . 
J k=l j=l J J 
Since = 4), then none of the or 6^'s are equal to 
one. For i « 1, 
with 
n 1 m n , 
P . P ( E A; 6 J) + E E A ? , 
j-l J k-2 j-1 J 
^ 1 1 E  A T G J  <  1  .  
j.i j ' 
Therefore, is a convex combination of » ^nd is a 
spanning set for D. Likewise for i=2, ..., n we have that 
a spanning set for D for any i* e {1, 2 m}. But from (5.2) for 
some j', any convex combination of P^ which equals ,, implies that 
P_ " QjI which contradicts the assumption that 
J 
ss(i) = <t . 
Lemma 5.2 is a spanning set for D. 
Proof Since 
let 
SS^l) f i  <P , 




SS D (Pl' ^ 2' " " " ' Pn' *^1' 
Sow equals some convex combination of SS^^' for any 1=1, 2, m* 
and q^ equals some convex combination of for any £=1, 2, m. 
Thus 
n 0 0 
and 
n i ™ i 
n m n , J ra n+m* . . 
Without loss of generality let i=l and 
Since t^ f q^^ for any i*"l, 2, ..., m then d > 0, and 
n m m n-îmi* 
But 
n n m . m n+m* , . 
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n+ra . m . n , n+m* 
= (1 - % *;) + % 0, ( E 6, + Z Sp 
j=n+l ^ £-1 j=l ] j=n+2 ^ 
n+ra - m . 
therefore t^^ is a convex combination of {p^, p^, ..., p^, t^, t^ 
t .}; and - {t, } is a spanning set for D. Likewise = 
m" U 1 
- {t, } i = 2, 3, ..., m* is a spanning set for D, but = {p^, 
^i-1 ^ "m* i 
P2» •••» P^} implying that is a spanning set for D. 
C ex) 
Lemma 5.3 If D has an SS^ , it has an . 
Proof Let ssi"^ - {P , P P }. For 1 = 1, 2 
Do c 2 02 On 
check - (P } to find the first {P } such that - {P } 
DQ Oj Uj* DQ a j* 
is still a spanning set for D. Then define 
"'1 
88^°^ - {P } if an P is found such that SS^°'^ - {P } 
(,) »0 °j* «j. »0 Oj. 
still spans D. 
^ otherwise 
0 
Hence ^ for k = 1, 2, ..., n; and for k = n = E 
"k-1 "n ^ 
if is non-empty. If = (fi, then this implies that all the 
"n 
P^ ^  i " 1, 2, ..., n were deleted from and was still a 
spanning set for D which is impossible. 
Lemma 5.4 If D has an E^, it has a unique E^, U E^. 
1 2 
Proof Assume there exists more than one E^, say E^ and E^. 
1 2 
Now both Eg and E^ are spanning sets for D such that if one of their 
elements is removed they will cease to be spanning. From Lemma 5.2, 
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I^D D la spanning which Implies that there exists a spanning set for 
1 2 
D which is smaller than or , a contradiction and hence E^ is 
unique. 
(a) 
Lemma 5.5 U E„ =• 0 SS„ , 
D a D 
Proof U Eg is a spanning set for D, therefore there exists an 
a* such that SS U E_ , hence U E^ ZD 0 Ssf* \ Now from Lemma 
D D D a D 
5.3 each has an E^^^, and from Lemma 5.4 E^ is unique, therefore 
"  h  •  -  • • •  •  
Thus, 
and we have 
uCoCQssW 
° = Q ss^"> . 
Corollary 5.5.1 If D has an then it has an unique Ej^ 
equal to Q 
Corollary 5.5.2 Q is a spanning set for D. 
Since the extreme set is a spanning set, then if D is a closed, 
bounded, convex set with at least one spanning set, SS^ , then 
OXSSg) = c'(Ej^) . 
C. Extreme Sets of Convex Cartesian Products 
Let X and Y be two convex sets in and E^, respectively. 
Hence it follows from Chapter II that the Cartesian product of X and Y 
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is also convex. This section presents two theorems which enables us to 
characterize the extreme set of X x Y. 
Theorem 5.1 Let X and Y be two convex sets with extreme sets 
and , respectively, then 
X x Y = (?(E^ X Ey) . 
Proof Let and {Q^}be the extreme points of X and 
Y, respectively. Now for any point 
m n 
I I e (P ,Q ) e C?(E„ X E ) (5.3) 
1=1 j.l 1 J 
such that 
m n 
E Z 8i = 1 
i=l j=l ^ 
we have 
m n m n 
m n m n 
= i  z  c e P , % r, 0 0) 
i=l j=l J i=l j=l J J 
( E 9 .P , E 8. Q ) 
1=1 j=l J J 
m 
( Ï a V , E B Q ) e X X Y. (5.4) 
1=1 j=l J J 
Now let 








X e X , y e Y 
m 
X •= % a P , y = E 6.Q. 
1-1 j=l J 3 
1 - 1 . 2 .  
j = 1, 2, 
Gij : 0 V 1. j 
9 .  =  I a 6 . = a  V l  =  l , 2  
j.l 1 j ^ 
m 
0 - E a 6 -6 V j - 1, 2 
•2 i - i  1  J J 
L Z 0 = E E A B 
1=1 j=l 1=1 j=l J 
m 
(x,y) = ( E a P , E 6.Q.) 
1-1 ^ j-1 J J 
'J, »i''i • '-A' 
(  E  E  e ,,p, , [ E  e ( 
1-1 j-1 1=1 j-1 
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m n 
(5.6) ( ^ : 0 (P ,Q ) e C(E X E ) . 
1=1 j-1 ] J 
Hence, from (5.3), (5.4), (5.5) and (5.6) we have that X x Y " ^(E^ x E^). 
Theorem 5.2 ^ y = x . 
Proof From Lemma 5.6, E^ x E^ is a spanning set for X x Y, hence 
^ X Y^ ^  ^ ' 
Suppose {(P.,Q )} is a spanning set for E _ but is not a minimal 
1 J A X 1 
set of spanning points for ^ ^ Y ' 
Then for some i', J', {(?^,Qj)} - {(P^,,Qj,)} is a set of spanning 
points for E^ ^  and 
Thus 
m n 
(P,,.Q,,) - ^ : e (p ,Q ) 
J i-l j»l J J 
(i,j) ^  (i',j') 
m n  
'i' - il A 
(i,j) i (i'.j') 
and 
m n 
' r - A A  V j  • 
(i.j) f (i'.j') 
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Let  
X = Z 8., E [0,1]. 
j= l  ^  
j  *  j '  
I f  A "  0;  then 
m n  m n  n  m n  
-  . 1 A  "  i - i  j l i  
( i , j )  f  d ' . j ' )  1  f  1 '  j  f  j '  i  /  i '  
and {P^} i s  not  an  ext reme se t .  Likewise ,  i f  X e (0 ,1) ,  then 
^ m n  
• 771- •..••• 
j= l  ^ i  f  i '  
j  f  j '  
m n  
1 f i' 
and {P.  }  i s  not  an  ext reme se t .  
1 
I f  X »  1 ,  then 
m n  n  m n  n  
Q , = E E 8 Q . Z 8 , Q + Z E Q = % 8 , Q 
J  1=1 j=l  J  J  j= . l  ^  ]  1=1 j=l  ]  J  j= l  J  J  
( i , j )  i '  ( i ' . j ' )  j  f  j '  1  f  1 '  j  f  j '  
and {QJ  } i s  not  an  ext reme se t .  Hence any A e  [0 ,1]  leads  to  a  contra-
d t r f i n n  a n d  t h e r e f o r e  
%% X Y - Gx * Gy 
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D. Solution Set of a Linear Programming Problem 
Consider the primal problem 
min b'y 
such that A'y > c (5.7) 
y > 0 
which can be equivalently expressed as 
min b* ' z 
such that B'z • c (5.8) 
z > 0 
where z = (^) ; y ; surplus variables associated with (5.7), B' = (A':-I) 
and b* = (b:0). 
Definition 5.4 Consider the feasible region ^ in (5.8) and 
assume rank (B')= m, where B^^. If any m x m nonsingular matrix is 
chosen from Bj and if all the n - m variables not associated with the 
columns of this matrix are set equal to zero, then the aolutiou of the 
resulting system of equations is called a basic solution. 
Definition 5.5 The m variables in Definition 5.5 which can be 
different from zero are called basic variables. 
The set of all feasible solutions as well as the set of all optimal 
solutions of (5.8) is a convex polyhedron. Moreover, the set of optimal 
solutions of (5.8) is spanned by a set of basic feasible solutions of (5.8), 
see Hadley [5] or Dantzig [2]; and every extreme point is a basic feasible 
solution of (5.8). Therefore, there exists an extreme set among the set of 
basic feasible solutions of (5.8). 
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Lemma 5.6 C Q^  , the set of all optimal solutions of (5.8), has a 
finite number of extreme points. 
Proof There are only a finite number of bases for B' and since 
the number of basic solutions is at most ('^) when rank (B' ) = m (n > 
TTi mxn 
Hence, there is only a finite number of extreme points for C^o • 
Lemma 5.7 Let z •= (tt^—) and consider problems (5.7) and (5.8) 
A y-c 
Then z* e if and only if y* e fi . 
z y 
Proof Assume that y* e then y 
n* 
I  a y * .  >  c  i  =  1 ,  . . . , m  
j=l J 
and subtracting surplus variables for each restriction (i.e. non-negative 
variables), then 
A'y* - ly* = c 
so that 
Conversely, if z* e i]_, then the first n*-components of z* constitutes 
a feasible solution of (5.7). 
Lemma 5.8 z° is an optimal solution of (5.8) if and only if y° 
is an optimal solution of (5.7). 
Proof Assume z° is an optimal solution of (5.8) and b*'z° = v^ 
and suppose (5.7) has an optimal solution such that b'y° " v^ ' 
Then appealing to the previous lemma, there exists surplus variables 
(non-negative) y°'s - (A'y°-c) such that 
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i° = (£) e 0 
fs 
and 
b*'z^ = V > V = b*'z° • 
o 0 
i.e. contradicting the fact that z° is an optimal solution of (5.8). 
Analogously, by adding non-negative surplus to any optimal solution of 
(5.7) yields an optimal solution of (5.8). 
Lemma 5.9 If Is the extreme set for the set of optimal solu­
tions of (3.8), then the first n*-components of is the extreme set of 
the set of optimal solutions of (5.7), E Q^. 
Proof Let z° =• (y°, A'y°-c) e E^q and suppose y° is not an 
extreme point of E^o. Then there exist y° , yg E E Q^ such that 
y° = ay° + (l-ojyg , for some ae (0,1). But considering 
a (A'y°-c) + (1-a)(A'y^-c) 
= A' (ay° + (l-a)y°) - c 
= A'y° - c , 
which implies that 
(9°.A'y°-c) f E^o. 
Hence a contradiction, and it follows that the first n*-components of 
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Lemma 5.10 If by f 0, j = 1, and / 0, i " 1 m 
and problem (5.8) has an optimal solution, then the solution set is bounded. 
Proof Assume not (i.e. that there exists a vector z° e such 
that at least one of its components can be infinite). Therefore the z°, 
which can be infinite is either a structural or slack variable. 
(i) If z°, is a structural variable, then b^,z°, can be made 
infinitely large which implies that the problem is unbounded; i.e. contra­
dicting the hypothesis that the problem has an optimal solution. 
(ii) If z°, is a slack variable, then the (j-th) restriction 
equation corresponding to this variable can be expressed as 
f o -o 
'i/i - 'i'  'j 
or 
ill " '} * 
Now each y° is finite, otherwise case (i) would apply and 
n* 
^ Yj < + * where a^* = max a . 
J ^=1 - J i -J 
But from (5.9), Cj + z°, can be made arbitrarily large, i.e. larger than 
n* 
i l  • 
A contradiction and therefore the solution set C ^ must be bounded. 
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Corollary 5.10.1 If by # 0 , j = 1, ..., n* and 0, 
1=1, ..., m and the dual of problem (5.8) has an optimal solution, then 
the solution set is bounded. 
In the following section it will be assumed that there does not exist 
a zero component in either b or c. 
E. Extreme Set for Saddle-Point Solutions 
of the Lagrangian Function 
As discussed in Chapter IV, every linear programming problem has an 
associated saddle value problem. Moreover, (y°,x°) is a saddle-point 
solution of the Lagrangian function, $(y,x), if and only if y° is an 
optimal solution of L.P. (A,b,c) and x° is an optimal solution of the 
dual problem of L.P. (A,b,c). The set of optimal solutions of L.P.(A,b,c), 
Y°, as well as the set of optimal solutions of its dual, X°, is convex. 
Hence, from Section D, they are spanned by an exf.ieme set arising from the 
set of basic feasible solutions of L.P. (A,b,c) and its dual, E Q^ and 
E^o » respectively. 
Lemma 5.11 The set of all saddle-point solutions of 4(y,x) is 
convex and has an extreme set E P^ x E Q^ . 
Proof The set of saddle-point solutions of (^(y,x) is a Cartesian 
product, see Karlin (8] or Owen [13]. Therefore appealing to Lemma 2.12 
since Y° and X° are convex then Y° x X° is convex. Now appealing to 
Lemmas 5.6 and 5.7, we have that Y° x X° has an extreme set E^o x E Q^ . 
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F. Linear Programming Problems with a Certain Solution Set 
Definition 5.6 tp (A^^) will denote the set of all linear program­
ming problems with at least the saddle-point solution : (y^,x^). 
Definition 5.7 tP (A^) H (P(A^) will denote the set of all l.p. 
problems with at least the saddle-point solutions A^ and A^. Hence, 
oXA^) ^^(A^) can equivalently be written as 
It has been shown previously that for any l.p. problem the saddle-
point solution set is convex, therefore for any 0 E [0,1], 9A^ + (l-GÏAg 
is also a saddle-point solution of any l.p. problem in o^CA^fA^). 
Lemma 5.12 
iPCA^.A^) = Il {P({0A^ + (1-6) Ag}) . 
V 9 E 10,1] 
Proof For a given 0 e [0,1], 
(PCA^.Ag) = 6\A^) n U^CAg)^ (P(eA^ + (l-eOAg). 
Thus, 
(i) J^A^.Ag) C_ n (,'({@A] + (l-e)A^). 
[0,1] 
Now since 
{?(A^) for 9 = 1 
n If ((9A^ + (1-6) A^}) = 
V 6 e [0,1] D (Ag) for 9=0 
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then it follows that 
(ii) n lP({8Ai + (1-8)62}) CZ O^(A^) n U^Ag) = (?(A^,A2) . 
V e e [0,1] 
Hence, (i) and (ii) jointly imply that 
(p(A^,A2) = n (P({eA^ + (1-8)62}) . 
V e E [0,1] 
Corollary 5.12.1 Let H be the convex hull generated by a finite 
number of saddle points A^, ..., A . Then any l.p. program, L.P. 
n _ 
(A,b,c), e lO Cr(A ) if and only if any (y*,x*) e H is a saddle-
i=l 
point solution for L.P. (A,b,c). 
Definition 5.8 The set of all l.p. programs which share a common 
saddle-point solution with a given L.P. (A,b,c) will be denoted by 
(A,b,c). 
Definition 5.9 U(A) : the set of all l.p. programs which have 
Ac H 
exactly the same saddle-point solutions that are in H. 
Lemma 5.13 Let Eg : {A^, A^, ..., A^} be an extreme set for the 
set of saddle-point solutions for some L.P. (A,b,c). Then 
df (A,b,c) . U (P(0 • Eg) . 
V 0 E [0,1] 
Proof The convex hull of the set of saddle-point solutions for 
L.P. (A,b,c) is spanned by Eg. Therefore, [®(Eg)} •= {0 • Eg , V 0 e 
[0,1] } . Let L.P.*(A,b,c) e «à(A,b,c) , then there exists Â such that 
Â E (Eg)} ; i.e. Â - 0* • Eg . Hence, 
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L.P,*(A,b,c) e (P(8* • Eg) C U 0^(6 ' Eg) . 
V e e [0,1] 
Conversely, let 
L.P.*(A,b,c) e y ,?(e • Eg) , 
V 0 e [0,1] 
then there exists a A such that Â is a saddle-point solution of 
L.P.*(A,b,c) and L.P.*(A,b,c) e Lp(Â) = (P(8* • Eg). Hence, L.P.*(A,b,c) 
E O (A,b,c). 
Lemma 5.14 
n n 
<J^(A., A., ..., A ) » n Ô o\(y. ,x )). 
^ " i-1 j-1 ] 
Proof Since the set of saddle-point solutions of &(y,x) forms 
a Cartesian product, then 
i? (Aj^, A^, ..., A^) = i/-\(y^,Xj) ; i=l,...,n; j=l,...,n) . (5.10) 
n n 
0^((y^.x.); i=l,...,n; j=l,...,n) = M 0'((y ,x )) . 
J i=l j=l J 
Corollary 5.14.1 
(^ i/'CA. ) » ( 1 n '/((y. ,x )) . 
i=l i=l j-1 J 
Theorem 5.3 Let H be the convex hull generated by a finite 
number of extreme points and H : the complement of H. Also, let B ^ : 
the set of all programs that have at least every saddle point in H and 
some saddle points V e H. 
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Then 
u(A) = n [0 (p(A) n By]. (5.11) 
A e H  V e H  A e H  
Proof B y ; set of all programs that do not have a saddle-point 
solution in H or do not have a saddle-point solution in H. Now let p 
be an arbitrary program in U(A) , then p has exactly every saddle-point 
A e H  
solution in H. Hence 
p  E  B  V V e H  
and 
p e lP(A) . 
A E H 
Therefore 
U(A) C n [ [1  (?(A) n ] • (5 .12)  
AgH VeH AeH 
Now assume there exists p in the right-hand side of (5.12) which is not 
a member of U(A)= Then this impHes that p doesn't have any saddle-
A G H 
point solutions, AeH or p has saddle-point solutions AeH and some 
V's E H; i.e. p E i1 iP(A) ( ) B _ for some VeH. But this contradicts 
Ae H " ° ° 
the assumption that p is a member of the right-hand side of (5.12). Thus, 
u (A) = n [ n ip(A) n B ^ ]. 
A e H  V e H  A e H  
Theorem 5.4 
u(A) = n I? (V). 
A e H  V e H  
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Proof 
u(A) = n [0 ^ (A)n B^] 
A e H  V e H  A e H  
= n 0'(A) - U [(P(A^, A^, A^,V)] 
A e H  V e H  
where {A^, A^, A^} : 
- n U\A) - U [ n lP(A) (1 lP(V)] 
A e H  V e H  A c  H  
- n Lp(A) - [ n 'r(A) u i>'(v)] 
A e H  A c  H  V e H  
- n iP(A) n u j\v) 
A e H  V e H  
= n ip(A) n n (?(v) . (5.13) 
A e H  V e H  
Now u (V*) : set of programs that exclude the saddle-point solution 
V* G H. Therefore, 
fl vy(9)(Z fl j'(A) , 
V  C H  A e H  
hence, from (5.13), 
u (A) = n  j \v) .  
A e H  V e H  
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G. Inverted Kuhn-Tucker Conditions 
In this section a procedure for generating all problems which have a 
certain set of saddle-point solutions will be described. Moreover, a new 
dual form for any classical primal problem will be presented which has an 
equivalent saddle-point solution to the classical dual problem. Hence, 
n 
given any L.P. (A,b,c) in A (F(A ) or U(A) , we will define an 
A e  H 
idempotent mapping which will yield another l.p. problem with exactly the 
same set of saddle-point solutions as L.P. (A,b,c). Our method will depend 
on Kuhn and Tucker's conditions that insure that (y°,x°) is a saddle-
point solution of ^(y,x). 
Therefore, considering Kuhn-Tucker's theory for the linear case, we 
have that a set of necessary and sufficient conditions that (y°,x°) is a 
saddle-point solution of 4^y,x) = b'y + x'(c-A'y) are: 
(b-Ax°) > 0 ; y° (b-Ax°) = 0 ; x° > 0 (5.14) 
(c-A'y°) < 0 ; x° (c-A'y°) = 0 ; y° > 0 . (5.15) 
From (5.14) and (5.15), we easily see for any 1 and j that if 
(!) (Ax°)^ <b^ then y° = 0 (5.16) 
(11) o > 0 then (Ax°) i (5.17) 
(iii) (A'y°)j > Cj then x^ = 0 (5.18) 
(iv) o > 0 then (A'y°)j = c^ . (5.19) 
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Lemma 5.15 The set of L.P. (A,b,c) E (J'((y°,x°)) is a convex cone. 
Proof Let L.P. and L.P. be any two arbitrary 
linear programming problems in (P((y°,x°)). Then (A^,b^,c^) and 
(Ag.bg.Cg) must satisfy the conditions that 
and 
V° " ^1 - ° 
k[y° - c^ > 0 
y° (A^ x° - bj^ ) - 0 
x° (Ajy° - c^) » 0 
V° - ^ 2 - ° 
Agy^ - Cg >0 
y° (AjX® - bg) "0 
x° (A^y° - C2) - 0 . 
Then for any a, S > 0 we have 
and 
(aA^ + gAg^x^ - (ab^ + Bb^) < 0 
(oAj^ + 6A^)y° - (ac^ + Bc^) 2 ® 
y° [ (oA^ + BA,)x° - (ab-, + Bb?)] = 0 
x° [(aA| + 6Apy° - (oc^  + Bcg)] = 0 
Hence, letting 
and 
A - aA^ + BAg 
b - ab^ + Sb2 
c -ac^ + BCg , 
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then L.P. (Â,b,c) e 0'((y°,x°)) and 
{L.P. (A,b,c)|L.P. (A,b,c) e i?((y°,x°))} 
is a convex cone. 
Theorem 5.5 Assume all the components of y° and x° are non­
zero for some L.P. (A,b,c). Let T^A = AT^ = A* , T^b = b* and T^c = c* 
where and are non-singular, then L.P. (A*,b*,c*) e (.?((y°,x°)). 
Proof Now if (y°,x°) is a saddle-point solution for L.P. (A,b,c), 
then it must be that conditions (5.14) and (5.15) hold, or, more precisely, 
conditions (5.17) and (5.19). Therefore, 
(i) (b-Ax°) « 0 , and 
(ii) (A'y°-c) = 0 . 
Now choose any two non-singular matrices such that A* = T^A = AT^ (M). 
Then from (i) and (ii) we have 
T^(b - Ax°) = 0 (5.20) 
and 
T^(A'y° - c) - 0 . (5.21) 
Now (5.20) and (5.21) can be written as 
T^b - T^Ax° = b* - A*x° = 0 
and 
T^A'y® - T^c = A*'y° - c* - 0 . 
Hence (y°,x°) is a saddle point solution of L.P.(A*,b*,c*)• 
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For any matrix A, there always exists a and (non-singular) 
such that T.A • AT. ; namely T. = I and T„ « I .In addition for 
12 1 mxm 2 nxn 
any a > 0, T, * al and T. also are non-singular matrices 1 mxm 2 nxn 
such that Tj^A - AT^. However, it is easily seen that these non-singular 
matrices will produce linear programming problems which are only some 
scalar multiple of the original problem. 
Theorem 5.6 Assume there exists m* and n* zero components of 
y° and x°, respectively, where (y°,x°) is a saddle-point solution for 
some L.P. (A,b,c). Then L.P. (A*,b*,c*) e (P((y°,x°)) where A* = T^A » AT^, 
b* " T^b and c* - T^c for two non-singular matrices T^ and T^. 
Proof Assume the first m* and n* components of y° and x° 
are zero. Then from (5.16), (5.17), (5.18) and (5.19) we have that if 
L.P. (A,b,c) £ CF((y°,x°)), then 
(b - Ax°)^ >0 1=1 m* (5.22) 
(b - Ax°)j "0 i = m*+l, .... m (5.23) 
(A'y° - c). > 0 j = 1, ..., n* (5.24) 
ana 
(A'y° - c)j =0 J - n*+l, ..., n . (5.25) 
Let 




non-singular such that 
in*xm* 
''A. (5.26) 
- A (5.27) 
and 
non-singular such that 
Hence 
n*xn* 
T^A - AT^. 
I 0 
T, (b-Ax ) = 
0 T -J 
(b-Ax^) 
and applying (5.22) and (5.23) jointly we have 
(b*-A*x )^ > 0 1-1, ...,ra* 
and 
(b*-A*x )^ = 0 i • ra*+l, ..., m 
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Likewise, applying (5.24) and (5.25) jointly to 
yields 
and 
T'(A'y° - c) 
(A*'y° - c*)j >0 J - 1, n* 
(A*'y° - c*)j =0 j = n*+l, ..., n . 
Therefore, L.P. (A*,b*,c*) e (p((y°,K°)). 
n 
The same procedure can be applied to any L.P. (A,b,c) e Q l?(6.) by 
i=l 
considering (5.16), (5.17), (5.18) and (5.19) for each A^. Therefore, let 
m* " max {m* } and n* = max {n* } where m* and n* are the number of 
i 1 i 
zero components of y^ and , respectively. Now from Kuhn-Tucker's 
conditions we have that each must satisfy the following set of 
equations: 
and 
(b-Ax°)^, >0 i'=l,...,m* 
(b-Ax?)^, =0 i' = m*+l, ..., m 
(A'y°-c)j >0 j = 1, n* 
(A'y°-c). =0 j = n*+l. 
1 'J 
Thus, appealing to Theorem 5.6, we can construct an L.P. (A*,b*,c*) e 
i-1 
Hence, given any L.P. (A,b,c) with a certain set of saddle-point solu­
tions, we can find another program which has the same set of saddle-point 
solutions as L.P. (A,b,c), i.e. L.P. (A*,b*,c*) under the mapping of 
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-1 
and Tg. Now and are non-singular, therefore by choosing 
and for L.P. (A*,b*,c*) yields a program, L.P. (A,b,c) e (?((y°,x°)). 
Hence, the mapping is idempotent. 
Lemma 5.16 Consider the classical primal linear programming 
problem 
min b'y 
such that A'y > c (5.28) 
y > 0 
which has an optimal solution y°. Then an equivalent dual form is given 
by 
max c*'x 
such that A*x < b* (5.29) 
X > 0 
where A* = T^A • AT^ , b* = T^b and c* = T^c for some non-singular 
and Tg. 
Proof From Theorems 5.5 aiid 5.6, we have that the linear program­
ming problem 
min b*'y 
such that A*'y > c* 
y > 0 
also has an optimal solution y°. Furthermore, it has an equivalent saddle-
point solution (y°,x°). Now its classical dual is given by 
max c*'X 
such that A*x < b* 
X > 0 . 
85 
Therefore (5.29) la an equivalent dual form for (5.28). Moreover, if the 
primal problem has an optimal solution y°, then the dual problem (5.29) 
has an optimal solution, x°. 
The following example illustrates an equivalent dual form which has 
the same solution as the classical dual problem. 
Consider the following classical primal-dual problems: 
(I)  
min 2^1 + 3y2 
such that 
^1 
+ Zy, : 2 (5. 30) 
^2 - ^  
2^1 - 72 : 3 
^1 > 72 - ° 
max 2xi + =2 + 3*3 
such that + 2x < 2 (5. 31) 1 3 -
o,. 
-j. 
""1 "2 ^  "3 - " 
^1 1 *2 ' *3 : 0 ' 
(y°.x°) - (^(^) ,^4 
is a saddle-point solution of t(y,x); i.e. y° is an optimal solution of 
problem I and x° is an optimal solution of problem II. Therefore, let 
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and 
/ 1 0 0 
I 0 1/2 5/2 
\0 1/2 -3/2 
Hence 




T^c =( 2 )= c* 
\ - 2  
Therefore, an equivalent dual form of problem I is 
max 2x^ + 2x^ - 2x^ 
such that X, + x_ - 3x_ < 1 1 L j -
2x, + 4x- < 4 J -
*1 . *2 ' *3 - 0 






Note that (5.30) and (5.31) are mutually dual in the sense that they 
have exactly the same saddle-point vector, but it is not necessarily true 
that they have the same optimum objective function, i.e. b'y° = 7 6 = 
c'x°. If we introduce the notion of mutually dual problems as above, which 
also have the same optimum objective function, then we must require in 
addition to having T^A = AT^ , and non-singular, that (T^b)'y° = 
b'y° as well. Therefore again considering problem (5.30), it is necessary 
first to find a such that 
(i) (T^b)'y° - b'y° « 7 , and from (5.25) 
(ii) T^Â = Â where Â = (2) . 
Thus one such T^, non-singular, is 
- 1  
and, therefore, an appropriate non-singular T^ is 
10 0 \ 
T, 0 -1/2 15/2 
" V  '  0 1/2 -3/2 
Thus, 
T^A - AT2 
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and 







which also has an optimal solution 4 
\ 1 
which has the same optimum objective 
+ x^ + 3x^ 
+ *2 " 3*3 : 1 
- *2 + 9*3 1 5 
' *2 ' *3 : 0 
and 
= 7 . 
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