Abstract-In this paper, a mathematical model is proposed to estimate the distortion caused by random packet losses for multi-view video transmission. Based on the study of multiview video coding, the proposed model takes into account the disparity/motion compensation which relates the channel-induced distortion in the current frame with that in the previous frame or the adjacent view, and allows for any motion-compensated and disparity-compensated concealment method at the decoder. Comparative studies between the modeled and simulated distortion results demonstrates that the proposed model is able to estimate the transmission distortion of multi-view video with high accuracy.
I. INTRODUCTION
In packet-switched networks, packets may be discarded due to buffer overflow at intermediate nodes of the network, or may be considered lost due to long queuing delays. However, compressed multi-view video is extremely vulnerable to transmission errors since the coding structure of motioncompensated and disparity-compensated inter-frame prediction creates strong spatio-temporal dependency among video frames. Modeling the effect of packet loss on the end-to-end video quality is important for jointly determining parameters for source coding (e.g., quantisation and intra-rate) [1] , ratedistortion optimisation [2] , channel code rate control [3] , and inter/intra mode switching [4] .
So far, a few distortion models for monoscopic video transmission over lossy channels have been proposed in the literature. Zhang et al. [5] developed a low-complexity transmission distortion model using a piece-wise linear fitting approach for the whole-frame loss. Sabir et al. [1] presented a statistical distortion model for MPEG-4 coded video streams transmitted over noisy/fading channels with error-resilient tools. Yang and Rose [6] presented a recursive optimal per-pixel estimation (ROPE) algorithm that recursively calculated the first-and second-order moments of the decoded value for each pixel, from which one can determine the total distortion in terms of the mean squared error (MSE). The model proposed in [7] took into account almost all popular coding features, including inter-and intra-prediction and deblocking filtering, in order to accurately estimate the expected channel distortion in terms of MSE. Additionally, taking loss burstiness into account, a more accurate distortion model was established in [8] to estimate the expected MSE distortion at both the frame and sequence level given Gilbert channel packet losses.
In the area of stereo video transmission, a rate-distortion optimisation method for error-resilient stereoscopic video transmission with inter-view refreshment is proposed in [9] . Tan et al. [10] developed an end-to-end rate-distortion model of stereo video, and obtained optimal encoder bit rates and unequal error protection (UEP) rates. In these work, transmission distortion was only analysed for stereo video with the left and right view.
Thus far, to the best knowledge of the authors, there hardly exists any published work on distortion modeling of general multi-view video transmission over packet lossy networks. In this paper, we develop a recursion model to estimate the distortion caused by random packet losses for H.264/MVC (multi-view coding) coded multi-view video transmission over packet-switched networks.
The remainder of this paper is organised as follows. Section II introduces the system model of coded multi-view video. Section III develops a frame-level recursion formula which predicts the channel-induced distortion for coded multi-view video due to random packet losses. In Section IV, simulations are conducted to validate the proposed distortion model. We validate the proposed model using H.264/MVC coded video at different loss rates, and compare the modeled distortion with the actual measured data in realistic networks. Finally, we conclude this paper in Section V.
II. SYSTEM MODEL OF CODED MULTI-VIEW VIDEO
In this paper, we consider the reference structure of MVC coded multi-view video illustrated in Fig. 1 . It should be noted the reference structure shown in Fig. 1 is an extension of the structure used in [7] from single-view to multi-view.
Denote by S and T the number of views and length of each group of pictures (GOP), respectively. A two-dimensional coded image group is called a group of group of pictures (GGOP). For a frame M (s, t) in a GGOP, both previous frame M (s, t − 1) and previous view M (s − 1, t) are taken as the 978-1-4244-5638-3/10/$26.00 ©2010 IEEE reference frames, except for view zero and the first frames in each view. For I-frames, every macro-block (MB) is coded in the INTRA mode, without making use of the previous frame information. For P-frames, an MB is coded either in the INTRA or INTER mode. For the latter mode, the MB is predicted by the corresponding MB in a previous frame. We further assume that all MBs in a frame are grouped into one slice, and each slice is carried in a separate transport packet in the TCP/IP layer.
III. PROPOSED TRANSMISSION DISTORTION MODEL FOR RANDOM PACKET LOSS

A. Definition of Channel-Induced Distortion
Denote by F i (n) the original value of pixel i in frame n, and letF i (n) andF i (n) be the reconstructed pixel values of pixel i in frame n at the encoder and decoder, respectively. The distortion caused by channel errors is denoted by D c (n), which can be expressed as
where E{·} denotes the expectation taken over all the pixels in frame n.
We encode a multi-view video sequence with H.264/MVC [11] . Frame n represents the t-th frame in view s, which can be expressed as M (s, t), and F i (n) and D c (n) can be expressed as F i (s, t) and D c (s, t), respectively. Our objective is to derive a recursion distortion model for D c (s, t) that is able to: 1) capture the channel error propagation effect on multi-view video, and 2) analyze the impact of packet losses on the average video quality of reconstructed multi-view video.
B. Recursive Computation of Frame Distortion
We assume that if frame M (s, t) is received, it could be distorted due to errors occurred in previous frames and/or adjacent-view frames. The average distortion is denoted as
1) Derivation of Recursion Formula for D R (s, t):
Firstly, we compute D R (s, t), aiming to develop a recursion formula for received frames. We assume the average percentage of MBs using the INTRA mode in each P-frame is Q. Denoted by D INTRA (s, t) and D INTER (s, t) the average distortion in the received INTRA mode MBs and INTER mode MBs, respectively. The average channel distortion of the received frame is computed as
For the received frames, we assume that there is no channel induced distortion in a received INTRA mode MB. That is,
For the INTER mode MBs, there exist two options for prediction, namely, inside-view prediction which takes a previous frame of the same view as the reference frame; and inter-view prediction which takes the frame in the same location in an adjacent view as the reference frame. For the received frames, their reconstruction may be affected by channel distortion due to errors in previous frames.
If an MB employs inter-view prediction, each pixel F i (s, t) in the MB is predicted from pixelF ρ k (i) (s, t), where ρ k (i) refers to the spatial index of the k-th matching pixel in M (s − 1, t) that is used to predict pixel i. Let Ω k be a pixel operation function applied onF ρ k (i) (s, t) to predict F i (s, t). Then, the predicted values of F i (s, t) can be expressed as
For this inter-view prediction MB, due to the correct reception of the prediction error signal, the channel distortion is purely caused by the mismatch between the prediction references. Hence, the distortion can be derived as
where Ω k (·) can be regarded as a filter with an attenuation quotient λ a that will attenuate error propagation. Hence, (4) can be rewritten as
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If the MB adopts inside-view prediction, in a similar manner, the distortion can be calculated as
where λ b is the error attenuation factor for the received MB, which takes the previous frame of the same view as the reference frame. Note that λ b may be different from λ a . In this paper, we estimate λ a and λ b based on empirical experiments as will be discussed in Section IV.
As shown in Fig. 1 , all the frames (except for the first Iframe) in view 0 are P-frames. All INTER mode MBs in these frames employ inside-view prediction, taking a previous frame in view 0 as the reference frame. For the first frame of each view (except for view 0), all INTER mode MBs adopts interview prediction. Only the frame from the adjacent view is used as the reference frame. For all the other frames, both inter-view prediction and inside-view prediction are applied. We assume the percentage of MBs using inter-view prediction is V. Then, the percentage of MBs using inside-view prediction is 1-V.
Substituting (3), (5) and (6) into (2), we arrive at the following recursion formula for
It is evident that (7) is in fact a recursive expression.
2) Derivation of Recursion Formula for D L (s, t):
In the following, we aim to develop a recursion formula for lost frames due to packet losses. In multi-view video, the pixel in a lost frame may be concealed either from a previous frame or from an adjacent-view frame, depending on the content and certain error concealment strategy, irrespective of the chosen coding mode.
For the case when disparity-compensated inter-view concealment is applied, each pixel F i (s, t) in the lost frame is reconstructed from the corresponding pixels in frame M (s − 1, t). Denote by θ k (i) the spatial index of the k-th matching pixel in frame M (s − 1, t) used to estimate pixel i in frame M (s, t). Then, the error concealed value for pixel i can be denoted byF VEC,θ k (i) (s − 1, t), which is obtained through the pixel concealment operation on all the corresponding pixels in frame M (s − 1, t). Let D VEC (s, t) represent the distortion associated with a particular inter-view concealment algorithm. In the absence of error propagation from previous frames, we have
D L (s, t) can be estimated as the sum of the propagation distortion and average concealment distortion. Hence, the distortion can be derived as follows
where μ a is the error attenuation factor for a lost MB that is reconstructed through disparity-compensated inter-view concealment. Similarly, for the case when motion-compensated temporal concealment is applied, the distortion can be derived as
with
For the frames in view 0, if a P-frame is lost, we assume that all the MBs in the lost frame are recovered by motion-compensated temporal concealment instead of disparity-compensated spatial concealment. For the first frames of each view (except for view 0), if they are lost, it is reasonable to assume that all the MBs in the lost frame apply disparity-compensated spatial concealment, taking the corresponding frame in the adjacent view as the reference frame. For all the other lost frames, we assume the percentage of MBs applying disparity-compensated spatial concealment is U. Then, the percentage of MBs applying motion-compensated temporal concealment becomes 1 − U . Hence, based on (9) and (10), a recursion formula for D L (s, t) can be established as
As can be observed from (12), D L (s, t) is estimated as the sum of the propagation and average concealment distortion.
C. Recursive Computation of Average Channel Distortion
Let P be the average packet loss ratio. A packet is either lost with a probability P or received with a probability 1 − P . Thus, the average distortion of frame M (s, t) due to channel errors can be expressed as
Substituting (7) and (12) into (13), D c (s, t) can be rewritten as
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Note that in (15), α i and β i (i = 1, 2, 3) denote the error propagation coefficients. Generally speaking, we have 0 < α i < 1 , and 0 < β i < 1. Given a specific video coder, the error concealment strategy, the video content, and the parameters α i and β i , the correlation between channel-induced errors in neighboring frames is constant. Finally, the average distortion of the entire GGOP consisting of S views with T frames in each view can be defined as D GGOP,c , which is estimated by taking an expectation over all the frames in this GGOP. That is
Note that the sequence-level expected distortion G GGOP,c can be used as an objective metric to assess the average video quality. Substituting (14) and (15) into (16), and then applying (16) recursively, we can obtain the cumulative expected distortion over the entire GGOP.
IV. SIMULATION
In this section, we examine four multi-view video sequences to evaluate the performance of the proposed distortion estimation model, i.e., one high motion sequence "Ballroom", two medium motion sequences "Vassar" and "Exit", and one low motion sequence "Lotus". The resolution of "Lotus" is 640×384, while the resolutions of all the other three sequences are 640 × 480. For each multi-view sequence, 8 views with 250 frames in each view are encoded with the H.264/MVC reference software encoder (JMVM 8.0) [11] . The first frame in view 0 is coded as an I-frame, while the remaining frames are coded as P-frames, in accordance with the GGOP structure shown in Fig. 1 . The frame rate is set to 15 frames per second (fps). The inter-view rate V and INTRA mode rate Q in each P-frame can be counted by the encoder. All the MBs in a frame are grouped into a single slice, and each slice is carried in a separate transport packet at the transmitter. Therefore, a lost packet is equivalent to a lost frame. The P-frame data is subject to random frame loss at rates of 2%, 5%, 8%, and 10%.
In our experiments, a simple error concealment method called "frame copy" is employed, which conceals a lost frame by copying the previous reconstructed frame in the decoder. The concealment distortion is simply the mean squared difference between two encoded frames and can be readily measured. Therefore, D VEC (s, t) for each sequence can be easily
In order to predict the MSE using (14), (15), and (16), certain model parameters including λ a , λ b , μ a and μ b , need to be determined. We propose the use of the least squares fitting technique to determine these parameters based on training video sequences. For example, in order to estimate λ a and λ b , we apply least square fitting to (7) using the data obtained in the received P-frames. λ b and λ b are estimated as
where the sum over (s, t) considers all lost P-frames in the decoded sequence obtained with inter-view rate V and INTRA rate Q. Similarly, we obtain the parameters μ a and μ b through applying the same technique. These model parameters are then used to predict the MSE using our recursion model for various packet loss rates.
We then compute the average channel-induced distortion over all P-frames in a GGOP at different packet loss rates. We use D VEC, arg (s, t) and D PEC, arg (s, t), the average concealment distortion over all the frames, in lieu of the concealment distortion of each frame.
In Fig. 2 , two distortion curves are plotted against the packet loss rate for each of the four multi-view video sequences at packet loss rates ranging from 2% to 10%. Note that the obtained MSE values are converted to the peak signal-to-noise ratios (PSNRs) using the relationship PSNR = 10 log 10 (255 2 /MSE). As can be observed from the the curves in Fig. 2 , the proposed model is able to accurately predict the average expected distortion over a large range of packet loss rates considered in our simulations.
The close agreement between the theoretical and experimental results demonstrates that the proposed recursion model is able to predict with high accuracy the distortion caused by packet losses.
V. CONCLUSION
Despite the fact that many researchers have modeled the distortion behavior for monoscopic video transmission using various error-prone channel models, there is a lack of work on modeling and analysing the transmission distortion for multi-view video. Based on the study on the characteristic of multi-view video coding and the propagating behavior of transmission distortion due to random frame losses, we derived a recursion mathematical model to estimate the expected channel-induced distortion of multi-view video sequence.
The model we developed explicitly considered both the temporal dependencies and inter-view dependencies, induced by motion-compensated and disparity-compensated coding, respectively. Simulation results show that the proposed model is capable of estimating the actual amount of distortion accurately.
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