The design of compact deep neural networks is a crucial task to enable widespread adoption of deep neural networks in the real-world, particularly for edge and mobile scenarios. Due to the time-consuming and challenging nature of manually designing compact deep neural networks, there has been significant recent research interest into algorithms that automatically search for compact network architectures. A particularly interesting class of compact architecture search algorithms are those that are guided by baseline network architectures. Such algorithms have been shown to be significantly more computationally efficient than unguided methods. In this study, we explore the current state of compact architecture search for deep neural networks through both theoretical and empirical analysis of four different state-of-the-art compact architecture search algorithms: i) group lasso regularization, ii) variational dropout, iii) MorphNet, and iv) Generative Synthesis. We examine these methods in detail based on a number of different factors such as efficiency, effectiveness, and scalability. Furthermore, empirical evaluations are conducted to compare the efficacy of these compact architecture search algorithms at producing deep neural networks that have a balanced trade-off between size, speed, and accuracy across three well-known benchmark datasets. While by no means an exhaustive exploration, we hope that this study helps provide insights into the interesting state of this relatively new area of research in terms of diversity and real, tangible gains already achieved in architecture design improvements. Furthermore, the hope is that this study would help in pushing the conversation forward towards a deeper theoretical and empirical understanding where the research community currently stands in the landscape of compact architecture search for deep neural networks, and the practical challenges and considerations in leveraging such approaches for the purpose of aiding the design and development of deep neural networks for operational usage.
Introduction
Designing deep neural network architectures for different purposes has been an active field of research since the inception of deep neural networks. The design process has either focused on achieving better modeling accuracy or constructing compact network architectures for lower computational and architectural complexity for reduced storage and faster inference speed. Most of the well-known network architectures in literature were designed manually based on the human insights. However, automatic network architecture search and parameter tuning has recently gained more interest in the research community, due to the fact that manually designing specialized network architectures, particularly compact architectures, is very time-consuming and human insight about optimized macroand micro-architectures is limited in terms of design granularity.
A number of algorithmic approaches have been proposed in literature for designing neural network architectures. The optimal brain damage approach proposed by Lecun et al. can be considered as the seminal work on designing compact neural network architecture, where information theory is leveraged to select non-important parameters in the model to be removed. Following that seminal work, several methods were proposed to address the storage limitations of deep neural networks. These methods take advantage of a combination of pruning, quantization and coding techniques to address the storage requirement of a deep neural network. Low-rank matrix factorization is another technique which was applied to approximate the filter structures and convolutional kernels in a deep neural network. Structural learning approach during the training of a model is another trick to learn the filter shape and depth during the training process. Compact architectural search was also addressed via variational Bayesian algorithms. There have also been several studies exploring the use of evolutionary computing methods for training and generating deep neural networks [7] but mostly on for reaching to better modeling accuracy. Shafiee et al. [6] formulated the compact network architectural search problem via an evolutionary synthesis framework so-called EvoNet.
The neural architecture search (NAS) algorithms [1] which recently gains interest from the community provides state-of-the-art modeling accuracy in pubic benchmark datasets. The search strategy in these approaches can be formulated via evolutionary algorithms, reinforcement learning methods, or Bayesian optimization. These methods are mainly focus on finding a network architecture which provides the best modeling accuracy.
In this study, we explore the current state of compact architecture search for deep neural networks by conducting both theoretical and empirical analysis on four different state-of-the-art compact architecture search algorithms across three different datasets using accuracy, computational complexity, and architectural complexity as key performance indicators.
Theoretical Analysis
A key criteria when selecting the set of algorithms to study in detail for a better understanding of the current state of compact architecture search is scalability. As a result, we focus on exploring stateof-the-art compact architecture search algorithms that, guided by baseline network architectures, produce compact neural network architectures with smaller yet structured topologies that tend well to parallel computing on modern processor architectures as well as provide lower effective memory footprint during inference. Furthermore, such approaches have been demonstrated to scale well in producing compact deep neural networks that possess strong modelling accuracy for more complex problems and data.
Group Lasso Regularization
Group Lasso can be used to learn structured sparsity in an efficient way. For compact architecture search purposes, it was applied [8] to regularize network structures such as filters or channels during training via the following loss function:
where W represents the set of weights in the network and E D (·) is the loss of the network on the data D. R g (·) formulates the group lasso for each layer which enforces the structure sparsity during the training and λ g is the regularization factor.
Variational Dropout
The variational dropout technique, adds a Gaussian stochastic factor on each activation during the training step and the mean and standard deviation of this distribution are learned during the training. The values of these two parameters reach to zero for those weights that have no impact on the network output which promotes the sparsity. Therefore, the weights of the resulted network at the end of training are sparse. However the produced sparsity is unstructured and cannot provide any speed up inference. Here we extend upon this approach and drop those filters (i.e., a set of weights in a layer which produces one activation channel at the output) which are more sparse than a pre-defined threshold to generate the final network architecture. Setting up proper parameters and initialization of the parameters is very important to produce the best results.
MorphNet
MorphNet [3] performs an iterative shrink-and-expand approach to automatically design the structure of a deep neural network. It utilizes weight regularization on network activations to sparsify the network in the shrinking step, followed by a uniform multiplicative approach on all layers in the expand step. More specifically, a penalty term is applied on the loss function during the training in the shrinking step as follows:
The F (·) is a regularizer on neurons which can induce some of the neurons to be zeroed out and can be formulated as:
where A L,j and B L,j are indicator functions that encode whether the input i or output j are alive or zeroed out. L 1 norm on variables of batch normalization is utilized to provide tractable learning via gradient descent. The batch-norm is applied to each layer which means that each neuron has a particular variable in the batch-norm; setting this variable to zero effectively disables the neuron. The MorphNet method needs hyper-parameter tuning; Tuning the parameters in this method plays a vital rule to produce reasonable results.
Generative Synthesis
The overall goal of the Generative Synthesis method [9] as a compact architecture search method is to learn a generator G that can synthesize deep neural networks {N s |s ∈ S}, given a seed set S, maximize a universal performance function U while satisfying quantitative human-specified design constraints and performance targets, as defined by an indicator function ½ r (·). This learning of generative machines for synthesizing deep neural networks can be formulated as the following constrained optimization problem:
Given the intractability of solving Eq. (4), an approximate solution G to the constrained optimization problem posed is achieved by leveraging the interplay between a generator-inquisitor pair that work together in a synergistic manner to obtain not only improved insights about deep neural networks as well as learn to synthesize compact deep neural networks in a cyclical and iterative manner. A generator is first learned based on a user network design prototype, data, and human-specified design and operational requirements (size, accuracy tolerance, performance targets, hardware-level requirements such as channel multiplicity and data precision, etc.) and is used to synthesize deep neural networks. An inquisitor probes the synthesized deep neural network and the corresponding reactionary responses are observed. Based on these observations, the inquisitor learns at a foundational level about the architectural efficiencies of the synthesized deep neural networks, and updates the generator based on the insights it gains. This leads to an improved generator that is then used to synthesize a new, more compact deep neural network. The aforementioned process of synthesizing, probing, observing, and updating is repeated over cycles in an iterative fashion, resulting in a sequence of improving generators that can progressively synthesize progressively more compact deep neural networks until performance targets and operational requirements are satisfied.
Empirical Analysis
In this study, we further examine in an empirical manner the current state of compact architecture search algorithms for producing deep neural networks. The trade-offs between size, speed, and accuracy are measured by conducting several empirical experiments using different well-known benchmark datasets. Based on the quantitative experimental results, we study the different performance characteristics of the compact deep neural networks produced by the tested compact architecture search algorithms to gain better insights into the effectiveness as well as the search behaviours of the tested algorithms.
Datasets & Baseine Network Architectures
The four state-of-the-art compact network architecture search methods studied here are evaluated using CIFAR-10, CIFAR-100 [4] , and ImageNet 64x64 [2] , a downsampled variant of ImageNet with over 1.28M training images across 1000 classes.
In this study, a 32 layer ResNet architecture is used as the baseline architecture for CIFAR-10 while a deeper 50 layer ResNet architecture is used for CIFAR-100 given that they are more difficult tasks. For ImageNet 64x64, two baseline architectures were used for evaluation: i) ResNet-50, and ii) InceptionV3. For the CIFAR-10, CIFAR-100 and ImageNet 64×64 evaluations, the FLOPs target for all four of the tested methods is set to one-third of the respective baseline network architectures to quantitatively investigate the efficacy of the four tested methods at producing highly compact deep neural networks with low computational costs.
Experimental Results & Discussion
The experimental results for CIFAR-10 and CIFAR-100 are shown in Table 1 , while the results for ImageNet 64x64 are shown in Table 2 .
CIFAR-10/CIFAR-100: As seen in Table 1 , the compact deep neural networks produced by each of the tested compact architecture search algorithms have drastically different neural network architectures with very different performance tradeoffs to meet the ∼48 and ∼74 MFLOPs (1/3 of the baseline) performance target for CIFAR-10 and CIFAR-100.
Conducting a close examination of the performance characteristics of the compact deep neural networks produced using the four tested compact architecture search algorithms allowed for the observation of several interesting insights:
• While all produced networks have similar FLOPs as a result of the FLOPs target, several of the produced neural networks have significant more parameters than others. For CIFAR-10, the deep neural network produced via the Group Lasso approach had noticeably more parameters than the other three methods (e.g., ∼33% higher than Variational Dropout). For CIFAR-100, the deep neural networks produced by MorphNet and Variational Dropout have more than twice the number of parameters as that produced using Group Lasso and Generative Synthesis. • While all tested methods have the same FLOPs performance target (1/3 FLOPs of baseline), none of the methods produce networks that hit the target exactly. The deep neural network produced by Generative Synthesis had the lowest number of parameters (by around 3% and 7% lower than others for CIFAR-10 and CIFAR-100, respectively). • Of the methods, Variational Dropout produced the neural network with the lowest modeling accuracy. MorphNet and Generative Synthesis produced networks with better modeling accuracy than the Group Lasso and Variational Dropout methods, with Generative Synthesis producing the network with the highest accuracy amongst the tested methods for the given FLOPs target. In fact, the neural network produced by Generative Synthesis achieved the same accraucy as the baseline architecture in the CIFAR-10 case. which illustrates that it was able to find the most balanced trade-off between size, speed, and accuracy.
ImageNet 64x64: As seen in Table 2 , similar to the CIFAR-10/CIFAR-100 experiments, the compact deep neural networks produced by each of the tested compact architecture search algorithms produce drastically different neural network architectures with very different performance tradeoffs to meet the ∼876 MFLOPs and ∼2505 MFLOPs (1/3 of the baseline) performance targets for ResNet-50 and InceptionV3, respectively.
Experimental results show several interesting insights regarding the performance characteristics of the compact deep neural networks produced using the four tested compact architecture search algorithms:
• The MorphNet approach produced the largest networks for both cases (in terms of number of parameters). For example, MorphNet produced a network architecture that has ∼2.8× the number of parameters as Generative Synthesis for the ResNet-50 case. • While all methods have the same FLOPs performance target (1/3 FLOPs of baseline), results demonstrate that, as with the previous experiment, none of the methods produce networks that hit the target exactly. However, Generative Synthesis was able to achieve lower than expected FLOPs (by ∼7% lower for both cases) in this experiment as well. • As with CIFAR-10 and CIFAR-100, MorphNet and Generative Synthesis produced networks with better modeling accuracy than the Group Lasso and Variational Dropout methods. In both cases, Generative Synthesis produced neural networks that had the highest accuracy and lowest number of parameters amongst the tested methods for the given FLOPs target (e.g., ∼4.9% higher accuracy than MorphNet in the ResNet-50 case) on ImageNet 64x64. In fact, the neural network produced by Generative Synthesis outperformed the baseline architecture in terms of accuracy by 0.5% in the InceptionV3 case. This illustrates that it was able to find the most balanced trade-off between size, speed, and accuracy.
Practical Considerations
In order to take advantage of the aforementioned compact architecture search algorithms, for the purpose of designing compact deep neural network architectures, there are a number of practical challenges unique to each method that must be considered to achieve good performance in the resulting deep neural networks.
One of the biggest challenges to effectively leveraging the Group Lasso regularization technique as a compact architecture search algorithm is to identify the optimal set of hyperparameters, with one of the most crucial hyperparameters being a proper and optimal regularization factor λ g during the training process. Much like Group Lasso, Variational Dropout also suffers from the curse of hyper-parameterization. Selecting the correct regularization strength is key for allowing the model to learn. Too high a rate and a model will not learn at all, too low a rate and the model is not fully learning what parameters should be dropped.
MorphNet follows an iterative process of sparsifying a network and linearly growing the network back up. The hyper-parameters that control each step in a given iteration can differ from previous iteration. Selecting the correct rate to sparsify a network is performed via trial and error. Determining when to stop sparsifying a network during any given iteration can be unclear.
Generative Synthesis employs an iterative process to learn to generate compact deep neural networks that meet operational requirements and desired performance targets. As such, while Generative Synthesis will iterate until it hits the desired performance targets, a practical challenge with Generative Synthesis is that the number of iterations can vary depending on the complexity of the neural network architecture, the desired performance targets, as well as the complexity of the underlying data.
Conclusions
In this study, we explore in detail the current state of compact architecture search for deep neural networks both theoretically and empirically, as well as studying practial considerations when leverage the current state-of-the-art. In summary, from both theoretical and empirical perspectives, the current state of compact architecture search is quite interesting and diverse, and at a stage where real significant gains can be obtained for accelerating the design of deep neural networks with compact architectures for operational usage. In particular, it was found that purely regularization-driven compact architecture search algorithms such as Group Lasso and Variational Dropout can produce compact neural network architectures that meet performance targets but achieve marginal modeling accuracy when compared to iterative compact architecture search algorithms such as MorphNet and Generative Synthesis. One of the reasons that iterative methods such as MorphNet and Generative Synthesis are able to produce compact deep neural networks with better tradeoff between size, speed, and accuracy is the fact that such methods have much greater freedom to explore design search space of different topologies, thus allowing them to better identify optimal neural network architectures. In particular, Generative Synthesis was able to produce deep neural networks with the best performance trade-offs between size, speed, and accuracy when compared to the other tested methods given that it has the greatest flexibility amongst the methods. As such, these types of iterative algorithms are more desirable for the compact neural architecture search in practical deep learning development and design workflows.
