Abstract A novel approach is proposed for modeling of loop regions in proteins. In this approach, a prerequisite sequence-structure alignment is examined for regions where the target sequence is not covered by the structural template. These regions, extended with a number of residues from adjacent stem regions, are submitted to fold recognition. The alignments produced by fold recognition are integrated into the initial alignment to create an alignment between the target sequence and several structures where gaps in the main structural template are covered by local structural templates. This one-to-many (1:N) alignment is used to create a protein model by existing protein modeling techniques.
Introduction
A protein's function is enabled by its three-dimensional structure. The determination of protein structures from sequences of amino acids is essential for our understanding of the processes of life and is critical to many important areas such as drug design. Many methods for prediction of protein structure align the target amino acid sequence to a structural template derived from a known protein.
The conformation of alignment regions where the target sequence is not covered random tweak, or analytical methods. Combined approaches are hybrids using both knowledge-based and de novo methods. The suggested method outlined in this paper shares similarity to knowledge-based methods in that the method uses knowledge of existing structures. However, the traditionally used sequence similarity concept was expanded to include fold similarity by sequence threading.
The work presented in this paper expands the search for loop templates by fold recognition. Fold recognition is traditionally applied to entire protein chains, finding global folds. This work, however, was based on the hypothesis that the conformations of local folds could be analogous to local folds occurring in other known proteins. This allows a fold recognition method to be applied locally to determine the conformation of regions in a sequence-structure alignment which are not covered by the main template structure.
Such an approach was used by Svensson et al. [23] in their prediction of the protein structure of a putative gene, Flowering Regulating Factor (FRF), in the Arabidopsis thaliana genome. Fold recognition using the THREADER tool assigned a fold to the sequence which had two long gaps in the alignment, 10 and 23 residues long. Fold recognition was applied to these sequences, assigning them each an individual fold with the motivation that this constrained the loop regions in a state closer to the native energy state. In their study the MODELLER tool was then used to build a model with the three folds as templates. Verification of models was performed using Ramachandran plots [24] and the software PROCHECK [25] . The best model had an energy profile similar to that of the template and no high-energy regions could be detected. The apparently high quality of the model indicated promise for a fold recognition approach to loop modeling. Predictions of a local domain structure can also be seen as related to the approach outlined in this paper in that a short fragment of sequence is searched for a local fold. Such an approach has successfully been applied assigning e.g. the functionality and domain structure of the RB38 protein [26] .
The aim of the work presented here was to investigate if fold recognition applied to gap regions could improve the quality of protein models. The basic principle underlying a fold recognition approach to gap regions is described in Figure 1 . An initial sequence-structure alignment is used as input. Sequence regions which are not aligned to the template structure are extracted. These sequence segments are extended with residues from adjacent stem regions to facilitate subsequent modeling. The extended sequence segments are submitted to fold recognition and the alignments obtained are integrated into the initial alignment to create a set of sequence to structure equivalences, in this work called a one-to-many (1:N) alignment because of the suggested equivalence between one sequence to several structural templates (in different regions). This alignment can be used as input to a conventional comparative modeling tool to create a protein model. Results indicate that for gap regions not located at the C-or N-terminus of a chain, this is a promising approach.
Figure 1 Materials and methods
Several possible approaches to modeling of gap regions by fold recognition were identified. Two sets of protein sequences were prepared for evaluation of these approaches. The first set consisted of 10 protein sequences and was used to exhaustively test all combinations of the identified approaches. Based on this evaluation a method for modeling of gap regions by fold recognition was proposed. This method was applied to a second set of 31 protein sequences and results were analyzed. The first protein set was named "training set" and the second "test set", analogous to terms used in artificial intelligence.
The GenTHREADER tool was selected for the fold recognition tasks in this work on the basis that it is a representative tool which has been used successfully in a number of fold recognition assignments. It is very fast and reliable [10] and its neural network provide a combined quality measure.
To predict the gap regions, three different approaches were suggested for ranking of local alignments; (i) by solvation energy, (ii) by alignment score and (iii) by the GenTHREADER neural network score [10] . Loops are usually located at the surface of a protein [1] , corresponding to low solvation energy. This makes a ranking approach which favors low solvation energy a promising approach. A ranking favoring a high alignment score would lead to a fragment based homology modeling approach. The score generated by the GenTHREADER neural network is based on several aspects of alignment quality including solvation energy, pairwise energy and alignment score, possibly allowing for a more balanced ranking than relying on any single aspect of alignment quality. All of these features are obtained in the GenTHREADER output results. The proteins in the training set were explored using these features, identifying the best combination. In addition to these features the length of the stem region, also called anchor region, was explored. According to Martí-Renom et al. [3] , the conformation of a given segment of a polypeptide chain has to be calculated mainly from the sequence of the segment itself. However, they note that loops are generally too short to provide sufficient information about their local fold, and thus the conformation of a given segment is also influenced by the core stem regions that span the loop and by the structure of the rest of the protein that cradles the loop. The influence of stem regions could be accounted for by including additional residues on either side of the loop region in the sequence submitted to fold recognition. Influences from the rest of the protein structure are unfortunately not as easy to incorporate in a fold recognition approach and were not taken into account. To determine the influence of stem regions on the results of fold recognition, three different approaches were suggested for generating the sequence to submit to fold recognition; one using no stem overlap and the other two using a stem overlap of three and ten residues, respectively. This allowed for testing the influence of stem regions on loop conformation.
The selection of protein sets was made based on the following requirements.
Firstly, given an alignment between each target sequence and a template structure, each alignment should contain at least one gap region of ten or more amino acids.
This restriction was chosen since traditional loop modeling methods are already capable of accurate prediction of loops up to nine residues in length [19] .
Furthermore, fold recognition is not suited for short sequences, i.e. a sequence of one residue in length can be threaded onto any structure. Secondly, the proteins should have experimentally determined structures available. These were needed for evaluation of protein models. Thirdly, the protein sets should be sufficiently large to draw conclusions with reasonable confidence. In related studies Van Vlijmen and Karplus [19] used two protein sets of 13 and 8 proteins, defined by Leszczynski and Rose [27] and Tramontano and Lesk [28] , respectively. Based on the sizes of these sets, the minimum size of each set was set to ten proteins.
Fourthly, the protein sets should be representative of prediction targets which are known to have been previously used in protein structure prediction.
Given these requirements, the prediction targets [29, 30] used in CASP4 and CASP5 were selected (see Table 1 ). In order to find additional native structures not known at publication of the CASP targets, a FASTA [31] search was carried out for each sequence against the Protein Data Bank (PDB) [32] , using PDB SearchFields (http://www.rcsb.org/pdb/cgi/queryForm.cgi?Fasta=1) with the default scoring matrix. For several of the targets, more than one structure was found. The search also revealed that "native" structures not always had a 100% sequence identity to the CASP target sequences. The sequence identity between CASP target sequence and PDB structure was generally either above 90% or below 70%. Structures with a sequence identity above 85% were treated as "native". The lowest sequence identity of a "native" structure was 87% and the highest sequence identity for a "non-native" structure 70%. The sequence identity of the best alignment for each target is shown in Table 1 . For proteins where several PDB entries were identified as native, one structure was selected based on E-value and resolution. One specific chain in each structure was selected for purposes of model evaluation. PDB files were downloaded from the online version of the PDB (http://www.rcsb.org/pdb/) during June and July of 2004. All structures used are present in PDB release 200F. Of the original CASP targets, 110 in total, 15 were removed since no native structure was found.
Table 1
Following the method outlined in Figure 1 , fold recognition was initially applied to the entire sequence, followed by local template fold recognition of the gap regions. The PDB files searched also included files that were not present at the time of the release of the CASP4/5 sequences. This dilutes the competitive issue as present in CASP.
The reasons for applying the initial fold recognition, instead of integrating loop conformations into the native PDB structure with deleted loop regions, were the following; firstly, as the core of the protein structure affects the loop configuration, we assume a worst case scenario of using little or no knowledge of the native fold. This prevents prediction bias from the true fold. Secondly, initial threading reveals gap regions not necessarily corresponding to true loops, while deleted loop regions in a PDB structure would restrain the gap regions. The gap regions may include terminal amino acids in a secondary structure or include additional elements. Initial threading truly reflects the situations that may occur in a real prediction situation. Thirdly, using unrestrained gap regions allows the local fold to influence the core fold in modeling, which could be considered as more appropriate due to the content in the gap.
Treating native protein structures as unknown allows the method to be implemented as an automatic service. However, the implication for this in the case of multi-domain proteins, was that the best scored alignment for any of the domains was used and evaluated, omitting the other domains. Thus, for multidomain proteins models where only built and evaluated for one domain.
Furthermore, fold recognition cannot always find a correct template, i.e. a false positive fold may be introduced. Templates with low structural similarity to the native fold, such as for target T0091; template 1MOJ, and for target T0161; template 1QSP, will influence the measured performance negatively in this study since the entire structure RMSD (see below) was measured.
For each sequence with a known native structure, the initial sequence-structure alignment was created using the fold recognition web service GenTHREADER at the PSIPRED Protein Structure Prediction Server [33] . Filtering options were left at their default settings (masking of low complexity regions). The best scoring alignment for each sequence was selected unless that alignment was made to one of the native or alternative native structures for that sequence, in which case the next best alignment would be chosen. The reasons for ignoring native structures were to simulate fold recognition of a typical sequence, for which no native structure would be available and to produce alignments containing gap regions.
Each alignment was examined for regions where the target sequence was aligned to a gap in the template structure. 54 target sequences without such gap regions of at least ten residues were removed. The final number of targets was 41, each containing at least one gap region of at least ten residues in length. These were randomly divided into a training set of 10 proteins (see Table 2 ) and a test set of 31 proteins (see Table 3 ). Table 2   Table 3 All gap region sequences in the training set were extracted and submitted to GenTHREADER. All of GenTHREADER's filtering options were disabled.
Three sequences were submitted for each gap region, one for each stem overlap approach. From the results returned by GenTHREADER, the different ranking approaches were used to create three alternative local alignments for each sequence. Alignments to native structures were ignored. The local alignments of the gap region sequences were integrated into the initial sequence-structure alignment. This way, 1:N alignments were created consisting of the target sequence, the main template structure and one local template structure for each gap region. The geometric transformation for integrating the local template structure of the gap region into the main template was enabled by using MODELLER spatial restraints. That is, MODELLER works by satisfying the restraints provided by the template structures (sequence-structure equivalences; the 1:N alignment), i.e. both from the main template and local template.
Unsatisfied restraints will in this way create a poor model. Such an instance will be revealed by the evaluation, see below. In total nine such 1:N alignments were created from each initial alignment, one for each combination of stem overlap and alignment ranking. The MODELLER tool (version 6v2) was used to build models for all ten alignments for each target (the initial alignment and the nine 1:N alignments). The newly released MODELLER version 8v0 adopts the same technique as the version used here, i.e. it is applicable for the framework performed in this study. Five models were built from each alignment. The models differed from each other as a result of MODELLER's default modeling protocol, i.e. a uniform randomization of the Cartesian coordinates before terminating energy minimization to rectify bad stereochemistry (200 cycles of molecular dynamics; default in MODELLER). Here we used a randomization of 4 Å as recommended from MODELLER manual, which typically results in models after energy minimization within 1 Å from each other. That is, the default parameters of MODELLER were used, with a random seed of -12312. The number of models created for each target sequence, i.e. five, generated an approximation of models in or close to the energy minimum given the sequence to template equivalences.
That is, in order to reduce the effect of outliers the evaluation was based on the approximation over five models. For the purpose of this study we generated 50 models for the training set and 145 models for the test set.
Models built using initial alignments containing gap regions (initial models) and models built using 1:N alignments created by one of the proposed approaches Since we wanted to evaluate the entire fold the RMSD value was calculated for the entire protein chain, not only the core regions. This might thus introduce some difficulty when validating the models since the loop configuration might be mobile. However, using the entire chain enables measuring the influence of the local loop conformation on the entire structure. Ramachandran plots were created with the program PROCHECK [25] . While analyzing native structures, only the selected chain of the native structure was used (see Table 1 ). Non-standard atom groups ("HETATM" entries) in structure files as well as residues containing multiple alternative locations for atoms were ignored. All structure files were examined to manually create an alignment between model and native structure for fitting. Table 4   Table 4 This initial pre-study of the training set showed that using no stem overlap produced the lowest-quality models while there was no great difference between models produced using overlaps of three and ten residues. For stem overlaps of three and ten residues, average RMSDs of entire structures were higher than those of the main templates, but lower than those of the initial models, i.e. final models were improved. The most significant difference between alignment ranking approaches was that when combined with no stem overlap, solvation energy produced models of higher quality than the other two rankings. However, these models were still of lower quality than models created using stem overlap.
Though the difference was not great, ranking by alignment score produced the lowest-quality models for all stem overlaps.
In terms of structure RMSD, a stem overlap of ten residues and ranking by GenTHREADER score produced best results, while in terms of gap region RMSD a stem overlap of three residues and ranking by alignment score proved best.
However, there were no great differences in average quality between any of the combinations using a stem overlap of three or ten residues.
Although the ProCheck program suite reports several structural features, e.g.
Ramachandran plots, stereochemical parameters, hydrogen bonding (packing) etc, in this study we focused on the Ramachandran. A Ramachandran plot indicates if the backbone of a structure has a configuration which is unusual and therefore likely to be incorrect. Since the model building assumes that the backbone is correct, this a major quality measure for models. In this study five models were generated for each target, within approximately 1 Å of each other (see above). To estimate the average quality of the backbone in these structures averages were computed for the percentage of residues in the different regions of the Ramachandran plots, i.e. most favorable (core), allowed, generously allowed and disallowed. That is, the five models for each modeling approach resulted in 4 averages.
The Ramachandran plots for the training set (not shown) were in line with RMSD values, in that the approaches using no stem overlap produced the worst values (lower percentage of residues in most favored regions and higher percentage of residues in disallowed regions). There were no significant differences in average
Ramachandran plot values between different alignment rankings. Stem overlaps of three and ten residues produced average Ramachandran values similar to those of initial models, but slightly higher than native structures and main template structures.
When selecting a combination of stem overlap and ranking approaches it was decided to favor good values for entire structure RMSD over gap region RMSD values. The reason for this was that even though the focus of loop modeling is on the loops themselves, the final goal is a high-quality model of the entire protein.
Favoring the entire structure RMSD may enable the gap regions to influence the fold, while using an approach based on favoring the gap region RMSD does not.
Furthermore, using the gap region RMSD might be misleading; loop configurations may alter due to environmental factors, e.g. temperature. Thus, a method for loop modeling was proposed using a stem overlap of ten residues and ranking of alignments by the GenTHREADER neural network score. This method was then applied to the test set.
All gap region sequences in the test set were extracted. To each sequence segment was added the ten immediately preceding and succeeding residues, where possible. The extended sequence was then submitted to GenTHREADER. All of GenTHREADER's filtering options were disabled. The highest scoring alignment as determined by GenTHREADER's neural network was selected to model the gap region. Alignments to native structures were ignored. The local alignments produced by GenTHREADER were integrated into the initial alignment between the target sequence and main template structure to create a 1:N alignment, each gap region adding one sequence to the alignment. Figure 2 shows the method applied to CASP target T0191.
Figure 2
The MODELLER program was used to build five models for the initial alignment (initial models) as well as for each 1:N alignment (final models). The models from the test set were evaluated using the same three measures as with the training set. The average RMSD between the five models and the native structure for each target sequence was used to reflect the general outcome of each modeling approach. Results were evaluated both over all gap regions and over terminal gap regions (located at the C-or N-terminus of the protein chain) and non-terminal gap regions separately. Due to significantly better results for non-terminal gap regions, these were further evaluated. For some of the most interesting results a Student's t-test was performed to determine statistical significance. For this, Microsoft Excel's statistical functions (TTEST and TINV) were used to do a paired, two-tailed t-test with initial data and final data as input sets. That is, the degrees of freedom df were calculated according to equation 1:
where n 1 and n 2 represents the number (population) of initial and final average models, e.g. the change in RMSD between initial and final structures results in n 1 =29, and n 2 =29 (omitting target sequences/native structures where RMSD could not be computed; see Table 5 ). The critical values for rejecting the hypothesis that the two populations are the same at probability P (here P=0.05) are obtained from the t-distribution given the degrees of freedom, e.g. for df=56 the critical value is 2.00 (obtained by the Microsoft Excel TINV function; critical values for the t-test are available in most textbooks on statistics). The true critical value T RMSD(initialfinal) was calculated by equation 2: 
Results
The initial study of the training set proteins suggested that a method for loop modeling of gap regions using a stem overlap of ten residues and ranking of alignments by the GenTHREADER neural network score produced the best results. This setup was applied to the test set. Table 5 shows the average RMSDs for initial models and final models. The change in RMSD from initial models to final models is shown both in Ångströms and as percentage of initial model RMSD. The averages were calculated over all five models built from each alignment. Two of the targets failed modeling (see Discussion). The change in RMSD between initial and final models ranged between 85% lower to 34% higher compared to the initial models. For 21 of the 31 targets (68%), the final models had a better average RMSD than the initial models. Of the remaining targets, two failed modeling and eight produced final models of lower quality than initial models. The average change for final models was 7% lower RMSD compared to initial models.
Table 5
For the 54 gap regions in the test set, the average change in RMSD from initial to final models ranged between 84% lower RMSD to 160% higher RMSD (see Table 6 ). Five gap regions could not be evaluated since they belonged to one of the proteins that failed modeling, and 21 gap regions in the final models showed an average RMSD higher than the initial models. Four gap regions could not be evaluated because of too many missing residues in native structure files. The remaining 24 gap regions had an improved RMSD. This is 44% of all gap regions and 53% of those which could be evaluated. The average change for all gap regions was a 1% higher RMSD.
Table 6
There was great difference between results for terminal and non-terminal gap regions; terminal gap regions ranged from 84% lower to 160% higher RMSD.
32% of terminal gap regions showed an improvement in RMSD and the average change was a 22% increase in RMSD. The non-terminal gap regions ranged from 78% lower to 34% higher RMSD. 53% of the non-terminal gap regions showed a decrease in RMSD. Discounting gap regions which could not be evaluated, this figure was 63%. The average RMSD improvement for non-terminal gap regions was 12%.
The average RMSD for all non-terminal gap regions in initial and final models of the proteins in the test set is illustrated in Figure 3 . The relation between the change in gap region RMSD and the length of the region is shown in Figure 4 for both terminal and non-terminal regions.
Figure 3

Figure 4
The GenTHREADER confidence measure revealed that 14 of the template structures used in the initial alignments had a confidence level of 'certain', 11
template structures had a confidence of 'high' and 6 structures had a confidence level of 'medium'. The average RMSD for the entire structure for confidence level 'certain' was 11.3 Å, for confidence level 'high' it was 12.8 Å and for confidence level 'medium' it was 14.1 Å. The average improvements to the final models was 1.1 Å; for confidence level 'certain' it was 0.8 Å, for confidence level 'high' it was 1.7 Å, and for confidence 'medium' it was 0.7 Å. When a good initial template (with low RMSD to the native structure) was identified, the method outlined in this paper preformed better than MODELLER's loop modeling. The change in RMSD for non-terminal gap regions showed that 9 out of 27 loop regions using the outlined approach had improvements larger than 1 Å (average 2.4 Å) compared to initial models. Only one gap region in the initial models had more than 1 Å (1.6 Å) lower RMSD than in final models. The remaining 17 gap regions resulted in changes less than 1 Å between initial and final models.
The change in Ramachandran plots from initial to final models (not shown)
showed no clear correlation to RMSD values. According to the number of residues in most favored regions of the Ramachandran plots, there was on average some degradation in final models compared to initial models. The average number of residues in disallowed regions, however, remained unchanged.
Significance test were performed and evaluated using a two-tailed t-test with a 
Discussion
There is now general agreement [2] that changes in the nature of structure modeling have made these categories (comparative modeling, fold recognition and new fold methods) outdated, e.g. improved sequence comparison techniques have blurred the boundary between comparative modeling and fold recognition.
The aim of the work presented was to determine if a fold recognition approach to loop modeling could improve the quality of protein models. In particular, when loop regions are long and suitable conformations are difficult to find, alternative approaches must be investigated. This approach applied fold recognition to sequence regions in a sequence-structure alignment which were not covered by the structural template. The result of this was a 1:N alignment created from the initial sequence-structure alignment through the addition of local template structures. For this purpose we have used GenTHREADER as a working tool. The framework for the performed work treated the protein structure to be unknown.
To identify local templates with respect to finding the possible solutions three different parameters where identified; alignment score, solvation energy and GenTHREADER's combined neural network score. These measures were here believed to capture features that made it possible to find a good solution when modeling the structure. An addition to these features was the length of stem overlap that has previously been identified as a major feature for determining the loop configuration. A short overlap is challenging to integrate with the rest of the model, while a long stem overlap can introduce difficulties in modeling by having two completely different template structures for one sequence of residues. The impact of this is that different modeling algorithms may require different lengths of stem overlap for optimal results. Another aspect of varying stem overlap length is that it changes the sequence for fold recognition. This could change the template structure suggested for the gap region, which in turn can affect the model quality. Using no stem overlap produced severe impact on the results, confirming that stem regions do have an influence on the conformation of gap regions. Stem overlaps of three and ten residues produced results of similar quality to each other, and better than no overlap. It is possible that better results could be achieved for some length between three and ten, or greater than ten.
The selected approach for the proposed method was made from evaluation of the training set. There were no significant differences between the best performing approaches. The best approaches according to the structures created from the training set were a stem overlap of ten residues and ranking by GenTHREADER score (for entire structures), and a stem overlap of three residues and ranking by alignment score (for gap regions). When deciding which approach to use, it was decided to favor good results for entire structure RMSD, and thus a ten residues overlap and ranking by GenTHREADER score was selected. A useful measure for ranking of alignments is distinguished by a high correlation to the change in RMSD. As expected there was a general tendency for gap regions with low RMSD to have low solvation energy, a high alignment score and a high GenTHREADER score. However, the GenTHREADER score which was selected for use in the proposed method did not seem to show a higher correlation to the change in RMSD of gap regions than ranking by solvation energy or alignment score, indicating that gap region alignment ranking could be improved. Ranking by alignment score, the approach most similar to a traditional homology loop modeling, produced the lowest-quality models for the training set for all stem overlaps. This indicates a fold recognition approach is able to capture additional information to create better models.
The data set for this study was chosen from the prediction targets used in CASP4 and CASP5. Structures obtained from the PDB occasionally revealed discrepancies from associated CASP sequences, e.g. missing residues in structures. As shown in Table 2 and Table 3 , the missing residues often corresponded to gap regions in the sequence-structure alignment, especially for terminal gap regions. The missing residues may have introduced unwanted bias on the model building (template structure alignments) and the evaluation of the models (comparing to native structures). A decrease in quality and reliability is naturally assumed with increasing number of missing residues, especially in terminal regions. To overcome the missing residue problem sequences could have been extracted from PDB structure files to ensure sequences and structures would match. However, this would not reflect a realistic process where the protein structure is unknown.
Model building failed for two targets, T0101 and T0187, due to an alignment of the target sequence to two or more very different structures. Because of nearby gap regions and the stem overlap of ten residues, the alignment for T0187 contained three template structures covering the same sequence. The alignment for T0101 contained a short gap region (<9 residues) near a longer gap region (>9 residues). Here, the short gap region may have interfered with the integration between the long gap region's template and the main template structure. One possible solution to these modeling problems could be to treat gap regions separated by a small number of residues as one sequence for threading. This would replace the template structure or structures with one template covering both gap regions.
The outlined approach was evaluated based on the average of five generated models for each alignment. For each model RMSD for both the entire structure and the separate loop regions were measured in addition to Ramachandran values.
It might be argued that the evaluation should be done on the best model generated from each alignment. The problem then shifts to identifying the best model for each alignment. However, determining the best model is difficult and usually based on human intervention. To eliminate, this average was used.
It might be argued that loop configuration is dynamic. That is, loops are generally believed to alter configuration due to environmental factors, e.g. B-factor. The influence of this mobility is difficult to evaluate in structure prediction. This is reflected by the RMSD value in the evaluation. However, even if loops contained dynamics, allowing them to alter the configuration, the decreased RMSD show significant improvement to at least one possible loop configuration, namely the one contained by the native structure.
A simple test of examining the gap-region energy by the Gromacs molecular dynamics software [35, 36] , performed by taking the initial potential energy at time zero and ignoring the remaining time steps, revealed for the target sequence T0191, sequence residues 158-167, that the gap-region energy of final models was on average 135 kJ/mol from the native structure (standard deviation of 84.5), while initial models was on average of 889 kJ/mol from native structure (standard deviation of 221). Thus, the improvement in RMSD was also reflected decreased gap-region energy. However, if this is a general feature is yet to be determined and should be further investigated.
Applying the approach to a larger dataset, i.e. the test set, results indicated that modeling of gap regions by fold recognition is indeed a promising approach.
While the method did not perform well on gap regions located at the C-or Nterminus of a chain, so called dangling regions, non-terminal gap regions were more accurately modeled. For the two very long terminal gap regions (125 residues each), the fold recognition approach showed great improvement from the models calculated by MODELLER. However, this is rather because MODELLER is not suited for modeling of long terminal gap regions than because of merits of the fold recognition approach. Disregarding these artificially positive results, performance for terminal gap regions appears even worse.
The longest non-terminal gap region in the test which was successfully modeled was 19 residues long. T0101 and T0187, which failed modeling, contained the two longest non-terminal gap regions in the test set (30 and 29 residues, respectively), which may indicate that the method is not suited for longer gap regions. In the training set, however, non-terminal gap regions of 20, 23 and 27 residues were successfully modeled.
One potential problem was the presence of alignment gaps in local alignments.
These were not specifically dealt with, but were left for MODELLER's loop modeling function to handle. It is possible that restricting the use of local alignments with too many gaps could lead to better models.
As the only input needed is a sequence-structure alignment, the method can be applied to alignments created through either comparative modeling or fold recognition. In the integration of local alignments into the main sequencestructure alignment, a completely mechanistic approach was taken. The 1:N alignments could likely have been improved by further intensive fine-tuning.
Since the method as presented does not need any human intervention, however, it could be implemented as an automated server.
The approach used here could probably be improved by further adjustment of parameters such as stem overlap or development of better criteria for ranking of alignments. However, the used features, i.e. GenTHREADER score, solvation energy and alignment score, demonstrated that they certainly play a role in the prediction of the gap regions. This could also involve identifying better strategies or tools for ranking possible local folds. In this study GenTHREADER was used, however there exist a number of other tools that can be regarded as suitable for this approach, e.g. THREADER, 3D-PSSM, and LOOPP. Also, as with traditionally applied fold recognition, performance will improve with time as more experimentally determined structures are made available and added to the fold database.
While average results of final models were better than those of MODELLER's initial loop modeling, results were not consistently better. However, it is argued here that as a rule of thumb it is better to use the outlined approach stated here than not using any gap-region template. At the very least it provides a complement to existing techniques. It is hoped that further work may improve the method and indicate scenarios where the method can be expected to produce improved results.
While the proposed method has been compared to the loop modeling in the program MODELLER, it would be of great interest to perform a more thorough comparison to other loop modeling methods. Also, performance for longer gap regions should be investigated.
Models created by the proposed method were not universally improved; however, it was shown that for non-terminal gap regions in the test set and for the proteins which contained them, the average RMSD was improved. These improvements were shown to be statistically significant. b Number of residues in target sequence.
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