Abstract-Codes in rank metric have a wide range of applications. To construct such codes with better list-decoding performance explicitly, it is of interest to investigate the listdecodability of random rank metric codes. It is shown that if n/m = b is a constant, then for every rank metric code in F m×n q with rate R and list-decoding radius ρ must obey the Gilbert-Varshamov bound, that is, R ≤ (1−ρ)(1−bρ). Otherwise, the list size can be exponential and hence no polynomial-time list decoding is possible. On the other hand, for arbitrary 0 < ρ < 1 and > 0, with and ρ being independent of each other, with high probability, a random rank metric code with rate R = (1 − ρ)(1 − bρ) − can be efficiently list-decoded up to a fraction ρ of rank errors with constant list size O(1/ ). We establish similar results for constant-dimension subspace codes. Moreover, we show that, with high probability, the list-decoding radius of random F q -linear rank metric codes also achieve the Gilbert-Varshamov bound with constant list size O(exp(1/ )).
I. INTRODUCTION

R
ANK metric codes have found various applications in network coding [21] , [27] , space time coding [15] , magnetic recording and cryptography [4] , [17] , among others. A rank metric code is a collection of matrices over a finite field and the distance between two codewords is defined as the rank of their difference. The concept of rank metric was first introduced by Hua [12] , and then considered in coding theory by Delsarte [1] . By adapting the idea of Reed-Solomon codes, Gabidulin [3] gave a construction of a class of rank metric codes which is optimal and achieves the Singleton bound. In [19] , Roth gave a construction of a class of maximum rank array codes which is equivalent to Gabidulin's construction. A rank metric code C is said to be decodable up to e rank errors if for any codeword X ∈ C can be recovered from Y whenever Y − X has rank at most e. The problem of uniquely decoding rank metric codes has received a lot of attentions in the recent years. Most of the works focused on Gabidulin codes. Several unique decoding algorithms of Gabidulin codes have been proposed by adapting the different approaches for uniquely decoding Reed-Solomon codes to the linearized setting [4] , [5] , [14] , [18] , [22] , [23] , [28] . Among that a method based on the Berlekamp-Massey algorithm has been proposed in [18] and a method based on a Welch-Berlekamp key equation has been provided in [14] . However, unique decoding only can decode up to half the minimum rank distance. In order to decode beyond half the minimum rank distance barrier, we turn to list decoding. List decoding was independently introduced by Elias [2] and Wozencraft [30] , and it is a relaxed version of unique decoding. The decoder is allowed to output a list of possible codewords enabling to correct more than (d − 1)/2 errors, where d is the minimum distance of the codes. A fundamental problem in list decoding is to find the suitable tradeoff among the information rate, the decoding radius and the list size.
List decoding of rank metric codes has been extensively studied in [7] - [10] , [13] , [16] , [20] , [24] - [26] . Wachter-Zeh [25] showed that for any square Gabidulin code with rate R, if the list decoding radius is greater than the Johnson radius 1− √ R, then the list size must be exponential in the length of the codes. For our case the length is defined to be the number of columns in the matrix form. This implies that no polynomial-time list decoding algorithms for Gadibulin codes exist in this case. Note that in the case of Reed-Solomon codes, the existence of a polynomial-time list decoding algorithm that decodes more than 1− √ R fraction of errors is still open. Even more, no polynomial-time list decoding algorithms have been found to decode Gabidulin codes beyond half the minimum rank distance. In [26] , Wachter-Zeh proved that for any radius larger than half the minimum rank distance, there exists a rank metric code whose list size is exponential in the length of the code. Similar to Folded Reed-Solomon codes which have good list decodability, some variants of Gabidulin codes can be efficiently list-decoded with decoding radius up to the Singleton bound. Mahdavifar and Vardy [16] showed that one can efficiently list decode folded Gabidulin codes of rate R with list decoding radius up to 1 − R − . However, the output list size of their algorithm is exponential in the length of the code. Guruswami et al. [9] gave a rank metric codes construction that can decode up to a fraction 1 − of rank errors for any > 0, but the rate is very small. By the Monte Carlo construction, Guruswami and Xing [7] showed that there exist subcodes with rate R of Gabidulin codes which can be efficiently list-decoded up to a fraction 1− R− of rank errors. There are also many works on list decoding of Gabidulin codes and its variants, for instance [20] , [24] , [29] . Recently, by explicitly constructing certain subspace designs, Guruswami and Wang [10] first presented a explicit construction for the subcode of Gadibulin codes constructed in [7] with positive rate which can be list-decoded more than half the minimum rank distance errors by a deterministic algorithm.
Because rank metric codes are versatile, constructing such codes with better list decoding performance explicitly is of importance. In order to construct good list decodable rank metric code explicitly we first need to analyze the listdecodability of random rank metric codes. Cause random code provides some hints to the list decoding parameters of general codes, and shows how many fractions of the codes can actually achieve these parameters. This approach has been commonly used in list decoding of classical block codes. Thus, we need to study list decoding performance for random rank metric codes. This is the main motivation behind this work. Further, from the above, we know that 1 − √ R is a barrier of the list decoding radius for the square Gabidulin codes. This barrier has been generalized to any linear Gabidulin code in [26] . A natural question is whether this barrier can be generalized to any rank metric code?
This paper focuses on the list decoding of random rank metric codes in F m×n q . Assuming n ≤ m, let R, ρ, be real numbers such that ρ and are in [0, 1], and let n, m be sufficiently large positive integers, our contributions are as follows.
(1) Let n/m = b be a constant. It is shown that there exist no rank metric codes with rate R > (1 − ρ) ( if n/m ≥ ( ), there exist no rank metric codes of rate R with list decoding radius 1 − R − that can be list-decoded in polynomial time of the length. The paper is organized as follows. In Section II, we introduce notations of rank metric codes and list decoding. A constraint on list decoding radius is then derived in the same section. Section III discusses the list decodability of random rank metric codes and random linear rank metric codes. In Section IV, we discusses the list decodability of constant-dimension subspaces codes. Finally, Section V draws conclusions and mention some open problems.
II. PRELIMINARIES A. Rank Metric Codes
Denote by F q the finite field with q elements. Let F m×n q denotes the set of all m × n matrices over F q . Without loss of generality, we always assume that n ≤ m in this paper since if n ≥ m, we can simply consider the transposed matrices. For any X, Y ∈ F m×n q , the rank distance is defined by
where rank(X) means the rank of X over F q . A rank metric code C is just a subset of F m×n q . The minimum rank distance of C is defined by
It is clear that d R (C) ≤ n. The rate and the relative minimum rank distance are defined, respectively, by
If we fix an F q -basis of F q m , each element in F q m can be identified with a column vector of F m q , and vice versa. Thus, each matrix X ∈ F m×n q can be identified with a vector x ∈ F n q m . For any vectors x, y ∈ F n q m , the rank distance between x and y is defined by
where X, Y are the corresponding m × n matrix associated with x, y, respectively. It is clear that d R (x, y) is independent of the choice of the F q -basis of F q m . Hence, a rank metric code C ⊆ F m×n q can be viewed as a block code of length n over F q m with rank distance d R (C). In the remainder of the paper, a rank metric code is viewed as a subset of F n q m and we denote by rank(x) the rank of the corresponding m × n matrix associated with x.
Similar to block codes, one can also derive the Singleton bound as shown below.
Lemma 1 (Singleton Bound [3] ): Let C ⊆ F n q m be a code with minimum rank distance d, then
(1) A rank metric code C achieving the above Singleton bound is called a maximum rank distance (MRD) code. For example, Gabidulin codes form a class of MRD codes.
One can also define rank metric balls as follows.
Definition 1 (Rank Metric Ball): For a vector x ∈ F n q m and a nonnegative real number r , the rank metric ball of center x with radius r is defined by
It is clear that the volume of a rank metric ball is independent of the choice of the center x and depends only on its radius. Let N u (q m , n) denote the number of vectors in F n q m with rank u. It is shown in [3] that
Hence,
The volume of a rank metric ball can be bounded. Lemma 2 [6] :
. It is easy to see that K q is an increasing function of q. In [11] , it is shown that K 2 ≈ 0.2887. Hence, we have
There are both finite and asymptotic version of the covering bound (i.e., the Gilbert-Varshamov bound) for rank metric codes. In this paper, we only state the asymptotic version of the Gilbert-Varshamov bound. The reader may refer to [6] for the finite version of the said bound.
Define A q m (n, δn) to be the maximum cardinality of rank metric codes with relative minimum rank distance δ in F n q m . For a real δ ∈ (0, 1), define
Assume that n/m tends to a positive constant b as n → ∞, then we have the following asymptotic Gilbert-Varshamov bound. 
Lemma 3 (Gilbert-Varshamov Bound [6]): For all real numbers b and δ satisfying
0 ≤ δ ≤ min{1, b −1 }, one has α(δ) ≥ (1 − δ)(1 − bδ).(2log q A q m (n, δn) = m(n − δn) and α(δ) = 1 − δ. (3) (iii) By Equation (3),
the Gilbert-Varshamov bound does not make sense in determining the function α(δ).
However, it does make sense in our list decoding of random rank metric codes in Section III.
We now introduce some notations for list decoding of rank metric codes and establish a constraint on the list decoding radius.
Definition 2 ((ρ, L)-List Decodable): A rank metric code
By counting the average number of codewords in the rank metric ball of a fixed radius, the following proposition establishes an upper bound on the list decoding radius of rank metric codes.
Proposition 1: Let m, n, L be positive integers satisfying L = O(poly(mn)). Then for any R
where the last inequality follows from Lemma 2. By the pigeonhole principle, there exists x ∈ F n q m such that
This completes the proof.
III. LIST DECODABILITY OF RANK METRIC CODES
A. Random Rank Metric Codes
This section is devoted to the list-decodability of random rank metric codes. More precisely, we show that, with high probability, the list decoding radius and the rate of random rank metric codes achieve the Gilbert-Varshamov bound when n/m is a constant. If n/m ≤ , almost all rank metric codes of rate
, it was shown in [10] that there exists an explicit rank metric code with rate R which is 1) and ρ ∈ (0, 1), a (ρ, L) 
In other words, for any b
Proof: Let n, m be sufficiently large integers with n = mb, and let C ⊆ F n q m be a rank metric code with rate R. From Proposition 1, we know that the average number of codewords in the rank metric ball of radius ρn is at least
By the pigeonhole principle, there exists x ∈ F n q m such that
Since L = O(poly(mn)), we must have
The result in [26, Th. 26] shows that if the list decoding radius of Gabidulin codes is larger than
then the list size must be exponential in the length of the codes. Theorem 1 shows that this barrier also holds for any rank metric codes. Let us now study the list decodability of random rank metric codes, we show that with high probability the list decoding radius and the rate of random rank metric codes meet the Gilbert-Varshamov bound.
Theorem 2 : Let n/m = b be a constant. For every small 0 < < 1 and 0 < ρ < 1, let If C is not (ρ, L)-list decodable, then there exists x ∈ F n q m , and a subset S ⊆ C with |S| = L + 1 such that S ⊆ B R (x, ρn). For fixed x, the probability that one codeword of C is contained in B R (x, ρn) is at most
. For a subset S ⊆ C with |S| = L +1, the probability that S ⊆ B R (x, ρn) is at most
. Furthermore, the number of subsets S ⊆ C with |S| = L + 1 is at most M L+1 . The union bound over all q mn choices for x and at most M L+1 choices for S shows that C with rate R is not (ρ, L)-list decodable with probability at most
This means that the probability of the code C with rate
is exponentially small. Hence, for any 0 < ρ < 1, with high probability, a random rank metric code C ⊆ F n q m with rate
Remark 3: For theorem 2, we have the following remarks. (i) Using some probabilistic arguments, we can easily show that: if a random rank metric code of rate R = (1 − ρ) (1 − bρ) − is (ρ, L)-list decodable, then, with high probability, the list size satisfies L ≥ 4/ . In other words, for a random (ρ, L)-list decodable rank metric code of rate R = (1 − ρ)(1 − bρ) − , when → 0, the list size L tends to ∞ with high probability. (ii) It is easy to verify that
for any 0 < b ≤ 1 and 0 < R < 1. Theorem 2 shows that, with high probability, a random rank metric code with rate R can be efficiently list decoded up to a fraction
of the rank errors, which is larger than the unique decoding radius
1−R 2 . When b → 0, according to Theorem 2 and Remark 1, it is clear that the list decoding radius and the rate of random rank metric codes achieve the Singleton bound with high probability. In general, using the same argument as that in the proof of Theorem 2, we have the same result as long as m increases faster than n. In this case the existence of lim n→∞ n/m is not required.
Corollary 1 : For every small 0 < < 1 and 0 < ρ < 1, let m and n be sufficiently large positive integers satisfying n/m ≤ . Then, with high probability, a random rank metric code C ⊆ F n q m with rate R is ( 
Actually, the ratio n/m = in Corollary 1 is optimal in magnitude. The next theorem shows that there exist no rank metric codes of rate R which is (1 − R − , poly(n))-list decodable for n/m ≥ ( ). No polynomial-time list decoding algorithms is possible in this case.
Corollary 2 : For every small 0 < < 1 and 0 < R < 1.
Let C ⊆ F n q m be a rank metric code with rate R and list decoding radius 1 − R − , then the maximal list size of C is at least (exp(n)) for all sufficiently large n, m with
Proof: Fix a sufficiently small . Let m > 1/ be an integer. Let C ⊆ F n q m be an arbitrary rank metric code of rate R.
then there exists a vector x ∈ F n q m such that |B R (x, ρn) ∩ C| is at least (exp(n)) .
From Proposition 1, we know that the average number of codewords in the rank metric ball of radius ρn is at least q n[(R+ρ−1)m+ρ(1−ρ)n] . By the pigeonhole principle, there must exists x ∈ F n q m , such that
Since n ≥
2
(1−R− )(R+ ) m and m > 1/ , we have
Equation (10) shows that |B R (x, ρn)∩C| is at least (exp(n)).
This completes the proof. Note that for rank metric codes C ⊆ F n q m with
we do not know whether the list decoding radius of the codes achieve the Singleton bound. From a mathematical point of view, there still exists a gap. From computer science perspective, the problem is completely solved, since
(1−R− ) (R+ ) and are in the same magnitude.
B. Random F q -Linear Rank Metric Codes
Inspired by the work of Guruswami et al. [8] , we consider the list-decodability of random F q -linear rank metric code where the code is viewed as an F q -linear subspace of F n q m . We show that if n/m = b be a constant as n, m → ∞, with high probability, the rate and the list decoding radius of random F q -linear rank metric code meet the asymptotic Gilbert-Varshamov bound. We beginning by introducing 
Next, we show that for random F q -linear rank metric codes, with high probability, the list decoding radius ρ and the rate R achieve the Gilbert-Varshamov bound. Our main result is formulated in the following theorem. 
We claim that C is not (ρ, L)-list decodable with probability at most q −mn/2 . That is,
Let x ∈ F n q m be picked uniformly at random. Define
Note that is independent of the choice of x. To prove inequality (12) , it suffices to show that
For our purpose, let Span F q (X) denotes the set of all F q -linear combinations of the elements of X and C −x denotes the set {c − x|c ∈ C}.
Since C is F q -linear, we have
where C * is a random F q -subspace of F n q m with dimension (C, y) , where y is picked randomly from F n q m \C.
For simplicity, we can take {v 1 , · · · , v r } to be a maximal F q -linearly independent subset of B R (0, ρn) ∩ C * . Thus, we have
Then v 1 , · · · , v r are linearly independent over F q , Therefore, we have
This implies that
Remark 4 : Theorem 3 shows that the list decoding radius and the rate of random F q -linear rank metric codes satisfy the Gilbert-Varshamov bound with high probability, and the list size is O(exp(1/ )). Note that under the same assumption, the list size is O(1/ ) for random rank metric codes from Theorem 2.
IV. LIST DECODABILITY OF RANDOM SUBSPACE CODES
In this section, we first introduce notations of subspace codes, the dimension distance and the list decoding radius. We then establish similar results for constant-dimension subspace codes. That is the list decoding radius ρ and the rate R are bounded by the sphere-covering bound. With high probability, the list decoding radius of random constantdimension subspace codes achieves the sphere-covering bound with constant list size.
A. Subspace Codes
We first recall the definition of the operator channel from [13] . An operator channel C associated with the ambient space F n q is a channel with input and output alphabet P(F n q ). The channel input U and output V are related by
, and H k (U ) is an operator returning an arbitrary k-dimension subspace of U . In transforming U to V , we say the operator channel commits r = dim(U ) − k deletions and t = dim(E) insertions. The definition of an operator channel gives a very clear connection between network coding and classical coding. The difference is codewords are no longer vectors but subspaces. Thus we need subspace codes for this channel. Next, we introduce the definitions of subspace codes and the dimension distance.
For the vector space F n q , let P(F n q ) denotes the set of all subspaces of F n q . For any A, B ∈ P(F n q ), the dimension distance (or the subspace distance) between A and B is defined by
A subspace code C is just a subset of P(F n q ). The minimum dimension distance of C is defined by
For any positive integer ω with 1 ≤ ω ≤ n, let P ω (F n q ) denote the set of all ω-dimensional subspaces of F n q . Let
denote the Gaussian binomial coefficient. It is well-known that
and
A q-ary (n, M, D, ω) constant-dimension subspace code is a subset of P ω (F n q ) with size M and the minimum dimension distance D. The normalized weight λ, the rate R, and the normalized minimum distance δ of C are defined as
Similar to constant-weight codes, the interesting range of normalized weight λ can actually be limited to [0, 1/2] for constant-dimension subspace codes. From now on, we consider our channel over P ω (F n q ), that is the dimensions of input and output are same. In other word, the number of deletions equals the number of insertions. (Assume that the operator channel input U and output V , we can achieve this by adding an operator at output terminal which returning an arbitrary ω-dimension subspace of U ∪ V ).
Similar to the rank metric ball, for any V ∈ P ω (F n q ), the sphere S (V, ω, t) is defined as the set of all subspaces
It is shown in [13] that the size of S(V, ω, t) is independent of V and the volume of S(V, ω, t) satisfies
Then we have the following sphere-covering bound. Lemma 4 (Sphere-Covering Bound [13] ): There exists a constant-dimension subspace codes C with normalized distance δ such that the rate of C is lower bounded as
where o(1) approaches 0 as n tends to infinity.
B. List Decodability of Subspace Codes
This subsection is devoted to the list-decodability of constant-dimension subspace codes over the special operator channel. That is, the input and the output belong to P ω (F n q ). More precisely, we show that, the list decoding radius for constant-dimension subspace codes is bounded by spherecovering bound. Moreover, with high probability, the list decoding radius and the rate of random constant-dimension subspace codes achieve the sphere-covering bound.
Theorem 4 : Let n, ω, L be positive integers satisfying
where o(1) approaches 0 as n tends to infinity. Proof: Let n, ω be sufficiently large integers with ω = λn, and let C ⊆ P ω (F q n ) be a constant-dimension subspace codes with rate R. It is clear that for any subspace
By the pigeonhole principle, there exists
Since
Let us now study the list decodability of random constantdimension subspace codes, we show that with high probability the list decoding radius and the rate of random constantdimension subspace codes meet the sphere-covering bound.
Theorem 5 : For every small 0 < < 1 and 0 < ρ < 1, let
where o(1) approaches 0 as n tends to infinity and which is independent with . Then, with high probability, a random constant-dimension subspace codes in
For sufficiently large positive integers n, ω satisfying ω = λn, pick a constant-dimension subspace codes C ⊆ P ω (F q n ) with size M = |C| = q Rmn uniformly at random. We calculate the probability that
If C is not (ρ, L) ω -list decodable, then there exists U ∈ P ω (F q n ), and a subset S ⊆ C with |S| = L + 1 such that S ⊆ S(U, ω, ρω). For fixed U , the probability that a subspace of C is contained in S(U, ω, ρω) is at most
For a subset S ⊆ C with |S| = L + 1, the probability that
Furthermore, the number of subsets S ⊆ C with |S| = L + 1 is at most M L+1 . The union bound over all |P ω (F q n )| choices for U and at most M L+1 choices for S shows that C with rate R is not (ρ, L) ω -list decodable with probability at most
This means that the probability of the code C with rate R = (1 − ρ)(1 − λ(ρ + 1)) + o(1) − is not (ρ, 2/ − 1) ω -list decodable that is exponentially small. Hence, for any 0 < ρ < 1, with high probability, a random constant-dimension subspace codes C ⊆ P ω (F q n ) with rate R = (1 − ρ)(1 − λ(ρ + 1)) + o(1) − is (ρ, O(1/ )) ω -list decodable.
V. CONCLUSION
In this paper, we have discussed the list-decodability of rank metric codes and constant-dimension subspace codes. Our results show that: (1) For any rank metric code C ⊆ F n q m , the Singleton bound R = 1 − ρ is the list decoding barrier, meaning that there exist no rank metric codes with list decoding radius with ω/n = λ, the sphere-covering bound R = (1 − ρ) (1 − λ(ρ + 1)) + o(1) is the list decoding barrier. With high probability, the rate and the list decoding radius of random constant-dimension subspace codes achieve the sphere-covering barrier
with constant list size O(1/ ). These barriers of list decoding radius for rank metric codes are shown in Figure 1 , we draw the figure for b = 1/2. To end this paper, we propose two open problems.
Problem 1: From Theorem 3, the list size of a random F q -linear rank metric code is exponentially worse than the O(1/ ) bound for random rank metric codes. Can one achieve the list size closer to the O(1/ ) bound? Note that the list size of random linear codes is shown to be as good as the O(1/ ) bound for general random codes [8] .
Problem 2: For n/m = O( 2 ), [10] showed that there exists an explicit rank metric code with rate R which is (1 − R − , O(1/ 4 ))-list decodable. It would be interesting to construct explicitly rank metric codes achieving the Gilbert-Varshamov barrier for n ≈ m or n = O(m). So far, there no explicit construction of rank metric code with list decoding radius large than (1 − R)/2 for n/m large than some constant. Note that the ratio n/m in the construction of [10] is very small.
