I
n the April/May 2015 edition of NIR news, 1 I discussed the impact of poor thermal management in handheld spectrometers which affects the emission profile of a commonly used tungsten lamp. In this article, I will discuss how detector temperature fluctuations alter the quality of spectra collected from a Zeiss MMS-1 VIS/NIR spectrometer (Carl Zeiss Pty Ltd, Germany). Even a 5°C change in the detector temperature impacts the repeatability of collected spectra for a thermally isolated PTFE sample that is commonly used as a primary reflectance standard. My hope is that through a better understanding of thermal effects on hardware, the near infrared (NIR) spectroscopy community can improve spectrum collection protocols and reduce spectral noise.
All electronics have noise, be it the camera in your mobile phone or the pocket spectrometer you take to the grocery store. The engineers involved in an instrument's design have done their best to minimise this noise, but there are always compromises. For example, it is hard to control temperature in a portable battery-driven device, wherein active (fan) cooling is often not included to help conserve battery life. In general, this trade off allows the temperature of the detector to fluctuate due to radiative heat from the lamp, electronics and environmental ambient temperature.
To understand the importance of why temperature variation impacts upon spectral quality, we need to step back and take a look at how a spectrometer works. Light is captured by the optics, with the different wavelengths separated and projected onto an array of photodiodes. Each diode acts as an independent detector, or pixel, by absorbing photons and using their energy to excite electrons to a higher energy level. This photo-excitation process results in the accumulation of electrical charge or voltage at each diode. Light is collected for the duration of the integration time. Once the light exposure is complete, an electrical circuit measures the analogue signal by counting total charge at each detector and converts that information into a digital signal, which is read by a computer as a spectrum. Now let us assume that the optical and the non-optical components of the spectrometer are designed so well that the thermal expansion of materials* does not affect their performance. Thus we will focus on how thermal fluctuations affect the detector. From basic semiconductor physics, we know that temperature variation on the detector primarily manifests itself as dark current; the so-called background noise of the photodiode. In most spectrum collection protocols, this effect is corrected for by taking a scan in the absence of light and subtracting it as an offset from the light exposed scan. A secondary temperature dependent factor of the detector is the responsivity or photosensitivity of the detector, which is proportional to the quantum efficiency of converting photons into excited electrons. A typical spectrum collection protocol assumes that the detector is at a constant temperature and, as such, it can be assumed that any fluctuation in the quantum efficiency is negligible.
As shown in Figure 1 (left), the peak photosensitivity of the detector is at 600 nm. Figure 1 (right) shows that there is essentially no influence of temperature in the visible range below 600 nm. As we move into the shortwave NIR region (700-1100 nm), temperature begins to influence the photosensitivity. At 800 nm, the detector has a photosensitivity of approximately 0.17 amps/watt (excited electrons/absorbed photons), and a thermal correction of 0.3%/C (i.e. the detector becomes more photosensitive at this wavelength as temperature increases). For a 5°C change in temperature, there is an approximately 1.5% change in the responsivity (number of excited electrons per absorbed photons) of this sensor.
Referencing the Hamamatsu specification sheet, a 5°C increase in temperature doubles the dark current in their low-noise sensors, including the sensor found in the MMS-1 VIS/NIR spectrometer. To quantify how a spectrum collection protocol is impacted upon by theoretically doubling the background noise, as well as a 1.5% change in the sensitivity of the detector, we can take repeated scans of a thermally isolated PTFE target and investigate the repeatability of the spectra. To minimise the effect of radiative heat from the lamp, scans were collected every five minutes under two conditions; one thermally stable and another thermally dynamic. For the thermally dynamic case, the internal temperature of the MMS-1 was first warmed to ~30°C and then allowed to undergo radiative cooling during spectral collection. Figure 2 (right) shows the temperature profile inside the MMS-1 VIS/NIR spectrometer used in the F-750 Produce Quality Meter (Felix Instruments, USA).
The F-750 scans an internal white reference target to normalise the collected sample spectra during the calculation of absorbance. Figure 2 (left) shows the detector output measured at 799 nm † for the white reference target for both temperature profiles. In the thermally stable case, the detector output for 799 nm is also stable; the higher the temperature, the lower the ADC count. But for the thermally dynamic case, the detector output (responsivity) fluctuates by approximately 2-3%, which is consistent with a 5°C change in temperature of the detector. Nonetheless, the fluctuations in detector response do not follow the monotonous change in the detector temperature as seen in Figure 2 (right). If the detector temperature and response had followed the same trend, then the fluctuation in response could be rationalised as only being due to the predicted change in dark current.
To explain the variation in the detector output, we need to consider the fact that each spectrum was collected under dynamic conditions, whereas the specifications data was collected under stable conditions at multiple temperatures. That is to say the detector temperature in the dynamic case is constantly changing, either throughout the scan or between individual measurements. This in turn adds an unquantified variable in the spectrum collection protocol, and therefore an increase in noise.
To quantify how the fluctuation of the white reference scan influences the calculated absorbance spectra of PTFE, we can calculate the repeatability or the standard deviation of repeated measurements of a thermally isolated PTFE target for both cases, as is shown in Figure 3 . The fluctuations in the white reference scan, from the dynamic case in Figure  2 , decrease the repeatability of the PTFE measurements.
A possible modification to spectrum collection protocols which may account for detector temperature fluctuations would be: This provides a background or minimum counts. 2) Collect the standard white reference.
This provides a normalisation scan to make the instrument self-consistent. 3) Determine the integration time required to saturate the detector for a white reference target. This is providing the maximum counts possible. 4) The difference in integration time between the dark correction and the saturated correction provides a response curve of counts/millisecond. 5) Apply the response curve as a normalisation factor to account for added counts due to thermal affects. It is assumed that the lamp is stable and emitting a constant flux. So the only change in signal is due to the detector temp. 6) Collect sample spectra.
An instrument's ability to capture highly repeatable data is directly related to the quality of the resulting model statistics. 3 To further demonstrate the significance of device performance to the resulting accuracy of a partial least squares model, spectra were collected from 20 apples under various instrument conditions ‡ and the dry matter content of each sample was determined. 4 Figure 4 shows an apparent linear relationship between the "repeatability index" (a ratio of mean to standard deviation of counts for absorbance) to the root mean square error of cross-validation of a partial least squares model. As the repeatability index increases, the error of the model decreases. If this trend is projected out, then removing noise from the spectra will improve model performance.
As practitioners of near infrared (NIR) spectroscopy, we pride ourselves on the quality of the model statistics we can create from a given data set. In fact, we derive so much satisfaction from the integrity of our model statistics that each year at IDRC and other regional meetings, there are shootouts or competitions to find out who can make the best model. Of course, the best models made outside these competitions are ultimately limited by the "garbage in-garbage out" philosophy. By understanding the role of detector temperature fluctuations on the data collected by our instruments, the NIR community can mitigate some of the inherent noise currently present in spectra. Furthermore, if the emerging handheld spectrometer market is to be successful, instrument designers need to improve spectrum collection protocols to account for changes in detector temperature.
