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Abstract
Due to the enormous variety of application scenarios and ubiquity, In-
ternet of Things (IoT) brought a new perspective of applications for the
current and future Internet. The Wireless Sensor Networks provide key
devices for developing the IoT communication paradigm, such as the sen-
sors collecting various kind of information and the routing and MAC pro-
tocols. However, this type of network has strong power consumption and
transmission capacity restrictions (low speed wireless links and subject to
interference). In this context, it is necessary to develop solutions that en-
able a more efficient communication based on the optimized utilization of
the network resources. This papers aims to present a multi-objective rout-
ing algorithm, named Routing-Aware of path Length, Link quality, and
traffic Load (RALL), that seeks to balance three objectives: to minimize
bottlenecks, to minimize path length, and to avoid links with low qual-
ity. RALL results in good performance when taking into consideration
delivery rate, overhead, delay, and power consumption.
1 Introduction
The Internet has been employed more and more, and becoming an essential tool
for humans. Nowadays, not only people use this information and communication
technology, as well as machines employ it to communicate with each other, mak-
ing measurement of various types of information. The Internet of Things (IoT)
paradigm allows these machines to communicate and feel the environment [3].
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Wireless Sensor Networks (WSNs) play an important role within the IoT and
have gained increasing prominence as part of ubiquitous computing in various
environments, such as industry, smart cities, smart spaces, smart grids, health
monitoring environmental, real-time multimedia applications [3, 15, 2]. WSNs
consist of various nodes that generally have strong processing, battery, and
memory constraints. Typically, each node has only one radio interface (generally
802.15.4 CSMA/CA) with a fixed transmission rate (250 kbps) [20].
Usually, a flat model is employed to organize the network, where all the
nodes play the same role in sensing, processing, and (re)broadcast packets. The
information is forwarded (routed) node by node until it reaches the sink node,
where it is processed [1, 14, 17]. This paper will treat the routing optimization
problem based on three objectives: (i) minimize the path length (number of
hops), (ii) minimize the bottleneck, and (iii) minimize the interference in the
path. At the routing, each hop could increase the delay.
This article is organized as follows: In Section 2, we present a model for
the routing problem of multi-objective optimization. In Section 3, we describe
the proposed algorithm to determine a solution for the model. In Section 4,
we present the simulation results. In Section 5, we analyze the most relevant
related work on routing approaches for WSNs. The conclusion and future work
is carried out in Section 6.
2 System Model
WSNs consist of various sensors, distributed in an area, that enable data collec-
tion. Most of these sensors monitor or interact with the environment in which
they are. A node in particular, called sink, is designed to gather all the data
collected by the sensors. The sink node is attached to a machine with more
processing capacity (e.g. servers in cloud computing environment) so that col-
lected data can be transformed into information and knowledge, to be used by
various applications.
WSNs are modeled as a graph G = (V,E), where V is the set of vertices
that represents the sensors, E is the set of communication links between two
network devices. The link esd ∈ E between s, d ∈ V exists only if the device s
accomplish a data transmission to the node d, i.e. the node d must be in the
transmission range of s. Some metrics can be employed for determining if a link
between two sensors can actually be used. Every sensor s ∈ V − {i}, where i
is the sink, is responsible for the origin of a data stream named fs ∈ F , where
F is defined as the set of all flows generated in the network. All flows of WSNs
have the sink node i as destination node.
The establishment of a path is demanded on the graph G so that the data
flow can reach the sink node. The selection of each flow path must follow some
objectives to ensure certain network characteristics, such as packet delivery rate,
energy consumption, delay, etc. A larger number of hops require the activation
of more links, that generates more use of the transmission medium and may
lead to more contention or interference as well as end-to-end delay [6].
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Load balancing aims at distributing the flows over the network uniformly.
This prevents a small set of nodes to be used for the majority of the routes,
leading to a greater burden on those nodes. It is important to point out that the
nodes have limited resources, so that load can cause, for example, the reduction
of the network lifetime, due to a higher consumption of battery to forward
packets, as well as for packet loss, given the small amount of memory in the
nodes for packet storage [8].
The interference degrades the link quality [6]. It can be caused by the num-
ber of neighbors that are in communication range of each node and/or other
wireless networks that generally adopt communication standards using same
spectrum band. As nodes in a WSNs use this shared band, and they employ
only a radio interface and a single communication channel, more nodes in the
network result in higher level of interference. This implies a greater chance of
collision (requiring packet retransmission) because there is a greater probability
that the channel is busy. As a result, interference strongly impacts the effec-
tive transmission capacity. Thus, the routes that pass through nodes with a
greater degree of interference may suffer more delay in delivery and/or more
retransmission of packets, as well as may result in larger battery consumption.
It can be noticed interrelationships between these three objectives. The
increase in the number of hops in the path is a common consequence when a
routing solution seeks to minimize overload [6]. However, increasing path length
causes more nodes activation, in consequence more interference. It is important
to notice that not always shorter paths generate less interference in the WSN
as a whole. For instance, the shortest paths may suffer interference due to the
existence of neighbors or other wireless networks/devices that are in the same
range area of these paths.
Following we present the construction of an optimization model for the route
establishment on WSN with three objectives: minimizing the number of hops,
minimizing the network bottleneck on the links, and minimizing the use of low
quality links. These three objectives are described and modeled in the following
paragraphs.
Number of Hops Minimizing the number of hops in a required path can
reduce the end-to-end delay. A linear programming model is used to find the
shortest paths from f flows in F :
minimize
 ∑
esd∈E
asd
 (1)
Subject to : ∑
d∈V
avd −
∑
d∈V
adv = 1, ∀v ∈ V, v 6= i (2)∑
s∈V
asi = |F |, i = sink (3)
asd ≥ 0 (4)
3
Variable asd is defined as the sum of the flows using the edge esd on your
route. Constraint (2) ensures that every vertex can only generate a single flow
and constraint (3) ensures that the sink node can receive a number of flows equal
to the number of sensors in the network. The combination of restrictions (2) and
(3) ensures that loops are not created. The constraint (4) ensures non-negative
values for sum of flows on links in asd. The objective function (1) minimizes
the sum of the amount of all flows that pass through each edge esd ∈ E. Thus,
each flow is allocated to the shortest path and therefore the objective function
value is minimized.
Wireless Links with Low Quality The shortest paths may be more sus-
ceptible to high level of interference that increases the packet loss rate, since
the interference decreases the link quality. The quality of the wireless commu-
nication affects the overall network capacity. Wireless links that do not have
their quality degraded by factors, such as interference and noise, become a good
choice for use on routes to the sink node, while links that have poor data trans-
mission capacity (i.e., high level of interference) should be avoided to improve
package delivery rate.
The LQI (Link Quality Indication) is a measurement provided by the IEEE
802.15.4 physical layer that can be used as a quality metric of the wireless
transmission between two sensors. LQI values are represented in a range from 0
to 255 [7]. In this paper, a link is considered weak or with low quality if the LQI
value is smaller than a certain threshold (THLQI), according to the following
condition:
lsd =
{
0 , LQIsd ≥ THLQI
1− ( LQIsdTHLQI ) , LQIsd < THLQI
(5)
LQIsd is the value of LQI regarding the wireless link between nodes s, d ∈ V .
The variable lsd is used in the proposed model to represent link quality values
that should be avoided (higher ones) or selected (lower ones). When lsd is zero,
it indicates that the link between the devices has an acceptable LQI, i.e. it has
a good quality. Otherwise, the value is normalized to the interval (1, 0) in order
to distinguish the links with lower quality, but that have a good chance of being
used, since they have a higher LQI.
The variable lsd is fundamental to minimize the use of links with low quality
on the paths. The objective function for this approach is constructed combining
the objective function (1) and taking into the number of hops (variable lsd):
minimize
{ ∑
esd∈E
lsd · asd
}
(6)
Network Bottleneck The distribution of flows in a WSNs, in a balanced
way, increases the network lifetime. On the other hand, an unfair distribution of
paths for flows creates agglomeration flows on the same node (i.e. bottleneck),
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increasing the power consumption due to the increase of forwarded packets.
Since the sensors usually have strong restrictions relating to energy consump-
tion, the question of minimizing bottlenecks is a very important feature for WSN
scenarios. Furthermore, smoothing out network bottleneck can improve traffic
performance.
The variable asd enables the objective function that is employed to minimize
the network bottleneck. Therefore, the objective function is a combination of
paths for each flow on the graph G, where the highest sum of the amount of
flows passing through a node s is minimal:
minimize
{
max
({∑
d∈V
asd
}
,∀s ∈ V
)}
(7)
Multi-objective Model The model of the multi-objective optimization prob-
lem for the routing problem in WSNs uses three objectives (number of hops,
quality links, and network bottleneck):
minimize
{ ∑
esd∈E
asd
}
minimize
{ ∑
esd∈E
lsd · asd
}
minimize
{
max
({∑
d∈V
asd
}
,∀s ∈ V
)}
Subject to: ∑
d∈V
avd −
∑
d∈V
adv = 1, ∀v ∈ V, v 6= i∑
s∈V
asi = |F | − 1, i = sink
asd ≥ 0
The objective functions (1), (6), and (7), when combined in a single model,
create a problem with conflicting solutions by having a set of optimal solutions
that are not dominated by each other, called the set of Pareto optimal. In other
words, the modeled objectives are conflicting each other because there is no
solution that is able to meet optimally all three objectives.
The conflict between the objectives that minimizes the amount of hops (1),
minimizes the amount of low-quality wireless links (6), and minimizes the net-
work bottleneck (7) is evident since the objectives (1) and (6) group the paths
in order to select shortest paths or a link with better quality, objective function
(7) try to distribute the flows equally over the paths on the entire network,
therefore increasing the average path length and the use of links with low qual-
5
ity. The objective functions (1) and (6) are conflicting when the establishment
of shortest route demands links with lower quality.
3 RALL — Routing-Aware of path
Length, Link quality, and
traffic Load
In this section we describe the multi-objective algorithm, called Routing-Aware
of path Length, Link quality, and traffic Load (RALL) for the routing problem in
WSNs. RALL algorithm employs some techniques to simplify the complexity of
selecting the set of Pareto optimal solutions. For this reason, it uses an algorithm
for determining paths with lower cost (Dijkstra’s algorithm) so that each path
is calculated for a flow generated on an ordinary node. The values related to the
objective function are changed according to the nodes that had already their
specific route for the flows in order to achieve the balancing. Initially, it is carried
out the transformation of the model so that the objective functions of path
length minimization (1) and low quality links minimization (6) are combined in
a single objective.
When a solution of an objective function is not dominated for the other ob-
jective, it is necessary to establish a trade-off between the functions to determine
which solution can satisfy partially or completely the objectives. The weighted
sum method of the objective functions is usually applied to perform the com-
bination of objectives. Therefore, it is necessary to establish a weight for each
objective function and perform a weighted sum of these values. This method
was chosen because it is well known for the problems of linear programming [10]:
minimize
{
wp ·
( ∑
esd∈E
asd
)
+ wl ·
( ∑
esd∈E
lsd · asd
)}
=
{ ∑
esd∈E
(wp + wl · lsd) · asd
}
(8)
wp and wl are the weights for the objective function related to the number
of hops (1) and number of low quality links (6), respectively. As a requirement
to apply this approach, the decision variables of the objective functions must
be at the same scale or magnitude, it is not the case of the function (7). In the
presented model, the decision variable for the objectives is the number of flows
passing through the links (edges).
RALL algorithm begins by performing a combination of objective functions
path length minimization and low quality links minimization in a single objective
function, using the weighted sum (8). Next, RALL algorithm performs the
minimization of network bottleneck by updating the values of the objective
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Algorithm 1: RALL (Routing-Aware of path Length, Link quality, and
traffic Load.)
1 Algorithm RALL()
input :
G− (V,E)
Of − set of ordered flows
i− sink, i ∈ V
wp, wl − weights for objective functions
2 begin
3 E ← SumWeights (E,wp,wl)
4 A← E
5 P ← ∅
6 foreach fs ∈ Of do
7 ps ←MCPath(s, i, G < V,A >)
8 A← UpdateEdges(ps, E, A)
9 P ← P ∪ {ps}
10 end
11 end
12 return P
13 Procedure SumWeights()
input :
E − set of edges
wp, wl − weights for objective functions
14 begin
15 Enew ← ∅
16 foreach esd ∈ E do
17 enewsd ← pconst · wp + wl · lsd
18 Enew ← Enew ∪ {enewsd }
19 end
20 return Enew
21 end
22 Procedure UpdateEdges()
input :
E − set of edges
Ps − router of s to sink
A− set of edges
23 begin
24 foreach bjh ∈ Ps do
25 rjh ← E ∩ {bjh}
26 amount←∑ asd, ∀esd ∈ E, s = j
27 rjh ← ejh + amount, ejh ∈ E
28 A← A ∪ {rjh}
29 end
30 return A
31 end
function. The algorithm 1 shows the RALL’s pseudo-code. It has a set of flows
as input that are used to generate the paths with lower cost.
On line 3, the weighted sum of objective functions is called. In this pro-
cedure, path length and low quality links are combined in a single vector cost.
The variable lsd is the normalized value of LQI for edge esd, using the constraint
shown by the equation (5). pconst is a constant used to establish the value for
each hop. The value of each link is updated according to this constant value. If
the chosen value for pconst is small in some interactions, the objective function
to determine the lowest number of hops is almost negligible, and the trade-off
will be impaired. This happens because the values that represent the bottleneck
in the objective function, on each iteration, are incremented. It is used the value
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of pconst = |V |, and the values of variable lsd are normalized to have pconst as
the threshold value.
After the weighted sum is generated minimal cost path usingMCPath(sender,
receiver,GRAPH) for each flow fs, which is assigned to the variable ps (on line
7). The links that make up the minimum cost path PS will have their values
updated by adding the amount of flows that use the device s ∈ V — line 27 of
UpdateEdges(ps, E,A) procedure. Finally, the path is inserted into the solution
set P that will contain all routes to every flow.
4 Simulation Results
We conducted a simulation study to analyze the performance of proposed ap-
proach. A network with a single sink node and many sensor nodes are taken
into consideration in the simulated network. The sink node receives data from
the sensor nodes and it serves as a connection point to an external network. The
sensor nodes send the collected data and forward/relay packets on a single route
to the sink node. All nodes are static and they use asymmetric links. This sec-
tion is organized as follows: the scenario configuration is outlined in sub-section
4.1. The evaluation and the simulation results are discussed in sub-section 4.2.
4.1 Scenario Configuration
We employ the Castalia module [5] of OMNeT++ simulator [18], which are
widely used to evaluate WSN. Table 1 shows the general parameters used in the
simulation and Table 2 presents node configuration based on [13].
The simulations were performed in scenarios varying the number of nodes,
i.e. 10 up to 50 nodes (Table 1). For every set of nodes, it was generated ten
topologies and four random seeds, resulting in a total of 40 runs for each set of
nodes. The positions of the nodes in a topologies were generated using a normal
distribution, limited in area, that guarantees none of the nodes would remain
isolated from the network (out of range from any other node).
Table 1: Simulation Parameters
Packet Generation Rates 5 packets/minute
Traffic generation model Poisson
Topology Area 50x50
Number of nodes 10, 20, 30, 40, and 50
Interference Model Additive 1
Weight values for path
length function (wp)
50%
Weight values for link
quality function (wl)
50%
1Additive interference: it use the SINR values of the package, the receiver receives the
strongest signal of the two transmissions (if it is strong enough).
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Table 2: Node Configuration
Initial Energy 100 J
TX Energy 20 mJ/pkt
RX Energy 10 mJ/pkt
MAC layer T-MAC
Radio Model CC2420
Transmission Power -10dBm
Packet Size 127 bytes
Link Communication Asymmetric
The simulation was carried out in two phases. In the first phase, the neigh-
borhood discovery was done by disseminating broadcast messages. These control
messages are also used to calculate the average LQI value of the link for each
neighbor so that the sink node has the complete network graph information.
Due to the fact that the processing capacity and energy of the sensors devices
are very restricted, the routing algorithm is performed in a centralized way in
the sink node.
Once in possession of the network global view, the proposed routing algo-
rithm is executed to select the path to the sink for each sensor node. The second
simulation phase uses the routing table information to forward the packets. Each
node sends messages to the sink, which will extract some of the performance
metrics for analysis.
4.2 Results
Other routing algorithms were chosen to assist the performance assessment of
RALL, as following:
• BALANCED−LQI: It is based on similar criteria of RALL, however, it
only employs the load balancing and link quality objective functions, and
it does not perform the combination of functions using the weighted sum.
• BPR: It is a heuristic with two objective functions, load balancing and
path length [11]. For each flow generated on the network, BPR seeks to
select the shorter route belonging to set of candidate paths that does not
increase the network bottleneck.
• PATH: Traditional approach to determine the shortest path length (e.g.
Dijkstra’s algorithm).
• LQI: It aims to select routes that use fewer links with low quality. A link
is considered low quality when it does not satisfied the described condition
in (5).
The comparison of these approaches aims to provide better impact of the
different criteria in the traffic and network performance through the route se-
lection.
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Figure 1 shows the packet loss rate. We figure out that the BALANCED−
LQI and RALL algorithms achieve lower levels of losses, especially in high
density network (i.e. 50 nodes). Therefore, the amount of data increases. This
can be justified by the Jain fairness index (well-known metric to evaluate load
balancing) shown in Figure 2, and by the fact that the two algorithms take
into consideration the link quality. Despite the fact that BALANCED − LQI
slightly results in lower packet loss, the confidence interval (Figure 1) shows
that the performance of both approaches is very similar.
Figure 1: Packet loss rate.
Figure 2: Jain fairness index.
Figure 3 shows the average latency in data delivery of the simulated network
scenarios. It is worth noting that in the scenario with 10 nodes, most of packets
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were delivered within the range of [0, 600)ms. The other intervals follow the
behavior of the first three ones. In fact, it occurs in all scenarios, thus we show
only the first four intervals: 20, 30, 40, and 50.
(a) 10 nodes
(b) 20 nodes (c) 30 nodes (d) 40 nodes (e) 50 nodes
Figure 3: Latency for 10, 20, 30, 40, and 50 nodes.
The greatest difference in latency between approaches can be noticed when
the number of nodes increases. Again, the BALANCED − LQI and RALL
approaches are featured, however, RALL results in an significant improvement
of the latency, followed by PATH. These results can be justified by analyzing
the average path length generated by each approach (Figure 4), where RALL
and PATH reached the lowest values.
We also analyzed the average network lifetime, which was measured as from
the beginning of the second phase up to the first node of the network run out
the battery energy. In this analysis we used only BALANCED − LQI and
RALL approaches, because they showed better performance for packet loss and
latency. Figure 5 illustrates the lifetime.
RALL approach achieves performance improvement when increasing the
number of nodes (i.e. 30, 40, and 50 nodes). In order to better understand this
behavior, we analyzed the packets exchanged by each algorithm. In Figure 6,
data packets are generated by the application layer and accounted in packet loss
by the sink. Control packets are accounted of the MAC layer, which uses the
T-MAC protocol. This protocol employs an adaptive method to avoid collision
11
Figure 4: Average path length.
Figure 5: Average network lifetime.
and to control the radio duty-cycle, in order to reduce the energy consumption.
It is important to stress out that BALANCED−LQI has a slightly larger
number of data packets delivery to all scenarios. Moreover, BALANCED−LQI
12
Figure 6: Average control overhead in MAC layer.
also requires a larger amount of control packets in the MAC layer. Each packet
has an energy cost for sending and receiving. This explains why the network
lifetime achieves the highest times by getting shortest paths (activating fewer
links).
5 Related Work
There are many works that seek to combine these objectives, some of them to
optimize routing in wireless networks, especially in WSNs. The most of these
works deal with one or two objectives described above. Wang and Zhang [19]
presented a protocol, called Interference Aware Multipath Routing (IAMR),
that selects paths spatially disjoint, adopting an interference model in which
interference range is twice greater than the transmission range. This model
may overestimate the interference level.
Radi et al. [16] proposed Low-Interference Energy-Efficient Multipath Rout-
ing Protocol (LIEMRO), which takes into account a load balancing multipath
approach and which also seeks to minimize interference through the use of ETX
routing metric. As it was described in the literature, ETX has limitations to
capture the interference in a more accurate way [4].
Minhas et al. [12] recommended an approach based on fuzzy logic for multi-
objective optimization problem in routing that seeks to balance two objectives:
to maximize the network lifetime (analyzing the current and residual energy
levels of the nodes) and the delay between the ordinary node and the sink node
13
(taking into account of the number of hops).
Load balancing routing can provide both packet loss minimization and net-
work lifetime maximization based on a uniform distribution of flows in the net-
work. For this reason, routing approaches are proposed in wireless networks
to minimize bottlenecks and the average path length, such as Bottleneck, Path
Length and Routing heuristic overhead (BPR) [11].
Moghadam et al. [13] presented a heuristic, named Heuristic Load Distribu-
tion (HeLD), which aims to minimize the overhead communication and max-
imize the network lifetime by a load balancing routing based on a linear pro-
gramming approach, and the use of a set of braided paths. Simulation results
showed that HeLD achieved less overhead and an increase in network lifetime,
however, packet delivery rate was lower and latency was not presented. This
can be partially justified by braided paths that can generate a high level of
interference.
Machado et al. [9] presented a heuristic for IoT environments called Routing
by Energy and Link quality (REL), which seeks to select paths that minimize
the number of hops, maximize network lifetime through the residual energy of
the nodes, and maximize the link quality of the in the selected paths based
on Received Signal Strength Indicator (RSSI) metric. However, REL is quite
simple and it is limited to establish a balance among the three objectives.
None of the related work handles the three mentioned objectives. Most
of them use heuristics for routing solution. This paper propose a new multi-
objective routing algorithm for WSNs. The algorithm seeks to achieve the trade-
off among load balancing, path length, and interference, i.e. aggregate flows in
the shortest paths to avoid overloaded links and with high level of interference.
6 Conclusions and Future Work
We propose a multi-objective routing algorithm (RALL) for IoT environments
in this paper. RALL seeks to minimize three objectives: bottlenecks, links with
high levels of interference, and long paths.
The results showed that RALL algorithm results in good levels of packet loss
rate (very similar to the main comparative approach), the lowest latency, and
longer average network lifetime, mainly in dense scenarios.
Although RALL does not reach the best results in all tests, it shows the
importance of the all employed criteria in order to offer an overall routing ap-
proach for IoT. The weakness of one criterion is smoothed out by the others as
well as the equilibrium of the criteria to provide a more efficient performance
for WSNs. We believe that the proposed algorithm is an interesting approach
to IoT environments that have different types of traffic and require routing ap-
proaches that seeks to balance conflicting objectives to improve delivery rate,
delay, and power consumption.
As future work, we intend to start further studies about the weights used in
the objective functions, for example, trying to make a best correlation between
the weights and types of topologies. Moreover, the RALL algorithm will be
14
implemented in testbeds for performing experiments in a real environment.
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