1.. Introduction {#S001}
================

Consider the following nonlinear system of equations $$F\left( x \right) = 0,\quad x \in \mathbb{R}^{n},$$ for which $\left. F:\mathbb{R}^{n}\rightarrow\mathbb{R}^{n} \right.$ is a continuously differentiable mapping. Suppose that $F\left( x \right)$ has a zero. Then every solution $x^{\ast}$ of the nonlinear equation problem ([1](#M0001){ref-type="disp-formula"}) is a solution of the following nonlinear unconstrained least-squares problem $$\begin{matrix}
\min & {\quad f\left( x \right):=\frac{1}{2} \parallel F\left( x \right) \parallel^{2}} \\
{s.t.} & {\quad x \in \mathbb{R}^{n},} \\
\end{matrix}$$ where $\parallel \cdot \parallel$ denotes the Euclidean norm. Conversely, if $x^{\ast}$ solves Equation ([2](#M0002){ref-type="disp-formula"}) and $f\left( x^{\ast} \right) = 0$, then $x^{\ast}$ is a solution of ([1](#M0001){ref-type="disp-formula"}). There are variant methods to solve nonlinear system ([1](#M0001){ref-type="disp-formula"}), as conjugate gradient methods \[[@CIT0033],[@CIT0035]\], line-search methods \[[@CIT0005],[@CIT0012],[@CIT0014],[@CIT0032]\] and trust-region methods \[[@CIT0002],[@CIT0003],[@CIT0007],[@CIT0034],[@CIT0036],[@CIT0037],[@CIT0039]\], which are quite fast and robust; but they may have some shortcomings. First, by a ratio, trust-region algorithm tries to control the agreement between the actual and predicted reduction essentially only along with a direction, for more details on the trust-region algorithm, cf. \[[@CIT0026]\] If this ratio is near one and the Jacobin matrix $\nabla F\left( x \right)$ is ill-conditioned or *f* is a highly nonlinear function for which approximated quadratic is not good, then the trust-region radius may increase before reaching a narrow curved valley. Afterwards, we need to reduce several times the radius to get around this narrow curved valley that leads to increase computational cost and also produce unsuitable solution for the cases in which highly accurate solutions are necessary. Second, solving the trust-region subproblems leads to increase CPU times. Third, these methods need to compute both $\nabla F\left( x \right)$ and $\nabla F\left( x \right)^{T}\nabla F\left( x \right)$ to determine the approximated quadratic in each iteration. Pattern search methods represent a derivative free subclass of direct search algorithms to minimize a continuous function (see, e.g. \[[@CIT0004],[@CIT0017],[@CIT0021],[@CIT0022]\]). Box \[[@CIT0004]\] and Hooke and Jeeves \[[@CIT0017]\] were the first researchers to introduce the original pattern search methods. Some researchers have shown that pattern search algorithms converge globally, see \[[@CIT0013],[@CIT0019],[@CIT0020],[@CIT0030],[@CIT0031]\]. Lewis and Torczon successfully extended these algorithms to obtain bound and linearly constrained minimization \[[@CIT0019],[@CIT0020]\]. Torczon \[[@CIT0029],[@CIT0030]\] presented a multidirectional search algorithm for parallel machines. In ill-conditioned problems, using monotone pattern search auxiliary algorithm may have unsuitable influence on the performance of the whole procedure, cf. \[[@CIT0013]\]. Hence, we are going to introduce a new non-monotone pattern search framework that decreases the total number of function evaluations and CPU times. This development enables us to produce a suitable non-monotone strategy at each iteration and maintains the global convergence. Numerical results show that the new modification of pattern search is efficient to solve systems of nonlinear equations.

*Notation*: The Euclidean vector norm or the associated matrix norm is denoted by the symbol $\parallel \cdot \parallel$. A set of directions $\left\{ d_{k}^{1},\ldots,d_{k}^{p} \right\}$ is called positively span $\mathbb{R}^{n}$ if for each $y \in \mathbb{R}^{n}$ there exist $\lambda_{i} \geq 0$, for $i = 1,\ldots,p$, such that $$y = \sum\limits_{j = 1}^{p}\lambda_{i}d_{k}^{i}.$$ Moreover, $e_{i}$, for $i = 1,\ldots,p$, is considered as the orthonormal set of the coordinate directions. To simplify our notation, we set $\mathbb{N}_{0}:=\mathbb{N} \cup \left\{ 0 \right\}$.

*Organization.* The rest of this paper is organized as follows. In Section [2](#S002){ref-type="sec"}, we first describe the exploratory moves and then the generalized pattern search is presented. A new non-monotone pattern search algorithm is presented in Section [3](#S003){ref-type="sec"}. In Section [4](#S004){ref-type="sec"}, the global convergence of the new algorithm is investigated. Numerical results are provided in Section [5](#S005){ref-type="sec"} to show that the proposed algorithm is efficient and promising for systems of nonlinear equations. Finally, some concluding remarks are given in Section [6](#S006){ref-type="sec"}.

2.. The generalized pattern search method {#S002}
=========================================

First of all, we define two components, namely a basis matrix and a generating matrix, cf. \[[@CIT0031]\].

Any arbitrary non-singular matrix $B \in \mathbb{R}^{n \times n}$ is called a basis matrix.

The generating matrix $C_{k} \in \mathbb{Z}^{n \times p}$ with *p*\>2*n*, divided into two parts, is considered as $$C_{k}:=\left\lbrack \Gamma_{k}\quad L_{k} \right\rbrack,$$ in which $\Gamma_{k}:=\left\lbrack M_{k} - M_{k} \right\rbrack$, $M_{k} \in M \subset \mathbb{Z}^{n \times n}$, *M* is a finite set of non-singular matrices and $L_{k} \in \mathbb{Z}^{n \times (p - 2n)}$ is a matrix that contains at least a column zeros.

Defined by the columns of the matrix $P_{k} = BC_{k}$, in which *B* is a basis matrix, is a pattern $P_{k}$. By the definition $C_{k}$ and this fact that $M_{k}$ has rank *n*, it is clear that $C_{k}$ also has rank *n*. This fact implies that the columns of $P_{k}$ span $\mathbb{R}^{n}$. To act better, the partition of the generating matrix $C_{k}$ to partition $P_{k}$ is used, as follows: $$P_{k}:=BC_{k} = \left\lbrack B\Gamma_{k}\quad BL_{k} \right\rbrack.$$ Given $x_{k}$, a step-size $\Delta_{k} > 0$, we define a trial step $d_{k}^{i}$ to be any vector of the form $$d_{k}^{i}:=\Delta_{k}Bc_{k}^{i},\quad\forall\ i = 1,\ldots,p,$$ in which $c_{k}^{i}$ indicates the *i*th column of $C_{k}$, the vectors $Bc_{k}^{i}$, named exploratory moves as proposed in \[[@CIT0031]\], determine the step directions and $\Delta_{k}$ is considered as a step-size parameter. Furthermore, a trial point as any point of the form $x_{k}^{i}:=x_{k} + d_{k}^{i}$ will be defined, where $x_{k}$ is the current iterate. Before declaring a new iterate and updating the associated information, pattern search methods use the series of exploratory moves in order to produce the new iterate. To prove the convergence property of pattern search methods, we require that the exploratory moves are obtained by the following two procedures:
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In Procedure 1, note that $y \in A$ means that the vector *y* is contained in the set of columns of the matrix *A*. (S.2) is more interesting; hence, let us describe how it works. As long as there exists a decrease on the function value at each iterate among any of the $2n$ steps presented by $\Delta_{k}B\Gamma_{k}$, the exploratory moves must return a decrease step on the function value at each iterate, without satisfying $f\left( x_{k} + d_{k} \right) \leq \min\left\{ f\left( x_{k} + y \right),\ y \in \Delta_{k}B\Gamma_{k} \right\}$.
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In Procedure 2, (S.2) is replaced by a strong version, as presented above.

Algorithm 1 situates the generalized pattern search method for systems of nonlinear equations, cf. \[[@CIT0031]\].

In Algorithm 1, if $\rho_{k} > 0$ (Line 8), then it is called a ***successful iteration***. Otherwise, it is called a ***unsuccessful iteration***. The parameter *θ* is considered the ***shrinkage parameter*** with the role $\theta:=\tau^{w_{0}}$, in which $\tau > 1$ and $w_{0}$ is a negative integer, and $\lambda_{k}$ is called the ***expanding factor*** such that $$\lambda_{k} \in \left\{ \tau^{w_{1}},\tau^{w_{2}},\ldots,\tau^{w_{l}} \right\},$$ in which $w_{1},w_{2},\ldots,w_{l}$ are positive integers, with $l < \infty$. In Line 4 of this algorithm, the step $d_{k}$ can be obtained either by Procedure 1 or Procedure 2. This algorithm is called ***generalized weak pattern search*** (***GWPS***) if $d_{k}$ is obtained by Procedure 1; otherwise, if $d_{k}$ is obtained by Procedure 2, it is called ***generalized strong pattern search*** (***GSPS***).

Both GWPS and GSPS contain a drawback. This fact that the quantity $\rho_{k}$ can not truly prevent the production of unsuccessful iterations in the presence of narrow curved valley leads to the increase of CPU time and the total number of function evaluations. In order to overcome this drawback, Gasparo *et al.* \[[@CIT0013]\] modified the quantity $\rho_{k}$.

Torczon \[[@CIT0031]\] showed in Theorem 3.2 that each iterate $x_{n}$ generated by GWPS can be considered as $$x_{n}:=x_{0} + \left( \beta^{r_{LB}}\alpha^{- r_{UB}} \right)\Delta_{0}B\sum\limits_{k = 0}^{n - 1}z_{k},$$ in which *α* and *β* are relatively prime positive integers while satisfying $\beta/\alpha:=\tau$, $r_{LB}:=\min\left\{ r_{0},\ldots,r_{n - 1} \right\}$, $r_{UB}:=\max\left\{ r_{0},\ldots,r_{n - 1} \right\}$ and $z_{k} \in \mathbb{Z}^{n}$. Moreover, Torczon showed that $\Delta_{k}$ can be written as follows: $$\Delta_{k}:=\tau^{r_{k}}\Delta_{0},$$ in which $r_{k} \in \mathbb{Z}$. Both Equations ([4](#M0004){ref-type="disp-formula"}) and ([5](#M0005){ref-type="disp-formula"}) help us to prove Lemma 4.6 in Section [4](#S004){ref-type="sec"}.

3.. The new non-monotone strategy {#S003}
=================================

It is believed that some globalization techniques such as pattern search can generally guarantee the global convergence of the traditional direct search approaches. A monotonicity of the sequence of objective function values is generated by this globalization technique, which usually leads to produce short steps. Due to this fact, a slow numerical convergence is created for highly nonlinear problems, see \[[@CIT0001],[@CIT0005],[@CIT0013],[@CIT0014],[@CIT0027],[@CIT0028],[@CIT0038]\]. As an example, the generalized pattern search framework exploits the quantity $\rho_{k}$ which guarantees $$f_{k} - f_{k + 1} > 0,$$ this means that the sequence $\left\{ f_{k} \right\}_{k \geq 0}$ is monotone. In order to avoid this drawback of globalization techniques, Gasparo *et al.* \[[@CIT0013]\] based on the definition introduced by Grippo *et al.* \[[@CIT0014]\], proposed a non-monotone strategy in pattern search algorithms with the quantity ${\widehat{\rho}}_{k}$ satisfying $${\widehat{\rho}}_{k}:=f_{l(k)} - f_{k + 1},$$ for which $$f_{l(k)}:=\max\limits_{0 \leq j \leq m(k)}\left\{ f_{k - j} \right\},\quad k \in \mathbb{N}_{0}$$ in which $m\left( 0 \right):=0$ and $0 \leq m\left( k \right) \leq \min\left\{ m\left( k - 1 \right) + 1,N \right\}$ with $N \geq 0$. This strategy has excellent results having caused many researchers to investigate the effects of these strategies in a wide variety of optimization procedures and to propose some other non-monotone techniques, see \[[@CIT0001],[@CIT0013],[@CIT0014],[@CIT0027],[@CIT0028],[@CIT0038]\]. Although the non-monotone technique ([6](#M0006){ref-type="disp-formula"}) has many advantages, this rule contributes to some drawbacks as well, see \[[@CIT0001],[@CIT0038]\]. Recently, Ahookhosh and Amini \[[@CIT0001]\] have presented a weaker non-monotone strategy of Grippo *et al.* \[[@CIT0014]\] which overcomes some of its disadvantages \[[@CIT0014]\] with the quantity ${\overline{\rho}}_{k}$ satisfying $${\overline{\rho}}_{k}:=R_{k} - f_{k + 1},$$ where $$R_{k}:=\eta_{k}f_{l(k)} + \left( 1 - \eta_{k} \right)f_{k},$$ in which $\eta_{k} \in \left\lbrack \eta_{\min},\eta_{\max} \right\rbrack$, $\eta_{\min} \in \left\lbrack 0,1 \right)$ and $\eta_{\max} \in \left\lbrack \eta_{\min},1 \right\rbrack$. Although, this proposal generates the more efficient algorithm, it depends on choosing $\eta_{k}$. An unsuitable choice of $\eta_{k}$ can cause some shortcomings. According to the characteristics and expectations of our algorithm, we further propose an appropriate $\eta_{k}$. In this regard, let us first define the following ratio $$\Theta_{k}:=\frac{f_{l(k)}}{f_{k}},$$ which can help us to compare the distance between the members of $\left\{ f_{k} \right\}_{k \geq 0}$ and $\left\{ f_{l(k)} \right\}_{k \geq 0}$. It is clear that $\Theta_{k} \geq 1$ because $f_{l(k)} \geq f_{k} > 0$ and Lemma 4.5 show that $\lim\limits_{k\rightarrow\infty}\Theta_{k} = 1$. Also, it can be seen that if $\Theta_{k} \geq \beta$ ($\beta > 1$), then $\left\{ f_{k} \right\}_{k \geq 0}$ and $\left\{ f_{l(k)} \right\}_{k \geq 0}$ are far away from each other and otherwise they are close. Now, after representing of $${\widehat{\eta}}_{k}:=\left\{ \begin{matrix}
\frac{\eta_{k}}{\Theta_{k}} & {\text{if~}\Theta_{k} \geq \beta,} \\
{\eta_{k}\Theta_{k}} & {\text{else},} \\
\end{matrix} \right.$$ a new non-monotone pattern search formula is defined by $$\Lambda_{k}:={\widehat{\eta}}_{k}f_{l(k)} + \left( 1 - {\widehat{\eta}}_{k} \right)f_{k},$$ for which the new quantity is considered as $${\overset{\sim}{\rho}}_{k}:=\Lambda_{k} - f_{k + 1}.$$ The theoretical and numerical results show that the new choice of ${\overset{\sim}{\rho}}_{k}$ has remarkable positive effects on pattern search to get faster convergence, especially for highly nonlinear problems. Let us now use the following procedure to compute the non-monotone strategy ([9](#M0009){ref-type="disp-formula"})
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The sequence $\left\{ \Lambda_{k} \right\}_{k \geq 0}$ generates the convergence results obtained by stronger non-monotone strategy whenever iterates are far away from the optimizer and the members of $\left\{ f_{k} \right\}_{k \geq 0}$ and $\left\{ f_{l(k)} \right\}_{k \geq 0}$ are close to each other while this sequence generates the convergence results obtained by weaker non-monotone strategy whenever iterates are close to the optimizer and the members of $\left\{ f_{k} \right\}_{k \geq 0}$ and $\left\{ f_{l(k)} \right\}_{k \geq 0}$ are far away from each other.

Before presenting our algorithm, we describe how to determine the step $d_{k}$ by the following two procedures:
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Procedure 3 tries to reach the condition $\Lambda_{k} \geq f_{k}$ at each iterate among any of the $2n$ steps presented by $\Delta_{k}B\Gamma_{k}$ without satisfying $f\left( x_{k} + d_{k} \right) \leq \min\left\{ f\left( x_{k} + y \right),\ y \in \Delta_{k}B\Gamma_{k} \right\}$.
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Now, to investigate the effectiveness of the new pattern search, we add the new non-monotone strategy to the framework of pattern search method.

Note that in Algorithm 2, if $d_{k}$ is obtained by Procedure 3, then it is called ***non-monotone weak pattern search*** (***NMWPS-N***) while if $d_{k}$ is obtained by Procedure 4, then it is considered as ***non-monotone strong pattern search*** (***NMSPS-N***). To guarantee the global convergence of NMWPS-N using Procedure 3 to determine $d_{k}$, we need to update $\Delta_{k}$ by $$\Delta_{k + 1}:=\left\{ \begin{matrix}
{\lambda_{k}\Delta_{k}} & {\text{if~}{\overset{\sim}{\rho}}_{k} > 0,} \\
{\theta\Delta_{k}} & {\text{else},} \\
\end{matrix} \right.$$ and NMSPS-N, $d_{k}$ obtained by Procedure 4, updates $\Delta_{k}$ by $$\Delta_{k + 1}:=\left\{ \begin{matrix}
\Delta_{k} & {\text{if~}{\overset{\sim}{\rho}}_{k} > 0,} \\
{\theta\Delta_{k}} & {\text{else},} \\
\end{matrix} \right.$$ where both *θ* and $\lambda_{k}$ are updated similar to Algorithm 1. We determine how to update $C_{k}$ in Section [5](#S005){ref-type="sec"}.

The global convergence results of both NMWPS-N and NMSPS-N require the following assumptions necessary: The level set $L\left( x_{0} \right):=\left\{ x \in \mathbb{R}^{n} \mid f\left( x \right) \leq f\left( x_{0} \right) \right\}$ is bounded.$F\left( x \right)$ is continuously differentiable on a compact convex set Ω containing $L\left( x_{0} \right)$.

It can be easily seen that in Algorithm 2 for any index *k*, one of the following cases can occur $$\mathcal{I}_{1}:=\left\{ k \mid \Theta_{k} \geq \beta \right\},\quad\mathcal{I}_{2}:=\left\{ k \mid \Theta_{k} < \beta,{\widehat{\eta}}_{k} \in \left( 0,1 \right\rbrack \right\}\quad{and}\quad\mathcal{I}_{3}:=\left\{ k \mid \Theta_{k} < \beta,{\widehat{\eta}}_{k} > 1 \right\}.$$

Suppose that the sequence $\left\{ x_{k} \right\}_{k \geq 0}$ is generated by Algorithm 2. Then, we have the following properties: If $k \in \mathcal{I}_{1},$ then $f_{k} \leq \Lambda_{k} \leq R_{k}$.If $k \in \mathcal{I}_{2},$ then $R_{k} < \Lambda_{k} \leq f_{l(k)}$.If $k \in \mathcal{I}_{3},$ then $\Lambda_{k} > f_{l(k)}$.

\(1\) This fact that $\Theta_{k} \geq \beta > 1$ implies ${\widehat{\eta}}_{k} \leq \eta_{k}$ and consequently $$\Lambda_{k} = {\widehat{\eta}}_{k}f_{l(k)} + \left( 1 - {\widehat{\eta}}_{k} \right)f_{k} = {\widehat{\eta}}_{k}\left( f_{l(k)} - f_{k} \right) + f_{k} \leq \eta_{k}\left( f_{l(k)} - f_{k} \right) + f_{k} = R_{k}.$$ On the other hand, because $f_{l(k)} \geq f_{k}$, it is easily seen that $$\Lambda_{k} = {\widehat{\eta}}_{k}f_{l(k)} + \left( 1 - {\widehat{\eta}}_{k} \right)f_{k} \geq {\widehat{\eta}}_{k}f_{k} + \left( 1 - {\widehat{\eta}}_{k} \right)f_{k} = f_{k}.$$ So, (P1) is correct.

\(2\) Using the definition $f_{l(k)}$ along with this fact that $1 \leq \Theta_{k} < \beta$ implies that ${\widehat{\eta}}_{k} \geq \eta_{k}$ and so $$R_{k} = \eta_{k}\left( f_{l(k)} - f_{k} \right) + f_{k} \leq {\widehat{\eta}}_{k}\left( f_{l(k)} - f_{k} \right) + f_{k} = \Lambda_{k} = \left( 1 - {\widehat{\eta}}_{k} \right)\left( f_{k} - f_{l(k)} \right) + f_{l(k)} \leq f_{l(k)},$$ which gives (P2).

\(3\) The definition of $f_{l(k)}$ and ${\widehat{\eta}}_{k} > 1$ results in $$\Lambda_{k} = {\widehat{\eta}}_{k}f_{l(k)} + \left( 1 - {\widehat{\eta}}_{k} \right)f_{k} = \left( {\widehat{\eta}}_{k} - 1 \right)\left( f_{l(k)} - f_{k} \right) + f_{l(k)} > f_{l(k)},$$ so, (P3) is correct.

Based on Lemma 3.1, using the new sequence $\left\{ {\widehat{\eta}}_{k} \right\}_{k \geq 0}$ causes some appropriate properties. If $k \in \mathcal{I}_{1}$, (P1) concludes $\Lambda_{k} \leq R_{k}$, so in this case where iterates are close to the optimizer, the definition ([9](#M0009){ref-type="disp-formula"}) proposes a weaker non-monotone strategy in relation to the non-monotone strategy ([7](#M0007){ref-type="disp-formula"}). Otherwise, if $k \in \mathcal{I}_{2}$, then (P2) concludes that $R_{k} < \Lambda_{k} \leq f_{l(k)}$ and so it leads us to produce a medium non-monotone strategy whenever iterates are not far away from the optimizer. Finally, if $k \in \mathcal{I}_{3}$, far away from the optimizer, (P3) results in $\Lambda_{k} > f_{l(k)}$ and so algorithm uses a strong non-monotone strategy with respect to the non-monotone strategy ([6](#M0006){ref-type="disp-formula"}).

4.. Convergence analysis {#S004}
========================

In this section, we investigate the global convergence results of the new proposed algorithm.

Suppose that Assumption (H1) holds and the sequence $\left\{ x_{k} \right\}_{k \geq 0}$ is generated by Algorithm 2. Then, for all $k \in \mathbb{N}_{0},$ we have $x_{k} \in L\left( x_{0} \right)$ and the sequence $\left\{ f_{l(k)} \right\}$ for all $k \in \mathcal{I}_{1} \cup \mathcal{I}_{2}$ is a convergent decreasing sequences and also for all $k \in \mathcal{I}_{3}$ provided that $f_{k + 1} \leq f_{l(k)}$.

If $x_{k + 1}$ is not accepted by Algorithm 2, then $f_{k + 1} = f_{k}$ and $f_{l(k + 1)} = f_{l(k)}$. Otherwise, we have $$f_{k + 1} = f\left( x_{k} + d_{k} \right) \leq \Lambda_{k}\quad\forall\ k \in \mathbb{N}_{0}.$$ In the sequel, we divide the proof into two parts.

\(a\) $k \in \mathcal{I}_{1} \cup \mathcal{I}_{2}$. (P1), (P2) of Lemma 3.1 along with ([13](#M0013){ref-type="disp-formula"}) imply that $f_{k + 1} \leq f_{l(k)}$. In order to prove that the sequence $\left\{ f_{l(k)} \right\}_{k \in \mathcal{I}_{1} \cup \mathcal{I}_{2}}$ is decreasing, we consider the following two cases:

\(i\) *k*\<*N*. In this case $m\left( k + 1 \right) = k + 1$. It is easily seen that $$f_{l(k + 1)} = \max\limits_{0 \leq j \leq k + 1}\left\{ f_{k + 1 - j} \right\} = \max\left\{ f_{l(k)},f_{k + 1} \right\} = f_{l(k)}.$$ (ii) $k \geq N$. In this case, we have $m\left( k + 1 \right) = N$, for all *k*. Therefore, inequality $f_{k + 1} \leq f_{l(k)}$ results in $$f_{l(k + 1)} = \max\limits_{0 \leq j \leq N}\left\{ f_{k + 1 - j} \right\} \leq \max\left\{ {\max\limits_{0 \leq j \leq N}\left\{ f_{k - j} \right\},f_{k + 1}} \right\} = \max\left\{ f_{l(k)},f_{k + 1} \right\} = f_{l(k)},$$ while the last inequality along with $k \in \mathcal{I}_{1} \cup \mathcal{I}_{2}$ is conclusion of ([13](#M0013){ref-type="disp-formula"}).

\(b\) $k \in \mathcal{I}_{3}$ and $f_{k + 1} \leq f_{l(k)}$. The proof is similar to the cases (i) and (ii) of the part (a).

Now, by a strong induction, assuming $x_{i} \in L\left( x_{0} \right)$, for all $i = 1,\ldots,k$, it is sufficient to show $x_{k + 1} \in L\left( x_{0} \right)$. Now, we can obtain $$f_{k + 1} \leq f_{l(k)} \leq f_{0}.$$ Thus, the sequence $\left\{ x_{k} \right\}_{k \geq 0}$ is contained in $L\left( x_{0} \right)$. Finally, Assumption (H1) along with $x_{k} \in L\left( x_{0} \right)$ for all $k \in \mathbb{N}_{0}$ implies that the sequence $\left\{ f_{l(k)} \right\}_{k \geq 0}$ is bounded. Thus, the sequence $\left\{ f_{l(k)} \right\}_{k \geq 0}$ is convergent.

Suppose that Assumption (H1) holds and the sequence $\left\{ x_{k} \right\}_{k \geq 0}$ is generated by Algorithm 2. Then, for all $k \in \mathbb{N}_{0},$ we have $x_{k} \in L\left( x_{0} \right)$ and whenever $f_{k + 1} > f_{l(k)},$ the sequence $\left\{ \Lambda_{k} \right\}_{k \geq 0}$ for all $k \in \mathcal{I}_{3}$ is a convergent decreasing sequences.

If $x_{k + 1}$ is not accepted by Algorithm 2, then $f_{k + 1} = f_{k}$ and $f_{l(k + 1)} = f_{l(k)}$. Otherwise, we have $$f_{k + 1} = f\left( x_{k} + d_{k} \right) \leq \Lambda_{k}\quad\forall\ k \in \mathbb{N}_{0}.$$ This fact along with $f_{k + 1} > f_{l(k)}$ and the definition $f_{l(k + 1)}$ results in $f_{l(k + 1)} = f_{k + 1}$ and also $$\Lambda_{k + 1} = {\widehat{\eta}}_{k + 1}f_{l(k + 1)} + \left( 1 - {\widehat{\eta}}_{k + 1} \right)f_{k + 1} = {\widehat{\eta}}_{k + 1}f_{k + 1} + \left( 1 - {\widehat{\eta}}_{k + 1} \right)f_{k + 1} = f_{k + 1} \leq \Lambda_{k}.$$ Now, by a strong induction, assuming $x_{i} \in L\left( x_{0} \right)$, for all $i = 1,\ldots,k$, it is sufficient to show $x_{k + 1} \in L\left( x_{0} \right)$. Now, we can obtain $$f_{k + 1} = \Lambda_{k + 1} \leq \Lambda_{k} \leq f_{0}.$$ Thus, the sequence $\left\{ x_{k} \right\}_{k \geq 0}$ is contained in $L\left( x_{0} \right)$. Finally, Assumption (H1) along with $x_{k} \in L\left( x_{0} \right)$ for all $k \in \mathbb{N}_{0}$ implies that the sequence $\left\{ \Lambda_{k} \right\}_{k \geq 0}$ is bounded. Thus, the sequence $\left\{ \Lambda_{k} \right\}_{k \geq 0}$ is convergent.

Let $\left\{ x_{k} \right\}_{k \geq 0}$ be a bounded sequence of vectors in $\mathbb{R}^{n}$ by the NMSPS-N algorithm and $\eta \in \mathbb{R}$ such that $\parallel \nabla f_{k} \parallel \geq \eta > 0$. Then, under Assumptions (H1) and (H2), there exist $\delta > 0,$ such that for all $\Delta_{k} > 0,$ if $\Delta_{k} \leq \delta,$ then the *k*th iteration of NMSPS-N will be successful $\left( {\overset{\sim}{\rho}}_{k} > 0 \right)$ and $\Delta_{k + 1} \geq \Delta_{k}$.

Similar to Proposition 6.4 in \[[@CIT0031]\], for $i = 1,\ldots,p$, If $\Delta_{k} < \delta$, then we can get $$f\left( x_{k} + d_{k}^{i} \right) - f\left( x_{k} \right) \leq - \frac{1}{2}\xi \parallel \nabla f_{k} \parallel \parallel d_{k}^{i} \parallel < 0,$$ in which $\xi > 0$ is a constant. Hence, there exists at least one $i \in \left\{ 1,\ldots,p \right\}$ such that $d_{k}^{i} \in \Delta_{k}BC_{k}$. Whenever $\Delta_{k} < \delta$, $f\left( x_{k} + d_{k}^{i} \right) < f\left( x_{k} \right) \leq \Lambda_{k}$. If $\min\left\{ f\left( x_{k} + y \right),\ y \in \Delta_{k}B\Gamma_{k} \right\} < \Lambda_{k}$, then Procedures 3 guarantees $f\left( x_{k} + d_{k} \right) < \Lambda_{k}$ and consequently ${\overset{\sim}{\rho}}_{k} > 0$. According NMWSP-N, we have $\Delta_{k + 1} \geq \Delta_{k}$.

Lemma 4.3 gives the following corollary, see Corollary 6.5 in \[[@CIT0031]\].

Let $\left\{ x_{k} \right\}_{k \geq 0}$ be a bounded sequence of vectors in $\mathbb{R}^{n}$ by NMWPS-N and $\eta \in \mathbb{R}$ such that $\parallel \nabla f_{k} \parallel \geq \eta > 0$. Then, under Assumptions (H1) and (H2), there exist $\zeta,\delta > 0,$ such that for all $\Delta_{k} > 0,$ if $\Delta_{k} \leq \delta,$ then $$f_{k + 1} \leq f_{k} - \zeta \parallel \nabla f_{k} \parallel \parallel d_{k} \parallel .$$

The above corollary helps us to establish the following lemma.

Suppose that Assumptions (H1) and (H2) hold and the sequence $\left\{ x_{k} \right\}_{k \geq 0}$ is generated by the NMWPS-N algorithm. Then, we have $$\lim\limits_{k\rightarrow\infty}f_{l(k)} = \lim\limits_{k\rightarrow\infty}f_{k}.$$

Using the fact that $x_{k}$ is not the optimum of ([2](#M0002){ref-type="disp-formula"}), we can conclude that there exists a constant $\epsilon > 0$ such that $\parallel \nabla f_{k} \parallel \geq \epsilon$. This fact along with Lemma 4.4 and $f_{k} \leq f_{l(k)}$, for some $\zeta > 0$, implies that $$\begin{matrix}
f_{k + 1} & {= f\left( x_{k} + d_{k} \right)} \\
 & {\leq f_{k} - \zeta \parallel \nabla f_{k} \parallel \parallel d_{k} \parallel} \\
 & {\leq f_{k} - \zeta\epsilon \parallel d_{k} \parallel} \\
 & {\leq f_{l(k)} - \omega \parallel d_{k} \parallel ,} \\
\end{matrix}$$ where $\omega = \zeta\epsilon$. By replacing *k* with $l\left( k \right) - 1$ in Equation ([14](#M0014){ref-type="disp-formula"}), we have $$f_{l(l(k) - 1)} - f_{l(k)} \geq \omega \parallel d_{l(k) - 1} \parallel .$$ This fact along with Lemma 4.2 results in $$\lim\limits_{k\rightarrow\infty} \parallel d_{l(k) - 1} \parallel = 0.$$ Assumption (H2) and ([16](#M0016){ref-type="disp-formula"}) give $$\lim\limits_{k\rightarrow\infty}f\left( x_{l(k)} \right) = \lim\limits_{k\rightarrow\infty}f\left( x_{l(k) - 1} \right).$$ By letting $\widehat{l}\left( k \right) = l\left( k + N + 2 \right)$ and using the induction, for all $j \geq 1$, we can prove $$\lim\limits_{k\rightarrow\infty} \parallel d_{\widehat{l}(k) - j - 1} \parallel = 0.$$ This fact that $\left\{ \widehat{l}\left( k \right) \right\} \subset \left\{ l\left( k \right) \right\}$ and according to Equation ([16](#M0016){ref-type="disp-formula"}), for *j*=1, Equation ([18](#M0018){ref-type="disp-formula"}) is satisfied. Assume that Equation ([18](#M0018){ref-type="disp-formula"}) holds for a given *j* and take *k* large enough so that $\widehat{l}\left( k \right) - \left( j + 1 \right) > 0$. Using Equation ([14](#M0014){ref-type="disp-formula"}) and substituting *k* with $\widehat{l}\left( k \right) - j - 1$, we have $$f\left( x_{\widehat{l}(k) - j - 1} \right) - f\left( x_{\widehat{l}(k) - j} \right) \leq \omega \parallel d_{\widehat{l}(k) - j - 1} \parallel .$$ Following the same argument to derive ([17](#M0017){ref-type="disp-formula"}), we deduce that $$\lim\limits_{k\rightarrow\infty} \parallel d_{\widehat{l}(k) - j - 1} \parallel = 0.$$ and also $$\lim\limits_{k\rightarrow\infty}f\left( x_{\widehat{l}(k) - j - 1} \right) = \lim\limits_{k\rightarrow\infty}f\left( x_{l(k)} \right).$$ Similar with Equation ([17](#M0017){ref-type="disp-formula"}), for any given $j \geq 1$, we have $$\lim\limits_{k\rightarrow\infty}f\left( x_{\widehat{l}(k) - j} \right) = \lim\limits_{k\rightarrow\infty}f\left( x_{l(k)} \right).$$ On the other hand, we can generate $$x_{k + 1} = x_{\widehat{l}(k)} - \sum\limits_{j = 1}^{\widehat{l}(k) - k - 1}d_{\widehat{l}(k) - j},\quad\forall k.$$ This fact along with Equation ([18](#M0018){ref-type="disp-formula"}) and $\widehat{l}\left( k \right) - j - 1 \leq N + 1$ implies that $$\lim\limits_{k\rightarrow\infty} \parallel x_{k + 1} - x_{\widehat{l}(k)} \parallel = 0.$$ Hence, Assumption (H2) leads to $$\lim\limits_{k\rightarrow\infty}f\left( x_{l(k)} \right) = \lim\limits_{k\rightarrow\infty}f\left( x_{\widehat{l}(k)} \right) = \lim\limits_{k\rightarrow\infty}f\left( x_{k} \right).$$

Using Lemma 4.5, we can obtain the following corollary.

Suppose that Assumptions (H1) and (H2) hold and the sequence $\left\{ x_{k} \right\}_{k \geq 0}$ is generated by the NMWPS-N algorithm. Then, we have $$\lim\limits_{k\rightarrow\infty}\Lambda_{k} = \lim\limits_{k\rightarrow\infty}f_{k}.$$

\(1\) If $k \in \mathcal{I}_{1} \cup \mathcal{I}_{2}$, then the inequality $f_{k} \leq \Lambda_{k} \leq f_{l(k)}$ along with Lemma 4.5 implies that $$\lim\limits_{\substack{k\rightarrow\infty \\ k \in \mathcal{I}_{1} \cup \mathcal{I}_{2}}}\Lambda_{k} = \lim\limits_{\substack{k\rightarrow\infty \\ k \in \mathcal{I}_{1} \cup \mathcal{I}_{2}}}f_{k}.$$ (2) For $k \in \mathcal{I}_{3}$, recalling Lemma 4.5 along with the definition of ${\widehat{\eta}}_{k}$ results in $$\lim\limits_{\substack{k\rightarrow\infty \\ k \in \mathcal{I}_{3}}}\Lambda_{k} = \lim\limits_{\substack{k\rightarrow\infty \\ k \in \mathcal{I}_{3}}}f_{k}.$$

The following lemmas show that NMWPS-N and NMSPS-N algorithms are well-defined.

Suppose that Assumption (H1) holds and the NMWPS-N algorithm has constructed an infinite sequence $\left\{ x_{k} \right\}_{k \geq 0},$ then $\lim\limits_{k\rightarrow\infty}\inf\bigtriangleup_{k} = 0$.

By contradiction, suppose that $\lim\limits_{k\rightarrow\infty}\inf\bigtriangleup_{k} = 0$ is not satisfied; hence, we can assume that there exists a constant $\Delta_{LB} > 0$ and a set index $K \subset \mathbb{N}_{0}$ such that $$\Delta_{k} \geq \Delta_{LB},\quad\forall k \in K.$$ This fact along with Equation ([5](#M0005){ref-type="disp-formula"}) results in $$\tau^{r_{k}} \geq \frac{\Delta_{LB}}{\Delta_{0}} > 0,\quad\forall k \in K,$$ which means that the sequence $\left\{ \tau^{r_{k}} \right\}_{k \in K}$ is bounded away from zero. Since $\left\{ x_{k} \right\}_{k \geq 0} \in L\left( x_{0} \right)$ and $L\left( x_{0} \right)$ is compact, Lemma 3.1 in \[[@CIT0031]\] implies that the sequence $\left\{ \Delta_{k} \right\}_{k \geq 0}$ has an upper bounded denoted by $\Delta_{UB}$ and hence the sequence $\left\{ \tau^{r_{k}} \right\}_{k \in K}$ is bounded above. In other words, the sequence $\left\{ \tau^{r_{k}} \right\}_{k \in K}$ is finite and consequently $\left\{ r_{k} \right\}_{k \geq 0}$ has, respectively, a lower and upper bounded, defined by $$r_{LB}:=\min\left\{ r_{k} \mid 0 \leq k < + \infty \right\}\quad{and}\quad r_{UB}:=\max\left\{ r_{k} \mid 0 \leq k < + \infty \right\},$$ hence, for any $k \in K$, it can be concluded $$x_{k}:=x_{0} + \left( \beta^{r_{LB}}\alpha^{- r_{UB}} \right)\Delta_{0}B\sum\limits_{k = 0}^{k - 1}z_{k},$$ i.e. it lies on a translated integer lattice generated by $x_{0}$ and the columns of $\left( \beta^{r_{LB}}\alpha^{- r_{UB}} \right)\Delta_{0}B$, denoted by $K_{1}$. Therefore $x_{k} \in L\left( x_{0} \right) \cap K_{1}$ for which $L\left( x_{0} \right) \cap K_{1}$ is finite and it must has at least a point $x_{\ast}$ in $L\left( x_{0} \right) \cap K_{1}$ such that $x_{k}:=x_{\ast}$ for infinitely many *k*. By steps of NMWPS-N, a lattice point can be revisited finitely many times; hence, the new step $d_{k}$ is accepted if only if $\Lambda_{k} > f\left( x_{k} + d_{k} \right)$. This fact implies that there exists an positive index *m* such that $x_{k}:=x_{\ast}$, for $k \geq m$. This fact together with Corollary 4.6 yields to $\left. {\overset{\sim}{\rho}}_{k}\rightarrow 0 \right.$ and consequently $\left. \Delta_{k}\rightarrow 0 \right.$, which is a contradiction since $0 < \Delta_{LB} \leq 0$.

Since NMSPS-N uses the relationship ([12](#M0012){ref-type="disp-formula"}) to update $\Delta_{k}$, it ensures that $\lim\limits_{k\rightarrow\infty}\bigtriangleup_{k} = 0$.

Suppose that Assumption (H1) holds and the NMSPS-N algorithm has constructed an infinite sequence $\left\{ x_{k} \right\}_{k \geq 0}$. Then, $\lim\limits_{k\rightarrow\infty}\bigtriangleup_{k} = 0$.

Grippo and Sciandrone, in Proposition 2 in \[[@CIT0023]\], showed that if there exist the sequences $\left\{ c_{k}^{i} \right\}_{k \geq 0}$, $i = 1,\ldots,p$, which are bounded and each limit point of the sequence $\left\{ c_{k}^{1},\ldots,c_{k}^{p} \right\}_{k \geq 0}$ is denoted by $\left( c_{\ast}^{1},\ldots,c_{\ast}^{p} \right)$ for which $c_{\ast}^{i}$, $i = 1,\ldots,p$, is positively span $\mathbb{R}^{n}$, then $$\left. \lim\limits_{k\rightarrow\infty} \parallel \nabla f_{k} \parallel = 0\quad\Longleftrightarrow\quad\lim\limits_{k\rightarrow\infty}\sum\limits_{i = 1}^{p}\min\left\{ {0,\frac{\nabla f\left( x_{k} \right)^{T}c_{k}^{i}}{\parallel c_{k}^{i} \parallel}} \right\} = 0. \right.$$

Suppose that Assumptions (H1) and (H2) hold. Let $\left\{ x_{k} \right\}_{k \geq 0}$ be the infinite sequence generated by the NMWPS-N. Then, $$\operatorname{lim\,inf}\limits_{k\rightarrow\infty} \parallel \nabla f_{k} \parallel = 0.$$

By contradiction, we assume that Equation ([20](#M0020){ref-type="disp-formula"}) does not hold. Then, there exists a constant $\delta > 0$ such that $\parallel \nabla f_{k} \parallel \geq \delta$ for all $k \in \mathbb{N}_{0}$. From Lemma 4.7, there exists an infinite sequence $\mathcal{K}$ such that $$\operatorname{lim\,inf}\limits_{k\rightarrow\infty,\ k \in \mathcal{K}}\Delta_{k} = 0.$$ By recalling the continuous differentiability of *f*, it can find, for each $k \in \mathbb{N}_{0}$ and for $i = 1,\ldots,p$, $\xi_{k}^{i}:=x_{k} + \omega_{k}d_{k}^{i} = x_{k} + \omega_{k}\Delta_{k}c_{k}^{i}$, in which $\omega_{k} \in \left( 0,1 \right)$, such that $$f\left( x_{k} + d_{k}^{i} \right) = f\left( x_{k} \right) + \nabla f\left( \xi_{k}^{i} \right)^{T}d_{k}^{i} \leq \Lambda_{k} + \nabla f\left( \xi_{k}^{i} \right)^{T}d_{k}^{i}.$$ We can get $\left. \left\{ \xi_{k} \right\}_{k \in \mathcal{K}}\rightarrow x_{\ast} \right.$ because Equation ([21](#M0021){ref-type="disp-formula"}) gives $\left. \left\{ d_{k} \right\}_{k \in \mathcal{K}}\rightarrow 0 \right.$ ($\lim\limits_{k\rightarrow\infty,\ k \in \mathcal{K}}\left( c_{k}^{i}/{\parallel c_{k}^{i} \parallel} \right) = c_{\ast}^{i}$) and $\left. \left\{ x_{k} \right\}_{k \in \mathcal{K}}\rightarrow x_{\ast} \right.$. Now, these facts along with taking a limit from both sides ([22](#M0022){ref-type="disp-formula"}), for $i = 1,\ldots,p$, gives $$\begin{matrix}
{\nabla f\left( x_{\ast} \right)^{T}c_{\ast}^{i}} & {= \lim\limits_{k\rightarrow\infty}\frac{\nabla f\left( x_{k} \right)^{T}c_{k}^{i}}{\parallel c_{k}^{i} \parallel}} \\
 & {= \lim\limits_{k\rightarrow\infty}\frac{\nabla f\left( \xi_{k} \right)^{T}c_{k}^{i}}{\parallel c_{k}^{i} \parallel} \geq 0,} \\
\end{matrix}$$ yielding to $$\lim\limits_{k\rightarrow\infty,\ k \in \mathcal{K}}\sum\limits_{i = 1}^{p}\min\left\{ {0,\frac{\nabla f\left( x_{k} \right)^{T}c_{k}^{i}}{\parallel c_{k}^{i} \parallel}} \right\} = 0.$$ Then, by Equation ([19](#M0019){ref-type="disp-formula"}), we get $$\lim\limits_{k\rightarrow\infty,\ k \in \mathcal{K}} \parallel \nabla f_{k} \parallel = 0,$$ leading $$\operatorname{lim\,inf}\limits_{k\rightarrow\infty} \parallel \nabla f_{k} \parallel = 0.$$

The following lemma helps us to establish the main global theorem.

Suppose that Assumptions (H1) and (H2) hold and the columns of the $C_{k}$ are bounded in norm, i.e. there exist two positive constant $\gamma_{1}$ and $\gamma_{2}$ such that $\gamma_{1} \leq \parallel c_{k}^{i} \parallel \leq \gamma_{2}$ for $i = 1,\ldots,p$. Let $\left\{ x_{k} \right\}_{k \geq 0}$ be the sequence generated by NMSPS-N. If there exists a positive constant *δ* and a subsequence $K \subseteq \mathbb{N}_{0}$ such that $\parallel \nabla f_{k} \parallel \geq \delta$ for $k \in K,$ then $$\sum\limits_{k \in K}\Delta_{k} < \infty.$$

First, we show that $$f_{k + 1} \leq f_{0} - \zeta\delta\gamma_{1}\sum\limits_{j = 0,j \in K}^{k}\Delta_{j}.$$ By Lemma 4.4, we get $$\begin{matrix}
f_{k + 1} & {\leq f_{k} - \zeta \parallel \nabla f_{k} \parallel \parallel d_{k} \parallel} \\
 & {\leq f_{k} - \zeta\delta\gamma_{1}\Delta_{k}} \\
 & {\leq \left( f_{k - 1} - \zeta\delta\gamma_{1}\Delta_{k - 1} \right) - \zeta\delta\gamma_{1}\Delta_{k}} \\
 & {\leq f_{0} - \zeta\delta\gamma_{1}\sum\limits_{j = 0,j \in K}^{k}\Delta_{k}.} \\
\end{matrix}$$ Suppose that there exists a subset index $K^{\prime} \subset K$ such that $\sum\limits_{k \in K^{\prime}}\Delta_{k} = \infty$. Then, we get $$\left. f_{0} \geq f_{0} - f_{k} \geq \zeta\delta\gamma_{1}\sum\limits_{j = 0,\ j \in K^{\prime}}^{k - 1}\Delta_{j}\rightarrow\infty,\quad{as}\ k\rightarrow\infty, \right.$$ yielding to $\left. f_{0}\rightarrow\infty \right.$, which is a contradiction. Hence, we conclude that $$\sum\limits_{j = 0,\ j \in K}^{k - 1}\Delta_{j} < \infty.$$

At this point, the global convergence of Algorithm 2 based on the mentioned assumptions of this section can be investigated.

Suppose that Assumptions (H1) and (H2) hold and the columns of the $C_{k}$ are bounded in norm, i.e. there exist two positive constant $\gamma_{1}$ and $\gamma_{2}$ such that $\gamma_{1} \leq \parallel c_{k}^{i} \parallel \leq \gamma_{2}$ for $i = 1,\ldots,p$. Then, for any $\left\{ x_{k} \right\}_{k \geq 0}$ generated by the non-monotone pattern search method $($NMSPS-N$),$$$\lim\limits_{k\rightarrow\infty} \parallel \nabla f_{k} \parallel = 0.$$

By contradiction, let us assume that the conclusion does not hold. Then, there is a subsequence of successful iterations such that $$\parallel \nabla f_{k} \parallel \geq \delta > 0,\quad{{for}\ {some}}\ \delta > 0.$$ Theorem 4.9 guarantees that, for each $i = 1,\ldots,p$, there exists a first successful iteration $l\left( t_{i} \right) > t_{i}$ such that $\parallel \nabla f_{t_{i}} \parallel < \delta$. Denote $l_{i}:=l\left( t_{i} \right)$ and define the index set $\Xi^{i}:=\left\{ k \mid t_{i} \leq k < l_{i} \right\}$, hence there exists another subsequence $l_{i}$ such that $$\parallel \nabla f_{k} \parallel \geq \delta,\quad\forall k \in \Xi^{i}\quad{and}\quad \parallel \nabla f_{l_{i}} \parallel < \delta.$$ This fact along with taking $\Xi:= \cup_{i = 0}^{\infty}\Xi^{i}$ leads to $$\operatorname{lim\,inf}\limits_{k\rightarrow\infty,k \in \Xi} \parallel \nabla f_{k} \parallel \geq \delta.$$ Then, Lemma 4.10 gives $$\sum\limits_{j \in \Xi}\Delta_{j} < \infty,$$ leading to $$\lim\limits_{i\rightarrow\infty}\sum\limits_{j \in \Xi^{i}}\Delta_{j} = 0.$$ Hence $$\left. \parallel x_{t_{i}} - x_{l_{i}} \parallel \leq \sum\limits_{j \in \Xi^{i}} \parallel x_{j} - x_{j + 1} \parallel \leq \sum\limits_{j \in \Xi^{i}}\Delta_{j}\rightarrow 0,\quad{as}\ i\rightarrow\infty, \right.$$ which deduces from continuity of $\nabla f\left( x \right)$ on $L\left( x_{0} \right)$$$\lim\limits_{i\rightarrow\infty} \parallel \nabla f_{t_{i}} - \nabla f_{l_{i}} \parallel = 0.$$ This is a contradiction since Equation ([24](#M0024){ref-type="disp-formula"}) implies $\parallel \nabla f_{t_{i}} - \nabla f_{l_{i}} \parallel \geq \delta$.

5.. Numerical experiments {#S005}
=========================

One of the well known pattern search methods is the generalized coordinate search method with fixed step lengths \[[@CIT0031]\]. This section reports some numerical experiments. Our algorithm, NMCS-N, is compared with the following considered algorithms GSCS: The generalized strong coordinate search \[[@CIT0031]\]NMSCS-G: Algorithm 2 with the non-monotone term of Grippo *et al.* \[[@CIT0014]\]NMSCS-A: Algorithm 2 with the non-monotone term of Ahookhosh and Amini \[[@CIT0001]\]NMSCS-Z: Algorithm 2 with the non-monotone term of Zhang and Hager \[[@CIT0038]\]

Test problems were selected from a wide range of papers: Problems 1--23 from \[[@CIT0025]\], problems 24--31 from \[[@CIT0024]\] and the problems 32--52 from \[[@CIT0018]\].

All codes are written in MATLAB 9 programming environment on a 2.7 GHz Pentium(R) Dual-core CPU Windows 7 PC with 2G RAM with double precision format in the same subroutine. In our numerical experiments, the algorithms are stopped $$\Delta_{k} \leq 10^{- 6},$$ or whenever the total number of function evaluations exceeds 100,000. For all algorithms, we take advantages of the parameters $\lambda:=1.5$, $\theta:=0.5$, $\Delta_{0}:=1$ and *B*:=*I*. To calculate the non-monotone term $f_{l(k)}$, NMSCS-G, NMSCS-A and NMSCS-N have selected *N*:=5. For NMSCS-A, NMSCS-Z and NMSCS-N, we use $\eta_{0}:=0.001$ and for NMSCS-A and NMSCS-N, the parameter $\eta_{k}$ is updated by $$\eta_{k}:=\left\{ \begin{matrix}
{\eta_{0}/2,} & {\text{if~}k = 1,} \\
{\left( \eta_{k - 1} + \eta_{k - 2} \right)/2,} & {\text{if~}k \geq 2.} \\
\end{matrix} \right.$$ For NMSCS-N, we have taken $\beta:=1 + \epsilon_{m}$, in which $\epsilon_{m}$ is machine *ϵ*. For all iterations of the coordinate search method, the generating matrix is fixed, i.e. $C_{k}:=C$. Hence, this matrix contains in its columns all possible combinations of $\left\{ - 1,0,1 \right\}$ and consequently it has $p = 3^{n}$ columns. In particular, the columns of *C* contain both *I* and $- I$, as well as a column of zeros.

The following algorithm briefly summarizes how the exploratory move directions for non-monotone coordinate search are generated, see \[[@CIT0031]\]:

![](GCOM_A_1413552_ILG0006.jpg)

The exploratory moves are executed sequentially in the sense that the selection of the next trial step is based on the success or failure of the previous trial step. Thus, we may compute as few as *n* trial steps while there are $3^{n}$ possible trial steps, but we compute no more than $2n$ at any given iteration, see Figure 1 in \[[@CIT0031]\]. However, in the worst case, the algorithm for coordinate search ensures that all $2n$ steps, defined by $\Delta_{k}B\Gamma = \Delta_{k}B\left\lbrack M - M \right\rbrack = \Delta_{k}\left\lbrack I - I \right\rbrack$, are tried before returning the step $d_{k} = 0$. In other words, the exploratory moves given in Algorithm 3 examine all $2n$ steps defined by $\Delta_{k}B\Gamma$ unless a step satisfying $f\left( x_{k} + d_{k} \right) < \Lambda_{k}$ is found.

At this point, to have a more reliable comparison and demonstrate the overall behaviour of the present algorithms and get more insight about the performance of considered codes, the performance of all codes, based on both $C_{t}$ and $N_{f}$ which are shown in Table [1](#T0001){ref-type="table"}, have been, respectively, assessed in Figure [1](#F0001){ref-type="fig"} by applying the performance profile proposed from Dolan and Moré in \[[@CIT0006]\]. Subfigure (a) and (b) of Figure [1](#F0001){ref-type="fig"} plot the function $\left. P\left( \tau \right):\left\lbrack 0,r_{\max} \right\rbrack\rightarrow\mathbb{R}^{+} \right.$, considered as $$P\left( \tau \right):=\frac{{card}\left( p \in \mathcal{P} \mid r_{p,s} \leq \tau \right)}{{card}\left( \mathcal{P} \right)},\quad\tau \geq 1,$$ where $\mathcal{P}$ denotes the set of test problems, $r_{p,s}$ denotes the ratio of number of function evaluations and CPU-times needed to solve problem *p* with method *s* with the least number of function evaluations and CPU-times needed to solve problem *p*, respectively, and $r_{\max}$ is the maximum value of $r_{p,s}$. Finally, the highest on the plot is describing the best solver. Figure 1.A comparison among proposed algorithms with the performance measures: (a) Number of function evaluations (top), (b) CPU-times (bottom).Table 1.List of test functions.Problem nameDimProblem nameDimExtended Powell badly scaled2Powell singular4Brent3Broyden banded5Seven-Diagonal System7Chebyquad10Extended Powell Singular8Brown almost linear10Triadiagnal exponential10Discrete integral equation20Generalized Broyden banded10Diag. func. premul. by ... matrix3Flow in a channel10Function 183Swiriling flow10Strictly convex 25Thorech12Strictly convex 15Trig. exponential system 215Zero Jacobian5Countercurrent reactors 116Geometric5Countercurrent reactors 216Extended Rosenbrock6Porous medium16Geometric programming8Trigonometric20Tridimensional valley9Singular Broyden20Chandrasekhar\'s H-equation10Broyden tridiagonal20Singular10Extended Wood20Logarithmic10Extended Cragg and Levy24Variable band 210Trig. exponential system 125Function 1510Structured Jacobian25Linear function-full rank 110Discrete boundary value25Hanbook10Possion25Variable band 115Possion 225Linear function-full rank 220Rosenbrock2Function 2720Powell badley scaled2Complementary20Helical valley3Function 2121

On one hand, subfigure (a) of Figure [1](#F0001){ref-type="fig"} compares NMSCS-N in the sense of the total number of function evaluations. It can be easily seen that NMSCS-N is the best algorithm in the sense of the most wins on more than 50% of the test functions. On the other hand, to compare the CPU times, because of variation of CPU time, each problem is solved five times and then the average of the CPU times is taken into account. Subfigure (b) of Figure [1](#F0001){ref-type="fig"} represents a comparison among the considered algorithms regarding CPU times. The results of this subfigure indicate that the performance of NMSCS-N is better than other present algorithms. In details, the new algorithm is the best algorithm on more than 35% of all cases.

6.. Concluding remarks {#S006}
======================

This paper proposes a new non-monotone coordinate search algorithm to solve systems of nonlinear equations. Our method can overcome some disadvantages of the proposed method by Ahookhosh and Amini \[[@CIT0001]\] by presenting a new parameter, defined by using combination of the maximum function value of some preceding successful iterates and the current function value. This parameter can prevent the production of weaker non-monotone strategy whenever iterates are far away from the optimizer and stronger nonmonotone strategy whenever iterates are close to the optimizer. The global convergence properties of the proposed algorithms are established. Preliminary numerical results show the significant efficiency of the new algorithm.
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