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Abstract
The prototypical signal processing pipeline can be divided into four blocks. Representation of the
signal in a basis suitable for processing. Enhancement of the meaningful part of the signal and
noise reduction. Estimation of important statistical properties of the signal. Adaptive processing
to track and adapt to changes in the signal statistics. This thesis revisits each of these blocks
and proposes new algorithms, borrowing ideas from information theory, theoretical computer
science, or communications.
First, we revisit the Walsh-Hadamard transform (WHT) for the case of a signal sparse in
the transformed domain, namely that has only K ≤ N non-zero coeﬃcients. We show that an
eﬃcient algorithm exists that can compute these coeﬃcients in O(K log2(K) log2(N/K)) and
using only O(K log2(N/K)) samples. This algorithm relies on a fast hashing procedure that
computes small linear combinations of transformed domain coeﬃcients. A bipartite graph is
formed with linear combinations on one side, and non-zero coeﬃcients on the other. A peeling
decoder is then used to recover the non-zero coeﬃcients one by one. A detailed analysis of the
algorithm based on error correcting codes over the binary erasure channel is given.
The second chapter is about beamforming. Inspired by the rake receiver from wireless com-
munications, we recognize that echoes in a room are an important source of extra signal diversity.
We extend several classic beamforming algorithms to take advantage of echoes and also propose
new optimal formulations. We explore formulations both in time and frequency domains. We
show theoretically and in numerical simulations that the signal-to-interference-and-noise ratio
increases proportionally to the number of echoes used. Finally, beyond objective measures,
we show that echoes also directly improve speech intelligibility as measured by the perceptual
evaluation of speech quality (PESQ) metric.
Next, we attack the problem of direction of arrival of acoustic sources, to which we apply
a robust ﬁnite rate of innovation reconstruction framework. FRIDA — the resulting algorithm
— exploits wideband information coherently, works at very low signal-to-noise ratio, and can
resolve very close sources. The algorithm can use either raw microphone signals or their cross-
correlations. While the former lets us work with correlated sources, the latter creates a quadratic
number of measurements that allows to locate many sources with few microphones. Thorough
experiments on simulated and recorded data shows that FRIDA compares favorably with the
state-of-the-art.
We continue by revisiting the classic recursive least squares (RLS) adaptive ﬁlter with ideas
borrowed from recent results on sketching least squares problems. The exact update of RLS is
replaced by a few steps of conjugate gradient descent. We propose then two diﬀerent precondi-
tioners, obtained by sketching the data, to accelerate the convergence of the gradient descent.
Experiments on artiﬁcial as well as natural signals show that the proposed algorithm has a
performance very close to that of RLS at a lower computational burden.
The ﬁfth and ﬁnal chapter is dedicated to the software and hardware tools developed for this
thesis. We describe the pyroomacoustics Python package that contains routines for the evaluation
vii
viii Abstract
of audio processing algorithms and reference implementations of popular algorithms. We then
give an overview of the microphone arrays developed and used for the experimental validation
of FRIDA. We use this as an opportunity to start a discussion on the challenges of reproducible
research at a global level. We conclude with a modest proposal.
Keywords: Walsh-Hadamard transform, sparsity, sublinear algorithm, peeling decoder,
beamforming, rake receiver, echoes, perceptual evaluation of speech quality (PESQ), direction
of arrival, ﬁnite rate of innovation, wideband, high resolution, adaptive ﬁlter, recursive least
squares, least squares sketching, conjugate gradient, room impulse response generation, Python,
hardware, microphone arrays, reproducible research
Re´sume´
Un algorithme de traitement des signaux peut typiquement eˆtre divise´ en quatre blocs. La
repre´sentation du signal dans une base qui convient au traitement. La re´duction du bruit. L’es-
timation des proprie´te´s statistiques importantes du signal. Le traitement adaptatif qui traque et
s’adapte au changement dans les statistiques du signal. Dans cette the`se nous revisitons chacun
de ces blocs et y proposons de nouveaux algorithmes a` la lueur d’ide´es provenant de la the´orie
de l’information, l’informatique the´orique, ou les communications nume´riques.
En premier, nous revisitons la transforme´e de Walsh-Hadamard (WHT) dans le cas ou` le
signal est parcimonieux dans le domaine transforme´, c’est-a`-dire, il ne comporte que peu de co-
eﬃcients non-ze´ros. Nous montrons qu’un algorithme eﬃcace existe pour calculer ces coeﬃcients
en temps O(K log2K log2(N/K)) et en n’utilisant que O(K log2(N/K)) e´chantillons. Cet algo-
rithme utilise une proce´dure de hachage rapide qui calcule de petites combinaisons line´aires de
coeﬃcients du domaine transforme´. Un graphe bipartite est forme´ avec ces combinaisons line´aires
d’un coˆte´, et les coeﬃcients non-ze´ros de l’autre. Un de´codeur-e´plucheur est ensuite utilise´ pour
retrouver les coeﬃcients non-ze´ros un par un. Une analyse de´taille´e de l’algorithme est faite,
base´e sur les codes correcteurs d’erreur sur le canal binaire a` eﬀacement.
Le second chapitre porte sur le beamforming. Inspire´ par le re´cepteur-raˆteau des commu-
nications nume´riques, nous reconnaissons l’importance des e´chos dans une pie`ce comme source
de diversite´ additionnelle. Nous e´tendons plusieurs algorithmes de beamforming classiques pour
exploiter de fac¸on constructive les e´chos, et nous proposons e´galement de nouvelles formula-
tions optimales. Nous explorons aussi bien les formulations en domaine fre´quentiel que temporel.
Nous montrons the´oriquement et nume´riquement que le rapport signal-sur-interfe´rences-et-bruit
(SINR) augmente proportionnellement au nombre d’e´chos utilise´ par le beamformer. Finalement,
au-dela` des mesures objectives, nous montrons que les e´chos ame´liorent directement l’intelligibi-
lite´ de la voix telle que mesure´e par la me´trique d’e´valuation perceptuelle de la qualite´ de la voix
(PESQ).
Nous attaquons ensuite le proble`me de la reconstruction de la direction de sources sonores,
auquel nous appliquons un algorithme de reconstruction robuste base´ sur l’e´chantillonnage au
taux d’innovation ﬁni. FRIDA, l’algorithme re´sultant, exploite la large bande du signal de fac¸on
cohe´rente, fonctionne a` un niveau de rapport signal-sur-bruit tre`s bas, et peut distinguer des
sources tre`s rapproche´es. L’algorithme peut utilise´ soit les mesures des microphones directe-
ment, ou alors leurs corre´lations croise´es. Avec les premie`res, il est possible de retrouver des
sources corre´le´es, alors que les secondes sont en nombre quadratique et permettent ainsi de lo-
caliser beaucoup de sources avec peu de microphones. Des expe´riences approfondies aussi bien
sur donne´es synthe´tiques qu’enregistre´es montrent que l’algorithme se compare favorablement a`
l’e´tat-de-l’art.
Nous continuons par le traitement adaptatif et revisitons l’algorithme classique des moindres
carre´s re´cursif (RLS) avec des ide´es emprunte´es aux re´sultats re´cents sur les esquisses de moindres
carre´s. La mise-a`-jour exacte de RLS est remplace´e par une descente de gradient conjugue´.
ix
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Nous proposons ensuite deux pre´conditionneurs forme´s a` partir d’une esquisse des donne´es
aﬁn d’acce´le´rer la convergence de la descente de gradient. Des expe´riences avec des signaux
synthe´tiques autant que naturels montrent que la performance de cet algorithme reste proche de
celle de RLS a` un couˆt en calcul moindre.
Le cinquie`me et dernier chapitre de cette the`se est de´die´ au logiciel et mate´riel de´veloppe´
durant celle-ci. Nous y de´crivons pyroomacoustics, un logiciel Python pour l’e´valuation des al-
gorithmes de traitement audio, et qui contient e´galement un bon nombre d’imple´mentations
de re´fe´rences pour des algorithmes populaires de beamforming ou de localisation. Nous don-
nons ensuite un aperc¸u des syste`mes multi-microphones conc¸us et utilise´s pour la validation
expe´rimentale de l’algorithme FRIDA. Nous utilisons cette opportunite´ pour commencer une
discussion autour des de´ﬁs de la recherche reproductible. Nous concluons par une proposition
modeste a` ce sujet.
Mots-Cle´s : Transforme´e deWalsh-Hadamard, parcimonie, algorithmes sous-line´aires, de´codeur-
e´pelucheur, beamforming, re´cepteur-raˆteau, e´chos, e´valuation perceptuelle de la qualite´ de la voix
(PESQ), direction d’arrive´e, taux d’innovation ﬁni, large bande, haute re´solution, ﬁltre adaptatif,
moindres carre´s re´cursif, esquisse des moindres carre´s, gradient conjugue´, ge´ne´ration de re´ponse
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Alice opened the door and found that it led
into a small passage, not much larger than a
rat-hole: she knelt down and looked along the
passage into the loveliest garden you ever saw.
Alice’s Adventures in Wonderland
Lewis Carroll
The history of signal processing runs parallels to that of computing and algorithmics. In the
17th century, driven by a thirst to understand the natural world, scientists started to collect data
in a rigorous way. The experimental data collected was discrete in nature and from the very
beginning required algorithms to extract information and predictions from them, for example
compute the orbits of the moon and planets. In fact, an early version of the fast Fourier transform
(FFT) algorithm was developed just for that problem by Gauss [63]. While this early processing
required painstaking manual computations to be carried out, the invention of semiconductor
technology and the rediscovery of the FFT by Cooley and Tukey [31] triggered the blossom of
digital signal processing (DSP) in the 1970s.
Even while computers widened considerably the possible applications of DSP, the need to
crunch ever more numbers kept increasing, pushing computer scientists and engineers alike to
devise sophisticated methods to reduce the growing computational burden. These advances
often happened independently in separate ﬁelds of investigation and their applicability to other
disciplines was not immediately noticed. As an example methods developed in the statistical
physics community turned out to be applicable to information processing and coding and this
connection spurred a very active research area in information theory. Another recent example
is that of theoretical computer scientist revisiting the classic FFT algorithm in the context of
sparse data, making the ﬁrst algorithmic progress on the problem in years. Similarly, advances
in convex optimization have enabled the practical application of compressed sensing techniques.




Figure 1.1: The score and the recorded waveform of the opening to the second movement of the
Piano Sonata No. 14, the Moonlight Sonata, by Beethoven. We observe that while the timing
of the notes is still apparent from the waveform, the frequency content cannot be guessed.
as a system composed of several blocks. We proceed through the chapters to revisit these blocks,
applied to speciﬁc problems, using modern algorithmic tools. We borrow ideas and techniques
from neighboring ﬁelds, namely theoretical computer science, wireless communications, or infor-
mation theory, and arrive at a number of new algorithms for old problems.
1.1 The Signal Processing Pipeline
It is traditional in engineering to represent complex systems as a collection of simpler sub-
systems, with well-deﬁned tasks, interacting with each other. In signal processing, these sub-
systems roughly fall into four categories: representation, enhancement, estimation, and adaptive
processing. Many problems can be decomposed into blocks that belong to one of these categories.
We begin by describing each of these categories, before giving a couple of examples.
Representation There are always several possible ways of representing (or describing) the same
fundamental object. Not all such descriptions turn out to be essential and some will be more
suited to some tasks than others. Take the example of a musician who wants to play a piece of
Beethoven. He will ﬁnd it easier to read it from a score than by looking at pictures of vibrating
strings, as illustrated in Figure 1.1. The reason is that the score eﬃciently encodes the important
information, the frequency and timing of notes, while the more accurate drawing hides the crucial
information, frequency in this example, within irrelevant details.
Representations are often implemented as linear mappings, that is change of basis, linear
algebraically speaking. The most famous representation is the Fourier basis — the mathematical
equivalent of the musical score of our previous example — it can transform a sound signal
captured by a microphone into its frequency content. The constant need for applying such
transformation in signal processing has lead to the necessity of very fast algorithms like the
FFT.
Enhancement A key parameter for signal processing is the signal-to-noise ratio (SNR), de-
ﬁned as the ratio of the expected power of the signal of interest, x(t), to that of the irrelevant
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which is usually expressed in decibels. The purpose of signal enhancement is to output a new
signal with a larger SNR than the input. Without being exhaustive, a few enhancement tech-
niques have proved to be popular over the years, let us mention denoising by averaging and by
thresholding.
Denoising by averaging relies on having access to multiple copies of the signal of interest
corrupted by statistically independent realizations of the noise. If K copies are available, i.e.
yk(t) = x(t) + nk(t), k = 1, . . . ,K, then the variance of the corrupting noise in their average
y¯(t) =
∑
k yk(t) = x(t) + n¯(t) is reduced by a factor K. This observation forms the basis for
more sophisticated techniques such as beamforming.
Denoising by thresholding assumes that, on the one hand, there exists a sparse representation
of the signal of interest, i.e. most of the signal can be represented by a few coeﬃcients. The
noise, on the other hand, is assumed not to be sparse in this representation. In particular, we
assume that we can ﬁnd a threshold above which we mostly have signal components, while the
noise stays below. Denoising is then achieved simply by zeroing all components smaller than
the threshold. Examples of this technique are wavelet thresholding and spectral subtraction in
image and speech processing, respectively.
Estimation Often we wish to estimate some key properties of the target signal. For exam-
ple, it might be of interest to estimate the spectral content of an acoustic signal. Often the
estimated quantities are used as inputs to a diﬀerent algorithm. For example, the value of the
threshold in denoising by thresholding can be chosen according to the variance of the noise,
which must in turn be estimated from the available signal. Sometimes the estimated quantities
are themselves of interest. There are two main families of estimation methods: parametric and
non-parametric. Parametric methods assume the target signal follows an underlying model ruled
by a few parameters. Non-parametric methods can be applied to any signal.
Adaptive Processing Most conventional statistical signal processing algorithms rely on results
in expectation and assume ﬁxed signal statistics. This is in stark contrast with natural signals
which are in general strongly non-stationary with changing statistical properties. Adaptive
processing is the branch of signal processing that deals speciﬁcally with non-stationary signals.
Adaptive algorithms learn the statistical properties of the signal on the ﬂy and adapt their
processing accordingly. They often implement a kind of online optimization where an objective
function is being minimized. When new data is observed, its discrepancy with the current
estimate is used to produce a new estimate in a way that reduces the objective. Adaptive
algorithms fulﬁll critical roles in many modern systems such as channel equalization for digital
communication systems, echo cancellation in teleconferencing devices, tracking of dynamic sound
sources, trajectory smoothing, and data fusion.
A Few Examples Let us now give a few examples of practical systems. First, consider the
generic denoising pipeline for a mobile handset pictured in Figure 1.2a. Many handsets are
currently equipped with two microphones. One is close to the speaker’s mouth, while the other,
at the back of the device, captures a reference of the ambient noise. After analog to digital
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conversion of the microphones inputs, a short time Fourier transform (STFT) is applied. For
acoustic signals, the time-frequency representation of the STFT is not only intuitive, matching
the human intuition of acoustic signals, but also provides eﬃcient ﬁltering. Then, an adaptive
noise canceller compensates for the diﬀerence in propagation between the two microphones before
subtracting the noise from the speaker’s signal. Because a little bit of residual noise is usually
present at the output of the noise canceller, further enhancement is needed. The proﬁle of the
residual noise is estimated and subtracted from the signal in the frequency magnitude domain.
The inverse STFT is ﬁnally applied to synthesize the signal sent to the remote talker.
Our second example is a multi-microphone teleconferencing system illustrated in Figure 1.2b.
This is a device sitting at the center of the table of a meeting room that allows conversation with
multiple local and remote participants. After the usual STFT step, a sound source localization
block tracks the locations of the sound sources. The beamforming ﬁlters are then adjusted
accordingly to amplify or reduce the diﬀerent sources as deemed appropriate. Now, because the
loudspeaker is in general closer to the microphones than the speakers in the room, it is necessary
to ﬁlter out the remote speaker from the input to avoid a feedback eﬀect. This is done by an
echo cancellation block implemented by an adaptive ﬁlter.
1.2 Thesis Outline and Main Contributions
In this thesis we make contributions to all four blocks of the prototypical signal processing
pipeline as discussed above: representation, enhancement, estimation, and adaptive processing.
They are covered in that order over the next four chapters. The sixth and ﬁnal chapter describes
the tools, software and hardware, that were developed as a by-product of this thesis, and how to
share them in a reproducible way.
Chapter 2 — Representation: Sparse Fast Hadamard Transform The ﬁrst problem we attack
is that of computing the Hadamard transform. This is motivated by recent progress made for
the computation of the FFT under the assumption of sparsity in the frequency domain. In
this case it was shown that algorithms with complexity sublinear in the transform length exist
[50]. We design a new iterative low-complexity algorithm for computing the Walsh-Hadamard
transform (WHT) of an N dimensional signal with a K-sparse WHT. We suppose that N is a
power of two and K = O(Nα), scales sub-linearly in N for some α ∈ (0, 1). Assuming a random
support model for the nonzero transform-domain components, our algorithm reconstructs the
WHT of the signal with a sample complexity O(K log2(
N
K )) and a computational complexity
O(K log2(K) log2(
N
K )). Moreover, the algorithm succeeds with a high probability approaching 1
for large dimension N .
Our approach is mainly based on the subsampling (aliasing) property of the WHT, where, by
a carefully designed subsampling of the time-domain signal, a suitable aliasing pattern is induced
in the transform-domain. We treat the resulting aliasing patterns as parity-check constraints and
represent them by a bipartite graph. We analyze the properties of the resulting bipartite graphs
and borrow ideas from codes deﬁned over sparse bipartite graphs to formulate the recovery
of the nonzero spectral values as a peeling decoding algorithm for a speciﬁc sparse-graph code
transmitted over a binary erasure channel (BEC). This enables us to use tools from coding theory
(belief-propagation analysis) to characterize the asymptotic performance of our algorithm in the
very sparse (α ∈ (0, 13 ]) and the less sparse (α ∈ ( 13 , 1)) regime. Comprehensive simulation
results are provided to assess the empirical performance of the proposed algorithm.
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(a) Phone denoising system
(b) Teleconferencing system
Figure 1.2: Two examples of signal processing applications illustrating the diﬀerent blocks
in the pipeline: representation (orange), enhancement (blue), estimation (pink), and adaptive
processing (yellow). (a) A generic denoising system as found in mobile handsets. (b) A telecon-
ferencing system with beamforming and echo cancellation.
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Summary of Contributions in Chapter 2
• An algorithm to compute the Hadamard transform of a signal sparse in the transform
domain using O(K log2(
N
K )) samples in O(K log2(K) log2(
N
K )) time.
• The asymptotic analysis of said algorithm based on sparse graph codes.
• A high performance C-language implementation of the algorithm.
Chapter 3 — Enhancement: Acoustic Rake Receivers The conventional signal processing
wisdom that all reverberation is bad and should be combated is not supported by the human
sensory system. On the contrary, humans display the ability to integrate early echoes construc-
tively to improve speech intelligibility. We present in this chapter a class of beamformers that
mimic this ability — the acoustic rake receivers. The idea to use echoes to improve robustness
to noise and interference is well-known in wireless communications where receivers combining
constructively the diﬀerent multipath components have been proposed as early as 1958. Unlike
digital radio signals, speech signals have not been carefully designed to be orthogonal to their
shifts. Consequently, the design of acoustic rake receivers focuses more on the spatial structure
than the temporal. A key aspect is the correspondence of early echoes in time with images
sources in space, producing a tractable framework that doesn’t require full knowledge of the
room impulse response. We present several “intuitive” and optimal formulations of acoustic rake
receivers. Frequency domain formulations allow for a simple formulation and eﬃcient compu-
tations. In the time domain, tighter control over pre-echoes and the structure of the impulse
response is possible. We also experiment with perceptually motivated formulations that relax
some psycho-acoustically irrelevant constraints.
Summary of Contributions in Chapter 3
• We propose the concept of an acoustic rake receiver — A beamformer that constructively
uses the early echoes in a room. Our work is motivated in part by the previous design
of similar receivers in wireless communications, and in part by psychoacoustics results
showing the beneﬁts of early echoes in human audition.
• We show theoretically and numerically that the rake formulation of the maximum signal-
to-interference-and-noise beamformer oﬀers signiﬁcant performance boosts in terms of
noise and interference suppression.
• Beyond signal-to-noise ratio, we observe gains in terms of the perceptual evaluation of
speech quality (PESQ) metric.
Chapter 4 — Estimation: FRI-based Direction of Arrival Finding A ﬁrst step for many
spatial audio processing algorithms (e.g. acoustic rake receivers) is to identify the location of
sound sources. By observing carefully the phase of signals at the input of a microphone array, it
is possible to identify the location of multiple sound sources. When the distance from the array
to the sources is much larger than the inter microphone distance, only the direction of the sound
can be retrieved — the so-called far-ﬁeld case.
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In this chapter, we present FRIDA—an algorithm for estimating directions of arrival of
multiple wideband sound sources. FRIDA combines multi-band information coherently and
achieves state-of-the-art resolution at extremely low signal-to-noise ratios. It works for arbitrary
array layouts, but unlike the various steered response power and subspace methods, it does not
require a grid search. FRIDA leverages recent advances in sampling signals with a ﬁnite rate of
innovation. A parametric model is applied to the signal and the recovery of the directions is cast
as a constrained optimization problem. It is based on the insight that for any array layout, the
entries of the spatial covariance matrix can be linearly transformed into a uniformly sampled sum
of sinusoids. While the problem is non-convex, an alternating optimization strategy is used to
solve it eﬃciently. This approach can be modiﬁed to handle microphone signals directly, rather
than the covariance matrix, which enables to treat the correlated sources case too. Both the
planar and spherical cases are treated.
Summary of Contributions in Chapter 4
• We propose FRIDA, an algorithm for direction of arrival that is high-resolution, wide-
band, works for correlated and uncorrelated signals, using arbitrary array layouts.
• We compare FRIDA to popular DOA ﬁnding algorithms through numerical simulations
and experiments on recordings. We ﬁnd that it oﬀers much higher resolution, being able
to resolve very close sources.
Chapter 5 — Adaptive Processing: The Recursive Hessian Sketch The fourth and last
problem is that of adaptive ﬁltering, a cornerstone of signal processing. The goal of the algorithm
is to estimate an unknown ﬁlter having access to its input and noisy output only. The popular
recursive least squares (RLS) algorithm solves a least squares problem recursively by augmenting
the system every time new data arrives.
We introduce the recursive Hessian sketch, a new adaptive ﬁltering algorithm based on sketch-
ing the same exponentially weighted least squares problem solved by RLS. The proposed algo-
rithm solves this least squares minimization by conjugate gradient descent. Two preconditioners
based on a sketch of the Hessian of the least squares objective are proposed to accelerate the
convergence of the algorithm. These preconditioners are eﬃciently and recursively updated at
random time intervals. Using the preconditioners, only a few iterations of conjugate gradient
are required at each ﬁlter update to obtain fast convergence. The complexity of the proposed
algorithm compares favorably to that of RLS. Its convergence properties are studied theoreti-
cally and through extensive numerical experiments. With an appropriate choice or parameters,
its convergence speed falls between that of least mean squares and RLS adaptive ﬁlters, with
less computations than the latter.
Summary of Contributions in Chapter 5
• We propose an adaptive ﬁlter algorithm based on sketching the Hessian of the recursive
least squares system, allowing for a reduced complexity while preserving the convergence
speed. The algorithm is based on a conjugate gradient base algorithm with two proposed
preconditioners for accelerating the rate of convergence.
• Bounds on the rate of convergence of conjugate gradient are given for one of the pre-
conditioners.
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• Extensive numerical simulations for diﬀerent signal models, ﬁlter lengths, and algorithm
parameters further conﬁrm the advantage of the method compared to conventional adap-
tive ﬁlters.
• We demonstrate that the algorithm is almost as fast as recursive least squares for a
natural, non-stationary signal, and when the unknown ﬁlter is a room impulse response.
Chapter 6 — Tools and Methods for Reproducible Research in Computational Acoustics
This thesis condenses the output of about four years of research activity. During these years, it
was necessary to develop several tools and methods to support the objective of this research, in
particular software and hardware. Albeit essential to carry out experiments and assess algorithms
and ideas, these tools are often neglected or relegated to the shadow in the expository part of
the work. Considering the time and eﬀort put into the elaboration of such tools, each researcher
reinventing the wheel is a waste of resources. In an eﬀort to curb this situation, we share in
this chapter the hardware and software contributions made during this thesis. All the software
source code as well as the hardware design ﬁles are also shared online under open licenses.
We go on to describe how a consistent methodology based on shared standard for documen-
tation and sharing could help promote the adoption of good sharing practices. We also describe
how a better system would incentivize and facilitate the sharing of these research artifacts. There
is in particular much to learn from the open source software community that shares some char-
acteristics of the research community. Rather than speciﬁc tools, we would like to emphasize
policy and standardization.
Summary of Contributions in Chapter 6
• Pyroomacoustics — a python package for the development of audio signal processing
algorithms geared toward indoor environments. The package includes a small room
acoustics simulator based on the image source model, an STFT engine, as well as a host
of reference implementations of popular beamforming, source localization, and adaptive
ﬁlter algorithms. Written in modular object oriented style, the package allows to write
clean and intuitive simulation scripts.
• Pyramic — a large microphone array made of 48 MEMS microphones spread on eight
printed circuit boards that can be assembled into diﬀerent shapes. The system sits on an
FPGA–ARM combo tasked with reading the microphones and processing their output.
• CompactSix — a six microphone array based on an embedded Linux running on an
ARM processor.
• Easy-DSP — a browser-based interface that allows to interact in real time with embed-
ded multi-microphone systems such as Pyramic and CompactSix.
Chapter 2
Representation:
Sparse Fast Hadamard Transform*
‘Contrariwise,’ continued Tweedledee, ‘if it
was so, it might be; and if it were so, it would




The Walsh-Hadamard transform (WHT), the topic of this chapter, is a popular signal represen-
tation. Instead of representing signals as a sum of sinusoids, as Fourier analysis does, it uses a
family of square functions taking values in {±1}. It is a close relative of the discrete Fourier
transform (DFT) and possesses many strikingly similar properties (see Section 2.3). Its recursive
structure enables a fast computation, similar to the FFT algorithm for computing the discrete
Fourier transform (DFT) of the signal, with a complexity O(N log2(N)) in the dimension of the
signal N [69, 74]. Illustrated below are a few Hadamard (top) and Fourier functions (bottom,
imaginary part in lighter color).
*The material in this chapter is the result of joint work with Saeid Haghighatshoar and Martin Vetterli [113,
114].
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In an early application of the WHT to image processing, Pratt and co-authors observed that
natural images have a sparse representation in the WHT domain, that is a few WHT coeﬃcients
concentrate most of the signal energy [104]. They propose to apply this property to transmit
images more eﬃciently over a communication channel. Interestingly, they also ﬁnd the method
has the side beneﬁt of an added robustness to noise in the channel.
This robustness property of the WHT was in fact ﬁrst observed by Yates [135] and further
investigated by Hotelling [65] in the context of weighing design in statistics. Let x be a vector of n
values of interest that we can only measure through a channel that will add a noise vector . For
clarity, let this noise vector be composed of statistically independent components with identical
variance σ2, e.g.  ∼ N (0, σ2I). Now, suppose that we can send Hx instead of x through the
channel, where H is a Hadamard matrix with entries in {±1} and so that 1nHH = I. Through










This is equivalent to sending x through a channel with noise vector ′ = 1nH
, and thanks to
the independence of the noise, ′ ∼ N (0, σ2n I). We obtain thus a reduction by a factor n in the
noise variance by doing multiplexed measurements! This principle has been used in the design
of spectroscopic instruments with lower noise [45].
Finally, the WHT also ﬁnds applications in multi-user communications in cellular networks
via spreading sequences (CDMA) [1], compressed sensing [56], and cryptography [16, 52, 79].
For further details on its nice properties studied in diﬀerent areas of mathematics, see Horadam
[62].
2.1.1 Related Work
A number of recent publications have addressed the problem of computing the DFT of an N
dimensional signal when it is sparse in the frequency domain [50, 51, 57, 58, 73]. In particular,
it has been shown that the well-known computational complexity O(N log2(N)) of the FFT
algorithm can be strictly improved under the sparsity assumption. Such algorithms are generally
known as sparse FFT (sFFT) algorithms. In [49], Ghazi et al. developed a very low-complexity
algorithm for computing the 2D-DFT of a
√
N ×√N signal by extending the results of [58]. In a
similar line of work, Pawar et al. [99, 100] used the subsampling property of the DFT to develop
a low-complexity algorithm for recovering the nonzero frequency-domain components of a signal
by using ideas from sparse-graph codes [109].
A closely related work, in spirit, to ours is the work on one-way functions by Goldreich et
al. [52, 53] in theoretical computer science, where it was shown that the support recovery of
the nonzero transform-domain coeﬃcients is reduced to recovering the value of inner products of
boolean vectors. In particular, an eﬃcient algorithm was developed to speed up this computation
[53]. Although our signal model and proposed recovery algorithm is completely diﬀerent, we
believe that our results would be of interest in these areas as well.
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2.1.2 Main Contribution
We develop a novel algorithm for computing the WHT of an N dimensional signal with a sub-
linear sparsity in the Hadamard domain. More precisely, we assume that the number of nonzero
Hadamard-domain components K = O(Nα) scales sub-linearly in N for some α ∈ (0, 1). We
ﬁrst develop some useful properties of the WHT, specially the subsampling and the modulation
property, which plays a vital role in the development of the algorithm. In particular, we show that
subsampling in time domain allows to induce a well-designed aliasing pattern over the transform-
domain components. In other words, it is possible to obtain a linear combination of a controlled
collection of transform-domain components (aliasing), which creates interference between the
nonzero components if more than one of them are involved in the resulting linear combination.
Similar to [100] and by borrowing ideas from sparse-graph codes, we construct a bipartite graph
by considering the nonzero values in the transform-domain as variable nodes and, by interpreting
every induced aliasing pattern as a parity check constraint over the variables in the graph. We
analyze the structure of the resulting graph assuming a random support model for the nonzero
coeﬃcients in the transform-domain. Moreover, we give an iterative peeling decoder to recover
the nonzero components. In short, our proposed sparse fast Hadamard transform (SparseFHT)
consists of a set of deterministic linear hash functions (explicitly constructed) and an iterative
peeling decoder that uses the hash outputs to recover the nonzero transform-domain variables.
It recovers the K-sparse WHT of the signal with a sample complexity (number of required time-
domain samples) O(K log2(
N
K )), total computational complexity O(K log2(K) log2(
N
K )) and with
a high probability approaching 1 for large dimension N .
2.1.3 Notations and Preliminaries
For an integer m, the set of all integers {0, 1, . . . ,m − 1} is denoted by [m]. We use the small
letter x for the time domain and the capital letter X for the transform-domain signal. For an
N dimensional real-valued vector v, with N = 2n a power of two, the i-th components of v is
equivalently represented by vi or vi0,i1,...,in−1 , where i0, i1, . . . , in−1 denotes the binary expansion
of i, with i0 and in−1 being the least and the most signiﬁcant bits. Also sometimes the real value
assigned to vi is not important to us and by vi we simply mean the binary expansion associated
to its index i; however, the distinction must be clear from the context. F2 denotes the binary
ﬁeld consisting of {0, 1} with summation and multiplication modulo 2. We also denote by Fn2 the
space of all n dimensional vectors with binary components, where the addition of two vectors is
done component wise. The inner product of two n dimensional binary vectors u, v is deﬁned by
〈u , v〉 =∑n−1t=0 utvt with arithmetic over F2, although 〈. , .〉 is not an inner product in the exact
mathematical sense: for example, if u = [1, 1, 1, 1], then 〈u , u〉 = 0, but u = 0. We often use
Σ for a matrix with entries in F2. We denote by Σ
 the transpose of the matrix Σ. When Σ is
non-singular, we use the shorthand notation Σ− for (Σ)−1. The null space of a matrix Σ is
denoted by N (Σ) = {u |Σu = 0}.
For a signal X ∈ RN , the support of X is deﬁned as supp(X) = {i ∈ [N ] : Xi = 0}. The
signal X is calledK-sparse if | supp(X)| = K, where for a set A ⊂ [N ], |A| denotes the cardinality
or the number of elements of A. For a collection of N dimensional signals SN ⊂ RN , the sparsity
of SN is deﬁned as KN = maxX∈SN | supp(X)|.
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Deﬁnition 2.1
Let S be a class of signals S = ∪∞N=1SN , where SN denotes the subclass of all N -dimensional
signals. S is said to have a sub-linear sparsity if there is some α ∈ (0, 1) such that KN =
O(Nα), where KN denotes the sparsity of the collection SN . We call α the sparsity index of
class S.
2.2 Main Result
Let us ﬁrst describe the main result of this work in the following theorem.
Theorem 2.1
Let α ∈ (0, 1) be a ﬁxed number. Suppose N = 2n is a power of two and assume K = Nα.
Let x ∈ RN be a time-domain signal with a WHT X ∈ RN . Assume that X is a K-sparse
signal in a class of signals with sparsity index α whose support is selected uniformly at





subsets of [N ] of size K. In addition, let the magnitude
of the nonzero components of X be independently sampled from some arbitrary continuous
distribution (that does not need to be known). Then, there is an algorithm that can compute
X and has the following properties:
1. Sample complexity: The algorithm uses CK log2(
N
K ) time-domain samples of the
signal x. C is a function of α and C ≤ ( 1α ∨ 11−α )+1, where for a, b ∈ R+, a∨ b denotes
the maximum of a and b.
2. Computational complexity: The total number of operations needed in order to
successfully decode all the nonzero spectral components or announce a decoding failure
is O(CK log2(K) log2(
N
K )).
3. Success probability: The algorithm correctly computes the K-sparse WHT X with
a very high probability asymptotically approaching 1 as the dimension of the signal N
tends to inﬁnity, where the probability is taken over all random selections of the support
of X. More importantly, the algorithm can ﬁnd out whether the recovery succeeds or
fails.
To prove Theorem 2.1, we distinguish between the very sparse case (α ∈ (0, 13 ]) and less
sparse one (α ∈ ( 13 , 1)), where we implicitly assume that the algorithm knows the value of α,
which might not be possible in some applications.
Fortunately, there is some underlying monotonicity in our algorithm that helps to solve this
problem. More precisely, the algorithm designed for a speciﬁc value of α = α∗ can successfully
recover all the transform-domain signals with sparsity index less that α∗. Thus, even if the
value of α is unknown, we only need to design the algorithm for the largest possible value of
α. However, the drawback is that the resulting sample and computational complexity might get
much higher than the optimal algorithm that knows the exact value of α.
Fortunately, this problem can also be solved to obtain an optimal algorithm that does not
need to know the value of α. The main observation is that in the sub-linear sparsity regime,
where the number of nonzero components scales like K = O(Nα), the resulting sample and time
complexity are on the order of O(Nα log2(N)) and O(N
α log2(N)
2) respectively. This implies
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that for α1 < α2, and for a suﬃciently large signal dimension N , the algorithm designed for
α1 has negligible sample and computational complexity compared with the one designed for α2.
Hence, we can use an adaptive strategy. We design our algorithm for small values of α. The
algorithm will ﬁnd out if the recovery was successful. If not, we increase the value of α and run
a new algorithm for the new value of α, and we continue until the recovery is successful. In this
way, we get a sample and computational complexity comparable with the algorithm that knows
the exact value of α. The only drawback is that, in the adaptive scheme, the required number of
time-domain samples gradually increases as we try larger value of α, thus it might not be useful
in applications in which the number of samples should be a priori ﬁxed.
Remark 2.1
In the very sparse regime (α ∈ (0, 13 )), we prove that for any value of α the success probability
of the optimally designed algorithm is at least 1−O(1/N3α(C/2−1)), with C =  1α where for
u ∈ R+, u = max{n ∈ Z : n ≤ u}. It is easy to show that for every value of α ∈ (0, 13 ), the
success probability can be lower bounded by 1−O(N− 38 ).
2.3 The Walsh-Hadamard Transform and its Properties
Let x be an N = 2n dimensional signal indexed with elements m ∈ Fn2 . The N dimensional







where k ∈ Fn2 denotes the corresponding binary index of the transform-domain component. Also,
throughout the chapter, borrowing some terminology from the DFT, we call x the time-domain
signal and we refer to X as the transform-domain, Hadamard-domain, frequency-domain, or
spectral-domain signal. Also, note that the WHT is invertible and its inverse is given by the
same expression as in Eq. (2.1) except that the roles of xm and Xk are interchanged.
Notice that with our notation both the time-domain signal x : Fn2 → R and the transform-
domain signal X : Fn2 → R are functions from the index set Fn2 to reals. Therefore, the WHT
given by the Eq. (2.1) maps the function x (time-domain signal) onto the function X (transform-
domain signal). For simplicity of notation, we will use xm for the time-domain and Xk for the
frequency-domain functions with the convention that both m and k belong to the index set Fn2 .
2.3.1 Basic Properties
In this section, we review some of the basic properties of the WHT. Some of the properties are
not directly used in this work, but we include them for the sake of completeness. They can be
of independent interest. The proofs of all the properties are provided in Appendix 2.A.
Property 2.1 (Shift/Modulation)
Let Xk be the WHT of the signal xm and let p ∈ Fn2 . Then
xm+p
WHT←→ Xk(−1)〈p , k〉.
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The next property is more subtle and enables us to partially permute the Hadamard spectrum
in a speciﬁc way by applying a corresponding permutation in the time domain. However, the
collection of all such possible permutations is limited. We give a full characterization of all those
permutations. Technically, this property is equivalent to ﬁnding permutations π1, π2 : [N ] → [N ]
with corresponding permutation matrices Π1,Π2 such that
Π2HN = HNΠ1, (2.2)
where HN is the Hadamard matrix of order N , and where the permutation matrix corresponding
to a permutation π is deﬁned by (Π)i,j = 1 if and only if π(i) = j, and zero otherwise. The
identity (2.2) is equivalent to ﬁnding a row permutation of HN that can be equivalently obtained
by a column permutation of HN .
Property 2.2
All of the permutations satisfying (2.2) are described by the elements of
GL(n,F2) = {A ∈ Fn×n2 |A−1 exists},
the set of n× n non-singular matrices with entries in F2.
Remark 2.2
The total number of possible permutations in Property 2.2, is
∏n−1
i=0 (N − 2i), which is a
negligible fraction of all N ! permutations over [N ].
Property 2.3 (Permutation)
Let Σ ∈ GL(n,F2). Assume that Xk is the WHT of the time-domain signal xm. Then
xΣm
WHT←→ XΣ−k.
Notice that ym = xΣm is the function given by the composition of the function x and the
index transformation iΣ, i.e., y = x ◦ iΣ, where for m ∈ Fn2 , iΣ(m) = Σm is the multiplication of
the matrix Σ with the index vector m. Moreover, any Σ ∈ GL(n,F2) is a bijection from Fn2 to
F
n
2 , thus xΣm is simply a signal obtained by permuting the components of the signal xm.
The next property is that of downsampling/aliasing. Notice that for a vector x of dimension
N = 2n, we index every component by a binary vector of length n, namely, xm0,m1,...,mn−1 . To
subsample this vector along dimension i, we freeze the i-th component of the index to either 0 or
1. For example, x0,m1,...,mn−1 is a 2
n−1 dimensional vector obtained by subsampling the vector
xm along the ﬁrst index.











Figure 2.1: Illustration of the downsampling property on a hypercube for N = 23. The two
cubes represent the time-domain (left) and the Hadamard-domain (right) signal. We decide to
drop all the nodes whose third coordinate is ‘1’. We illustrate this by adding a ‘×’ on the edges
connecting those vertices through the third coordinate. This is equivalent to summing up vertices
along the corresponding edges in the Hadamard domain.
Property 2.4 (Downsampling/Aliasing)
Suppose that x is a vector of dimension N = 2n indexed by the elements of Fn2 and assume






be the subsampling matrix that freezes the ﬁrst n− b components in the index to 0. If Xk is









where m, k ∈ Fb2 denote the corresponding binary indices of the time and frequency compo-
nents, and xΨbm is a B = 2
b dimensional signal labelled with m ∈ Fb2.
Recall that by our notation, ym = xΨbm is a function y : F
b
2 → R given by y = x ◦ iΨb , where
iΨb : F
b
2 → Fn2 is the index transformation given by iΨb(m) = Ψbm. It is not diﬃcult to check
that Ψbm, which is the multiplication of m ∈ Fb2 with the matrix Ψb of dimension n× b, gives an




gives the suitable index for the function X. Notice that Property 2.4 can be simply applied for
any matrix Ψb that subsamples any set of indices of length b but not necessarily the b last ones.
To give an intuitive explanation of the downsampling property, notice that the elements of
F
n
2 can be visualized as the vertices of an n-dimensional hypercube. This property implies that
downsampling along some of the dimensions in the time domain is equivalent to summing up all
the spectral components along the same dimensions in the spectral domain. This is illustrated
in Figure 2.1 for dimension n = 3.
In a general downsampling procedure, we can replace the frozen indices by an arbitrary
but ﬁxed binary pattern. The only diﬀerence is that, instead of summing the aliased spectral
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(−1)〈p , j〉XΨbk+j ,
where p is a binary vector of length n with b zeros at the end. To visualize this property,
consider Figure 2.1, where we have a signal over a 3-dimensional cube and we subsample it along
the third dimension, i.e., we keep only 4 variables with the third index equal to 0. Notice that
these variables lie on a 2-dimensional (square) face of the cube that corresponds to a subsampling
with p = 000. Instead, we can use p = 001 for subsampling and this value of p will select all
4 variables on the other face of the cube corresponding to those variables with the third index
equal to 1. This face of the cube is a square parallel to the square corresponding to p = 000.
The ﬁnal property we give is not used in the algorithms but is included here for completeness.
This property corresponds to the convolution theorem for the DFT applied to a signal on the
hypercube.
Property 2.5 (Convolution)
Let x, y be signals in Fn2 . Their convolution is given by




The convolution of x and y is equivalent to multiplication in the transform domain
(x  y)m
WHT←→ Xk Yk
2.4 Hadamard Hashing Algorithm
By applying the basic properties of the WHT, we can design suitable hash functions in the
spectral domain. The main idea is that, to compute the output of a hash function, we do not
need to have access to the spectral components because it can be computed by low-complexity
operations that are directly applied to the time-domain samples of the signal.
Algorithm 2.1 FastHadamardHashing(x,N,Σ, p, B)
Require: Signal x of dimension N = 2n, Σ and p and given number of output bins B = 2b in a
hash.
Ensure: U contains the hashed Hadamard spectrum of x.
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Proposition 2.1 (Hashing)
Assume that Σ ∈ GL(n,F2) and p ∈ Fn2 . Let N = 2n, b ∈ N , B = 2b and let m, k ∈ Fb2










Xj (−1)〈p , j〉, (2.4)
where H is the index hashing operator deﬁned by
H = Ψb Σ, (2.5)
where Ψb is as in (2.3). Note that the index of components in the sum (2.4) can be explicitly
written as a function of the bin index k as follows:
j = Σ−Ψbk + q, q ∈ N (H).
The proof simply follows from the properties 2.1, 2.3, and 2.4.
Using Proposition 2.1, we give Algorithm 2.1 for computing the hashed Hadamard spectrum.
It chooses B bins for hashing the spectrum, chooses B samples of the time-domain signal ac-
cording to the subsampling parameters Σ and p, and uses an FFT-like fast Hadamard transform
(FHT) to compute the hash output with O(B log2B) operations.
2.4.1 Properties of Hadamard Hashing
In this part, we review some properties of the hashing algorithm that are crucial for developing
an iterative peeling decoding algorithm that recovers the nonzero spectral values. We mainly
explain how it is possible to identify collisions between the nonzero spectral coeﬃcients that are
hashed to the same bin and to estimate the support of non-colliding components.
Let us consider UΣ,p(k) for two cases: p = 0 and some p = 0. It is easy to see that in the
former UΣ,p(k) is obtained by summing all the spectral variables hashed to bin k (those whose
index j satisﬁes hΣ(j) = Hj = k); whereas in the latter the same variables are added together





When the sum in UΣ,p(k) contains only one nonzero component, it is easy to see that |rΣ,p(k)| = 1
for ‘any value’ of p. However, if there is more than one nonzero component in the sum, and
assuming that those nonzero values are jointly sampled from a continuous distribution, we can
show that |rΣ,p(k)| = 1 for at least some values of p. In fact, n− b well-chosen values of p enable
us to detect whether there is only one, or more than one nonzero component in the sum.
When there is only one Xj′ = 0 hashed to the bin k (hΣ(j′) = k), the result of the ratio test
is precisely 1 or −1, depending on the value of the inner product between j′ and p. In particular,
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Figure 2.2: On the left, bipartite graph representation of the WHT for N = 8 and K = 3.
On the right, the underlying bipartite graph after applying C = 2 diﬀerent hashing produced
by plugging Σ1, Σ2 in (2.5) with B = 4. The variable nodes (•) are the nonzero spectral values
to be recovered. The white check nodes () are the original time-domain samples. The colored
squares are new check nodes after applying Algorithm 2.1.
we have
〈p , j′〉 = 1{rΣ,p(k)<0}, (2.6)
where 1{t<0} = 1 if t < 0, and zero otherwise. Hence, if for n − b well-chosen values of p, the
ratio test results in 1 or −1, implying that there is only one nonzero spectral coeﬃcient in the
corresponding hash bin, it is even possible to identify the position of this nonzero component.
We formalize this result in the following proposition proved in Appendix 2.B.
Proposition 2.2 (Collision Detection / Support Estimation)
Let Σ ∈ GL(n,F2) and let σi, i ∈ [n] denote the columns of Σ.
1. If for all d ∈ [n−b], |rΣ,σd(k)| = 1, then almost surely there is only one nonzero spectral
value in the bin indexed by k. Moreover, if we deﬁne
vˆd =
{
1{rΣ,σd (k)<0} d ∈ [n− b],
0 otherwise,
(2.7)
the index of the unique nonzero value is given by
j = Σ−(Ψb k + vˆ). (2.8)
2. If there exists a d ∈ [n− b] such that |rΣ,σd(k)| = 1, then the bin k contains more than
one nonzero coeﬃcient.
2.5 Sparse Fast Hadamard Transform
In this section, we give a brief overview of the main idea of Sparse Fast Hadamard Transform
(SparseFHT). In particular, we explain the peeling decoder that recovers the nonzero spectral
components, and analyze its computational complexity.










































































Figure 2.3: A block diagram of the SFHT algorithm in the time domain. The downsampling
plus small-size low-complexity FHT blocks compute diﬀerent hash outputs. Delay blocks denote
an index shift by σi before hashing. The S/P and P/S are serial-parallel and parallel-serial blocks
to emphasize that the FHT operates on the whole signal at once. The collision detection/support
estimation block implements Proposition 2.2 to identify if there is a collision and if not to ﬁnd
the index of the only nonzero value. The recovered index i is not valid when there is a collision.
2.5.1 Explanation of the Algorithm
In coding theory, it is common to represent a code over a bipartite graph with variable and check
nodes. There is exactly one variable node per code bit and one check node per parity check
constraint in the code. A variable node is connected to a check node if and only if it appears in
the parity check equation corresponding to that check node. Such a graph is called sparse if the
number of edges is in the order of the number of nodes.
We can slightly extend the bipartite graph representation to include the WHT. To explain







Eq. (2.9) states that knowing a time-domain sample xm puts a linear constraint on the spectral-
domain components Xk. Using the terminology of coding theory, we interpret these linear
constraints as parity check constraints over Xk. For example, for m = 0, the resulting parity
check equation implies that the sum of all the components of X must be equal to the ﬁrst
time-domain sample x0 multiplied by
√
N . We associate a bipartite graph representation as
follows: we associate variable nodes to the components of X (code bits in coding theory), and
corresponding to every known time-domain sample, we add a check node to represent the resulting
linear constraint. In particular, if we only keep the nonzero spectral variables, we obtain the
induced bipartite graph over these variables. With this picture in mind, we can formulate the
recovery of the nonzero spectral values as a decoding problem over this induced bipartite graph.
It is not diﬃcult to see that for the WHT, the induced bipartite graph on the nonzero spectral
values is a complete (dense) bipartite graph because any variable node is connected to all the
check nodes. This has been depicted in the left part of Figure 2.2, where {X1, X8, X11} are
the only nonzero variables in the spectral domain and each check constraint corresponds to the
value of a speciﬁc time-domain sample. It is also implicitly assumed that the support (position
of nonzero variables) of X is known, e.g., {1, 8, 11} in Figure 2.2. At the moment, it is not clear
how we can obtain the position of these nonzero variables. In the ﬁnal version of the algorithm,
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this is done by applying Proposition 2.2.
For codes on sparse bipartite graphs, there exists a collection of low-complexity belief propa-
gation algorithms to eﬃciently recover the code bits given the value of check nodes observed via
a noisy channel [109]. Unfortunately, the graph corresponding to WHT is dense, and probably
not suitable for any of these belief propagation algorithms.
As explained in Section 2.4, by subsampling the time-domain components of the signal, it
is possible to hash the spectral components in diﬀerent bins as depicted for the same signal X
in the right part of Figure 2.2. The advantage of the hashing must be clear from this picture.
The idea is that via hashing, we can obtain a new representation with a sparse bipartite graph.
In some sense, hashing ‘sparsiﬁes’ the underlying bipartite graph. It is also important to note
that in the former representation, the output value of every parity check equation is an already
known time-domain sample of the signal, thus no extra eﬀort is necessary to compute them. For
the latter representation obtained via hashing, the value of parity checks (hash outputs) are not
a priori known but fortunately, they can be computed by using low-complexity operations on a
small subset of time-domain samples as explained in Proposition 2.1.
We propose the following iterative algorithm to recover the nonzero spectral variables over
the bipartite graph induced by hashing. The algorithm ﬁrst tries to ﬁnd a degree-one check node.
Using the terminology of [100], we call such a check node a singleton. This singleton check is
connected to only one nonzero variable. Using Proposition 2.2, we can ﬁnd the position and the
value of this nonzero variable. This enables us to subtract (peel oﬀ) this variable from all the
other check nodes that are connected to it, thus we can remove this variable node from the graph
along with all the edges that are connected to it. Consequently, the degree of all the check nodes
that are connected to this variable node decreases by one, thus there is a chance that another
singleton be found. Also, removing the edges, creates an isolated (degree zero) check node that
we call a zeroton.
The algorithm proceeds to peel oﬀ one singleton at a time until all the check nodes are
zerotons (decoding succeeds) or all the remaining check nodes have degrees greater than one (we
call them multiton) and the algorithm fails to completely recover all the nonzero spectral values.
A more detailed pseudo-code of the proposed iterative algorithm is given in Algorithm 2.2.
2.5.2 Complexity Analysis
Fig. 2.3 shows a full block diagram of the SparseFHT algorithm. Using this block diagram, we
prove part 1 and 2 of Theorem 2.1 regarding the sample and the computational complexity of
the SparseFHT algorithm. The proof of the last part of Theorem 2.1, regarding the success
probability of the algorithm, is the subject of Sections 2.6 and 2.7.
Computational Complexity: As we further explain in Sections 2.6 and 2.7, depending on
the sparsity index of the signal α, we use C diﬀerent hash blocks, where C ≤ ( 1α ∨ 11−α )+ 1, and
where each hash has B = 2b diﬀerent output bins. We always select B to be equal to the number
of nonzero spectral values K. This keeps the average number of nonzero components per bin
β = KB equal to 1. As computing the hash outputs via an FHT block of size B needs O(B log2(B))
operations, selecting K = B, the resulting computational complexity is O(K log2(K)). More-
over, in our algorithm, we need to compute any hash output with n−b = log2(NB ) diﬀerent shifts
in order to make a collision detection/support estimation. Thus, the computational cost for each
hash is O(K log2(K) log2(
N
K )). As we need to compute C diﬀerent hash blocks, the total compu-
tational complexity of computing hash outputs for each iteration will be O(CK log2(K) log2(
N
K )).
2.5 Sparse Fast Hadamard Transform 21
Algorithm 2.2 SparseFHT(x,N,K,C, L,Σ)
Require: Input signal x of length N = 2n. Sparsity K. Hash count C. Number of iterations of
decoder L. Array Σ of C matrices in GL(n,F2), Σc = [σc,1 | · · · |σc,n], σc,i ∈ Fn2 .
Ensure: X contains the sparse Hadamard spectrum of x.
B = O(K)
D = n− b+ 1
for c = 1, . . . , C do
Uc,0 = FastHadamardHashing(x,N,Σc, 0, B)
for d = 1, . . . , D do
Uc,d = FastHadamardHashing(x,N,Σc, σc,d, B)
end for
end for
for l = 1, . . . , L do
for c = 1, . . . , C do
for k = 0, . . . , B − 1 do
if Uc,0,k = 0 then
continue to next k
end if
vˆ ← 0
for d = 1, . . . , D do
if Uc,d,k/Uc,0,k = −1 then
vˆd−1 ← 1
else if Uc,d,k/Uc,0,k = 1 then
continue to next k
end if
end for
i ← Σ−c (Ψb k + vˆ)
Xi ← Uc,0,k
for c′ = 1, . . . , C do
j ← Ψb Σc′ i
Uc′,0,j ← Uc′,0,j −Xi
for d′ = 1, . . . , D do
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After computing the hash outputs (output of hash bins), we do a ratio test to ﬁnd hashes
with only one nonzero component. In total, we have CK log2(
N
K ) output hash bins, thus this step
needs O(CK log2(
N
K )) operations. If the ratio test is successful for a speciﬁc bin indexed with k,
we compute the binary vector vˆ for this bin according to Eq. (2.7). The next step is to ﬁnd the
location of the nonzero component j using Eq. (2.8), i.e., j = Σ−(Ψbk+ vˆ). This can be split in
two parts: ﬁnding Σ−Ψbk for the bin index k, and computing Σ−vˆ for the binary index vˆ. The
former can be calculated oﬄine for every hash bin k, thus we focus on the latter. From Eq. (2.7),
it is seen that the last b entries of vˆ are zero, thus we have Σ−vˆ =
∑
i∈[n−b] vˆiσ¯i, where σ¯i,
i ∈ [n] are the columns of Σ−. This sum can be computed using at most (n− b) multiplications
and bitwise XOR operations. During the whole runtime of the algorithm, this calculation is done
onlyK times corresponding toK nonzero variables to be peeled oﬀ, thus the resulting complexity
is O(K log2(
N
K )) (recall that n− b = O(log2(NK )). Hence, the total computational complexity of
every iteration is of the order O(CK log2(K) log2(
N
K )). We will explain in Sections 2.6 and 2.7
how the algorithm terminates in a ﬁxed number of iterations independent of the value of α and
the dimension of the signal N . Therefore, the total computational complexity of the algorithm
is O(CK log2(K) log2(
N
K )).
Sample Complexity: Assuming K = B, computing each hash with n − b diﬀerent shifts
needs K log2(
N
K ) time-domain samples. Therefore, the total sample complexity is CK log2(
N
K ).
2.6 Performance Analysis of the very Sparse Regime
In Section 2.5.1, we explained how by applying Proposition 2.1, we can hash the spectral-domain
components in a collection of bins and how this can be represented by a bipartite graph. In this
section, we consider the very sparse regime, where α ∈ (0, 13 ]. We show that by assuming a ran-
dom support model for nonzero spectral components and for a careful design of hash functions,
we obtain a random bipartite graph that behaves similarly to the ensemble of LDPC bipartite
graphs. We also show that running the peeling decoder to recover the nonzero spectral compo-
nents is equivalent to the belief propagation (BP) decoding for a binary erasure channel (BEC).
In particular, we prove that that the error (decoding failure) probability can be asymptotically
characterized by a ‘density evolution’ (DE) equation, thus enabling for a perfect analysis of the
peeling decoder. We use the following steps to rigorously analyze the performance of the decoder
in the very sparse regime:
1. We explain the construction of suitable hash functions depending on the value of α ∈ (0, 13 ].
2. We rigorously analyze the structure of the induced bipartite graph obtained by treating
the nonzero spectral components as variable nodes and the output of hash functions as
check nodes. In particular, we prove that the resulting graph is a fully-random left-regular
bipartite graph similar to the regular LDPC ensemble. We also obtain variable- and check-
degree distribution polynomials for this graph.
3. At every stage, the peeling decoder recovers some of the variable nodes, removing all the
edges incident to those variable nodes. We use Wormald’s method, given in [134], to prove
the concentration of the number of unpeeled edges around its expected value, which we
also characterize. Wormald’s method, as exploited in [80], uses the diﬀerential equation
approach to track the evolution of the number of edges in the underlying bipartite graph.
Speciﬁcally, it shows that the number of edges at every step of the algorithm is very well
concentrated around the solution of the associated diﬀerential equation.
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4. Wormald’s method gives a concentration bound on the number of remaining edges, as far
as their count is a ﬁxed ratio γ ∈ (0, 1) of the initial edges in the graph. Another expander
argument, as in [80], is necessary to show that if the peeling decoder peels 1− γ fraction of
the edges successfully, it can continue to peel oﬀ all the remaining edges with a very high
probability.
2.6.1 Hash Construction
For the very sparse regime, α ∈ (0, 13 ], consider those values of α that are equal to 1C for some
positive integer C ≥ 3. For α = 1C , we build C diﬀerent hash functions as follows. Let x be
an N dimensional time-domain signal with a WHT X, where N = 2n and let b = nC . We label
the components of the vector X by n dimensional binary vector from Fn2 . We design C diﬀerent
subsampling operators, where the i-th one keeps all the indices i b up to (i+1)b− 1 and sets the
other indices equal to zero. More precisely, using the terminology of Proposition 2.1, the i-th
hashing operator is given by
Hi = [0b×ib Ib 0b×(n−(i+1)b)],
where Ib is the identity matrix of order b. Let x
n−1
0 ∈ Fn2 be the binary labeling of the elements
of the signal x. Equivalent to the C diﬀerent subsampling operators, we can consider functions
hi, i ∈ [C], where
hi(x
n−1
0 ) = (xi b, xi b+1, . . . , xi b+b−1).
Ignoring the multiplicative constants, we can see from Eq. (2.4) that the spectral component
labelled with Xn−10 is hashed to the bin labelled with hi(X
n−1
0 ) ∈ Fb2 in the i-th hash.
As we explain in Section 2.6.3 (Proposition 2.9), we need at least C = 3 hashes for the peeling
algorithm to work successfully and that is the main reason this construction works for α ≤ 13 .
For intermediate values of α, those not equal to 1C for some integer C, we can construct  1α
hashes with B = 2	nα
 output bins and one hash with a smaller number of output bins. Thus,
the required number of hashes is at most 1 +  1α.
2.6.2 Random Bipartite Graph Construction
Random Support Models
In the very sparse regime, the number of nonzero spectral components is K = O(Nα) for some
α ∈ (0, 13 ]. For a given (K,N), we deﬁne RS1(K,N) as the class of Hadamard-domain signals





possible supports of size K.
Model RS1 is equivalent to selecting K out of N objects (locations of nonzero values) at random
without replacement. Assuming that the indices for the support are selected independently but
with replacement, we obtain another model that we call RS2(K,N). The size of a random support
in RS2(K,N) is itself a random variable less than or equal to K. The following proposition,
proved in Appendix 2.C, shows that in the sub-linear sparsity regime, RS1 and RS2 are essentially
equivalent.
Proposition 2.3
Consider the random support model RS2(K,N), where K = Nα for some ﬁxed 0 < α < 1
and let H be the random size of the support set. Asymptotically as N tends to inﬁnity HK
converges to 1 in probability.
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‘Balls and Bins’ Model G(K,B,C)
Let us consider C disjoint sets of check nodes S1, S2, . . . , SC of the same size |Si| = B. A graph
G in the ensemble G(K,B,C) is a bipartite graph with K variable nodes on the left and C ×B
check nodes ∪Ci=1Si on the right. Each variable node v in G, independently from other variable
nodes, is connected to check nodes {s1, s2, . . . , sC}, where every si ∈ Si is selected uniformly at
random from Si, independent of the other sj . Hence, every edge e in G can be labelled as (v, c),
where v ∈ [K] is a variable node and c is a check node in one of S1, S2, . . . , SC . If two diﬀerent
variable nodes are connected to exactly the same check nodes, we consider them equivalent and
we keep only one of them. By construction, all the resulting bipartite graphs in the ensemble
are left regular with the variable degree C but the check node degree is not ﬁxed.
Ensemble of Graphs Generated by Hashing
In Section 2.6.1, we explained the subsampling operator and the hash construction for the very-
sparse regime. As we described in Section 2.5.1, we can represent the hashing operation by a
bipartite graph. In this section, our aim is to study the resulting bipartite graph for the proposed
hash construction.
Recall that, the subsampling operator hi is given by
hi(x
n−1
0 ) = (xi b, xi b+1, . . . , xi b+b−1),
which maps the spectral component labeled withXn−10 ∈ Fn2 into the bin labelled with hi(Xn−10 ) ∈
F
b
2. Notice that by this hashing scheme there is a one-to-one relation between a spectral element




0 ), . . . , hC−1(X
n−1
0 )).
Now, suppose X1, X2, . . . , XK is a subset of binary indices in F
n
2 that is selected uniformly
at random from all the subsets of Fn2 of size K, and denotes the position of nonzero spectral
components. For these K variables and hash functions hi, we can associate a bipartite graph as
follows. We consider K variable nodes corresponding to Xi, i ∈ [K], and C diﬀerent set of check
nodes S0, S1, . . . , SC−1 each of size B = 2b. The check nodes in each Si are labelled by elements
of Fb2. For each variable Xi we consider C diﬀerent edges connecting Xi to check nodes labelled
with hj(Xi) ∈ Sj , j ∈ [C].
As Xi are selected at random without replacement (according to RS1), they are not indepen-
dent and the resulting bipartite graph is not compatible with Balls and Bins model explained in
Section 2.6.2. This makes the analysis diﬃcult. We solve this problem in two steps. First, in
Proposition 2.4, we prove that we can still obtain a graph compatible with Balls and Bins model
G(K,B,C) if we use RS2 instead of RS1. This is equivalent to sampling the indices randomly
and independently but with replacement. Second, in Proposition 2.5, we prove that for a large
dimension N , the failure probability of our proposed algorithm over RS1 model is upper bounded
by the failure probability over G(K(1 + ), B, C), i.e., the Balls and Bins model with a slightly
higher number of variables.
Proposition 2.4
Let hi : F
n
2 → Fb2, i ∈ [C] be as explained before. Let {Vj : j ∈ [K]} be a random set from
the ensemble RS2(K,N) for N = 2n. The bipartite graph associated with variables Vj and
hash functions hi is a graph from ensemble G(K,B,C), where B = 2b.
Proof.
Recall that in the bipartite graph representation, we assign a variable node to each Vj and
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consider a set of check node ∪i∈[C]Si, where Si is the set of all check nodes corresponding to
all hash outputs in hash i. As {Vj : j ∈ [K]} belongs to the ensemble RS2(N,K), all the
variables Vj are independent from each other. Hence, for a ﬁxed hash function hi, the variables
hi(Vj), j ∈ [K], are also independent of each other. This implies that in the resulting bipartite
graph, diﬀerent variable nodes select their corresponding check node in Si independent of each
other.
Now consider a speciﬁc variable node Vk. This variable node is connected to hash bin hi(Vk)
in the i-th hash. As Vk is a uniformly distributed random variable over F
n
2 , we can represent it
by a binary vector Bn−10 whose components Bi are like i.i.d. unbiased bits. For the constructed





0 ), . . . , hC−1(B
n−1
0 )
are independent from one another because they depend on disjoint subsets of Bn−10 . Moreover,
each hi(B
n−1
0 ) is uniformly distributed over F
b
2. This implies that every variable node Vk selects
its neighbor check (hash bin) in each Si, i ∈ [C] uniformly and independently of the other
Si′ , i
′ = i. Thus, the resulting graph belongs to G(K,B,C).
In Section 2.5, we explained the peeling decoder for recovering the nonzero spectral com-
ponents. It is not diﬃcult to see that the performance of the algorithm always improves if we
remove some of the variable nodes from the graph because it potentially reduces the number of
colliding variables in the graph. This helps the peeling decoder to succeed decoding. With this
explanation, we can prove the following proposition.
Proposition 2.5
Let α, C, K, hi, i ∈ [C] be as explained before. Let G1 be the ensemble of bipartite graphs
induced by the random support model RS1(K,N) and hash functions hi. For any  > 0 and
for large dimension N , the average failure probability of the peeling decoder over G1 is upper
bounded by its average failure probability over the ensemble G(K(1 + ), B, C).
Proof.
Let G be a graph from ensemble G(K(1 + ), B, C). From Proposition 2.3, for large dimension
N , the number of variable nodes in G is greater than K with a very high probability. If we drop
some of the variable nodes at random from G, to keep only K of them, we obtain a graph G1
from ensemble G1. As the performance of the peeling decoder improves by removing some of the
variable nodes, it performs strictly better over G1 compared with G.
Proposition 2.4 and Proposition 2.5 enable us to restrict the analysis of the performance of
the peeling decoder to graphs from ensemble G(K,B,C).
Edge Degree Distribution Polynomial
In this section, we restrict ourselves to the graphs from the ensemble G(K,B,C) for the very
sparse regime α ∈ (0, 13 ]. We assume that nα ∈ N and select b = nα. Hence, we have K = B.
We call β = KB the average number of nonzero components per hash bin. We design the hash
functions so that β = 1. All the graphs from the ensemble G(K,B,C) are left regular, i.e., all
the variable nodes have degree C, whereas the degree of a check node depends on the graph
realization.
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Proposition 2.6
Let G(K,B,C) be the random graph ensemble as before with β = KB ﬁxed. Then, as N
tends to inﬁnity, the check degree converges to a Poisson random variable with parameter β.
Proof.
The construction of the ensemble G shows that any variable node has a probability of 1B to be
connected to a speciﬁc check node c, independent of all other variable nodes. Let Zi ∈ {0, 1} be
a Bernoulli random variable where Zi = 1 if and only if variable i is connected to check node c.
It is easy to check that the degree of c will be Z =
∑K
i=1 Zi. The Characteristic function of Z














showing the convergence of Z to a Poisson distribution with parameter β.







i−1, where ρi (λi) is the ratio of all edges that are connected to a check
node (variable node) of degree i. Notice that we have i − 1 instead of i in the formula. This
choice enables us to write analysis in a compact form.
Proposition 2.7
Let G be a random bipartite graph from the ensemble G(K,B,C) with β = KB . Then
λ(α) = αC−1 and ρ(α) converges to e−β(1−α) as N tends to inﬁnity.
Proof.
From left regularity of a graph from ensemble G, it results that all the edges are connected to
variable nodes of degree C, thus λ(α) = αC−1. To ﬁnd ρ(α), we need to ﬁnd the fraction of edges
that are connected to check nodes of a speciﬁc degree. From the symmetry of hash construction,
it is suﬃcient to ﬁnd the edge degree-distribution polynomial for check nodes of the ﬁrst hash.
The total number of edges that are connected to the check nodes of the ﬁrst hash is equal to K.
Let i ≥ 1 and let Ni be the number of check nodes in the ﬁrst hash with degree i. By deﬁnition








Let Z be the random variable as in the proof of Proposition 2.6, denoting the degree of a speciﬁc











Thus, ρi converges almost surely to
e−ββi−1
(i−1)! . As ρi ≤ 1, for any α with |α| < 1 − , we have
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As we will explain in Section 2.6.3, the performance of the peeling decoder highly depends on
the parameter β; the lower β, the better the performance of the peeling decoder. The drawback
is that decreasing β, via increasing B, increases the time complexity O(B log2(B)) of computing
the hash functions. Generally, we can select B such that β ∈ [1, 2) or at the cost of increasing the
computational complexity make β smaller, for example β ∈ [ 12 , 1), to obtain a better performance
for the peeling decoding.
2.6.3 Performance Analysis of the Peeling Decoder
Consider a random bipartite graph resulting from applying C hashes to the signal spectrum. As
we explained in Section 2.5, the iterative peeling algorithm starts by ﬁnding a singleton, i.e., a
check node of degree 1 that is connected to only one variable node. The decoder peels oﬀ this
variable node and removes all the edges connected to it from the graph. The algorithm continues
by peeling oﬀ a singleton at each step until all the check nodes are zerotons; all the nonzero
variable nodes are decoded, or all the remaining unpeeled check nodes are multitons, in which
case the algorithm fails to completely decode all the nonzero spectral variables.
Wormald’s Method
In order to analyze the behavior of the resulting random graphs under the peeling decoding, the
authors in [80] applied Wormald’s method to track the ratio of edges in the graph connected
to check nodes of degree 1 (singleton). The essence of Wormald’s method is to approximate
the behavior of a stochastic system (here the random bipartite graph), after applying suitable
time normalization, by a deterministic diﬀerential equation. The idea is that as the size of the
system becomes large (thermodynamic limit), the random state of the system is, uniformly for
all times during the run of the algorithm, well concentrated around the solution of the diﬀerential
equation. In [80], this method is applied to analyze the performance of the peeling decoder for
bipartite graph codes over the BEC. We brieﬂy explain the problem setting in [80] and how it
can be used in our case.
Assume that we have a bipartite graph G with K variable nodes at the left, C K check nodes
at the right and with edge degree polynomials λ(x) and ρ(x). We can deﬁne a channel code
C(G) over this graph as follows. We assign K independent message bits to K input variable
nodes. The output of each check node is the module 2 summation (XOR or summation over F2)
of all the message bits that are connected to it. Thus, the resulting code will be a systematic
code with K message bits, along with C K parity check bits. To communicate a K bit message
over the channel, we send K message bits and all the check bits associated with them. While
passing through the BEC, some of the message bits or check bits are erased independently.
Consider a speciﬁc case in which the message bits and check bits are erased independently with
probability δ and δ′, respectively. Those message bits that pass perfectly through the channel
are successfully transmitted, thus the decoder tries to recover the erased message bits from the
redundant information received via check bits. If we consider the induced graph after removing
all variable nodes and check nodes corresponding to the erased ones from G, we end up with
another bipartite graph G′. It is easy to see that over the new graph G′, we can apply the peeling
decoder to recover the erased bits.
In [80], this problem was fully analyzed for the case of δ′ = 0, where all the check bits are
received perfectly but δ ratio of the message bits are erased independently from one another. In
other words, the ﬁnal graph G′ has on average Kδ variable nodes to be decoded. Therefore, the
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analysis can be simply applied to our case, by assuming that δ → 1, where all the variable nodes
are erased (they are all unknown and need to by identiﬁed). Notice that from the assumption
δ′ = 0, no check bit is erased as is the case in our problem. In particular, we use Proposition 2
in [80], which states the following.
Proposition 2 in [80]: Let G be a bipartite graph with edge degrees speciﬁed by λ(x) and
ρ(x) and with K message bits chosen at random. Let δ be ﬁxed so that
ρ(1− δλ(x)) > 1− x, for x ∈ (0, 1].
For any η > 0, there is some K0 such that for all K > K0, if the message bits of C(G) are
erased independently with probability δ, then with probability at least 1−K 23 exp(− 3√K/2) the
recovery algorithm terminates with at most ηK message bits erased.
Replacing δ = 1 in the proposition above, we obtain the following performance guarantee for
the peeling decoder in our algorithm.
Proposition 2.8
Let K = O(Nα) for some α ∈ (0, 13 ] and let G be a bipartite graph from the ensemble
G(K,B,C) induced by hashing functions hi, i ∈ [C], with β = KB , and with edge degree
polynomials λ(x) = xC−1 and ρ(x) = e−β(1−x). Suppose that
ρ(1− λ(x)) > 1− x, for x ∈ (0, 1].
Given any  ∈ (0, 1), there is a K0 such that for any K > K0 with probability at least
1−K 23 exp(− 3√K/2) the peeling decoder terminates with at most K unrecovered nonzero
spectral components.
Proposition 2.8 does not guarantee the success of the peeling decoder. It only implies that
with a very high probability, it can peel oﬀ any fraction η ∈ (0, 1) of nonzero components, but
not necessarily all of them. Using a combinatorial argument, however, it is possible to prove that
with very high probability any graph in the ensemble G is an expander graph, speciﬁcally, every
small enough subset of left nodes has many check neighbors. This implies that if the peeling
decoder can decode a speciﬁc ratio of variable nodes, it can proceed to decode all of them. A
slight modiﬁcation of Lemma 1 in [80] gives the following result proved in Appendix 2.D.
Proposition 2.9
Let K = O(Nα) for some α ∈ (0, 13 ] and let G be a graph from the ensemble G(K,B,C)
with C ≥ 3. There is some η > 0 such that with probability at least 1 − O( 1
N3α(C/2−1) ),
the recovery process restricted to the subgraph induced by any η-fraction of the left nodes
terminates successfully.
Proof of Part 3 of Theorem 2.1 for α ∈ (0, 13 ]: In the very sparse regime α ∈ (0, 13 ], we
construct C =  1α ≥ 3 hashes each containing 2nα output bins. Combining Proposition 2.8 and
Proposition 2.9, we obtain that the success probability of the peeling decoder is lower bounded
by 1−O( 1
N3α(C/2−1) ) as mentioned in Remark 2.1.
Analysis Based on Belief Propagation over Sparse Graphs
In this section, we give another method of analysis and provide further intuition about the
performance of the peeling decoder and why it works very well in the very sparse regime. This





Figure 2.4: Tree-like neighborhood of an edge e = (v, c). Dashed lines show the edges that have
been removed before iteration t. The edge e is peeled oﬀ at iteration t because all the variable
nodes v′ connected to c are already decoded, thus c is a singleton check.
method is based on the analysis of belief-propagation (BP) decoder over sparse locally tree-like
graphs. The analysis is very similar to the analysis of the peeling decoder for recovering nonzero
frequency components in [100]. We ﬁrst need some terminology from graph theory. A walk of
size  in graph G starting from a node v ∈ [K] is a set of  edges e1, e2, . . . , e, where v is one of
the vertices of the edge e1 and where consecutive edges are diﬀerent, ei = ei+1, but incident with
each other. A directed neighborhood of an edge e = (v, c) of depth  is the induced subgraph in
G consisting of all edges and associated check and variable nodes in all walks of size +1 starting
from v with the ﬁrst edge being e1 = (v, c). A node e is said to have a tree-like neighborhood of
depth  if the directed neighborhood of e of depth  is a tree.
Let e = (v, c) be an edge in a graph from ensemble G(K,B,C) and consider a directed
neighborhood of this edge of depth . At the ﬁrst stage, it is easy to see that this edge is peeled
oﬀ from the graph assuming that all the edges (c, v′) connected to the check node c are peeled
oﬀ, because in that case check node c will be a singleton enabling us to decode the variable v.
This is shown in Figure 2.4.
One can proceed in this way in the directed neighborhood to ﬁnd the condition under which
the variable v′ connected to c can be peeled oﬀ, and so on. Assuming that the directed neigh-
borhood is a tree, all the messages that are passed from the leaves up to the head edge e are
independent from one another. Let p be the probability that edge e is peeled oﬀ depending on
the information received from the directed neighborhood of depth  assuming a tree up to depth
. A simple analysis similar to [100], gives the following recursion
pj+1 = λ(1− ρ(1− pj)), j ∈ [], (2.10)
where λ and ρ are the edge degree polynomials of the ensemble G. This iteration shows the
progress of the peeling decoder in recovering unknown variable nodes. In [100], it is proved that
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Figure 2.5: Density Evolution equation for C = 3 and diﬀerent values of β = KB .
for any speciﬁc edge e, asymptotically with a very high probability, the directed neighborhood
of e up to any ﬁxed depth  is a tree. Speciﬁcally, if we start from a left regular graph G from
G(K,B,C) with KC edges, after  steps of decoding, the average number of unpeeled edges is
concentrated around KCp. Moreover, a martingale argument is applied in [100] to show that
not only the average number of unpeeled edges is approximately KCp, but also with a very
high probability the number of those edges is well concentrated around KCp.
Eq. (2.10) is generally known as the density evolution equation. Starting from p0 = 1, this
equation fully predicts the behavior of the peeling decoding over the ensemble G. Fig. 2.5 shows
a typical behavior of this iterative equation for diﬀerent values of the parameter β = KB .
For very small values of β, this equation has only a ﬁxed point at 0, which implies that
for large dimension N , the peeling decoder can recover a fraction of variables very close to 1.
However, for large values of β, i.e., β  2.44 for C = 3, this equation has a ﬁxed point greater
than 0. The largest ﬁxed point is the place where the peeling decoder stops and cannot proceed
to decode the remaining variables. It is easy to see that the only ﬁxed point is 0 provided that
for any p ∈ (0, 1], p > λ(1−ρ(1−p)). As λ : [0, 1] → [0, 1], λ(x) = xC−1 is an increasing function
of x, by change of variable x = λ−1(p), we obtain that x > 1− ρ(1− λ(x)) or equivalently
ρ(1− λ(x)) > 1− x, for x ∈ (0, 1].
This is exactly the same result that we obtained by applying Wormald’s method, as in [80]. In
particular, this analysis clariﬁes the role of x in Wormald’s method.
Similar to Wormald’s method, this analysis only guarantees that for any  ∈ (0, 1), asymptot-
ically as N tends to inﬁnity, 1−  fraction of the variable nodes can be recovered. An expander
argument is again necessary to guarantee the full recovery of all the remaining variables.
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2.7 Performance Analysis of the Less Sparse Regime
For the less sparse regime (α ∈ ( 13 , 1]), similar to the very sparse case, we will ﬁrst construct suit-
able hash functions, which guarantee a low computational complexity of orderO(K log2(K) log2(
N
K ))
for the recovery of nonzero spectral values. Assuming a uniformly random support model in the
spectral domain, similar to the very sparse case, we can represent the hashes by a regular bi-
partite graph. Over this graph, the peeling algorithm proceeds to ﬁnd singleton checks and peel
the associated variables from the graph until no singleton remains. The recovery is successful if
all the variables are peeled oﬀ, thus all the remaining checks are zerotons otherwise some of the
nonzero spectral values are not recovered and the perfect recovery fails.
As we explain in Section 2.7.2, the structure of the induced bipartite graph in this regime is
a bit diﬀerent than the very sparse one. The following steps are used to analyze the performance
of the peeling decoder:
1. Constructing suitable hash functions.
2. Representing hashing of nonzero spectral values by an equivalent bipartite graph.
3. Analyzing the performance of the peeling decoder over the resulting bipartite graph.
For simplicity, we consider the case where α = 1− 1C for some integer C ≥ 3. We will explain how
to deal with arbitrary values of C and α, especially those in the range ( 13 ,
2
3 ), in Section 2.7.4.
2.7.1 Hash Construction
Assume that α = 1− 1C for some integer C ≥ 3. Let x be an N dimensional signal with N = 2n
and let X denote its WHT. For simplicity, we label the components of X by a binary vector
Xn−10 ∈ Fn2 . Let t = nC and let us divide the set of n binary indices Xn−10 into C non-intersecting
subsets r0, r1, . . . , rC−1, where ri = X
(i+1)t−1
i t . It is clear that there is a one-to-one relation
between each binary vector Xn−10 ∈ Fn2 and its representation (r0, r1, . . . , rC−1). We construct C
diﬀerent hash function hi, i ∈ [C] by selecting diﬀerent subsets of (r0, r1, . . . , rC−1) of size C − 1
and appending them together. For example
h1(X
n−1
0 ) = (r0, r1, . . . , rC−2) = X
(C−1)t−1
0 ,
and the hash output is obtained by appending C − 1 ﬁrst ri, i ∈ [C]. We can simply check that
hi, i ∈ [C] are linear surjective functions from Fn2 to Fb2, where b = (C − 1)t. In particular, the
range of each hash consists of B = 2b diﬀerent elements of Fb2. Moreover, if we denote the null
space of hi by N (hi), it is easy to show that for any i, j ∈ [C], i = j, N (hi) ∩N (hj) = 0 ∈ Fn2 .
Using the subsampling property of the WHT and similar to the hash construction that we
had in Section 2.6.1, it is seen that subsampling the time-domain signal and taking WHT of the
subsampled signal is equivalent to hashing the spectral components of the signal. In particular,
all the spectral components Xn−10 with the same hi(X
n−1
0 ) are mapped into the same bin in
hash i, thus diﬀerent bins of the hash can be labelled with B diﬀerent elements of Fb2.
It is easy to see that, with this construction, the average number of nonzero elements per
bin in every hash is kept at β = KB = 1 and the complexity of computing all the hashes
along with their n − b shifts, which are necessary for collision detection/support estimation,
is CK log2(K) log2(
N
K ). The sample complexity can also be easily checked to be CK log2(
N
K ).
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(r0, r1)
(r1, r2) (r0, r2)
(r0, r1, r2)
Figure 2.6: Bipartite graph representation for the less sparse case α = 23 , C = 3
2.7.2 Bipartite Graph Representation
Similarly to the very sparse regime, we can assign a bipartite graph with theK left nodes (variable
nodes) corresponding to nonzero spectral components and with CB right nodes corresponding
to diﬀerent bins of all the hashes. In particular, we consider C diﬀerent set of check nodes
S1, S2, . . . , SC each containing B nodes labelled with the elements of F
b
2, and a speciﬁc nonzero
spectral component labelled with Xn−10 is connected to nodes si ∈ Si if and only if the binary
label assigned to si is hi(X
n−1
0 ). In the very sparse regime, we showed that if the support
of the signal is generated according to the RS2(K,N), where K random positions are selected
uniformly at random independently from one another from [N ], then the resulting graph is a
random left regular bipartite graph, where each variable node selects completely independently
its C neighbors in S1, S2, . . . , SC . However, in the less sparse regime, the selection of the neighbor
checks in diﬀerent hashes is not completely random. To explain more, suppose α = 23 , thus C = 3.
Also assume that for a nonzero spectral variable labelled with Xn−10 , ri denotes X
(i+1)t−1
i t , where
t = nC . In this case, this variable is connected to bins labelled with (r0, r1), (r1, r2) and (r0, r2)
in 3 diﬀerent hashes. This has been depicted in Figure 2.6.
If we assume that Xn−10 is selected uniformly at random from F
n
2 , then the bin numbers is
each hash, i.e. (r0, r1) in the ﬁrst hash, are individually selected uniformly at random among
all possible bins. However, it is easily seen that the joint selection of bins is not completely
random among diﬀerent hashes. In other words, the associated bins in diﬀerent hashes are not
independent from one another. However, assuming the random support model, where K variable
V K1 are selected independently as the position of nonzero spectral variables, the bin association
for diﬀerent variables Vi is still made independently.
2.7.3 Performance Analysis of the Peeling Decoder
As the resulting bipartite graph is not a completely random graph, it is not possible to directly
apply Wormald’s method as we did for the very sparse case as in [80]. However, an analysis
based on the DE for the BP algorithm can still be applied. In other words, setting p0 = 1 and
pj+1 = λ(1− ρ(1− pj)), j ∈ [],
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as in (2.10) with λ and ρ being the edge degree polynomials of the underlying bipartite graph,
it is still possible to show that after  steps of decoding, the average number of unpeeled edges
is approximately KCp. A martingale argument similar to [100] can be applied to show that
the number of remaining edges is also well concentrated around its average. Similar to the very
sparse case, this argument asymptotically guarantees the recovery of any ratio of the variables
between 0 and 1. Another argument is necessary to show that if the peeling decoder decodes a
majority of the variables, it can proceed to decode all of them with very high probability. To
formulate this, we use the concept of trapping sets for the peeling decoder.
Deﬁnition 2.2
Let α = 1− 1C for some integer C ≥ 3 and let hi, i ∈ [C] be a set of hash functions as explained
before. A subset of variables T ⊂ Fn2 is called a trapping set for the peeling decoder if for
any v ∈ T and for any i ∈ [C], there is another vi ∈ T , v = vi such that hi(v) = hi(vi), thus
colliding with v in the i-th hash.
Notice that a trapping set cannot be decoded because all its neighbor check nodes are mul-
titons. We ﬁrst analyze the structure of the trapping set and ﬁnd the probability that a speciﬁc
set of variables builds a trapping set. Let X be a spectral variable in the trapping set with the
corresponding binary representation Xn−10 and assume that C = 3. We can equivalently repre-
sent this variable with (r0, r1, r2), where ri = X
(i+1)t−1
it with t =
n
C . We can consider a three
dimensional lattice whose i-th axis is labelled by all possible values of ri. In this space, there is
a simple interpretation for a set T to be a trapping set, namely, for any (r0, r1, r2) ∈ T there
are three other elements (r′0, r1, r2), (r0, r
′
1, r2) and (r0, r1, r
′
2) in T that can be reached from
(r0, r1, r2) by moving along exactly one axis. Notice that in this case each hash is equivalent to
projecting (r0, r1, r2) onto two dimensional planes spanned by diﬀerent coordinates, for example,
h1(r0, r1, r2) = (r0, r1) is a projection on the plane spanned by the ﬁrst and second coordinate
axes of the lattice. A similar argument holds for other values of C > 3, thus larger values of α.
For C ≥ 3, the set of all C-tuples (r0, r1, . . . , rC−1) is a C-dimensional lattice. We denote this
lattice by L. The intersection of this lattice by the hyperplane Ri = ri is a (C − 1) dimensional
lattice deﬁned by
L(Ri = ri) = {(r0, . . . , ri−1, ri+1, . . . , rC−1) :
(r0, r1, . . . , ri−1, ri, ri+1, . . . , rC−1) ∈ L}.
Similarly for S ⊂ L, we have the following deﬁnition
S(Ri = ri) = {(r0, . . . , ri−1, ri+1, . . . , rC−1) :
(r0, r1, . . . , ri−1, ri, ri+1, . . . , rC−1) ∈ S}.
Obviously, S(Ri = ri) ⊂ L(Ri = ri). We have the following proposition whose proof simply
follows from the deﬁnition of the trapping set.
Proposition 2.10
Assume that T is a trapping set for the C dimensional lattice representation L of the nonzero
spectral-domain variables as explained before. Then for any ri on the i-th axis, T (Ri = ri)
is either empty or a trapping set for the (C − 1) dimensional lattice L(Ri = ri).
Proposition 2.11
The size of the trapping set for a C dimensional lattice is at least 2C .
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Proof.
We use a simple proof by induction on C. For C = 1, we have a one-dimensional lattice along
a line labelled with r0. In this case, there must be at least two variables on the line to build
a trapping set. Consider a trapping set T of dimension C. There are at least two points
(r0, r1, . . . , rC−1) and (r′0, r1, . . . , rC−1) in T . By Proposition 2.10, T (R0 = r0) and T (R0 = r
′
0)
are two (C− 1) dimensional trapping sets each consisting of at least 2C−1 elements by induction
hypothesis. Thus, T has at least 2C elements.
Remark 2.3
The bound |T | ≥ 2C on the size of the trapping set is actually tight. For example, for i ∈ [C]
consider ri, r
′
i where ri = r′i and let
T = {(a0, a1, . . . , aC−1) : ai ∈ {ri, r′i}, i ∈ [C]}.
It is easy to see that T is a trapping set with 2C elements corresponding to the vertices of a
C dimensional cube.
We now prove the following proposition that implies that if the peeling decoder can decode
all the variable nodes except a ﬁxed number of them, with a high probability it can continue to
decode all of them.
Proposition 2.12
Let s be a ﬁxed positive integer. Assume that α = 1− 1C for some integer C ≥ 3 and consider
a hash structure with C diﬀerent hashes. If the peeling decoder decodes all except a set of
variables of size s, it can decode all the variables with very high probability.
Proof.
The proof is very similar to [100]. Let T be a trapping set of size s. By Proposition 2.11, we
have s ≥ 2C . Let pi be the number of distinct values taken by elements of T along the Ri
axis and let pmax = maxi∈[C] pi. Without loss of generality, let us assume that the R0 axis is
the one having the maximum pi. Consider T (R0 = r0) for those pmax values of r0 along the
R0 axis. Proposition 2.10 implies that each T (R0 = r0) is a trapping set that has at least
2C−1 elements according to Proposition 2.11. This implies that s ≥ 2C−1pmax or pmax ≤ s2C−1 .
Moreover, T being the trapping set implies that there are subsets Ti consisting of elements from
axes Ri and all the elements of T are restricted to take their i-th coordinate values along Ri
from the set Ti. Considering the way that we generate the position of nonzero variables X
n−1
0
with the equivalent representation (r0, r1, . . . , rC−1), the coordinates of any variable are selected
uniformly and completely independently from one another and from the coordinates of the other
variables. This implies that




















where Fs is the event that the peeling decoder fails to decode a speciﬁc subset of variables of size
s and where Pi denotes the number of all possible values for the i-th coordinate of a variable.
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For C ≥ 3, this gives an upper bound of O(N− 23 ).
2.7.4 Generalized Hash Construction
The hash construction for the less sparse regime that we explained in Section 2.7.1 only covers
values of α = 1− 1C for C ≥ 3, which belongs to the region α ∈ ( 23 , 1). In this section, we explain
a hash construction that ﬁlls the gap for α ∈ ( 13 , 23 ), and extends to any value of α ∈ (0, 1) that
is not necessarily of the form 1C (very sparse) or 1− 1C (less sparse).
In the very sparse regime α = 13 , we have C = 3 diﬀerent hashes and for a nonzero spectral
variable X with the binary index Xn−10 = (r0, r1, r2), the i-th hash output is hi(X
n−1
0 ) = ri,
i ∈ {0, 1, 2}, thus the output of diﬀerent hashes depend on non-overlapping parts of the binary
index of X; whereas for α = 23 the hash outputs are (r0, r1), (r1, r2) and (r0, r2), which overlap
on a portion of binary indices of length n3 . Intuitively, it is clear that in order to construct
diﬀerent hashes for α ∈ ( 13 , 23 ), we should start increasing the overlapping size of diﬀerent hashes
from 0 for α = 13 to
n
3 for α =
2
3 . Generally, let C be the desired number of hashes. We give the
following construction for the hash functions
hi(X
n−1
0 ) = X
i t+b−1
i t , i ∈ [C],
where b = nα and t = nC , and where the values of the indices are computed modulo n, for
example Xn = X0. Furthermore, the required number of hashes is given by C = (
1
α ∨ 11−α ).
It is clear that each hash is a surjective map from Fn2 into F
b
2. Moreover, for this choice
of b (b = nα), the number of output bins in each hash is B = 2nα = Nα = K, thus the
average number of nonzero variables per bin in every hash is equal to β = KB = 1. Also, for
the intermediate values of α ∈ ( 13 , 23 ), we expect the performance of the peeling decoder for this
regime to be between the very sparse regime α = 13 and the less sparse one α =
2
3 .
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Figure 2.7: Probability of success of the algorithm as a function of α and C for deterministic
(left, as described in Section 2.7.4) and random (right) hash constructions. Light shades indicate
the algorithm always succeeds, while dark shades indicate it always fails. The dimension of the
signal is N = 222. The black line corresponds to α = 1C and α = 1 − 1C in the very sparse and
less sparse regimes, respectively. We ﬁx β = 1.
2.8 Experimental Results
In this section, we empirically evaluate the performance of the SparseFHT algorithm for a variety
of design parameters. The simulations are implemented in the C programming language and the
success probability of the algorithm is estimated via a suﬃcient number of trials. We also provide
a comparison of the run time of our algorithm and the standard Hadamard transform. In all
experiments, the input signal has support uniformly drawn at random without replacement. The
nonzero components are drawn from a zero-mean normal distribution with variance σ2 = 100.
In the spirit of reproducible research, all the material (C, python, and Matlab code) needed to
reproduce the results of this chapter is available online at http://lcav.github.io/SparseFHT/.
• Experiment 1 : We ﬁx the signal size to N = 222 and run the algorithm 1000 times to
estimate the success probability for α ∈ (0, 1) and 1 ≤ C ≤ 12. The hashing scheme used is
as described in Section 2.7.4. Figure 2.7 shows the simulation result. Albeit the asymptotic
behavior of the error probability is only guaranteed for C = ( 1α ∨ 11−α ), we observe much
better results in practice. Indeed, C = 4 already gives a probability of success very close
to one over a large range of α, and only up to C = 6 seems to be required for the largest
values of α.
• Experiment 2 : We repeat here experiment 1, but instead of deterministic hashing matrices,
we now pick Σi, i ∈ [C], uniformly at random from GL(n,F2). The result is shown in
Figure 2.7. We observe that this scheme performs at least as well as the deterministic one.
• Experiment 3 : In this experiment, we investigate the sensitivity of the algorithm to the
value of the parameter β = K/B; the average number of nonzero coeﬃcients per bin.
In our design for hash function, we always use β ≈ 1 throughout the chapter. However,
2.9 Conclusion 37
Figure 2.8: Probability of success of the algorithm in the less sparse regime as a function of
β = K/B. We ﬁx N = 222, B = 217, C = 4, and vary α in the range 0.7 to 0.9.
using larger values of β is appealing from a computational complexity point of view. For
the simulation, we ﬁx N = 222, B = 217, C = 4, and vary α between 0.7 and 0.9, thus
changing K and as a result β. Figure 2.8 shows the simulation results. For β ≤ 2, the
algorithm succeeds with probability very close to one. Moreover, for values of β larger than
3, the success probability sharply goes to 0, as predicted by the theory.
• Runtime measurement : We compare the runtime of the SparseFHT algorithm with a
straightforward implementation of the fast Hadamard transform. The result is shown
in Figure 2.9a for N = 215. SparseFHT performs much faster for 0 < α < 2/3.
It is also interesting to identify the range of α for which SparseFHT has a lower runtime
than the conventional FHT. We deﬁne α∗, the largest value of α such that SparseFHT is
faster than FHT for any lower value of α. That is
α∗ = sup
α∈(0,1)
{α : ∀α′ ≤ α, TFHT (n) > TSFHT (α′, n)},
where TFHT and TSFHT are the runtimes of the conventional FHT and SparseFHT, re-
spectively. We plot α∗ as a function of n = log2N in Figure 2.9b.
2.9 Conclusion
We presented a new algorithm for computing the Hadamard transform of a signal of length N
that is K-sparse in the Hadamard domain with K = O(Nα) scaling sub-linearly with N for some
α ∈ (0, 1). Our algorithm computes the K-sparse Hadamard transform of the signal with a com-
putational complexity O(K log2K log2
N
K ), and only requires O(K log2
N
K ) time-domain samples
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(a) (b)
Figure 2.9: (a) Comparison of the median runtime in ms of the SparseFHT and conventional
WHT for N = 215 and for diﬀerent values of α. (b) We change the value of n = log2N and plot
α∗, the largest value of α such that SparseFHT runs faster than the conventional WHT. When
WHT is always faster, we simply set α∗ = 0.
of the signal. We have shown that the algorithm correctly reconstructs the Hadamard transform
of the signal with a very high probability approaching 1 for a suﬃciently large dimension N .
We evaluated empirically the performance of our algorithm through numerical simulations,
and compare its speed with that of the conventional fast Hadamard transform. We observe that
our algorithm is much faster, even for moderate signal lengths (e.g. N = 210) and reasonable
sparsity.
In our algorithm, we considered a noiseless case, where there is no measurement noise in
the time-domain samples. This assumption was necessary in Proposition 2.2 in order to make
a collision detection/support estimation. Hence, a more robust variant of Proposition 2.2 is
necessary for the noisy case. Several publications have since tackled the issue [28, 75, 76].
2.A Proof of the Properties of the WHT






And the proof follows by taking (−1)〈k , p〉 out of the sum and recognizing the Hadamard trans-
form of xm. 
2.A.2 Proof of Property 2.2
As we explained, it is possible to assign an N ×N matrix Π to the permutation π as follows
(Π)i,j =
{
1 if j = π(i) ⇔ i = π−1(j)
0 otherwise.
.
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Let π1 and π2 be the permutations associated with Π1 and Π2. As (HN )i,j = (−1)〈i , j〉, the
identity (2.2) implies that
(−1)〈π2(i) , j〉 = (−1)〈i , π−11 (j)〉.
Therefore, for any i, j ∈ Fn2 , π1, π2 must satisfy 〈π2(i) , j〉 =
〈
i , π−11 (j)
〉
. By linearity of the
inner product, we obtain
〈π2(i+ k) , j〉 =
〈








k , π−11 (j)
〉
= 〈π2(i) , j〉+ 〈π2(k) , j〉 .
As i, j ∈ Fn2 are arbitrary, this implies that π2, and by symmetry π1, are both linear operators.
Hence, all the permutations satisfying (2.2) are in one-to-one correspondence with the elements
of GL(n,F2). 
2.A.3 Proof of Property 2.3










This completes the proof. 
2.A.4 Proof of Property 2.4
Note that m ∈ Fb2, and xΨbm is a signal of dimension B = 2b. Let X˜k denote its WHT, where


































where in (a), we used the inverse of the WHT for the N dimensional signal x (N = 2n) and




, and in (c), we used the
following identity for s ∈ Fb2, ∑
m∈Fb2
(−1)〈m, s〉 = B1{s=0}.
We can check that k + Ψb u = 0 holds if and only if u = Ψbk + j with j ∈ N (Ψb ). Hence,





j∈N(Ψb )XΨbk+j . 
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2.A.5 Proof of Property 2.5
∑
m∈Fn2

















yv(−1)〈v , k〉 = Xk Yk,
where in (a) we make the substitution m = u+ v. 
2.B Proof of Proposition 2.2
We ﬁrst show that if multiple coeﬃcients fall in the same bin, it is very unlikely that 1) is fulﬁlled.
Let Ik = {j |Hj = k} be the set of variable indices that are hashed to bin k. This set is ﬁnite and
its elements can be enumerated as Ik = {j1, . . . , jN
B
}. In particular, Ik is an n − b dimensional
aﬃne subspace of Fn2 . We show that a set {Xj}j∈Ik is very unlikely, unless it contains only one
nonzero element. Without loss of generality, we consider
∑
j∈Ik Xj = 1. Such {Xj}j∈Ik is a
solution of ⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 · · · 1


























where σi, i ∈ {1, . . . , n} denotes the i-th column of the matrix Σ. The left-hand side matrix in
the expression above, is (n − b + 1) × 2n−b. As σ1, . . . , σn−b are linearly independent, all the
columns are diﬀerent and are (omitting the top row) the exhaustive list of all 2n−b possible ±1
vectors. Thus the right-hand side vector is always one of the columns of the matrix and there
is a unique solution with only one nonzero component (1-sparse solution) to this system whose
support can be uniquely identiﬁed. Adding any vector from the null space of the matrix to this
solution yields another solution. However, we show that this matrix is full rank (its null space has
dimension 2n−b−n+ b−1), and assuming a continuous distribution for the nonzero components
Xj , the probability that {Xj}j∈Ik falls in this null space is zero.
To prove that the matrix is indeed full rank, let us ﬁrst focus on the sub-matrix obtained by
removing the ﬁrst row. Let us call this matrix A. Also, let M = −2I + 11, where I is the
identity matrix of order n − b and 1 is the all-one vector of dimension (n − b). We can simply
check that all the components of M are ±1. Hence, the columns of M are contained among the
columns of the submatrix A. It is not diﬃcult to check that M is a symmetric matrix, thus by
spectral decomposition, it has n − b orthogonal eigen-vectors vi, i ∈ [n − b]. It is also easy to
see that the normalized all-one vector v0 =
1√
n−b of dimension n − b is an eigen-vector of M
with eigen-value λ0 = n− b− 2. Moreover, as the eigen-vectors are orthogonal to each other, we
obtain that vi Mvi = λi = −2, where we used vi 1 = vi v0 = 0 for i = 0. Thus, for n − b = 2
all the eigen-values are nonzero and M is invertible, which implies that the sub-matrix A is full
rank. In the case where n − b = 2, one can notice that the Hadamard matrix of size 2 will be
contained as a submatrix, and thus the matrix will be full rank.
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Now it remains to prove that the initial matrix is also full rank with a rank of n − b + 1.
Assume that the columns of the matrix are arranged in the lexicographical order such that
neglecting the ﬁrst row, the ﬁrst and the last column are all 1 and all −1. If we consider any
linear combination of the rows except the ﬁrst one, it is easy to see that the ﬁrst and the last
element in the resulting row vector have identical magnitudes but opposite signs. This implies
that the all-one row cannot be written as a linear combination of the other rows of the matrix.
Therefore, the rank of the matrix must be n− b+ 1.
To prove (2.8), let ΣL and ΣR be the matrices containing the ﬁrst n − b and the last b
columns of Σ respectively, such that Σ = [ΣL ΣR]. If there is only one coeﬃcient in the bin,
then (2.6) implies that vˆ = [ (jΣL) 0 ]. Using deﬁnitions (2.3) and (2.5), we obtain that
ΨbHj = [ 0 (jΣR) ]. We observe that they sum to Σj and the proof follows. 
2.C Proof of Proposition 2.3
For t ∈ [K], let Ht denote the size of the random set obtained by picking t objects from [N ]
independently and uniformly at random with replacement. Let at and vt denote the average
and the variance of Ht for t ∈ [K]. It is not diﬃcult to see that {Ht}t∈[K] is a Markov process.
Moreover,
E [Ht+1 −Ht|Ht] = (1−Ht/N), (2.11)
because the size of the random set increases by one if and only if we choose an element from [N ]
that has not been selected until time t, and conditioned on Ht, this happens with probability
1 − HtN . This implies that at+1 = 1 + γat, where γ = 1 − 1N . Solving this equation, with






1− γ = N(1− γ
t+1). (2.12)
































We can see that for K = Nα, α ∈ (0, 1), as N tend to inﬁnity, E [HKK ] converges to 1. To ﬁnd
the variance of Ht, we use the formula
Var(Ht+1) = E [Var(Ht+1|Ht)] + Var(E [Ht+1|Ht]). (2.13)
Using Eq. (2.11), we obtain that
Var(E [Ht+1|Ht]) = Var(1 + γHt) = γ2vt, (2.14)
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where vt denotes the variance of Ht. Moreover, for the ﬁrst term in Eq. (2.13), we have
E [Var(Ht+1|Ht)] = EHt [Var(Ht+1|Ht = ht)]

















where in (a), we used the fact that given Ht, Ht+1 −Ht is a Bernoulli random variable that is
zero with probability HtN , thus its variance is equal to
Ht

















From (2.12), it is easy to see that at is an increasing function of t. Moreover, from (2.16) it is
















then for any t ∈ [K], vt ≤ wt. We can also check that wt, starting with the initialization w0 = 0,
is also an increasing sequence of t, thus we have









































Obviously, HKK ≤ 1, thus HKK converges to 1 in probability as N , and as a result K, tends to
inﬁnity. 
2.D Proof of Proposition 2.9
Let S be any subset of unrecovered variable nodes of size at most ηK, where we will choose η
later. Let Ni(S), i ∈ [C], be the check neighbors of S in hash i. If for at least one of the hashes
i ∈ [C], |Ni(S)| > |S|2 , there must be at least one check node of degree 1 (a singleton) among
the check neighbors Ni(S), thus the peeling decoder can still proceed to decode further variable
nodes.
Let E is denote the event that a speciﬁc subset A of size s of variable nodes has at most s2
check neighbors in hash i. Also let Es = ∩Ci=1E is. By the construction of the ensemble G, it is
easy to see that P {Es} =
∏C
i=1 P
{E is}. Let T be any subset of check nodes in hash i of size s2 .
The probability that all the neighbors of A in hash i belong to a speciﬁc set T of size s2 is equal
2.D Proof of Proposition 2.9 43
to ( s2B )





of all such sets, it is seen that P
{E is} ≤ ( Bs/2)( s2B )s, which implies that P {Es} ≤ (( Bs/2)( s2B )s)C .






























where u = eC/2+1(β2 )
C/2 and where Fs denotes the event that the peeling decoder fails to decode
a set of variables of size s. We also used the fact that for n ≥ m, (nm) ≤ (n em )m. Moreover,
P {F1} = P {F2} = 0 because the number of hashes C is always more than or equal to three.
Selecting η = 1





























Twinkle, twinkle, little bat!
How I wonder what you’re at!
Up above the world you ﬂy!
Like a teatray in the sky
Alice’s Adventures in Wonderland
Lewis Carroll
3.1 Introduction
Signal enhancement is the task of increasing the signal-to-noise ratio (SNR), the ratio of useful
signal to noise power, of a signal of interest. In this chapter we concentrate on signal enhancement
by beamforming. Beamforming is a ubiquitous technique in wireless communications where the
redundant measurements from multiple antennas are combined to reduce noise and interference.
The success of this technique has led to arrays of antennas embedded both in the base stations
and within the mobile handsets themselves. Beamforming can be equally applied in acoustics
by using multiple microphones. While being an active topic of research for many years, the
added processing power needed for these techniques has long been prohibitive for consumer
applications. However, due to the falling price of computations and the introduction of cheap
MEMS microphones, it has recently gained popularity as a possible enabler of hands free distant
speech recognition technology. This is exempliﬁed by the recent introduction of several speech-
based human computer interfaces sporting arrays of microphones by companies such as Google
*This chapter is the result of joint work with Ivan Dokmanic´ and Martin Vetterli [39, 112].
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Figure 3.1: Beamforming 101: The simplest example of beamforming. A pulse emitted by a
sound source is recorded at multiple spatially distributed microphones on the left. The pulse
is degraded at the microphone input by normally distributed parasitic noise. According to
sound propagation, the pulse will reach the microphones with diﬀerent delays according to their
location. Knowing this pattern of delays, we can compensate them to align all the pulse copies
to the same location as shown in the middle. Finally, by summing up all the signals and thanks
to the incoherence of the noise, a gain in SNR proportional to the number of microphones used
is achieved. The signal to the right illustrates this by drawing the sum over the scaled individual
microphone signals.
and Amazon.
To understand how beamforming works, let us consider the sound from a single source imping-
ing on a microphone array as depicted in Figure 3.1. Due to diﬀerences in propagation distance,
the wavefront will reach each microphone with a corresponding delay. The simplest beamformer,
known as delay-and-sum (DS) [121], then manipulates the phase of the microphone signals so
that they align in time, before summing them all up. Considering only independent parasitic
noise at the microphones, an SNR gain equal to the number of microphones will be achieved
in the direction of the source. Figure 3.1 illustrates this principle in more details. The more
general architecture of ﬁlter-and-sum beamforming, where an arbitrary ﬁnite impulse response
(FIR) ﬁlter is applied to each microphone signal before summation, allows for more sophisticated
beamforming algorithms. For example, one might want unity gain towards the source of interest
while minimizing sounds from all other directions, leading to the well-known minimum variance
distortionless response (MVDR) beamformer [24].
In free space, this would be the end of the story as the wavefront would continue to propagate
and dissipate to inﬁnity after reaching the microphone. In indoor environment, acquisition of
clean speech signals is complicated by reﬂections of the sound on walls creating the eﬀect known
as reverberation. Reverberation notoriously degrades the intelligibility of speech signals and
many techniques to reduce or suppress it have been proposed [92]. Due to its ability to focus the
sound acquisition towards speciﬁc directions, beamforming has been particularly successful.
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An important observation, however, is that early reﬂections carry useful redundant signal
information. This did not escape wireless engineers when facing a similar situation with high-
frequency radio signals bouncing oﬀ the ionosphere and arriving to receivers through several
paths. In the case of wideband signals, these diﬀerent path can be clearly resolved at the
receiver, and by optimal weighting and coherent summing of the diﬀerent paths an SNR gain
directly proportional to the total amount of signal present can be achieved [105]. The name
Rake receiver was coined for this technique due to the similarity to the eponymous gardening
tool, raking energy from the diﬀerent paths. Originally proposed for single-input-single-output
systems, the technique was later extended to arrays of antennas [70, 91] that exploit spatial
diversity. Thus multipath components that are not resolvable with a single antenna because
they arrive simultaneously, become resolvable because they arrive from diﬀerent directions.
In spite of the success of the rake receivers in wireless communications, the principle has
not received signiﬁcant attention in room acoustics. Nevertheless, constructive use of echoes in
rooms to improve beamforming has been mentioned in the literature [5, 68, 95]. In particular,
the term acoustic rake receiver (ARR) was used in the SCENIC project proposal [5].
The list of ingredients for ARRs in room acoustics is similar as in wireless communications: a
wave (acoustic instead of electromagnetic) propagates in space; reﬂections and scattering cause
the wave to arrive at the receiver through multiple paths in addition to the direct path, and
these multipath components all contain the source waveform.
The main diﬀerence is that in room acoustics we do not get to design the input signal. Spread-
ing sequences used in CDMA are designed to be near-orthogonal to their shifts and orthogonal
between diﬀerent users, which facilitates the multipath channel estimation; such orthogonality
is not exhibited by speech. Moreover, speech segments are very long with respect to the time
delay between two consecutive echoes, and they are a priori unknown at the receiver.
On the contrary, there are no signiﬁcant diﬀerences in terms of the spatial structure. If we
know where the echoes are coming from, we can design spatial processing algorithms—for example
beamformers—that use multiple copies of the same signal arriving from diﬀerent directions.
Imagine ﬁrst that we know the room geometry. Then, if we localize the source, we can
predict where its echoes will come from using simple geometric rules [4, 17]. Localizing the
direct signal in a reverberant environment is a well-understood problem [129]. What is more,
we do not need to know the room shape in detail—locations of the most important reﬂectors
(ceiling, ﬂoor, walls) suﬃce to localize the major echoes. In many cases this knowledge is readily
available from the ﬂoor plans or measurements. In ad-hoc deployments, the room geometry may
be diﬃcult to obtain. If that is the case, we can ﬁrst perform a calibration step to learn it. An
appealing method to infer the room geometry is by using sound, as was demonstrated recently
[6, 37, 38, 108].
We may still be able to take advantage of the echoes without estimating the room geometry.
Note that we are not after the room geometry itself; rather, we only need to know where the
early echoes are coming from. Echoes can be seen as signals emitted by image sources—mirror
images of the true source across reﬂecting walls [4]. Knowing where the echoes are coming from
is equivalent to knowing where the image sources are.
Image source localization can be solved, for example, by echo sorting as described in [38].
Alternatively, O’Donovan, Duraiswami and Zotkin [95] propose to use an audio camera with
a large number of microphones to ﬁnd the images. Once the image sources are localized (in
a calibration phase or otherwise), we can predict their movement using geometrical rules, as
discussed in Section 3.6. Thus, the acoustic raking is a multi-stage process comprising image
source localization, image source tracking, and beamforming weight computation. The complete
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block diagram of an acoustic rake receiver is shown in Figure 3.2.
3.1.1 Related Work
It is interesting to note the analogy between the ARRs and the human auditory perception. It
is well established that the early echoes improve speech intelligibility [19, 77]. In fact, adding
energy in the form of early echoes (approximately within the ﬁrst 50 ms of the room impulse
response (RIR)) is equivalent to adding the same energy to the direct sound [19]. This observation
suggests new designs for indoor beamformers, with diﬀerent choices of performance measures and
reference signals. A related discussion of this topic is given by Habets and co-authors [54], who
examine the tradeoﬀ between dereverberation and denoising in beamforming. In addition to the
standard SNR, we propose to use the useful-to-detrimental ratio (UDR), ﬁrst deﬁned by Lochner
and Burger [77], and used by Bradley, Sato and Picard [19]. We generalize UDR to a scenario
with interferers, deﬁning it as the ratio of the direct and early reﬂection energy to the energy of
the noise and interference.
ARRs focus on the early part of the RIR, trying to concentrate the energy contained in
the early echoes. In that regard, there are similarities between ARRs and channel shortening
[122, 137]. Channel shortening produces ﬁlters that are much better behaved than complete
inversion, e.g., by the multiple-input-output-theorem (MINT) [48, 87]. Nevertheless, it is still
tacitly assumed that we know the acoustic impulse responses between the sources and the mi-
crophones. In contrast to channel shortening, as well as other methods assuming this knowledge
[13, 87], we never attempt the diﬃcult task of estimating the impulse responses. Our task is
simpler: we only need to detect the early echoes, and lift them to 3D space as image sources.
In many situations, the shape of the room can be known in advance from blueprints or mea-
surements [38]. Then knowing the location of the real source allows to calculate the positions of
the echoes. Localizing the direct sound is a well understood problem [129]. In ad-hoc deploy-
ment, recent works propose a calibration step to locate the main reﬂectors [6, 37, 38, 108]. Note
that there is in fact no necessity to know the room geometry exactly, the positions of the image
sources being suﬃcient. The echo sorting algorithm from [38] allows to locate the main echoes
from measured RIR. Another approach is the audio camera of [95].
3.1.2 Main Contributions and Limitations
We introduce the acoustic rake receiver (ARR) as the echo-aware microphone beamformer. We
present several formulations with diﬀerent properties, and analyze their behavior theoretically
and numerically. The analysis shows that ARRs lead to signiﬁcantly improved SNR and interfer-
ence cancellation when compared with standard beamformers that only extract the direct path.
ARRs can suppress interference in cases when conventional beamforming is bound to fail, for
example when an interferer is occluding the desired source (an illustration is given in Figure 3.3;
for a sneak-peak of real beampatterns, fast-forward to Fig. Figure 3.7). We present optimal for-
mulations that outperform the earlier DS approaches [68], especially when interferers are present.
Signiﬁcant gains are observed not only in terms of signal-to-interference-and-noise ratio (SINR)
and UDR, but also in terms of perceptual evaluation of speech quality (PESQ) [110]. Inspired
by the results in psychoacoustics mentioned earlier [77], we propose relaxed formulations leading
to better behaved beamforming ﬁlters without sacriﬁcing SINR, while maintaining tight control
over pre-echoes.




















Figure 3.2: A block diagram for acoustic rake receivers. We focus on ARR beamforming weight
computation, and we brieﬂy discuss echo tracking and image source localization. The geometry






Figure 3.3: Listening behind an interferer by listening to echoes (illustration). A beam directed
towards the desired, green source will necessarily pick up the red interferer’s signal. Acoustic
rake receiver avoids it by beamforming towards the echoes of the desired source.
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speech signal in the presence of interfering sounds, in part because they can focus on echoes of
the desired sound and cancel the echoes of the interfering signals. The analogous human capacity
to focus on a particular acoustic stimulus while not perceiving other, unwanted sounds is called
the cocktail party eﬀect [59]. The title of one of the papers this chapter is based upon — Raking
the Cocktail Pary — was inspired by this analogy [39].
We propose formulations for ARRs both in the frequency and time domain, each having their
own strengths and weaknesses. Frequency domain formulation is simple and concise; it allows us
to focus on objective gains from acoustic raking. Nonetheless, it does not allow precise control
over critical parameters of the beamforming ﬁlters such as pre-echoes, delay, or length. Time-
domain design let us control all these parameters, but comes at the cost of a larger optimization
problem size.
Let us also mention some limitations of our results. For clarity, the numerical experiments are
presented in a 2D “room”, and as such are directly applicable to planar (e.g. linear or circular)
arrays. Extension to 3D arrays is straightforward. We do not discuss robust formulations that
address uncertainties in the array calibration. Microphones are assumed to be ideally omni-
directional with a ﬂat frequency response. Except for Section 3.6, we assume that the locations
of the image sources are known. We explain how to ﬁnd the image sources when the room
geometry is either known or unknown, but we do not provide a deep overview of the geometry
estimation techniques. To this end, we suggest a number of references for the interested reader.
We consider the walls to be ﬂat-fading; in reality, they are frequency selective. We do not discuss
the estimation of various covariance matrices [25].
The results of this chapter are reproducible. Python (NumPy) [96] code for room impulse re-
sponse generator, the beamforming routines, the STFT processing engine, and to generate the ﬁg-
ures and the sound samples is available online at http://lcav.github.io/AcousticRakeReceiver/
and http://lcav.github.io/TimeDomainAcousticRakeReceiver/. The room impulse response
generator and the STFT engine where then forked to a dedicated python module that is presented
in more details in Section 6.2 and made available at http://lcav.github.io/pyroomacoustics/.
3.1.3 Chapter Outline
This chapter is structured as follows. In Section 3.2 we lay out the signal model used to formu-
late the beamforming algorithms. Section 3.3 summarizes the discretization of impulse responses
for the numerical evaluation of beamforming algorithms. Then, Sections 3.4 and 3.5 introduce
the frequency and time domain formulations or ARRs, respectively. Each of these sections is
divided in a short introduction, presentation of the ARRs formulations, and numerical experi-
ments. Section 3.4 has in addition some theoretical guarantees for the Raking DS beamformer in
Section 3.4.3. Section 3.6 explains how to locate the image sources, and comments on localizing
the direct source.
3.2 Signal Model
We denote all matrices by bold uppercase letters, for exampleA, and all vectors by bold lowercase
letters, for example x. The Hermitian transpose of a matrix or a vector is denoted by ( · )H, as
in AH, and the Euclidean norm of a vector by ‖ · ‖, that is, ‖x‖ def= (xHx)1/2.
Suppose that the desired source of sound is at the location s0 in a room. Sound from
this source arrives at the microphones located at [rm]
M
m=1 via the direct path, but also via the
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Figure 3.4: Illustration of the notation and concepts. Echoes of the desired signal emitted at
s0 can be modeled as a direct sound coming from the image sources of s0. Two generations
of image sources are illustrated: ﬁrst (s1, s3, s5, s7) and second (s2, s4, s6, s8), as well as the
corresponding sound rays for s5 and s6. The interferer is located at q0 (its image sources are
not shown), and the microphones are located at r1, . . . , r4.
echoes from the walls. The echoes can be replaced by the image sources—mirror images of the
true sources across the corresponding walls—according to the image source model [4, 17]. An
important consequence is that instead of modeling the source of the desired or the interefering
signal as a single point in a room, we can model it as a collection of points in free space. A more
detailed discussion of the image source model is given in Section 3.6.
Denote the signal emitted by the source x˜[n] (e.g. the speech signal). Then all the image
sources emit x˜[n] as well, and the signals from the image sources reach the microphones with the
appropriate delays. In our application, the essential fact is that the echoes correspond to image
sources. We denote the image source positions by sk, 1 ≤ k ≤ K, where K denotes the largest
number of image sources considered. Note that we do not care about the sequence of walls that
generates sk, nor do we care about how many walls are in the sequence. For us, all sk are simply
additional sources of the desired signal. The described setup is illustrated Figure 3.4.
Suppose further that there is an interferer at the location q0 (for simplicity, we consider only
a single interferer). The interferer emits the signal z˜[n], and its image sources emit z˜[n] as well.
Similarly as for the desired source, we denote by qk, 1 ≤ k ≤ K ′ the positions of the interfering
image sources, with K ′ being the largest number of interfering image source considered. The
model mismatch (e.g., the image sources of high orders and the late reverberation) and the noise
are absorbed in the term n˜m[n].













[n] + n˜m[n], (3.1)
where a˜m(sk) denotes the impulse response of the channel between the source located at sk and
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the mth microphone—in this case a delay and a scaling factor.
We design and analyze all the beamformers in the frequency domain. That is, we will be







In practical implementations, we use the discrete-time short-time Fourier transform (STFT).
More implementation details are given in Section 3.3.













jω) models the noise and other errors, and am(sk,Ω) denotes the mth component
of the steering vector for the source sk. The steering vector is the Fourier transform of the
continuous version of the impulse response a˜(sk), evaluated at the frequency Ω. The discrete-
time frequency ω and the continuous-time frequency Ω are related as ω = ΩTs, where Ts is the
sampling period. The steering vector is then simply a(sk,Ω) = [am(sk,Ω)]
M−1
m=0 .
We can write out the entries of the steering vectors explicitly for a point source in free




4π ‖rm − sk‖e
−jκ‖rm−sk‖, (3.2)
where we deﬁne the wavenumber as κ
def
= Ω/c, c being the speed of sound, and αk(sk) is the
attenuation corresponding to sk. In the time domain, instead of steering vectors, we have
to consider one impulse response for each source/microphone pair. The impulse response is










where δ is the Dirac delta function.
3.3 Simulation of Beamforming Algorithms
The performance of the beamforming algorithms developed in this chapter is done primarily
through simulation. The methodology being the same for frequency and time domain beam-
formers, it is of interest to give it an overview before going into the particulars of beamformer
designs. We use a simple room acoustic framework written in Python, which relies on Numpy
and Scipy for matrix computations [96]. This framework was written speciﬁcally to suit our
needs for this project, but we believe however that it could be of interest to a wider audience
and describe it in more details in Chapter 6.
We limit ourselves in this chapter to 2D geometry and rectangular rooms. In all experiments,
the sampling frequency Fs was set to 8 kHz. An overview of the simulation setup is shown in
Figure 3.5.
Starting from the room geometry and the positions of the sources and microphones, we ﬁrst
compute the locations of all images sources up to a ﬁxed number of generations. The reﬂectivity
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Table 3.1: Summary of notation.
Symbol Meaning
M Number of microphones
rm Location of the mth microphone
s0 Location of the desired source
si Location of the ith image of the desired source (i ≥ 1)
q0 Location of the interfering source
qi Location of the ith image of the interfering source (i ≥ 1)
x[n], x(e jω) Sound from the desired source in the time/DTFT domain, respectively
z[n], z(e jω) Sound from the interfering source in the time/DTFT domain, respectively
w(e jω) Vector of beamformer weights
g Vector of stacked time domain beamforming ﬁlters
K Number of considered desired image sources
K ′ Number of considered interfering image sources
am(s,Ω) mth component of the steering vector for a source at s
am(s, t) Impulse response between the mth microphone and a source at s
ym Signal picked up by the mth microphone
‖ · ‖ Euclidean norm, ‖x‖ = (∑ |xi|2)1/2.
of the walls is ﬁxed to a constant, 0.9 in this chapter. Since computer simulation are limited to
using audio signals sampled at a ﬁnite rate Fs for the sources, the continuous impulse response
of (3.3) needs to be discretized. This discretization of the channel response into an FIR ﬁlter is




am(sk, u) sinc(n− Fs u) du = α(sk)
4π‖rm − sk‖ sinc
(




The length of the FIR is then limited to length Lh either by truncation or windowing of the
cardinal sine function. Finally, the RIR between the real source s0 and the microphone rm is








4π‖rm − sk‖ sinc
(




where K is the number of image sources considered1. This discretization will also be used later
in the formulation of time domain beamformers.
The general ﬂow of the simulator, illustrated in Figure 3.5, is as follows. The information
from the room geometry and the diﬀerent sources locations in the room is used to generate
all the image sources requested. The images are used in turn to create the sampled impulse
1this K will generally much larger than the number of image sources considered in the design of beamformers
in the following sections


















Figure 3.5: Block diagram of the simulation setup used for numerical experiments.
responses between sources and microphones as described above. The impulse responses are used
to simulate the propagation of the source signals to the microphones. There, the beamforming
ﬁlters are applied to the incoming signal either directly in the time domain, or in the frequency
domain using and STFT engine. In the case of STFT, we synthesize the output signal using the
conventional overlap-add method [118].
3.4 Frequency Domain Formulations
This section treats the frequency domain formulations of ARRs. We begin by introducing some
notation in Section 3.5.1 and follow by reviewing some of the classic beamformer designs in Sec-
tion 3.4.1. Then comes the introduction of ARRs designs in Section 3.4.2. All the beamformers
presented are summarized in Table 3.2. Next, we give some theoretical insights into the expected
performance of ARRs. We conclude this section by presenting the result of comprehensive nu-
merical experiments in Section 3.4.4.
Before we start, we introduce some notation speciﬁc to the frequency domain formulations.
Using vector notation, the microphone signals can be written concisely as
y(e jω) = As(e
jω)1x(e jω) +Aq(e




= [a(s1,Ω), . . . ,a(sK ,Ω)], Aq(e
jω)
def
= [a(q1,Ω), . . . ,a(qK′ ,Ω)], and 1 is the all-
ones vector. From here onward, we suppress the frequency dependency of the steering vectors
and the beamforming weights to reduce the notational clutter.
3.4.1 Classic Beamformers
Microphone beamformers combine the outputs of multiple microphones in order to achieve spa-
tial selectivity, thereby suppressing noise and interference [125]. In the frequency domain, a
3.4 Frequency Domain Formulations 55
beamformer forms a linear combination of the microphone outputs to yield the output u. That
is,
u = wHy = wHAs1x+w
HAq1z +w
Hn,
where the vector w ∈ CM contains the beamforming weights.
The weights w are often selected so that they optimize some design criterion. Common exam-
ples of beamformers are the delay-and-sum (DS) beamformer, minimum-variance-distortionless-
response (MVDR) beamformer, maximum-signal-to-interference-and-noise (Max-SINR) beam-
former, and minimum-mean-squared-error (MMSE) beamformer. In this section we discuss the
rake formulation of the DS and the Max-SINR beamformers; for completeness, we ﬁrst describe
the non-raking variants.
Delay-and-Sum Beamformer
DS is the simplest and often quite eﬀective beamformer [125]. Assume that we want to listen to
a source at s. Then we form the DS beamformer by compensating the propagation delays from















where r¯ = 1M
∑M−1
m=0 rm denotes the center of the array. The beamforming weights can be read
out from (3.6) as
wDS = a(s)
/ ‖a(s)‖, (3.8)
where we used the deﬁnition of ym (3.5) and the deﬁnition of the steering vector (3.2). We
can see from (3.7) that if n ∼ N (0, σ2IM ), then the output noise is distributed according to
N (0, σ2/M), that is, we obtain an M -fold decrease in the noise variance at the output with
respect to any reference microphone.
Maximum Signal-to-Interference-and-Noise Ratio Beamformer
The SINR is an important ﬁgure of merit used to assess the performance of ARRs, and to compare
it with the standard non-raking beamformers. It is computed as the ratio of the power of the
desired output signal to the power of the undesired output signal. The desired output signal is
the output signal due to the desired source, while the undesired signal is the output signal due
to the interferers and noise.











where Knq is the covariance matrix of the noise and the interference.
It is compelling to pick w that maximizes the SINR (3.9) [125]. The maximization can be
solved by noting that the rescaling of the beamformer weights leaves the SINR unchanged. This
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means that we can minimize the denominator subject to numerator being an arbitrary constant.













Because K−1nq is a Hermitian symmetric positive deﬁnite matrix, it has an eigenvalue decompo-
sition as K−1nq = U
HΛU , where U is unitary, and Λ is diagonal with positive entries. We can
write aHK−1nq a = (Ua)
HΛ(Ua). Because ‖Ua‖2 = ‖a‖2, and because Λ is positive, increasing
‖a‖2 typically leads to an increased SINR, although we can construct counterexamples. This will
be important when we discuss the SINR gain of the Rake-Max-SINR beamformer.
3.4.2 Acoustic Rake Receiver
In this section, we present several formulations of the ARR. The Rake-DS beamformer is a
straightforward generalization of the conventional DS beamformer. The one-forcing beamformer
implements the idea of steering a ﬁxed beam power towards every image source, while trying
to minimize the interference and noise. The Rake-Max-SINR and Rake-Max-UDR beamformers
optimize the corresponding performance measures; we show in Section 3.4.4 that the Rake-Max-
SINR beamforming performs best in terms of all evaluation criteria except, as expected, in terms
of UDR.
Delay-and-Sum Raking
If we had access to every echo separately (i.e. not summed with all the other echoes), we could
align them all to maximize the performance gain. Unfortunately, this is not the case: each
microphone picks up the convolution of speech with the impulse response, which is eﬀectively a
sum of overlapping echoes of the speech signal. If we only wanted to extract the direct path, we
would use the standard DS beamformer (3.8). To build the Rake-DS receiver, we create a DS






















where we chose the scaling in analogy with (3.8) (scaling of the weights does not alter the output
SINR). It can be seen that this is just a scaled sum of the steering vectors for each image source.
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Table 3.2: Summary of frequency-domain beamformers.
Acronym Description Beamforming Weights











Rake-DS Weighted average of DS beamformers over image sources wR-DS = As1/ ‖As1‖
Rake-OF min. E
∣∣∣∑K′k=0wHa(qk)z +wHn∣∣∣2 , s.t. wHAs = 1 wOF = K−1nq As(AHsK−1nq As)−11M
Rake-Max-SINR max. E




∣∣wHa(sk)x∣∣2/ E ∣∣∣wH∑K′k=0 a(qk)z +wHn∣∣∣2 wR-UDR = C−1w˜max((C−1)HAsAHsC−1)
One-Forcing Raking
A diﬀerent approach, based on intuition, is to design a beamformer that listens to all K image









subject to wHa(sk) = 1, ∀ 0 ≤ k ≤ K.
Alternatively, we may choose to null the interfering source and its image sources. Both cases
are an instance of the standard linearly-constrained-minimum-variance (LCMV) beamformer
[47]. Collecting all the steering vectors in a matrix, we can write the constraint as wHAs = 1
.









A few remarks are in order. First, with M microphones, it does not make sense to increase
K beyond M , as this results in more constraints than degrees of freedom. Second, using this
beamformer is a bad idea if there is an interferer along the ray through the microphone array
and any of image sources.
As with all LCMV beamformers, adding linear constraints uses up degrees of freedom that
could otherwise be used for noise and interference suppression. It is better to let the “beamformer
decide” or “the beamforming procedure decide” on how to maximize a well-chosen cost function;
one such procedure is described in the next subsection.
Max-SINR Raking
The main workhorse of this section is the Rake-Max-SINR. We compute the weights so as to






∣∣∣∑K′k=0wHa(qk)z +wHn∣∣∣2 . (3.11)
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The logic behind this expression can be summarized as follows: we present the beamforming
procedure with a set of good sources, whose inﬂuence we aim to maximize at the output, and
with a set of bad sources, whose power we try to minimize at the output. Interestingly, this
leads to the standard Max-SINR beamformer with a structured steering vector and covariance
matrix. Deﬁne the combined noise and interference covariance matrix as
Knq
def










where Kn is the covariance matrix of the noise term, and σ
2
z is the power of the interferer at a
particular frequency.







It is interesting to note that when Knq = σ
2IM (e.g. no interferers and iid noise), the Rake-
Max-SINR beamformer reduces to As1/ ‖As1‖, which is exactly the Rake-DS beamformer. This
is analogous to the non-raking DS beamformer (3.8).
Max-UDR Raking
Finally, it is interesting to investigate what happens if we choose the weights that optimize the
perceptually motivated UDR [19, 77]. The UDR expresses the fact that adding early reﬂections
(up to 50 ms in the RIR) is as good as adding the energy to the direct sound in terms of speech








∣∣∣∑K′k=0wHa(qk)z +wHn∣∣∣2 , (3.12)
In applications K is rarely large enough to cover all the reﬂections occurring within 50 ms, simply
because it is too optimistic to assume we know all the corresponding image sources. Therefore,
(3.12) typically underestimates the UDR.
Alas, because (3.12) is speciﬁed in the frequency domain, it is challenging to control whether
the reﬂections in the numerator arrive before or after the direct sound. Nevertheless, it is
interesting to analyze it as it provides a basis for future work on time-domain raking formulations,
and a meaningful evaluation of the raking algorithms presented here.







∣∣∣wH∑K′k=0 a(qk)z +wHn∣∣∣2 .
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Assuming that Knq has a Cholesky decomposition as Knq = C












where λmax( · ) denotes the largest eigenvalue of the matrix in the argument. The maximum is
achieved by the corresponding eigenvector w˜max. Then the optimal weights are given as
wR-UDR = C
−1w˜max.
3.4.3 Expected SINR Gain from Raking
Intuitively, if we have multiple sources of the desired signal scattered in space, and we account
for it in the design, we should do at least as well as when we ignore the image sources. Let us
see how large the gain can be for the Rake-Max-SINR beamformer. We have that
SINR = σ2x(As1)
HK−1nq (As1).
Intuitively, the larger the norm of As1, the better the SINR (as Knq is positive). To explicitly
see if there is any gain in using the acoustic rake receiver, we should compare the standard











One possible interpretation of (3.14) is that we ask whether the steering vectors a(sk) sum
coherently or they cancel out.














⎞⎠ ≈ (1 + β)E(‖a(s0)‖2), (3.15)
that is, we can expect an increase in the output SINR approximately by a factor of (1 + β)
when using the Rake-Max-SINR beamformer. This statement is made precise in Theorem 3.1 in
the Appendix. It holds when Knq has eigenvalues of similar magnitude, which is typically not
the case in the presence of interferers. However, we show in Section 3.4.4 that with interferers
present, the gains actually increase.
A couple of remarks are in order:
1. This result is in expectation; it says that on average, the SINR will increase by a factor of
(1+ β). In the worst case, the steering vectors a(sk) can even cancel out so that the SINR
decreases. But the numerical experiments suggest that this is very rare in practice, and we
can on the other hand observe large gains.
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Figure 3.6: Comparison of the simulated SNR gains and the theoretical prediction from Theo-
rem 3.1 for K = 8, and K = 16. The theoretical prediction of the gain is 10 log10(8 + 1) ≈ 9.54
for K = 8, and 10 log10(16 + 1) ≈ 12.30 for K = 16.
2. We see that summing the phasors in am(sk) behaves as a two-dimensional random walk.




3. Due to the far-ﬁeld assumption in Theorem 3.1, the attenuations αk are assumed to be
independent of the microphones; in reality they do depend on the source locations. How-
ever, they also depend on a number of additional factors, for example wall attenuations
and radiation patterns of the sources. Therefore, for simplicity, we consider them to be
independent. One can verify that this assumption does not change the described trend.
It is reassuring to observe the behavior suggested by (3.15) in practice. Figure 3.6 shows the
comparison of the prediction by Theorem 3.1 with the SNR gains observed in simulated rooms.
In this case, we are comparing the pure SNR gain for white noise, without interferers. To generate
Figure 3.6, we randomized the location of the source inside the rectangular room. For simplicity
we ﬁxed the signal power as received by the microphones to the same value for all the image
sources, so that the expected gain is K + 1 in the linear scale. The curves agree near-perfectly
with the prediction of Theorem 3.1.
3.4.4 Numerical Experiments
In this section, we validate the described theoretical results through numerical experiments.
First, we analyze the beampatterns produced by the ARR; second, we evaluate the SINR for
various beamformers as a function of the number of image sources used in weight computation;
and third, we evaluate the PESQ metric [110]. Finally, we show spectrograms that reveal visually
the improved interferer and noise suppression achieved by the ARR.
Numerical experiments are conducted using the framework introduced in Section 3.3. We
use discrete-time STFT processing with a frame size of L = 4096 samples, 50% overlap and
zero padding on both sides of the signal by L/2, and compute the beamforming in the frequency
domain. A real fast Fourier transform of size 2L and a Hann window are used in the analysis. By
exploiting the conjugate symmetry of the real FFT we only need to compute L+1 beamforming
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800 Hz 1600 Hz
Figure 3.7: Beam patterns in diﬀerent scenarios. The rectangular room is 4 by 6 metres and
contains a source of interest () and an interferer (+). The ﬁrst-order image sources are also
displayed. The weight computation of the beamformer includes the direct source and the ﬁrst
order image sources of both desired source and interferer (when applicable). (A) Rake-Max-
SINR, no interferer, (B) Rake-Max-SINR, one interferer, (C) Rake-Max-UDR, one interferer,
(D) Rake-Max-SINR, interferer is in direct path.
weights, one for every positive frequency bin. The length L is dictated by the length of the
beamforming ﬁlters in the time-domain and was set empirically so as to avoid any aliasing in the
ﬁlter responses.
Results
Beampatterns We ﬁrst inspect the beampatterns produced by the Rake-Max-SINR and Rake-
Max-UDR beamformers for diﬀerent source-interferer placements. We consider a 4 m × 6 m
rectangular room with a source of interest at (1 m, 4.5 m) and a linear microphone array centered
at (2 m, 1.5 m), parallel to the x-axis. Spacing between the microphones was set to 8 cm. In
Figure 3.7, we show the beampatterns for four diﬀerent conﬁgurations of the source and the
interferer. We consider a scenario without an interferer, one with an interferer placed favorably
at (2.8 m, 4.3 m), and ﬁnally one where the interferer is placed half-way between the desired
source and the array, at (1.5 m, 3 m).
The last scenario is the least favorable. Interestingly, we can observe that the Rake-Max-
SINR beampattern adjusts by completely ignoring the direct path, and steering the beam towards
the echoes of the source of interest. This is validating the intuition that we can “hear behind
an interferer by listening for the echoes”. Note that such a pattern cannot be achieved by a
beamformer that only takes into account the direct path. We further note that, while the beam-
patterns only show the magnitude of the beamformer’s response, the phase plays an important
role with multiple sources present.
SINR Gains from Raking In the experiments in this subsection, we set the power of the desired
source and of the interferer to be equal, σ2x = σ
2
z = 1. The noise covariance matrix is set to
10−3 · IM . We use a circular array of M = 12 microphones with a diameter of 30 cm, and
randomize the position of the desired source and the interferer inside the room. The resulting
curves show median performance out of 20000 runs.
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Figure 3.8a shows output SINR for diﬀerent beamformers. The one-forcing beamformer is left
out because it performs poorly in terms of SINR, as predicted in the earlier discussion. Clearly,
the Rake-Max-SINR beamformer outperforms all others. The output SINR for beamformers
using only the direct path (Max-SINR and DS) remains approximately constant. The UDR
is plotted against the number of image sources for various beamformers in Figure 3.8b. Even
though the Rake-Max-UDR beamformer performs well in terms of the two measures, its output
is perceptually unpleasing due to audible pre-echoes; in informal listening tests, the Rake-Max-
SINR beamformer did not produce such artifacts. It is interesting to note that the Rake-Max-
SINR also performs well in terms of the UDR. Similar SINR gains to those in Figure 3.8a are
observed in Figure 3.8c over a range of frequencies. It is therefore justiﬁed to extrapolate the
results at one frequency in Figure 3.8a to the wideband SINR.
Evaluation of Speech Quality We complement the informal listening tests and the evaluation
of SINR and UDR with extensive simulations to assess the improvement in speech quality achieved
by acoustic raking. We simulate a room with two sources—a desired source and an interferer—
and compare the outputs of the Rake-DS, Rake-Max-SINR, and Rake-Max-UDR as a function
of the number of image sources used to design the beamformers.
The same number of image sources is used for the desired source and the interferer (K =
K ′). The performance metric used is the PESQ [110]. In particular, we use the reference
implementation described by the ITU P.862 Amendment 2 [67]. PESQ compares the reference
signal with the degraded signal and predicts the perceptual quality of the latter as it would be
measured by the mean opinion score (MOS) value, on a scale from 1 to 4.5.
We consider the same room and microphone array setting as before (see Figure 3.7A). The
desired and the interfering sources are placed uniformly at random in a rectangular area with
lower left corner at (1 m, 2.5 m) and upper right corner at (3 m, 5 m). To limit the experimental
variation, the speech samples attributed to the sources are ﬁxed throughout the simulation. The
two sources start reproducing speech at the same time and approximately overlap for the total
duration of the speech samples. The signals are normalized to have the same power at the
source, and we add white Gaussian noise to the microphone signals, with power chosen so that
the SNR of the direct sound for the desired source is 20 dB at the center of the microphone
array. All signals are high-pass ﬁltered with a cut-oﬀ frequency of 300 Hz. The reference for
all PESQ results is the direct path of the desired source as measured at the center of the array
(2 m, 1.5 m).
The median PESQ measure of 10000 Monte Carlo runs, given in raw MOS, is shown in
Figure 3.8d. The median PESQ of the degraded signal measured at the center of the array
before processing was found to be 1.6 raw MOS. When only the direct sound is used (i.e.,
K = 0), all three beamformers yield the same improvement of about 0.2 raw MOS. We observe
that Rake-DS is slightly outperforms the other beamformers. Using any number of echoes in
addition to the direct sound results in larger MOS for all beamformers. When more than one
image source is used, the Rake-Max-SINR beamformer always yields the largest MOS, with up
to 0.5 MOS gain when using 10 images sources.
It is worth mentioning that in the beamformer design, we do not assume that we know the
spectrum of the source or the interferer—we design as if it was ﬂat. Thus the interferer acts
as a strong source of colored, spatially correlated, non-stationary noise, spectrally mismatched
with the designed beamformer. There is another source of model mismatch: while the RIRs were
computed using hundreds of image sources, we use only up to ten to design the beamformers.
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(a) # Image sources vs SINR (b) # Image sources vs UDR
(c) Frequency vs SINR (d) # Image sources vs PESQ
Figure 3.8: Median output (a) SINR and (b) UDR plotted against the number of image sources
used in the design for diﬀerent beamformers, at a frequency f = 1 kHz. (c) Output SINR as a
function of frequency for diﬀerent beamformers, K = K ′ = 10, and averaged in the dB domain.
(d) Median perceptual quality in MOS, evaluated using PESQ, as a function of the number of
image sources used K. The lower limit of the ordinates is set to the median MOS of the degraded
signal before processing, as measured at center of the array. The number of Monte Carlo runs
is 20000 in (a), (b), and (c), and 10000 in (d). The shaded area contains 50% of the run of
Rake-Max-SINR in (a) and (d), and Rake-Max-UDR in (b).








Figure 3.9: Comparison of the conventional Max-SINR and Rake-Max-SINR beamformer on
a real speech sample. Spectrograms of (A) clean signal of interest, (B) signal corrupted by an
interferer and additive white Gaussian noise at the microphone input, outputs of (C) conventional
Max-SINR and (D) Rake-Max-SINR beamformers. Time naturally goes from left to right, and
frequency increases from zero at the bottom up to Fs/2. To highlight the improvement of Rake-
Max-SINR over Max-SINR, we blow-up three parts of the spectrograms in the lower part of the
ﬁgure. The boxes and the corresponding part of the original spectrogram are numbered in (A).
The numbering is the same but omitted in the rest of the ﬁgure for clarity.
Spectrograms and Sounds Samples Finally, we present the spectrograms for a scenario where
we want to focus on a singer in the presence of interfering speech. We consider the same room,
source, interferer, and microphone array geometry as in Figure 3.7B.
The source signal is a passage by a female opera singer (Figure 3.9A), with strongly pro-
nounced harmonics; the interfering signal is a male speech extract. The two signals are normal-
ized to have unit maximum amplitude. We add white Gaussian noise to the microphone signals
with power such that the SNR of the direct sound of the desired source is 20 dB at the center of
the microphone array. All signals are high-pass ﬁltered with a cut-oﬀ frequency of 300 Hz. The
Rake-Max-SINR beamformer weights are computed using the direct source and three generations
of image sources for both the desired sound source (singing) and the interferer (speech).
The output of the conventional Max-SINR beamformer (Figure 3.9C) is compared to that
of the Rake-Max-SINR (Figure 3.9D). We can observe from the spectrogram that the Rake-
Max-SINR reduces very eﬀectively the power of the interfering signal at all frequencies, but
particularly in the mid to high range. This is true even when the interferer overlaps signiﬁcantly
with the desired signal. Informal listening tests conﬁrm that the Rake-Max-SINR maintains
high quality of the desired signal while strongly reducing the interference. The Rake-Max-UDR
beamformer provides good interference suppression, but it produces audible pre-echoes that
render it unsuitable for speech processing applications. The sound clips can be found online
along the code.
3.5 Time Domain Formulations
This section introduces time domain formulations of ARRs. Formulating the optimization prob-
lem directly in the time domain allows to directly put constraints on the impulse response of
the ﬁlter. These constraints can be used to limit the delay or length of the ﬁlter, or ensure the
absence of pre-echoes, among other things. We explore several possible designs. Section 3.5.1
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extends the notation introduced in Section 3.2 and allows a cleaner formulation the optimiza-
tion. Then, Section 3.5.2 presents the diﬀerent formulations which are summarized in Table 3.3.
Finally, Section 3.5.3 shows the result of numerical experiments.
3.5.1 Notation
We begin by introducing some notation speciﬁc to time domain formulations. Note that some
notation is overloaded in this section. We start from the time domain signal equation (3.1) that









ym = [ ym[n] , ym[n− 1] , . . . , ym[n− Lg + 1] ],
x = [x[n] , x[n− 1] , . . . , x[n− L+ 1] ],
z = [ z[n] , z[n− 1] , . . . , z[n− L+ 1] ],
bm = [ bm[n] , bm[n− 1] , . . . , bm[n− Lg + 1] ].
andAm(sk) is an Lg×L convolution matrix corresponding to the propagation from the kth image
source to the mth microphone, with Lg the size of the beamforming ﬁlter, L = Lh + Lg − 1.
It is a Toeplitz matrix whose ﬁrst row is am(sk, n), n = 0, . . . , Lh − 1, the discretized impulse




am(sk, 0) · · · am(sk, Lh − 1) 0
. . .
. . .
0 am(sk, 0) · · · am(sk, Lh − 1)
⎤⎥⎥⎦ .
Stacking all the vectors and matrices, indexed by m into a single vector and matrix, and
dropping the index, we obtain the following compact form
y = Hsx+Hqz + b,
where Hs =
∑K
k=0A(sk) and Hq =
∑K′
k=0A(qk). The mth beamforming ﬁlter is gm =
[gm[0], . . . , gm[Lg − 1]] and its output at time n can be written as the inner product gmym.
Stacking allM ﬁlters in a vector, g = [g0 · · · gM−1], the sum of all ﬁlter outputs is conveniently




s g, uq = H

q g,
respectively. Finally, the letter τ is used to denote the delay (in samples) of the beamformer.
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Table 3.3: Summary of time-domain beamformers.
Acronym Description Beamforming Weights
Rake-MVDR min E
∣∣gy∣∣2 , s.t. ghτ = 1 gR-MVDR = R−1yy hτ (hτ Ryyh)−1
Rake-Perceptual min E
∣∣g(Hqz + g)∣∣2 , s.t. gĤs = δτ gR-P = K−1nq Ĥs(Ĥs K−1nq Ĥs)−1δτ
Rake-Max-SINR max E
∣∣gHsx∣∣2 /E ∣∣g(Hqz + b)∣∣2 Solve e.v. problem Kxg = λKnqg
3.5.2 Time Domain Acoustic Rake Receivers
Minimum Variance Distortionless Response Rake Beamformer
A time-domain ﬂavour of the classic Capon minimum variance distortionless response (MVDR)
beamformer [24] is given by2,
minimize
g
E|gTy|2 subject to gThτ = 1,
where hτ is the τth column of Hs. The constraint forces unit response towards the desired
source. The value of τ determines the delay of the beamformer and should be larger than
the latest arriving echoes that we would like to rake. The objective can be developed into










gTRyyg subject to g
Thτ = 1 (3.16)









Assuming samples from both sources are independent and identically normally distributed,
and that the noise is AWGN, i.e. Rxx = σ
2
xI, Rzz = σ
2
zI, and Rbb = σ
2




σ2x ‖us‖2 + σ2z ‖uq‖2 + σ2n ‖g‖2
subject to us[τ ] = 1, us = H

s g, uq = H

q g,
where us[τ ] is the τth element of us. From this form, it is clear that the optimal beamformer
will balance distortionless response towards desired source, interference cancellation, and noise
suppression. For a ﬁxed Lg, adding more image sources will increase Lh and consequently the
number of constraints in the optimization problem. Reducing so the feasible set might decrease
the noise suppression performance of the beamformer.
Finally, using our geometric interpretation it is possible to know precisely how many echoes
can be exploited. Because the response is distortionless, the output of the beamformer should
2Although the response is not truly distortionless, we follow the deﬁnition of the time-domain MVDR beam-
former of Benesty et al [13].
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be the desired source with a delay τ (not considering model inaccuracies). This means that only
echoes arriving within the time τ of the direct sound can be used to improve the source power.
Knowing the propagation speed of sound translates into a geometrical criterion on which image
sources can be included. All image sources within distance ‖s0 − rm‖+cτ/Fs of the microphone
array can be used, c being the speed of sound, and Fs the sampling frequency.
Perceptually Motivated Rake Beamformer
Psychoacoustics studies show that early echoes contribute to perceived power, and speech in-
telligibility. Lochner and Burger [77] describe precisely how much reverberation is perceptually
beneﬁcial. As determined for speech signals, echoes arriving within 30 ms of the direct sound are
fully integrated, while those arriving within 95 ms are still partially integrated. Echoes arriving
later than 35 ms are noticeable.
In regard of these results, we can partially relax the distortionless requirement. We deﬁne
the perceptually motivated rake beamformer with the following four criteria.
• Minimize the interference and noise power.
• Zero response before τ (i.e. no pre-echoes).
• Unit response at τ .
• Zero response after τ + κ, where κ ∼ 35 ms.
The optimal such beamformer is found by the quadratic program,
minimize
g
gTKnqg subject to g





q +Rbb, the matrix Ĥs contains the columns 1 to τ and κ+1 to L ofHs,
and δτ is the vector with a one at position τ and all other entries zero. Note that an alternative










A similar criterion as for Rake MVDR beamformer applies as to which image sources can be
used constructively. Thanking to the relaxation, image sources up to distance ‖s0 − rm‖+ c(τ +
κ)/Fs can be included in the optimization.
Maximum SINR Rake Beamformer
The signal to interference and noise ratio (SINR) is deﬁned as
SINR =
E|gHsx|2




where Kx = HsRxxH
T
s . This quantity can be optimized directly by solving the generalized
eigenvalue problem Kxg = λKnqg, and the maximizer is given by the generalized eigenvector
corresponding to the largest generalized eigenvalue. This will however not yield a practical
beamformer. Because no constraint is imposed on the response towards the desired source, its
signal can be arbitrarily distorted. Nevertheless, this gives an upper bound on achievable SINR.
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A CB
800 Hz 1600 Hz
Figure 3.10: Beampatterns of (A) Rake MVDR, and (B), (C) Rake Perceptual, in a 4 × 6 m
room containing the desired source () and an interferer (). In (C), the interferer is in the
direct path of the desired source. First order image sources are also displayed. The darker/red
and light/yellow lines are for 800 Hz and 1600 Hz, respectively.
3.5.3 Numerical Experiments
In this section, we assess the performance of the three rake beamformers described. First, we
inspect the beampatterns obtained. Then, the gain of using additional sources is evaluated in
terms of output SINR. We use the same simulation setup as Section 3.4.4. For sound propagation
simulation we use up to 10th order reﬂections (220 image sources). The sampling frequency is
8 kHz. Samples from both sources are assumed to be zero-mean independent and identically
distributed and the noise is AWGN so that
Rxx = σ
2
xI, Rzz = σ
2
zI, Rbb = σ
2
nI,




Beampatterns We consider a 4 by 6 m room with a source of interest at (1, 4.5) and a linear
array of eight microphones equally spaced by 8 cm, parallel to the x-axis and centered at (2,1.5),
the origin being the lower left corner of the room. The beamforming ﬁlters length is 50 ms
(Lg = 400 at 8 kHz) with a delay of 20 ms. The noise variance at the microphones is ﬁxed
at σ2n = 10
−7. Beampatterns for both Rake MVDR and Rake Perceptual with an interferer
placed at (2.8, 4.3) are shown for 800 Hz and 1600 Hz in Figure 3.10. The diagram in the ﬁgure
shows the beampatterns for Rake Perceptual when the interferer is placed in the direct path of
the desired source at (1.5,3). We observe that in that case, the beamformer completely ignores
the direct sound and focuses on the reﬂections. Such a scenario could not be handled by a
beamformer only considering the direct sound.
SINR gain from raking The SINR gain from raking is investigated through Monte-Carlo sim-
ulation. We consider the same room and beamforming ﬁlters length as in Section 3.5.3, but
pick source and interferer positions uniformly at random. At each run, the SINR according to
(3.17) is computed for Rake MVDR, Rake Perceptual, and Rake MaxSINR. Even though Rake
MaxSINR is not practical, it gives an upper bound on the SINR gain that can be expected. The
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Figure 3.11: Median output SINR computed according to (3.17) against the number of image
sources K used in the optimization. The same number of image sources is used for the desired
source and the interferer. The ambient noise SNR is ﬁxed to 10 dB with respect to the direct
path of the desired source and the center of the microphone array. The grey area contains 50%
of the Rake MaxSINR outcomes.
same number of image sources K = K ′ = 0, . . . , 9 is used for the source and the interferer. The
noise variance is ﬁxed so that the SNR of the direct path of the desired source is 10 dB at the
center of the array or σ2n = 10
−1(4π ‖s0 − r¯‖)−2 where r¯ = M−1
∑M−1
m=0 rm is the center of the
array. The beamforming ﬁlters length is ﬁxed to 30 ms (i.e. Lg = 240) and the delay is 20 ms.
The outcome of the simulation is depicted in Figure 3.11. Each point is the result of 10000
outcomes. For every beamformer considered, adding more sources results in a net increase
in SINR. Adding just the 1st order reﬂections, or 5 sources, rakes in 1.76 dB and 2.85 dB
improvement in SINR for Rake MVDR and Rake Perceptual, respectively. Rake MaxSINR
shows that at most 5.85 dB improvement can be expected. We also observe that the extra
degrees of freedom of Rake Perceptual are very beneﬁcial as it is consistently 2 to 3 dB above
Rake MVDR when image sources are used.
3.6 Finding and Tracking the Echoes
Thus far we assumed that the locations of the image sources are known. In this section we brieﬂy
describe some methods to localize them when they are a priori unknown. We assume that we
can localize the true source, or at least one image source. Combined with the knowledge of the
room geometry, this suﬃces to ﬁnd the locations of other image sources [94].











Figure 3.12: Illustration of image source tracking in rectangular geometries.
3.6.1 Known Room Geometry
In many cases, for example for ﬁxed deployments, the room geometry is known. This knowledge
could be obtained at the time of the deployment, or from blueprints. In most indoor environ-
ments, we encounter a large number of planar reﬂectors. These reﬂectors correspond to image
sources. With reference to Figure 3.12, we can easily compute the image source locations [4] (we
note that the image source model is not limited to right angle geometries [17]).
Suppose that the real source is located at s. Then the image source with respect to wall i is
computed as,
imi(s) = s+ 2〈pi − s,ni〉ni,
where i indexes the wall, ni is the outward normal associated with the ith wall, and pi is
any point belonging to the ith wall. Analogously, we compute image sources corresponding to
higher-order reﬂections,
imj(imi(s)) = imi(s) + 2〈pj − imi(s),nj〉nj .
The above expressions are valid regardless of the dimensionality, concretely in 2D and 3D.
3.6.2 Acoustic Geometry Estimation
When the room geometry is not known, it is possible to estimate it using the same array that
we use for beamforming. Recently a number of diﬀerent methods appeared in the literature that
propose to use sound to estimate the shape of a room. For example, in [108] the authors use a
dictionary of wall impulse responses recorded with a particular array. In [6] the authors use tools
from projective geometry together with the Hough transform to estimate the room geometry. In
[38] the authors derive an echo sorting mechanism that ﬁnds the image sources, from which the
room geometry is then derived.
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3.6.3 Without Estimating the Room Geometry
To design an ARR, we do not really need to know how the room looks like; we only need to
know where the major echoes are coming from. The initial estimation of echo locations can be
done using traditional localization methods based on time, or time diﬀerence, of arrival [11],
or alternatively direction of arrival (DOA) ﬁnding algorithms. Chapter 4 introduces a DOA
algorithm suitable for this task. After the initial localization phase, it is possible to track the
movement of image sources by tracking the true source.
We propose a tracking rule that leverages the knowledge of the displacement of the true
source. Again with reference to Figure 3.12, we can state the following simple proposition.
Proposition 3.1
Suppose that the room has only right angles so that the walls are parallel with the coordinate
axes. Let the source move from s to s+ t. Then any image source sk, moves to a point given
by
sk + T t,
where T = diag(±1,∓1) for odd generations, and T = ±I2 for even generations.
Proof.
The proof follows directly from the ﬁgure. The displacement of the image source is the same as
the displacement of the true source, passed through a series of reﬂections. Reﬂection matrices are
diagonal matrices with ±1 on the diagonal, and determinant equal to −1, hence the result.
The usefulness of this proposition is that it gives us a tool to track the image sources even
when we do not know the room geometry (as long as it has right angles). A possible use scenario
is to start with a calibration procedure with a controlled source, and perform the echo sorting to
ﬁnd multiple image sources. Then if possible, we assign to each image source a generation (this
is in fact a by-product of echo sorting), or we try diﬀerent hypotheses using Proposition 3.1, and
choose the one that maximizes the output SINR.
3.7 Conclusion
We investigated the concept of acoustic rake receivers—beamformers that use echoes. Unlike
earlier related work, we presented optimal formulations that outperform the delay-and-sum style
approaches by a large margin. This is especially true in the presence of interferers that might
make it impractical to rely solely on the direct sound. We can show how using echoes improves
the SINR in expectation. Comprehensive numerical experiments conﬁrm this theoretical ﬁnding.
We presented both concise and eﬃcient frequency domain formulations, as well as time-
domain formulations that allow a greater control of the impulse response of the beamforming
ﬁlters. We also introduced notions from psychoacoustics into the design of beamformers leading
to relaxed formulations or alternative ﬁgure of merits for optimization.
Beyond objective measures such as SINR, we demonstrated that ARRs improve subject qual-
ity, as predicted by PESQ, proportionally to the number of image sources included. This im-
provement was further conﬁrmed by informal listening tests. A particularly striking example
is when the interferer sits between the desired source and the receiver. In that case, the ARR
simply listens to the echoes.
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Perhaps the most important aspect of ongoing work is the design of robust formulations of
ARRs. This may involve various heuristics, as well as combinatorial optimization due to the
discrete nature of image sources. We expect that the raking beamformers described in this
chapter inherit the robustness properties of their classic counterparts. For example, the Rake-
DS beamformer is likely to be more robust to array calibration errors than the Rake-Max-SINR
beamformer. Furthermore, we expect that taking the image source perspective makes various
ARRs more robust to errors in source locations than the schemes that assume the knowledge of
the RIR.
3.A Theorem 3.1
We note that the theorem is stated for a linear array, but the described behavior is universal.
Theorem 3.1
Assume that there are K + 1 sources located at sk = rk[cos θk sin θk]
 where θk ∼ U(0, 2π)
and rk ∼ U(a, b) are all independent, for some 0 < a < b such that the far-ﬁeld assumption
holds. LetAs collect the corresponding steering vectors for a uniform linear microphone array.
Then E ‖As1‖2 ≥ (1 + β)E ‖a(s0)‖2, where β =
∑K
k=1(αk/α0)
2, and αk are attenuations of
the steering vectors, assumed independent from the source locations. In fact, E(‖As1‖2) =
(1 + β)E(‖a(s0)‖2) +O(1/Ω3).
Proof.
Thanks to the far-ﬁeld assumption, we can decompose the steering vector into a factor due to
the array, and a phase factor due to diﬀerent distances of diﬀerent image sources. We have that





where d is the microphone spacing and κ
def
= Ω/c. Without loss of generality we assume that
δk ∼ U(a, b). We can further write
























Invoking the independence for k = , we compute the above expectation as
E
[








where J0 denotes the Bessel function of the ﬁrst kind and zeroth order and Δ
def
= b− a.
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2/(πz)+O(|z|−1) ([2], Eq. 9.2.1), we see that the expression in brackets


















FRI-based Direction of Arrival
Finding*
However, this was anything but a regular
bee: in fact it was an elephant—as Alice soon
found out, though the idea quite took her
breath away at ﬁrst.
Through the Looking Glass
Lewis Carroll
4.1 Introduction
Many signal processing algorithms rely on a simple model of the world with a few key parameters.
While these algorithms obviously strongly rely on the knowledge of these parameters, they are
very rarely available and must be estimated from the data at hand. For example, we showed in
Chapter 3 how to design better beamformers if we know where the echoes in a room are coming
from. A prerequisite to the proposed acoustic rake receivers is a reliable way of identifying the
locations of sound sources and we outlined several possible methods in Section 3.6. This chapter
explores in details one of these solutions.
Speciﬁcally, we treat the particular problem of estimating the locations of multiple sound
sources from measurements taken with multiple microphones. We assume the distance between
*Joint work with Hanjie Pan, Eric Bezzam, Ivan Dokmanic´, and Martin Vetterli [98]
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Figure 4.1: DOA 101: Basic inference of DOA with one source and two microphones. The
delay between the two microphone signals is directly proportional to the diﬀerent in propagation
distance. Knowing the distance d between the microphones, simple trigonometry yields the DOA
ϕ according to (4.1).
sources and microphones is much larger than between microphones. This is the so-called far-ﬁeld
assumption. If it holds, the wave fronts at all microphone locations are near parallel to each other
and we can approximate the source signal as a plane wave. A consequence of this approximation
is that all notion of distance of the source to the microphones is lost and only direction of arrival
(DOA) can be reconstructed.
Much like beamforming, DOA ﬁnding algorithms exploit the phase of the signal. In beam-
forming, given the location of a source, we would manipulate the phase of the microphone signals
to induce constructive interference in that direction (as illustrated in Figure 3.1). For a single
source and two microphones, DOA works much in reverse as shown in Figure 4.1. Both mi-
crophones record the same signal with a small delay θ due to propagation time. Knowing the






where c is the speed of sound. While in this simple example we could use some cross-correlation
technique [72] to estimate τ , this method would not scale well to more than two microphones.
More sophisticated algorithms accommodating more microphones usually do not have this inter-
mediate step.
4.1.1 Related Work
A wishlist for a direction of arrival (DOA) estimator may look something like Table 4.1. It
should be high-resolution and give a precise estimate of sources locations. It should work at low
signal-to-noise ratios (SNR ) and resolve many possibly closely spaced sources. Finally, it should
work with few arbitrarily laid out microphones, and do so eﬃciently, without grid searches.
It is uncommon to have all of these items checked at once. For example, the steered response
power (SRP) methods [24] can be made robust, do not require a speciﬁc array geometry, and are
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MUSIC SRP-PHAT FRIDA
Find multiple sources   
Wideband   
Arbitrary array layout   
High-resolution   
Few microphones   
No grid search   
Correlated sources   
Computational complexity Moderate Low High
Table 4.1: A wish-list for DOA algorithms along with a comparison of how MUSIC [116],
SRP-PHAT [35], and FRIDA fulﬁll these wishes () or not ().
immune to coherence in signals. Because they are based on beamforming though, they cannot
resolve close sources [35].
Close sources can be resolved by the high-resolution DOA ﬁnders. Their main representatives
are subspace methods such as MUSIC [116], Prony-type methods such as root-MUSIC [46], and
methods that attempt to compute the maximum likelihood (ML) estimator such as IQML [20].
Subspace methods exploit the fact that for uncorrelated signal and noise, the eigenspace
of the spatial covariance matrix corresponding to largest eigenvalues is spanned by the source
steering vectors [116]. These methods are fundamentally narrowband since the signal subspaces
vary with frequency; they can be made wideband either by incoherently combining narrowband
estimates or, better, by combining them coherently through transforming the array manifold at
each frequency to a manifold at a reference frequency (CSSM [127], WAVES [34]). These methods
require a search over space unless the array is a uniform linear array (ULA) [9]. Coherent methods
also require special “focusing matrices”, essentially initial guesses of the source locations. WAVES
can do without focusing but at the cost of performance. In between coherent and incoherent
methods is the TOPS algorithm [136], which performs well at mid-SNR , but still requires a
search and performs worse than coherent methods at low SNR .
Grid-search free methods usually rely on polynomial rooting and can be applied straightfor-
wardly to uniform linear arrays [9, 61] or circular arrays [64]. They can be extended in some
cases to arbitrary array layout by using array interpolation techniques [12, 21, 46, 111].
Finally, in recent years, techniques based on sparsity inducing norm optimization have gained
attention [66, 82]. A notable example is the work by Ma et al. that allows to locate more sources
than the number of microphones available using Khatri–Rao subspace techniques [81].
4.1.2 Main Contribution
We propose a new ﬁnite rate of innovation (FRI) sampling-based algorithm for DOA ﬁnding—
FRIDA. Among the mentioned algorithms, FRIDA is most reminiscent of IQML [20], especially
for narrowband signals and ULAs. Unlike IQML, FRIDA works for arbitrary sensor geometries
and for wideband signals. Moreover, it uses multi-band information coherently. Still, it requires
78 Estimation: FRI-based Direction of Arrival Finding
no grid search and no sensitive preprocessing akin to focusing matrices, and it achieves very high
resolution at very low SNR , outperforming previous state-of-the-art.
FRIDA can work with fewer microphones than sources as it uses cross-correlations instead
of raw microphone streams. The tradeoﬀ is that it is not able to handle completely correlated
signals. A straightforward modiﬁcation of the algorithm which operates on raw signals rather
than cross-correlations does not have this issue, but it requires more microphones.
The main ingredient of FRIDA is an FRI sampling algorithm [126]. FRI sampling has recently
been extended to non-uniform grids along with a robust reconstruction algorithm [97]. The
algorithm is an iterative algorithm similar to IQML, but with an added spectral resampling
layer and a modiﬁed stopping criterion (Section 4.3.3). The key insight is that the elements
of the spatial correlation matrix can be linearly transformed into uniformly sampled sums of
sinusoids, regardless of the array geometry.
4.1.3 Chapter Organization
In Section 4.2, we lay out a mathematical framework to work with point sources and describe
the microphone measurements produced by such sources. The linear mapping between these
measurements and a uniformly sampled sum of sinusoids is described in Section 4.3 along with
the point reconstruction algorithm. Results of experiments both on synthetic and recorded
signals are presented in Section 4.4. Finally, we outline an extension of the method to blind
sparse channel identiﬁcation in Section 4.5.
4.2 Source Signal and Measurements
In this section, we start from far-ﬁeld sources with an extended spatial support and propose
a mathematical derivation of point sources. Given this model for point sources, we describe
two diﬀerent kind of microphone measurements. First, we describe the raw microphone signal.
Then, we describe the cross-correlation of microphone signals in the special case of uncorrelated
sources. We treat both the 2D and 3D case in a uniﬁed manner.
Throughout the chapter, matrices and vectors are denoted by bold upper and lower case
letters, respectively. The Euclidean norm of a vector x is denoted by ‖x‖2 = (xHx)1/2, where
(·)H is the Hermitian transpose. In this section, we use S for both the unit circle (in 2D) and
the unit sphere (in 3D). In the rest of the chapter, we’ll use the proper notation of S1 and S2
for the unit circle and sphere, respectively, whenever necessary. Unit propagation vectors will be
denoted by p. In 2D, only the azimuth direction ϕ ∈ [0, 2π] is required so that p ∈ S1 is
p = [cosϕ, sinϕ].
In 3D, we use azimuth ϕ ∈ [0, 2π] and colatitude θ ∈ [0, π], thus a unit vector p ∈ S2 is
p = [cosϕ sin θ, sinϕ sin θ, cos θ].
We will later deal with a collection of propagation vectors {pk}Kk=1 and we will naturally extend
the indexing to the corresponding azimuth ϕk and elevation θk.
4.2.1 Sources with Arbitrary Spatial Support
We assume a setup with Q microphones located at {rq ∈ R2}Qq=1, and K monochromatic sources
in the far-ﬁeld whose sound propagates in the direction of the unit vectors {pk ∈ S}Kk=1. Within
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a narrow band centered at frequency ω, the baseband representation of the signal coming from
direction p ∈ S reads
x(p, ω, t) = x˜(p, ω)ejωt,
where x˜(p, ω) is the emitted sound signal by a source located at p and frequency ω.
We will consider recovery of the direction of arrival from both the microphone signals and the
cross-correlations between microphone pairs. The received signal at the q-th microphone located




x(p, ω, t)e−jω〈p, rqc 〉 dp, for q = 1, . . . , Q, (4.2)






















for q, q′ ∈ [1, Q] and q = q′. We assume frame-based processing, and the expectation is over the
randomness of x˜ from frame to frame. As x˜ carries the phase, the assumption Ex˜ = 0 holds. In
practice, Vq,q′ is estimated by averaging over frames; for simplicity we use the same symbol for
the empirical version.
4.2.2 Point Sources





where φγ(p) = γφ(γp), φ is a non-negative localized function with
∫
φ dp = 1, and γ > 0
is the spatial scaling factor. The amplitudes αk(ω) are complex random variables such that
E|αk(ω)|2 = σ2k(ω). From this deﬁnition, we formally get that
x˜γ(p, ω) −→




We are now ready to describe the measurements.
Theorem 4.1





−jω〈p, rqc 〉. (4.5)
Proof.
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Finally, the following lemma ensures that the signal model used remains bounded in energy.
Lemma 4.1
The source distribution (4.3) has ﬁnite energy∫
S




The proof is given in Appendix 4.A.
Note that we have not assumed anything regarding correlation of the sources. This mean
that it is possible to locate multiple correlated sources using the microphone signal measurements
directly.
4.2.3 Uncorrelated Point Sources
In the special situation where all the sources are uncorrelated, it is possible to use the cross-
correlations between the microphone signals as measurements. This has the advantage of pro-
viding a number of measurements quadratic in the number of microphones available. In turn,
this allows to locate more sources than microphones are available.
The cross-correlation measurements for uncorrelated point sources are given by the following
theorem.
Theorem 4.2
Let us consider the source model of (4.3) for K uncorrelated sources, that is satisfying
E[αk(ω)α
∗
k′(ω)] = 0, ∀k = k′.






where q, q′ ∈ [1, Q] and Δrq,q′ = rq−rq′c .
Proof.
Let us deﬁne the cross-correlation of the source distribution
Iγ(p,p


















σ2kφγ(p− pk)φγ(p′ − pk),
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where we used the uncorrelation of sources assumption in the last equality. Then, the cross-



















































































4.3 Point Source Reconstruction
We propose to reconstruct the locations of the point sources using FRI techniques. These tech-
niques are concerned with the sampling and reconstructions of signals that can be described by a
ﬁnite number of parameters, as is the case for DOA estimation. They ﬁnd their roots in Prony’s
work on the estimation of sinusoids in time series [106]. Likewise, the archetypal FRI problem is
to estimate the frequencies of a sum of uniformly sampled complex exponentials buried in noise.
Recently, Pan and collaborators proposed a generalized FRI sampling framework with a robust
reconstruction algorithm that extends these methods to non-uniformly sampled data [97]. The
three main ingredients of this method are
• a set of uniformly sampled, but unknown, sinusoidal samples,
• a linear mapping between the non-uniformly,but known, measurements and the previously
identiﬁed uniform samples,
• and an unknown annihilation ﬁlter that constrains the location of the uniform samples.
The reconstruction is then formulated as a constrained optimization problem involving a ﬁtting
criterion between the reconstructed model and the given non-uniform measurements together
with the annihilation constraint.
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Following this line of work, we will ﬁrst identify the set of unknown sinusoidal samples and its
relation to the given measurements. The mapping is described for four cases, raw microphone and
cross-correlations, in both 2D and 3D. The measurements, mappings, and corresponding sums
of sinusoids are summarized in Table 4.2. Then, the DOA estimation is cast as a constrained
optimization (see e.g., (4.14)). While the discussion of the optimization and the results or
numerical experiments in Section 4.4 are limited to the 2D case to be concise, the method has
been since extended to the 3D case.
4.3.1 Relation between Measurements and Uniform Samples of Sinusoids
We develop in this section the mapping for microphone signal measurements ﬁrst on the circle,
then on the sphere, and then do similarly for cross-correlation measurements.
Microphone signal measurements on the Circle Since p is supported on the circle, we have





where Ym(p) is the Fourier series basis Ym(p) = Ym(ϕ) = e
jmϕ, and Aˆm(ω) is the associated













Notice that the Fourier series coeﬃcients Aˆm(ω) for m ∈ Z are uniform samples of sinusoids,


















where (a) is from Jacobi-Anger expansion [30] of the complex exponential and Jm(·) is Bessel
function of the ﬁrst kind.
Therefore, we establish a linear mapping from the uniformly sampled sinusoids Aˆm to the
given measurements yq. Concretely, denote a vector of measurements yq(ω), by a(ω) ∈ CQ, and
let the vector b(ω) be the Fourier series coeﬃcients Aˆm(ω) for m ∈ M, where M is a set of









where rows of G are indexed by microphone q, and columns of G are indexed by Fourier bins
m. We can then concisely write (4.12) as a(ω) = G(ω)b(ω).
1Note that these correspond to the spatial Fourier transform of I over the circle, not to sources’ temporal
spectra.
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Microphone Signal Measurements on the Sphere When sources are located in 3D space, the







Here Y,m(·) is the spherical harmonic of order  and degree m, and Aˆ,m is the associated
expansion coeﬃcient. The spherical harmonics are deﬁned as
Y,m(p) = Y,m(θ, ϕ) = N,me
jmϕPm (cos θ),
where Pm is an associated Legendre polynomial, and N a normalization constant (see [107] for
details). On the one hand, the cross-correlation measurements are linearly related with spherical























where J(·) is Bessel function of the ﬁrst kind. On the other hand, the expansion coeﬃcients of































Cross-correlation Measurements on the Circle We can ﬁnd a similar mapping from the cross-
correlation measurements (4.7) to uniform samples from sinusoids. Instead of x˜(p, ω), we now





where Ym(p) is the Fourier series basis Ym(p) = Ym(ϕ) = e
jmϕ, and Iˆm(ω) is the associated
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Table 4.3: Maximum number of sources detectable in the planar case.
Measurements Max sources
Microphone signals K ≤ Q−12
Cross-correlation K ≤ Q2−Q−12
Notice that the Fourier series coeﬃcients Iˆm(ω) for m ∈ Z are uniform samples of sinusoids,


















where (a) is from Jacobi-Anger expansion [30] of the complex exponential and Jm(·) is the Bessel
function of the ﬁrst kind.
Therefore, we establish a linear mapping from the uniformly sampled sinusoids Iˆm to the
given measurements Vq,q′ . Concretely, denote a lexicographically ordered vectorization of the
cross-correlations Vq,q′(ω), q = q′ by a(ω) ∈ CQ(Q−1), and let the vector b(ω) be the Fourier
series coeﬃcients Iˆm(ω) for m ∈ M, where M is a set of considered Fourier coeﬃcients1. Deﬁne









where rows of G are indexed by microphone pairs (q, q′), and columns of G are indexed by
Fourier bins m. We can then concisely write (4.12) as a(ω) = G(ω)b(ω).
Cross-correlation Measurements on the Sphere Similarly to the case of the microphone signal







After replacing the expression for Iˆ,m by its spherical harmonic representation and taking the
expansion of the complex exponential in the spherical harmonic domain, we can establish a linear

















4.3.2 Annihilation on the Circle
Since Iˆm in (4.11) is a weighted sum of uniformly sampled sinusoids, we know that Iˆm should
satisfy a set of annihilation equations [126]:
Iˆm ∗hm = 0. (4.13)
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Here hm is the unknown annihilating ﬁlter to be recovered. A polynomial, whose coeﬃcients
are speciﬁed by the ﬁlter hm, has roots related to sources locations. In 2D, they are located
exactly at e−jϕk [126]. The source azimuths ϕk are subsequently reconstructed with polynomial
root-ﬁnding. When going to 3D, (4.13) is replaced by a two-dimensional convolution. Again, the
roots of the associated bi-variate polynomial is linked to the location of the sources, albeit in a
slightly less straightforward way [97]. In the reminder of this section, we stick to the 2D case for
clarity.
In a multi-band setting, the uniform sinusoidal samples Iˆm(ω) are diﬀerent for each sub-band.
This is because, the signal power σ2k varies with the mid-band frequency ω in general. However,
since we have the same source locations ϕk for each sub-band, we only need to ﬁnd one ﬁlter hm
(depending solely on the source locations ϕk) that annihilates Iˆm(ω) for all ω-s:
Iˆm(ω) ∗
m
hm = 0 ∀ω.
4.3.3 Reconstruction Algorithm
Following the discussion in the previous section, we reconstruct the source locations jointly across
all sub-bands. More speciﬁcally, suppose we consider J sub-bands centered around frequencies








subject to bi ∗ h = 0 for i = 1, · · · , J,
(4.14)
Here ai, bi and Gi are the cross-correlation, uniform sinusoidal samples, and the linear mapping
between them for the i-th sub-band as speciﬁed in Section 4.3.1; H is a feasible set that avoids
the trivial solution. It was found that a random linear constraint is a good choice for this set,
e.g. H = {h ∈ CK+1 : hH0h = 1}, with h0 a unit norm random vector [97].
Note that (4.14) is a simple quadratic minimization with respect to bi-s for a given annihilat-























The two operators T (·) andR(·) represent the convolution operation and are deﬁned with respect
to vectors b = [b−M , . . . , bM ] and h = [h0, . . . , hK ]. In the planar case, the former builds a
Toeplitz matrix from the input vector b
T (b) =
⎡⎢⎢⎢⎢⎢⎣
b−M+K b−M+K−1 · · · b−M





bM bM−1 · · · bM−K
⎤⎥⎥⎥⎥⎥⎦ ,
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Algorithm 4.1 FRIDA: FRI-based DOA estimation
Require: cross-correlation of the microphone signals ai, linear mapping Gi, noise level ε
2
Ensure: uniform sinusoidal samples bi, annihilating ﬁlter coeﬃcients h
for loop ← 1 to max. initializations do
Initialize h with a random vector h(0)
for n ← 1 to max. iterations do
# Build Λ(h) with h = h(n−1) and update h(n) by solving (4.15)
hn ← Λ(hn−1)h0 /hH0Λ(hn−1)h0
# Re-synthesize b
(n)
i with the updated annihilating ﬁlter h = h
(n) as:















bi ← b(n)i , h ← h(n).
while the latter is the right-dual convolution matrix associated with T (·)
R(h) =
⎡⎢⎢⎢⎢⎢⎣
hK hK−1 · · · h0 0 · · · 0







0 · · · 0 hK hK−1 · · · h0
⎤⎥⎥⎥⎥⎥⎦
such that
T (b)h = R(h)b, ∀b,h.
This follows from the commutativity of convolution: b ∗ h = h ∗ b. In the spherical case, the
corresponding bi-dimensional operators are similarly deﬁned.
In general, it is challenging to solve (4.15) directly. We use an iterative strategy, building Λ(h)
with the reconstructed h from the previous iteration. By doing this, (4.14) becomes a linearly






where h0 is the random linear constraint deﬁning the feasible set. It is also used as the initizl-
ization of the iterative procedure as was found to to work well in practice [97]. Unlike similar
approaches (e.g. [20]), we do not aim at obtaining a convergent solution of (4.15) but rather
a valid solution such that the reconstructed sinusoidal samples bi-s explain the given measure-
ments up to a certain approximation level (ε2):
∑J
i=1 ‖ai −Gibi‖22 ≤ ε2. Pseudo-code is given
in Algorithm 4.1. Readers are referred to [97] for detailed discussions on the algorithmic details,
e.g., choice of ε, implementation details, etc.
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(a) (b)
Figure 4.2: (a) Average DOA reconstruction error as a function of SNR . Lower is better. (b)
Average number of sources reconstructed for the case of two sources separated by a ﬁxed angle.
4.4 Experiments
In this section, we demonstrate the eﬀectiveness of the proposed algorithm through numerical
simulations and practical experiments. We compare the performance of FRIDA to that of other
wideband algorithms: incoherent MUSIC [116], SRP-PHAT [35], CSSM [127], WAVES [34], and
TOPS [136].
The sampling frequency is ﬁxed at 16 kHz. The narrow-band sub-carriers are extracted by a
256-point short-time Fourier transform (STFT) with a Hanning window and no overlap. We use
a triangular array of 24 microphones. Each edge is 30 cm long and carries 8 microphones. The
spacing of microphones ranges from 8mm to 25 cm. This geometry is that of the Pyramic compact
array designed at EPFL [7] and used to collect the recordings for the practical experiments, see
Fig. 4.4A.
The number of frequency bands used (out of the 128 narrow-bands) is a key parameter for
performance and was tuned for each algorithm. FRIDA, MUSIC and SRP-PHAT use 20 bands,
CSSM and WAVES 10 bands, and TOPS 60 bands. In the synthetic experiments, the source sig-
nals are all white noise to simplify the choice of the sub-bands. For speech recordings, the STFT
bins with the largest power are chosen. All implementation details are in the supplementary
material.
The reconstruction errors are quantiﬁed according to the distance on the unit circle deﬁned
as
dS(ϕ, ϕˆ) = min
s∈{±1}
s (ϕ− ϕˆ) mod 2π. (4.16)













Set 2 Set 1+2Set 1
(b)
Figure 4.3: (a) Pyramic array, a compact microphone array with 48 MEMS microphones
distributed on the edges of a tetrahedron. For the experiments, only the top triangle is used.
(b) Locations of the loudspeakers and microphone array in experiments.
DOA FRIDA MUSIC SRP-PHAT
0◦ −0.5± 0.4◦ 1.6± 0.3◦ 1.4± 0.2◦
5.5◦ 4.6± 0.2◦ −93.9± 41.2◦ −38.1± 8.6◦
Table 4.4: The accuracy of the reconstruction for recordings with sources closely located at 0◦
and 5.5◦. The mean is computed as the logarithm of the average of complex exponentials with
argument given by the reconstruction angle. The second number is the average distance (4.16)
from the sample to the mean.
4.4.1 Inﬂuence of Noise
We study the inﬂuence of noise on the algorithms through numerical simulation. One source
playing white noise is placed at random on the unit circle. The propagation of sound is simu-
lated by applying fractional delay ﬁlters to generate the microphone signals based on the array
geometry. Finally, the algorithms are run with additive white Gaussian noise of variance corre-
sponding to a wide range of SNR . The algorithms are fed with 256 snapshots of 256 samples
each. It should be noted that 256 snapshots correspond to a processing gain of about 24 dB. We
run 500 rounds of Monte-Carlo simulation for each SNR value.
The simulation results in Fig. 4.2A show that FRIDA and MUSIC are the most robust with
a breaking points slightly below −20 dB. Next are SRP-PHAT and TOPS, breaking around 2 dB
and 4 dB higher, respectively. While WAVES initially seems to perform as well as TOPS, it never
reaches zero error. Least resistant to noise is CSSM, breaking down as early as −5 dB. The poor
performance of WAVES and CSSM might be attributed to poor initial estimates of the focusing
frequencies.
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(a) (b)
Figure 4.4: (a) Reconstruction error for the diﬀerent algorithms applied to the recorded speech
signals. (b) Reconstruction of 10 sources from only 9 microphones. The average reconstruction
error is within 2◦.
4.4.2 Resolving Close Sources
Next, we study the minimum angle of separation necessary to resolve distinct sources. We
simulate two sources of white noise at angles ϕ and ϕ+ δ where δ is varied from 90◦ to 2.8◦. The
average error is then computed over ten realizations of the noise for 120 values of ϕ. We mark a
DOA as successfully recovered if the reconstruction error is less than δ/2. This criterion seems
crude for large δ, but for small δ, where performance is critical, it is very stringent. Here again
256 snapshots are used and the SNR is set to 0 dB.
As seen in Fig. 4.2B, we ﬁnd that FRIDA largely outperforms the other algorithms. It
always separates sources located as close as 11.2◦, while the closest contenders, MUSIC and
SRP-PHAT, have diﬃculties for sources closer than 22.5◦. The coherent methods perform worse
than the incoherent ones; they even suﬀer from a lack of precision in estimating a single source.
4.4.3 Experiments on Recorded Signals
Finally, we perform two experiments with recorded data to validate the algorithm in non-ideal,
real-world conditions. In the ﬁrst experiment, the Pyramic array is placed at the center of eight
loudspeakers (Fig. 4.4B, Set 1). All the loudspeakers are between 1.45m and 2.45m away from
the array. Recordings are made with all possible combinations of one, two, and three speakers
playing simultaneously (distinct) speech segments of 3 to 4 seconds duration. Two of the speakers
are located at 5.5◦ of each other to test the resolving power of the algorithms.
The statistics of the reconstruction errors for the diﬀerent algorithms are shown in Fig. 4.4C.
We ﬁnd the coherent methods WAVES and CSSM to perform well for one and two sources,
but break down for three sources. The TOPS method maintains an acceptable but somewhat
imprecise performance for more than one source. FRIDA, MUSIC and SRP-PHAT perform best
with a median error within one degree from the ground truth. Where FRIDA distinguishes itself
from the conventional methods is for closely spaced sources. This is highlighted in Table 4.4
where the average reconstructed DOA for the sources located at 0◦ and 5.5◦ is shown. While all
three methods correctly identify the ﬁrst source, only FRIDA is able to resolve the second.
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The second experiment tests the ability of FRIDA to resolve more sources than microphones
are used. We place ten loudspeakers (Fig. 4.4B, Set 2) around the Pyramic array and record them
simultaneously playing white noise. Then, we discard the signals of all but nine microphones
and run FRIDA. The algorithm successfully reconstructs all DOA within 2◦ of the ground truth,
as shown in Fig. 4.4D. Note that none of the subspace methods can achieve this result. While
SRP-PHAT is not limited in this way, its resolution is lower (its error is ∼ 4◦ on this recording).
4.5 From Direction of Arrival to Blind Sparse Channel Identi-
ﬁcation
The problem of direction of arrival is intimately linked to that of blind sparse channel identi-





αkδ(t− τk − 〈rq/c , pk〉) + tail(t) (4.17)
where tail(t) is the reverberant tail of the RIR. Since the tail is in general not sparse, we do not
attempt to estimate it and lump it with the noise instead. For the sake of intelligibility, we limit
the following discussion to the planar case.
From a geometrical perspective, and based on the image source model [4], the echoes can be
modelled as additional sources, all playing the same signal, but with an attenuation factor and a
delay. Assuming the source and its images have DOA p1, . . . ,pK , then the narrow-band far-ﬁeld
signal (4.4) is modiﬁed





where x˜(ω) is the spectrum of the (unique) source. This signal admits a Fourier series repre-
sentation similar to that of (4.8). By choosing carefully multiple uniformly sampled frequency













Finally, by a small modiﬁcation of (4.9), we obtain a linear mapping between the microphone










Given the linear mapping and the annihilation constraint, it is possible to use the generalized
FRI framework [97] to reconstruct the pairs (pk, τk) and in turn the sparse part of the impulse
response (4.17), up to a global timing constant τ0 due to the unknown random phase of the
original source signal.
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4.6 Conclusion
We introduced FRIDA, a new algorithm for DOA estimation of sound sources. FRIDA relies on
ﬁnite rate of innovation sampling to do so eﬃciently on arbitrary array geometries, avoiding any
costly grid search. Its ability to use wideband signal information makes it robust to many types of
noise and interference. We demonstrate that FRIDA compares favorably to the state-of-the-art,
and clearly outperforms all other algorithms when it comes to resolving close sources. Moreover,
FRIDA is notable for resolving more sources than microphones, as demonstrated experimentally
on recorded signals.
FRIDA suﬀers however from a large computational complexity and it is of practical interest
to improve this aspect of the algorithm. One possible avenue is to replace the exact solution of
linear systems involved in each iteration by an approximation through a few steps of gradient
descent, for example. When dealing with moving sources, it is relevant to investigate if warm
start from a previous estimate of source locations might help convergence.
4.A Proof of Lemma 4.1
Proof.
Let us ﬁrst deﬁne the cross-correlation between two locations p and p′ for source k
Ik(p,p
′, ω) = E [αk(ω)φγ(p− pk)α∗k(ω)φγ(p′ − pk)] = σ2k(ω)φγ(p− pk)φγ(p′ − pk).
Now the triangle inequality gives the following upper bound on the energy Using the convexity
of the squared norm, we obtain the following bound on the energy
E|x˜γ(p, ω)|2 ≤ K
K∑
k=1




We observe that Ik(p,p
′, ω) ≥ 0, and together with ∫
S








′) dp dp′ = σ2k(ω).
Together, these two last facts yield the proof.
Chapter 5
Adaptive Processing:
The Recursive Hessian Sketch*
‘Curiouser and curiouser!’ cried Alice.
Alice’s Adventures in Wonderland
Lewis Carroll
5.1 Introduction
In the ﬁrst three chapters of this thesis we have described classic DSP problems where, loosely
speaking, characteristics of the signal do not change over time. For example, the raking beam-
formers of Chapter 3 are computed assuming a static scene. The real world, however, changes.
Sound sources appear, disappear, are moving over time. It is therefore necessary to adapt the
processing. Naturally, algorithms that adapt to a changing environment are grouped under the
label of adaptive signal processing, a cornerstone of classic statistical signal processing.
Adaptive ﬁlters are a prominent example of such algorithms. In this problem, a known signal
xn is fed into an unknown ﬁlterw
. The output of the ﬁlter is then compared to a desired response
signal dn, also available to the algorithm, but corrupted by noise. Given the driving signal and the
desired response, the algorithm will maintain an estimate of the unknown ﬁlter. At every step, the
output of the estimated ﬁlter is compared to the desired response and the ﬁlter is adjusted to make
the mismatch as small as possible. This framework covers a large number of practical applications
such as system identiﬁcation, echo cancellation, channel equalization, and beamforming [60].
These play a critical role in hands-free telephony, teleconferencing, digital communications, and
many other practical systems. The example of echo cancellation in telephone systems is described
*This chapter is joint work with Martin Vetterli [115].
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in Figure 5.1. Interestingly, the adaptive ﬁlter problem ﬁnds its roots in the training of early
neural networks for classiﬁcation [131]. For an interesting historical perspective on the invention
of adaptive ﬁlters, see [130].
Two adaptive ﬁlters in particular have proved very popular: the least mean squares (LMS) and
the recursive least squares (RLS) algorithms. On the one hand, LMS optimizes the mean squared
error (MSE) using a stochastic gradient descent. On the other hand, RLS solves recursively a
large least squares (LS) problem. While the former enjoys simplicity of implementation, low-
complexity — linear in the ﬁlter length — and good stability properties, it sometimes lacks in
terms of speed of convergence. The latter can oﬀer a greater speed of convergence at the cost
of a computational complexity quadratic in the ﬁlter length. This complexity can be alleviated
to some extent by iterative methods such as conjugate gradient (CG) with clever exploitation of
the data matrix structure [93].
In recent years, random projections have been shown to be an eﬀective tool to reduce the
size of large LS problems. The technique is often referred to as sketching and involves solving
a smaller problem whose equations are random weighted sums of those in the original problem
[18, 41, 103]. Of particular interest is the iterative Hessian sketch (IHS) algorithm proposed by
Pilanci and Wainwright [103]. Unlike other methods, IHS does not sketch the whole problem, but
only the Hessian of the associated quadratic cost function. The particularity of this algorithm is
that the sketching can be iterated to reﬁne the solution produced. With a logarithmic number
of iterations, its solution can be made arbitrarily close to that of the original problem. This is in
contrast with the conventional sketching algorithms that only oﬀer sharp guarantees for the value
of the residual. In a paper building on this initial work, Wang et al. identify the Hessian sketch
as a preconditioned gradient descent algorithm where the preconditioner is obtained by sketching
the Hessian of the LS cost function [128]. They propose in addition to apply the machinery of
conjugate gradient (CG) to obtain an accelerated IHS (AccIHS) algorithm.
The sketching algorithms described so far, including IHS, act globally on the data and are
thus not suitable in the streaming model of computation where each data point cannot be
processed more than once. This model can apply to real-time data where only very small delays
in processing can be tolerated, or to big data where the size of the dataset is simply too large
to be read more than once. Adaptive ﬁlters were created precisely for streaming data and
it is thus of interest to combine them with ideas from sketching. Initial work by Berberidis
et al. pioneered the application of conventional sketching to streaming data with RLS-like
algorithms [14]. Their algorithm adaptively censors input data based on an information criteria
to decrease the complexity of RLS. Nonetheless, by sketching the whole RLS problem, this
method suﬀers from the same limitation as conventional sketching: large censoring leads to
poorer solution approximation.
In this chapter, we propose the recursive Hessian sketch (RHS) algorithm. It is a randomized,
approximate version of the RLS algorithm using ideas from AccIHS to solve the underlying LS
problem recursively. The beneﬁt of this formulation is to allow a reduction in computational
complexity at the cost of some convergence speed, thus bridging the gap between LMS and RLS.
Rather than compute the exact inverse covariance matrix at every step, RHS keeps a sketch of
the inverse Hessian matrix that is updated with probability q at each round. An updated solution
is produced in block fashion at ﬁxed intervals. At every update, a ﬁxed number N of conjugate
gradient iterations using the sketched inverse Hessian matrix as a preconditioner are run and
a new ﬁlter is produced. Parameters N and q control the trade-oﬀ between complexity and
convergence. By using conjugate gradient, our algorithm is guaranteed to converge to the RLS
solution as n grows large. In addition, an asymptotic upper bound on the speed of convergence
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Figure 5.1: Illustration of echo cancellation using an adaptive ﬁlter. The distant speech acts as
a reference signal and the local speech is the corrupting signal. The unknown impulse response
is estimated as ŵ and as much as possible of the ﬁltered distant speech is removed from the
input before sending to the remote speaker. This residual is also used as a feedback to adapt the
current estimate ŵ to possibly changing conditions of the environment.
to the RLS solution is derived under some simplifying assumptions. This upper bound is shown
through numerical experiments to be accurate even down to n in the order of the ﬁlter length
p. For small values of n, we observe however that our initial inverse Hessian sketch can lead to
poorer convergence of CG than with no preconditioning at all. For this situation, we propose a
diﬀerent sketch with better preconditioning properties. This sketch approximates the covariance
matrix of the data as Toeplitz symmetric — a good approximation for natural audio signals. We
further apply a circulant approximation to this Toeplitz matrix to eﬃciently compute its inverse
[27]. The performance of the algorithm with the diﬀerent preconditioners proposed is evaluated
through numerical simulations. Various driving signals are investigated: auto-regressive, moving-
average, or natural music signals. Its performance is shown to be very close to that of vanilla
RLS even with small values of q and N , leading to interesting complexity trade-oﬀs.
The rest of this chapter is organized as follows. Section 5.2 introduces the necessary notation
and background material on adaptive ﬁlters and sketching. Section 5.3 describes the proposed
algorithm while Section 5.4 evaluates its complexity. The convergence of the algorithm is dealt
with in Section 5.5. The results of numerical experiments are presented in Section 5.6. We
conclude in Section 5.7.
5.2 Background
Throughout this chapter we denote all matrices by bold upper case and vectors by bold lower
case letters. The time index is n ∈ N and the Euclidean norm operation is ‖x‖ = (xx)1/2. A
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Table 5.1: Notation
n The time index
p The ﬁlter length
xn The n-th input sample
xn Regression vector xn = [xn, . . . , xn−p+1]
Xn The data matrix Xn = [xn . . . ,x1]

Xn,L A chunk of the data matrix Xn,L = [xn . . . ,xn−L+1]
dn The n-th noisy output sample
dn Vector of noisy outputs dn = [dn, . . . , d1]

dn,L dn,L = [dn, . . . , dn−L+1]
λ The forgetting factor
Λn The exponential weight matrix Λn = diag(1, λ, . . . , λ
n−1)
‖x‖ Euclidean norm ‖x‖ = (xx)1/2
‖x‖A A-norm ‖x‖A = ‖Ax‖
Rn The Auto-correlation matrix in RLS Rn = X

n ΛnXn
bn The cross-correlation vector in RLS bn = X
Λndn
Pn The inverse covariance matrix in RLS Pn = R
−1
n
R˜n, P˜n Sketches of Rn, Pn
N The number of iterations in IHS
q The sketch update probability
summary of the most frequent notation in this chapter is given in Table 5.1.
5.2.1 Adaptive Filters
The adaptive ﬁltering problem aims at ﬁnding an estimator of an unknown ﬁlter w ∈ Rp, of
length p, from a known reference signal xn, and its ﬁltered samples corrupted by noise dn =
(x  h)n + vn, where vn ∼ N (0, σ2v) is additive white Gaussian noise, and  is the discrete
convolution operation. This can be compactly expressed in vector form by deﬁning a vector
containing the last p samples
xn = [xn, xn−1, . . . , xn−p+1],





Then the adaptive ﬁltering problem is mathematically formulated as the repeated optimization
of a well-chosen cost-function,
ŵn = argmin
w
J(w ; dn, . . . , d1, xn, . . . , x1),
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Figure 5.2: Block-diagram of the adaptive ﬁltering problem in the system identiﬁcation setting.
The driving signal xn is ﬁltered through both the unknown system w
 and its current estimate
ŵn. The output from the estimate is compared to the noisy output of the unknown system dn,
the reference signal. The adaptive ﬁlter algorithm then corrects ŵn to minimize the discrepancy.
where ŵn is the estimate of w
 at time n. The choice of the cost function along with the
method for solving the optimization problem deﬁne an adaptive ﬁltering algorithm. The system
is illustrated in Figure 5.2.
Two popular instantiations of adaptive ﬁlters are the LMS and RLS algorithms [60]. These
two algorithms have very distinct philosophies. The LMS ﬁlter ﬁnds the optimal ﬁlter in ex-
pectation. It converges to the Wiener ﬁlter, but without the need of knowing the statistics of
the input signal. Alternatively, RLS follows a data ﬁtting approach by ﬁnding the ﬁlter that
minimizes a weighted mean-squared error between observed inputs and outputs.
Least-Mean Squares
The LMS algorithm takes a stochastic approach to the problem. It tries to ﬁnd a solution optimal
in expectation, much like the classic Wiener ﬁlter, but without the need to know the statistics





One could decide to minimize this quantity by a gradient descent, moving the solution step by
step in the direction of the negative gradient. The gradient of the previous quantity can be
computed analytically
∇JLMS(w) = −E[xn(dn − xnw)],
and this leads to the following update for the ﬁlter estimate at step n+ 1
ŵn+1 = ŵn − μ∇JLMS(ŵn) = ŵ + μE[xn(dn − xn ŵ)],
where μ is the step size. In practice, however, the value of the expectation is not known and
must be estimated from the available signal. The simplest method is to use the point estimate
E[xn(dn − xnw)] ≈ xn(dn − xnw),
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which leads to the LMS update
ŵn+1 = ŵn + μxn(dn − xn ŵn).
The normalized LMS (NLMS) algorithm solves the problem of choosing the value of μ by
using the adaptive step size μ = μ′/(xx). In the absence of noise setting μ′ = 1 leads to the
optimal learning rate [60].
Recursive Least-Squares
In contrast to LMS, the RLS algorithm takes a data ﬁtting approach. The cost function it




λn−i|di − xi w|2 + λnδ‖w‖2,
where λ is an exponential forgetting factor allowing the algorithm to adapt to a time-varying
ﬁlter. The regularization allows the algorithm to produce a solution when n < p, that is fewer
data points than dimensions have been observed1. As more and more data points are observed,
the regularization is exponentially quickly forgotten. This cost function can be compactly written
using matrix formalism
JRLS(w) =
∥∥∥Λ1/2n (Xnw − dn)∥∥∥2 + λnδ‖w‖2, (5.1)
where
Xn = [xn · · ·x1],
dn = [dn, . . . , d1]
,
Λn = diag(1, . . . , λ
n−1).





n ΛnXn + λ
nδIp)
−1Xn Λndn,









These two quantities can be computed recursively from their value at n− 1, wn−1, xn, and dn.
Since Xn = [xn X

n−1]
 and dn = [dn dn−1]
, one can check that
Rn = λRn−1 + xnxn,
bn = λbn−1 + dnxn.
1An alternative solution is to wait until n ≥ p samples have been collected to produce the ﬁrst solution.
5.2 Background 99
The ﬁnal form of the RLS algorithm is obtained by computing the inverse of Rn using the









A little algebra yields the ﬁnal form of the algorithm as described in Algorithm 5.12.
Algorithm 5.1 BlockRLS
Require: λ, δ, P0 = δ
−1Id, w0 = 0
Ensure: wn = argmin
w˜
‖Λ1/2n (Xnw˜ − dn)‖22
for every L new samples do:
Z ← PnXn,L
G ← λ−LZ(Λ−1L + λ−LXn,LZ)−1
wn+L ← wn +G(dn,L −Xn,Lwn)
Pn+L ← λ−L(Pn −GZ)
5.2.2 Least-Squares Sketching
The other element of this work is a method known as sketching used to reduce the size of






where the matrix A is n×p, with n  p, and C is a constraint set. Solving this problem involves
computing the Gram matrix AA which has complexity O(p2n). When n is very large, this
term dominates the computation cost. The sketching method reduces the number of rows by






Note that the Gram matrix computation only requires O(p2m) now. If m is substantially smaller
than n a large computational gain is achieved. Before that can be claimed, two facts should be
established. First, how close is the solution (5.10) to that of (5.9). Second, the cost of multi-
plication by the sketching matrix should not oﬀset the gain in the Gram matrix computation.
These questions are answered by Drineas et al. [41] in details. When S is the fast Johnson-
Lindenstrauss transform [3], they provide the following guarantee.
Theorem 5.1 (Classic LS Sketch [41])
Let x and x˜ be the minimizers of (5.9) and (5.10), respectively, and  ∈ (0, 1). Then, with
probability at least 0.8
‖Ax˜− y‖ ≤ (1 + )‖Ax − y‖.
Furthermore
‖x˜− x‖ ≤ √κ(A)C‖x‖, (5.11)
where κ(A) is the condition number of A and C is a constant that depends on A and y.
2Algorithm 5.1 is block RLS with Xn,L = [xn+L · · ·xn+1] and dn,L = [dn+L, . . . , dn+ 1]. Setting L = 1
yields standard RLS.
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Furthermore, the fast Johnson-Lindenstrauss transform can be applied eﬃciently with a cost
of O(pn log n) for the sketching step. While this algorithm provides tight guarantees on the
optimality of the objective function, the solution approximation bound of (5.11) is plagued by
the condition number of A and other constants. In fact, Pilanci and Wainwright demonstrate
that the solution of (5.10) does not converge to that of the original problem, unless the sketching
dimension m  n, the original problem size [103].
Iterative Hessian Sketch
The iterative Hessian sketch (IHS) is a recently proposed LS sketching algorithm addressing the
shortcomings of the classic sketch as described above [103]. Rather than sketching the whole






The Hessian sketch is then obtained by sketching only the quadratic term (the Hessian), rather






Compared to the classic sketch, the Hessian sketch has the nice property that it can be iterated
to obtain ever more precise reﬁnements of the solution. This iterative process is the iterative
Hessian sketch (IHS) algorithm. In the rest of this chapter, we only consider the unconstrained
case, i.e. C = Rd, and the IHS algorithm reduces to the following iterative process
x̂i = x̂i−1 + (ASi SiA)
−1A (y −Axi−1) , i = 1, . . . , N,
where x̂0 = 0 and {Si ∈ Rm×n}Ni=1, m ≤ n, are sketching matrices drawn independently at
random. Sketching matrices can be, for example, matrices with normal iid entries, the fast
Johnson-Lindenstrauss transform [3], or a matrix sampling the rows of A at random. Their key
property is to preserve the norms of the columns of A up to some controlled distortion. They
must satisfy E[SS] = In. The convergence of the method for unconstrained LS problems is
formulated in Corollary 2 of [103].
Proposition 5.1 (Corollary 2 in [103])
Let xLS be the LS solution to (5.9). For some ρ ∈ (0, 1/2), suppose we run the IHS for









iterations using m = c0ρ2 p projections per round. Then the output x̂N satisﬁes the bounds





A recent publication by Wang et al. [128] shed some light on the nature of IHS by recognizing
it as a form of preconditioned gradient descent algorithm. In the same work, it is also noted
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that the method can in fact diverge when the conditions on the sketching dimension outlined in
the proposition above are not met. They remedy to this situation by applying the machinery of
Conjugate Gradient (CG) to IHS. The resulting Accelerated IHS (AccIHS) algorithm is faster,
requiring less iterations to reach the same precision as IHS, always convergent, and has the same
overall complexity.
5.3 The Recursive Hessian Sketch Algorithm
The idea of the recursive Hessian sketch (RHS) is to apply the ideas of Hessian sketching to solve
(5.1) recursively as new data streams in. Motivated by insights of Wang et al. [128], we describe
a general algorithm that solves the RLS system using CG, then we propose two randomized
preconditioners to improve the convergence rate of CG. The preconditioners are obtained by
sketching the Hessian of (5.1).
The algorithm proposed is a block update algorithm. A new ﬁlter estimate is produced once
for every block of L successive samples. At time n, the RLS solution is obtained by solving the
system Rnw = bn, as described in Section 5.2.1. In conventional RLS, this system is solved
exactly by inversion of Rn. Instead, we will solve this system approximately by running a ﬁxed
number of N iterations of CG. The speed of convergence of CG applied to this minimization can
be improved by starting from the previous estimate of the ﬁlter ŵn−1 and adding a preconditioner
P˜n. The modiﬁed linear system is
P˜nRn(w + ŵn−1) = P˜nbn.
The CG algorithm will then take N steps starting from ŵn−1 in directions p1, . . . ,pN satisfying
the conjugate condition
pi P˜nRnpj = 0, ∀i = j.
The new ﬁlter estimate produced is thus ŵn = ŵn−1 +
∑N
i=1 pi. The resulting algorithm is
described in Algorithm 5.2. In the simplest case, we can choose P˜ = Ip, i.e. CG without precon-
ditioning. This will serve as a base line when evaluating the performance of the preconditioners.
According to CG convergence results, the convergence speed of this algorithm depends on the
condition number κ(P˜nR˜n) which we analyze in Section 5.5.
Unlike classic RLS, RHS needs to keep track of the forward matrix Rn, in addition to the
sketches P˜ ’s and the right-hand side bn. Fortunately, this can be done eﬃciently for blocks
of ﬁxed size B = O(d) using the Toeplitz matrix-vector multiplication algorithm described in
Appendix 5.B.
5.3.1 Row Sampling Preconditioner
On can recover conventional RLS from RHS by usingR−1n as preconditioner. Then, CG converges
in exactly one iteration. It is however costly to computeR−1n exactly. Adopting a stochastic point
of view, Rn is nothing but an estimate of the covariance matrix of the process xn. Intuitively, it
would then make sense that we would not lose much by using a diﬀerent estimate of the inverse
covariance matrix, one requiring less computations, as a preconditioner. A very simple idea is to
use less data points to construct our estimate of the inverse covariance matrix. In fact, we will
construct our ﬁrst preconditioner by including new data in the estimate with probability q.
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Algorithm 5.2 Recursive Hessian Sketch (RHS)
Require: λ, δ, N , q, R = δId, ŵ, b = 0, L
Ensure: w = argmin
w˜
‖Λ1/2n (Xnw˜ − dn)‖22
// Update covariance and cross-covariance




// Update the preconditioner
P˜ ← update preconditioner(P˜ ,xn)
// Run CG iterations
if n mod L = 0 then
r ← −(b−Rŵ)
p ← 0
for i = 1, . . . , N do
// Apply preconditioner
u ← P˜ir
// Compute conjugate direction
β ← ru‖r‖2




r ← r + αv
ŵ ← ŵ + αp
end for
end if
Algorithm 5.3 update preconditioner (Row Sampling)
Require: P˜ , xn, q, λ, kp = 0
Ensure: Preconditioner P˜ is updated with new data xn
// Random update of inverse sketched matrices
Draw at random b
iid∼ Bernoulli(q)
if b = 1 then
// The time since previous update
C ← n− kp
kp ← n
// Rank-1 update of the inverse
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This preconditioner can be built eﬃciently using the same type of rank-1 updates as RLS.
The construction is most easily described by multiplying the data matrix Xn by a diagonal











0 w.p. 1− q . (5.12)




= I. Assuming L samples










= q−1xx + λLR˜n−L,







qλL + xn P˜n−Lxn
)
. (5.15)
Algorithmically, this can be implemented in the following way. For every new sample received, a
Bernoulli random variable b ∼ bern(q) is drawn independently. Then, if b = 1, we update the P˜
according to (5.15), otherwise we do nothing. Pseudocode for the row sampling preconditioner
update is given in Algorithm 5.3.
As mentioned earlier, a good estimate of the inverse covariance matrix of the process xn
would make a good preconditioner. We conﬁrm this intuition in Section 5.5 where we analyze the
convergence of Algorithm 5.2 with this preconditioner. While behaving very well asymptotically,
when very few data is available at the beginning of the algorithm, the estimator built here can
be rather poor and degrade convergence. To mitigate this, we develop in the next section a
preconditioner that is good right from the start.
5.3.2 Circulant Preconditioner
A weakness of the row sampling preconditioner is that if no regularization is used (i.e. δ = 0),
it needs at least p updates to attain full rank. Even when δ = 0, the λn term means that the
inﬂuence of regularization decreases as the algorithm progress, and if q is not large enough, this
could lead to a large condition number and imperil the fast convergence of CG.
A solution is to constrain the covariance to a special form where a well conditioned estimator
is available right from the beginning. When xn is a real-valued wide sense stationary (WSS)
process, its covariance matrix is Toeplitz symmetric,
R =
⎛⎜⎜⎜⎜⎜⎝
r0 r1 · · · rp−1





rp−1 rp−2 · · · r0
⎞⎟⎟⎟⎟⎟⎠ ,
where rk = E [xnxn+k] is the auto-correlation of the process. We know that an eﬀective precon-
ditioner should be close to the inverse covariance matrix of the process. We can thus exploit the
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Algorithm 5.4 update preconditioner (Circulant)
Require: P˜ , xn, q, λ, kp = 0, r = [δ, 0, . . . , 0]

Ensure: Preconditioner P˜ is updated with new data xn
// Random update of inverse sketched matrices
Draw at random b
iid∼ Bernoulli(q)
if b = 1 then
// The time since previous update
C ← n− kp
kp ← n
// Estimate auto-correlation
for i = 0, . . . , p− 1 do





for i = 0, . . . , p− 1 do
ci ← irp−i+(p−i)rip
end for
// Compute the inverse
P˜ ← Circulant(iFFT(1/FFT(c)))
end if
structure to ﬁnd a better preconditioner in the beginning of the algorithm. Ideally this precon-
ditioner would be both close to the inverse covariance matrix and computationally eﬃcient.







xixi+k, k = 0, . . . , p− 1,
which we write as the vector rn = [rn[0], . . . , rn[p − 1]]. Adding the forgetting factor and the







and the sketched covariance matrix R˜n is formed by constructing a Toeplitz matrix from r˜n.
The crux here is that the algorithm requires P˜n = R˜
−1, and thus an eﬃcient inversion
method is needed. Luckily, Toeplitz matrices are well-approximated by circulant matrices. Cir-
culant matrices have the nice property to diagonalized by the DFT matrix, and thus a fast
inversion algorithm using the FFT exists. The optimal circulant approximation of R in the
Froebenius norm can be readily computed [27]. It is the circulant matrix C˜ with ﬁrst column
c˜ = [c˜1, . . . , c˜p−1] with
c˜i =
ir˜p−i + (p− i)r˜i
p
.
The product C˜−1v can now be computed eﬃciently by taking the FFTs of v and c˜, dividing
element wise the former by the latter, and computing the iFFT of the result.
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Figure 5.3: The shaded areas indicate where RHS has lower complexity than block RLS for
various values of d.
5.4 Complexity Analysis
RHS is a block update algorithm. In general, performing block updates allows some computa-
tional gain compared to updating at every sample. For this reason, we compare the complexity of
RHS to that of the block RLS described in Algorithm 5.1. Although block RLS only updates the
ﬁlter every L sample, its output is exactly that of conventional RLS at the corresponding sample.
The main advantage of block update is to make use of fast multiplication by Xn,L. Since it is an
L× p Hankel matrix, multiplying a vector by Xn,L, or its transpose, has complexity O(L log p).
This can be done by ﬂipping upside-down the rows to obtain a Toeplitz matrix, take its circulant
extension and use the FFT algorithm to compute the product. See Appendix 5.B for the details.
For the comparison, we only establish an approximate count of operations. This is justiﬁed
for several reasons. First, both algorithms use the same primitives, that is matrix-vector and
matrix-matrix products as well as FFT, and thus the big-O constants should be approximately
the same for both algorithms. Second, the exact runtime of these primitives is highly dependent
on the implementation and the architecture of the machine used. Our goal here is to show that
there is an interesting regime for the RHS algorithm.
Let us start with the Block RLS complexity. Counting from Algorithm 5.1 and dividing by
the block size L, we obtain
CRLS = O
(





where p is the dimension of the ﬁlter. We assumed a naive algorithm for the multiplication by
non-Toeplitz matrices. Notice the quadratic term in p, independent of the block size. This means
that the asymptotic complexity of block RLS is identical to that of conventional RLS.
We can do a similar count for Algorithm 5.2 with the row sampling preconditioner described in
Algorithm 5.3. Since the algorithm is not deterministic, we will use the average complexity. When
the number of samples is large, the actual complexity should be very close to its expectation. Let
us ﬁrst compute the update probability p. At each round, at least one of the sketching matrices
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is updated with probability q. By choosing the block size to be O(q−1), the inverse sketch matrix
will be updated on average once between two ﬁlter updates. Adding the N iterations of CG run
once per block, we obtain the following average complexity per sample
CRHS = O
(
q(4p2 + 2p) + q((2N + 1)p2 + (11N + 1)p) + (p+ 1) log p+ 2p
)
.
Figure 5.3 shows regions of the (N, q) space where RHS has a lower computational complexity
than block RLS. For RLS, we chose the block size L minimizing (5.16). We observe that even
for large ﬁlter lengths p there are signiﬁcant regions where a gain can be obtained. In the
following section, numerical experiments will reveal that these regions are compatible with a fast
convergence rate.
5.5 Convergence Analysis of Accelerated RHS
In this section, we present an analysis of the convergence of Algorithm 5.2 with row sampling
preconditioner. Contrary to the analysis of IHS [103] and AccIHS [128] algorithms, we base the
analysis on stochastic properties of the input data. In our case, the simplicity of the sketching
procedure cannot ensure success for arbitrary data matrix X. To see this, imagine that X is full
rank, but has a large subset of linearly dependent rows. In a worst case scenario, the sketched
matrix could be rank deﬁcient, and thus not invertible.
The proposed algorithm approximates the RLS procedure by running a few iterations of
CG with a preconditioner built by sketching and inverting the data matrix. as described in the
previous section. While it is clear that CG will always converge given suﬃciently many iterations
are run, we would like to have extra guarantees on the rate of convergence. In particular, we
would like to ensure that a few iterations is suﬃcient for fast convergence. We are able to analyze
the rate of convergence under some restrictions on the parameters of the algorithm. To simplify
the analysis, we make the following assumptions.
A1 The forgetting factor is λ = 13
A2 The rows of X are independently drawn from a normal distribution, that is xn
iid∼ N (0,Σ),
where Σ ∈ Rp×p is the covariance matrix of the process
The ﬁrst assumption is made because the exponential weighting matrix makes the spectral struc-
ture of the data matrix diﬃcult to analyze. The second assumption will allow us to make use of
the Marcˇenko-Pastur law, a powerful theorem on the eigenstructure of large random matrices.
In the algorithm described in the previous section, the data matrix X has a shift structure and
its rows are thus not independent. While the assumption is thus violated by the shift structure
of the RLS data matrix, the numerical experiments from Section 5.6 conﬁrm that this is not a
problem in practice.
Under these assumptions, we are able to upper bound the convergence rate of Algorithm 5.2
to the RLS solution. Interestingly, the upper bound does not depend on the original correlation
in the data, but only on the problem dimensions n and p, and the algorithm parameters q and δ.
3This corresponds to the so-called growing window RLS algorithm [60].
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Theorem 5.2 (Convergence of RHS with Row Sampling Preconditoner)
Let xi
iid∼ N (0,Σ), i = 1, . . . , n, be independent vectors drawn from a normal distribution and
stacked in the data matrixX = [xn, . . . ,x1]
. Letm rows ofX be selected for inclusion in the
sketch and let q = m/n. Then, as n goes to inﬁnity, the solution produced by Algorithm 5.2
run for N iterations of CG with the row sampling preconditioner of Algorithm 5.3, λ = 1 and
regularization parameter δ satisﬁes
‖wRLSn −wRHSn ‖X ≤ 2
(√
κ(n, p, q, δ)− 1√




κ(n, p, q, δ) =




































The proof of the theorem is given in Appendix 5.A. While the bound holds for asymptotically
large values of n, we have run numerical experiments to verify its behavior in practice. Figure 5.4







as n increases for diﬀerent signal models and choices of the preconditioner P˜ . We compare the
two preconditioners proposed, row sampling and circulant, to using no preconditioner at all, or
using the true inverse covariance matrix. We also compare independent regression vectors to
generating the matrix X with the shift structure of the RLS algorithm. Figure 5.4 shows the
evolution of the average of ρ for 50 realization of the data matrix according to four diﬀerent
signal models. We make several observations from the result of this experiment.
First, an obvious observation is that the structure of the covariance matrix is important. For a
forward matrix close to identity, as is the case for white noise or moving average order 1 (MA(1))
driving signals, a larger number of rows needs to be added to the row sampling preconditioner
before it becomes better than running the algorithm with no preconditioning. On the other
hand, when the inverse matrix is close to a diagonal one, as is the case for auto-regressive order 1
(AR(1)) process, for example, then the advantage of preconditioning is signiﬁcant. Secondly, in
the experiment, the circulant preconditioner is on the one hand more eﬀective in the beginning
of the algorithm than the row sampling preconditioner. But, on the other hand, its eﬀectiveness
does not improve as n grows large, likely due to the circulant approximation involved. The row
sampling preconditioner does not suﬀer from this trouble and ρ is guaranteed by the upper bound
to asymptotically go to zero with n. Finally, we compare using iid regression vectors with the
shift structure. For the ARMA type of signals used in the experiment, we observe that there
is little diﬀerence in the value of ρ between the two. This is good news and we’ll be further
reassured when we’ll observe the algorithm working well in numerical experiments in the next
section.
As a ﬁnal remark, observe that the theorem above holds for a deterministic number of sampled































for diﬀerent signal models. The ﬁlter
length is p = 200, the row update probability q = 0.01, and the regularization term δ = 10. The
lines from darker to lighter correspond to no preconditioner, row-sampling preconditioner, cir-
culant preconditioner, and preconditioning with the true inverse covariance matrix, respectively.
For the solid lines, the regression vectors were drawn independently at random from normal
distributions with symmetric Toeplitz covariance matrices corresponding to White noise, moving
average order 1, auto-regressive order 1, and moving average order 20. The processes coeﬃcients
are listed in Table 5.2. The long dashed lines were obtained by generating the above processes
and creating the data matrix with shift structure of RLS. The short dashed line is the upper
bound of Theorem 5.2.
rows m. Algorithm 5.3 however selects rows with probability q, and thus the number of rows is a
sum of Bernoulli random variablesm =
∑
bi. This number becomes however tightly concentrated
around its mean when n is large. By a straightforward application of Hoeﬀding’s inequality, we
ﬁnd that
P {|m− Em| ≥ n} ≤ 2e−2n2 .
5.6 Numerical Experiments
In this section we assess the practical performance of the proposed algorithm and compare it
to that of the NLMS and RLS algorithms. In the ﬁrst experiment, four driving signals xn are
used, unit variance white noise, an MA(1), an AR(1), and an MA(19) process. The moving
average and autoregressive processes are generated by ﬁltering white noise with rational ﬁlters
whose coeﬃcients are given in Table 5.2. The unknown ﬁlter w is sampled uniformly at random
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Figure 5.5: Evaluation of the MSE over time averaged over 1000 realizations of an adaptive
ﬁlter of length p = 100, 200, 500, from left to right. The driving signals xn are, from top to
bottom, white noise, MA(1), AR(1), and MA(19) processes. The short and long dashed lines are
NLMS and RLS, respectively. The solid lines are for Algorithm 5.2 with no preconditioner, row
sampling, and circulant preconditioners (from darker to lighter tone) with N = 5 and q = 0.005.
The SNR is ﬁxed to 20 dB, the NLMS step size is μ = 0.5, the regularization term is δ = 10, and
the forgetting factor is ﬁxed to λ = 0.9999.
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AR(1) 1, -0.95
MA(1) 1, 0.7
MA(20) -1.042, -1.487, -2.631, -1.214, -1.492, -0.564, -1.230, -0.586, -1.018, -0.910,
-0.499, -0.578, -0.669, 0.314, -0.062, -0.623, 0.075, 0.665, 0.256, -0.112
Table 5.2: Coeﬃcients of the AR and MA processes used as driving signals in the numerical
experiments. These are the coeﬃcients of the denominator (AR) or numerator (MA) of a rational
ﬁlter.
















Figure 5.6: Evaluation of the convergence in a practical scenario. The driving signal is a piece
of music with very non-stationary statistics sampled at 8 kHz. Its spectrogram is displayed on
the top left corner with frequency on the y-axis going from 0 up to 4 kHz. The ﬁlter is the
simulated impulse response of a 4 × 5 meters rectangular 2D room (bottom left). It is 1000
samples long. The convergence of Algorithm 5.2 with no preconditioner, row-sampling, and
circulant preconditioners is compared to that of NLMS and RLS on the right. The parameters
are set to λ = 0.99995, δ = 10, N = 10 and q = 0.005. The NLMS step size is set to μ = 0.5.
from the sphere Sp−1 with p = 100, 200, 500. The reference signal dn is generated by convolving
xn with w
 and adding white Gaussian noise such that the signal-to-noise ratio (SNR ) is 20
dB. For RLS and RHS, the regularization parameter and forgetting factor are ﬁxed to δ = 10
and λ = 0.9999. The step size for NLMS is ﬁxed to μ = 0.5. This step size was picked to
balance speed of convergence and residual error. Two experiments are done with the parameters
of RHS. Finally, we run Algorithm 5.2 with no preconditioning, row sampling preconditioner,
and circulant preconditioner. The sketching parameters for the two preconditioners are set to
q = 0.005 and N = 5.
In Figure 5.5, the evolution of the MSE over time averaged over 1000 realizations of the
adaptive algorithms is plotted for all conﬁgurations just described. As expected, RLS has the
fastest convergence and lowest residual error. We observe that Algorithm 5.2 with circulant
preconditioning oﬀers the next best performance with the fastest convergence, close to that of
RLS, in all cases. The row sampling preconditioning however does not seem to perform so well
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unless the inverse covariance matrix is close to a diagonal matrix, as is the case for the AR(1)
signal. Without a preconditioner, the algorithm seems to converge reasonnably fast when the
covariance matrix is close to diagonal, as is the case for White noise and the MA processes. In all
cases investigated but p = 100 for AR(1), Algorithm 5.2 converges at rate on par, or faster than
NLMS. Increasing the number of iterations N would naturally increase the convergence rate, but
it is kept low on purpose to demonstrate that even in that case fast convergence is possible.
In the second experiment, we use a piece of music 4 sampled at 8 kHz as driving signal. The
unknown ﬁlter w is the synthetically generated impulse response of a rectangular mid-sized
room long of p = 1000 samples and normalized to have unit norm. The SNR is set again to 20
dB. The regularization parameter and forgetting factor are δ = 10 and λ = 0.99995. The NLMS
and RLS parameters are as before. The sketching parameters are set to q = 0.005 and N = 10.
The spectrogram of the driving signal and the impulse response of w are displayed along with
the convergence curves for the algorithms in Figure 5.6.
In this practical case RLS really demonstrate its superiority in terms of convergence compared
to NLMS. While RLS converges to less than 10−1 relative error in less than a second, NLMS
lingers above that even after ﬁve times as much time has passed. Again, Algorithm 5.2 with the
circulant preconditioner is almost as fast as RLS itself, fully catching up after 2 seconds. Next,
the row sampling preconditioner surprisingly performs better, relative to the other algorithms,
than in the ﬁrst experiment with the synthetic driving signals. While it doesn’t catch up to RLS
within the 5 seconds investigated, its convergence rate is signiﬁcantly faster than NLMS. Finally,
without any preconditioning, the convergence is only marginally faster than that of NLMS.
Indeed, in such a practical scenario, we cannot expect the covariance matrix or its inverse to be
close to a diagonal matrix. Hence the need for a good preconditioner to ensure fast convergence.
5.7 Conclusion
Inspired by recent advances in sketching for solving least squares problems, we proposed the
recursive Hessian sketch (RHS), a new adaptive ﬁltering algorithm solving the same exponen-
tially weighted least squares problem as the conventional RLS but in an approximate way. The
algorithm does so by running a few iterations of conjugate gradient. The sketched Hessian, after
inversion, serves as a preconditioner that accelerates the convergence to the RLS solution. We
propose two diﬀerent preconditioners. The ﬁrst one simply uses a subset of the rows of the data
matrix chosen at random to build the sketch. The preconditioner is updated eﬃciently using
the matrix inversion lemma for rank one updates. The second preconditioner adds Toeplitz
symmetric constraints, suitable for audio signals, to the covariance matrix estimation and uses
a circulant approximation to perform the inversion eﬃciently.
The convergence of CG using the row sampling preconditioner is analyzed and a bound for the
convergence rate is given. Nevertheless, as demonstrated in this analysis and through numerical
simulation, this simple row sampling scheme might lead to poor convergence in the beginning
of the algorithm. While we do not give a theoretical analysis of the circulant preconditioner,
numerical simulations shows it consistently performs well.
Two parameters, the number of CG iterations N and the update probability q, control the
computational complexity and the convergence of the algorithm. We found that there are in-
teresting operating points where the computational complexity is lower than that of RLS while
4The piece is a ﬁve seconds extract form Vacation by Katsuhiro Nagasawa, https://soundcloud.com/
katsuhiro-nagasawa/vacation, CC-BY 3.0.
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maintaining a fast convergence and low residual error. This was demonstrated through numerical
experiments for a large number of combinations of parameters and driving signals. For natural
signals, a piece of music, and an unknown ﬁlter of a thousand taps, the circulant preconditioner
shows a performance close to that of RLS for very modest value of N and q.
There are several points of interest left to explore. First, it would be necessary to give bounds
for the convergence of the algorithm with the circulant preconditioner. Furthermore, the bound
developed in this work is a local bound at the current iteration. It does not translate to an
explicit bound on the convergence rate to the unknown ﬁlter, only to the RLS solution. Having
global convergence bounds for both preconditioner would be very valuable. Another aspect that
is worth exploring is the behavior of the algorithm in a dynamic setting, i.e. where the unknown
ﬁlter is slowly changing over time. It is well-known that RLS does not track very well such
changing ﬁlter and it would be interesting to investigate if sketching might help in this situation.
Finally, the algorithm does not consider the data when deciding to update the sketch. Using
instead a criterion based on the novelty of the data observed could signiﬁcantly improve the
properties of the algorithm.
5.A Proof of Theorem Theorem 5.2
Unlike the original papers [103] [128], we adopt an analysis based on the stochasticity of the
matrix X. The random sketching will select m = qn rows to include in the sketch. Since the
order of the rows do not matter, we can group all m selected rows in matrix Xs and move them
to the top of X. Let us call Xns the matrix formed by the non-selected rows, the bottom n−m
















where q = mn . In Algorithm 5.3, Rs is used as a preconditioner for CG. By classic preconditioned
CG analysis [117], after N steps, the residual is bounded above as




κ(R−1s R) + 1
⎞⎠N ‖ŵRLS‖X ,
where κ(·) is the condition number. We will now proceed to analyze the behavior of the condition
number under assumption A2. First, let us study the product R−1s R of the inverse sketch with
the sample autocorrelation matrix
R−1s R = R
−1
s (qRs + (1− q)Rns) = qI + (1− q)R−1s Rns. (5.17)
Now, consider the eigenvalue decomposition of the covariance matrix Σ = V DV . It is possible
to express the rows of the data matrix as xi = V D
1/2yi where y ∼ N (0, Ip). We can similarly
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,
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and notice that Rs = V D
1/2R̂sD
1/2V , and we deﬁne Rns similarly. By expanding Rs and
Rns using the eigenvalue decomposition in (5.17) we obtain
R−1s R = qI + (1− q)V D−1/2R̂−1s R̂nsD1/2V .
Similar matrices share the same eigenvalues, that is λ(P−1AP ) = λ(A) for some invertible P .
Thus, the condition number of the expression can be written
κ(R−1s R) =








At this point, a few remarks are in order. First, the condition number (5.18) does not depend on
the covariance Σ of xi anymore. Second, the matrices R̂s and R̂ns are the (regularized) sample
covariance matrices of two disjoint sets of independent unit variance normally distributed random
vectors, yi ∼ N (0, Ip). The asymptotic distribution of eigenvalues of such matrices is described
by the Marcˇenko-Pastur law [83]. For a friendly introduction to the topic, see Couillet and
Debbah [32].
Theorem 5.3 (Marcˇenko-Pastur Law [83])
Let X ∈ Rn×p have independent normally distributed entries, i.e. (X)i,j iid∼ N (0, Ip). Let the
aspect ratio converge to a positive constant, that is limn→∞ p/n = c. Then, the eigenvalues
λ of 1nX
X have distribution




where δ is the Dirac delta function and a and b are deﬁned as
a = (1−√c)2, and b = (1 +√c)2. (5.19)
While we could compute explicitly the distribution of the eigenvalues of R̂−1s R̂ns using this
result, it is enough in our case to bound the eigenvalues. Since the eigenvalues are contained






























By putting these inequalities together, and using the fact
λmin(R̂
−1
s )λmin(R̂ns) ≤ λmin(R̂−1s R̂ns) ≤ λmax(R̂−1s R̂ns) ≤ λmax(R̂−1s )λmax(R̂ns)
we obtain the following upper bound on the condition number
κ(R−1s R) ≤
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5.B Fast Matrix-Vector Products for Structured Matrices
In this appendix, we describe algorithms to quickly compute the product of a Toeplitz (or Hankel)
matrix T ∈ Rr×c with a generic vector v ∈ Rc. The algorithms described make use of the fact
that a Toeplitz matrix can be embedded in a circulant matrix, which is diagonalized by the
discrete Fourier transform matrix. This algorithm is also described, albeit in less details, by
Chan and Ng [26].
Let T have left-most column c = [t0, t1, . . . , tr−1], and top-most row r = [t0, tr+c−1, tr+c−2, . . . , tr].
It is possible to construct an (r + c− 1)× (r + c− 1) circulant matrix C with left-most column
t = [t0, t1, . . . , tr+c−1]
and such that T is embedded in its top left corner,
C =
⎡⎣T · · ·... . . .
⎤⎦ .
Now since circulant are diagonalized by the DFT matrix F ∈ CN×N , with (F )k,n = e−j2π knN , we
can factorize C as
C = F HDF ,
where D = diag(tˆ), and tˆ = Ft is the DFT of t.
The procedure to compute the product of the Toeplitz matrix T with a vector v is straight-
forward and can be found from the factorization above and appropriate zero padding⎡⎣Tv...
⎤⎦ = Cv˜ = F HDFv˜,
where v˜ is the vector v padded with zeros to the correct length. Now the algorithm simply
consists in taking the matrix-vector product successively from right to left. This can be done
eﬃciently using the FFT algorithm.
1. Compute vˆ = F v˜ using FFT
2. Compute tˆ = Ft using FFT
3. Compute the element-wise product of vˆ and tˆ
4. Apply the iFFT to the resulting vector and discard the r − 1 trailing elements
The complexity of this procedure is that of three FFTs of size r + c − 1 and one element-wise
vector multiplication of the same size, that is O((r+ c− 1) log(r+ c− 1). It is possible to reﬁne
the analysis for the case where one of r or c is much larger than the other. In that case, we can
split the T matrix into B approximately square blocks, for example when c  r,
Tv =
[
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can be eﬃciently computed in O(c log r). Note the slight abuse of notation where the last equality













and the complexity is O(r log c).
If instead we multiply by a Hankel matrixH, we can still use the same algorithm. By reversing
the orders of the rows of H, we obtain a Toeplitz matrix to which we apply the algorithm just
described. Then we just reverse the order of the elements of the vector obtained to get the result
of the multiplication by H.

Chapter 6
Tools and Methods for Reproducible
Research in Computational
Acoustics*
Alice thought she had never seen such a curious
croquet-ground in her life; it was all ridges and
furrows; the balls were live hedgehogs, the
mallets live ﬂamingoes, and the soldiers had to
double themselves up and to stand on their
hands and feet, to make the arches.
Alice’s Adventures in Wonderland
Lewis Carroll
6.1 Introduction
Scholarly literature is the most prominent and visible product of the research activity. Nev-
ertheless, the process leading from idea to scientiﬁc discovery generates a number of artifacts
just as important. To understand this, let us follow a scientist through his research endeavor.
First, he chooses a question he ﬁnds intriguing and deems worth investigating. He then embarks
on a journey to ﬁnd the answer by a rigorous application of the scientiﬁc method. He makes
*Pyroomacoustics is a collaborative work with Ivan Dokmanic´, Sidney Barthe, and Eric Bezzam [10, 39, 112].
The printed circuit board design of the Pyramic array is the work of Francisco Rojo and Rene´ Beuchat while the
FPGA core was developed by Juan Azcarreta Ortiz and Corentin Ferry [7, 43]. The browser based interface is
the work of Basile Bruneau [22].
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some hypothesis, and designs one or more experiments to refute or conﬁrm it. Let us assume the
experiment leads to fruitful results, yielding an interesting answer to the initial question. At that
point, the answer obtained is just a collection of numbers and newly found understanding in our
scientist’s mind. To bring this new piece of knowledge into the human repository of knowledge,
it needs to be turned into scholarly literature — the translation of scientiﬁc ideas into narratives.




• instrumentation and hardware,
• simulation software,
• data processing software.
The scientiﬁc discovery process just described above is fraught with pitfalls and challenges and
the accepted method to root error out of Science is for other researchers to reproduce and,
possibly, extend the results obtained. Attempting this without knowledge of the experimental
protocol, for example, would be an arduous and frustrating task.
There has been in the past few years growing concern that a large number of scientiﬁc results
can simply not be reproduced just for this reason. As noted by Munafo` et al. in A manifesto for
reproducible science
Very little of the research process (for example, study protocols, analysis workﬂows,
peer review) is accessible because, historically, there have been few opportunities to
make it accessible even if one wanted to do so. [90]
Contrary to this historical reality, we believe that the means to achieve reproducibility might be
within our reach.
The work presented in the four previous chapters is characteristic of the plurality of research
outputs. The code base created to obtain the results in this thesis is just short of 30000 lines of
code, as illustrated in Figure 6.1. It includes the simulation code for each chapter, a standalone
package for the generation of room impulse responses (RIR), a number of reference implementa-
tions of algorithms. In addition, two microphone arrays were constructed and used for practical
experiments. In this chapter, we ﬁrst present the software package as well as the microphone
arrays. Then we outline a few ideas to improve the situation concerning reproducible research.
6.2 Software: The Pyroomacoustics Package
While working on the acoustic rake receivers of Chapter 3, it was necessary to evaluate the
performance of the beamformer designs produced. The gold standard for such evaluation is to
design and carry out an experiment in a controlled environment with a real microphone array
and careful calibration of the locations of all sound sources. The time and eﬀort needed to setup
these experiments naturally limit the number of replications of the experiments and the range
of parameters that can be explored. In the exploratory phase of research, numerical simulation
is an attractive alternative. It allows to quickly test and iterate a large number of ideas. In






















Figure 6.1: The evolution of the number of lines of code for each of the sub-projects making
up this thesis.
addition it allows to ﬁnely tune parameters for the algorithm before going to experiments on real
data.
The prerequisite for a simulation to yield useful information is that it models accurately
enough real conditions to provide useful insights. In room acoustics, simulation based on the
image source model has been used extensively for this purpose and has well-known strength and
weaknesses [4]. This model replaces reﬂections on walls by virtual sources playing the same
sound as the original source and builds RIR from the corresponding delays and attenuations. Its
main advantage is its simplicity. The model is accurate only as long as the wavelength of the
sound is small relative to the size of the reﬂectors, that it assumes to be uniformly absorbing
across frequencies. The model applies to polyhedral rooms in two and three dimensions, convex
and non-convex [17].
Our wishlist for an RIR generator is: aﬀordable, open source, and ﬂexible. A number of
generators are available, and most if not all are shared online free of charge. For example the
popular generator from Emanue¨l Habets [55]. Unfortunately, none allow room shapes other than
rectangular. Furthermore, most rely on MATLAB, which is widely used in the signal processing
community, but whose price means that it might not be available to some students or institutions
with limited ﬁnancial resources. In addition, its restrictive licensing makes it diﬃcult to use in
some situations. For example to run large scale simulation on a distributed computing cluster.
Faced by the limitations of available RIR generators, we decided to develop our own gen-
erator. We chose to develop the project in the Python language. Python is open source and
available for free. It is a modern object oriented language that values readability ﬁrst. It is
suitable for scientiﬁc computations and includes interfaces to standard high performance linear
algebra libraries such a the linear algebra package (LAPACK), the basic linear algebra subroutine
(BLAS), or the Intel math kernel library (MKL) [96]. The popularity of Python being not limited
to the science and engineering community means that a variety of package and extensions are
available for tasks from database access to web server, making it easy to integrate scientiﬁc code
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(a) The room (b) The RIRs
Figure 6.2: (a) An example of a non-convex room containing one source and two microphones
with the ﬁrst order images drawn. (b) The two RIR between the source and the microphones
produced by pyroomacoustics. Both ﬁgures were produced by the code from Listing 6.1.
in applications. For example creating an online demonstration website for a research project.
6.2.1 Structure
One of the goals of Pyroomacoustics is to exploit the object oriented features of python to create
a clean and intuitive interface for room acoustics simulation. This in turn allows to easily write
very clear simulation scripts with human readable syntax. A room is deﬁned as an object that has
a collection of walls, of sources, and of microphones. As demonstrated in Listing 6.1, generating
RIRs is as easy as creating a room by giving a list of corners, adding sources and microphones,
and calling the appropriate routines for RIRs generation. The output produced by this script is
shown in Figure 6.2.
A Beamformer object, inheriting from MicrophoneArray, can be used instead. In that case,
beamforming weights can be computed according to several methods. A sound segment can
be assigned to each sources and virtually played, recorded by microphone array, and processed
by the beamformer. Listing 6.2 shows an example of a delay-and-sum (DS) beamformer in a
rectangular room. The beamforming weights are computed to focus towards the source and the
beampatterns produced can be plotted to produce Figure 6.3.
6.2.2 Room Impulse Response Generator
The RIR generator is based on the extension of the image source model to arbitrary polyhedra
by Borish [17]. The deﬁnition of the room as a collection of walls extends easily from 2D, where
the walls are line segments, to 3D where they are now ﬂat polygons deﬁned by a collection of
points. For the image source algorithm, walls need to have routines checking on which side of
the wall a point is, and to compute intersections of lines with the wall. Specialized routines are
provided to create rectangular rooms, or rooms from polygons. Two dimensional polygons can
be extruded to create easily 3D rooms with complex ﬂoorplans.
When a source is added to a room, all its valid image sources are computed and stored.
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1 import numpy as np
2 import matp lo t l i b . pyplot as p l t
3 import pyroomacoust ics as pra
4
5 # Create a 2D room from the co rne r s o f a polygon
6 pol = np . array ( [ [ 0 , 0 ] , [ 0 , 1 ] , [ 2 , 1 ] , [ 2 , 0 . 5 ] , [ 1 , 0 . 5 ] , [ 1 , 0 ] ] ) .T
7 room = pra .Room. fromCorners ( pol , max order=9, absorpt ion =0.1)
8
9 # Add a sound source
10 room . addSource ( [ 0 . 5 , 0 . 4 ] )
11
12 # Place two microphones in the room
13 R = np . array ( [ [ 1 . , 1 . 6 ] , [ 0 . 7 5 , 0 . 7 ] ] )
14 room . addMicrophoneArray ( pra . MicrophoneArray (R, room . f s ) )
15
16 # Run the image source model
17 room . image source model ( )
18
19 # Show the room and 1 s t order images
20 room . p l o t ( img order=1)
21
22 # Display the room impulse r e sponse s
23 p l t . f i g u r e ( )
24 room . plotRIR ( )
25 p l t . show ( )
26
Listing 6.1: Example of RIR generation
1 import numpy as np
2 import matp lo t l i b . pyplot as p l t
3 import pyroomacoust ics as pra
4
5 # Create a 4 by 6 metres shoe box room
6 room = pra .Room. shoeBox2D ( [ 0 , 0 ] , [ 4 , 6 ] )
7
8 # Add a source somewhere in the room
9 room . addSource ( [ 2 . 5 , 4 . 5 ] )
10
11 # Create a l i n e a r array beamformer with 4 microphones
12 # with ang le 0 degree s and i n t e r mic d i s t anc e 10 cm
13 R = pra . l inear2DArray ( [ 2 , 1 . 5 ] , 4 , 0 , 0 . 0 4 )
14 room . addMicrophoneArray ( pra . Beamformer (R, room . f s ) )
15
16 # Now compute the de lay and sum weights f o r the beamformer
17 room . micArray . rakeDelayAndSumWeights ( room . sour c e s [ 0 ] [ : 1 ] )
18
19 # plo t the room and r e s u l t i n g beamformer
20 room . p l o t ( f r e q =[1000 , 2000 , 4000 , 8000 ] , img order=0)
21 p l t . show ( )
22
Listing 6.2: Example of delay-and-sum beamforming
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1 kHz 2 kHz 4 kHz
Figure 6.3: Example of the beampatterns of a delay-and-sum beamformer at 1, 2, and 4 kHz
as produced by Listing 6.2.
When computing the RIR, the visibility of the microphone from each image source is checked.
In non-rectangular rooms the reﬂections of walls that form an obtuse angle might not be visible
from the whole room. In non-convex rooms, the view from the source to the microphone might
be obstructed by a wall. For a microphone placed at r, a real source s0, and a set of its visible





4π‖r − s‖ δLP
(




where gen(s) gives the reﬂection order or source s, α ∈ [0, 1] is the reﬂection factor of the walls,











sinc(t) if −Tw2 ≤ t ≤ Tw2 ,
0 otherwise.
The parameter Tw controls the width of the window and thus the degree of approximation to a
full sinc. Two RIRs produced this way can be seen in Figure 6.2b.
6.2.3 STFT Engine
Once the propagation of signals from sources to microphones has been simulated and the beam-
forming ﬁlters have been computed, the former must be convolved with the latter to produce the
output of the beamformer. Two approaches are possible. If the ﬁlters are relatively short, it is
possible to directly compute the convolutions in the time domain, as in Figure 6.4a. For longer
ﬁlters, it computationally interesting to do the computations in the short time Fourier transform
(STFT) domain. See Figure 6.4b.
The STFT engine allows any frame size and overlap, zero padding, and diﬀerent window
functions to be used. The inverse STFT uses standard overlap-add with the possibility of using
a synthesis window for non-linear processing.
6.2.4 Reference Implementations
When evaluating the performance of new algorithms, a large amount of time is spent re-implementing
competing methods to run comparisons and benchmarks. The availability of quality reference
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(a) Time domain Processing
(b) STFT Processing
Figure 6.4: Block diagrams of (a) time domain and (b) STFT domain beamforming algorithms.
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implementations for popular algorithm has the potential to speed up considerably the time-to-
market of new research projects. We provide implementations of several algorithms for beam-
forming, direction of arrival (DOA) ﬁnding, adaptive ﬁltering, and source separation.
Beamforming and Source Separation The classic beamforming algorithms are included as spe-
cial cases of the acoustic rake receivers of Chapter 3. Namely, by including only the direct source,
we recover the DS [121] and MVDR [24] beamformers. Both far and near ﬁeld formulations can
be used. In addition, the blind source separation algorithm TRINICON [23] is included.
DOA Finding Developed for the comparison to FRIDA (Chapter 4), we provide implementa-
tions for the popular multiple signal classiﬁcation (MUSIC) [116] and steered response power
phase transform (SRP-PHAT) [35], as well as coherent signal subspace method (CSSM) [127],
weighted average of signal subspaces (WAVES) [34], and test of orthogonality of projected sub-
spaces (TOPS) [136].
Adaptive Filtering Implementations of the least mean squares (LMS), normalized LMS (NLMS),
and recursive least squares (RLS) were added while working on the recursive Hessian sketch of
Chapter 5 [60].
6.2.5 Future Work
We are planning to continue to extend this package in the hope that it can beneﬁt the audio
signal processing community. The current version of Pyroomacoustics only supports omnidi-
rectional sources and microphones. The ability to add directivity patterns to loudspeakers and
microphones is critical to bridge the gap between simulation and experiments. Ideally, both
parametric patterns (e.g. cardioid microphones) and measured ones should be supported.
Another weakness of the current simulator is the pure python implementation of the RIR
generator lack of speed. Thorough optimization of the critical path of the computation, if
possible, or re-implementation as an external C module otherwise, is needed.
Currently the input of room shapes is awkward for more complicated rooms, especially non-
convex 3D rooms. One way of simplifying this is to implement set operations of polygons and
polyhedra, e.g. union, diﬀerence, etc, making it possible to build complex shapes from a set of
basic ones such as rectangles and triangles. Another way is to write a parser for ﬁles produced
by conventional CAD software (e.g. SketchUp, AutoCAD).
Finally, the documentation of the code is a work in progress, and while a large part of the
code is systematically documented, there remains a large number of routines without proper
comments and explanations. Adding pedagogical examples would also help make the package
more user friendly.
6.3 Hardware: Flexible Microphone Array Architectures
While simulations and numerical experiments can be fairly convincing, experiments are the gold
standard for the evaluation of new methods. Unfortunately, practical experiments are painstaking
to setup, time consuming, and in addition can be diﬃcult to replicate. It is thus essential to use
all tools available to reduce the variability in the experiment setup process.































(a) Technical drawing of linear microphone stand (b) Setup using linear microphone stand
Figure 6.5: A linear microphone array using a custom made rigid stand to simplify the setup
of conventional measurement microphones.
A drawback of experimental setups with conventional audio recording equipment are the boom
stands used to hold microphones and speakers. Complex geometries are diﬃcult to calibrate in
the ﬁrst place and close to impossible to reproduce for another experiment once the setup has
been taken down. In our ﬁrst attempt to tackle this issue, we custom built a special mount
to hold eight ECM8000 Behringer microphones in a linear array conﬁguration. The mount was
machined in polyoxymethylene according to the technical drawing shown in Figure 6.5a and uses
O-ring to mechanically hold the microphones in place. An example of a setup using the mount
is pictured in Figure 6.5b. While easing the process of getting all microphones in the same
arrangement over multiple experiments, this mount doesn’t alleviate the need for a bulky audio
interface and a large number of long wires.
Traditional experimental setups rely on professional grade recording equipment with ﬂat-
response microphones and specially calibrated sound sources. While being required for acousti-
cal metrology, audio signal processing algorithms are generally resilient to imperfections in the
measurements, and target consumer grade hardware for the ﬁnal application. An alternative
to standard measurement microphones are the newer microelectromechanical systems (MEMS)
microphones. Their smaller form factor allows them to be carried on a much lighter structure,
for example one made of laser cut acrylic. This open up the door to ﬁxed array geometries that
can be consistently reproduced in repeated experiments. New geometries can be easily created
simply by laser cutting them, an operation taking but a few minutes. Another advantage is that
MEMS microphones often come with an analog to digital converter (ADC) built-in, reducing the
complexity of the electrical circuit to design.
Thus motivated, we decided to build our own microphone array platform based on MEMS
technology. We present in Sections 6.3.1 and 6.3.2 two diﬀerent designs. In both cases, the
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Figure 6.6: Architecture of the CompactSix array.
systems use MEMS microphones with an appropriate interface and an embedded Linux operating
system on the host processor. Having a full operating system on the recording device opens up
possibilities that were not available before. For example, the device can be accessed through a
wired or wireless network connection, or it can be further connected to other devices as part of a
demonstration. This greater ﬂexibility, however, comes at the cost of usability as going through
the Linux operating system to recover the samples is slightly less convenient. As a solution, a
modular browser based interface for the arrays was created and is described in Section 6.3.3.
We should mention that since we started this project, the popularity of speech enabled devices
such as Google Voice or Amazon Echo have inspired the development of open source alternatives
like the Matrix Creator1 or the ReSpeaker2 platforms.
6.3.1 CompactSix Array
The CompactSix array is a microphone array with six MEMS microphones connected to a Bea-
glebone Black, an open source single board computer produced by Texas Instrument3. The
Beaglebone Black sports an ARM Cortex-8 central unit processor (CPU) and is a good candi-
date for audio processing thanks to its two programmable real-time units (PRU). It has been
identiﬁed as suitable for real-time processing of audio and sensor signals [86, 124]. The micro-
phones chosen are manufactured by Knowles and contain an ADC and a sigma-delta modulator
producing a pulse density modulation (PDM) signal. PDM signals are digital signals oversam-
pled at 64 times the sampling frequency and quantized to one bit. Noise shaping ensures that
the quantization noise is in the high frequency only, so that the spectrum of the sound can be
recovered by digital low pass ﬁltering. The STA321MP digital audio processor from ST Mi-
croelectronics is used to convert the PDM signal to the more standard pulse coded modulation
(PCM) format, then transmitted through an inter-IC sound (I2S) bus to the CPU.
On the software side, the advanced Linux sound architecture (ALSA) is the software frame-
work that handles sound in the Linux kernel. Since no ALSA driver was available for the
STA321MP audio processor, we wrote it and are thus able to use any ALSA compatible soft-
ware to process the samples acquired. The ALSA driver written leverage the multichannel audio
serial port (McASP) of the ARM CPU on the Beaglebone Black to decode I2S signals. The
architecture of the CompactSix array is shown in Figure 6.6.
Physically, each microphone is soldered onto a small individual printed circuit board (PCB)
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(a) Compact Six (b) Pyramic
Figure 6.7: The (a) CompactSix and (b) Pyramic arrays.
Beaglebone Black. The microphones PCB can then be screwed onto a laser cut mount to create
a microphone array. A picture of a circular array together with the processing platform can be
seen in Figure 6.7a.
6.3.2 Pyramic Array
Most conventional audio interfaces in the aﬀordable price range are limited to recording with
eight channels. Since we are designing our own hardware, we are not restricted and can explore
architectures with a more extreme number of microphones. We designed the Pyramic array
with 48 microphones arranged in a semi-reconﬁgurable conﬁguration. With such a large number
of microphones it can be cumbersome to place them individually as we did for CompactSix.
Instead, we arranged them in six groups of eight microphones. Each group is placed in a line
on a single PCB with an AD7606 ADC from Analog Devices. The PCBs can then be assembled
into diﬀerent shapes with minimal eﬀort. The conﬁguration that we have chosen for experiments
is that of a tetrahedron with each edge being a PCB. To reduce the number of wires needed, the
PCBs were designed so that two of them can be daisy chained. A picture of the array is shown
in Figure 6.7b.
A lot of processing power is needed for all 48 channels and we elected to use a ﬁeld pro-
grammable gate array (FPGA) for the task. We decided to use the DE1-SoC platform from
Terasic4 as its Altera system-on-chip includes both a Cyclone-V FPGA and an ARM Cortex-A9
CPU, as well as many peripherals, including an audio CODEC that can be used to output audio
signals. The ADCs are wired directly to the FPGA where a serial peripheral interface reads the
4http://www.terasic.com.tw/
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Figure 6.8: Architecture of the Pyramic array acquisition system.
samples of all eight ADCs synchronously, and stores them in the shared DDR3 random access
memory (RAM). The ARM CPU running Linux controls when the acquisition system starts and
stops, and can access the recorded samples in the RAM. The acquisition system is illustrated
in Figure 6.8. Another FPGA module allows to output sound from the CODEC on the DE1-
SoC board by writing them to RAM from the CPU. In the future, we are planning to add the
possibility to do real-time beamforming with input from the 48 microphones and stereo output.
6.3.3 Easy-DSP: Browser Based Interface for Embedded Arrays
As we created the CompactSix and Pyramic platforms, we realized that the workﬂow used for
data acquisition and processing was both cumbersome and did not scale well. We would ﬁrst
connect to the board via secure shell (SSH), trigger the acquisition command, and ﬁnally, after
completion of the recording, retrieve the samples using SSH again or some other protocol. This
had several disadvantages: the process was very manual, did not let itself be scripted easily, and
did not allow for real-time processing of the data. An unfortunate consequence of this is that
the platforms did not provide for great demonstrations.
To address these issues, we developed a modular framework providing a way to interact with
microphone arrays running on some embedded operating system, Linux for now. This framework
relies on three technologies nearly universally available — TCP/IP, Javascript, and Python —
drastically reducing the installation requirements to use it. The framework allows to listen and
record audio from the microphone array, process it in Python, and display a number of charts
updated in real-time. It makes it very easy to quickly prototype and test algorithms in real-time
for research, during laboratories with students, or for demonstrations.
On the side of the microphone array, a light server reads samples from the audio interface
(ALSA for CompactSix, and directly from the shared memory for Pyramic), and streams them
through a WebSocket [44] to connected clients. The WebSocket standard makes it possible to
connect to this server from Javascript from within a web browser. This is thus how the interface
to the system is implemented. On a basic level, the browser interface allows to conﬁgure the
hardware — sampling frequency, number of channels, buﬀer size, and volume — and listen to the
audio. By pressing a button, it is possible to record an audio segment that is subsequently down-
loaded by the browser just as any ﬁle would be. The interface provides in addition information
on the status of the microphone array.
In addition to the browser based interface, a Python package with the same ability to com-
municate through WebSockets with the microphone array was developed. This makes it possible
to fully script the acquisition process and combine it for example with playing sound samples
through a loud speaker during some automatized recording sessions. Beyond simple scripting,
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Figure 6.9: System diagram of the modular browser based interface.
the Python code can be written and executed from within the browser through a code server.
An editor is included in the interface and, upon pressing the launch button, the code is sent to
the code server, connects to the audio server, process the samples and sends them back to the
browser. In addition to sound, the code server can also send back data to plot. A diagram of
the whole system is shown in Figure 6.9.
6.4 Thoughts on Open Science and Reproducible Research
The challenge we are faced with at this point is how to link the scholarly work presented in
the previous four chapters to the artifacts of this one in a way that promotes sharing and reuse
while ensuring proper attribution. We can distinguish two kinds of artifacts, text based, e.g.
manuscripts, protocols, source code, and non text based, e.g. PCB design ﬁles, other types of
computer aided design (CAD) ﬁles, compiled proprietary code, etc. Interestingly data can be of
either kind. The main challenges we need to solve are as follows.
Attribution Research is built on the work done by our peers and proper attribution is required
when using prior work. Attribution and citations allow to measure impact, which is the
bread and butter of scientists.
Version control The tools and methods evolve together with the research itself to adapt to
the needs and the ﬁndings along the way. We distinguish two features that are necessary.
Versioning, that is being able to point to a speciﬁc state of the object in time, and ”Diﬀ”,
the ability to precisely understand what are the, possibly minute, diﬀerences between two
versions of the object.
Sharing and dissemination Digital storage space is needed for all the research material being
produced. It is important that this storage be persistent and continues to be available long
after the research is over. In addition, it is important that a way to query systematically
and retrieve research artifacts exists.
For the case of source code, the free and open source software (FOSS) community is faced with
remarkably similar challenges. It typically involves a large number of collaborators from around
the world. They work on the same piece of code so that version tracking is of utmost importance
for proper synchronization and issue tracking. Finally, the fame that developers derive from
their contributions is often their only form of payment so that proper attribution is crucial.
There is thus much to learn from their solutions to these problems from the research community.
Version control systems (VCS) are software tools that allow to track atomic contributions to the
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source code. Currently the most popular VCS is git5 which was initially developed by Linus
Torvalds for the development of the Linux kernel. Git marks every individual contribution with
a unique SHA-1 hash, keeping a tree that allows to reconstruct any state the source code has
ever been. In addition, git works on a distributed model, enabling the concept of fork where
anyone can branch oﬀ the main development tree to create a new project. Apart from version
control, software engineering developed a whole set of good practices directly applicable to the
development of scientiﬁc software such as unit, integration, or regression tests, [132]. Stodden
and Miguez give precise guidelines to enable the reproducibility of computational research, from
licensing, to documentation, to workﬂow [120].
For text based artifacts, tools for software such VCS can be leveraged almost without any
modiﬁcation. This makes a very good case for the use of open text formats for manuscripts,
protocols, or lab notebooks. The mathematics, and to some extent, engineering communities
widespread use of Latex for manuscript typesetting satisﬁes this requirement. This could make
it possible to track changes between diﬀerent available versions of the same manuscript. The
open repository arXiv6 already oﬀers some rudimentary ways of updating a manuscript without
losing track of the original content. VCS technology oﬀers unprecedented possibilities. Imagine
a biologist would like to alter the genome of a bacteria by introducing a new gene and study its
eﬀect. To do so, he ﬁnds a paper operating on the same bacteria, but with a related, but diﬀerent
gene. The current situation is that our biologist will have to extrapolate from the description
available in the paper to a practical protocol, since many routine operations have most likely
been omitted to save space. He will then modify the protocol to suit his needs and perform his
experiment. If successful, he will publish the results in a new paper citing the reference for the
protocol used. Several important information are lost in this process. First, the missing routine
details omitted in the original, as well as the new publication, might hide a critical operation that
escaped the attention of the authors. Second, if only part of the original protocol was used, it is
diﬃcult to understand which. Third, it is not possible to look at both protocols side by side to
understand precisely where they are alike and where they are not. By storing protocols, for this
example, in a VCS it would become possible to include all the routine and minor steps generally
omitted. It would be possible to track the changes to the protocol as it evolves through trial and
error towards a successful experiment. It would be possible to reference a precise version of a
protocol by its hash value. It would ﬁnally be possible to understand precisely minute diﬀerences
between diﬀerent versions of the protocol used for diﬀerent experiments, by diﬀerent researchers.
For custom hardware and instrumentation developed during research, things are more com-
plicated. First, the design ﬁles are generally not text based, and even when they are, they are
not human readable. Despite this, VCS designed for natural text information still seems to be
the most popular way to share them. A big downside of these formats is that it is very diﬃcult to
compare two versions, the best way being currently to open both versions and visually compare
them. What would be really needed is a tool that allows to semantically inspect the diﬀerences.
Imagine an engineer has PCB ﬁles for two versions of the same circuit. A useful tool would tell
him that the value of resistance R2 changed from 10 kOhms to 27 kOhms. Second, as outlined
in the guidelines of the open source hardware association7 (OSHWA) copyright law does not
apply to hardware as it does to software. Regardless, under some interpretation, the design
ﬁles might be covered and can thus be licensed. Their recommendation is to license hardware
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tions they can be reused. Third, matters are further complicated by the use of proprietary CAD
software covered by far reaching terms of use [88]. Albeit these softwares are in general very
expensive, which in itself is a challenge to their use for open science, specially priced licenses for
academic use are made available. These academic licenses often come with the extra condition
that they cannot be used for commercial purposes. This speciﬁc condition has the disastrous
consequence of eﬀectively prohibiting the release of the design ﬁles under an open license as this
would allow anyone to use these ﬁles for any use, including commercial, thus violating the terms
of the license. As a consequence, open source alternatives to these softwares should be preferred
whenever available.
At this point, we have described only the attribution and version control parts of the problem.
Let us now concentrate on the problem of sharing and disseminating scholarly work. There
are in fact many platforms and repositories, commercial or not, available for the purpose of
storing, publishing, or archiving scholarly works. The popular code sharing platform GitHub8
has been embraced by the scientiﬁc community to share data and code alike [101]. Based on the
VCS git, it oﬀers all its advantages described above, in addition to very useful social network
features. On the downside, it doesn’t allow to use digital object identiﬁers (DOI), which is the
de facto way of cross-referencing scholarly objects online. The platform Zenodo9 bridges this
gap by letting researchers take snapshots of repositories and assigning them DOI. This later lets
researchers cite these snapshots. Figshare10 is another platform oﬀering this service not just
for code, but any object (slides, poster, ﬁgure, etc). A number of websites like runmycode.org
or researchcompendia.org hosts companion pages for code and data supporting published work
[119]. Finally, the Dataverse Project11 is the closest to fulﬁlling the wishlist formulated but is
principally geared towards datasets [71]. It is a web application developed at Harvard’s Institute
for Quantitative Social Science that allows to host datasets and give them unique identiﬁers that
can be linked to speciﬁc published work. It lets users upload newer versions of their datasets.
The software is open source and can be installed and managed by universities to fulﬁll their
datasets management needs. A community of 19 dataverses currently exists around the world.
This was just a few of the most prominent options available, not including that many uni-
versities are creating their own repositories, along with traditional publishers. This profusion of
services supporting reproducible research is both encouraging and confusing at the same time.
The fact that these projects essentially all act in isolation, and often on grants or research funds
leads to worry that they might disappear when the funding runs out. Moreover, the disparity
of the platforms and their lack of coordination makes the cross-referencing and search of infor-
mation close to impossible. The situation is akin to the early days of the world wide web when
no eﬀective search engine was available. GitHub, being so large and popular, is the exception
here as it has built-in many desirable features like automatic attribution when forking a repos-
itory, possibility to raise issues, and pull requests to merge back contributions into projects.
Nonetheless, relying on a commercial service that might disappear suddenly when it stops being
proﬁtable is not a sustainable solution. Even though many universities have pledged to support
reproducibility and open science, the current situation makes enforcement of these commitments
diﬃcult.
We would like now to describe our vision of the road ahead toward fulﬁllment of the ideal of
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more than technical solution to the problem, whereas policy is needed. Just like having nuts and
bolts of standard sizes enabled the industrial revolution, a standardized reproducible research
framework is necessary for 21st century research.
Our proposition for this is two-fold. First, rather than leaving their data storage needs in
the hands of the market, universities should provide all the means for their researchers to host
and publish their manuscripts, code, and data through platforms like the infoscience12 reposi-
tory of EPFL. Incorporating the features listed above for attribution and version control would
allow researchers to measure their impact and facilitate collaboration within the institution. A
consequence is that all researchers should be trained in the use of versioning tools. Hopefully,
tools more user friendly than git can be developed. On the administration side, it would allow to
evaluate compliance of the institution with its own openness commitments. For example a robot
could check that publications in the repository include a link to code and data if mentioned in
the manuscript, and, if no link exists, ﬂag the paper, and warn the authors.
Second, and learning from the history of the Internet, eﬀorts to form a standardization
committee in collaboration with other institutions worldwide should be started. Its goal would
be to come up with a standard communication protocol that would let repositories communicate
and a common application programming interface (API) that would let them be queried. The
communication protocol could be inspired by decentralized peer-to-peer protocols like bittorrent
and gnutella. Having such a network would make it possible to query from any of the institutions
connected. Having a distributed network rather than a single repository, and considering that
universities are some of the longest living institutions in the world, would make the network robust
to any single bankruptcy or mismanagement. The diﬀerent parties could negotiate agreement for
the replication of their data across sites to further protect from loss of information. Nevertheless,
a particularly important part of any standard is to be suﬃciently technology-agnostic leaving
implementation details in the hands of the system designers. Such a model would also allow
traditional journals and actors from the private sector to build their own services on top of this
infrastructure.
On a technical note, an interesting development is taking place thanks to the advance of
peer-to-peer technology and cryptocurrencies. Worried about the central role of GitHub, for the
reasons mentioned above, a few open source developers have started to create tools for a truly
distributed GitHub, in one case, the gittorrent project, by storing repositories in bittorent [8],
and another one, Mango, using Ethereum [15].
To summarize, what we propose is to create a standard architecture and protocol for a
distributed repository for manuscripts, code, and data. It would rely on peer-to-peer technology




“Begin at the beginning,” the King said,
gravely, “and go on till you come to an end;
then stop.”
Alice’s Adventures in Wonderland
Lewis Carroll
We are now reaching the end of this four years journey through the signal processing pipeline.
We have proposed a fast algorithm for the Walsh-Hadamard transform (WHT) of signals that
can be sparsely represented in this basis. We have made constructive use of echoes by using
raking beamformers. We proposed FRIDA, a ﬁnite rate of innovation (FRI) direction of arrival
ﬁnding algorithm with many qualities. The combination of adaptive ﬁlters with modern sketching
techniques let us decrease complexity without sacriﬁcing much speed of convergence. Finally, we
explored the software and hardware by-products of this journey, and talked about reproducible
research. Although we are concluding here this thesis, we would like to look towards the future
and propose a few avenues to continue further this adventure.
Practical Implementation of Noisy Sparse Fast Hadamard Transforms The learning parity
with noise (LPN) problem is attracting attention in the cryptography community as it is thought
to remain hard even in the post-quantum world [102]. Interestingly, the best known algorithms
for the LPN make use of the WHT. In particular, the largest coeﬃcient of the transform is
of interest and fast algorithms to compute it could potentially lead to better strategies [79].
Because of the sheer size of problems in cryptography, this has motivated the implementation of
high performance tera-scale fast Hadamard transform for signals of size up to N = 240 [78]. The
SparseFHT algorithm has the potential to radically speed up the computation at such signal size.
Considering that for such large N reading the data from disk is a major bottleneck, having a
very small sampling complexity is a signiﬁcant advantage. Albeit strategies have been proposed
for noisy SparseFHT [28, 75], the trade-oﬀ between SNR and computational complexity is not
yet very clear. In addition, special strategies for the extreme signal size of the LPN problem,
where only the largest coeﬃcient is needed might be devised. Practically, the modiﬁcation of the
algorithm to run on a distributed computing cluster is important.
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Sparse and Fast Adaptive Filters As we have seen, adaptive ﬁlters are an important tool in
signal processing. In many important cases, the unknown channel is sparse, or approximately
sparse, for example the early part of room impulse responses or wireless channels. A number of
methods have been proposed for sparse channels, some based on sparsity promoting regularization
[29], or on FRI techniques [84]. These approaches generally add robustness to the algorithm
by further constraining the optimization problem using sparsity, however they do not consider
computational complexity. Due to similarity of the problem with the sparse fast Fourier transform
[58], it is of interest to develop low-complexity algorithms for sparse recovery in the context of
adaptive ﬁlters.
Psychoacoustically Aware Beamformers When designing beamformers for speech processing,
objective metrics, such as the signal-to-interference-and-noise ratio (SINR ), have been favored
due to their mathematical tractability. Regardless, the human audition behaves signiﬁcantly
diﬀerently from what the SINR might suggest [138]. Acknowledging this, we have proposed in
Chapter 3 one design with a pyschoacoustically motivated constraint relaxation. In this initial
step we only took into account that early echoes improve intelligibility to relax the distortionless
constraint. However, echoes have in addition a sparse structure that we ignored. Moreover, we
still optimized energy. What would be much better is to ﬁnd a subjective measure that matches
properties of the human audition and can be eﬃciently optimized.
Passive Room Impulse Response Estimation Room inference from acoustic measurements is
possible using as little as a single impulse response [40]. However, the passive measurement
of the RIR, and by extension the blind inference of the room shape, is a challenging problem.
Early work on this topic focused on very short wireless channels and is thus diﬃcult to apply to
long RIRs [89, 123]. More recently Crocco et al. show some success with 1 norm constraints
on examples that could be applicable to room reconstruction [33]. As we outlined in the last
section of Chapter 4, direction of arrival estimation is intimately linked to RIR estimation and an
approach based on FRI is possible. Furthermore, FRI constraints are very powerful and might
be suﬃcient to overcome the diﬃculties of long RIRs.
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