3rd-order Spectral Representation Method: Part II -- Ergodic
  Multi-variate random processes with fast Fourier transform by Vandanapu, Lohit & Shields, Michael D.
3rd-order Spectral Representation Method: Part II – Ergodic
Multi-variate random processes with fast Fourier transform
Lohit Vandanapu, Michael D. Shields
Department of Civil Engineering, Johns Hopkins University
Abstract
The second in a two-part series, this paper extends the 3rd-order Spectral Representation
Method for simulation of ergodic multi-variate stochastic processes according to a prescribed
cross power spectral density and cross bispectral density. The 2nd and 3rd order ensemble
properties of the simulated stochastic vector processes are shown to satisfy the target cross
correlation properties in expectation. A multi-indexed frequency discretization is introduced
to ensure ergodicity of the sample functions. This is first shown for uni-variate processes
and then the simulation formula for multi-variate processes is provided. Ensemble proper-
ties and ergodicity of the sample functions are proven. Additionally, it is shown that the
simulations can be implemented efficiently with the Fast Fourier Transform, which greatly
reduces computational effort. An example involving the simulation of turbulent wind velocity
fluctuations is presented to further highlight the features and applications of the algorithm.
Keywords: Spectral Representation Method, multi-variate random processes, stochastic
vector process, stochastic process, fast Fourier transform, simulation
1. Introduction
Numerous civil and mechanical systems involve uncertainties that can be characterized
by stochastic processes or fields. Even multiples decades after its inception, monte Carlo
Simulation remains the benchmark method for solving a wide-range of non-linear stochastic
mechanics problems. In these cases, the monte Carlo simulation framework requires gener-
ation of sample functions of the stochastic processes and fields. A brief review of methods
used for the simulation of stochastic processes/fields is presented in Part I of this article [1].
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In this work, we are specifically interested in the simulation of multi-variate stochastic
processes (stochastic vector processes), which are composed of multiple correlated random
processes occurring at different discrete spatial locations. Several methods, dating back
nearly 50 years, have been proposed for the simulation of stochastic vector processes including
methods for stationary, non-stationary, Gaussian and non-Gaussian processes. much of this
began with the seminal work of Shinozuka who proposed the Spectral Representation method
(SRM) in the early 1970s [2]. Later, in the late 1980s, Mignolet and Spanos [3, 4], in a 2-part
paper, introduced the recursive simulation of stationary multivariate stochastic processes
based on autoregressive moving averages methods. This was followed by numerous works
in the 1990s, when much of the theory for the SRM was developed. Li and Kareem [5]
developed a framework for the simulation of non-stationary multi-variate processes with the
use of a stochastic decomposition technique and later developed a hybrid discrete Fourier
Transform and digital filtering approach [6]. With regard to the SRM, Deodatis developed
the theoretical framework for simulation of ergodic, Gaussian stochastic vector processes in
1996 [7], with subsequent extensions to non-stationary [8] and non-Gaussian processes [9].
more recently, the iterative translation approximation method (ITAM) has been proposed
for the efficient simulation of non-Gaussian stochastic vector translation processes by Shields
and Deodatis [10]. Very recently, Liu et al. [11], proposed a novel method based on the
combination of SRM with a proper orthogonal decomposition for dimension reduction.
The purpose of this Part II article is to extend the 3rd-order Spectral Representation
method developed in [12, 1] to simulate non-Gaussian multi-variate random processes with
specified cross-spectral density and cross-bispectral density. Higher-order (non-Gaussian)
multi-variate random processes occur often in nature when non-Gaussian random processes
at different spatial locations are related through a specified correlation. For example, seismic
acceleration records or wind velocity/pressure time histories at nearby locations may be non-
Gaussian in nature and strongly correlated. As such, it is important to model these spatially
correlated random processes for use with physics-based models of, for example, structures
subjected to wind, seismic, or sea wave excitations at multiple locations.
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Another important contribution of the work is the introduction of a modified third-order
SRM simulation formula for the generation of ergodic stochastic processes. The existing
formulation presented in [12, 1] produces realizations that are non-ergodic and a doubled
frequency indexing is presented herein to ensure ergodicity of the sample functions. Finally,
we show that the simulation formula can be implemented with the powerful Fast Fourier
Transform (FFT), which leads to tremendous gains in computational time.
As a notational note, this Part II paper differs from Part I in the following ways. Since
Part I focused on multi-dimensional processes whose randomness is indexed on a spatial
variable, random fields were indexed on the spatial variable x with spatial separation denoted
by ξ and wave number κ. This Part II paper, on the other hand, deals with temporal
randomness and therefore the random processes are indexed on the time variable t with time
lag τ and circular frequency denoted by ω.
2. Properties of Stochastic Vector Processes
Before developing the simulation methodologies, we present several important definitions
and properties of stochastic vector processes. First, the concepts of stationarity (up to
various orders) are presented. Next, the ensemble properties of multi-variate processes are
presented. Finally, the spectral properties are discussed.
Let us first begin with a basic definition of a stochastic vector process:
Definition 2.1. A complex-valued random vector f is considered a stochastic vector
process if its individual individual components {fi} are all indexed by the same continuous
time parameter t as:
f(t) = [f1(t), f2(t), . . . , fm(t)]. (1)
2.1. Stationary Stochastic Vector Processes
Stationarity refers to the probabilistic invariance of the random process/field under a
shift in the indexing parameter (time or space). Similar to Part I, we present 3 notions
of stationarity for stochastic vector processes, although they are presented somewhat more
succinctly here.
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2.1.1. Strictly or Strongly Stationary Random Processes
A stochastic vector process f(t) is said to be strictly stationary, or strongly stationary,
if the complete joint probability measure is invariant to a shift in index. For instance,
suppose that f(t) has m × M -dimensional joint cumulative distribution function for any
finite number of stochastic vector processes m having m discrete time increments, given by
F (f1(t1), f1(t2), . . . , f1(tm), . . . , fm(t1), fm(t2), . . . , fm(tm)), the vector process is said to be
strongly stationary if
F (f1(t1), f1(t2), . . . , f1(tM), . . . , fm(t1), fm(t2), . . . , fm(tM)) =
F (f1(t1 + τ), f1(t2 + τ), . . . , f1(tM + τ), . . . , fm(t1 + τ), fm(t2 + τ), . . . , fm(tM + τ)), ∀τ,
(2)
It follows directly that all lower-dimensional distributions are similarly invariant to a shift
in index, τ , and that any characteristic of the joint distribution (i.e. moments, cumulants,
etc.) are independent of τ .
2.1.2. kth-order Stationary Random Processes
Following the definitions presented in 2.1.1, a stochastic vector process is said to be kth
order stationary if the process is probabilistically invariant up to order k. That is, the
following condition is satisfied:
F (k)(f1(t1), f1(t2), . . . , f1(tk), . . . , fm(t1), fm(t2), . . . , fm(tk)) =
F (k)(f1(t1 + τ), f1(t2 + τ), . . . , f1(tk + τ), . . . , fm(t1 + τ), fm(t2 + τ), . . . , fm(tk + τ)), ∀τ,
(3)
where F (k)(·) is the kth order joint cumulative distribution function. It is again apparent that
all measures of order < k are similarly invariant to a shift in the index τ . It is important
to understand the concepts of 3rd-order stationarity in stochastic vector processes as the
proposed methodology simulates vector processes that are 3rd-order stationary.
2.1.3. Weak or Wide-Sense Stationary Random Processes
A random process is considered to be weakly, or wide-sense stationary if the joint prob-
ability distribution up to 2nd-order is invariant to a shift in index. In other words, a weakly
stationary random process is a kth-order random process with k = 2.
4
2.2. Ensemble Properties of Stochastic Vector Processes
Consider a one-dimensional, m-variate (1D-mV) third-order stationary stochastic vector
process f(t) with components [f1(t), f2(t), .......fm(t)] having zero mean for each component,
E[fj(t)] = 0 for j = 1, 2, . . . ,m (4)
The second-order correlation function of this stochastic vector process is given by
E[fi(t)fj(t+ τ)] = Rij(τ) for i, j = 1, 2, . . . ,m (5)
which is generally provided through the cross-correlation matrix given by
R(τ) =

R11(τ) R12(τ) R13(τ) . . . R1m(τ)
R21(τ) R22(τ) R23(τ) . . . R2m(τ)
R31(τ) R32(τ) R33(τ) . . . R3m(τ)
...
...
...
. . .
...
Rm1(τ) Rm2(τ) Rm3(τ) . . . Rmm(τ)

(6)
Similarly, the third-order correlation function of a stochastic vector process can be ex-
pressed as follows:
E[fi(t)fj(t+ τ1)fk(t+ τ2)] = R(3)ijk(τ1, τ2) for i, j, k = 1, 2, . . . ,m (7)
and can be represented through the following tensorial form as a multidimensional array
R
(3)
11m(τ1, τ2) R
(3)
12m(τ1, τ2)
. . . R
(3)
1mm(τ1, τ2)
R
(3)
21m(τ1, τ2) R
(3)
22m(τ1, τ2)
. . . R
(3)
1mm(τ1, τ2)
...
...
. . .
...
R
(3)
m1m(τ1, τ2) R
(3)
m2m(τ1, τ2)
. . . R
(3)
mmm(τ1, τ2)
R
(3)
112(τ1, τ2) R
(3)
122(τ1, τ2)
. . . R
(3)
1m2(τ1, τ2)
R
(3)
212(τ1, τ2) R
(3)
222(τ1, τ2)
. . . R
(3)
1m2(τ1, τ2)
...
...
. . .
...
R
(3)
m12(τ1, τ2) R
(3)
m22(τ1, τ2)
. . . R
(3)
mm2(τ1, τ2)
R
(3)
111(τ1, τ2) R
(3)
121(τ1, τ2)
. . . R
(3)
1m1(τ1, τ2)
R
(3)
211(τ1, τ2) R
(3)
221(τ1, τ2)
. . . R
(3)
1m1(τ1, τ2)
...
...
. . .
...
R
(3)
m11(τ1, τ2) R
(3)
m21(τ1, τ2)
. . . R
(3)
mm1(τ1, τ2)
(8)
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For real-valued, third-order stationary stochastic vector processes, the following second-
order symmetry relationships hold,
Rij(τ) = Rij(−τ), i, j = 1, 2, . . . ,m
Rij(τ) = Rji(τ), i, j = 1, 2, . . . ,m
(9)
and the following third-order symmetry conditions hold,
R
(3)
ijk(τ1, τ2) = R
(3)
ijk(τ2, τ1), i, j, k = 1, 2, . . . ,m
R
(3)
ijk(τ1, τ2) = R
(3)
ijk(−τ1,−τ2), i, j, k = 1, 2, . . . ,m
R
(3)
ijk(τ1, τ2) = R
(3)
ijk(−τ1,−τ1 − τ2), i, j, k = 1, 2, . . . ,m
R
(3)
ijk(τ1, τ2) = R
(3)
ikj(τ1, τ2) = R
(3)
jik(τ1, τ2) = R
(3)
jki(τ1, τ2)
= R
(3)
kij(τ1, τ2) = R
(3)
kji(τ1, τ2), i, j, k = 1, 2, . . . ,m
(10)
2.3. Spectral Properties of Stochastic Vector Processes
The ensemble properties of the stochastic vector properties relate to their spectral prop-
erties through the following Wiener-Khintchine transformations
Sjk(ω) =
1
2pi
∫ ∞
−∞
Rjk(τ)e
−ιωτdτ for j, k = 1, 2, . . . ,m (11)
Rij(τ) =
∫ ∞
−∞
Sij(ω)e
ιωτdτ for i, j = 1, 2, . . . ,m (12)
Bijk(ω1, ω2) =
1
(2pi)2
∫ ∞
−∞
R
(3)
ijk(τ1, τ2)e
−ι(ω1τ1+ω2τ2)dτ1dτ2 for i, j, k = 1, 2, . . . ,m (13)
R
(3)
ijk(τ1, τ2) =
∫ ∞
−∞
Bijk(ω1, ω2)e
ι(ω1τ1+ω2τ2)dω1dω2 for i, j, k = 1, 2, . . . ,m (14)
where Bijk(ω1, ω2) is the cross-bispectral density.
The second-order cross spectral density can be represented by following cross-spectral
density matrix having terms given above:
S(ω) =

S11(ω) S12(ω) S13(ω) . . . S1m(ω)
S21(ω) S22(ω) S23(ω) . . . S2m(ω)
S31(ω) S32(ω) S33(ω) . . . S3m(ω)
...
...
...
. . .
...
Sm1(ω) Sm2(ω) Sm3(ω) . . . Smm(ω)

(15)
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Similarly, the third-order cross-bispectral density is represented in tensorial form by the
following multidimensional array
B11m(ω1, ω2) B12m(ω1, ω2) . . . B1mm(ω1, ω2)
B21m(ω1, ω2) B22m(ω1, ω2) . . . B1mm(ω1, ω2)
...
...
. . .
...
Bm1m(ω1, ω2) Bm2m(ω1, ω2) . . . Bmmm(ω1, ω2)
B112(ω1, ω2) B122(ω1, ω2) . . . B1m2(ω1, ω2)
B212(ω1, ω2) B222(ω1, ω2) . . . B1m2(ω1, ω2)
...
...
. . .
...
Bm12(ω1, ω2) Bm22(ω1, ω2) . . . Bmm2(ω1, ω2)
B111(ω1, ω2) B121( 1, ω2) . . . B1m1(ω1, ω2)
B211(ω1, ω2) B221(ω1, ω2) . . . B1m1(ω1, ω2)
...
...
. . .
...
Bm11(ω1, ω2) Bm21(ω1, ω2) . . . Bmm1(ω1, ω2)
(16)
The second and third order cross spectral density functions are complex valued in general
and the following symmetry conditions hold
Sjj(ω) = Sjj(−ω), j = 1, 2, . . .m
Sij(ω) = S
∗
ij(−ω), i, j = 1, 2, . . .m; i 6= j
Sij(ω) = S
∗
ji(ω), i, j = 1, 2, . . .m; i 6= j
(17)
Bjjj(ω1, ω2) = Bjjj(ω2, ω1)
Bjkl(ω1, ω2) = B
∗
jkl(ω2, ω1)
(18)
3. Simulation of stochastic vector processes by 2nd-order Spectral Representa-
tion method
The formula for the simulation of ergodic stochastic vector processes by 2nd-order Spectral
Representation method is proposed in [7]. In this method, only 2nd-order spectral information
in the form of cross-spectral density is used for simulating sample functions. First, the cross
spectral density S(ω) is decomposed as follows
S(ω) = H(ω)HT∗(ω) (19)
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where the superscript T∗ denotes the matrix conjugate transpose. This decomposition can
be carried out in many ways including Cholesky decomposition or eigenvalue decomposi-
tion. Throughout this study, whenever such a decomposition of any type of cross spectral
density is presented it is assumed to be done by eigenvalue decomposition. This preference
is due to the numerical stability of the eigenvalue decomposition in different computational
implementations. In this case, the eigenvalue decomposition is given explicitly by
S = ΦΣΦT (20)
and the matrix H in Eq. (19) is given by H = Φ
√
Σ.
The decomposed cross-spectral density matrix takes the following form
H(ω) =

H11(ω) H12(ω) H13(ω) . . . H1m(ω)
H21(ω) H22(ω) H23(ω) . . . H2m(ω)
H31(ω) H32(ω) H33(ω) . . . H3m(ω)
...
...
...
. . .
...
Hm1(ω) Hm2(ω) Hm3(ω) . . . Hmm(ω)

(21)
where the diagonal elements are real functions of ω and the off-diagonal elements could
potentially be complex functions of ω and possesses the following symmetry conditions,
Hjj(ω) = Hjj(−ω); j = 1, 2, . . . ,m
Hjk(ω) = H
∗
jk(−ω); j, k = 1, 2, . . . ,m; j 6= k
(22)
The off-diagonal elements can be written in the polar form as
Hjk(ω) = |Hjk(ω)|eιθjk(ω); j, k = 1, 2, . . . , n; j 6= k (23)
where
θjk(ω) = arctan
{=[Hjk(ω)]
<[Hjk(ω)]
}
(24)
The stochastic process fj(t); j = 1, 2, . . . n can be simulated by the following summation
fj(t) =
m∑
l=1
N−1∑
k=0
|Hjl(ωlk)|
√
∆ωcos(ωlkt− θjl(ωlk) + φlk); j = 1, 2 . . . ,m (25)
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where
ωlk = k∆ω +
l
m
∆ω
θjl(ωlk) = arctan
{=[Hjl(ωlk)]
<[Hjl(ωlk)]
} (26)
and φlk are indepedent random phase angles uniformly distribution on the interval [0, 2pi].
The sample functions simulated by the above simulation formula are ergodic in first and
second-order correlation properties, details of which can be found in [7].
4. Simulation of ergodic 3rd-order random processes by Spectral Representation
method
Let us briefly return to the case of univariate stochastic processes to introduce a slight
variation to the 3rd-order SRM presented in [12] to generate ergodic sample functions. We
then provide proofs of ergodicity and return to the multi-variate case in Section 5.
The formula presented in [12] for the simulation of 3rd-order stochastic processes with
asymmetric non-linear wave interactions defined through a specified power spectrum S(ω)
and bispectrum B(ωi, ωj), is given by
f(t) = 2
N−1∑
k=0
√
Sp(ωk)∆ω cos(ωkt+ φk)
+ 2
N−1∑
k=0
i≥j>0∑
i+j=k
|B(ωi, ωj)|√
Sp(ωi)Sp(ωj)
∆ω cos(ωit+ ωjt+ φi + φj)
(27)
where
Sp(ωk) = S(ωk)
(
1−
i≥j>0∑
i+j=k
|B(ωi, ωj)|2∆ω2
Sp(ωi)Sp(ωj)S(ωi + ωj)
)
, (28)
ωk = k∆ω, (29)
and φi are independent random phase angles uniformly distributed on the interval [0, 2pi].
Although the samples functions simulated by the above formula are proven to satisfy
both the prescribed power spectrum and bispectrum in ensemble, they are not ergodic. But
simply modifying the frequency indexing increment in the following way makes the sample
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functions ergodic up to the third order.
ωk =
(
k +
1
N
)
∆ω (30)
With the new increments, the sample functions are periodic, with period
T0 =
2Npi
∆ω
(31)
and the sample functions are ergodic up to third order when simulated up to time T = T0.
The ergodicity proofs follow.
4.1. Ergodicity in mean-value
Ergodicity in the mean-value requires that:
〈f(t)〉T = E[f(t)] (32)
where 〈·〉T denotes a time averaging over a time interval T . Ergodicity in the mean value is
proven by substituting the simulation formula in Eq. (27) into the temporal averaging as
〈f(t)〉T = 1
T
∫ T
0
f(t)dt
=
2
T
∫ T
0
N−1∑
k=0
√
Sp(ωk)∆ω cos(ωkt+ φk)
+
N−1∑
k=0
i≥j>0∑
i+j=k
|B(ωi, ωj)|√
Sp(ωi)Sp(ωj)
∆ω cos(ωit+ ωjt+ φi + φj)dt
(33)
The integrand in the above equation is periodic in t with period equal to T0 as given in
(31). It is therefore obvious that
〈f(t)〉T = E[f(t)] = 0 when T = T0 (34)
The above equation shows that the temporal average is equal to the ensemble value when
the length of the sample function is equal to T0. Hence, the sample functions are ergodic in
the mean.
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4.2. Ergodicity in correlation
Ergodicity in correlation requires that:
〈f(t)f(t+ τ)〉T = E[f(t)f(t+ τ)] = R(τ) (35)
The temporal average of the product of any two time instances of a sample function can
be computed by, again substituting the simulation formal for f(t) as follows
〈f(t)f(t+ τ)〉T = 1
T
∫ T
0
f(t)f(t+ τ)dt
=
4
T
∫ T
0
( N−1∑
k1=0
√
Sp(ωk1)∆ω cos(ωk1t+ φk1)
+
N−1∑
k1=0
i1≥j1>0∑
i1+j1=k1
|B(ωi1 , ωj1)|√
Sp(ωi1)Sp(ωj1)
∆ω cos((ωi1 + ωj1)t+ φi1 + φj1)
)
( N−1∑
k2=0
√
Sp(ωk2)∆ω cos(ωk2(t+ τ) + φk2)
+
N−1∑
k2=0
i2≥j2>0∑
i2+j2=k2
|B(ωi2 , ωj2)|√
Sp(ωi2)Sp(ωj2)
∆ω cos((ωi2 + ωj2)(t+ τ) + φi2 + φj2)
)
dt
(36)
Expanding the integrand yields:
〈f(t)f(t+ τ)〉T = 1
T
∫ T
0
f(t)f(t+ τ)dt
=
4
T
∫ T
0
( N−1∑
k1=0
N−1∑
k2=0
√
Sp(ωk1)∆ω cos(ωk1t+ φk1)
√
Sp(ωk2)∆ω cos(ωk2(t+ τ) + φk2)
+
N−1∑
k2=0
N−1∑
k1=0
i1≥j1>0∑
i1+j1=k1
√
Sp(ωk2)∆ω cos(ωk2(t+ τ) + φk2)
|B(ωi1 , ωj1)|√
Sp(ωi1)Sp(ωj1)
∆ω cos((ωi1 + ωj1)t+ φi1 + φj1)
+
N−1∑
k1=0
N−1∑
k2=0
i2≥j2>0∑
i2+j2=k2
√
Sp(ωk1)∆ω cos(ωk1t+ φk1)
|B(ωi2 , ωj2)|√
Sp(ωi2)Sp(ωj2)
∆ω cos((ωi2 + ωj2)(t+ τ) + φi2 + φj2)
+
N−1∑
k1=0
N−1∑
k2=0
i1≥j1>0∑
i1+j1=k1
i2≥j2>0∑
i2+j2=k2
|B(ωi1 , ωj1)|√
Sp(ωi1)Sp(ωj1)
∆ω cos((ωi1 + ωj1)t+ φi1 + φj1)
|B(ωi2 , ωj2)|√
Sp(ωi2)Sp(ωj2)
∆ω cos((ωi2 + ωj2)(t+ τ) + φi2 + φj2)
)
dt
(37)
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The integrand of this equation has four terms. The first term can be simplified as follows:
4
T
∫ T
0
N−1∑
k1=0
N−1∑
k2=0
√
Sp(ωk1)∆ω cos(ωk1t+ φk1)
√
Sp(ωk2)∆ω cos(ωk2(t+ τ) + φk2)
=
4
T
∫ T
0
N−1∑
k1=0
N−1∑
k2=0
√
Sp(ωk1)Sp(ωk2)∆ω cos(ωk1t+ φk1) cos(ωk2(t+ τ) + φk2)
=
2
T
∫ T
0
N−1∑
k1=0
N−1∑
k2=0
√
Sp(ωk1)Sp(ωk2)∆ω
(
cos(ωk1t+ ωk2(t+ τ) + φk1 + φk2)
+ cos(ωk1t− ωk2(t+ τ) + φk1 − φk2)
)
=
2
T
∫ T
0
N−1∑
k1=0
N−1∑
k2=0
√
Sp(ωk1)Sp(ωk2)∆ω
(
cos((ωk1 + ωk2)t+ ωk2τ + φk1 + φk2)
+ cos((ωk1 − ωk2)t− ωk2τ + φk1 − φk2)
)
(38)
It is straightforward to see that∫ T
0
cos((ωk1 + ωk2)t)dt = 0; ∀k1, k2∫ T
0
cos((ωk1 − ωk2)t)dt = 0; ∀k1, k2, k1 6= k2
(39)
so the expression simplifies to
2
T
∫ T
0
N−1∑
k=0
Sp(ωk)∆ω cos(−ωkτ)dt
= 2
N−1∑
k=0
Sp(ωk)∆ω cos(−ωkτ)
= 2
N−1∑
k=0
Sp(ωk)∆ω cos(ωkτ)
(40)
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The second term reduces as follows:
4
T
∫ T
0
N−1∑
k2=0
N−1∑
k1=0
i1≥j1>0∑
i1+j1=k1
√
Sp(ωk2)∆ω cos(ωk2(t+ τ) + φk2)
|B(ωi1 , ωj1)|√
Sp(ωi1)Sp(ωj1)
∆ω cos((ωi1 + ωj1)t+ φi1 + φj1)dt
=
4
T
∫ T
0
N−1∑
k2=0
N−1∑
k1=0
i1≥j1>0∑
i1+j1=k1
√
Sp(ωk2)∆ω
|B(ωi1 , ωj1)|√
Sp(ωi1)Sp(ωj1)
∆ω
cos(ωk2(t+ τ) + φk2) cos((ωi1 + ωj1)t+ φi1 + φj1)dt
=
2
T
∫ T
0
N−1∑
k2=0
N−1∑
k1=0
i1≥j1>0∑
i1+j1=k1
√
Sp(ωk2)∆ω
|B(ωi1 , ωj1)|√
Sp(ωi1)Sp(ωj1)
∆ω
(
cos(ωk2(t+ τ) + (ωi1 + ωj1)t+ φk2 + φi1 + φj1)
+ cos(ωk2(t+ τ) + (ωi1 + ωj1)t+ φk2 + φi1 + φj1)
)
dt
=
2
T
∫ T
0
N−1∑
k2=0
N−1∑
k1=0
i1≥j1>0∑
i1+j1=k1
√
Sp(ωk2)∆ω
|B(ωi1 , ωj1)|√
Sp(ωi1)Sp(ωj1)
∆ω
(
cos((ωi1 + ωj1 + ωk2)t+ ωk2τ + φk2 + φi1 + φj1)
+ cos((ωk2 − ωi1 − ωj1)t+ ωk2τ + φk2 − φi1 − φj1)
)
dt
= 0
(41)
because ∫ T
0
cos((ωi1 + ωj1 + ωk2)t)dt = 0; ∀i1, j1 and k2∫ T
0
cos((ωk2 − ωi1 − ωj1)t)dt = 0; ∀i1, j1 and k2
(42)
since
ωk2 − ωi1 − ωj1 =
(
k2 − i1 − j1 + 1 + k2 − i1 − j1
N
)
. (43)
The third term of the integrand similarly reduces to zero.
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The final term is reduces as follows:
4
T
∫ T
0
N−1∑
k1=0
N−1∑
k2=0
i1≥j1>0∑
i1+j1=k1
i2≥j2>0∑
i2+j2=k2
|B(ωi1 , ωj1)|√
Sp(ωi1)Sp(ωj1)
∆ω cos((ωi1 + ωj1)t+ φi1 + φj1)
|B(ωi2 , ωj2)|√
Sp(ωi2)Sp(ωj2)
∆ω cos((ωi2 + ωj2)(t+ τ) + φi2 + φj2)dt
=
4
T
∫ T
0
N−1∑
k1=0
N−1∑
k2=0
i1≥j1>0∑
i1+j1=k1
i2≥j2>0∑
i2+j2=k2
|B(ωi1 , ωj1)|√
Sp(ωi1)Sp(ωj1)
|B(ωi2 , ωj2)|√
Sp(ωi2)Sp(ωj2)
∆ω2
cos((ωi1 + ωj1)t+ φi1 + φj1) cos((ωi2 + ωj2)(t+ τ) + φi2 + φj2)dt
=
2
T
∫ T
0
N−1∑
k1=0
N−1∑
k2=0
i1≥j1>0∑
i1+j1=k1
i2≥j2>0∑
i2+j2=k2
|B(ωi1 , ωj1)|√
Sp(ωi1)Sp(ωj1)
|B(ωi2 , ωj2)|√
Sp(ωi2)Sp(ωj2)
∆ω2
(
cos((ωi1 + ωj1 + ωi2 + ωj2)t+ (ωi2 + ωj2)τ + φi1 + φj1 + φi2 + φj2)
+ cos((ωi2 + ωj2 − ωi1 − ωj1)t+ (ωi2 + ωj2)τ − φi1 − φj1 + φi2 + φj2)
)
dt
(44)
We observe that∫ T
0
cos((ωi1 + ωj1 + ωi2 + ωj2)t)dt = 0; ∀i1, j1, i2, j2∫ T
0
cos((ωi2 + ωj2 − ωi1 − ωj1)t)dt = 0; ∀i1, j1, i2, j2, i1 6= i2, j1 6= j2
(45)
and therefore this simplifies to
2
T
∫ T
0
N−1∑
k=0
i≥j>0∑
i+j=k
|B(ωi, ωj)|2
Sp(ωi)Sp(ωj)
∆ω2 cos((ωi + ωj)τ)dt (46)
Recognizing that ωk = ωi + ωj when k = i+ j, leads to
2
T
∫ T
0
N−1∑
k=0
i≥j>0∑
i+j=k
|B(ωi, ωj)|2
Sp(ωi)Sp(ωj)
∆ω2 cos(ωkτ)dt
=
2
T
∫ T
0
N−1∑
k=0
SI(ωk)∆ω cos(ωkτ)dt
= 2
N−1∑
k=0
SI(ωk)∆ω cos(ωkτ)
(47)
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where SI(ω) denotes the portion of the power spectrum arising from wave interactions with
S(ω) = Sp(ω) + SI(ω).
Combining Eqs. (40) and (47), we see that
〈f(t)f(t+ τ)〉T = 2
N−1∑
k=0
S(ωk)∆ω cos(ωkτ)
〈f(t)f(t+ τ)〉T = R2(τ)
(48)
and therefore the sample functions are ergodic in the second-order correlation when simulated
with length T0.
4.3. Ergodicity in third-order moment
Ergodicity in the third-order moment requires that:
〈f(t)f(t+ τ1)f(t+ τ2)〉T = E[f(t)f(t+ τ1)f(t+ τ2)] = R(3)(τ1, τ2) (49)
Again, we start by taking the temporal average of the product of any three time instances
of a sample function as follows
〈f(t)f(t+ τ1)f(t+ τ2)〉T = 1
T
∫ T
0
f(t)f(t+ τ1)f(t+ τ2)dt
=
8
T
∫ T
0
( N−1∑
k1=0
√
Sp(ωk1)∆ω cos(ωk1t+ φk1)
+
N−1∑
k1=0
i1≥j1>0∑
i1+j1=k1
|B(ωi1 , ωj1)|√
Sp(ωi1)Sp(ωj1)
∆ω cos((ωi1 + ωj1)t+ φi1 + φj1)
)
( N∑
k2=0
√
Sp(ωk2)∆ω cos(ωk2(t+ τ1) + φk2)
+
N−1∑
k2=0
i2≥j2>0∑
i2+j2=k2
|B(ωi2 , ωj2)|√
Sp(ωi2)Sp(ωj2)
∆ω cos((ωi2 + ωj2)(t+ τ2) + φi2 + φj2)
)
( N−1∑
k3=0
√
Sp(ωk3)∆ω cos(ωk3(t+ τ2) + φk3)
+
N−1∑
k3=0
i3≥j3>0∑
i3+j3=k3
|B(ωi3 , ωj3)|√
Sp(ωi3)Sp(ωj3)
∆ω cos((ωi3 + ωj3)(t+ τ2) + φi3 + φj3)
)
dt
(50)
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Only analyzing the terms that do not integrate to zero, we have
〈f(t)f(t+ τ1)f(t+ τ2)〉T = 24
T
∫ T
0
N−1∑
k3=0
√
Sp(ωk3)∆ω cos(ωk3(t+ τ2) + φk3)
N−1∑
k2=0
√
Sp(ωk2)∆ω cos(ωk2(t+ τ1) + φk2)
N−1∑
k1=0
i1≥j1>0∑
i1+j1=k1
|B(ωi1 , ωj1)|√
Sp(ωi1)Sp(ωj1)
∆ω cos((ωi1 + ωj1)t+ φi1 + φj1)dt
(51)
When k2 = i1 = i, k3 = j1 = j and k1 = k, this reduces as
48
T
∫ T
0
N−1∑
k=0
i≥j>0∑
i+j=k
√
Sp(ωj) cos(ωj(t+ τ2) + φj)
√
Sp(ωi) cos(ωi(t+ τ1) + φi)
|B(ωi, ωj)|√
Sp(ωi)Sp(ωj)
∆ω2 cos((ωi + ωj)(t) + φi + φj)dt
=
48
T
∫ T
0
N−1∑
k=0
i≥j>0∑
i+j=k
|B(ωi, ωj)|∆ω2 cos(ωj(t+ τ2) + φj) cos(ωi(t+ τ1) + φi)
cos((ωi + ωj)t+ φi + φj)dt
=
24
T
∫ T
0
N−1∑
k=0
i≥j>0∑
i+j=k
|B(ωi, ωj)|∆ω2
(
cos((ωi + ωj)t+ ωjτ2 + ωiτ1 + φi + φj)
+ cos((ωi − ωj)t+ ωiτ1 − ωjτ2 + φi − φj)
)
cos((ωi + ωj)t+ φi + φj)dt
=
12
T
∫ T
0
N−1∑
k=0
i≥j>0∑
i+j=k
|B(ωi, ωj)|∆ω2
(
cos(2(ωi + ωj)t+ ωjτ2 + ωiτ1 + 2(φi + φj))
+ cos(ωjτ2 + ωiτ1) + cos(2ωit+ ωiτ1 − ωjτ2 + 2φi) + cos(2ωjt+ ωjτ2 − ωiτ1 + 2φj)
)
dt
(52)
We have that ∫ T
0
cos(2(ωi + ωj)t) = 0∫ T
0
cos(2ωit) = 0∫ T
0
cos(2ωjt) = 0
(53)
16
and therefore
〈f(t)f(t+ τ1)f(t+ τ2)〉T = = 12
N−1∑
k=0
i≥j>0∑
i+j=k
|B(ωi, ωj)|∆ω2 cos(ωjτ2 + ωiτ1)
= 6
N−1∑
k=0
i,j>0∑
i+j=k
|B(ωi, ωj)|∆ω2 cos(ωjτ2 + ωiτ1)
= R3(τ1, τ2)
(54)
As a result, the proposed simulation formula produces samples that are ergodic in their
third-order moments.
5. Simulation of ergodic stochastic vector processes by 3rd-order Spectral Rep-
resentation method
Now that we have established the equation for simulation of univariate ergodic stochastic
processes, let us return to the multi-variate case. To simulate the 1D-mV stationary stochas-
tic vector process [f1(t), f2(t), .......fm(t)]
T , the pure component of the 2nd-order cross spec-
tral density Sp(ω) must be computed first. In case of a simple 1D-1V stationary stochastic
processes, the computation is straightforward, see Eq. (28). However, the pure cross-spectral
density for a stochastic vector process is not trivial, and requires us to resort to Einstein
(tensor) notation. This notation can be leveraged in various programming language like
Python which make computations via the Einstein notation very appealing.
Spab(ωk) = Sab(ωk)−
i≥j>0∑
i+j=k
Baef (ωi, ωj)B
∗
bgh(ωi, ωj)Gpe(ωi)Gpg(ωi)Gqf (ωj)Gqh(ωj)∆ω
2 (55)
where the term G(ω) is the inverse of the decomposed pure cross-spectral density derived as
follows. Similar to the 2nd-order expansion, the pure cross-spectral density can be decom-
posed using the eigenvalue decomposition as
S(p)(ω) = H(ω)HT∗(ω) (56)
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and having the following properties
Hjj(ω) = Hjj(−ω)
Hjk(ω) = H
∗
jk(−ω)
Hjk(ω) = |Hjk(ω)|eιθjk(ω)
θjk(ω) = tan
−1
(=[Hjk(ω)]
<[Hjk(ω)]
)
(57)
We then define G(ω) = (H(ω))−1, which again can be expressed in polar coordinates as:
Gjk(ω) = |Gjk(ω)|eιθIjk(ω)
θIjk(ω) = tan
−1
(=[Gjk(ω)]
<[Gjk(ω)]
) (58)
The stochastic process fa(t); a = 1, 2, . . .m in this case can be simulated as follows:
fa(t) = 2
N−1∑
k=0
[ m∑
l=1
|Hal(ωlk)|
√
∆ω cos(ωlkt− θal(ωlk) + φlk)
+ 2
m∑
l=1
m∑
n=1
m∑
p=1
m∑
q=1
i≥j≥0∑
i+j=k
|Baln(ωpi, ωqj)||Glp(ωpi)||Gnq(ωqj)|∆ω
cos((ωpi + ωqj)t− βaln(ωpi, ωqj)− θIlp(ωpi)− θInq(ωqj) + φpi + φqj)
]
(59)
where
βaln(ωpi, ωqj) = tan
−1
(=[Baln(ωpi, ωqj)]
<[Baln(ωpi, ωqj)]
)
(60)
is the biphase, and
ωlk = k∆ω +
l
2m
∆ω +
1
N
∆ω (61)
The stochastic vector processes simulated using Eq. (59) satisfy both ensemble and er-
godic properties of the vector process up to the third order. Proofs are presented in Appendix
A and Appendix B respectively.
5.1. Orthogonal increments involved in the simulation formula
For completeness, the above simulation formula has been derived in the same manner as
the univariate equation in [12] and the multi-dimensional formula in Part I using a third-
order orthogonal increment in the Cramer spectral representation. The orthogonal increment
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employed in the derivation of 3rd-order stochastic vector process is given by
dua(ωk) = 2
m∑
b=1
Hab(ωk)cos(φbk)+
2
i≥j≥0∑
i+j=k
m∑
b=1
m∑
c=1
m∑
p=1
m∑
q=1
Babc(ωi, ωj)Gbp(ωi)Gcq(ωj)cos(φpi + φqj)
(62)
It can be further verified that the orthogonal increment satisfies all orthogonality conditions
up to third order presented in Part 1 [1].
6. Simulation by Fast Fourier Transform
The simulation formula presented above for stochastic vector processes is computation-
ally expensive, but an be accelerated with the Fast Fourier Transform (FFT). This section
presents how the simulation formula can be expressed in a form suitable for FFT. The
simulation formula is given in conventional form in Eq. (59). Applying Euler’s formula,
eιφ = cos(φ) + ι sin(φ), such that R[eιφ] = cos(φ), the simulation formula simplifies to
fa(t) = R
[
2
N−1∑
k=0
[
m∑
l=1
|Hal(ωlk)|
√
∆ωeι(ωlkt−θal(ωlk)+φlk)
+
m∑
l=1
m∑
n=1
m∑
p=1
m∑
q=1
i≥j≥0∑
i+j=k
|Baln(ωpi, ωqj)||Glp(ωpi)||Gnq(ωqj)|∆ω
eι(ωpi+ωqj)t−βaln(ωpi,ωqj)−θ
I
lp(ωpi)−θInq(ωqj)+φpi+φqj ]
]
(63)
Discretizing the time domain using tr = r∆t and the frequency domain using the multi-
indexed frequency in Eq. (61) yields
fa(r∆t) = R
[
2
N−1∑
k=0
[
m∑
l=1
|Hal(ωlk)|
√
∆ωeι(
lr
2m
+ 1
N
)∆ω∆teι(−θal(ωlk)+φlk)
+
m∑
l=1
m∑
n=1
m∑
p=1
m∑
q=1
i≥j≥0∑
i+j=k
|Baln(ωi, ωj)||Glp(ωi)||Gnq(ωj)|∆ω
eι(
pr
2m
+ qr
2m
+ 2
N
)∆ω∆teι(−βaln(ωpi,ωqj)−θ
I
lp(ωpi)−θInq(ωqj)+φpi+φqj ]eιkr∆ω∆t
]
(64)
Expressing this equation in terms of the standard FFT implementation, we have
fa(r∆t) = R
[N−1∑
k=0
Cke
ιkr∆ω∆t
]
(65)
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where Ck is given by
Ck = 2[
m∑
l=1
|Hal(ωlk)|
√
∆ωeι(−θal(ωlk)+φlk)
+
i≥j≥0∑
i+j=k
m∑
l=1
m∑
n=1
m∑
p=1
m∑
q=1
|Baln(ωpi, ωqj)||Glp(ωpi)||Gnq(ωqj)|∆ω
eι(−βaln(ωpi,ωqj)−θ
I
lp(ωpi)−θInq(ωqj)+φpi+φqj ]
(66)
where we have the following conditions to ensure the ergodicity and avoid aliasing
mm∆t = T0 = m
2pi
∆ω
(67)
and
∆t =
2pi
m∆ω
. (68)
Simulation by FFT using Eq. (65) and (66) saves considerable computational expense while
retaining the desired ensemble and ergoicity properties of the sample functions.
7. Numerical Example
An example involving the simulation of a tri-variate stochastic vector process representing
wind turbulent velocity fluctuations is provided here to illustrate the application of the
proposed methodology. This example is modified from [7]. Consider three components
of the simulated vector process denoted by f1(t), f2(t), f3(t), describing the wind velocity
fluctuations at three vertical points in a wind profile (points 1,2 and 3 in Figure 1).
The components of the 2nd-order cross spectrum (cross power spectrum) are given by
Sjj(ω) = Sj(ω) j = 1, 2, 3
Sjk(ω) =
√
Sj(ω)Sk(ω)γjk(ω) j, k = 1, 2, 3 j 6= k
(69)
where Sj(ω) is the power spectrum of process fj(t) and γjk(ω) is the coherence function
between processes fj(t) and fk(t). The form suggested by Kaimal[13] is selected to model
the 2nd-order cross spectrum of the wind fluctuations and is given by
S(z, ω) =
1
2
200
2pi
u2∗
z
U(z)
1
[1 + 50 ωz
2piU(z)
]
5
2
(70)
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Figure 1: Configuration of the wind velocity points along a vertical wind profile.
where z = height above the ground (in m); u∗ = shear velocity of the flow (in m/s); and
U(z) = mean wind speed at the height z (in m/s). The model suggested in Davenport [14] is
selected for the coherence function between the wind velocity fluctuations at different heights
given by:
γ(∆z, ω) = exp
[−ω
2pi
Cz∆z
1
2
[U(z1) + U(z2)]
]
(71)
where U(z1) and U(z2) are the mean wind speeds at heights z1 and z2 respectively, ∆z =
|z1 − z2|, and Cz is a constant equal to 10 for structural applications.
The specific values of various parameters are obtained from [7] and using the numerical
results, the elements of the cross power spectral density are given by
S11 =
38.3
(1 + 6.19 ∗ w) 53
S22 =
43.3
(1 + 6.98 ∗ w) 53
S33 =
135
(1 + 21.8 ∗ w) 53
(72)
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and the corresponding coherence functions are given as
γ12(ω) = e
−0.1757ω
γ13(ω) = e
−3.478ω
γ23(ω) = e
−3.292ω
(73)
The spectra and coherences can be visualized in Fig. 2 and Fig. 3.
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Figure 2: Power spectral density functions (Sj(ω); j = 1, 2, 3) for each component of the wind velocity vector.
The diagonal components of the 3rd-order cross-spectrum (cross-bispectrum) are assumed
to take the following form:
B111(w1, w2) =
50
(1 + 6.19 ∗ (w1 + w2)) 53
B222(w1, w2) =
50
(1 + 6.98 ∗ (w1 + w2)) 53
B333(w1, w2) =
50
(1 + 21.8 ∗ (w1 + w2)) 53
(74)
while the off-diagonal terms are given by
Bijk(w1, w2) =
3
√
Biii(w1, w2)Bjjj(w1, w2)Bkkk(w1, w2)γijk (75)
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Figure 3: Coherence functions (γjk(ω); j, k = 1, 2, 3, j 6= k) between the wind velocity vector components.
where γijk are the third-order coherence functions (or bi-coherences). The third-order coher-
ence functions are given by
γ112(w1, w2) = e
−0.171(w1+w2)
γ122(w1, w2) = e
−0.357(w1+w2)
γ113(w1, w2) = e
−1.287(w1+w2)
γ133(w1, w2) = e
−1.589(w1+w2)
γ123(w1, w2) = e
−3.473(w1+w2)
γ223(w1, w2) = e
−2.659(w1+w2)
γ233(w1, w2) = e
−2.775(w1+w2)
(76)
Sample functions of this tri-variate stochastic wind velocity process are simulated using
Eqs. (65) and (66) with the FFT technique. The upper cutoff frequency and the number of
frequency discretizations are given by
ωu = 2 rad/s; Nω = 100 (77)
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which results in the following frequency and time discretizations:
∆ω = 0.02 rad/s; ∆t = 1.57 sec; T0 = 314.15 sec (78)
A single realization of each of the vector components is plotted in Fig. 7, which also
shows comparisons with sample functions generated using the 2nd-order SRM (having the
same random phase angles) for comparison.
To verify that the simulations are, indeed, possessing the prescribed statistical properties,
the 1st, 2nd and 3rd-order ensemble properties of the stochastic vector process are summarised
in Tables 1 – 3. Note that we do not produce plots of the spectral quantities because these
are difficult to visualize.
moments 3rd-order 2nd-order Target
E[f1(t)] -0.00143 -0.00143 0.00
E[f2(t)] -0.00147 -0.00147 0.00
E[f3(t)] -0.00279 -0.00279 0.00
Table 1: First order statistics of the simulated vector process
moments 3rd-order 2nd-order Target
E[f 21 (t)] 14.541 14.538 14.539
E[f 22 (t)] 14.722 14.720 14.722
E[f 23 (t)] 14.724 14.723 14.723
E[f1(t)f2(t)] 13.698 13.697 13.698
E[f1(t)f3(t)] 7.628 7.627 7.628
E[f2(t)f3(t)] 8.006 8.004 8.005
Table 2: Second order statistics of the simulated vector process
From these tables, we see that the first and second-order ensemble moments are very
close to the target for both the second and third-order simulations. However, the second-
order simulations cannot match the target third-order moments (Table 3). The third-order
simulations, on the other hand, match all moments up to third-order with very high accuracy.
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Figure 4: Velocity histories at points 1 (top), 2 (middle) and 3 (bottom).
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moments 3rd-order 2nd-order Target
E[f 31 (t)] 4.880 0.012 4.801
E[f 32 (t)] 3.870 0.004 3.825
E[f 33 (t)] 0.337 -0.010 0.368
E[f1(t)f 22 (t)] 3.938 -0.051 3.939
E[f1(t)f 23 (t)] 3.218 -0.054 3.231
E[f2(t)f 21 (t)] 0.931 -0.048 0.981
E[f2(t)f 23 (t)] 0.297 -0.058 0.391
E[f3(t)f 21 (t)] 0.435 -0.057 0.513
E[f3(t)f 22 (t)] 0.140 -0.065 0.247
E[f1(t)f2(t)f3(t)] 0.355 -0.050 0.425
Table 3: Third order statistics of the simulated vector process
8. Conclusions
In this, the second part of a two-part paper on the third-order spectral representation
method (SRM), we present the simulation of stationary and ergodic, third-order multi-variate
stochastic processes with the use of the fast Fourier transform. We first introduce a frequency
multi-indexing for the uni-variate third-order SRM that yields ergodic sample functions. We
prove the ergodicity of these simulated sample functions. Next, the simulation method is
generalized for the case of multi-variate stochastic processes and proofs of ensemble and er-
godic properties of the sample functions are provided in appendices. Finally, the simulation
equation is reformulated in a way that allows the use of the fast Fourier transform to signif-
icantly improve computational efficiency. The method is then applied for the simulation of
a tri-variate stochastic wind velocity field.
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Appendix A. Ensemble properties of simulated stochastic vector processes
In this appendix, we prove that the sample functions generated by the third-order spectral
representation method for stochastic vector processes match the target properties up to third-
order in ensemble.
Appendix A.1. First Order Properties
The multi-variate stochastic vector processes have zero mean in ensemble. This proof is
trivial and can be easily derived from commutative property of expectation.
Appendix A.2. Second Order Properties
The second-order cross-correlation function of the stochastic vector processes is shown
to be equal to the prescribed second-order cross-correlation function as follows.
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Rab(τ) = E[(fa(t)fb(t+ τ))]
= 4
N−1∑
k1=0
N−1∑
k2=0
E
[ m∑
l1=1
m∑
l2=1
|Hal1(ωl1k1)||Hbl2(ωl2k2)|∆ω
cos(ωk1t− θal1(ωl1k1) + φl1k1) cos(ωk2(t+ τ)− θal2(ωl2k2) + φl2k2)
+
m∑
l1=1
m∑
l2=1
m∑
n2=1
m∑
p2=1
m∑
q2=1
i2≥j2≥0∑
i2+j2=k2
|Hal1(ωl1k1)||Bbl2n2(ωp2i2 , ωq2j2)|
|Gl2p2(ωp2i2)||Gn2q2(ωq2j2)|∆ω cos(ωl1k1t− θal1(ωl1k1) + φl1k1)
cos((ωp2i2 + ωp2j2)(t+ τ)− βbl2n2(ωp2i2 , ωq2j2)− θIl2p2(ωp2i2)− θIn2q2(ωq2j2) + φp2i2 + φq2j2)
+
m∑
l2=1
m∑
l1=1
m∑
n1=1
m∑
p1=1
m∑
q1=1
i1≥j1≥0∑
i1+j1=k1
|Hal2(ωl2k2)||Bal1n1(ωi1 , ωj1)|
|Gl1p1(ωp1i1)||Gn1q1(ωq1j1)|∆ω cos(ωl2k2(t+ τ)− θal2(ωl2k2) + φl2k2)
cos((ωp1i1 + ωq1j1)t− βal1n1(ωp1i1 , ωq1j1)− θIl1p1(ωp1i1)− θIn1q1(ωq1j1) + φp1i1 + φq1j1)
+
m∑
l1=1
m∑
n1=1
m∑
p1=1
m∑
q1=1
m∑
l2=1
m∑
n2=1
m∑
p2=1
m∑
q2=1
i1≥j1≥0∑
i1+j1=k1
i2≥j2≥0∑
i2+j2=k2
|Bal1n1(ωp1i1 , ωq1j1)||Gl1p1(ωp1i1)||Gn1q1(ωq1j1)||Bbl2n2(ωp2i2 , ωq2j2)||Gl2p2(ωp2i2)||Gn2q2(ωq2j2)|
cos((ωp1i1 + ωq1j1)t− βal1n1(ωp1i1 , ωq1j1)− θIl1p1(ωp1i1)− θIn1q1(ωq1j1) + φp1i1 + φq1j1)
cos((ωp2i2 + ωq2j2)(t+ τ)− βbl2n2(ωp2i2 , ωq2j2)− θIl2p2(ωp2i2)− θIn2q2(ωq2j2) + φp2i2 + φq2j2)
]
(A.1)
The first term of this expression is given by
4E
[ N−1∑
k1=0
N−1∑
k2=0
m∑
l1=1
m∑
l2=1
|Hal1(ωl1k1)||Hbl2(ωl2k2)|∆ω
cos(ωl1k1t− θal1(ωl1k1) + φl1k1) cos(ωl2k2t− θal2(ωl2k2) + φl2k2)
] (A.2)
Since φ are random phase angles drawn from [0, 2pi], we have that when k1 = k2 = k and
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l1 = l2 = m, this expression simplifies as
4E
[N−1∑
k=0
m∑
m=1
|Ham(ωmk)||Hbm(ωmk)|∆ω cos(ωmkt− θam(ωmk) + φmk) cos(ωmk(t+ τ)− θbm(ωmk) + φmk)
]
= 2E
[N−1∑
k=0
m∑
m=1
|Ham(ωmk)||Hbm(ωmk)|∆ω[cos(ωmkτ + θam(ωmk)− θbm(ωmk))
+ cos(ωmk(2t+ τ)− θam(ωmk)− θbm(ωmk) + 2φmk)]
]
= 2
[N−1∑
k=0
m∑
m=1
|Ham(ωmk)||Hbm(ωmk)|∆ωE[cos(ωmkτ + θam(ωmk)− θbm(ωmk))]
+ E[cos(ωmk(2t+ τ)− θam(ωmk)− θbm(ωmk) + 2φmk)]
]
= 2
N−1∑
k=0
m∑
m=1
|Ham(ωmk)||Hbm(ωmk)|∆ω cos(ωmkτ + θam(ωmk)− θbm(ωmk))
= 2
∫ ωu
0
m∑
m=1
|Ham(ωm)||Hbm(ωm)|eι(ωmτ+θam(ωm)−θb(ωm))dω
=
∫ ωu
−ωu
m∑
m=1
Ham(ωm)H
∗
mb(ωm)e
ιωmτdω
=
∫ ωu
−ωu
Spab(ω)e
ιωτdω
≈
∫ ∞
−∞
Spab(ω)e
ιωτdω
(A.3)
The second and third terms of the expression are given by
4
N−1∑
k1=0
N−1∑
k2=0
E
[ m∑
l1=1
m∑
l2=1
m∑
n2=1
m∑
p2=1
m∑
q2=1
i2≥j2≥0∑
i2+j2=k2
|Hal1(ωl1k1)||Bbl2n2(ωp2i2 , ωq2j2)|
|Gl2p2(ωp2i2)||Gn2q2(ωq2j2)|(∆ω)
3
2 cos(ωl1k1t− θal1(ωl1k1) + φl1k1)
cos((ωp2i2 + ωq2j2)(t+ τ)− βal2n2(ωp2i2 , ωq2j2)− θIal2(ωp2i2)− θIan2(ωq2j2) + φp2i2 + φq2j2)
]
= 4
N−1∑
k1=0
N−1∑
k2=0
E
[ m∑
l2=1
m∑
l1=1
m∑
n1=1
m∑
p1=1
m∑
q1=1
i1≥j1≥0∑
i1+j1=k1
|Hal2(ωl2k2)||Bal1n1(ωp1i1 , ωq1j1)|
|Gl1p1(ωp1i1)||Gn1q1(ωq1j1)|(∆ω)
3
2 cos(ωl2k2(t+ τ)− θal2(ωl2k2) + φl2k2)
cos((ωp1i1 + ωq1j1)t− βal1n1(ωp1i1 , ωq1j1)− θIl1p1(ωp1i1)− θIn1q1(ωq1j1) + φp1i1 + φq1j1)
]
= 0
(A.4)
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Both combinations of terms defined in A.4 are equal to zero in expectation since both
involve coupling of odd number phase angles.
Finally, the fourth term of the expression is given by
4
N−1∑
k1=0
N−1∑
k2=0
E
[ m∑
l1=1
m∑
n1=1
m∑
p1=1
m∑
q1=1
m∑
l2=1
m∑
n2=1
m∑
p2=1
m∑
q2=1
i1≥j1≥0∑
i1+j1=k1
i2≥j2≥0∑
i2+j2=k2
|Bal1n1(ωp1i1 , ωq1j1)||Gl1p1(ωp1i1)||Gn1q1(ωq1j1)|
|Bbl2n2(ωp2i2 , ωq2j2)||Gl2p2(ωp2i2)||Gn2q2(ωq1j2)|∆ω2
cos((ωp1i1 + ωq1j1)t− βal1n1(ωp1i1 , ωq1j1)− θIl1p1(ωp1i1)− θIn1q1(ωq1j1) + φp1i1 + φq1j1)
cos((ωp2i2 + ωq2j2)(t+ τ)− βbl2n2(ωp2i2 , ωq2j2)− θIl2p2(ωp2i2)− θIn2q2(ωq2j2) + φp2i2 + φq2j2)
]
(A.5)
When p1 = p2 = p, q1 = q2 = q and i1 = i2 = i, j1 = j2 = j, implying k1 = k2 = k, this
simplifies as
4
N−1∑
k=0
E
[ m∑
l1=1
m∑
n1=1
m∑
l2=1
m∑
n2=1
m∑
p=1
m∑
q=1
i≥j≥0∑
i+j=k
|Bal1n1(ωpi, ωqj)||Gl1p(ωpi)||Gn1q(ωqj)|
|Bbl2n2(ωpi, ωqj)||Gl2p(ωpi)||Gn2q(ωqj)|∆ω2
cos((ωpi + ωqj)t− βal1n1(ωpi, ωqj)− θIl1p(ωpi)− θIn1q(ωqj) + φpi + φqj)
cos((ωpi + ωqj)(t+ τ)− βbl2n2(ωpi, ωqj)− θIl2p(ωpi)− θIn2q(ωqj) + φpi + φqj)
]
= 2
N−1∑
k=0
E
[ m∑
l1=1
m∑
n1=1
m∑
l2=1
m∑
n2=1
m∑
p=1
m∑
q=1
i≥j≥0∑
i+j=k
|Bal1n1(ωpi, ωqj)||Gl1p(ωpi)||Gn1q(ωqj)|
|Bbl2n2(ωpi, ωqj)||Gl2p(ωpi)||Gn2q(ωqj)|∆ω2
cos(−(ωpi + ωqj)t+ βal1n1(ωpi, ωqj) + θIl1p(ωpi) + θIn1q(ωqj)− φpi − φqj
+ (ωpi + ωqj)(t+ τ)− βbl2n2(ωpi, ωqj)− θIl2p(ωpi)− θIn2q(ωqj) + φpi + φqj)
]
= 2
N−1∑
k=0
m∑
l1=1
m∑
n1=1
m∑
l2=1
m∑
n2=1
m∑
p=1
m∑
q=1
i≥j≥0∑
i+j=k
|Bal1n1(ωpi, ωqj)||Gl1p(ωpi)||Gn1q(ωqj)|
|Bbl2n2(ωpi, ωqj)||Gl2p(ωpi)||Gn2q(ωqj)|∆ω2
cos((ωpi + ωqj)τ + βal1n1(ωpi, ωqj) + θ
I
l1p
(ωpi) + θ
I
n1q
(ωqj)− βbl2n2(ωpi, ωqj)− θIl2p(ωpi)− θIn2q(ωqj))
(A.6)
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= 2
N−1∑
k=0
m∑
l1=1
m∑
n1=1
m∑
l2=1
m∑
n2=1
m∑
p=1
m∑
q=1
i≥j≥0∑
i+j=k
|Bal1n1(ωpi, ωqj)||Gl1p(ωpi)||Gn1q(ωqj)|
|Bbl2n2(ωpi, ωqj)||Gl2p(ωpi)||Gn2q(ωqj)|
cos((ωpi + ωqj)τ + βal1n1(ωpi, ωj) + θ
I
l1p
(ωpi) + θ
I
n1q
(ωqj)− βbl2n2(ωpi, ωj)− θIl2p(ωpi)− θIn2q(ωj))∆ω2
= 2
N−1∑
k=0
m∑
l1=1
m∑
n1=1
m∑
l2=1
m∑
n2=1
m∑
p=1
m∑
q=1
i≥j≥0∑
i+j=k
|Bal1n1(ωpi, ωqj)||Gl1p(ωpi)||Gn1q(ωqj)|
|Bbl2n2(ωpi, ωqj)||Gl2p(ωpi)||Gn2q(ωqj)|eι(ωpi+ωqj)τeιβal1n1 (ωpi,ωqj)eιθ
I
l1p
(ωpi)eιθ
I
n1q
(ωqj)
e−ιβbl2n2 (ωpi,ωqj)e−ιθ
I
l2p
(ωpi)e−ιθ
I
n2q
(ωqj)∆ω2
= 2
N−1∑
k=0
m∑
l1=1
m∑
n1=1
m∑
l2=1
m∑
n2=1
m∑
p=1
m∑
q=1
i≥j≥0∑
i+j=k
Bal1n1(ωpi, ωqj)Gl1p(ωpi)Gn1q(ωqj)
B∗bl2n2(ωpi, ωqj)G
∗
l2p
(ωpi)G
∗
n2q
(ωqj)e
ι(ωpi+ωqj)τ∆ω2
= 2
N−1∑
k=0
m∑
l1=1
m∑
n1=1
m∑
l2=1
m∑
n2=1
m∑
p=1
m∑
q=1
i≥j≥0∑
i+j=k
Bal1n1(ωpi, ωqj)B
∗
bl2n2
(ωpi, ωqj)Gl1p(ωpi)G
∗
l2p
(ωpi)Gn1q(ωqj)G
∗
n2q
(ωqj)e
ι(ωpi+ωqj)τ∆ω2
≈ 2
N−1∑
k=0
i≥j≥0∑
i+j=k
m∑
l1=1
m∑
n1=1
m∑
l2=1
m∑
n2=1
Bal1n1(ωi, ωj)B
∗
bl2n2
(ωi, ωj)S
(p)I
l1l2
(ωi)S
(p)I
n1n2
(ωi)e
ιωkτ∆ω2
≈ 2
N−1∑
k=0
(
Sab(ω)− S(p)ab (ω)
)
eιωτ∆ω
≈ 2
∫ ωu
0
(
Sab(ω)− S(p)ab (ω)
)
eιωτdω
≈
∫ ωu
−ωu
(
Sab(ω)− S(p)ab (ω)
)
eιωτdω
≈
∫ ∞
−∞
(
Sab(ω)− S(p)ab (ω)
)
eιωτdω
Combining these four terms, we have
Rab(τ) =
∫ ∞
−∞
S
(p)
ab (ω)e
ιωτdω + 0 + 0 +
∫ ∞
−∞
(
Sab(ωk)− S(p)ab (ωk)
)
eιωkτdω
Rab(τ) =
∫ ∞
−∞
Sab(ω)e
ιωτdω
(A.7)
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Appendix A.3. Third Order Properties
The third-order cross-correlation function of the stochastic vector processes is shown to
be equal to the prescribed third-order cross-correlation function as follows.
Rabc(τ1, τ2) = E[fa(t)fb(t+ τ1)fc(t+ τ2)]
= 8E
[
[
N−1∑
k1=0
[ m∑
l1=1
|Hal1(ωk1)|
√
∆ω cos(ωk1t− θal1(ωk1) + φl1k1)
+
m∑
l1=1
m∑
n1=1
m∑
p1=1
m∑
q1=1
i1≥j1≥0∑
i1+j1=k1
|Bal1n1(ωi1 , ωj1)||Gl1p1(ωi1)||Gn1q1(ωj1)|∆ω
cos((ωi1 + ωj1)t− βal1n1(ωi1 , ωj1)− θIl1p1(ωi1)− θIn1q1(ωj1) + φp1i1 + φq1j1)]
[
N−1∑
k2=0
[ m∑
l2=1
|Hal2(ωk2)|
√
∆ω cos(ωk2t− θal2(ωk2) + φl2k2)
+
m∑
l2=1
m∑
n2=1
m∑
p2=1
m∑
q2=1
i2≥j2≥0∑
i2+j2=k2
|Bal2n2(ωi2 , ωj2)||Gl2p2(ωi2)||Gn2q2(ωj2)|∆ω
cos((ωi2 + ωj2)t− βal2n2(ωi2 , ωj2)− θIl2p2(ωi2)− θIn2q2(ωj2) + φp2i2 + φq2j2)]
[
N−1∑
k3=0
[ m∑
l3=1
|Hal3(ωk3)|
√
∆ω cos(ωk3t− θal3(ωk3) + φl3k3)
+
m∑
l3=1
m∑
n3=1
m∑
p3=1
m∑
q3=1
i3≥j3≥0∑
i3+j3=k3
|Bal3n3(ωi3 , ωj3)||Gl3p3(ωi3)||Gn3q3(ωj3)|∆ω
cos((ωi3 + ωj3)t− βal3n3(ωi3 , ωj3)− θIl3p3(ωi3)− θIn3q3(ωj3) + φp3i3 + φq3j3)]
]
(A.8)
When this product is expanded, there are 6 symmetric components each taking the form
8
N∑
k1=1
i1≥j1≥0∑
i1+j1=k1
N∑
k2=1
N∑
k3=1
m∑
l1=1
m∑
n1=1
m∑
p1=1
m∑
q1=1
m∑
l2=1
m∑
l3=1
E
[|Bal1n1(ωi1 , ωj1)||Gl1p1(ωi1)||Gn1q1(ωj1)|∆ω
cos((ωi1 + ωj1)t− βal1n1(ωi1 , ωj1)− θpl1p1(ωi1)− θpn1q1(ωj1) + φp1i1 + φq1j1)
|Hbl2(ωk2)|
√
∆ω cos(ωk2(t+ τ1)− θpbl2(ωk2) + φl2k2)
|Hcl3(ωk3)|
√
∆ω cos(ωk3(t+ τ2)− θpcl3(ωk3) + φl3k3)
]
(A.9)
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Therefore we can express Rabc(τ1, τ2) as
48
N∑
k1=1
i1≥j1≥0∑
i1+j1=k1
N∑
k2=1
N∑
k3=1
m∑
l1=1
m∑
n1=1
m∑
p1=1
m∑
q1=1
m∑
l2=1
m∑
l3=1
E
[|Bal1n1(ωi1 , ωj1)||Gl1p1(ωi1)||Gn1q1(ωj1)|∆ω
cos((ωi1 + ωj1)t− βal1n1(ωi1 , ωj1)− θpl1p1(ωi1)− θpn1q1(ωj1) + φp1i1 + φq1j1)
|Hbl2(ωk2)|
√
∆ω cos(ωk2(t+ τ1)− θpbl2(ωk2) + φl2k2)
|Hcl3(ωk3)|
√
∆ω cos(ωk3(t+ τ2)− θpcl3(ωk3) + φl3k3)
]
= 48
N∑
k1=1
i1≥j1≥0∑
i1+j1=k1
N∑
k2=1
N∑
k3=1
m∑
l1=1
m∑
n1=1
m∑
p1=1
m∑
q1=1
m∑
l2=1
m∑
l3=1
E
[|Bal1n1(ωi1 , ωj1)||Gl1p1(ωi1)||Hbl2(ωk2)||Gn1q1(ωj1)||Hcl3(ωk3)|∆ω2
cos((ωi1 + ωj1)t− βal1n1(ωi1 , ωj1)− θpl1p1(ωi1)− θpn1q1(ωj1) + φp1i1 + φq1j1)
cos(ωk2(t+ τ1)− θpbl2(ωk2) + φl2k2) cos(ωk3(t+ τ2)− θpcl3(ωk3) + φl3k3)
]
(A.10)
When i1 = k2 = i, j1 = k3 = j, implying k2 + k3 = k1 = k; p1 = l2 = p and q1 = l3 = q, this
expression simplifies as
48
N∑
k=1
i≥j≥0∑
i+j=k
m∑
m=1
m∑
n=1
m∑
p=1
m∑
q=1
E
[|Bamn(ωi, ωj)||Gmp(ωi)||Hbp(ωi)||G(p)nq (ωj)||Hcq(ωj)|∆ω2
cos((ωi + ωj)t− βamn(ωi, ωj)− θpmp(ωi)− θpnq(ωj) + φpi + φqj)
cos(ωi(t+ τ1)− θpbp(ωi) + φpi) cos(ωj(t+ τ2)− θpcq(ωj) + φqj)
]
= 12
N∑
k=1
i≥j≥0∑
i+j=k
m∑
m=1
m∑
n=1
m∑
p=1
m∑
q=1
E
[|Bamn(ωi, ωj)||Gmp(ωi)||Hbp(ωi)||Gnq(ωj)||Hcq(ωj)|∆ω2
cos(−(ωi + ωj)t+ βamn(ωi, ωj) + θpmp(ωi) + θpnq(ωj)− φpi − φqj
+ ωi(t+ τ1)− θpbp(ωi) + φpi + ωj(t+ τ2)− θpcq(ωj) + φqj)
]
= 12
N∑
k=1
i≥j≥0∑
i+j=k
m∑
m=1
m∑
n=1
m∑
p=1
m∑
q=1
|Bamn(ωi, ωj)||Gmp(ωi)||Hbp(ωi)||Gnq(ωj)||Hcq(ωj)|∆ω2
cos(βamn(ωi, ωj) + θ
p
mp(ωi) + θ
p
nq(ωj) + ωiτ1 − θpbp(ωi) + ωjτ2 − θpcq(ωj))
(A.11)
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= 12
N∑
k=1
i≥j≥0∑
i+j=k
m∑
m=1
m∑
n=1
m∑
p=1
m∑
q=1
|Bamn(ωi, ωj)||Gmp(ωi)||Hbp(ωi)||Gnq(ωj)||Hcq(ωj)|∆ω2
eιβamn(ωi,ωj)eιθ
p
mp(ωi)eιθ
p
nq(ωj)eιωiτ1e−ιθ
p
bp(ωi)eιωjτ2e−ιθ
p
cq(ωj)
= 12
N∑
k=1
i≥j≥0∑
i+j=k
m∑
m=1
m∑
n=1
m∑
p=1
m∑
q=1
Bamn(ωi, ωj)Gmp(ωi)H
(p)∗
bp (ωi)Gnq(ωj)Hcq(ωj)∆ω
2eιωiτ1eιωjτ2
= 12
N∑
k=1
i≥j≥0∑
i+j=k
m∑
m=1
m∑
n=1
Bal1n1(ωi, ωj)Ibl1(ωi)Icn1(ωj)∆ω
2eιωiτ1eιωjτ2
= 12
N∑
k=1
i≥j≥0∑
i+j=k
Babc(ωi, ωj)e
ιωiτ1eιωjτ2∆ω2
= 6
∫ ∞
0
∫ ∞
0
Babc(ωi, ωj)e
ιωiτ1eιωjτ2dωidωj
Hence,
Rabc(τ1, τ2) =
∫ ∞
−∞
∫ ∞
−∞
Babc(ωi, ωj)e
ιωiτ1eιωjτ2dωidωj (A.12)
Appendix B. Ergodic properties of simulated stochastic vector processes
In this appendix, we prove that the sample functions generated by the third-order spectral
representation method for stochastic vector processes are ergodic up to third-order.
Recall the simulation formula
fa(t) = 2
N−1∑
k=0
[ m∑
m=1
|Ham(ωmk)|
√
∆ω cos(ωmkt− θam(ωmk) + φmk)
+ 2
m∑
m=1
m∑
n=1
m∑
p=1
m∑
q=1
i≥j≥0∑
i+j=k
|Bamn(ωpi, ωqj)||Gmp(ωpi)||Gnq(ωqj)|∆ω
cos((ωpi + ωqj)t− βamn(ωpi, ωqj)− θImp(ωpi)− θInq(ωqj) + φpi + φqj)
]
(B.1)
where the multi-indexed frequency is given by
ωmk = k∆ω +
∆ω
2
(
1
N
) +
∆ω
2
(
m
m
) (B.2)
The smallest frequency wave corresponds to the largest period
ω01 = ∆ω +
∆ω
2
(
1
N
) +
∆ω
2
(
1
m
) =
∆ω
2
(
1
m
+
1
N
) (B.3)
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yielding the wave period
T0 =
4pimN
m+N
(B.4)
Appendix B.1. First Order Properties
Ergodicity in the mean-value requires that:
〈fa(t)〉T = E[fa(t)] = 0 (B.5)
Using the simulation equation above, we have
〈fa(t)〉 = 2
T
∫ T
0
N−1∑
k=0
[ m∑
m=1
|Ham(ωmk)|
√
∆ω cos(ωmkt− θam(ωmk) + φmk)
+
m∑
m=1
m∑
n=1
m∑
p=1
m∑
q=1
i≥j≥0∑
i+j=k
|Bamn(ωpi, ωqj)||Gmp(ωpi)||Gnq(ωqj)|∆ω
cos((ωpi + ωqj)t− βamn(ωpi, ωqj)− θImp(ωpi)− θInq(ωqj) + φpi + φqj)
]
dt
= 0
(B.6)
Appendix B.2. Second Order Properties
Ergodicity in correlation requires that:
〈fa(t)fb(t+ τ)〉T = E[fa(t)fb(t+ τ)] = Rab(τ) (B.7)
Using the proposed simulation formula, this can be expressed as
〈fa(t)fb(t+ τ)〉 = 4
T
∫ T
0
N−1∑
k1=0
[ m∑
l1=1
|Hal1(ωl1k1)|
√
∆ω cos(ωl1k1t− θal1(ωl1k1) + φl1k1)
+
m∑
l1=1
m∑
n1=1
m∑
p1=1
m∑
q1=1
i1≥j1≥0∑
i1+j1=k1
|Bal1n1(ωp1i1 , ωq1j1)||Gl1p1(ωp1i1)||Gn1q1(ωq1j1)|∆ω
cos((ωp1i1 + ωq1j1)t− βal1n1(ωp1i1 , ωq1j1)− θIl1p1(ωp1i1)− θIn1q1(ωq1j1) + φp1i1 + φq1j1)
]
N−1∑
k2=0
[ m∑
l2=1
|Hal2(ωl2k2)|
√
∆ω cos(ωl2k2(t+ τ)− θal2(ωl2k2) + φl2k2)
+
m∑
l2=1
m∑
n2=1
m∑
p2=1
m∑
q2=1
i2≥j2≥0∑
i2+j2=k2
|Bbl2n2(ωp2i2 , ωq2j2)||Gl2p2(ωp2i2)||Gn2q2(ωq2j2)|∆ω
cos((ωp2i2 + ωq2j2)(t+ τ)− βbl2n2(ωp2i2 , ωq2j2)− θIl2p2(ωp2i2)− θIn2q2(ωq2j2) + φp2i2 + φq2j2)
]
dt
(B.8)
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This product yields 4 terms. The first of these terms is given by
4
T
∫ T
0
N−1∑
k1=0
N−1∑
k2=0
m∑
l1=1
m∑
l2=1
|Hal1(ωl1k1)||Hbl2(ωl2k2)|∆ω
cos(ωl1k1t− θal1(ωl1k1) + φl1k1) cos(ωl2k2(t+ τ)− θal2(ωl2k2) + φl2k2)
=
2
T
∫ T
0
N−1∑
k1=0
N−1∑
k2=0
m∑
l1=1
m∑
l2=1
|Hal1(ωl1k1)||Hbl2(ωl2k2)|∆ω[
cos((ωl1k1 + ωl2k2)t+ ωl2k2τ − θal1(ωl1k1)− θbl2(ωl2k2) + φl1k1 + φl2k2)
cos((ωl2k2 − ωl1k1)t+ ωl2k2τ + θal1(ωl1k1)− θbl2(ωl2k2)− φl1k1 + φl2k2)
]
dt
(B.9)
Recognizing that∫ T
0
cos((ωl1k1 + ωl2k2)t+ ωl2k2τ − θal1(ωl1k1)− θal2(ωl2k2) + φl1k1 + φl2k2)dt = 0;
∀l1, l2, k1, k2∫ T
0
cos((ωl2k2 − ωl1k1)t+ ωl2k2τ + θal1(ωl1k1)− θal2(ωl2k2)− φl1k1 + φl2k2)dt = 0
∀l1, l2, k1, k2; l1 6= l2, k1 6= k2
(B.10)
we have
〈fa(t)fb(t+ τ)〉 = 2
T
∫ T
0
N−1∑
k=0
m∑
m=1
|Ham(ωmk)||Hbm(ωmk)|∆ω cos(ωmkτ + θam(ωmk)− θbm(ωmk))dt
=
2
T
∫ T
0
N−1∑
k=0
SPab(ωk)e
ιωkτ∆ωdt
= 2
N−1∑
k=0
SPab(ωk)e
ιωkτ∆ω
(B.11)
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The second and the third term are given by
4
T
∫ T
0
N−1∑
k1=0
N−1∑
k2=0
m∑
l1=1
m∑
l2=1
m∑
n2=1
m∑
p2=1
m∑
q2=1
i2≥j2≥0∑
i2+j2=k2
|Hal1(ωl1k1)||Bbl2n2(ωp2i2 , ωq2j2)||Gl2p2(ωp2i2)||Gn2q2(ωq2j2)|∆ω
3
2
cos(ωl1k1t− θal1(ωl1k1) + φl1k1)
cos((ωp2i2 + ωq2j2)(t+ τ)− βbl2n2(ωp2i2 , ωq2j2)− θIl2p2(ωp2i2)− θIn2q2(ωq2j2) + φp2i2 + φq2j2)dt
=
2
T
∫ T
0
N−1∑
k1=0
N−1∑
k2=0
m∑
l1=1
m∑
l2=1
m∑
n2=1
m∑
p2=1
m∑
q2=1
i2≥j2≥0∑
i2+j2=k2
|Hal1(ωl1k1)||Bbl2n2(ωp2i2 , ωq2j2)||Gl2p2(ωp2i2)||Gn2q2(ωq2j2)|∆ω
3
2[
cos((ωl1k1 + ωp2i2 + ωq2j2)t+ (ωp2i2 + ωq2j2)τ
− θal1(ωl1k1)− βbl2n2(ωp2i2 , ωq2j2)− θIl2p2(ωp2i2)− θIn2q2(ωq2j2) + φl1k1 + φp2i2 + φq2j2)
cos((ωp2i2 + ωq2j2 − ωl1k1)t+ (ωp2i2 + ωq2j2)τ
+ θal1(ωl1k1)− βbl2n2(ωp2i2 , ωq2j2)− θIl2p2(ωp2i2)− θIn2q2(ωq2j2)− φl1k1 + φp2i2 + φq2j2)
]
dt
= 0
(B.12)
because ∫ T
0
cos((ωl1k1 + ωp2i2 + ωq2j2)t)dt = 0; ∀l1, p2, q2, k1, i2, j2∫ T
0
cos((ωp2i2 + ωq2j2 − ωl1k1)t)dt = 0; ∀l1, p2, q2, k1, i2, j2
(B.13)
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Finally, the fourth term is given by
4
T
∫ T
0
N−1∑
k1=0
N−1∑
k2=0
m∑
l1=1
m∑
n1=1
m∑
p1=1
m∑
q1=1
i1≥j1≥0∑
i1+j1=k1
m∑
l2=1
m∑
n2=1
m∑
p2=1
m∑
q2=1
i2≥j2≥0∑
i2+j2=k2
|Bal1n1(ωp1i1 , ωq1j1)||Gl1p1(ωp1i1)||Gn1q1(ωq1j1)|
|Bbl2n2(ωp2i2 , ωq2j2)||Gl2p2(ωp2i2)||Gn2q2(ωq2j2)|∆ω2
cos((ωp1i1 + ωq1j1)t− βal1n1(ωp1i1 , ωq1j1)− θIl1p1(ωp1i1)− θIn1q1(ωq1j1) + φp1i1 + φq1j1)
cos((ωp2i2 + ωq2j2)(t+ τ)− βbl2n2(ωp2i2 , ωq2j2)− θIl2p2(ωp2i2)− θIn2q2(ωq2j2) + φp2i2 + φq2j2)dt
=
4
T
∫ T
0
N−1∑
k1=0
N−1∑
k2=0
m∑
l1=1
m∑
n1=1
m∑
p1=1
m∑
q1=1
i1≥j1≥0∑
i1+j1=k1
m∑
l2=1
m∑
n2=1
m∑
p2=1
m∑
q2=1
i2≥j2≥0∑
i2+j2=k2
|Bal1n1(ωp1i1 , ωq1j1)||Gl1p1(ωp1i1)||Gn1q1(ωq1j1)|
|Bbl2n2(ωp2i2 , ωq2j2)||Gl2p2(ωp2i2)||Gn2q2(ωq2j2)|∆ω2
cos((ωp1i1 + ωq1j1)t− βal1n1(ωp1i1 , ωq1j1)− θIl1p1(ωp1i1)− θIn1q1(ωq1j1) + φp1i1 + φq1j1)
cos((ωp2i2 + ωq2j2)(t+ τ)− βbl2n2(ωp2i2 , ωq2j2)− θIl2p2(ωp2i2)− θIn2q2(ωq2j2) + φp2i2 + φq2j2)dt
=
2
T
∫ T
0
N−1∑
k1=0
N−1∑
k2=0
m∑
l1=1
m∑
n1=1
m∑
p1=1
m∑
q1=1
i1≥j1≥0∑
i1+j1=k1
m∑
l2=1
m∑
n2=1
m∑
p2=1
m∑
q2=1
i2≥j2≥0∑
i2+j2=k2
|Bal1n1(ωp1i1 , ωq1j1)||Gl1p1(ωp1i1)||Gn1q1(ωq1j1)|
|Bbl2n2(ωp2i2 , ωq2j2)||Gl2p2(ωp2i2)||Gn2q2(ωq2j2)|∆ω2[
cos((ωp1i1 + ωq1j1 + ωp2i2 + ωq2j2)t+ (ωp2i2 + ωq2j2)τ − βal1n1(ωp1i1 , ωq1j1)− βbl2n2(ωp2i2 , ωq2j2)
− θIl1p1(ωp1i1)− θIn1q1(ωq1j1)− θIl2p2(ωp2i2)− θIn2q2(ωq2j2) + φp1i1 + φq1j1 + φp2i2 + φq2j2)
cos((ωp2i2 + ωq2j2 − ωp1i1 − ωq1j1)t+ (ωp2i2 + ωq2j2)τ + βal1n1(ωp1i1 , ωq1j1)− βbl2n2(ωp2i2 , ωq2j2)
+ θIl1p1(ωp1i1) + θ
I
n1q1
(ωq1j1)− θIl2p2(ωp2i2)− θIn2q2(ωq2j2)− φp1i1 − φq1j1 + φp2i2 + φq2j2)
]
dt
(B.14)
Recognizing that∫ T
0
cos((ωp1i1 + ωq1j1 + ωp2i2 + ωq2j2)t)dt = 0; ∀p1, q1, p2, q2, i1, j1, i2, j2∫ T
0
cos((ωp2i2 + ωq2j2 − ωp1i1 − ωq1j1)t)dt = 0; ∀p1, q1, p2, q2, i1, j1, i2, j2; p1 6= p2, q1 6= q2, i1 6= i2, j1 6= j2
(B.15)
39
this expression simplifies as
=
2
T
∫ T
0
N−1∑
k=0
m∑
l1=1
m∑
n1=1
m∑
l2=1
m∑
n2=1
m∑
p=1
m∑
q=1
i≥j≥0∑
i+j=k
|Bal1n1(ωpi, ωqj)||Gl1p(ωpi)||Gn1q(ωqj)|
|Bbl2n2(ωpi, ωqj)||Gl2p(ωpi)||Gn2q(ωqj)|∆ω2
cos((ωpi + ωqj)τ + βal1n1(ωpi, ωqj)− βbl2n2(ωpi, ωqj) + θIl1p(ωpi) + θIn1q(ωqj)− θIl2p(ωpi)− θIn2q(ωqj))dt
=
2
T
∫ T
0
N−1∑
k=0
m∑
l1=1
m∑
n1=1
m∑
l2=1
m∑
n2=1
m∑
p=1
m∑
q=1
i≥j≥0∑
i+j=k
Bal1n1(ωpi, ωqj)Gl1p(ωpi)Gn1q(ωqj)
B∗bl2n2(ωpi, ωqj)G
∗
l2p
(ωpi)G
∗
n2q
(ωqj)∆ω
2 cos((ωpi + ωqj)τ)dt
=
2
T
∫ T
0
N−1∑
k=0
SIab(ωk)∆ω cos((ωi + ωj)τ)dt
=
2
T
∫ T
0
N−1∑
k=0
SIab(ωk)∆ω cos(ωkτ)dt
= 2
N−1∑
k=0
SIab(ωk)∆ω cos(ωkτ)
(B.16)
Combining these terms leads to
〈fa(t)fb(t+ τ)〉 = 2
N−1∑
k=0
Sab(ωk)∆ω cos(ωkτ)
= Rab(τ)
(B.17)
Appendix B.3. Third Order Properties
Ergodicity in the third-order moment requires that:
〈fa(t)fb(t+ τ1)fc(t+ τ2)〉T = E[fa(t)fb(t+ τ1)fc(t+ τ2)] = R(3)(τ1, τ2) (B.18)
40
Using the proposed simulation formula, this can be expressed as
〈fa(t)fb(t+ τ1)fc(t+ τ2)〉
=
8
T
∫ T
0
N−1∑
k1=0
[ m∑
l1=1
|Hal1(ωl1k1)|
√
∆ω cos(ωl1k1t− θal1(ωl1k1) + φl1k1)
+
m∑
l1=1
m∑
n1=1
m∑
p1=1
m∑
q1=1
i1≥j1≥0∑
i1+j1=k1
|Bal1n1(ωp1i1 , ωq1j1)||Gl1p1(ωp1i1)||Gn1q1(ωq1j1)|∆ω
cos((ωp1i1 + ωq1j1)t− βal1n1(ωp1i1 , ωq1j1)− θIl1p1(ωp1i1)− θIn1q1(ωq1j1) + φp1i1 + φq1j1)
]
N−1∑
k2=0
[ m∑
l2=1
|Hal2(ωl2k2)|
√
∆ω cos(ωl2k2(t+ τ1)− θal2(ωl2k2) + φl2k2)
+
m∑
l2=1
m∑
n2=1
m∑
p2=1
m∑
q2=1
i2≥j2≥0∑
i2+j2=k2
|Bbl2n2(ωp2i2 , ωq2j2)||Gl2p2(ωp2i2)||Gn2q2(ωq2j2)|∆ω
cos((ωp2i2 + ωq2j2)(t+ τ1)− βbl2n2(ωp2i2 , ωq2j2)− θIl2p2(ωp2i2)− θIn2q2(ωq2j2) + φp2i2 + φq2j2)
]
N−1∑
k3=0
[ m∑
l3=1
|Hal3(ωl3k3)|
√
∆ω cos(ωl3k3(t+ τ2)− θal3(ωl3k3) + φl3k3)
+
m∑
l3=1
m∑
n3=1
m∑
p3=1
m∑
q3=1
i3≥j3≥0∑
i3+j3=k3
|Bbl3n3(ωp3i3 , ωq3j3)||Gl3p3(ωp3i3)||Gn3q3(ωq3j3)|∆ω
cos((ωp3i3 + ωq3j3)(t+ τ2)− βbl3n3(ωp3i3 , ωq3j3)− θIl3p3(ωp3i3)− θIn3q3(ωq3j3) + φp3i3 + φq3j3)
]
dt
(B.19)
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〈fa(t)fb(t+ τ1)fb(t+ τ2)〉
=
8
T
∫ T
0
N−1∑
k2=0
m∑
l2=1
|Hbl2(ωl2k2)|
√
∆ω cos(ωl2k2(t+ τ1)− θbl2(ωl2k2) + φl2k2)
N−1∑
k3=0
m∑
l3=1
|Hcl3(ωl3k3)|
√
∆ω cos(ωl3k3(t+ τ2)− θcl3(ωl3k3) + φl3k3)
N−1∑
k1=0
m∑
l1=1
m∑
n1=1
m∑
p1=1
m∑
q1=1
i1≥j1≥0∑
i1+j1=k1
|Bal1n1(ωp1i1 , ωq1j1)||Gl1p1(ωp1i1)||Gn1q1(ωq1j1)|∆ω
cos((ωp1i1 + ωq1j1)t− βal1n1(ωp1i1 , ωq1j1)− θIl1p1(ωp1i1)− θIn1q1(ωq1j1) + φp1i1 + φq1j1)dt
=
24
T
∫ T
0
N−1∑
k1=0
m∑
l1=1
m∑
n1=1
m∑
p1=1
m∑
q1=1
i1≥j1≥0∑
i1+j1=k1
N−1∑
k2=0
m∑
l2=1
N−1∑
k3=0
m∑
l3=1
|Bal1n1(ωp1i1 , ωq1j1)||Gl1p1(ωp1i1)||Gn1q1(ωq1j1)||Hbl2(ωl2k2)||Hcl3(ωl3k3)|(∆ω)2
cos(ωl2k2(t+ τ1)− θbl2(ωl2k2) + φl2k2) cos(ωl3k3(t+ τ2)− θcl3(ωl3k3) + φl3k3)
cos((ωp1i1 + ωq1j1)t− βal1n1(ωp1i1 , ωq1j1)− θIl1p1(ωp1i1)− θIn1q1(ωq1j1) + φp1i1 + φq1j1)dt
=
12
T
∫ T
0
N−1∑
k1=0
m∑
l1=1
m∑
n1=1
m∑
p1=1
m∑
q1=1
i1≥j1≥0∑
i1+j1=k1
N−1∑
k2=0
m∑
l2=1
N−1∑
k3=0
m∑
l3=1
|Bal1n1(ωp1i1 , ωq1j1)||Gl1p1(ωp1i1)||Gn1q1(ωq1j1)||Hbl2(ωl2k2)||Hcl3(ωl3k3)|∆ω[
cos((ωl2k2 + ωl3k3)t+ ωl2k2τ1 + ωl3k3τ2 − θbl2(ωl2k2)− θcl3(ωl3k3) + φl2k2 + φl3k3)
+ cos((ωl2k2 − ωl3k3)t+ ωl2k2τ1 − ωl3k3τ2 − θbl2(ωl2k2) + θcl3(ωl3k3) + φl2k2 − φl3k3)
]
cos((ωp1i1 + ωq1j1)t− βal1n1(ωp1i1 , ωq1j1)− θIl1p1(ωp1i1)− θIn1q1(ωq1j1) + φp1i1 + φq1j1)dt
(B.20)
the expression further simplifies to
42
=
12
T
∫ T
0
N−1∑
k1=0
m∑
l1=1
m∑
n1=1
m∑
p1=1
m∑
q1=1
i1≥j1≥0∑
i1+j1=k1
N−1∑
k2=0
m∑
l2=1
N−1∑
k3=0
m∑
l3=1
|Bal1n1(ωp1i1 , ωq1j1)||Gl1p1(ωp1i1)||Gn1q1(ωq1j1)||Hbl2(ωl2k2)||Hcl3(ωl3k3)|(∆ω)2[
cos((ωl2k2 + ωl3k3)t+ ωl2k2τ1 + ωl3k3τ2 − θbl2(ωl2k2)− θcl3(ωl3k3) + φl2k2 + φl3k3)
cos((ωp1i1 + ωq1j1)t− βal1n1(ωp1i1 , ωq1j1)− θIl1p1(ωp1i1)− θIn1q1(ωq1j1) + φp1i1 + φq1j1)
+ cos((ωl2k2 − ωl3k3)t+ ωl2k2τ1 − ωl3k3τ2 − θbl2(ωl2k2) + θcl3(ωl3k3) + φl2k2 − φl3k3)
cos((ωp1i1 + ωq1j1)t− βal1n1(ωp1i1 , ωq1j1)− θIl1p1(ωp1i1)− θIn1q1(ωq1j1) + φp1i1 + φq1j1)
]
dt
(B.21)
Of the two sets of cosine product terms above, the second product sums to zero because
of odd number of random phase angles in the expansion. Simplifying the first cosine product
more and recognizing that
∫ T
0
cos(ωl2k2t+ ωl3k3t− (ωp1i1 + ωq1j1)t)dt = 0; ∀p1, q1, p2, q2, i1, j1, i2, j2; p1 6= l2, q1 6= l3, i1 6= k2, j1 6= k3
(B.22)
and
Gab(ω)Hbc(ω) = Iac (B.23)
it leads to
=
6
T
∫ T
0
N−1∑
k2=0
N−1∑
k3=0
Babc(ωk2 , ωk3)(∆ω)
2 cos(ωk2τ1 + ωk3τ2)dt
= 6
N−1∑
k2=0
N−1∑
k3=0
Babc(ωk2 , ωk3)(∆ω)
2 cos(ωk2τ1 + ωk3τ2)
= R
(3)
abc(τ1, τ2)
(B.24)
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