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Abstract
The e"ective simultaneous approximability of real vectors and sets of reals is studied. A
hierarchy of real vectors based on the Kolmogorov complexity of computable approximations
is constructed. We prove that the hierarchy is nontrivial at the bottom levels but collapses on
the top levels. A hierarchy theorem which gives a simple test for proper inclusion between
two classes is established. We also show that an e"ective approximation problem for a /nite
set may be hard (have no computable solutions) when the corresponding problems for all its
proper subsets are simple (have computable solutions). c© 2002 Elsevier Science B.V. All rights
reserved.
Keywords: Computability; Diophantine approximation problem; Scale; Kolmogorov complexity;
Hierarchy
1. Introduction
We consider the diophantine approximation problems for real vectors x=(x1; : : : ; xn)
∈Rn:
given ∈E to construct a rational vector r=(r1; : : : ; rn)∈Qn
s.t.
‖x− r‖ = max
i
|xi − ri| ¡ : (1)
Here E is a subset of the set of all positive rational numbers Q+ which speci/es the
problem; 0 is a limit point of E. A solution of the problem is a function  :Q→Qn
with the domain Dom( )⊇E for which
‖x−  ()‖ ¡ ;  ∈ E (2)
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holds. These problems were studied intensively in number theory (see [12]). In the
scope of computable analysis [1, 2, 8, 10] an additional requirement on the solutions is
usually imposed: a function  in (2) is supposed to be computable.
A vector is called E-approximable if the corresponding approximation problem has
a computable solution. When the set E is (or at least contains) a computable sequence
{0; 1; : : :}; k → 0, this leads to the de/nition of computable vector:
the approximation problem for x has a computable solution i" x is a computable
vector
(the latter means that all xi are computable reals). But without any restrictions on E
this equivalence does not hold. The computable vectors form a subset of the set of all
E-approximable vectors and the inclusion may be proper.
In this paper the computable solutions of approximation problems with E ⊆ E0 where
E0 = {0; 1; : : :} is a decreasing computable sequence, k → 0, and the structure of the
corresponding sets
Rn(E0) = {x ∈ Rn | x is E-approximable for some E ⊆ E0}
are studied. We prove that these sets depend only on the degrees of convergence of the
sequences {k} and form some kind of approximation hierarchy of real vectors which
covers the whole Rn:
Rn =
⋃
E0
Rn(E0); Rn(E0) ⊆ Rn(E′0) for k = O(′k): (3)
This hierarchy is in fact the Kolmogorov complexity (see [4, 9, 14, 13]) hierar-
chy. The degree of convergence of a computable sequence {k} speci/es the amount
of additional information supplied to restore the rational approximations of real vectors.
The class Rn(E0) consists of all real vectors x for which the approximation problem
speci/ed by E0 has a solution  with
‖x−  (k)‖ ¡ k for all k and lim inf K( (k) | k) ¡ ∞; (4)
where K(a | b) denotes the conditional Kolmogorov complexity of a /nite object
a given b. The solution  here is not necessarily computable but the upper bound
(4) means that up to a constant the information in k is suDcient to compute  (k)
for in/nitely many k.
The computable vectors form a proper subset of⋂
E0
Rn(E0)
which itself is a proper subset of Rn(E0) for any /xed E0. The real vectors with the
most complex approximation problems are on the top levels of the hierarchy. We prove
these levels to collapse:
Rn(E0) = Rn i"
∑
k
nk =∞; 
(⋃ {
Rn(E0)
∣∣∣∣∑
k
nk ¡ ∞
})
= 0:
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A Hierarchy Theorem which gives a suDcient condition (on E0;E′0) for the inclusion
in (3) to be proper is established.
We also consider the simultaneous approximation problems for sets of reals. A set
M ⊆R is simultaneously approximable in E0 if the vector x=(x1; : : : xn) belongs to
Rn(E0) for every /nite subset {x1; : : : ; xn} of M . It is shown that the computable op-
erations on reals satisfying the Lipschitz condition preserve the simultaneous approx-
imability. In particular, every maximal simultaneously approximable set of reals is a
/eld. As another consequence, we /nd a geometrical property of Rn(E0) which distin-
guishes it from the set of all computable vectors: for k ∼ k−; 1=n¡6 1 it contains
a continuous curve.
On the contrary, some primitive set theoretical operations (like union) may break
the simultaneous approximability. For a given E0 we construct an example of a /nite
set F with the following properties: (1) F is not simultaneously approximable in E0;
(2) every proper subset F1⊂F is simultaneously approximable in E0.
The paper is self-contained. In the next section we recall all needed de/nitions and
basic facts about enumerations, computability and Kolmogorov complexity. In Section 3
we introduce the approximation hierarchy of real vectors and prove that its classes can
be speci/ed by the degrees of convergence of decreasing computable sequences (pre-
cision scales). Sections 4 and 5 contain the analysis of the top and the bottom levels
of the hierarchy. We prove the triviality (collapse) of the hierarchy on the top levels
and its nontriviality on the bottom levels. In Sections 6 and 7 the simultaneous approx-
imability of sets of reals is discussed. Section 8 contains the proof of the hierarchy
theorem.
Some of the main results of this paper were published in a short form in [5–7].
2. Preliminaries
Let N;Q;Q+;R be the sets of all natural, all rational, all positive rational and all real
numbers, respectively, {0; 1}∗ denotes the set of all /nite binary sequences, Dom(f)
and Val(f) denote the domain and the range of the function f. We /x a recursive
pairing function 〈·; ·〉 which is an injective mapping of N2 onto N and corresponding
projection functions
nj (〈x1; : : : ; xn〉) = xj where 〈x1; : : : ; xn〉 = 〈〈x1; x2〉; : : : ; xn〉:
Let ’0(x); ’1(x); : : : be the GJodel’s enumeration [11] of the set of all recursive functions
of type N→N and Wi =Dom(’i).
The notion of computable function for data types di"erent from N can be de/ned via
enumerations of corresponding types (see [3]). An enumeration  of a set T is a total
mapping of N onto T . We suppose that some standard injective enumerations  :N→Q
and ! :N→{0; 1}∗ for Q and {0; 1}∗ are /xed, id is the standard enumeration for N
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and the standard enumeration  :N→T1×T2 for type T1×T2 is de/ned as
n = (121(n); 2
2
2(n));
where i is the standard enumeration for Ti. Thus, we have the standard enumera-
tions for all types combined from N; Q; {0; 1}∗ using ×. Let n denote the standard
enumeration of Qn.
For types T1, T2 with standard enumerations 1, 2 a function f :T1→T2 is called
computable if f= 2’−11 for some recursive function ’. The relative computability
(with the oracles O⊆N ) can be de/ned in a similar way. These de/nitions depend
on the choice of the enumerations ; !. We suppose them to satisfy the following
condition: the mappings
(−1)$ p=q −→ 〈$; p; q〉; $ ∈ {0; 1}; p; q ∈ N; (p; q) = 1;
v −→ 〈v1; : : : ; vm〉; v = v1 : : : vm ∈ {0; 1}∗
are computable functions of types Q→N and {0; 1}∗→N; respectively.
In order to make the paper self-contained we include the basic de/nitions from the
Kolmogorov complexity theory [9, 14, 13]:
Denition 2.1. Let A : {0; 1}∗×N→N be a computable function. The conditional
Kolmogorov complexity of n∈N given m∈N with respect to A is
KA(n |m) =
{
min{l(v) |A(v; m) = n} if ∃v A(v; m) = n;
∞ otherwise;
where l(v) is the length of the binary sequence v.
So KA(n |m) measures the minimal amount of additional information suDcient to
restore n given m when A is used as the restoration method.
Denition 2.2. A computable function A0 : {0; 1}∗×N→N is called optimal if for
every computable function A of the same type there exists a constant CA s.t.
KA0 (n |m) ¡ KA(n |m) + CA
holds for all n; m.
Lemma 2.3. There exists an optimal (computable) function. For two optimal func-
tions A0; A1 and some constant C
|KA0 (n |m)− KA1 (n |m)| ¡ C
holds for all m; n.
Denition 2.4. We /x some optimal computable function A0 and de/ne
K(n |m) = KA0 (n |m) (conditional Kolmogorov complexity);
K(n) = KA0 (n | 0) (unconditional Kolmogorov complexity):
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These complexity measures can be trivially extended to objects of various types with
injective enumerations: for /xed injective enumerations i :N→Ti of types Ti; (i=1; 2),
and for a∈T1; b∈T2 let
K1 ;2 (a | b) = K(−11 a | −12 b); K1 (a) = K1 ; id(a | 0) = K(−11 a):
We omit indexes when the enumerations are standard.
The following upper bounds are direct consequences of the de/nitions:
K(n) ¡ log2 n+O(1); n ∈ N;
k(v) ¡ l(v) + O(1); v ∈ {0; 1}∗;
K(a | b) ¡ K(a) + O(1):
Lemma 2.5. If a=  (b; c0; : : : ; cn) for some computable function  then
K(a | b) ¡ K(c0 | b) + 2
n∑
i=1
K(ci | b) + C ;
where the constant C does not depend on a; b; c0; : : : ; cn.
Proof. The general form of this statement follows immediately from its special case
with a; b; c0; : : : ; cn ∈N. For v= $1 : : : $m ∈{0; 1}∗ let v denote the “doubled” binary
sequence $1$1 : : : $m$m. Consider vi ∈{0; 1}∗ s.t.
l(vi) = K(ci | b); A0(vi; b) = ci
and the computable function A for which
A(v001v1 : : : 01vn; b) =  (b; A0(v0; b); : : : ; A0(vn; b))
holds.
K(a | b) ¡ KA(a | b) + C = l(v0) + 2
n∑
i=1
l(vi) + C:
3. The classes Rn(E0)
In this section we de/ne the approximation hierarchy of real vectors and prove
the basic properties of this hierarchy. In particular, we prove that the classes of the
hierarchy can be speci/ed by the degrees of convergence of decreasing computable
sequences which converge to 0.
Denition 3.1. A scale is a computable decreasing sequence of positive rational num-
bers E0 = {0; 1; : : :} with lim k =0.
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Denition 3.2. A real vector x=(x1; : : : ; xn)∈Rn is approximable in the scale E0 if it
is E-approximable for some in/nite E⊆E0, i.e. (2) holds for some computable function
 :Q→Q and some in/nite set E⊆E0. Let
Rn(E0) = {x ∈ Rn | x is approximable in the scale E0}:
Denition 3.3. The conditional Kolmogorov complexity of the approximation prob-
lem (1) for x∈Rn given ∈Q+ is
K(x | ) = inf{K(r | ) | r ∈ Qn; ‖x− r‖ ¡ }:
Lemma 3.4. x∈Rn(E0)⇔ lim infK(x | k)¡∞.
Proof. x∈Rn(E0) i" inequality (2) holds for some computable function  and some
in/nite set E⊆E0. The latter implies
K(x | )6 K( () | )¡C ; ∈E
by Lemma 2.5, so lim infK(x | k)¡C .
Now suppose lim infK(x | k)¡C. Then
‖x− nA0(v; −1)‖ ¡ ;  ∈ E
holds for some in/nite set E⊆E0 and some /xed v∈{0; 1}∗ with l(v)¡C.
Lemma 3.5. Let E0 = {k} and E′0 = {′k} be two scales and there exist computable
functions  0; : : : ;  m−1 of type Q→Q with the properties:
Dom( i) ⊆ E0; E′0\
⋃
i
Val( i) is finite;  i()6 :
Then
Rn(E′0) ⊆ Rn(E0): (5)
Proof. Let x be E-approximable for some in/nite set E⊆E′0 and  be a computable
solution of the corresponding approximation problem:
‖x−  ()‖ ¡ ;  ∈ E:
For some i the set  −1i (E)⊆E0 is in/nite and
‖x−  ( i())‖ ¡  i()6 ;  ∈  −1i (E);
so x is  −1i (E)-approximable too.
Example. 1. Inclusion (5) holds for scales with ′k¡k for all k¿k0. It follows from
Lemma 3.5 when m=1 and
 0() =
{
′k if  = k and k ¿ k0;
unde/ned otherwise:
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2. Consider the scales E0 = {2−k} and E′0 = {2−mk} where the integer m¿1 is /xed.
We claim that
Rn({2−mk}) = Rn({2−k}):
Inclusion (5) for these scales is proved in the previous example. The backward inclu-
sion can be proved by Lemma 3.5 with the following choice of computable functions:
Dom( i) = E′0;  i(2
−mk) = 2−mk−i ; i = 0; : : : ; m− 1:
Lemma 3.6. Rn({k})=Rn({2k}).
Proof. We establish the bound
|K(x | )−K(x | 2)| ¡ C0 (6)
and then apply Lemma 3.4.
Let ‖x−r‖¡ for some r∈Qn and K(x | )=K(r | ). We have −1n r=A0(p; −1)
for some p∈{0; 1}∗; l(p) = K(r | ). By Lemma 2.5 (applied to the computable
function  ($; p) nA0(p; −1($=2)); $=2)
K(r | 2) ¡ K(p | 2) + C1 6 l(p) + C2 =K(x | ) + C2:
But ‖x− r‖¡2 too, so K(x | 2)¡K(x | ) + C2.
Now let ‖x−r‖¡2 for some r∈Qn andK(x | 2)=K(r | 2). Then ‖x−r−q‖¡
for some q=(q1; : : : ; qn) with qi ∈{−1; 0; 1}. We claim that
K(r+ q | ) ¡ K(r | 2) + C3; (7)
which gives K(x | )¡K(x | 2) + C3 and (6) for C0 = max{C2; C3}. The bound (7)
can be proved by Lemma 2.5 with
 (; p; q)  nA0(p; −1(2)) + q:
De/ne p∈{0; 1}∗ by the conditions l(p)=K(r | 2); −1n r=A0(p; −1(2)). Then r+
q=  (; p; q) and
K(r+ q | ) ¡ K(p | ) + 2K(q | ) + C4:
The value K(q | ) is bounded because there exist a /xed (/nite) number of q’s with
qi ∈{−1; 0; 1}.
K(p | ) ¡ l(p) + C5 = K(r | 2) + C5;
This proves (7) for appropriate C3.
Theorem 3.7. If ′k =O(k) then R
n(E′0)⊆Rn(E0).
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Proof. Let ′k =O(k). Choose a constant m for which the inequality 
′
k¡2
mk holds
for all k. By Lemmas 3.5 and 3.6
Rn(E′0) ⊆ Rn({2mk}) = Rn(E0):
Corollary 3.8. Let 0¡C1¡′k =k¡C2 for some constants C1; C2 and all k. Then
Rn(E′0)=R
n(E0).
Comment: The classes Rn(E0) for various scales E0 = {k} form a hierarchy of real
vectors. It reNects the levels of Kolmogorov complexity of approximation problems
(Lemma 3.4). These levels are speci/ed by the degrees of convergence of scales and
the inclusion relation on classes corresponds to the natural partial ordering of scales
(Theorem 3.7, Corollary 3.8). Note that the particular choice of the sequence {k}
and the requirement k ∈Q are not essential (for the speci/cation purpose): the same
degrees of convergence can be speci/ed by decreasing computable sequences of com-
putable reals as well. For example, we may use the notation Rn({1=√k}) for the class
Rn(E0) where E0 is any scale with k
√
k→ 1. Such approximating scale does exist
for every decreasing computable sequence of computable reals which converges to 0.
Similarly, we shall use the sequences {1=k}; {1=k2}; : : : which are not well-de/ned for
k =0 as notations for scales with 0 = 3 (or anything else suDciently large).
4. The “slow” scales
Now we shall prove that the top levels of the hierarchy collapses to Rn. These levels
are labeled by “slow” scales. The exact meaning of the term “slow” is de/ned by the
series∑
k
nk : (8)
Denition 4.1. A scale is called n-slow if series (8) diverges.
Theorem 4.2. Rn(E0)=Rn for n-slow scales. Rn(E0)= 0 when the scale is not n-slow
(here  denotes the Lebesgue measure).
Proof. Let the scale E0 be n-slow. It is suDcient to prove that I = [0; 1]n⊆Rn(E0).
Consider a computable sequence {ki} s.t.
k0 ¡ 1;
∑
ki¡k6ki+1
nk ¿ 2
n: (9)
Let 0 : N→ I be some computable enumeration of all rational vectors from I . We
de/ne a computable function  : let  (ki +1)= 0(0); for ki +1¡k 6 ki+1 let  (k) be
the /rst (w.r.t. 0) rational vector r∈ I de/ned by the conditions
‖r−  (k ′)‖¿ k′ ; k ′ = ki + 1; : : : ; k − 1;
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if such a vector exists. The cubes
Ik = {x | ‖x−  (k)‖ ¡ k=2}; k ∈ Dom( ) ∩ (ki; ki+1]
are disjoint subsets of [−0:5; 1:5]n. Thus

⋃
k
Ik =
∑
k∈Dom( )∩(ki ; ki+1]
nk ¡ 2
n:
The comparison with (9) gives (ki; ki+1]*Dom( ). Thus,
Dom( ) ∩ (ki; ki+1] = (ki; k] for some k¡ki+1
and for every x∈ I there exists k ′ ∈ (ki; k] s.t. ‖x− (k ′)‖¡k′ . But k ′ can be computed
from k′ . That proves the bound
K(x | k′) ¡ C
for some constant C, so lim infK(x | k′)¡C for every x∈ I . Thus, I ⊆Rn(E0) by
Lemma 3.4.
Let the scale E0 be not n-slow. The Lebesgue measure of the set of all real vectors
approximable in the scale E0 by a /xed computable function  : Q→Q does not
exceed the value∑
k¿m
(2k)n;
which is arbitrarily small when m→∞. The set Rn(E0) is the countable union of such
sets, so Rn(E0)= 0.
Comment: This theorem suggests the following classi/cation of scales. We call a
scale slow when it is n-slow for all n. A scale is intermediate if it is n-slow for some
n but not slow. A scale is fast if it is not slow and not intermediate, i.e. series (8)
converges for all n. The approximation problems correspondent to slow scales are most
simple. The additional amount of information provided by a slow scale is suDcient to
restore any vector (of any dimension) up to any precision:
lim infK(x | k) ¡ ∞ (10)
for every n and every x∈Rn. The fast scales specify the approximation problems
which are always nontrivial. The set of all vectors for which bound (10) holds is a
zero measure subset of Rn for all n. Moreover,

( ⋃
E0 is not n-slow
Rn(E0)
)
= 0
because the set of all scales is countable. The intermediate scales give the examples
of the simultaneous approximation problems for a /nite sets of reals which are more
diDcult then all the individual approximation problems for its members. Consider the
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scale {1=k} which is 1-slow but not 2-slow. For almost all vectors x=(x1; x2)∈R2
holds
lim infK(xi | 1=k) ¡ ∞; lim infK(x | 1=k) =∞:
i.e. x1 and x2 are both approximable in the scale {1=k} but (x1; x2) is not. Further
examples will appear in Section 6.
For the case of n-slow scales we have proved in fact the following more precise
result:
Corollary 4.3. Let the scale {k} be n-slow. For any computable sequence {ki} with
property (9) there exists a constant C for which the inequality
min{K(x | k) | ki ¡ k 6 ki+1} ¡ C
holds for all i and all x∈ [0; 1]n.
5. The bottom level
In this section we study the intersection of classes Rn(E0) where E0 range over all
scales. Clearly it contains all computable real vectors (i.e the vectors with computable
coordinates, a countable subset).
Theorem 5.1. There exists a set M of the power of the continuum with
M ⊆ ⋂
E0
Rn(E0):
Proof. Note that x∈R1(E0) i" (x; : : : ; x)∈Rn(E0), so it is suDcient to prove the state-
ment for n=1. For every v∈{0; 1}∗ we shall de/ne a closed interval Sv = [pv−rv; pv+
rv] with pv; rv ∈Q. The de/nition will force the following conditions: (a) for every
in/nite binary sequence ! the set⋂
n
S(!)n
is a singleton {x(!)} (here (!)n denotes the /rst n bits of the sequence !), (b) the
mapping ! → x(!) is injective, (c) x(!)∈R1(E0) for every in/nite binary sequence
! and every scale E0. The required M is the range of the mapping from (b).
The set of all scales is countable: E(0)0 ;E
(1)
0 ; : : : ;E
(i)
0 = {(i)k }. For the empty sequence
4 set S4 = [0; 1]. Let Sv be already de/ned for some v with l(v)= n and
i = 21(n); k(v) = min{k | 2(i)k ¡ rv; 21(k) = pv}:
Choose
rv0 = rv1 = r =
(i)k(v)
4
; pv0 = pv − r; pv1 = pv + r:
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For v′; v′′ ∈{0; 1}∗ the following holds: Sv′ is interior to Sv′′ when v′ properly extends
v′′; the interiors of Sv′ and Sv′′ are disjoint when v′ and v′′ have no common extensions.
This proves (a) and (b) because rv→ 0 when l(v)→∞.
Let us prove (c). For a scale E(i)0 ; nj = 〈i; j〉; kj = k((!)nj) and p=pkj we have
|x(!)− p| ¡ (i)kj ; p = 21(kj):
But the function (i)k → k is computable so x(!) is E-approximable for E= {(i)kj }⊆
E
(i)
0 .
Corollary 5.2. There exists a vector which is approximable in every scale but is not
computable.
Now we prove that the bottom levels of the hierarchy do not collapse.
Theorem 5.3. For every scale E0 there exists a scale E′0 for which inclusion (5) is
proper.
Comment: This fact can easily be derived from the Hierarchy Theorem (Theo-
rem 8.4). Here we give an independent proof which contains an explicit construction
of a real number x∈R1(E0)\R1(E′0). The proof based on the Hierarchy Theorem does
not provide such example.
Proof. As we have seen above it is suDcient to consider the case n=1. Let  : {0; 1}∗
→Q and f : N→N be computable functions with the properties: f is increasing,
 (4) = 0; f(0) = 0; | (v0)−  (v1)| ¿ 4f(l(v)+1);
| (v$)−  (v)| ¡ f(l(v)) − 2f(l(v)+1);
where 4 denotes the empty string and $=0; 1. For an in/nite binary sequence ! let
x(!)= lim  ((!)n) where (!)n is the /rst n bits of !. Un denotes the set of all
intervals of the form Iv =( (v)− 2f(n);  (v) + 2f(n)) for l(v)= n. Note that any two
intervals from Un are disjoint and
|x(!)−  ((!)n)|6 f(n) (11)
holds.
We de/ne the computable sequences of natural numbers {ni}; {mi}, the sequence
of sets {Pi} and the in/nite binary sequence ! by the following construction:
Step 0: Set
n0 = 0; m0 = min{l | (21(l)) = 0}; P0 = ∅; (!)m0 = 0m0 :
Step i + 1: Suppose ni; mi; (!)mi are already de/ned. Set ni+1 = mi + i + 2,
Pi+1 = {p ∈ Q |K(p | f(ni+1)) ¡ i + 1}:
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Consider all binary strings of the form v=(!)miw; l(v)= ni+1 and corresponding
intervals Iv from Uni+1 . The number of them is 2
i+2¿Card Pi+1 so at least one of
these intervals, say Iv∗ , is disjoint with Pi+1. Set
(!)mi+1 = v
∗0mi+1−ni+1 ;
where mi+1 is the least l¿ni+1 for which the set {!21(ni+1 + 1); : : : ; !21(l)} contains
all binary sequences of the length ni+1.
Let x= x(!). Then
K(x | f(ni))¿ i:
Indeed, the distance d( ((!)ni); Pi) between  ((!)ni) and the set Pi is not less than
2f(ni) by the choice of !, so the distance
d(x; Pi)¿ d( ((!)ni); Pi)− |x(!)−  ((!)ni)|¿ f(ni)
by (11). Thus x =∈R1(E′0) for the scale E′0 = {f(ni)} with R1(E′0)⊆R1(E0).
We claim that x∈R1(E0). By Theorem 3.7 it is suDcient to prove that x is approx-
imable in the scale {2f(k)}. Consider any interval (ni; mi]. By the choice of mi for
some k; ni¡k 6 mi, the value !21(k) is (!)ni . The rational number r=  ((!)ni0
k−ni)
satis/es the condition
|x − r| ¡ 2f(k)
(follows from (11)) and can be computed e"ectively from 2f(k):
given ∈Q try to /nd k s.t. =2f(k); when succeed set
r=  (v0k−l(v)) where v= !21(k).
So x∈R1({2f(k)})⊆R1(E0).
6. Simultaneously approximable sets
Let the scale E0 = {k} be /xed. The simultaneous approximability of a vector is
preserved under permutations of coordinates, duplications of coordinates and projec-
tions. So the simultaneous approximability notion concerns /nite sets of reals as well.
It can be extended to arbitrary sets of reals:
Denition 6.1. A set M ⊆R is simultaneously approximable in E0 if the vector x=
(x1; : : : ; xn) belongs to Rn(E0) for every /nite subset {x1; : : : ; xn} of M .
Which operations preserve the simultaneous approximability? We consider two sorts
of operations. The /rst one is the pointwise operations like addition or multiplication.
We give a general computability condition which is suDcient to prove that all the
operations de/ned by elementary functions preserve this property. The set theoretical
operations like union (second sort) may break the simultaneous approximability. The
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example from Section 4 shows that for an intermediate scale there exist two /nite
simultaneously approximable sets X and Y for which X ∪Y is not simultaneously ap-
proximable. (The example was constructed for the scale {1=k}; the same method gives
the corresponding example for an arbitrary intermediate scale but fails when the scale
is fast.) For a fast scale we prove a stronger result: the simultaneous approximability
of all proper subsets of a /nite set does not imply its simultaneous approximability.
Denition 6.2. A function f :Rn→R is called computable on rational numbers if
there exists a computable function  :Qn+1→Q with the property: for every (r1; : : : ; rn)
∈Dom(f)∩Qn; ∈Q+ the value  (r1; : : : ; rn; ) is de/ned and
|f(r1; : : : ; rn)−  (r1; : : : ; rn; )| ¡ :
Comment: This de/nition is weaker than the usual one for “computable function
of real variables” (see [1, 2, 8, 10] for details) but we will use it in conjunction with
a Lipschitz condition
|f(x1; : : : ; xn)− f(y1; : : : ; yn)| ¡ C · ‖x− y‖
which makes all such functions computable in the standard sense.
Lemma 6.3. Let the Lipshitz function f :Rn→R be de8ned on an open rectangle
V ⊆Rn and computable on rational numbers. There exists a constant C1 s.t.
K(f(x1; : : : ; xn) | ) ¡K((x1; : : : ; xn) | ) + C1 (12)
holds for every (x1; : : : ; xn)∈V and all su9ciently small ¿0.
Proof. Choose the Lipschitz constant C to be integer. Let the n-cube I = {y∈Rn | ‖x−
y‖¡} be a subset of V and r∈ I ∩Qn s.t.
K(r | ) =K(x | ):
Then
|f(x)−  (r; )| ¡ (C + 1);
where  :Qn+1→Q is a computable function which computes f on rational numbers.
For some m∈{0; : : : ; 2C} we have
|f(x)−  (r; )− (m− C)| ¡ :
So
K(f(x) | )6 K( (r; ) + (m− C) ·  | ) ¡ K(r | ) + 2K(m | ) + C0
by Lemma 2.5. This gives (12) for suitable constant C1 because the value K(m | ) is
bounded.
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Let CL be the class of all functions of real variables with open domains which
are computable on rational numbers and locally satisfy the Lipschitz condition. The
CL-closure of a set X ⊆R is the least set Y which contains X and is closed under
every operation f∈CL, i.e.
x1 ∈ Y; : : : ; xn ∈ Y;
(x1; : : : ; xn) ∈ Dom(f)
}
⇒ f(x1; : : : ; xn) ∈ Y:
Note that the functions 0(x)= 0; 1(x)= 1; x+y; x−y; x ·y and x=y belong to CL
so the CL-closure of every nonempty set is a /eld.
Theorem 6.4. Let a set X be simultaneously approximable in a scale E0. Its CL-
closure CL(X ) is simultaneously approximable in E0 too.
Proof. Follows from Lemmas 3.4 and 6.3.
Example. This theorem leads to examples of geometrical properties which distin-
guish the set Rn(E0) from the set of all computable points of Rn. Consider the scale
E0 = {1=k} which is 1-slow but not 2-slow. Any continuous curve
xi = fi(t); t ∈ [a; b]; i = 1; : : : ; n
with fi ∈CL is a subset of Rn(E0) because the set {t; f1(t); : : : ; fn(t)} is simultane-
ously approximable. But there is no continuous curve which consists of computable
points only. The same method can distinguish the intermediate scales from the fast
scales and one intermediate scale from another when the /rst one is k-slow but not
(k + 1)-slow, the second one is l-slow but not (l+ 1)-slow and k = l.
Theorem 6.5. Let the scale E0 be fast and n¿1. There exists a 8nite set F of reals
with the following properties: (1) Card F = n; (2) F is not simultaneously approx-
imable in E0; and (3) every proper subset of F is simultaneously approximable in E0.
7. Proof of Theorem 6.5
Let us /x a fast scale E0 = {k} and some recursively enumerable set W of the Turing
degree 0′ with corresponding recursive enumeration W = {w0; w1; : : :}; let Wt = {w0; : : : ;
wt−1}. We will refer to t as the time suDcient to verify all the queries to the oracle
W about w0; : : : ; wt−1.
A function e :Q→N with Dom(e)=Q+ is called a modulus of convergence for
a series
∑
ak if∑
k¿e()
ak ¡ 
holds for all ∈Q. It can be easily proved that any convergent series with computable
sequence {ak} has a 0′-computable modulus of convergence.
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Lemma 7.1. There exists a total 0′-recursive nondecreasing unbounded function f for
which the series∑
k
2f(k)k (13)
converges and has a 0′-recursive modulus of convergence.
Proof. Consider a 0′-computable sequence m0¡m1¡· · · with∑
k¿mi
k ¡ 2−2(i+1):
Let
f(k) =
{
0; k 6 m0;
i; mi−1 ¡ k 6 mi:
Then f is a total 0′-recursive nondecreasing unbounded function and∑
k¿mi
2f(k)k ¡ 2−i ;
which gives the convergence of series (13) and the 0′-computability of its modulus of
convergence.
Let the 0′-computable function f and the corresponding 0′-computable modulus of
convergence from Lemma 7.1 be chosen. Now we construct 0′-computable sequences
of closed intervals {I1(k)}∞k=0; : : : ; {In(k)}∞k=0. The center pj(k) of Ij(k) and its ends
will be rational numbers. The de/nition will force the conditions
Ij(k + 1) ⊆ Ij(k); |Ij(k)| → 0; (14)
where |I | denotes the length of the interval, so ⋂k Ij(k) will consist of a single real
number xj.
The construction is organized as a sequence of steps. For each step the two indexes a
(active) and b (active in future) from the set {1; : : : ; n} are speci/ed, b=1+(amod n).
The active in future index becomes active at the next step.
The preconditions of a step are:
• the natural numbers m0 6 m1 6 t are de/ned;
• the intervals Ij(k) are de/ned for 0 6 k 6 m0 when j= a and for 0 6 k 6 m1
when j = a; the corresponding inclusions from (14) hold;
• t bounds the time suDcient to verify all the positive answers of the oracle W for
all previous steps, i.e. if we replace the oracle W by Wt the computational process
for all previous steps will be the same (note that every t′¿t is suDcient to verify
this too);
• 2 ∑
k¿m1
2f(k)k ¡ |Ia(m0)|:
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Each step provides the preconditions for the next one, i.e. de/nes the corresponding
m′0; m
′
1; t
′ and Ij(k).
Initialization: Set m0 =m1 = t=0; a=1. Choose I1(0); : : : ; In(0) to be disjoint, with
|I1(0)| suDciently large to ful/l the last precondition.
Step: Set m′0 = t + 1. For m1¡k 6 m
′
0 and j = a set
Ij(k) = Ij(m1) ∩ [pj(m1)− k=2; pj(m1) + k=2]: (15)
Using the 0′-computable modulus of convergence for (13) /nd m′1¿m
′
0 from the con-
dition
2
∑
k¿m′1
2f(k)k ¡ |Ib(m′0)|
and de/ne Ij(k) for m′0¡k 6 m
′
1 and j∈{1; : : : ; n}\{a; b} by (15) too. Consider the
set
M =
⋃
m1¡k6m′1
{x ∈ R |K(x | k) ¡ f(k)}:
It is the union of a /nite set of intervals which can be computed e"ectively using the
oracle W because the conditional Kolmogorov complexity K(u | v) is a 0′-computable
function. But
M 6 2
∑
k¿m1
2f(k)k ¡ |Ia(m0)|;
so there exists a rational closed interval I ⊆ Ia(m0)\M with |I |¿0. Find such I and
set Ia(k)= I for all k ∈ (m0; m′1]. Choose t′¿m′1 for which all the queries to the oracle
W already made and answered positively belong to Wt
′
. The step is over.
It is easy to see that every step terminates and really provides the preconditions for
the next one. Moreover the intervals I1(k); : : : ; In(k) are disjoint and requirements (14)
are ful/lled. Thus, the set of reals F = {x1; : : : ; xn} is de/ned and xi = xj when i = j.
Lemma 7.2. The set F is not simultaneously approximable in E0.
Proof. Let k be suDciently large. Then m1¡k 6 m′1 for m1 and m
′
1 correspondent to
a single step and xa ∈ Ia(k); Ia(k)∩M = ∅ for a being the active index of this step.
K((x1; : : : ; xn) | k) ¿K(xa | k)− C ¿ f(k)− C
and lim infK((x1; : : : ; xn) | k) =∞.
Lemma 7.3. Every proper subset of F is simultaneously approximable in E0.
Proof. It is suDcient to prove the statement for subsets of the form F\{xj}. Assume
j=1. Consider any step with a=1. Given k with k =m′0 we may restore t= k − 1
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and /nd (p2(m′0); : : : ; pn(m
′
0)) using the main construction with the oracle W replaced
by the recursive set Wt . The choice of t provides the correctness. By de/nition (15)
of Ij(m′0) for j = a we have |xj − pj(m′0)|¡m′0 which means that
K((x2; : : : ; xn) | m′0 ) ¡ C:
Comment: The method can be modi/ed to construct a similar example for interme-
diate scales (n0-slow but not (n0 + 1)-slow) and n ¿ 2n0. The modi/cation is based
on the Corollary 4.3.
8. The Hierarchy Theorem
Let E0 = {k} and E′0 = {′k} be two scales and ′k =O(k). Then inclusion (5) holds.
But this inclusion may not be proper (see the examples from Section 3). In this section
we give a suDcient condition for the proper inclusion
R1(E′0) ⊂ R1(E0): (16)
Note that (16) implies that inclusion (5) is proper for every n. The case when at least
one of these scales is not fast is covered by Theorem 4.2: the proper inclusion (16)
holds when E′0 is fast and E0 is not fast; R
1(E′0)=R
1(E0)=R when both of them are
not fast.
Denition 8.1. A monotone nonincreasing real function Rk() with the domain Dom( Rk)
= (0; $) is called an extended inverse of the scale {k} if Rk(k)= k for all k¡$.
Denition 8.2. We shall say that a scale E′0 is faster than a scale E0 when
∑
k
1
Rk(2′k)
¡ ∞ (17)
for some extended inverse Rk of E0.
Comment: This de/nition does not depend on the particular choice of the extended
inverse. Direct calculations show that {1=km} is faster than {1=kn} for m¿n¿1; {2−k}
is faster than {1=km} and {2−k2} is faster than {2−k}, but {3−k} is not faster than
{2−k}.
Lemma 8.3 (This fact was pointed out to the author by the anonymous referee).
If E′0 is faster than E0 then 2
′
k¡k for almost all k and inclusion (5) holds for
all n.
Proof. For the sake of a contradiction, assume 2′k ¿ k for in/nitely many k. For all
suDciently large k of this kind, we have Rk(2′k)6 Rk(2k)= k. Let {ki} be an in/nite
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sequence of such numbers k with k0¿0 suDciently large and with ki+1 ¿ 2ki, for
all i. Note that this implies ki+1 − ki ¿ ki+1=2. Then
∞∑
k=0
1
Rk(2′k)
¿
∞∑
i=0
ki+1∑
k=ki+1
1
Rk(2′k)
and, for all i,
ki+1∑
k=ki+1
1
Rk(2′k)
¿
ki+1
2
1
Rk(2′ki+1)
¿
ki+1
2
1
ki+1
= 1=2:
This implies
∑∞
k=0 1= Rk(2
′
k)=∞ in contradiction to the assumption that E′0 is faster
than E0. Then Rn(E′0)⊆Rn(E0) by Theorem 3.7.
Theorem 8.4 (The Hierarchy Theorem). Let E0 = {k} and E′0 = {′k} be two scales;
22k+1¡k . The proper inclusion (16) holds when E′0 is faster than E0.
Proof. Let E0, E′0 satisfy the conditions of the theorem and E
′
0 is faster than E0. We
shall construct a measure F for which FR1(E0)= 1 and FR1(E′0)= 0.
The /rst step is the construction of a special measure on in/nite binary sequences.
The following procedure de/nes a recursive set S ⊂ {0; 1}∗ and marks some of its
members as branching sequences.
S =
⋃
n
Sn:
The set Sn consists of (n+ 1) binary sequences of the length n and contains a single
branching sequence.
Step 0: Set S0 = {4} where 4 is an empty seqence and mark it as a branching
sequence.
Step (n+ 1): Let v0; : : : ; vn be the list of all the sequences from Sn in lexicographic
order and vk is the branching sequence. Include into Sn+1 the following sequences:
vk0, vk1 and vib where b is the last bit of vi and i = k. Mark as a branching sequence
the following member of Sn+1: the unique extension of vk+1 when k¡n, the unique
extension of v0 when k = n¿0 and 0 when n=0.
Let ; be the set of all in/nite binary sequences ! with proper pre/xes (!)n ∈ S for
all n. For v∈ S with l(v)= n let
<v = {! ∈ ; | (!)n = v}
and r(v) denote the number of branching sequences being the proper pre/xes of v. We
de/ne the measure 0 with the support ; as the Lebesgue extension of
0 <v = 2−r(v); v ∈ S:
Lemma 8.5. For v∈ S
0 <v ¡
2
l(v)
: (18)
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Proof. Let n1¡ · · ·¡nr(v) be the lengths of all branching proper pre/xes of v∈ S.
Then l(v)6 2nr(v) + 2 and ni+1 6 2ni +2 for i¡r(v). So l(v)¡2r(v)+1 which implies
bound (18).
Now, we transfer the measure from ; to R. Consider the mapping
v → Iv; v ∈ S;
where Iv is the closed rational interval of the length 2l(v) with the following properties:
• 0 is the center of I4;
• if v′= v0 then the left ends of the intervals Iv, Iv′ coincide;
• if v′= v1 then the right ends of the intervals Iv, Iv′ coincide.
Lemma 8.6. Let v; v′ ∈ Sn; v = v′ and v is marked as a branching sequence. Then
Iv ∩ Iv′ = ∅.
Proof. Induction on n. Case n=0 is trivial. Suppose the statement be valid for all
n1¡n. Let v1 be the longest proper pre/x of v which is marked as a branching
sequence, n1 = l(v1), and v′1 be the pre/x of v
′ of the length n1. If v′1 = v1 then
Iv1 ∩ Iv′1 = ∅, Iv⊆ Iv1 , Iv′ ⊆ Iv′1 , so Iv ∩ Iv′ = ∅ too.
Consider the case v′1 = v1. Then one of the sequences v; v
′ is v10n−n1 and the other
is v11n−n1 . So the intervals Iv; Iv′ (the order is unessential) have the form [p; p+2n]
and [q− 2n; q] where p¡q, q− p=2n1 . But n¿2n1. So
2n 6 22n1+1 ¡ n1 ;
which means that these intervals are disjoint.
For !∈; let F(!) be the single element of⋃
n
I(!)n :
The function F :;→R is injective by Lemma 8.6. We de/ne the measure F with
the support P=F(;)⊆R as
FM = 0 F−1(M):
Let Rk()= max{k | k ¿ }. It is an extended inverse of the scale E0.
Lemma 8.7. Let I be a closed interval with |I |=d¡0. Then
F I ¡
8
Rk(d)
:
Proof. Let n= Rk(d). By Lemma 8.6 the intervals Iv; I ′v with v; v
′ ∈ Sn cannot be disjoint
only when the longest pre/xes of v and v′ marked as branching sequences are the same.
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This means that at most four intervals of the form Iv with v∈ Sn can have common
parts with I . So
F I 6 4max{0 <v | v ∈ Sn} ¡ 8=n
by Lemma 8.5.
Lemma 8.8. F R1(E′0)= 0.
Proof. Consider the sets
Vm;C = {x ∈ R | ∃k ¿ m(K(x | ′k) ¡ C)}:
By Lemma 8.7
F Vm;C ¡
∑
k¿m
2C
8
Rk(2′k)
→ 0 when m →∞
because E′0 is faster than E0. So
F R1(E′0) = F
⋃
C
⋂
m
Vm;C = 0:
Lemma 8.9. F R1(E0)= 1.
Proof. We have F P= 0 ;=1 so it is suDcient to prove that P⊆R1(E0). Let the
computable function  :Q→Q be de/ned as follows:
Given ∈Q try to /nd k from the condition = k . When succeed return the
center of the interval Iv where v∈ Sk+1 is marked as a branching sequence.
Consider any x∈P. It has the form x=F(!) for some !∈;. The set E= {k |
(!)k+1 is a branching sequence} is in/nite. For k ∈E
| x −  (k) | 6 k+1 ¡ k:
Thus, x is E-approximable.
Inclusion (5) follows from Lemma 8.3. By Lemmas 8.8 and 8.9 it is proper.
Example. 1. The following inclusions are proper for every n:
Rn({1=k}) ⊃ Rn({1=k2}) ⊃ Rn({1=k3})
⊃ · · · ⊃ Rn({2−k}) ⊃ Rn({2−k2}) ⊃ · · · ⊃ Rn({2−2k}):
As we have seen before it is suDcient to check the inclusions for n=1. The /rst one is
a consequence of Theorem 4.2: R1({1=k})=R and R1({1=k 2})= 0. All others can be
proved using Theorem 8.4 by straightforward calculations. For example, consider the
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second inclusion: 2=(2k +1)2¡1=k 2, the extended inverse for k =1=k 2 is Rk()= 1=
√
.
The scale {1=k3} is faster than {1=k 2} because
∑
k
1
Rk(2=k3)
=
∑
k
√
2=k3 ¡ ∞:
2. The Hierarchy Theorem can be applied to obtain a new short proof for
Theorem 5.3. Indeed, given a scale {k} one can choose an increasing total recursive
function f with 2f(k+1)¡f(k) and de/ne fast scales ′k = f(k) and 
′′
k = 2k 2+1. Then
2′2k+1¡
′
k . Moreover, Rk(2
′′
k )= Rk(2
′
2k 2+1) ¿ Rk(
′
k 2 ) = k
2 where Rk() is any extended
inverse of the scale {′k}, so the scale {′′k } is faster than {′k}. Then Rn({′′k }) is a
proper subset of Rn({′k}) by Theorem 8.4, and Rn({′k})⊆Rn({k}) by Theorem 3.7.
Hence, Rn({′′k }) is also a proper subset of Rn({k}).
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