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Decay of solutions of Maxwell-Klein-Gordon equations with large
Maxwell field
Shiwu Yang
Abstract
In the author’s work [30], it has been shown that solutions of Maxwell-Klein-Gordon equations
in R3+1 possess some form of global strong decay properties with data bounded in some weighted
energy space. In this paper, we prove pointwise decay estimates for the solutions for the case when
the initial data are merely small on the scalar field but can be arbitrarily large on the Maxwell field.
This extends the previous result of Lindblad-Sterbenz [16], in which smallness was assumed both for
the scalar field and the Maxwell field.
1 Introduction
In this paper, we study the pointwise decay of solutions to the Maxwell-Klein-Gordon equations on R3+1
with large Cauchy data. To define the equations, let A = Aµdx
µ be a 1-form. The covariant derivative
associated to this 1-form is
Dµ = ∂µ +
√−1Aµ,
which can be viewed as a U(1) connection on the complex line bundle over R3+1 with the standard flat
metric mµν . Then the curvature 2-form F associated to this connection is given by
Fµν = −
√−1[Dµ, Dν ] = ∂µAν − ∂νAµ = (dA)µν .
This is a closed 2-form, that is, F satisfies the Bianchi identity
∂γFµν + ∂µFνγ + ∂νFγµ = 0. (1)
The Maxwell-Klein-Gordon equations (MKG) is a system for the connection field A and the complex
scalar field φ: {
∂νFµν = ℑ(φ ·Dµφ) = Jµ;
DµDµφ = ✷Aφ = 0.
(MKG)
These are Euler-Lagrange equations of the functional
L[A, φ] =
∫∫
R3+1
1
4
FµνF
µν +
1
2
DµφDµφdxdt.
A basic feature of this system is that it is gauge invariant under the following gauge transformation:
φ 7→ eiχφ; A 7→ A− dχ.
More precisely, if (A, φ) solves (MKG), then (A − dχ, eiχφ) is also a solution for any potential function
χ. Note that U(1) is abelian. The Maxwell field F is invariant under the above gauge transformation
and (MKG) is said to be an abelian gauge theory. For the more general theory when U(1) is replaced by
a compact Lie group, the corresponding equations are referred to as Yang-Mills-Higgs equations.
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In this paper, we consider the Cauchy problem to (MKG). The initial data set (E,H, φ0, φ1) consists
of the initial electric field E, the magnetic field H , together with initial data (φ0, φ1) for the scalar field.
In terms of the solution (F, φ), on the initial hypersurface, these are:
F0i = Ei,
∗F0i = Hi, φ(0, x) = φ0, Dtφ(0, x) = φ1,
where ∗F is the Hodge dual of the 2-form F . In local coordinates (t, x),
(H1, H2, H3) = (F23, F31, F12).
The data set is said to be admissible if it satisfies the compatibility condition
div(E) = ℑ(φ0 · φ1) = J0|t=0 , div(H) = 0, (2)
where the divergence is taken on the initial hypersurface R3. For solutions of (MKG), the energy
E[F, φ](t) :=
∫
R3
|E|2 + |H |2 + |Dφ|2dx
is conserved. Another important conserved quantity is the total charge
q0 =
1
4π
∫
R3
ℑ(φ ·Dtφ)dx = 1
4π
∫
R3
div(E)dx, (3)
which can be defined at any fixed time t. The existence of nonzero charge plays a crucial role in the
asymptotic behavior of solutions of (MKG). It makes the analysis more complicated and subtle. This is
obvious from the above definition as the electric field Ei = F0i has a tail q0r
−3xi at any fixed time t.
The Cauchy problem to (MKG) has been studied extensively. One of the most remarkable results
is due to Eardley-Moncrief in [6], [7], in which it was shown that there is always a global solution to
the general Yang-Mills-Higgs equations for sufficiently smooth initial data. This has later been improved
to data merely bounded in the energy space for MKG by Klainerman-Machedon in [11] and for the
non-abelian case of Yang-Mills equations in e.g. [12], [20], [24]. Since then there has been an extensive
literature on generalizations and extensions of this classical result, aiming at improving the regularity of
the initial data in order to construct a global solution, see [14], [8], [13], [18], [21], [22] and references
therein. A common feature of all these works is to construct a local solution with rough data. Then the
global well-posedness follows by establishing a priori bound for some appropriate norms of the solution.
For example, a local solution was constructed in [6] while in [7], they showed that the L∞ norm of the
solution never blows up even though it may grow in time t. As a consequence the solution can be extended
to all time; however the decay property of the solution is unknown. In view of this, although the solution
of (MKG) exists globally with rough initial data, very little is known about the decay properties.
Asymptotic behavior and decay estimates are well understood for linear fields (see e.g.[3]) and non-
linear fields with sufficiently small initial data (see e.g.[2], [25]). These mentioned results rely on the
conformal symmetry of the system, either by conformally compactifying the Minkowski space or by using
the conformal killing vector field (t2 + r2)∂t + 2tr∂r as multiplier. Nevertheless the use of the confor-
mal symmetry requires strong decay of the initial data and thus in general does not allow the presence
of nonzero charge except when the initial data are essentially compactly supported. For the case with
nonzero charge, the first related work regarding the asymptotic properties was due to W. Shu in [26].
However, that work only considered the case when the solution is trivial outside a fixed forward light
cone. Details for general case were not carried out. A complete proof towards this program was later
contributed by Lindblad-Sterbenz in [16], also see a more recent work [15].
The presence of nonzero charge has a long range effect on the asymptotic behavior of the solutions, at
least in a neighbourhood of the spatial infinity. This can be seen from the conservation law of the total
charge as the electric field E decays at most r−2 as r→∞ at any fixed time. This weak decay rate makes
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the analysis more complicated even for small initial data. To deal with this difficulty, Lindblad-Sterbenz
constructed a global chargeless field and made use of the fractional Morawetz estimates obtained by
using the vector fields up∂u + v
p∂v as multipliers. The latter work [15] relied on the observation that
the angular derivative of the Maxwell field has zero charge. The Maxwell field then can be estimated by
using Poincare´ inequality.
The asymptotic behavior of solutions of MKG with general large data remains unknown until recently
in [30] quantitative decay estimates have been obtained for solutions with data bounded in some weighted
energy space. Pointwise decay requires the energy estimates for the derivatives of the solution. However,
commuting the equations with derivatives generates nonlinear terms. The aim of this paper is to identify
a class of large data for MKG equations such that we can derive the pointwise decay of the solutions.
We define some necessary notations in order to state our main result. We use the standard polar
local coordinate system (t, r, ω) of Minkowski space as well as the null coordinates u = t−r2 , v =
t+r
2 . Let
∇ denote the derivative on R3 and Ω be the set of angular momentum vector fields Ωij = xi∂j − xj∂i.
Without loss of generality we only prove estimates in the future, i.e., t ≥ 0. Next we introduce a null
frame {L,L, e1, e2}, where
L = ∂v = ∂t + ∂r, L = ∂u = ∂t − ∂r
and {e1, e2} is an orthonormal basis of the sphere with constant radius r. We use D/ to denote the
covariant derivative associated to the connection field A on the sphere with radius r. For any 2-form F ,
denote the null decomposition under the above null frame by
αi = FLei , αi = FLei , ρ =
1
2
FLL, σ = Fe1e2 , i ∈ 1, 2. (4)
We assume that the initial data set (E,H, φ0, φ1) is admissible. Let q0 be the charge defined in (3) which
is uniquely determined by the initial data of the scalar field (φ0, φ1). We assume that the data for the
scalar field is small but the data for the Maxwell field is large. However the data can not be assigned
freely. They satisfy the compatibility condition (2). To measure the size of the initial data for the scalar
field and the Maxwell field, let (Edf , Ecf ) be the Hodge decomposition of the electronic field E with
Edf the divergence free part and Ecf the curl free part. Then the compatibility condition (2) on E is
equivalent to
divEcf = ℑ(φ0 · φ1).
This implies that Ecf can be uniquely determined by (φ0, φ1) (with suitable decay assumption on E).
Therefore for the initial data set (E,H, φ0, φ1) for (MKG) we can freely assign φ0, φ1 and E
df , H as long
as divH = 0, divEdf = 0. The total charge q0 is a constant determined by (φ0, φ1).
We now define the norms of the initial data. For some positive constant 0 < γ0 < 1, we define the
second order weighted Sobolev norm respectively for the initial data of the Maxwell field (E,H) and the
initial data of the scalar field (φ0, φ):
M : =
∑
l≤2
(1 + r)1+γ0 (|ΩlEdf |2 + |ΩlH |2 + |∇lEdf |2 + |∇lH |2)dx,
E : =
∑
l≤2
(1 + r)1+γ0 (|∇Ωlφ0|2 + |Ωlφ1|2 + |∇l+1φ0|2 + |∇lφ1|2 + |φ0|2)dx.
We remark here that the definition for E is not gauge invariant. The gauge invariant norm depends on
the connection field A which up to to a gauge transformation can be determined by the initial data of
the Maxwell field (Edf , H). However in our setting M can be arbitrarily large while E is assumed to
be small depending on M. It it hence much clear to use a norm for the scalar field so that it does not
depend on M. However we will show later (see Lemma 11 in Section 5) that the gauge invariant norm
is equivalent to the above Sobolev norm up to a constant depending on M.
We now can state our main theorem:
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Theorem 1. Consider the Cauchy problem to (MKG) with admissible initial data set (E,H, φ0, φ1).
Then there exists a positive constant ǫ0, depending on M, γ0, such that for all E < ǫ0, the solution (F, φ)
of (MKG) satisfies the following decay estimates:
|DL(rφ)|2(u, v, ω) ≤ CEu−1−γ0+ , |rα|2(u, v, ω) ≤ Cu−1−γ0+ ;
rp(|DL(rφ)|2 + |D/ (rφ)|2)(u, v, ω) ≤ CEup−1−γ0+ , 0 ≤ p ≤ 1 + γ0;
rp(|rα|2 + |rσ|2)(u, v, ω) ≤ Cup−1−γ0+ , 0 ≤ p ≤ 1 + γ0;
rp+2|ρ− q0r−2χ{t+R≤r}|2(u, v, ω) ≤ Cup−1−γ0+ , 0 ≤ p < 1,
rp|φ|2(u, v, ω) ≤ CEup−2−γ0+ , 1 ≤ p ≤ 2
|Dφ|2(t, x) + |φ|2(t, x) ≤ CE(1 + t)−1−γ0+ , |F |2(t, x) ≤ C(1 + t)−1−γ0+ , ∀|x| ≤ R
for all (u, v, ω) ∈ R3+1 ∩ {|x| ≥ R} and for some constant C depending on M, γ0, p. Here q0 is the total
charge and χ{t+2≤r} is the characteristic function on the exterior region {t+ 2 ≤ r} and u+ = 2 + |u|.
We make several remarks:
Remark 1. The second order derivatives of the initial data is the minimum regularity we need to derive
the above pointwise decay of the solution. Similar decay estimates hold for the higher order derivatives of
the solution if higher order weighted Sobolev norms of the initial data are known.
Remark 2. The restriction on γ0, that is 0 < γ0 < 1, is merely for the sake of brevity. If γ0 ≥ 1, then
the decay property of the solutions propagates in the exterior region (t+ 2 ≤ r). In other words, we have
the same decay estimates as in the theorem for τ ≤ 0. However in the interior region where τ > 0, the
maximal decay rate is τ−2+ (corresponding to γ0 = 1), that is, the decay rate in the interior region for
γ0 ≥ 1 in general can not be better than that of γ0 = 1.
Remark 3. Since we assume the scalar field is small, the charge is also small by definition. Combined
with the techniques in [30], our approach can be adapted to the case with large charge. There are two
ways of generalizations. The first one is to relax the assumption on the scalar field as in [28] so that the
charge can be large. Secondly we can consider the following unphysical equations:{
∂νFµν = λℑ(φ ·Dµφ);
✷Aφ = 0
for some constant λ.
Compared to the previous result of Lindblad-Sterbenz [16], we have made the following improvements:
first of all, we obtain pointwise decay estimates for solutions of (MKG) for a class of large initial data.
We only require smallness on the scalar field. In particular our initial data for (MKG) can be arbitrarily
large. Combining the method in [28], we can even make the data on the scalar field large in the energy
space. Secondly we have lower regularity on the initial data. In [16], it was assumed that the derivative of
the initial data decays one order better, that is, ∇I(Edf , H), DI(Dφ0, φ1) belong to the weighted Sobolev
space with weights (1 + r)1+γ0+2|I|, while in this paper we only assume that the angular derivatives of
the data obey this improved decay (see the definition of M, E). For the other derivatives, the weights
is merely (1 + r)1+γ0 . This makes the analysis more delicate. Moreover, as the solution decays weaker
initially, our decay rate is weaker than that in [16] (only decay rate in τ , the decay in r is the same).
However if we assume the same decay of the initial data as in [16], then we are able to obtain the same
decay for the solution.
We use a new approach developed in [30] to study the asymptotic behavior of solutions of (MKG).
This new method was originally introduced by Dafermos-Rodnianski in [5] for the study of decay of
linear waves on black hole spacetimes. This novel method starts by proving the energy flux decay of
the solutions of linear equations through the forward light cone Στ (see definitions in Section 2). The
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pointwise decay then follows by commuting the equation with ∂t and the angular momentum Ω. In
the abstract framework set by Dafermos-Rodnianski in [5], the energy flux decay relies on three kinds
of basic ingredients and estimates: a uniform energy bound, an integrated local energy decay estimate
and a hierarchy of r-weighted energy estimates in a neighbourhood of the null infinity, which can be
obtained by using the vector fields ∂t, f(r)∂r , r
p(∂t + ∂r) as multipliers respectively. Combining these
three estimates, a pigeon hole argument then leads to the energy flux decay.
As the initial data for the scalar field is small, we can use perturbation method to prove the pointwise
decay of the solution. With a suitable bootstrap assumption on the nonlinearity J = ℑ(φ ·Dφ), we first
can use the new method to prove energy decay estimates for the Maxwell field up to the second order
derivatives. Once we have these decay estimates for the Maxwell field, we then can show the energy
decay as well as pointwise decay for the scalar field, which can then be used to improve the bootstrap
assumption. The smallness of the scalar field is used here to close the bootstrap assumptions.
The existence of nonzero chargel has a long range effect on the asymptotic behavior of the solution in
the exterior region {t+ R ≤ r}, which has been discussed in [30] when the charge is large. To deal with
this difficulty, we define the chargeless 2-form
F¯ = F − χ{t+R≤r}q0r−2dt ∧ dr.
We first carry out estimates for F¯ on the exterior region {t + R ≤ r}, which in particular controls the
energy flux through {t + R = r} (the intersection of the interior region and the exterior region). We
then can use the new method to obtain estimates for the Maxwell field F in the interior region. The
Maxwell equation commutes with the Lie derivatives of F (see Lemma 1). It is not hard to obtain energy
decay estimates for the derivatives of the Maxwell field under suitable bootstrap assumptions on the
nonlinearity J by using the new approach.
The main difficulty lies in showing the energy decay estimates for the scalar field due to fact that
the covariant derivative D is not commutable. The interaction terms of the Maxwell field and the scalar
field arise from the commutator. To control those interaction terms, previous results ([16], [15]) rely on
the smallness of the Maxwell field and those terms could be absorbed. The key observation that the
Maxwell field is allowed to be large in this paper is that the robust new method makes use of the decay
in τ (equivalent to 1 + |t− r| up to a constant) and those terms could be controlled by using Gronwall’s
inequality without smallness assumption on the Maxwell field. Traditionally, the Gronwall’s inequality
is used with respect to the foliation t = constant. Therefore strong decay in t is necessary. As the new
method foliates the spacetime by using the null hypersurfaces Sτ , it enables us to make use of the weaker
decay in τ in order to apply Gronwall’s inequality.
The paper is organized as follows: we define additional notations and derive the transport equations
for the curvature components in Section 2; we then review the energy identities respectively for the scalar
field and the Maxwell field in Section 3; in Section 4, we use the new method to obtain energy decay
estimates first for the Maxwell field and then for the scalar field; finally in the last section, we improved
the bootstrap assumption and conclude our main theorem.
Acknowledgments The author would like to thank Pin Yu for helpful discussions.
2 Preliminaries and notations
We define some additional notations used in the sequel. Recall the null frame {L,L, e1, e2} defined in the
introduction. At any fixed point (t, x), we may choose e1, e2 such that
[L, ei] = −1
r
ei, [L, ei] =
1
r
ei, [e1, e2]|(t,x) = 0, i ∈ {1, 2}.
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This helps to compute those geometric quantities which are independent of the choice of the local coor-
dinates. We then can compute the covariant derivatives for the null frame at any fixed point:
∇LL = 0, ∇LL = 0, ∇Lei = 0, ∇LL = 0, ∇Lei = 0,
∇eiL = r−1ei, ∇eiL = −r−1ei, ∇e1e2 = ∇e2e1 = 0, ∇eiei = −r−1∂r.
(5)
We use ∂ to abbreviate (∂t, ∂1, ∂2, ∂3) = (∂t,∇) and ∇/ to denote the covariant derivative on the sphere
with radius r.
Now we define the foliation of the spacetime. Let Hu be the outgoing null hypersurface {t− r = 2u}
and Hu as the incoming null hypersurface {t+ r = 2u}. Let R > 1 be a fixed constant. We now use this
fixed constant R to define the foliation of the future of the initial hypersurface t = 0. Let τ∗ = τ−R2 . In
the exterior region where t+R ≤ r, we use the foliation
Στ := Hτ∗ ∩ {t ≥ 0}, τ ≤ 0.
In the interior region where t+R ≥ r, let Στ be the foliation defined as follows:
Στ := {t = τ, |x| ≤ R} ∪ (Hτ∗ ∩ {|x| ≥ R}).
In particular, the future spacetime t ≥ 0 is foliated by Στ , τ ∈ R where τ ≤ 0 foliates the exterior region
and τ ≥ 0 gives the foliation in the interior region.
Note that the boundary of the region bounded by Στ1 and Στ2 is part of the future null infinity where
the decay behavior of the solution is unknown. To make the energy estimates rigorous, we consider the
finite truncated region. For any v0 ≥ τ+R2 , denote the truncated Στ as
Σv0τ = Στ ∩ {v ≤ v0}.
Unless we specify it, in the following the outgoing null hypersurface Hu stands for Hu ∩ {t ≥ 0} in the
exterior region and Hu ∩ {|x| ≥ R} in the interior region. On the initial hypersurface t = 0, we denote
the annulus with radii r1 < r2 as
Br2r1 = {r1 ≤ |x| ≤ r2}, Br = B∞r .
Next we define the domains. In the exterior region, for τ2 ≤ τ1 ≤ 0, denote Dτ2τ1 to be the Cauchy
development of the annulus {R− τ1 ≤ |x| ≤ R− τ2} or more precisely
Dτ2τ1 = {(t, x)|||x| + τ∗1 + τ∗2 |+ t ≤ τ∗1 − τ∗2 }.
The boundary of this domain consists of the spacelike initial surface BR−τ2R−τ1 and the truncated outgoing
and incoming null hypersurfaces which we denote as:
H
τ∗2
τ∗
1
= Hτ∗
1
∩ Dτ2τ1 , H
τ∗1
−τ∗
2
= H−τ∗
2
∩ Dτ∗2τ∗
1
.
In the interior region, for any τ2 ≥ τ1 ≥ 0, we denote Dτ2τ1 to be the region bounded by Στ1 and Στ2 :
Dτ2τ1 = {(t, x)|(t, x) ∈ Στ , τ1 ≤ τ ≤ τ2}.
We use D¯τ2τ1 = Dτ2τ1 ∩ {|x| ≥ R} to denote the region outside the cylinder.l The incoming null boundary
of this finite region is denoted by Hτ1,τ2v = Hv ∩ {τ∗1 ≤ u ≤ τ∗2 }. Finally, for τ ∈ R, let Dτ = D+∞τ when
τ ≥ 0 and Dτ = D−∞τ when τ < 0.
We use E[φ](Σ) to denote the energy flux of the complex scalar field φ and E[F ](Σ) the energy flux of
the 2-form F through the hypersurface Σ in Minkowski space. The derivative on the scalar field is with
respect to the covariant derivative D. For our interested hypersurfaces, we can comlpute
E[φ](R3) =
∫
R3
|Dφ|2dx, E[F ](R3) =
∫
R3
ρ2 + |σ|2 + 1
2
(|α|2 + |α|2)dx,
E[φ](Hu) =
∫
Hu
(|DLφ|2 + |D/φ|2)r2dvdω, E[F ](Hu) =
∫
Hu
(ρ2 + σ2 + |α|2)r2dvdω,
E[φ](Hu) =
∫
Hu
(|DLφ|2 + |D/φ|2)r2dvdω, E[F ](Hu) =
∫
Sτ
(ρ2 + σ2 + |α|2)r2dvdω.
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Here ρ, σ, α, α are the null components of the 2-form F defined in line (4).
Next we define weighted Sobolev norm either on domains or on surfaces. For any function f (scalar
or vector valued or tensors) we denote the spacetime integral on D in Minkowski space
Ipq [f ](D) :=
∫
D
uq+r
p
+|f |2, r+ = 1 + r, u+ = 1 + |u|.
for any reall numbers p, q. Here D can be the domain or hypersurface in the Minkowski space. For
example, when D is Hu, then
Ipq [f ](Hu) :=
∫
Hu
rp+u
q
+|f |2r2dvdω.
To define the norms of the derivatives of the solution, we need vector fields used as commutators which,
in this paper, are the killing vector field ∂t together with the angular momentum Ω with components
Ωij = xi∂j − xj∂i. We denote the set
Z = {∂t,Ωij}.
For the scalar field, it is nature to take the covariant derivative DZ associated to the connection A for
any vector field Z. This covariant derivative has already been defined for the purpose of defining the
equations in the beginning of the introduction. For the Maxwell field F which is a 2-form, we define the
Lie derivative
(LZF )µν = Z(Fµν)− F (LZ∂µ, ∂ν)− F (∂µ,LZ∂ν), (LZJ)µ = Z(Jµ)− J(LZ∂µ)
respectively for any two form F and any one form J . Here LZX = [Z,X ].
If the vector field Z is killing, that is, ∂µZν + ∂νZµ = 0, then we can show that
∂µ(LZF )µν = Z(∂µFµν) + ∂µZα∂αFµν + ∂µZα∂µFαν + ∂νZα∂µFµα
= Z(∂µFµν) + ∂νZ
α∂µFµα = (LZδF )ν .
Here δFν = ∂
µFµν is a one form which is the divergence of the 2-form F . We use LkZ or DkZ to denote
the k-th derivatives, that is ,
LkZ = LZ1LZ2 . . .LZk .
Similarly for DkZ . The vector fields Z
j is ∂t or the angular momentum Ωij .
Based on these calculations, we have the following commutator lemma:
Lemma 1. For any killing vector field Z, we have
[✷A, DZ ]φ = 2iZ
νFµνD
µφ+ i∂µ(ZνFµν)φ,
∂µ(LZG)µν = (LZδG)ν
for any complex scalar field φ and any two form G.
For the energy estimates of the solutions of (MKG), the initial energiesM, E defined in the introduc-
tion can not be used directly as E is not gauge invariant. Note that the vector fields used as commutators
are Z = {∂t,Ω}, for any two form F satisfying the Bianchi identity and any scalar field φ, for the given
connection field A, we define the following weighted k-th order initial energies:
Ek0 [F ] :=
∑
l≤k
∫
R3
r1+γ0+ |LlZF |2(0, x)dx, Ek0 [φ] :=
∑
l≤k,j≤3
∫
R3
r1+γ0+ |DlZDjφ|2(0, x)dx. (6)
Here Dj denotes the spatial covariant derivative and 0 < γ0 < 1 is the constant in the main Theorem.
We remark here that F may not be the full Maxwell field of the solution of (MKG). In application, it
can be the chargeless part of the full solution. However, the connection field A is associated to the full
Maxwell field. In fact the full Maxwell field does not belong to this weighted Sobolev space due to the
existence of nonzero charge.
We end this section by writing the Maxwell equation under the null frame {L,L, e1, e2}. In other
words, we derive the transport equations for the curvature components. Let Fµν be the two-form verifying
the Bianchi identity. Denote J = δF , that is, Jµ = ∂
νFµν . Then we have
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Lemma 2. l Under the null frame {L,L, e1, e2}, the MKG equations are the following transport equations
for the curvature components:
L(r2ρ)− div/ (r2α) = r2JL, L(r2ρ) + div/ (r2α) = r2JL, (7)
∇L(rαi)− r∇/ eiρ− r∇/ ejFeiej = rJei , i = 1, 2, (8)
L(r2σ) = r2(e2α1 − e1α2), L(r2σ) = r2(e2α1 − e1α2), (9)
∇L(rαi) + r∇/ eiρ− r∇/ ejFeiej = rJei , i = 1, 2. (10)
Here div/ is the divergence operator on the sphere with radius r.
Proof. From the Maxwell equation JL = (δF )(L). Use the formula
(∇XF )(Y, Z) = XF (Y, Z)− F (∇XY, Z)− F (Y,∇XZ)
for all vector fields X , Y , Z. By using (5), we then can compute
−(δF )(L) = −1
2
(∇LF )(L,L)− 1
2
(∇LF )(L,L) + (∇eiF )(ei, L)
= Lρ− eiαi − F (−2r−1∂r, L)− F (ei,−r−1ei)
= Lρ− 2r−1ρ− div/ (α).
Multiple both sides by r2. We then get the first equation of (7). The second equation follows similarly.
For (8) and (10), we need to use the Bianchi identity (1) which is equivalent to
(∇XF )(Y, Z) + (∇Y F )(Z,X) + (∇ZF )(X,Y ) = 0
for all vector fields X , Y , Z. Let’s only prove (8). We can show that
−(δF )(ei) = −1
2
(∇LF )(L, ei)− 1
2
(∇LF )(L, ei) + (∇ejF )(ej , ei)
= −1
2
Lαi +
1
2
(∇LF )(ei, L) + 1
2
(∇eiF )(L,L) + ejFejei − F (−2r−1∂r, ei)− F (ei,−r−1∂r)
= −Lαi + eiρ−
1
2
F (−r−1ei, L)− 1
2
F (L, r−1ei) + ejFejei + r
−1F (∂r, ei)
= −Lαi + eiρ+ ejFejei − r−1αi.
This leads to (8).
The first transport equation (9) for σ follows from the Bianchi identity:
0 = (∇LF )(e1, e2) + (∇e1F )(e2, L) + (∇e2F )(L, e1)
= Lσ − e1α2 − F (e2,−r−1e1) + e2α1 − F (−r−1e2, e1)
= Lσ − e1α2 + e2α1 − 2r−1σ.
The dual one follows if we replace L with L.
3 Energy method
In this section, we review the energy method for solutions of the covariant linear wave equations and
Maxwell equations by using the new method developed in [30]. Denote dvol the volume form in the
Minkowski space. In the local coordinate system (t, x), we have dvol = dxdt. Here we have chosen t to
be the time orientation.
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3.1 Eergy identity for the scalar field
For any complex scalar field φ, we define the associated energy momentum tensor
T [φ]µν = ℜ
(
DµφDνφ
)− 1
2
mµνDγφDγφ.
Here mµν is the flat metric of Minkowski spacetime and the covariant derivative D is defined with respect
to the given connection field A. For any vector field X , we have the following identity
∂µ(T [φ]µνX
ν) = ℜ(✷AφXνDνφ) +XνFνγJγ [φ] + T [φ]µνπXµν ,
where πXµν =
1
2LXmµν is the deformation tensor of the vector field X in Minkowski space, ✷A is the
covariant wave operator associated to the connection A, F = dA is the exterior derivative of the one-form
A which gives us a two-form and Jγ [φ] = Im(φ ·Dγφ). For any function χ, we have
1
2
∂µ
(
χ∂µ|φ|2 − ∂µχ|φ|2
)
= χDµφD
µφ− 1
2
✷χ · |φ|2 + χℜ(✷Aφ · φ).
We now define the vector field J˜X [φ] with components
J˜Xµ [φ] = T [φ]µνX
ν − 1
2
∂µχ · |φ|2 + 1
2
χ∂µ|φ|2 + Yµ (11)
for some vector field Y which may also depend on the complex scalar field φ. We then have the equality
∂µJ˜Xµ [φ] = ℜ(✷Aφ(DXφ+ χφ)) + div(Y ) +XνFναJα[φ] + T [φ]µνπXµν + χDµφDµφ−
1
2
✷χ · |φ|2.
Here the operator ✷ is the wave operator in Minkowski space. Now for any region D in R3+1, using
Stokes’ formula, we derive the following energy identity:∫∫
D
ℜ(✷Aφ(DXφ+ χφ)) + div(Y ) +XνFνγJγ + T [φ]µνπXµν + χDµφDµφ−
1
2
✷χ · |φ|2dvol
=
∫∫
D
∂µJ˜Xµ [φ]dvol =
∫
∂D
iJ˜X [φ]dvol, (12)
where ∂D denotes the boundary of the domain D and iZdvol denotes the contraction of the volume form
dvol with the vector field Z which gives the surface measure of the boundary. For example, for any basis
{e1, e2, . . . , en}, we have
ie1(de1 ∧ de2 ∧ . . . dek) = de2 ∧ de3 ∧ . . . ∧ dek.
Throughout this paper, the domain D will be regular regions bounded by the t-constant slices, the
outgoing null hypersurfaces u = constant, the incoming null hypersurfaces v = constant or the surface
with constant r. We now compute iJ˜X [φ]dvol respectively on these hypersurfaces.
On t = constant slice, the surface measure is a function times dx. Recall the volume form
dvol = dxdt = −dtdx.
Here note that dx is a 3-form. We thus can show that
iJ˜X [φ]dvol = −(J˜X [φ])0dx = −(ℜ(DtφDXφ)−
1
2
X0DγφDγφ− 1
2
∂tχ|φ|2 + 1
2
χ∂t|φ|2 + Y 0l)dx. (13)
On the surface with constant r, the surface measure is r2dtdω. Therefore we have
iJ˜X [φ]dvol = (ℜ(DrφDXφ)−
1
2
XrDγφDγφ− 1
2
∂rχ|φ|2 + 1
2
χ∂r|φ|2 + Y r)r2dtdω. (14)
On the outgoing null hypersurface Hu, we can write the volume form
dvol = dxdt = r2drdtdω = 2r2dvdudω = −2dudvdω.
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Here dω is the standard surface measure on the unite sphere. Notice that L = ∂u. We can compute
iJ˜X [φ]dvol = −2(ℜ(DLφDXφ)−
1
2
XLDγφDγφ− 1
2
∂Lχ|φ|2 + 1
2
χ∂L|φ|2 + Y Ll)r2dvdω. (15)
Similarly, on the v-constant incoming null hypersurfaces Hu, we have
iJ˜X [φ]dvol = 2(ℜ(DLφDXφ)−
1
2
XLDγφDγφ− 1
2
∂Lχ|φ|2 + 1
2
χ∂L|φ|2 + Y L)r2dudω. (16)
We remark here that the above formulae hold for any vector fields X , Y and any function χ.
3.2 Energy identities for the Maxwell field
Let F be any 2-form satisfying the Bianchi identity (1). The associated the energy momentum tensor is
T [F ]µν = FµγF
γ
ν −
1
4
mµνFγβF
γβ.
For any vector field X , we have the divergence formula
∂µT [F ]µνX
ν = ∂µFµγF
γ
ν X
ν + T [F ]µνπXµν ,
where as defined previously, πXµν =
1
2LXmµν is the deformation tensor of the vector field X in Minkowski
space. Define the vector field JX [F ] as follows:
JX [F ]µ = T [F ]µνX
ν .
Then for any domain D in R3+1, we have the following energy identity for the Maxwell field F :∫∫
D
∂µFµαF
α
ν X
ν + T [F ]µνπXµνdvol =
∫∫
D
∂µJXµ [F ]dvol =
∫
∂D
iJX [F ]dvol. (17)
For the terms on the boundary, similar to (13) to (16), we can compute
iJX [F ]dvol = −(F 0µFνµXν −
1
4
X0FµνF
µν)dx;
iJX [F ]dvol = (F
rµFνµX
ν − 1
4
XrFµνF
µν)r2dtdω;
iJX [F ]dvol = −2(FLµFνµXν −
1
4
XLFµνF
µν)r2dvdω;
iJX [F ]dvol = 2(F
LµFνµX
ν − 1
4
XLFµνF
µν)r2dudω
(18)
respectively on the t = constant slice, surface with constant r, the outgoing null hypersurface Hu and
the incoming null hypersurface Hu.
3.3 The integrated local energy estimates using the multiplier f(r)∂r
For the full solution (φ, F ) of the Maxwell Klein-Gordon equations, including the case with large charge,
the integrated local energy estimates together with the r-weighted energy estimates in the next subsection
have been studied in the author’s work [30]. To obtain estimates for higher order derivatives of the solu-
tions, we need to commute the equations with derivatives and nonlinear terms hence arise. Furthermore,
in our setting, the data for the Maxwell field are large while the data for the complex scalar field are
small. We thus need to obtain estimates separately for the Maxwell field and the scalar field.
We first consider the integrated local energy estimates for the scalar field. In the energy identity (12)
for the scalar field, we choose the vector fields
X = f(r)∂r , Y = 0
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for some function f(r). We then can compute
T [φ]µνπXµν + χDµφD
µφ− 1
2
✷χ|φ|2
=(r−1f − χ+ 1
2
f ′)|Dtφ|2 + (χ+ 1
2
f ′ − r−1f)|Drφ|2 + (χ− 1
2
f ′)|D/φ|2 − 1
2
✷χ|φ|2.
The idea is to choose the functions f , χ so that the coefficients are positive. Let ǫ be a small positive
constant, depending only on γ0. Construct the functions f and χ as follows:
f = 2ǫ−1 − 2ǫ
−1
(1 + r)ǫ
, χ = r−1f.
We can compute
χ− r−1f + 1
2
f ′ = r−1f +
1
2
f ′ − χ = 1
(1 + r)1+ǫ
, −1
2
✷χ =
1 + ǫ
r(1 + r)2+ǫ
.
When r > 1, we have the following improved estimate for χ− 12f ′
χ− 1
2
f ′ ≥ 2ǫ
−1
r
− 1 + 2ǫ
−1
r(1 + r)ǫ
≥ 1
r
, r ≥ 1. (19)
This improved estimate will be used to show the improved integrated local energy estimate for the
covariant angular derivative of the scalar field φ.
From the above calculation, we see that for this particular choice of vector field X and the function
χ, the last three terms in the first line of equation (12) have positive signs. We treat the first two terms
as nonlinear terms. To get an integrated local energy estimate for the scalar field φ, it the suffices to
control the boundary terms arising from the Stokes’ formula (12). This requires a version of Hardy’s
inequality. Before stating the lemma, we make a convention that the notation A .Γ B means that there
exists a constant C, depending only on the constants R, γ0, ǫ and the set Γ such that A ≤ CB. For the
particular case when Γ is empty, we omit the index Γ.
Lemma 3. Assume 0 ≤ γ < 1 and the complex scalar field φ vanishes at null infinity, that is,
lim
v→∞
φ(v, u, ω) = 0
for all u, ω. Then we have∫
Hu
rγ |φ|2dvdω .
∫
ω
r1+γ |φ|2(u, v(u), ω)dω +
∫
Hu
rγ |DL(rφ)|2dvdω (20)
for all u ∈ R. Here v(u) = −u when u ≤ −R2 that is in the exterior region and v(u) = 2R + u when
u > −R2 that is in the interior region. In particular, we have∫
Hu
|φ|2dvdω . E[φ](Hu),
∫
Στ
|φ|2dv′dω . E[φ](Στ ). (21)
Here v′ = v when r ≥ R and v′ = r otherwise.
Proof. It suffices to notice that the connection D is compatible with the inner product <,> on the
complex plane. Then the proof when γ = 0 goes the same as the case when the connection field A is
trivial, see e.g. Lemma 2 of [27] or Proposition 11.2 of [4]. Another quick way to reduce the proof of the
Lemma to the case with trivial connection field A is to choose a particular gauge such that the scalar
field φ is real. We can do this is due to the fact that all the norms we considered in this paper are gauge
11
invariant. For general γ, based on the above argument, the proof goes similar to the proof of the standard
Hardy’s inequality. Let ψ = rφ. Note that γ < 1. We can show that∫ ∞
v0
∫
ω
rγ−2|ψ|2dvdω = 1
γ − 1
∫ ∞
v0
∫
ω
|ψ|2dωdrγ−1
=
1
γ − 1 r
γ−1
∫
ω
|ψ|2dω
∣∣∣∣
∞
v0
+
2
1− γ
∫ ∞
v0
∫
ω
rγ−1DLψ · ψdvdω
≤ 1
1− γ
∫
ω
r1+γ |φ|2(u, v0, ω)dω + 1
2
∫ ∞
v0
∫
ω
rγ−2|ψ|2dvdω
+
8
(1 − γ)2
∫ ∞
v0
∫
ω
rγ |DLψ|2dvdω.
Estimate (20) then follows by absorbing the second term and taking v0 = v(u).
We then can derive the following integrated local energy estimate for the scalar field φ.
Proposition 1. Assume the complex scalar field φ vanishes at null infinity and the spatial infinity
initially. Then in the interior region {r ≤ R+ t}, we have the following energy estimates:
I−1−ǫ0 [D¯φ](Dτ2τ1 ) + E[φ](Στ2) + E[φ](Hτ1,τ2v ) +
∫∫
D
τ2
τ1
|D/φ|2
1 + r
dxdt
. E[φ](Στ1) + I
1+ǫ
0 [✷Aφ](Dτ2τ1 ) +
∫∫
D
τ2
τ1
|FLνJν [φ]| + |FLνJν [φ]|dxdt
(22)
for all 0 ≤ τ1 < τ2, v ≥ τ2+R2 , where we denote D¯φ = (Dφ, r−1+ φ) and F = dA. Similarly, in the exterior
region {r > t+R}, we have
I−1−ǫ0 [D¯φ](Dτ2τ1 ) + E[φ](H
−τ∗2
τ∗
1
) + E[φ](H
τ∗1
−τ∗
2
)
. E[φ](BR−τ1) + I
1+ǫ
0 [✷Aφ](Dτ2τ1 ) +
∫∫
D
τ2
τ1
|FLνJν [φ]|+ |FLνJν(φ)|dxdt
(23)
for all τ2 ≤ τ1 ≤ 0. Here the notations have been defined in Section 2 and Jµ[φ] = ℑ(φ ·Dµφ).
Proof. For all v0 ≥ τ2+R2 , take the region D to be Dτ2τ1 ∩ {v ≤ v0} which is bounded by the surfaces Στ1 ,
Στ2 , H
τ1,τ2
v0
and the functions f , χ as above and the vector field Y = 0 in the energy identity (12). The
boundary terms can be controled by the energy flux according to Hardy’s inequality of Lemma 3. For
more details regarding this bound, we refer to e.g. Proposition 1 in [27]. Therefore the above calculations
lead to the following integrated local energy estimate:∫∫
D
τ2
τ1
∩{v≤v0}
|Dφ|2
(1 + r)1+ǫ
+
|D/φ|2
1 + r
+
|φ|2
r(1 + r)2+ǫ
dxdt
. E[φ](Σv0τ1 ) + E[φ](Σ
v0
τ2
) + E[φ](Hτ1,τ2v0 ) +
∫∫
D
τ2
τ1
|✷Aφ(DXφ+ χφ)|+ |FrνJν [φ]|dxdt
Next, we take the vector fields X = ∂t, Y = 0 and the function χ = 0 in the energy identity (12) for the
scalar field. Consider the region Dτ2τ1 ∩ {v ≤ v0}. We retrieve the classical energy estimate
E[φ](Σv0τ2 ) + E[φ](H
τ1,τ2
v0
) = E[φ](Σv0τ1 )− 2
∫∫
D
τ2
τ1
∩{v≤v0}
ℜ (✷AφDtφ)+ F0νJν [φ]dxdt.
Combined with the previous integrated local energy estimate and letting v0 →∞, we derive that
I−1−ǫ0 [D¯φ](Dτ2τ1 ) . E[φ](Στ1) +
∫∫
D
τ2
τ1
|✷AφD¯φ|+ |FLνJν [φ]|+ |FLνJν [φ]|dxdt.
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We apply Cauchy-Schwarz’s inequality to the integral of ✷AφD¯φ:
2|✷AφD¯φ| ≤ ǫ1(1 + r)−1−ǫ|D¯φ|2 + ǫ−11 (1 + r)1+ǫ|✷Aφ|2, ∀ǫ1 > 0.
Choose ǫ1 to be sufficiently small depending only on ǫ, γ0, R so that the integral of the first term can be
absorbed. We thus can derive the integrated local energy estimate for the scalar field. Then in the above
classical energy estimate, we can use Cauchy-Schwarz’s inequality again to bound ℜ (✷AφDtφ) which
gives control of the energy flux E[φ](Hτ∗
2
). This energy estimate together with the previous integrated
local energy estimate imply the energy estimate (22) of the Proposition in the interior region. The
improved estimate for the angular covariant derivative is due to the improve estimate (19).
The proof for the estimate (23) in the exterior region is similar. The only point we need to emphasize
is that we use the fact that the φ goes to zero as r → ∞ on the initial hypersurface. We thus can use
the Hardy’s inequality to control the integral of |φ|
2
(1+r)2 . This is also the reason that we have E[φ](BR−τ1 )
instead of E[φ](BR−τ2R−τ1 ) on the right hand side of (23).
In our setting, F is the Maxwell field which is no longer small. In particular this means that the
integral of |FLνJν [φ]| on the right hand side of (22), (23) could not be absorbed. The key to control
those terms is to use the r-weighted energy estimates in the next section.
Let F be any 2-form satisfying the Bianchi identity (1). Denote J = δF or Jµ = ∂
νFνµ be the
divergence of F . This notation J can be viewed as inhomogeneous term of the linear Maxwell equation.
In (MKG), this J is identity to J [φ] which is quadratic in the scalar field φ. Under the null frame
{L,L, e1, e2}, ldenote J/ = (Je1 , Je2). We derive an analogue of Proposition 1.
Proposition 2. Then in the interior region {r ≤ t+R}, we have the integrated local energy estimates
I−1−ǫ0 [F ](Dτ2τ1 ) +
∫ τ2
τ1
∫
Στ
ρ2 + σ2
1 + r
dxdτ + E[F ](Hτ1,τ2v0 ) + E[F ](Στ2)
.E[F ](Στ1) + I
1+ǫ
0 [|JL|+ |J/ |](Dτ2τ1 ) +
∫∫
D
τ2
τ1
|JL||ρ|dxdt.
(24)
for all 0 ≤ τ1 < τ2, v0 ≥ τ2+R2 . In the exterior region {r ≤ R+ t} for all τ2 ≤ τ1 ≤ 0, we have
I−1−ǫ0 [F ](Dτ2τ1 ) + E[F ](H
τ∗1
−τ∗
2
) + E[F ](H
−τ∗2
τ∗
1
)
. E[F ](BR−τ2R−τ1 ) + I
1+ǫ
0 [|JL|+ |J/ |](Dτ2τ1 ) +
∫∫
D
τ2
τ1
|JL||ρ|dxdt.
(25)
Proof. The idea to prove this proposition is the same as that of the previous proposition for the scalar
field. However, the calculations is different for the Maxwell field F . In the energy identity (17) for the
Maxwell field, we take the vector field
X = f(r)∂r = 2ǫ
−1(1 − r−ǫ+ )∂r.
Denote ωi = r
−1xi. We then can compute
T [F ]µνπXµν = T [F ]
ij(f ′ωiωj + r
−1fδij − r−1fωiωj)
=
1
4
(2r−1f − f ′)FµνFµν + (f ′ − r−1f)FrνF rν − r−1fF0νF 0ν ,
where the Latin indices µ, ν run from 0 to 3 and the Greek indices i, j run from 1 to 3. Using the null
decomposition of the 2-form under the null frame {L,L, e1, e2} defined in line (4), we can show that
FµνF
µν = −2ρ2 − 2α · α+ 2σ2,
F0νF
0ν = −1
4
(4ρ2 + 2α · α+ |α|2 + |α|2),
FrνF
rν = −1
4
(4ρ2 + 2α · α− |α|2 − |α|2).
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Therefore we have
T [F ]µνπXµν = (r
−1f − 1
2
f ′)(ρ2 + σ2) +
1
4
f ′(|α|2 + |α|2). (26)
The calculations before line (19) imply that the coefficients r−1f − 12f ′, f ′ have positive signs. To obtain
the similar integrated local energy estimates for the Maxwell field F , we need to control the boundary
terms arising from the Stokes’ formula (17). Using the formulae (18), we can compute that
2|iJX [F ]dvol| = f
∣∣|α|2 − |α|2∣∣ dx ≤ |F |2dx = 2fiJ∂t [F ]dvol,
2|iJX [φ]dvol| = f
∣∣−ρ2 + |α|2 − σ2∣∣ r2dvdω ≤ f(ρ2 + |α|2 + σ2)r2dvdω = 2fiJ∂t [φ]dvol,
2|iJX [φ]dvol| = f
∣∣−ρ2 + |α|2 − σ2∣∣ r2dudω ≤ f(ρ2 + |α|2 + σ2)r2dudω = 2fiJ∂t [φ]dvol
respectively on the t = constant slice, the outgoing null hypersurface and the incoming null hypersurface
for all positive function f . This in particular implies that the boundary terms corresponding to the
vector field f∂r can be bounded by the energy flux for all positive bounded function f . Therefore for
the particular choice of vector field X , the energy identity (17) on the domain Dτ2τ1 ∩ {v ≤ v0} for all
0 ≤ τ1 < τ2, v0 ≥ τ2+R2 leads to∫ τ2
τ1
∫
Σ
v0
τ
|F |2
(1 + r)1+ǫ
+
ρ2 + σ2
1 + r
dxdτ .E[F ](Σv0τ1 ) + E[F ](Σ
v0
τ2
) + E[F ](Hτ1,τ2v0 )
+
∫ τ2
τ1
∫
Στ
|Jγ ||FLγ − FLγ)|dxdτ.
Here notice that we have the improved estimate (19) for the coefficient of ρ2 + σ2. If we take the vector
field X = ∂t on the same domain, we then can derive the classical energy identity∫ τ2
τ1
∫
Σ
v0
τ
Jγ(FLγ + FLγ)dxdτ = E[F ](Σ
v0
τ1
)− E[F ](Hτ1,τ2v0 )− E[F ](Σv0τ2 ).
Let v0 →∞ and apply Cauchy-Schwarz to the inhomogeneous term Jµ(|FLµ|+ |FLµ|) for µ = L, e1, e2:
|JL||FLL|+ |Jei |(|FLei |+ |FLei |) . ǫ−11 (|JL|+ |J/ |)r1+ǫ+ + ǫ1|F |2r−1−ǫ+ , ǫ1 > 0.
The integral of second term could be absorbed for sufficiently small ǫ1. For the component when µ = L,
we estimate:
|JL||FLL| . |JL||ρ|.
Then the above energy identity together with the integrated local energy estimates imply the integrated
local energy estimate (24) in the interior region. The energy estimate (25) in the exterior region follows
in a same way.
3.4 The r-weighted energy estimates using the multiplier rpL
In this section, we establish the robust r-weighted energy estimates both for the scalar field and the
Maxwell field. This estimate for solutions of linear wave equation in Minkowski space was first introduced
by Dafermos-Rodnianski in [5]. We study the r-weighted energy estimate either in the exterior region
{r ≥ R+ t} for the domain Dτ2τ1 for τ2 ≤ τ1 ≤ 0 or in the interior region for domain D¯τ2τ1 for 0 ≤ τ1 < τ2
which is bounded by the outgoing null hypersurfaces Hτ∗
1
, Hτ∗
2
and the cylinder {r = R}.
We have the following r-weighted energy estimates for the complex scalar field.
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Proposition 3. Assume that the complex scalar field φ vanishes at null infinity. Then in the interior
region, for all 0 ≤ τ1 ≤ τ2, v0 ≥ τ2+R2 , we have the r-weighted energy estimate:∫
Hτ∗
2
rp|DLψ|2dvdω +
∫ τ2
τ1
∫
Hτ∗
rp−1(p|DLψ|2 + (2− p)|D/ψ|2)dvdωdτ +
∫
H
τ1,τ2
v0
rp|D/ψ|2dudω
.
∫
Hτ∗
1
rp|DLψ|2dvdω + Imax{1+ǫ,p}min{1+ǫ,p} [✷Aφ](Dτ2τ1 ) + E[φ](Στ1) + I1+ǫ0 [✷Aφ](Dτ2τ1 )
+
∫∫
D
τ2
τ1
|FLµJµ[φ]|+ |FLµJµ[φ]|dxdt +
∫∫
D¯
τ2
τ1
rp|FLµJµ[φ]|dxdt.
(27)
for all 0 ≤ p ≤ 2. Similarly in the exterior region, for all τ2 ≤ τ1 ≤ 0, we have∫
H
−τ∗
2
τ∗
1
rp|DLψ|2dvdω +
∫∫
D
τ2
τ1
rp−1(p|DLψ|2 + (2− p)|D/ψ|2)dvdωdu +
∫
H
τ∗
1
−τ∗
2
rp|D/ψ|2dudω
.
∫
B
R−τ2
R−τ1
rp(|DLψ|2 + |D/ψ|2)drdω + Imax{p,1+ǫ}min{1+ǫ,p} [✷Aφ](Dτ2τ1 ) +
∫∫
D
τ2
τ1
rp|FLµJµ[φ]|dxdt.
(28)
Proof. Apply the energy identity (12) to the region D¯τ2τ1 ∩{v ≤ v0} which bounded by Hτ∗1 , Hτ∗2 , {r = R}
and Hτ1,τ2v0 with the vector fields X , Y and the function χ as follows:
X = rpL, Y =
p
2
rp−2|φ|2L, χ = rp−1.
Denote ψ = rφ as the weighted scalar field. Note that we have the equality
r2|DLφ|2 = |DLψ|2 − L(r|φ|2), r2|D/φ|2 = |D/ψ|2, r2|DLφ|2 = |DLψ|2 + L(r|φ|2).
We then can compute
div(Y ) + T [φ]µνπXµν + χD
µφDµφ− 1
2
✷χ|φ|2
=
p
2
r−2L(rp|φ|2) + 1
2
rp−1
(
p|DLφ|2 + (2− p)|D/φ|2
)− 1
2
p(p− 1)rp−3|φ|2
=
1
2
rp−3
(
p|DLψ|2 + (2− p)|D/ψ|2
)
.
We next compute the boundary terms according to the formula (18). We have∫
Hτ∗
iJ˜X [φ]dvol =
∫
Hτ∗
rp|DLψ|2 − 1
2
L(rp+1φ) dvdω,∫
H
τ1,τ2
v0
iJ˜X [φ]dvol = −
∫
H
τ1,τ2
v0
rp|D/ψ|2 + 1
2
L(rp+1|φ|2) dudω,
∫
{r=R}∩{τ1≤t≤τ2}
iJ˜X [φ]dvol =
∫ τ2
τ1
∫
ω
1
2
rp(|DLψ|2 − |D/ψ|2)− 1
2
∂t(r
p+1|φ|2) dωdt.
Now notice that there is a cancellation for the boundary terms:
−
∫
Hτ∗
1
L(rp+1|φ|2)dvdω −
∫
H
τ1,τ2
v0
L(rp+1|φ|2)dudω
+
∫
Hτ∗
2
L(rp+1|φ|2)dvdω +
∫ τ2
τ1
∫
ω
∂t(r
p+1|φ|2)dωdt = 0.
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Therefore in the interior region for the domain D¯τ2τ1 ∩{v ≤ v0}, the above calculations lead to the following
r-weighted energy identity:∫
H
v0
τ∗
2
rp|DLψ|2dvdω +
∫ τ2
τ1
∫
H
v0
τ∗
rp−1(p|DLψ|2 + (2− p)|D/ψ|2)dvdωdτ +
∫
H
τ1,τ2
v0
rp|D/ψ|2dudω
=
∫
H
v0
τ∗
1
rp|DLψ|2dvdω − 1
2
∫ τ2
τ1
∫
ω
rp(|DLψ|2 − |D/ψ|2)dωdt
−
∫ τ2
τ1
∫
H
v0
τ∗
rp−1ℜ (✷AφDLψ)+ rpFLµJµ[φ]dxdt.
(29)
Similarly, in the exterior region {r ≤ R+ t} for the domain Dτ2τ1 for all τ2 ≤ τ1 ≤ 0, we have∫
H
−τ∗
2
τ∗
1
rp|DLψ|2dvdω +
∫∫
D
τ2
τ1
rp−1(p|DLψ|2 + (2− p)|D/ψ|2)dvdωdu +
∫
H
τ∗
1
−τ∗
2
rp|D/ψ|2dudω
=
1
2
∫
B
R−τ2
R−τ1
rp(|DLψ|2 + |D/ψ|2)drdω −
∫∫
D
τ2
τ1
rp−1ℜ (✷AφDLψ)+ rpFLµJµ[φ]dxdt.
(30)
For the inhomogeneous term, when p ≥ 1 + ǫ, we apply Cauchy-Schwarz inequality directly
2rp+1|✷Aφ ·DLψ| . rpu−1−ǫ+ |DLψ|2 + rp+2u1+ǫ+ |✷Aφ|2.
The integral of the first term in the above inequality can be controlled by using Gronwall’s inequality
both in (29) and (30). In particular this shows that estimate (28) follows from (30).
When p < 1 + ǫ, we note that
2p− 1− ǫ < p · p
1 + ǫ
+ (p− 1)(1− p
1 + ǫ
).
Then we can estimate the inhomogeneous term as follows:
2rp+1|✷Aφ ·DLψ| ≤ ǫ1r2p−1−ǫu−p+ |DLψ|2 + ǫ−11 r1+ǫ+2up+|✷Aφ|2
≤ ǫ1(rpu−1−ǫ+ )
p
1+ǫ (rp−1)1−
p
1+ǫ |DLψ|2 + ǫ−11 r1+ǫ+2up+|✷Aφ|2
≤ ǫ1rpu−1−ǫ+ |DLψ|2 + ǫ1rp−1|DLψ|2 + ǫ−11 r1+ǫ+2up+|✷Aφ|2
for all ǫ1 > 0. The integral of the first term lcan be controlled by using Gronwall’s inequality. The
integral of the second term can be absorbed for sufficiently small ǫ1. Then estimate (28) follows.
For the r-weighted energy estimate (27) in the interior region, we need to control the boundary term
on {r = R}. It suffices to estimate it for p = 0 in (29) by making use of the energy estimates (22). From
Hardy’s inequality in Lemma 3,l we note that∫
Hτ
|DLψ|2dωdv . E[φ](Στ ).
By using the itegrated local energy estimate (22), we therefore can show that∣∣∣∣
∫ τ2
τ1
∫
ω
rp(|DLψ|2 − |D/ψ|2)dωdt
∣∣∣∣
.Rp
∫
H
v0
τ∗
2
|DLψ|2dvdω +
∫ τ2
τ1
∫
H
v0
τ∗
r−1|D/ψ|2dvdωdτ +
∫
H
τ1,τ2
v0
|D/ψ|2dudω
+
∫
H
v0
τ∗
1
|DLψ|2dvdω +
∫ τ2
τ1
∫
H
v0
τ∗
r−1|ℜ (✷AφDLψ) |+ |FLµJµ[φ]|dxdt
.E[φ](Στ1) + I
1+ǫ
0 [✷Aφ](Dτ2τ1 ) +
∫∫
D
τ2
τ1
|FLµJµ[φ]|+ |FLµJµ[φ]|dxdt.
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The inhomogeneous term can be bounded by using Cauchy-Schwarz inequality and the integrated local
energy estimates. Once we have bound for the boundary terms on {r = R}, the r-weighted energy
estimate (27) follows from the identity (29) and Gronwall’s inequality.
Next we establish the r-weighted energy estimate for the Maxwell field.
Proposition 4. Let F be any 2-form satisfying the Bianchi identity (1). Then in the interior region,
for all 0 ≤ τ1 ≤ τ2, v0 ≥ τ2+R2 , we have the r-weighted energy estimate:∫
Hτ∗
2
rp+2|α|2dvdω +
∫ τ2
τ1
∫
Hτ∗
rp+1(p|α|2 + (2− p)(ρ2 + σ2))dvdωdτ +
∫
H
τ1,τ2
v0
rp+2(ρ2 + σ2)dudω
.
∫
H
v0
τ∗
1
rp+2|α|2dvdω + Imax{p,1+ǫ}min{1+ǫ,p} [J/ ](Dτ2τ1 ) + (2− p)−1Ip+10 [JL](Dτ2τ1 ) (31)
+ E[F ](Στ1) + I
1+ǫ
0 [|JL|+ |J/ |](Dτ2τ1 ) +
∫∫
D
τ2
τ1
|JL||ρ|dxdt
for all 0 ≤ p ≤ 2. Similarly in the exterior region, for all τ2 ≤ τ1 ≤ 0, 0 ≤ p ≤ 2, we have∫
H
−τ∗
2
τ∗
1
rp|α|2r2dvdω +
∫∫
D
τ2
τ1
rp+1(p|α|2 + (2− p)(ρ2 + σ2))dvdωdu +
∫
H
τ∗
1
−τ∗
2
rp(ρ2 + σ2)r2dudω
.
∫
B
R−τ2
R−τ1
rp|F |2dx+ Imax{p,1+ǫ}min{p,1+ǫ} [J/ ](Dτ2τ1 ) + (2− p)−1Ip+10 [JL](Dτ2τ1 ).
(32)
Proof. Take the vector field
X = rpL = f∂t + f∂r
in the energy identity (17) for the Maxwell field. Using the computations before line (26), we have
T [F ]µνπXµν = T [F ]
µνπf∂rµν + T [F ]
µνπf∂t
= (r−1f − 1
2
f ′)(ρ2 + σ2) +
1
4
f ′(|α|2 + |α|2) + f
′
4
(|α|2 − |α|2)
=
1
2
rp−1
(
(2− p)(ρ2 + σ2) + p|α|2) .
For the boundary terms corresponding to the vector field X = rpL, we have
iJX [F ]dvol =
1
2
rp(|α|2 + ρ2 + σ2)dx, iJX [F ]dvol =
1
2
rp(|α|2 − ρ2 − σ2)r2dtdω,
iJX [φ]dvol = r
p|α|2r2dvdω, iJX [φ]dvol = −rp(ρ2 + σ2)r2dudω
respectively on the t = constant slice, r = constant surface, the outgoing null hypersurface and the
incoming null hypersurface. Therefore for all 0 ≤ τ1 ≤ τ2, v0 ≥ τ2+R2 if we take the region D bounded by
Hτ∗
1
, Hτ∗
2
, {r = R}, Hτ1,τ2v0 , we get the r-weighted energy identity in the interior region {r ≤ R+ t}:∫
H
v0
τ∗
2
rp|α|2r2dvdω +
∫ τ2
τ1
∫
H
v0
τ∗
rp−1(p|α|2 + (2− p)(ρ2 + σ2))r2dvdωdτ +
∫
H
τ1,τ2
v0
rp(ρ2 + σ2)r2dudω
=
∫
H
v0
τ∗
1
rp|α|2r2dvdω − 1
2
∫ τ2
τ1
∫
ω
rp(|α|2 − ρ2 − σ2)r2dωdt−
∫ τ2
τ1
∫
H
v0
τ∗
rp∂µFµνF
ν
L dxdt. (33)
Similarly, in the exterior region {r ≥ R + t}, consider the region Dτ2τ1 for τ2 ≤ τ1 ≤ 0. We have the
following identity:∫
H
−τ∗
2
τ∗
1
rp|α|2r2dvdω +
∫∫
D
τ2
τ1
rp−1(p|α|2 + (2− p)(ρ2 + σ2))dvdωdu +
∫
H
τ∗
1
−τ∗
2
rp(ρ2 + σ2)r2dudω
=
1
2
∫
B
R−τ2
R−τ1
rp(|α|2 + ρ2 + σ2)dx −
∫∫
D
τ2
τ1
rp∂µFµνF
ν
L dxdt. (34)
17
To obtain (32), we note that under the null frame {L,L, e1, e2}
F LL = −
1
2
FLL = ρ, F
L
L = 0, F
ej
L = αj , j = 1, 2.
We can use the same method to treat the term rp|∂µFµejF ejL | as that for ✷Aφ · DLψ in the previous
Proposition 3 (simply replace ✷Aφ with ∂
µFµej andDLψ with rαj). For the term involving ρ, we estimate
rp+2|JL · ρ| ≤ 1
2
(2 − p)rp+1|ρ|2 + 2
2− pr
p+3|JL|2.
The integral of the first term could be absorbed. Then the r-weighted energy estimate (32) follows from
the above r-weighted energy identity (34).
We can treat the inhomogeneous term the same way for the r-weighted energy estimate in the interior
region from the r-weighted energy identity (33). Like the case for the scalar field, the boundary term on
{r = R} can be bounded by taking p = 0 in (33) and then by making use of the integrated local energy
estimate (24):
|
∫ τ2
τ1
∫
ω
rp(|α|2 − ρ2 − σ2)r2dωdt| .
∫ τ2
τ1
∫
H
v0
τ∗
(ρ2 + σ2)rdvdωdτ +
∫
H
τ1,τ2
v0
(ρ2 + σ2)r2dudω
+Rp
∫
H
v0
τ∗
2
|α|2r2dvdω +
∫
H
v0
τ∗
1
|α|2r2dvdω +
∫ τ2
τ1
∫
H
v0
τ∗
|∂µFµνF νL |dxdt
. E[F ](Στ1) + I
1+ǫ
0 [|JL|+ |J/ |](Dτ2τ1 ) +
∫∫
D
τ2
τ1
|JL||ρ|dxdt.
This together with the above argument by using Gronwall’s inequality imply the r-weighted energy
estimate for the Maxwell field in the interior region.
4 Decay estimates for the linear solutions
In this section we derive energy flux decay both for the linear Maxwell field and linear complex scalar
field under appropriate assumptions. We use bootstrap argument to construct global solutions of the
nonlinear (MKG). The first step is to study the decay properties of the linear solutions. Recall that
F = dA with A the connection used to define the covariant derivative D. Our strategy is that we make
assumptions on Jµ = ∂
νFµν to obtain estimates for the linear solution F . We then use these estimates
to derive estimates for the solutions of the linear covariant wave equation ✷Aφ = 0. As in the equation
(MKG) the nonlinearity J is quadratic in φ, by making use of the smallness of the scalar field we then
can close our bootstrap assumption on J . The difficulty is that the Maxwell field F is no longer small
and the existence of nonzero charge.
Assume that F = dA has charge q0 and splits into the charge part and chargeless part
F = χ{r>t+R}q0r
−2dt ∧ dr + F¯ .
Let J/ = (Je1 , Je2) be the angular component of J . Denote
mk =
∑
l≤k
I1+γ01+ǫ [LlZJ/ ]({r ≥ R}) + I2+γ00 [LlZJL]({r ≥ R}) + I1+ǫ1+γ0 [|LlZJ/ |+ |LlZJL|]({t ≥ 0})
+ I1−ǫ1+γ0+2ǫ[LlZJL]({t ≥ 0}) + I01+γ0 [∇Ll−1Z J ]({r ≤ 2R}) + |q0| sup
τ≤0
τ1+γ0+
∫∫
D−∞τ
|JL|r−2dxdt,
Mk = mk +
∑
l≤k
Ek0 [F¯ ] + 1 + |q0|,
(35)
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where we recall from line (6) in Section 2 that Ek0 [F ] denotes the weighted Sobolev norm of the Maxwell
field with weights r1+γ0+ on the initial hypersurface t = 0. The integral of |JL|r−2 is used to control the
interaction of the nonzero charge with the nonlinearity J in the exterior region.
To derive the energy decay for the Maxwell field, we assume that Mk is finite. Note that mk can
be viewed as the assumption on the inhomogeneous term J which depends on the scalar field φ in the
equation (MKG). According to our assumption, it is small. Ek0 [F¯ ] denotes the size of the initial data
for the chargeless part of the Maxwell field. Hence it is large in our setting. The charge q0 is a constant
depending on the initial data of the scalar field.
4.1 Energy decay for the Maxwell field
We derive energy flux decay for the Maxwell field F under the assumption that Mk is finite.
Proposition 5. In the interior region for all 0 ≤ τ1 ≤ τ2, v0 ≥ τ2+R2 , we have the following energy flux
decay for the Maxwell field:
I−1−ǫ0 [F ](Dτ2τ1 ) +
∫ τ2
τ1
∫
Στ
ρ2 + σ2
1 + r
dxdτ + E[F ](Hτ1,τ2v0 ) + E[F ](Στ1) . (τ1)
−1−γ0
+ M0. (36)
In the exterior region {r ≤ R+ t} for all τ2 ≤ τ1 ≤ 0, 0 ≤ p ≤ 1 + γ0, we have
I−1−ǫ0 [F¯ ](Dτ2τ1 ) + E[F¯ ](H
τ∗1
−τ∗
2
) + E[F¯ ](Hτ∗
1
) + (τ1)
−p
+
∫
Hτ∗
1
rp+2|α|2dvdω . (τ1)−1−γ0+ M0. (37)
Proof. Let’s first consider the estimates in the exterior region. By the definition of M0, we derive that∫
B
R−τ2
R−τ1
rp|F¯ |2dx+Ip1+ǫ[J/ ](Dτ2τ1 ) + Ip+10 [JL](Dτ2τ1 ) . (τ1)p−1−γ0+ M0, 0 ≤ p ≤ 1 + γ0.
Here note that in the exterior region r ≥ 12u+. Then the r-weighted energy estimate (32) implies that∫
H
−τ∗
2
τ∗
1
rp+2|α|2dvdω +
∫∫
D
τ2
τ1
rp+1(|α|2 + ρ¯2 + σ2)dvdωdu . (τ1)p−1−γ0+ M0.
This estimate can be used to bound the integral of |JL||ρ| on the right hand side of (25). Recall that
ρ = q0r
−2 + ρ¯ when r ≥ R+ t. We then can show thatl∫∫
D
τ2
τ1
|JL||ρ|dxdt .
∫∫
D
τ2
τ1
|q0||JL|r−2 + |ρ¯|2rǫ−1u−ǫ+ + |JL|2r1−ǫuǫ+dxdt . M0(τ1)−1−γ0+ .
The decay estimate (37) then follows from the energy estimate (25) as
E[F¯ ](BR−τ2R−τ1 ) + I
1+ǫ
0 [|J/ |+ |JL|](Dτ2τ1 ) . (τ1)−1−γ0+ M0.
For the decay estimates in the interior region, we use the pigeon hole argument in [5]. First by interpo-
lation, we derive from the definition of M0 that
I
max{p,1+ǫ}
min{p,1+ǫ} [J/ ](Dτ2τ1 ) + Ip+10 [JL](Dτ2τ1 ) . (τ1)p−1−γ0+ M0
for all ǫ ≤ p ≤ 1 + γ0. To bound |JL||ρ|, we use Cauchy-Schwaz:∫∫
D
τ2
τ1
|JL||ρ|dxdt .
∫∫
D
τ2
τ1
ǫ1|ρ|2rǫ−1+ + ǫ−11 r1−ǫ+ |JL|2dxdt, ∀ǫ1 > 0.
Here note that in the interior region ρ = ρ¯. For ǫ ≤ p ≤ 1 + γ0 and sufficiently small ǫ1 the first term
could be absorbed from the r-weighted energy estimates (31) and the second term is bounded above by
M0(τ1)
−1−γ0
+ by the definition of M2.
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To apply the pigeon hole argument, we need to control the weighted energy flux through the initial
hypersurface Σ0 of the interior region. Note that H−R
2
= H0∗ . The weighted energy flux bound through
H0∗ follows from the decay estimate (37) in the exterior region:
E[F ](H0∗) +
∫
H0∗
r3+γ0 |α|2dvdω . M0.
Here we note that on the boundary H0∗ the charge part has bounded energy. Hence take p = 1 + γ0,
τ1 = 0 in the r-weighted energy estimate (31). We derive that∫
Hτ∗
2
r3+γ0 |α|2dvdω +
∫ τ2
0
∫
Hτ∗
rγ0+2(|α|2 + σ2 + ρ2)dvdω . M0, ∀τ2 ≥ 0.
We conclude that there exists a dyadic sequence {τn}, n ≥ 3 such that∫
Hτ∗n
rγ0+2|α|2dvdω . (τn)−1+ M0, λ−1τn ≤ τn+1 ≤ λτn.
for some constant λ depending only on γ0, ǫ, R. Interpolation implies that∫
Hτ∗n
r1+2|α|2dvdω . (τn)−γ0+ M0.
To bound |JL||ρ| on the right hand side of the energy estimate (24), we interpolate |ρ| between the
integrated local energy estimate and the above r-weighted energy estimate:∫∫
D
τ2
τ1
|JL||ρ|dxdt .
∫∫
D
τ2
τ1
ǫ1|ρ|2(r−ǫ−1+ + rγ0+ τ−1−γ0+ ) + ǫ−11 τ2ǫ+ r1−ǫ+ |JL|2dxdt
. ǫ1I
−1−ǫ
0 [F ](Dτ2τ1 ) + ǫ−11 M0(τ1)−1−γ0+ , ∀1 > ǫ1 > 0.
Here we have used the bound
rǫ−1+ τ
−2ǫ
+ ≤ r−1−ǫ+ + τ−1−γ0+ rγ0+ .
Take ǫ1 to be sufficiently small. From the energy estimate (24), we then obtain
I−1−ǫ0 [F ](Dτ2τ1 ) + E[F ](Στ2) . E[F ](Στ1) + (τ1)−1−γ0+ M0
for all 0 ≤ τ1 ≤ τ2, 0 < ǫ1 < 1. In particular, we have∫ τ2
τn
∫
{r≤R}∩{t=τ}
|F |2dxdτ . E[F ](Στ1) + (τ1)−1−γ0+ M0.
Then combine this integrated local energy estimate with the r-weighted energy estimate (31) with p = 1.
For all τn ≤ τ2, we derive that∫ τ2
τn
E[F ](Στ )dτ .
∫ τ2
τn
∫
{r≤R}∩{t=τ}
|F |2dxdτ +
∫ τ2
τn
∫
Hτ∗
(|α|2 + σ2 + ρ2)r2dvdω
.
∫
Hτ∗n
r1+2|α|2dvdω + E[F ](Στn) + (τn)−γ0+ M0
. E[F ](Στn) + (τn)
−γ0
+ M0.
On the other hand, for all τ ≤ τ2, we have
E[F ](Στ2) ≤ E[F ](τ) + (τ)−1−γ0+ M0 . E[F ](Σ0) +M0 . M0.
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Then from the previous estimate, we can show that
(τ2 − τn)E[F ](Στ2) . E[F ](Στn) + (τn)−γ0+ M0 . M0.
The above estimate holds for all τ2 ≥ τn. In particular, we obtain the coarse bound
E[F ](Στ ) . τ
−1
+ M0, ∀τ ≥ 0.
Based on this coarse bound, we can take τ2 = τn+1 in the previous estimate. We then can show that
(τn+1 − τn)E[F ](Στn+1) . (τn)−γ0M0.
As {τn} is dyadic, we conclude that
E[F ](Στn) . (τn)
−1−γ0M0, ∀n ≥ 3.
Then using the energy estimate, we can show that for τ ∈ [τn, τn+1] we have
E[F ](Στ ) . E[F ](τn) + (τn)
−1−γ0
+ M0 . (τn)
−1−γ0
+ M0 . τ
−1−γ0
+ M0.
Having this energy flux decay, the integrated local energy decay (36) follows from the integrated local
energy estimate (24).
Since the Lie derivative LZ commutes with the linear Maxwell equation from the commutator Lemma
1, as a corollary of the above energy decay proposition, we also have the energy decay estimates for the
higher order derivatives of the Maxwell field.
Corollary 1. We have the following energy flux decay for the k-th derivative of the Maxwell field:
E[LkZ F¯ ](Στ ) . (τ)−1−γ0+ Mk, ∀τ ∈ R. (38)
This decay estimate then leads to the integrated local energy and r-weighted energy estimates for the
Maxwell field.
Remark 4. By using the finite speed of propagation, the estimates in the above proposition and corollary
in the exterior region depend only on the data and J in the exterior region {t+R ≤ r} instead of the whole
spacetime. Therefore the quantity Mk can be replaced by the corresponding one defined in the exterior
region. However, the estimates in the interior region rely on the data in the whole space.
4.2 Pointwise bound for the Maxwell field
The energy decay estimates derived in the previous section are sufficient to obtain pointwise bound for
the Maxwell field F after commuting the equation with Z = {∂t,Ω} for sufficiently many times, e.g., in
[29], four derivatives were used to show the pointwise bound for the solution. The aim of this section is
to derive the pointwise bound for the Maxwell field F merely assuming M2 is finite, that is, we commute
the equation with Z for only twice. The difficulty is that we are lack of Klainerman-Sobolev embedding
which leads to the decay of the solution directly, see e.g. [16]. Our idea is that in the inner region r ≤ R
we rely on elliptic estimates. In the outer region r ≥ R, write the solutions as functions of (u, v, ω).
The angular momentum Ω can be viewed as derivative on ω. The pointwise bound then follows by using
a trace theorem on the null hypersurfaces and a Sobolev embedding on the sphere. Since we do not
commute the equation with L nor L, those necessary energy estimates heavily rely on the null equations
given in Lemma 2.
Let’s first consider the pointwise bound for the Maxwell field in the inner region {r ≤ R}. To derive
the pointwise bound, we use the vector fields ∂t and the angular momentum Ω as commutators. Note
that the angular momentum vanishes at r = 0. In particular we are not able to get the robust estimates
for the solution in the bounded region r ≤ R merely from the angular momentum. We thus rely on
the killing vector field ∂t andl elliptic estimates. The following proposition gives the estimates for the
Maxwell field F on the bounded region {r ≤ R}.
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Proposition 6. For all 0 ≤ τ , 0 ≤ τ1 < τ2, we have∫ τ2
τ1
sup
|x|≤R
|F |2(τ, x)dτ .
∫ τ2
τ1
∫
r≤R
|∂2F |2dxdt . M2(τ1)−1−γ0+ , (39)
|F |2(τ, x) . M2τ−1−γ0+ , ∀|x| ≤ R. (40)
Remark 5. Estimate (40) gives the pointwise bound for F in the inner region {r ≤ R} but it is weaker
than the integral version (39) in the sense of decay rate. It is this integrated decay estimate that allows us
to control the nonlinearities in the inner region. In other words, it is not necessary to show the improved
decay of the solution in the inner region by using our approach, see e.g. [17]. However this does not mean
that our method is not able to obtain the improved decay in the inner region. The improved decay can be
derived by commuting the equation with the vector field L. For details about this, we refer to [23].
Proof. We use elliptic estimates to prove this proposition. At fixed time t, let E, H be the electric and
magnetic part of the Maxwell field F . Let Br be the ball with radius r, that is, Br = {t, |x| ≤ r}. The
Maxwell equation can be written as follows:
div(E) = J0, ∂tH + cur(E) = 0,
div(H) = 0, ∂tE − cur(H) = J¯ ,
where J¯ = (J1, J2, J3) is the spatial part of J . Therefore by using elliptic theory we derive that∑
k≤1
‖∂kt F‖2H1x(B 3R
2
) ≤
∑
k≤1
‖∂ktH‖2H1x(B 3R
2
) + ‖∂kt E‖2H1x(B 3R
2
) .
∑
k≤1
‖∂kt J‖2L2x(B2R) + ‖∂
k+1
t F‖2L2x(B2R).
Make use of the above estimates with k = 1. Differentiate the linear Maxwell equation with the spatial
derivative ∇. Using elliptic estimates again, we then obtain
‖∂F‖2H1x(BR) . ‖∂J‖
2
L2x(B2R)
+ ‖∂2t F‖2L2x(B2R).
Here we omitted the lower order terms. Integrate the above inequality from time τ1 to τ2. We derive∫ τ2
τ1
∫
r≤R
|∂2F |2dxdt .
∫ τ2
τ1
∫
r≤2R
|∂2t F |2 + |∂J |2dxdt
. I−1−ǫ0 [∂
2
t F ](Dτ2τ+
1
) + I−1−ǫ0 [∂tJ ](Dτ2τ+
1
) + I00 [∇J ](Dτ2τ1 ∩ {r ≤ 2R})
. M2(τ1)
−1−γ0
+ .
Here τ+1 = max{τ1 −R, 0}. The estimate (39) then follows by using Sobolev embedding.
For the pointwise bound (40), first we note that
∫
r≤2R
|∇J |2dx .
∑
k≤1
∫ τ+1
τ
|∇LkZJ |2dxdt . M2τ−1−γ0+ .
Consider energy estimate on the region D1 bounded by Στ+ , τ+ = max{τ−R, 0} and t = τ , τ ≥ 0. From
the energy estimate (24), we conclude that∫
r≤2R
|L2ZF |2dx = E[L2ZF ](r ≤ 2R) . E[L2ZF ](Στ+) + I1+ǫ0 [L2ZJ ](D1) . M2τ−1−γ0+ .
Thus the pointwise bound (40) holds.
To show the decay of the solution via the energy flux through the null hypersurface, we rely on the
following trace theorem.
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Lemma 4 (Trace theorem). Let f(r, ω) be a smooth function defined on [a, b]× S2. Then
(∫
ω
|f |4(r0, ω)dω
) 1
2
≤ C
∫ b
a
∫
ω
|f |2 + |∂rf |2 + |∂ωf |2dωdr, ∀r0 ∈ [a, b] (41)
for some constant C independent of r0.
Proof. The condition implies that f ∈ H1r,ω. By using trace theorem,
‖f(r0, ·)‖
H
1
2
ω
≤ C‖f‖H1r,ω , ∀r0 ∈ [a, b].
The lemma then follows by using Sobolev embedding on the sphere.
Using this lemma, we are now able to show the pointwise bound for the Maxwell field when l{r ≥ R}.
Proposition 7. Let D¯τ1 = Dτ1 ∩ {r ≥ R}. Then we have
‖rLkZα‖2L2uL∞v L2ω(D¯τ1) . M2(τ1)
−1−γ0+2ǫ
+ , k = 0, 1, (42)
|rα|2(τ, v, ω) . M2τ−1−γ0+ , (43)
rp(|rα|2 + |rσ|2)(τ, v, ω) . M2τp−1−γ0+ , 0 ≤ p ≤ 1 + γ0, (44)
rp|rρ¯|2(τ, v, ω) . M2τp−1−γ0+ , 0 ≤ p ≤ 1− ǫ, (45)
‖rLkZσ‖2L2vL∞u L2ω(D¯τ ) . M2τ
−1−γ0+ǫ
+ , k ≤ 1. (46)
Remark 6. In terms of decay rate, the integral version (42) is stronger than the pointwise bound (43).
We are not able to improve the u decay of the Maxwell field is due to the weak decay rate of the initial
data as initially the pointwise bound (43) is the best we can get. However the integral version improves
one order of decay in u. This is the key point that we are able to construct the global solution with the
weak decay rate of the initial data.
Proof. For the integral estimate (42), we rely on the transport equation (8) for α. For the case in the
exterior region, one can choose the initial hypersurface {t = 0}. In the interior region, for all 0 ≤ τ1 ≤ τ2,
we can choose the incoming null hypersurface Hτ1,τ2τ2+R
2
. Let’s only consider the case in the interior region.
From the equation (8) for α under the null frame, for k = 0 or 1, we can show that
‖rLkZα‖2L2uL∞v L2ω(D¯τ2τ1 ) . E[L
k
Zα](H
τ1,τ2
τ2+R
2
) + I−1−ǫ0 [LkZα](D¯τ2τ1 ) + ‖r
1+ǫ
2 LLkZ(rα)‖2L2uL2vL2ω(D¯τ2τ1 )
. M2(τ1)
−1−γ0
+ + ‖r
1+ǫ
2 (|Lk+1Z ρ|+ |Lk+1Z σ|)‖2L2uL2vL2ω(D¯τ2τ1 ) + I
1+ǫ
0 [LkZJ/ ](D¯τ2τ1 )
. M2(τ1)
−1−γ0+2ǫ
+ .
Here we used interpolation to bound ρ and σ. Indeed, the integrated local energy estimate implies that∫∫
r−ǫ+1(|Lk+1Z ρ|2 + |Lk+1Z σ|2)dudvdω . M2(τ1)−1−γ0+ .
On the other hand the r-weighted energy estimate shows that∫∫
r2+γ0(|Lk+1Z ρ|2 + |Lk+1Z σ|2)dudvdω . M2.
Interpolation then implies the estimate for ρ and σ. Thus estimate (42) holds.
For the pointwise bound (43) for α, we rely on the energy flux on the incoming null hypersurface
together with Lemma 4. Consider the point (τ, v, ω). In the exterior region when τ < 0, let Hτ be
the incoming null hypersurface Hτ
∗,−v
v , which is the incoming null hypersurface extending to the initial
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hypersurface t = 0. In the interior region when τ ≥ 0, let Hτ be Hτ,2v−Rv which is the incoming null
hypersurface truncated by r = R. From the energy estimate (25), (24), we conclude that∫
Hτ
|rLkZα|2dudω . E[LkZF ](Hτ ) . M2τ−1−γ0+ , ∀k ≤ 2.
As Z consists of ∂t and the angular momentum Ω, to apply Lemma 4, we need the energy flux of the
tangential derivative L(α). We make use of the structure equation (8) which implies that∫
Hτ
|LLkZ(rα)|2dudω .
∫
Hτ
|LLkZ(rα)|2 + |L∂tLkZ(rα)|2dudω
.
∫
Hτ
|Lk+1Z ρ|2 + |Lk+1Z σ|2 + |LkZ(rJ/ )|2 + |Lk+1Z (rα)|2dudω
. E[Lk+1Z F ](Hτ ) + I00 [Lk+1Z J/ ](Dτ )
. M2τ
−1−γ0
+ , k ≤ 1.
Here note that Ω = (re1, re2). Then by Lemma 4, for all v and fixed τ ,(∫
ω
|rLkZα|4(τ, v, ω)dω
) 1
2
. M2τ
−1−γ0
+ , k ≤ 1.
Estimate (43) then follows by using Sobolev embedding on the sphere.
For the pointwise bound (44), (45) for α, σ, ρ¯, the proof for α is slightly different to that of σ and
ρ¯. However the idea is the same. Let’s consider α first. Consider Hτ∗ , τ ∈ R. The r-weighted energy
estimates (32), (31) imply that∫
Hτ∗
rp|rLkZα|2dvdω . M2τp−1−γ0+ , ∀0 ≤ p ≤ 1 + γ0, k ≤ 2.
To apply Lemma 4, we need the energy flux of the tangential derivative L(rα). Similar to the case of α,
we make use of the equation (10) and ∂t derivative:∫
Hτ∗
rp|L(rLkZα)|2dvdω .
∫
Hτ∗
rp(|L(rLkZα)|2 + |r∂tLkZα|2)dvdω
.
∫
Hτ∗
rp(|Lk+1Z ρ|2 + |Lk+1Z σ|2 + |LkZ(rJ/ )|2 + |Lk+1Z (rα)|2)dvdω
. M2τ
p−1−γ0
+ +
∫
Hτ∗
r2(|Lk+1Z ρ|2 + |Lk+1Z σ|2) + rp|LkZ(rJ/ )|2dvdω
. M2τ
p−1−γ0
+ + E[LkZF ](Hτ∗) + Ip0 [Lk+1Z J/ ](Dτ )
. M2τ
p−1−γ0
+
for k ≤ 1. Estimate for α then follows by Lemma 4 together with Sobolev embedding on the sphere.
For ρ¯, σ, we make use of the r-weighted energy estimates (32), (31) through the incoming null
hypersurface Hτ defined as above. First we have∫
Hτ
rp−2(|LkZ(r2ρ¯)|2 + |LkZ(r2σ)|2)dudω . M2τp−1−γ0+ , k ≤ 2.
To derive the tangential derivative L(r2ρ¯), L(r2σ), we use the equations (7), (9). We can show that∫
Hτ
rp−2(|L(r2LkZ ρ¯)|2dudω .
∫
Hτ
rp−2(|rLk+1Z α|2 + |r2LkZJL|2dudω
. E[Lk+1Z F ](Hτ ) + Ip0 [Lk+1Z JL](Dτ )
. M2τ
p−1−γ0
+ , k = 0, 1
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for all 0 ≤ p ≤ 1− ǫ. We are not able to extend p to the full range of [0, 1+ γ0] is due to the assumption
on JL. The equation (9) for σ does not involve JL. We hence have the full range 0 ≤ p ≤ 1 + γ0 for σ.
Lemma 4 and Sobolev embedding on the sphere then lead to the pointwise bound for ρ¯ and σ. We thus
have shown (45), (44).
Finally for the integrated decay estimates (46), we show it by integrating along the incoming null
hypersurface. In the interior region case we integrate from from r = R while in the exterior region
we integrate from the initial hypersurface t = 0. Let’s only prove (46) for the interior region case. In
particular take D¯τ to be D¯τ2τ1 for 0 ≤ τ1 < τ2. First by using the decay estimate (39) for F when r ≤ R,
we can show that on the boundary r = R∫ τ2
τ1
|LkZF |2(τ, R, ω)dωdτ .
∫ τ2
τ1
∫
r≤R
|∂LkZF |2dxdτ . M2(τ1)−1−γ0+ .
Then from the transport equation (7), (9), we can show that
‖rLkZσ‖2L2vL∞u L2ω(D¯τ2τ1 ) .
∫ τ2
τ1
|LkZF |2(τ, R, ω)dωdτ +
∫∫
D¯
τ2
τ1
r|LkZσ|2 + |(LkZσ) · L(r2LkZσ)|dudvdω
. M2(τ1)
−1−γ0
+ + +
∫∫
D¯
τ2
τ1
r1+ǫ|LkZσ|2 + r1−ǫ|Lk+1Z α|2dudvdω
. M2(τ1)
−1−γ0
+ +M2(τ1)
−1−γ0+ǫ
+ . M2(τ1)
−1−γ0+ǫ
+ .
Here we have used the r-weighted energy estimates for σ with p = ǫ and the integrated local energy
estimates to bound α. This proves (46).
4.3 Energy decay for the scalar field
In this section, we study the energy decay for the complex scalar field φ satisfying the linear covariant
wave equation ✷Aφ = 0. When the connection field A is trivial, the energy decay has been well studied
by using the new approach, see e.g. [27]. For general connection field A, presumably not small, new
difficulty arises as there are interaction terms between the curvature dA and the scalar field. In the
previous subsection, we derived the energy flux decay for the Maxwell field F = dA with appropriate
bound on J . The purpose of this section is to derive energy flux decay for the complex scalar field.
In addition to the assumption that Mk is finite, for the complex scalar field, we assume the inhomo-
geneous term ✷Aφ and the initial data are bounded in the following norm:
Ek[φ] =
∑
l≤k
Ek0 [φ] + I
1+γ0
1+ǫ [D
l
Z✷Aφ]({t ≥ 0}) + I1+ǫ1+γ0 [DlZ✷Aφ]({t ≥ 0}). (47)
For solutions of (MKG), Ek[φ] denotes the weighted Sobolev norm of the initial data for the complex
scalar field. As the estimates in the interior region requires the information on the boundary Σ0 of which
H0∗ is the boundary of the exterior region. Thus we need to obtain the energy decay estimates, at least
the boundedness of the energy flux in the exterior region. The main difficulty in the presence of nontrivial
connection field is to control the interaction term (dA)·νJ
ν [φ] under very weak estimates on the curvature
dA. In the integrated local energy estimate (23) for the scalar field, it is not possible to control or absorb
those terms as there is no smallness assumption on dA. The idea is to make use of the null structure
of Jν [φ] together with the r-weighted energy estimate (28). More precisely, we first control those terms
in the r-weighted energy estimate through Gronwall’s inequality. Then we estimate those terms in the
integrated local energy estimates. Once we have control on those interaction terms, the decay of the
energy flux follows from the standard argument of the new approach, similar to that of the energy decay
for the Maxwell field in the previous section.
We need a lemma to control the scalar field φ by using the r-weighted energy.
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Lemma 5. Assume φ vanishes at null infinity. In the exterior region on Hu, we have∫
ω
|rφ|2(u, v, ω)dω .
∫
ω
|rφ|2(u,−u, ω)dω + β−1u−β+
∫ v
−u
∫
ω
r1+β |DL(rφ)|2dvdω, ∀β > 0. (48)
In the interior region on Στ , for 1 ≤ p ≤ 2, we have∫
ω
rp|φ|2dω . (E[φ](Στ ))δp
(
I1+γ00 [r
−1DLψ](Hτ∗)
)1−δp
, δp =
2+ γ0 − p
1 + γ0
. (49)
Moreover on Στ , τ ∈ R, we have
r
∫
ω
|φ|2dω . ǫ−11
∫
Σ
|φ|2dv˜dω + ǫ1E[φ](Στ ) (50)
for all 1 ≥ ǫ1 > 0. Here (v˜, ω) = (v, ω) when r ≥ R and (r, ω) when r ≤ R.
Proof. Estimate (48) follows from the inequality
|rφ|(u, v, ω) ≤ |rφ|(u,−u, ω) +
∫ v
−u
|DL(rφ)|dv
followed by the Cauchy-Schwarz’s inequality.
In the interior region, for ψ = rφ, the problem is that we can not integrate from the initial hypersurface
or the boundary H0∗ or the null infinity as the behaviour of rφ at null infinity is unknown (generically
not zero). However the scalar field φ vanishes at null infinity. We thus can bound r|φ|2 by the energy
flux through Σ with Σ = Στ or Hu. More precisely, on Σ we can show that
r
∫
ω
|φ|2dω .
∫
Σ
|φ|2dv˜dω +
∫
Σ
r|Dv˜φ||φ|dv˜dω
. ǫ1
∫
Σ
|Dv˜φ|2r2dv˜dω + (ǫ−11 + 1)
∫
Σ
|φ|2dv˜dω
. ǫ1E[φ](Σ) + ǫ
−1
1
∫
Σ
|φ|2dv˜dω.
This gives estimate (50). In particular for ǫ1 = 1, from Hardy’s inequality (21), we conclude that estimate
(49) holds for p = 1. To prove it for all 1 ≤ p ≤ 2, it suffices to show the estimate with p = 2. Consider
the sphere with radius r = τ
∗+v
2 on Hτ∗ ⊂ Στ . Choose the sphere with radius r1 = τ
∗+v1
2 such that
r1+γ01 = E[φ](Στ )
−1
∫
Hτ∗
r1+γ0 |DL(rφ)|2dvdω.l
If r ≤ r1, then (49) with p = 2 follows from (49) with p = 1. Otherwise we have r1 < r. Then∫
ω
|rφ|2(τ∗, v, ω)dω .
∫
ω
|rφ|2(τ∗, v1, ω) + r−γ01
∫
Hτ∗
r1+γ0 |DL(rφ)|2dvdω
. r1E[φ](Στ ) + r
−γ0
1 I
1+γ0
0 [r
−1DLψ](Hτ∗)
. (E[φ](Στ ))
γ0
1+γ0
(
I1+γ00 [r
−1DLψ](Hτ∗)
) 1
1+γ0
.
Here we recall the notation I defined in Section 2.
The following lemma is quite simple but it turns out to be very useful.
Lemma 6. Suppose f(τ) is smooth. Then for any β 6= 0, we have the identity∫ τ2
τ1
sβf(s)ds = β
∫ τ2
τ1
τβ−1
∫ τ2
τ
f(s)dsdτ + τβ1
∫ τ2
τ1
f(s)ds.
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4.3.1 Energy decay in the exterior region
In the exterior region, as r ≥ 13u+, it suffices to consider the r-weighted energy estimate for the largest
p = 1 + γ0. First we can show that
Proposition 8. In the exterior region for all τ2 ≤ τ1 ≤ 0, we have∫∫
D
τ2
τ1
r1+γ0 |FLµJµ[φ]|dxdt .M2E00 [φ] +M2
∫
u
u−1−ǫ+
∫
v
r1+γ0 |DLψ|2dvdωdu
+ |q0|
∫∫
D
τ2
τ1
rγ0(|DL(rφ)|2 + |D/ (rφ)|2)dvdudω.
(51)
Proof. As F = dA has different decay properties for different components, we estimate the integral
according to the index µ. Note that r2J [φ] = J [rφ]. For µ = L, we have
|FLLJL[φ]| . r−2|q0||DLψ||ψ|+ |ρ¯||DLψ||ψ|, ψ = rφ. (52)
The first term on the right hand side will be absorbed with the smallness assumption on the charge q0
(as the data for the scalar field is small). In deed, by using Lemma 3, we can show that
2
∫∫
rγ0−1|DLψ||ψ|dudvdω ≤
∫∫
rγ0 |DLψ|2dvdudω +
∫∫
rγ0 |φ|2dvdudω
.
∫∫
rγ0 |DLψ|2dvdudω +
∫
u
∫
ω
(r1+γ0 |φ|2)(u,−u, ω)dωdu
.
∫∫
rγ0 |DLψ|2dvdudω + E00 [φ].
For the second term on the right hand side of (52), the idea is that we use Cauchy-Schwarz inequality
and make use of the r-weighted energy estimate. First we can estimate that
2r1+γ0 |ρ¯||DLψ||ψ| ≤ r1+γ0 |DLψ|2u−1−ǫ+ + u1+ǫ+ r2|ρ¯|2r1+γ0 |φ|2.
The first term will be controlled through Gromwall’s inequality. For the second term, we can first use
Sobolev embedding on the unit sphere to bound ρ¯ and then apply Lemma 5:∫∫
u1+ǫ+ r
2|ρ¯|2r1+γ0 |φ|2dudvdω
.
∫
u
u1+ǫ+
∫
v
∑
j≤2
r2
∫
ω
|LjΩρ¯|2dω ·
∫
ω
r1+γ0 |φ|2dωdvdu
.
∫
u
u1+ǫ−1+ E
2[F¯ ](Hu)(u
γ0
+
∫
ω
|rφ|2(u,−u, ω)dω +
∫
v
∫
ω
r1+γ0 |DLψ|2dvdω)du
. M2
∫
|x|≥R
r1+γ0−ǫ−2+ |φ|2(0, x)dx +M2
∫
u
u−1−ǫ+
∫
v
r1+γ0 |DLψ|2dvdωdu.
The first term is bounded by the weighted Sobolev norm of the initial data. The second term can be
controlled by using Gronwall’s inequality. Thus estimate (51) holds for the case of µ = L.
For µ = e1 or e2, first we can bound
r1+γ0 |FLej ||Jej [ψ]| ≤ ǫ1rγ0 |∇/ψ|2 + ǫ−11 r3+γ0 |α|2r|φ|2, ∀ǫ1 > 0.
We choose sufficiently small ǫ1 so that the integral of the first term can be absorbed. For the second
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term, we first use Sobolev embedding on the unit sphere to bound α and then Lemma 5 to control φ:∫∫
r3+ǫ|α|2r1+γ0−ǫ|φ|2dudvdω
.
∫
u
uγ0−ǫ−1+
∫
v
r3+ǫ
∑
j≤2
∫
ω
|LjΩα|2dω ·
(∫
ω
|rφ|2(u,−u, ω)dω + u−γ0+
∫
v
∫
ω
r1+γ0 |DLψ|2dvdω
)
du
. M2
∫
|x|≥R
r1+γ0−ǫ−2+ |φ|2(0, x)dx+M2
∫
u
u−1−ǫ+
∫
v
r1+γ0 |DLψ|2dvdωdu
. M2E
0
0 [φ] +M2
∫
u
u−1−ǫ+
∫
v
r1+γ0 |DLψ|2dvdωdu.
As the data for the scalar field is small, the charge is also small. In particular we can choose ǫ1 = |q0|
(if q0 = 0, let ǫ1 small depending only on ǫ, γ0 land R). Therefore estimate (51) holds for the case when
µ = e1 or e2. We thus finished the proof for the Proposition.
As a corollary, we show the r-weighted energy flux decay of the scalar field in the exterior region.
Corollary 2. Assume that the charge q0 is sufficiently small, depending only on ǫ, R, γ0. Then in the
exterior region, we have the energy flux decay∫
Hτ∗
1
rp|DLψ|2dvdω +
∫∫
Dτ1
rp−1(p|DLψ|2 + |D/ψ|2)dvdωdu+
∫
H
τ∗
1
−τ∗
2
rp|D/ψ|2dudω
.M2 E0[φ](τ1)p−1−γ0+ , ∀0 ≤ p ≤ 1 + γ0, ∀τ2 ≤ τ1 ≤ 0.
(53)
Proof. It suffices to prove the corollary for p = 1 + γ0. For sufficiently small q0 depending only on ǫ, γ0
and R, from the r-weighted energy estimate (28) and the estimate (51) for the error term, the integral
of rγ0 |DL(rφ)|2 can be absorbed. Then estimate (53) follows from Gronwall’s inequality.
Next we make use of the r-weighted energy decay to show the energy flux decay and the integrated
energy decay for the scalar field in the exterior region. In the sequel we assume the charge q0 is sufficiently
small so that estimate (53) of Corollary 2 holds in the exterior region τ2 ≤ τ1 ≤ 0. From the integrated
energy estimate (23), it suffices to bound the interaction term of the gauge field and the scalar field.
Proposition 9. In the exterior region for all τ2 ≤ τ1 ≤ 0, we have∫∫
D
τ2
τ1
|FLνJν [φ]|+ |FLνJν(φ)|dxdt
. ǫ1I
−1−ǫ
0 [Dφ](Dτ2τ1 ) + CM2,ǫ1
(
E0[φ](τ1)−1−γ0+ + (τ1)ǫ+
∫ −τ∗2
−τ∗
1
v−1−ǫE[φ](H−τ
∗
1
v )dv
) (54)
for all ǫ1 > 0 and some constant CM2,ǫ depending on M2 and ǫ1.
Proof. The integral of (dA)LνJ
ν [φ] has been controlled in the previous Proposition 8 as Corollary 2
implies that the right hand side of (51) can be bounded by a constant depending on M2, ǫ, γ0 and R.
Since in the exterior region r ≥ 13u+, we easily obtain the desired bound:∫∫
D
τ2
τ1
|FLνJν [φ]|dxdt .M2 (τ1)−1−γ0+ E0[φ].
It remains to estimate the integral of FLνJ
ν [φ]. The r-weighted energy decay gives control for the ”good”
derivative of the scalar field. The problem is that we do not have any control for the ”bad” derivative
DLφ. What worse is the existence of nonzero charge. Although the charge can be small, we are not able
to absort the charge part q0r
−2JL[φ] in the integrated local energy estimate (23) as there is a small ǫ
loss of decay in I−1−ǫ0 [D¯φ] on the left hand side. The idea to treat this term is to make use of the energy
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flux on the incoming null hypersurface Hu1−u2 and then apply Gronwall’s inequality. Let’s first consider
the easier terms in the integral of FLνJ
ν [φ]. For ν = e1 or e2, we have
|FLνJν [φ]| . |α||D/φ||φ|.
Note that from estimate (48) of Lemma 5 and Corollary 2, we obtain∫
ω
|rφ|2(u, v, ω)dω .M2 u+
∫
ω
(−2u)|φ(0,−2u, ω)|2dω + E0[φ]u−γ0+ .
Here we parametrize φ in (t, r, ω) coordinates. We then use Sobolev embedding on the initial hypersurface
t = 0 to derive the decay of φ: ∫
ω
|rφ|2(u, v, ω)dω .M2 E0[φ]u−γ0+ . (55)
From the r-weighted energy estimate (53), we have the weighted angular derivative of the scalar field on
the incoming null hypersurface ∫
H
τ∗
1
−τ∗
2
r1+γ0 |D/ (rφ)|2dudω .M2 E0[φ].
In the exterior region, note that r ≥ v2 . Therefore we can show that∫∫
D
τ2
τ1
|FLej ||Jej [φ]|dxdt
.
∫ −τ∗2
−τ∗
1
∫ τ∗1
−v
∫
ω
r2|α||D/φ||φ|dωdudv
.
∫ −τ∗2
−τ∗
1
∫ τ∗1
−v
r−
3+γ0
2

r2∑
j≤2
∫
ω
|LjΩα|2dω


1
2 (
r3+γ0
∫
ω
|D/φ|2dω ·
∫
ω
|rφ|2dω
) 1
2
dudv
.M2 E0[φ]
1
2 (τ1)
−
γ0
2
+
∫ −τ∗2
−τ∗
1
v−
3+γ0
2 (E2[dA](H−τ
∗
1
v ))
1
2 E0[φ] 12 dv
.M2 E0[φ](τ1)−
γ0
2
−
1+γ0
2
− 1
2
+ .M2 E0[φ](τ1)−1−γ0+ .
When ν = L, first we have
|FLL||JL[φ]| . |q0|r−2|DLφ||φ| + |ρ¯||DLφ||φ|.
The second term is easy to bound. We may use Cauchy-Schwarz to absorb DLφ. In deed,
2|ρ¯||DLφ||φ| ≤ ǫ1|DLφ|2r−1−ǫ + ǫ−11 |ρ¯|2|φ|2r1+ǫ, ∀ǫ1 > 0.
For sufficiently small ǫ1, the integral of the first term on the right hand side can be absorbed from the
integrated energy estimate (23). For the second term, we make use of estimate (55) to show that
∫∫
D
τ2
τ1
|ρ¯|2r3+ǫ|φ|2dvdudω .
∫ τ∗2
τ∗
1
∫ −τ∗2
−u
∑
j≤2
∫
ω
r2|LjΩρ¯|2dω · r1+ǫ
∫
ω
|φ|2dωdvdu
.M2
∫ τ∗2
τ∗
1
E2[F¯ ](H
−τ∗2
u )u
−1+ǫ−γ0
+ E0[φ]du
.M2 E0[φ]
∫ u∗2
u∗
1
u−2−γ0+ du .M2 E0[φ](τ1)−1−γ0+ .
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Finally we need to bound the charge part, namely the integral of |q0|r−2|DLφ||φ|. As we have explained
previously, this term can not be absorbed even though the charge q0 is small due to the loss of decay in
the integrated local energy I−1−ǫ0 [D¯φ](Dτ2τ1 ) in (23). The idea is to make use of the energy flux in the
incoming null hypersurface H
τ∗1
−τ∗
2
and then apply Gronwall’s inequality. From estimate (55) and noting
that r ≥ 12v in the exterior region, we can show that∫∫
D
τ2
τ1
r−2|DLφ||φ|dxdt .
∫ −τ∗2
−τ∗
1
∫ τ1
−v
∫
ω
|DLφ||φ|dωdudv
.
∫ −τ∗2
−τ∗
1
∫ τ1
−v
r−2
(
r2
∫
ω
|DLφ|2dω ·
∫
ω
|rφ|2dω
) 1
2
dudv
.M2 E0[φ]
1
2
∫ −τ∗2
−τ∗
1
v−
3+γ0−ǫ
2
∫ τ∗1
−v
r−
1−γ0+ǫ
2
(
r2
∫
ω
|DLφ|2dω
) 1
2
u
−
γ0
2
+ dudv
.M2 E0[φ]
1
2
∫ −τ∗2
−τ∗
1
v−
3+γ0−ǫ
2 (E[φ](H−τ
∗
1
v ))
1
2 (τ1)
− ǫ
2
+ dv
.M2 E0[φ](τ1)−1−γ0+ + (τ1)ǫ+
∫ −τ∗2
−τ∗
1
v−1−ǫE[φ](H−τ
∗
1
v )dv.
Combining all the previous estimates, we then have shown (54).
As a corollary we then can show the energy flux decay as well as the integrated local energy decay of
the scalar field in the exterior region.
Corollary 3. For all τ2 < τ1 ≤ 0, we have:
I−1−ǫ0 [D¯φ](Dτ2τ1 ) + E[φ](H
−τ∗2
τ∗
1
) + E[φ](H
τ∗1
−τ∗
2
) .M2 (τ1)
−1−γ0
+ E0[φ]. (56)
Proof. First choose ǫ1 in the estimate (54) to be sufficiently small, depending only on ǫ, γ0 and R, so that
after combing estimate (54) and the integrated energy estimate (23), the term ǫ1I
−1−ǫ
0 [Dφ](Dτ2τ1 ) on the
right hand side of (54) can be absorbed by I−1−ǫ0 [D¯φ](Dτ2τ1 ) on the left hand side of (23). Then notice
that we have the uniform bound:
(τ1)
ǫ
+
∫ −τ∗2
−τ∗
1
v−1−ǫdv . 1, ∀τ2 < τ1 ≤ 0.
By using Gronwall’s inequality (fix τ1 ≤ 0 and take τ2 ≤ τ1 as variable), we then obtain (56).
4.3.2 Energy decay in the interior region
Once we have the energy flux and the r-weighted energy decay estimates for the scalar field in the exterior
region, we in particular have the energy flux bound for the scalar field on the boundary H−R
2
. This is
necessary to consider the energy flux decay in the interior region. Compared to the case in the exterior
region, the charge is not a problem as the charge only effects the decay property of the Maxwell field in the
exterior region. However, new difficulties arise in the interior region. First of all there is no lower bound
for r
τ+
. That means we may need estimates for general p for the r-weighted energy estimate instead of
simply the largest p. Secondly as we have explained before that we are not able to absorb the interaction
term between the gauge field A and the scalar field due to the fact that dA is no longer small in our
setting. Thus we need to rely on the r-weighted energy estimates and make use of the null structure of
J [φ]. In the exterior region, the idea is first to derive the r-weighted energy decay and then to obtain the
integrated local energy and energy flux decay. In the interior region, we see from the r-weighted energy
estimates (27) that the term |FLµJµ[φ]| also appears on the right hand side. This suggests that we have
to consider the r-weighted energy estimate and the integrated local energy estimates simultaneously.
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As the boundedness of the energy flux on the boundary H−R
2
= H0∗ requires the smallness of the
assumption that the charge |q0| is small. In the sequel when we consider estimates in the interior, we
always assume this without repeating it. Let’s first estimate the interaction terms of dA and the scalar
field in the r-weighted energy estimate (27).
Proposition 10. In the interior region, for all 0 ≤ τ1 ≤ τ2 and 1 ≤ p ≤ 1 + γ0, we have∫∫
D¯
τ2
τ1
rp|FLµJµ[φ]|2dxdt . ǫ1
∫∫
D¯
τ2
τ1
rp−1|D/ (rφ)|2dvdωdτ + Ip−1−ǫ[r−1DL(rφ)](D¯τ2τ1 )
+M2ǫ
−1
1
(
δp
∫ τ2
τ1
E[φ](Στ )τ
δ−1p −1−ǫ
+ dτ + (1− δp)I1+γ0−1−ǫ[r−1DLψ](D¯τ2τ1 )
)
(57)
for all ǫ1 > 0. Here δp =
2+γ0−p
1+γ0
is given in Lemma 5 in line (49).
Proof. Denote ψ = rφ and F = dA. First we have
2rp|FLµJµ[φ]|r2 ≤ rp|DLψ|2τ−1−ǫ+ + rp|ρ|2|ψ|2τ1+ǫ+ + ǫ1rp−1|D/ψ|2 + ǫ−11 rp+3|α|2|φ|2
for all ǫ1 > 0. The first term can be absorbed by using Gronwall’s inequality. The third term will be
absorbed for sufficiently small ǫ1 depending only on ǫ, γ0 and R. For the second term, we use the energy
flux of ρ on Hτ∗ to bound ρ and estimate (49) of Lemma 5 to bound φ. For the last term, we use the
r-weighted energy estimate to bound α. Then similar to the proof of Proposition 8 we can show that∫ τ2
τ1
∫
Hτ∗
τ1+ǫ+ r
p|ρ|2|ψ|2 + rp+3|α|2|φ|2dvdωdτ
.
∫ τ2
τ1
∫ ∞
2R+τ∗
∑
j≤2
∫
ω
τ1+ǫ+ r
2|LjΩρ|2 + r3|LjΩα|2dω ·
∫
ω
rp|φ|2dωdvdu
. M2
∫ τ2
τ1
τ−ǫ+ (E[φ](Στ ))
δ
(
I1+γ00 [r
−1DLψ](Hτ∗)
)1−δ
dτ
. M2
(
δ
∫ τ2
τ1
E[φ](Στ )τ
δ−1−1−ǫ
+ dτ + (1− δ)I1+γ0−1−ǫ[r−1DLψ](D¯τ2τ1 )
)
.
The proposition then follows.
Next we estimate the interaction terms in the energy estimate (22). We show the following:
Proposition 11. We have∫∫
D
τ2
τ1
|FLνJν [φ]|+ |FLνJν [φ]|dxdt
. ǫ1I
−1−ǫ
0 [Dφ](Dτ2τ1 ) + ǫ−11
∫ τ2
τ1
g(τ)E[φ](Στ )dτ + I
1+γ0
−2−γ0
[r−1DL(rφ)](D¯τ2τ1 )
(58)
for all 0 < ǫ1 < 1. Here
g(τ) :=
∑
j≤2
I−1−ǫ1+2ǫ [LjΩF ](Στ ) +
∫
Hτ∗
r2+ǫ(|LjΩα|2 + |LjΩρ|2)dvdω + sup
|x|≤R
|F |2(τ, x).
Proof. For the integral on {r ≥ R}, we use Sobolev embedding on the unit sphere to bound the curvature
and the proof is quite similar to that of the previous proposition. On the finite region r ≤ R, we make
use of the L2tL
∞
x norm of the curvature given in Proposition 6. For the case when r ≥ R, first we have
|FLνJν [φ]|+ |FLνJν [φ]| . (|ρ|+ |α|)|Dφ||φ| + |α||D/φ||φ|
. ǫ1r
−1−ǫ
+ |Dφ|2 + ǫ−11 (|ρ|2 + |α|2)r1+ǫ+ |φ|2 + |α||D/φ||φ|.
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The first term can be absorbed in the energy estimate (22) for sufficiently small ǫ1. For the second term,
we can use estimate (49) to bound φ by the energy flux through Hτ∗ and the r-weighted energy to control
the curvature terms. The last term is the most difficult term to control. The reason is that we do not
have powerful estimates for α. The only estimates we have are the integrated local energy estimate and
the energy flux through the incoming null hypersurface. Unlike the case in the exterior region where
we can make use of the energy flux through the incoming null hypersurface for α, this method fails in
the interior region. The main reason is that the energy flux E[F ](Hτ1,τ2v ) decays in τ1 instead of v. A
possible way to solve this issue is to assume pointwise bound for α. However the problem is that the
pointwise decay for α is too weak (due to the assumption on the initial data. We have explained this
in the introduction) to be useful. We thus can only rely on the integrated local energy estimate for α.
As there is a rǫ ldecay loss in the integrated local energy estimate for α, we are not able to bound φ
simply by using the energy flux through HΣτ∗ but instead we need to make use of the r-weighted energy
estimate. This means that we can not obtain uniform energy bound from the energy estimate (22). We
need to combine it with the r-weighted energy estimate.
For the integral of |α||D/φ||φ|, from estimate (49) with p = 1 + ǫ, we can show that∫ τ2
τ1
∫
Hτ∗
|α||D/φ||φ|r2dωdvdτ
.
∫ τ2
τ1
∫ ∞
2R+τ∗

∑
j≤2
∫
ω
r1−ǫ|LjΩα|2dω


1
2 (∫
ω
r2|D/φ|2dω ·
∫
ω
r1+ǫ|φ|2dω
) 1
2
dvdτ
.
∑
j≤2
∫ τ2
τ1
(
I−1−ǫ0 [LjΩα](Στ )E[φ](Στ )
) 1
2
(E[φ](Στ ))
1
2
δ
(
I1+γ00 [r
−1DL(rφ)](Hτ∗)
) 1
2
− 1
2
δ
dτ
.
∑
j≤2
∫ τ2
τ1
I−1−ǫ1+2ǫ [LjΩα](Στ )E[φ](Στ )dτ +
∫ τ2
τ1
τ−1−ǫ+ E[φ](Στ )dτ + I
1+γ0
−2−γ0
[r−1DL(rφ)](D¯τ2τ1 )
Here δ = 1+γ0−ǫ1+γ0 and in the last step we have used Jensen’s inequality as well as the relation
1
2
+ ǫ− 1
2
δ(1 + ǫ)− (2 + γ0)(1
2
− 1
2
δ) =
1
2
ǫ
1 + γ0
> 0.
In the above estimate the first two terms will be estimated by using Gronwall’s inequality. We keep the
last term which involves the r-weighted energy estimates. For the integral of (|ρ|2+ |α|2)r1+ǫ+ |φ|2, we use
estimate (49) to bound φ. We have∫ τ2
τ1
∫
Hτ∗
(|ρ|2 + |α|2)r1+ǫ+ |φ|2r2dωdvdτ
.
∫ τ2
τ1
∫ ∞
2R+τ∗
∑
j≤2
∫
ω
r2+ǫ(|LjΩα|2 + |LjΩρ|2)dω ·
∫
ω
r|φ|2dωdvdτ
.
∑
j≤2
∫ τ2
τ1
∫
Hτ∗
r2+ǫ(|LjΩα|2 + |LjΩρ|2)dvdω ·E[φ](Στ )dτ.
This term will be controlled in the energy estimate (22) by using Gronwall’s inequality.
For the integral on the region r ≤ R, we can show that∫ τ2
τ1
∫
r≤R
|FLνJν [φ]|+ |FLνJν [φ]|dxdτ . ǫ1
∫ τ2
τ1
∫
r≤R
|Dφ|2dxdτ + ǫ−11
∫ τ2
τ1
∫
r≤R
|F |2|φ|2dxdτ
. ǫ1
∫ τ2
τ1
∫
r≤R
|Dφ|2
r1+ǫ+
dxdτ + ǫ−11
∫ τ2
τ1
sup
|x|≤R
|F |2 · E[φ](Στ )dτ
for all ǫ1 > 0. The first term will be absorbed for small ǫ1. The second term can be controlled by using
Gronwall’s inequality. Combining all these estimates above, we thus have shown estimate (58) of the
Proposition.l
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As a corollary the energy estimate (22) lcan be reduced to the following:
Corollary 4. In the interior region, we have the following integrated local energy estimate
I−1−ǫ0 [D¯φ](Dτ2τ1 ) + E[φ](Στ2) +
∫ τ2
τ1
τ−1−ǫ+ E[φ](Στ )dτ +
∫∫
D
τ2
τ1
|FLνJν [φ]|+ |FLνJν [φ]|dxdt
.M2 E[φ](Στ1) + (τ1)
−1−γ0
+ E0[φ] + I1+γ0−2−γ0 [r−1DL(rφ)](D¯τ2τ1 ).
(59)
Proof. First choose ǫ1 sufficiently small in the estimate (58) so that combining the energy estimate (22)
with (58) the integrated local energy I−1−ǫ0 [Dφ](Dτ2τ1 ) could be absorbed. By our notation, the smallness
of ǫ1 depends only on ǫ, γ0 and R. Then for the second term on the right hand side of (58), to apply
Gronwall’s inequality, we show that g(τ) (defined after line (58)) is integrable. From the integrated local
energy estimates (36) and the r-weighted energy estimates (31) for the Maxwell field, we conclude from
the previous section that
I−1−ǫ0 [LkZF ](Dτ2τ1 ) . Mk(τ1)−1−γ0+ ,
∫ τ2
τ1
∫
Hτ∗
r2+ǫ(|LkZα|2 + |LkZρ|2)dvdωdτ . Mk(τ1)−γ0+ǫ+ .
Therefore by using Lemma 6 and Proposition 6, we can show that∫ τ2
τ1
g(τ)dτ . M2(τ1)
−γ0+ǫ
+ +
∑
j≤2
I−1−ǫ1+2ǫ [LjΩF ](Dτ2τ1 )
. M2(τ1)
−γ0+ǫ
+ +
∑
j≤2
∫ τ2
τ1
τ2ǫ+ I
−1−ǫ
0 [LjΩF ](Dτ2τ )dτ + (τ1)1+2ǫ+ I−1−ǫ0 [LjΩF ](Dτ2τ1 )
. M2(τ1)
−γ0+ǫ
+ +M2
∫ τ2
τ1
τ−1−γ0+2ǫ+ dτ +M2(τ1)
−γ0+2ǫ
+ . M2(τ1)
−γ0+2ǫ
+ .
By using this uniform bound, the second term on the right hand side of (58) can be absorbed by using
Gronwall’s inequality. The corollary then follows.
We now can use Proposition 10 and the above corollary to obtain the necessary r-weighted energy
estimates. To derive energy decay estimates, we at least need the r-weighted energy estimates with p = 1
and p = 1 + γ0 (some p bigger than one. However, the decay rate depends on this largest p). In any
case, we first choose ǫ1 in estimate (57) sufficiently small so that combining it with the r-weighted energy
estimate (27), the first term on the right hand side of (57) can be absorbed (note that γ0 < 1). The
second term on the right hand side of (57) can be controlled by using Gronwall’s inequality. Let’s first
combine the r-weighted energy estimate (27) for p = 1 with the integrated local energy estimate (59) to
derive the bound for the integral of the energy flux.
Proposition 12. In the interior region for all 0 ≤ τ1 < τ2 we have∫ τ2
τ1
E[φ](Στ )dτ .M2
∫
Hτ∗
1
r|DLψ|2dvdω + E[φ](Στ1) + (τ1)−γ0+ E0[φ] + I1+γ0−2−γ0 [r−1DL(rφ)](D¯τ2τ1 ). (60)
Proof. In (t, r, ω) coordinate, using Sobolev embedding, we have∫
ω
|φ|2(τ, R, ω)dω .
∫
r≤R
|φ|2 + |Dφ|2dx.
Then we can show that∫ τ2
τ1
E[φ](Στ )dτ .
∫ τ2
τ1
∫
r≤R
|Dφ|2dxdτ +
∫ τ2
τ1
∫
Hτ∗
|DL(rφ)|2 + |D/ (rφ)|2dvdωdτ
+
∫ τ2
τ1
∫
ω
|φ|2(τ, R, ω)dω
. I−1−ǫ0 [D¯φ](Dτ2τ1 ) +
∫ τ2
τ1
∫
Hτ∗
|DL(rφ)|2 + |D/ (rφ)|2dvdωdτ.
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Therefore take p = 1 in the r-weighted energy esimate (27). From the above argument, we obtain the
following bound for the integral of the enrgy flux:∫ τ2
τ1
E[φ](Στ )dτ .
∫
Hτ∗
1
r|DLψ|2dvdω +M2
∫ τ2
τ1
E[φ](Στ )τ
−ǫ
+ dτ
+ CM2
(
E[φ](Στ1) + (τ1)
−γ0
+ E0[φ] + I1+γ0−2−γ0 [r−1DL(rφ)](D¯τ2τ1 )
)
for some constant CM2 depending on M2, ǫ, γ0 and R. For the second term, we further can bound:
τ−ǫ+ = (ǫ
− 1
ǫ
1 τ
−1−ǫ
+ )
ǫ
1+ǫ · (ǫ1) 11+ǫ ≤ ǫ
1 + ǫ
ǫ
− 1
ǫ
1 τ
−1−ǫ
+ +
ǫ1
1 + ǫ
, ∀ǫ1 > 0.
Choose ǫ1 sufficiently small so that the second term can be absorbed. Then the first term can be bounded
by using Corollary 4. Therefore the previous estimates amounts to estimate (60).
As a corollary, we show that
Corollary 5. We have∫ τ2
τ1
τγ0−ǫ+ E[φ](Στ )dτ .M2
∫
Hτ∗
1
r1+γ0 |DLψ|2dvdω + (τ1)1+γ0−ǫ+ E[φ](Στ1)
+ E0[φ] + I1+γ0−2−ǫ[r−1DL(rφ)](D¯τ2τ1 ).
(61)
Proof. By using estimate (49) of Lemma 5, we have the bound∫
Hτ∗
|DL(rφ)|2dvdω ≤
∫
Hτ∗
|DLφ|2r2dvdω + lim
r→∞
∫
ω
r|φ|2dω . E[φ](Στ ).
For all ǫ1 > 0, we have the following inequality:
τγ0−1−ǫ+ r = (ǫ
−γ0
1 r
1+γ0τ−1−ǫ+ )
1
1+γ0 (ǫ1τ
γ0−ǫ
+ )
γ0
1+γ0 ≤ ǫ
−γ0
1 r
1+γ0τ−1−ǫ+
1 + γ0
+
γ0ǫ1τ
γ0−ǫ
+
1 + γ0
.
In particular the above inequality holds for r = 1. Moreover we also have
(τ1)
γ0−ǫ
+ r = (r
1+γ0)
1
1+γ0
(
(τ1)
1+γ0−
1+γ0
γ0
ǫ
+
) γ0
1+γ0 ≤ r1+γ0 + (τ1)1+γ0−ǫ+ .l
Therefore from estimate (60), we can show that∫ τ2
τ1
τγ0−1−ǫ+
(∫
Hτ∗
r|DLψ|2dvdω + E[φ](Στ ) + τ−γ0+ E0[φ] + I1+γ0−2−γ0 [r−1DL(rφ)](D¯τ2τ )
)
dτ
. ǫ−γ01
∫ τ2
τ1
τ−1−ǫ+
∫
Hτ∗
r1+γ0 |DLψ|2dvdωdτ + ǫ1
∫ τ2
τ1
τγ0−ǫ+ E[φ](Στ )dτ
+ ǫ−γ01
∫ τ2
τ1
τ−1−ǫ+ E[φ](Στ )dτ + E0[φ] + I1+γ0−2−ǫ[r−1DL(rφ)](D¯τ2τ1 ).
On the right hand side of the above estimate, the first term can be grouped with the last term. The second
term will be absorbed for small ǫ1. The third term can be bounded by using estimate (59). Therefore by
using Lemma 6 and Proposition 12, we can show that∫ τ2
τ1
τγ0−ǫ+ E[φ](Στ )dτ .M2ǫ1
∫ τ2
τ1
τγ0−ǫ+ E[φ](Στ )dτ + ǫ
−γ0
1
∫
Hτ∗
1
r1+γ0 |DLψ|2dvdω + ǫ−γ01 E0[φ]
+ ǫ−γ01 (τ1)
1+γ0−ǫ
+ E[φ](Στ1) + ǫ
−γ0
1 I
1+γ0
−2−ǫ[r
−1DL(rφ)](D¯τ2τ1 ).
Let ǫ1 be sufficiently small, depending on M2, ǫ, γ0 and R. We obtain estimate (61).
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Estimate (61) will be used to derive the r-weighted energy estimate with p = 1 + γ0.
Proposition 13. We have∫
Hτ∗
2
r1+γ0 |DLψ|2dvdω +
∫ τ2
τ1
∫
Hτ∗
rγ0(|DLψ|2 + |D/ψ|2)dvdωdτ
.M2
∫
Hτ∗
1
r1+γ0 |DLψ|2dvdω + E0[φ] + (τ1)1+γ0−ǫ+ E[φ](Στ1).
(62)
Proof. By taking ǫ1 in estimate (57) to be sufficiently small and combining it with the r-weighted energy
estimate (27) for p = 1 + γ0, from corollary 4, we obtain∫
Hτ∗
2
r1+γ0 |DLψ|2dvdω +
∫ τ2
τ1
∫
Hτ∗
rγ0 (|DLψ|2 + |D/ψ|2)dvdωdτ
.
∫
Hτ∗
1
r1+γ0 |DLψ|2dvdω + E0[φ] +M2
(∫ τ2
τ1
E[φ](Στ )τ
γ0−ǫ
+ dτ + I
1+γ0
−1−ǫ[r
−1DLψ](D¯τ2τ1 )
)
.
+ CM2(E[φ](Στ1 ) + (τ1)
−1−γ0
+ E0[φ] + I1+γ0−2−γ0 [r−1DLψ](D¯τ2τ1 ))
for some constant CM2 depending on M2. Estimate (62) then follows from estimate (61) together with
Gronwall’s inequality.
If we take τ1 on the right hand side of (62) to be 0, from the energy estimate (56) and the r-weighted
energy estimate (53) in the exterior region, we conclude that the right hand side of (62) is bounded with
τ1 = 0. In particular the r-weighted energy estimate in the interior region is bounded as we expected.
Corollary 6. Let ψ = rφ. For all 0 ≤ τ1 ≤ τ2, we have∫
Hτ∗
2
r1+γ0 |DLψ|2dvdω +
∫ τ2
τ1
∫
Hτ∗
rγ0(|DLψ|2 + |D/ψ|2)dvdωdτ .M2 E0[φ]. (63)
Proof. From the r-weighted energy decay estimate (53) for p = 1 + γ0, τ1 = 0 in the exterior region, let
u2 →∞. We obtain ∫
H0∗
r1+γ0 |DLψ|2dvdω =
∫
H
−
R
2
r1+γ0 |DLψ|2 .M2 E0[φ].
From the energy estimate (56) in the exterior region, we conclude that
E[φ](Σ0) = E[φ]({t = 0, r ≤ R}) + E[φ](H−R
2
) . E0[φ].
Then estimate (63) follows from (62) by taking τ1 = 0 on the right hand side.
This uniform bound for the r-weighted energy estimate in the interior region is crucial for the energy
flux decay. It in particular implies that the terms involving the r-weighted energy flux on the right hand
side of the energy estimate (59) and the integral of the energy flux estimate (60) have the right decay to
show the energy flux decay.
Proposition 14. In the interior region, we have the energy flux decay:
E[φ](Στ ) .M2 E0[φ]τ−1−γ0+ , ∀τ ≥ 0. (64)
Proof. Estimate (63) implies that
I1+γ0−2−γ0 [r
−1DLψ](D¯τ2τ1 ) .M2 (τ1)−1−γ0+ E0[φ], ∀0 ≤ τ1 ≤ τ2.
Then using the pigeon hole argument similar to the proof of Proposition 5 for the energy flux decay of
the Maxwell field in the interior, the energy decay estimate (64) for the scala field follows from the energy
estimate (59), the integral of the energy flux estimate (60) and the r-weighted energy estimate (63). For
a detailed proof for this, we refer to Proposition 2 of [29].
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4.3.3 Energy decay estimates for the first order derivative of the scalar field
In this section, we derive the energy flux decay estimates for the derivative of the scalar field. The difficulty
is that the covariant wave operator ✷A does not commute with DZ . Commutators are quadratic in the
Maxwell field and the scalar field. In our setting, the Maxwell field is large. In particular those terms
can not be absorbed. The idea is to exploit the null structure of the commutators and to use Gronwall’s
inequality adatped to our foliation Στ .
In the following, we always use ψ to denote the weighted scalar field rφ, that is, ψ = rφ. The first
order derivative of φ is shorted as φ1, similarly, for φ2. More precisely, we denote φ1 = DZφ, φ2 = D
2
Zφ.
Same notation for the weighted scalar field ψ, e.g., ψ1 = rDZφ. For any function f , under the null
coordinates (u, v, ω), we denote
‖f‖2L2vL∞u L2ω(D) :=
∫
v
sup
u
∫
ω
|f |2dωdv,
where (u, v, ω) are the null coordinates on the region D. Similarly we have the notation of ‖f‖L2uL∞v L2ω(D).
We can also define LpuL
q
vL
r
ω norms for general p, q, r.
To apply Corollary 3 for the exterior region and Proposition 14 for the interior region, it suffices
to control the commutator terms. However, we are not able to bound the commutator terms directly
by using the zero’s order energy estimates. One has to make use of the energy flux of the first order
derivative of the solution and then apply Gronwall’s inequality. However for the energy estimate for the
first order derivative of the solution, the key is to understand the commutator [✷A, DZ ] with Z = ∂t
or the angular momentum. The cases of ∂t and the angular momentum are quite different. The main
reason is that the angular momentum contains weights in r while ∂t does not. For the case when Z = ∂t,
it is easy to bound [✷A, D∂t ]φ. The only place we need to be careful is the charge part. For the case of
Z = Ω, the problem is that the commutator [✷A, DΩ] will produce a term of the form Z
νFµνD
µφ which
can not be written as a linear term of DZφ. The estimate for the commutator terms heavily rely on the
null structure. We first show the following lemma for the commutator terms.
Lemma 7. When |x| ≥ R, we have
|[✷A, DZ ]φ| . |α||DLψ|+ (|α|+ r−1|ρ|)|DLψ|+ |F ||D/φ|+ (|J |+ r|J/ |+ |σ|+ r−1|ρ|)|φ|. (65)
When r ≤ R, we have
|[✷A, DZ ]φ| . |F ||D¯φ|+ |J ||φ|. (66)
Remark 7. In this paper, all the quantity involving Z should be interpreted as the sum of the quantity
for all possible vector fields Z unless we specify it.
Proof. Let ψ = rφ. First from Lemma 1, we can write
[✷A, DZ ]φ = 2ir
−1ZνFµνD
µψ + i∂µFµνZ
νφ+ iφ
(−2ZνFµνr−1∂µr + ∂µZνFµν) . (67)
We write the commutator terms as above is to exploit the null structure. The first term is the main
term. Since we will rely on the r-weighted energy estimates, this suggests to write the main term of the
commutator in terms of the weighted solution rφ. The second term is easy as ∂µFµν is nonlinear term of
φ by the Maxwell equation. Let’s first estimate the third term. When Z = Ω, note that r−1Ω is linear
combination of e1, e2. We then can show that
|r−1ZνFµνDµ(rφ)| . |α||DL(rφ)| + |α||DL(rφ)|.
This is the null structure we need: the ”bad” component α of the curvature does not interact with the
”bad” component DL(rφ) of the scalar field. Similarly, when Z = ∂t, the ”bad” term r
−1αDL(rφ) does
not appear. More precisely, we have
|r−1ZνFµνDµ(rφ)| . r−1(|α|+ |α|)|D/ (rφ)| + r−1|ρ||Dr(rφ)|.
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For the second term on the right hand side of (67), we note that ∂µFµν is nonlinear term of φ. We have
|∂µFµνZνφ| . (|J |+ r|J/ |)|φ|.
For the third term on the right hand side of (67), we show that
|iφ (−2ZνFµνr−1∂µr + ∂µZνFµν) | . (|σ|+ r−1|ρ|)|φ|.
The case when Z = ∂t is trivial. To check the above inequality for the case when Z = Ω, it suffices to
prove it for the component Ωjk = xj∂k − xk∂j . Then we can show that
−2ΩνFµνr−1∂µr + ∂µΩνFµν = 2Fjk − 2F (∂r,Ωij)
= 2F (ωj∂r + ∂j − ωj∂r, ωk∂r + ∂k − ωk∂r)− 2F (∂r,Ωjk)
= 2F (∂j − ωj∂r, ∂k − ωk∂r).
Here recall that ωj = r
−1xj . Since for all j = 1, 2, 3, ∂j − ωj∂r is orthogonal to L, L, we conclude that
∂j − ωj∂r is a linear combination of e1 and e2. The desired estimate then follows as the norm of the
vector fields ∂j − ωj∂r is less than 1.
We begin a series of propositions in order to estimate the weighted spacetime norm of the commutators.
The estimates in the bounded region r ≤ R are easy to obtain as the weights are finite. We now
concentrate on the region r ≥ R. Let D¯τ = Dτ ∩ {|x| ≥ R}. We first consider |α||DL(rφ)|.
Proposition 15. For all ǫ1 > 0, we have
‖DL(rφ)‖L2uL∞v L2ω(D¯τ ) .M2 E0[φ]ǫ
−1
1 τ
−1−γ0
+ + ǫ1I
1+ǫ
0 [r
−1DLDLψ](D¯τ ). (68)
Proof. The idea is to bound sup |DL(rφ)| by the L2 norm of DLDL(rφ). In the exterior region when
D¯τ = D−∞τ , we can integrate from the initial hypersurface t = 0. In the interior region, choose the
incoming null hypersurface Hτ1,τ2τ2+R
2
as the starting surface. Denote ψ = rφ. We show estimate (68) for
the interior region case, that is, when 0 ≤ τ1 < τ2. On the outgoing null hypersurface Hτ∗ , for all
0 ≤ τ1 ≤ τ ≤ τ2, we have
sup
v≥ τ+R
2
∫
ω
|DL(rφ)|2(τ∗, v, ω)dω .
∫
ω
|DL(rφ)|2(τ∗, τ2 +R
2
, ω)dω +
∫
Hτ∗
|DLDL(rφ)| · |DL(rφ)|dvdω.
Integrate the above estimate from τ1 to τ2 and apply Cauchy-Schwarz’s inequality to the last term. From
the integrated local energy estimate (59) and the energy decay estimate (64), we then derive∫ τ2
τ1
sup
v≥R+τ
2
∫
ω
|DL(rφ)|2dωdτ .M2 E0[φ]ǫ−11 (τ1)−1−γ0+ + ǫ1I1+ǫ0 [r−1DLDLψ](D¯τ2τ1 )
for all ǫ1 > 0. The case in the exterior region follows in a similar way.
We also need the analogous estimates for DL(rφ).
Proposition 16. For all ǫ1 > 0 and 0 ≤ p ≤ 1 + γ0, we have
‖r p2DL(rφ)‖2L2vL∞u L2ω(D¯τ ) .M2 ǫ
−1
1 E0[φ](τ)−1−γ0+ + ǫ1Ip1p2 [r−1DLDLψ](D¯τ ). (69)
Here p1 = max{1 + ǫ, p}, p2 = min{1 + 12ǫ, p}.
Proof. Similar to the proof of the previous proposition, we choose the starting surface for DL(rφ) to be
Hτ∗
1
in the interior region and the initial hypersurface t = 0 in the exterior region. We only prove the
proposition for the exterior region case. On Hτ
∗
v , v ≥ −τ∗, we can show that
rp
∫
ω
|DLψ|2dω .
∫
ω
(rp|DLψ|2)(−v, v, ω)dω +
∫
Hτ
∗
v
rp−1|DLψ|2 + rp|DLψ||DLDLψ|dudω.
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The integral of the first term can bounded by the assumption on the data. We control the second term
by using the r-weighted energy estimate. We bound the last term as follows:
rp|DLψ||DLDLψ| . ǫ1rp1up2+ |DLDLψ|2 + ǫ−11 r2p−p1u−p2+ |DLψ|2, ∀ǫ1 > 0.
When 2p ≥ p1, we can use the r-weighted energy estimate (53) to bound the weighted integral of |DLψ|.
Otherwise one can use interpolation and the integrated local energy decay estimate (56). For any case,
from the energy decay estimates (53), (56), (64), (63) for φ, one can always show that∫∫
Dτ
r2p−p1u−p2+ |DLψ|2dudvdω .M2 E0[φ]τp−1−γ0+ .
Another way to understand the above estimate is to use interpolation. It suffices to show the above
estimate with p = 0 and p = 1 + γ0. The former case follows by using the integrated local energy
estimates for φ while the later situation relies on the r-weighted energy estimate. Estimate (69) for the
exterior region case then follows. The interior region case holds in a similar way.
As we only commute the equation with ∂t or the angular momentum Ω, to estimate the weighted
spacetime integral of DLDL(rφ) in terms of DZφ, we use the equation of φ under the null frame.
Lemma 8. Under the null frame, we can write the covariant wave operator ✷A as follows:
r✷Aφ = rD
µDµφ = −DLDL(rφ) +D/ 2(rφ) − iρ · rφ = −DLDL(rφ) +D/ 2(rφ) + iρ · rφ (70)
for any complex scalar field φ. Here D/
2
= D/
e1D/ e1 +D/
e2D/ e2 and ρ =
1
2 (dA)LL.
Proof. The lemma follows by direct computation.
This lemma leads to the following estimates for DLDL(rφ) and DLDL(rφ).
Proposition 17. For all 1 + ǫ ≤ p ≤ 1 + γ0, we have
Ip2+γ0−p−2ǫ[r
−1(|DLDLψ|+ |DLDLψ|)](D¯τ ) .M2 E0[φ] + I−1−ǫ1+γ0−ǫ[Dφ1](D¯τ ) + Iγ00 [D/ψ1](D¯τ ). (71)
Here φ1 = DZφ and ψ1 = DZ(rφ).
Proof. Let’s only consider estimate for DLDL(rφ) in the interior region. The proof easily implies the
estimates for DLDL(rφ). The case in the exterior region is easier as in that region r ≥ 13u+ and it suffices
to show the estimate for p = 1+ γ0 which is similar to the proof for the interior region case. Take D¯τ to
be D¯τ2τ1 for 0 ≤ τ1 = τ < τ2. From the equation (70) for φ under the null frame, we derive
rp|DLDL(rφ)|2 . rp|✷Aφ|2r2 + rp|rφρ|2 + rp|r−1D/DΩψ|2.
Here we note that |D/ 2ψ|2 . |r−1D/DΩψ|. The integral of the first term on the right hand side can be
bounded by E0[φ]. For the second term, we control φ by using Lemma 5. The last term is favorable as it
is a form of D/DZψ. We will absorb those terms with the help of the small constant ǫ1 from Propositions
15, 16. According to our notation in this section, let ψ1 = DΩψ. For all 1 + ǫ ≤ p ≤ 1 + γ0, we have
τ2+γ0−p−2ǫ+ r
p−2 . rγ0 + τ1+γ0−ǫ+ r
−1−ǫ, r ≥ R.
Since the energy flux for φ decays from Proposition 14, by using Lemma 5, we conclude that∫
ω
rp|φ|2dω .M2 E0[φ](τ1)p−2−γ0+ .
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Therefore for all 1 + ǫ ≤ p ≤ 1 + γ0 we can show that∫∫
D¯
τ2
τ1
τ2+γ0−p−2ǫ+ r
p|DLDL(rφ)|2dvdudω
. Ip2+γ0−p−2ǫ[✷Aφ](D¯τ2τ1 ) + I−1−ǫ1+γ0−ǫ[Dφ1](D¯τ2τ1 ) + Iγ00 [D/ψ1](D¯τ2τ1 )
+
∫ τ2
τ1
τ2+γ0−p−2ǫ+
∫ ∞
τ+R
2
∫
ω
rp|φ|2dω ·
∑
j≤2
∫
ω
r2|L2Ωρ¯|2dωdvdu
.M2 E0[φ] + I−1−ǫ1+γ0−ǫ[Dφ1](D¯τ2τ1 ) + Iγ00 [D/ψ1](D¯τ2τ1 )
This finished the proof.
Next we estimate the weighted spacetime norm of |α||DL(rφ)|.
Proposition 18. For all 1 + ǫ ≤ p ≤ 1 + γ0, ǫ1 > 0, we have∫∫
D¯τ
u2+γ0+ǫ−p+ r
p|α|2|DL(rφ)|2dxdt .M2 E0[φ]ǫ−11 τ−γ0+ǫ+ + ǫ1I1+ǫ1+ǫ [r−1DLDLψ](D¯τ ). (72)
Proof. Make use of Proposition 15. For all 1 + ǫ ≤ p ≤ 1 + γ0, we can show that∫∫
D¯τ
rp|α|2|DL(rφ)|2dxdt . ‖DLψ‖2L2uL∞v L2ω(D¯τ ) · ‖r
p
2
+1α‖2
L∞u L
2
vL
∞
ω (D¯τ )
. ‖DLψ‖2L2uL∞v L2ω(D¯τ ) ·
∑
j≤2
‖r p2+1LjΩα‖2L∞u L2vL2ω(D¯τ)
.M2 E0[φ]ǫ−11 τp−2−2γ0+ + ǫ1τp−1−γ0+ I1+ǫ0 [r−1DLDLψ](D¯τ )
for all ǫ1 > 0. As the above estimate holds for all τ ∈ R, from Lemma 6, we conclude that∫∫
D¯τ
u2+γ0+ǫ−p+ r
p|α|2|DL(rφ)|2dxdt .M2 E0[φ]ǫ−11 τ−γ0+ǫ+ + ǫ1I1+ǫ1+ǫ [r−1DLDLψ](D¯τ ).
This finished the proof for estimate (72).
Next we estimate the weighted spacetime integral of (|α|+r−1|ρ|)|DL(rφ)|. One possible way to bound
this term, in particular α, is to make use of the energy flux through the incoming null hypersurface. It
turns out that we loss a little bit of decay in u and we are not able to close the bootstrap argument later.
An alternative way is to use sup
v
∫
ω
|α|2dω which has to exploit the equation for F . For τ ∈ R, let
g(τ) =
∑
k≤1
‖LkΩ(rα)‖2L∞v L2ω(Hτ∗ ) +
∑
k≤2
∫
Στ
|LkZ F¯ |2
r1+ǫ+
r2dv˜dω. (73)
Here (v˜, ω) are coordinates of Στ . This notation should not be confused with the one in Proposition 11
in the previous section and this function will only be used in this section. We can not show that g(τ)
decays in τ . However as a corollary we can show that
Corollary 7. The function g(τ) is integrable in τ :∫ τ2
τ1
τ1+ǫ+ g(τ)dτ . M2τ
−γ0+3ǫ
+ ,
∫
τ˜≤τ
τ˜1+ǫ+ g(τ˜)dτ˜ . M2τ
−γ0+3ǫ
+ (74)
for all 0 ≤ τ1 ≤ τ2, τ ≤ 0.
Proof. By using Lemma 6, the corollary follows from estimate (42) and the integrated local energy
estimates (25), (24) for the curvature.
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We now can estimate the weighted spacetime integral of |α||DLψ|.
Proposition 19. For all 1 + ǫ ≤ p ≤ 1 + γ0, ǫ1 > 0, we have∫∫
D¯τ
u2+γ0+ǫ−p+ |α|2|DL(rφ)|2rpdxdt
.M2 ǫ1
∫∫
D¯τ
τ˜2+γ0+ǫ−p+ g(τ˜)r
p|DLψ1|2dvdωdτ˜ + ǫ−11 E0[φ]τ−γ0+3ǫ+ . (75)
Proof. We first use Sobolev embedding on the unit sphere to bound that
‖|rα||DLψ|‖2L2ω . (‖rα‖
2
L2ω
+ ‖rLΩα‖2L2ω) · (ǫ
−1
1 ‖DLψ‖2L2ω + ǫ1‖DΩDLψ‖
2
L2ω
), ǫ1 > 0
The proof for this estimate for all connection A follows from the case when A is trivial as the norm is
gauge invariant. We in particular can choose a gauge so that the function is real. Then make use of
estimate (42) of Proposition 7. We therefore can show that
‖r p2 u
1
2
(2+γ0+ǫ−p)
+ |rα||DLψ|‖2L2uL2vL2ω(D¯τ )
. ‖r p2
∑
k≤1
‖LkΩ(rα)‖L2ω · u
1
2
(2+γ0+ǫ−p)
+ (ǫ
1
2
1 ‖DΩDLψ‖L2ω + ǫ
− 1
2
1 ‖DLψ‖L2ω)‖2L2uL2v
. ‖τ˜2+γ0+ǫ−p+ g(τ˜)(ǫ1‖r
p
2DLDΩψ‖2L2vL2ω + ǫ1‖r
p
2 rαψ‖2L2vL2ω + ǫ
−1
1 ‖r
p
2DLψ‖2L2vL2ω )‖L1u
. ǫ1
∫
τ˜
τ˜2+γ0+ǫ−p+ g(τ˜ )
∫
Hτ˜∗
rp|DLψ1|2dvdωdτ˜ + ǫ−11 ‖u˜1+ǫ+ g(u˜)‖L1u‖u
1+γ0−p
2
+ r
p
2DLψ‖2L∞u L2vL2ω
+ ǫ1‖u˜1+ǫ−γ0+ g(u˜)‖L1u‖u
1+γ0−p
2
+ r
p
2 rα‖2L∞u L2vL∞ω ‖u
γ0
2
+ ψ‖2L∞u L∞v L2ω
.M2 ǫ1
∫∫
D¯τ
τ˜2+γ0+ǫ−p+ g(τ˜ )r
p|DLψ1|2dvdωdu + ǫ−11 E0[φ]τ−γ0+3ǫ+ .
Here we have used the r-weighted energy estimates (27), (28) and estimate (49) to bound φ.
For |r−1ρ||DLψ|, we have extra decay in r which allows us to use Proposition 16.
Proposition 20. For all ǫ1 > 0, we have∫∫
D¯τ
u1+γ0+ |r−1ρ|2|DL(rφ)|2r1+γ0dxdt .M2 ǫ1I1+ǫǫ [r−1DLDLψ](Dτ2τ1 ) + ǫ−11 E0[φ]. (76)
Proof. The idea is that we bound ρ by using the energy flux through the incoming null hypersurface
and DLψ by using Proposition 16. In the exterior region, we need to specially consider the effect of the
nonzero charge. Other than that, the proof is the same for the interior region case. We thus take D¯τ to
be Dτ with τ ≤ 0. For all 1 + ǫ ≤ p ≤ 1 + γ0, we then can show that∫∫
Dτ
|r−1ρ|2|DLψ|2rpdxdt .
∫∫
Dτ
|ρ¯|2|DLψ|2rpdudvdω +
∫∫
Dτ
|q0|2|DLψ|2rp−4dudvdω
.M2 ‖DLψ‖2L2vL∞u L2ω(Dτ )‖rρ¯‖
2
L∞v L
2
uL
∞
ω (Dτ)
+ E0[φ]τ−1−2γ0+
.M2 ǫ1τ
−1−γ0
+ I
1+ǫ
0 [r
−1DLDLψ](Dτ ) + ǫ−11 E0[φ]τ−1−2γ0+ .
The above estimate also holds for the interior region case when D¯τ = Dτ2τ1 for all 0 ≤ τ1 < τ2. As the
estimates holds for all τ , from Lemma 6, we then can show that (take the interior region for example)∫∫
D
τ2
τ1
τ1+γ0+ |r−1ρ|2|DLψ|2rpdxdt
.M2 ǫ1I
1+ǫ
0 [r
−1DLDLψ](Dτ2τ1 ) + ǫ1
∫ τ2
τ1
τ−1+ I
1+ǫ
0 [r
−1DLDLψ](Dτ2τ )dτ + ǫ−11 E0[φ]
.M2 ǫ1I
1+ǫ
ǫ [r
−1DLDLψ](Dτ2τ1 ) + ǫ−11 E0[φ].
Here we note that ln τ+ . τ
ǫ
+.
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Next we estimate r−1|F ||D/ (rφ)|.
Proposition 21. For all ǫ1 > 0, we have∫∫
D¯τ
u1+γ0+ |r−1F |2|D/ (rφ)|2r1+γ0dxdt .M2 ǫ−11 E0[φ] + ǫ1
∫
τ˜
τ˜1+γ0+ g(τ˜ )E[DZφ](Hτ˜∗)dτ˜ . (77)
Proof. The idea is that we use the energy flux through the outgoing null hypersurface to bound D/ (rφ) =
DΩφ and the integrated local energy to control F . We only show the estimate in the exterior region.
Take D¯τ to be Dτ for any τ ≤ 0. In the exterior region we have the relation r ≥ 13u+. Therefore from
estimate (50) and recalling the definition (73) of g(u), we can show that∫∫
Dτ
u1+γ0+ |F |2|D/ (rφ)|2r1+γ0dudvdω
.
∫
u
u1+γ0+
∫
v
∑
k≤2
r1−ǫ
∫
ω
|LkΩF¯ |2 + |q0r−2|2dω ·
∫
ω
r|DΩφ|2dωdudv
. |q0|2
∫∫
Dτ
|D/φ|2
r1+ǫ
dxdt+
∫
τ˜
(τ˜ )1+γ0+ g(τ˜ )(ǫ
−1
1
∫
Hτ˜∗
|D/φ|2r2dvdω + ǫ1E[DZφ](Hτ˜∗))dτ˜
.M2 E0[φ]τ−1−γ0+ +
∫
τ˜
(τ˜ )1+γ0+ g(τ˜)ǫ
−1
1 E[φ](Hτ˜∗)dτ˜ + ǫ1
∫
u
g(u)E[DZφ](Hu)du
.M2 ǫ
−1
1 E0[φ]τ−1−γ0+2ǫ+ + ǫ1
∫
τ˜
τ˜1+γ0+ g(τ˜ )E[DZφ](Hτ˜∗)dτ˜ .
Here we assumed that γ0 < 1 and ǫ is sufficiently small. For the case γ0 = 1, the above estimate also
holds but in a different form where we have to rely on the r-weighted energy estimate. For the sake of
simplicity, we would not discuss in details when γ0 ≥ 1.
Finally we estimate the weighted spacetime norm of (|J |+ |rJ/ |+ |σ|+ |r−1ρ|)|φ|. We show that
Proposition 22. For all 1 + ǫ ≤ p ≤ 1 + γ0, we have∫∫
D¯τ
(|J |2 + |rJ/ |2 + |σ|2 + |r−1ρ|2)|φ|2rpu2+γ0+ǫ−p+ dxdt .M2 E0[φ]τ−γ0+ǫ+ . (78)
Proof. Let’s first consider (|J |2 + |σ|2 + |r−1ρ|2)|φ|2. The idea is that we bound φ by the energy flux.
Note that the nonzero charge only affects the estimates in the exterior region where r ≥ 13u+. From the
embedding (49) and the energy decay estimates (56), (64), we can show that∫∫
D¯τ
(|J |2 + |σ|2 + |r−1ρ|2)|φ|2rp+2u2+γ0+ǫ−p+ dudvdω
.
∫
u
u2+γ0+ǫ−p+
∫
v
∑
k≤2
rp+1
∫
ω
|LkΩJ |2 + |LkΩσ|2 + |r−1LkΩρ¯|2 + |q0r−3|2dω ·
∫
ω
r|φ|2dωdvdu
.M2 E0[φ]
∫
u
u1+ǫ−p+
∫
v
∑
k≤2
rp+1
∫
ω
|LkΩJ |2 + |LkΩσ|2 + |r−1LkΩρ¯|2 + |q0r−3|2dωdvdu
.M2 τ
−γ0+ǫ
+ .
Here we used the r-weighted energy estimates (32), (31) to bound the curvature components and the
definition for M2 to control J . For |rJ/ |2|φ|2, the only difference is that we need to put more r weights on
φ. By using the embedding inequality (49) and the energy decay estimates (64), (56), we conclude that∫
ω
r1+p−γ0 |φ|2dω .M2 τp−1−2γ0+ .
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Therefore we have∫∫
D¯τ
u2+γ0+ǫ−p+ |rJ/ |2|φ|2rp+2dudvdω .
∫
u
u2+γ0+ǫ−p+
∫
v
∑
k≤2
r3+γ0
∫
ω
|LkΩJ/ |2dω ·
∫
ω
r1+p−γ0 |φ|2dωdudv
.M2 E0[φ]
∫∫
D¯τ
u1−γ0+ǫ+ r
3+γ0
∫
ω
|LkΩJ/ |2dωdvdu
.M2 E0[φ]τ−γ0+ .
Estimate (78) then follows.
Now we are remained to consider the spacetime norm on the bounded region r ≤ R.
Proposition 23. On the bounded region r ≤ R, for all 0 ≤ τ1 < τ2 we have∫ τ2
τ1
τ1+γ0+
∫
r≤R
|[✷A, DZ ]φ|2dxdt .M2 E0[φ](τ1)−1−γ0+ . (79)
Proof. First we conclude from the energy estimate (64) that the energy flux of the scalar field decays:
E[φ](Στ ) .M2 τ
−1−γ0
+ , ∀τ ≥ 0.
From the commutator estimates (66), we have
|[✷A, DZ ]φ| . |F ||D¯φ|+ |J ||φ|.
For the first term, we make use of estimate (39):∫ τ2
τ1
τ1+γ0+
∫
r≤R
|F |2|D¯φ|dxdt .
∫ τ2
τ1
sup
|x|≤R
|F |2(τ, x)E[φ](Στ )τ1+γ0+ dτ
.M2 E0[φ]
∫ τ2
τ1
sup
|x|≤R
|F |2(τ, x)dτ
.M2 E0[φ](τ1)−1−γ0+ .
For |J ||φ|, we use Sobolev embedding on the ball BR with radius R at fixed time τ :∫ τ2
τ1
τ1+γ0+
∫
r≤R
|J |2|φ|2dxdt .
∫ τ2
τ1
τ1+γ0+ ‖J‖2H1x(BR) · ‖φ‖
2
H1x(BR)
dτ
.M2
∫ τ2
τ1
E0[φ]
∫
r≤R
|∇J |2 + |J |2dxdτ
.M2 E0[φ](τ1)−1−γ0+ .
Thus estimate (79) holds.
Now from Lemma 7, combine estimates (72), (75)-(79). We can bound the first order commutator.
Corollary 8. For all positive constant ǫ1 < 1, we have
I1+γ01+ǫ [[✷A, DZ ]φ]({t ≥ 0}) + I1+γ01+ǫ [[✷A, DZ ]φ]({t ≥ 0}
.M2 ǫ1I
−1−ǫ
1+γ0−ǫ
[Dφ1]({t ≥ 0}) + ǫ1Iγ00 [D/ψ1]({t ≥ 0} ∩ {r ≥ R}) + E0[φ]ǫ−11
+ ǫ1
∫
R
τ1+γ0+ g(τ)E[DZφ](Στ )dτ + ǫ1
∫
R
∫
Hτ∗
τ2+γ0+ǫ−p+ g(τ)r
p|DLψ1|2dvdωdτ
(80)
Proof. From Lemma 7, estimate (80) is a consequence of estimates (72), (75), (77), (76), (78), (79). The
term I1+ǫ1+ǫ [r
−1DLDLψ](D) can further be controlled by using Proposition 17 with p = 1+ ǫ.
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Now we are able to derive the energy decay estimates for the first order derivative of the scalar field.
Based on the result for the decay estimates for φ in the previous subsection, it suffices to bound E0[DZφ].
Proposition 24. We have the following bound:
E0[DZφ] .M2 E1[φ]. (81)
Proof. First by definition,
E0[DZφ] . E1[φ] + I1+γ01+ǫ [[✷A, DZ ]φ]({t ≥ 0}) + I1+ǫ1+γ0 [[✷A, DZ ]φ]({t ≥ 0}.
Then from previous estimate (80), the above inequality leads to
E0[DZφ] .M2 ǫ1I−1−ǫ1+γ0−ǫ[DDZφ]({t ≥ 0}) + ǫ1Iγ00 [D/ψ1]({t ≥ 0} ∩ {r ≥ R}) + E1[φ]ǫ−11
+ ǫ1
∫
R
τ1+γ0+ g(τ)E[DZφ](Στ )dτ + ǫ1
∫
R
∫
Hτ∗
τ2+γ0+ǫ−p+ g(τ)r
p|DLψ1|2dvdωdτ
for all 0 < ǫ1 < 1. By our notation, the implicit constant is independent of ǫ1 and φ1 = DZφ.
Now from the integrated local energy estimates (56), (59) combined with Lemma 6, we can show that
I−1−ǫ1+γ0−ǫ[DDZφ]({t ≥ 0}) .M2 E0[DZφ].
By the energy decay estimate (23), (64), we have the energy decay for DZφ:
E[DZφ](Στ ) .M2 E0[DZφ]τ−1−γ0+ , ∀τ ∈ R.
Moreover, the r-weighted energy estimates (53), (63) imply that
τ1+γ0−p+
∫
Hτ∗
rp|DL(rDZφ)|2dvdω +
∫
R
∫
Hτ∗
rγ0 |D/ (rDZφ)|2dvdωdτ .M2 E0[DZφ].
Recall the definition for g(τ) in line (73). By Lemma 7, we then can demonstrate that∫
R
τ1+γ0+ g(τ)E[DZφ](Στ )dτ .M2 E0[DZφ]
∫
R
g(τ)dτ .M2 E0[DZφ],∫
R
∫
Hτ∗
τ2+γ0+ǫ−p+ g(τ)r
p|DLψ1|2dvdωdτ .M2 E0[DZφ]
∫
R
τ1+ǫ+ g(τ)dτ .M2 E0[DZφ].
We therefore derive that
E0[DZφ] .M2 ǫ1E0[DZφ] + ǫ−11 E1[φ], ∀0 < ǫ1 < 1.
Take ǫ1 to be sufficiently small, depending only on M2, γ0, R and ǫ. We then obtain estimate (81).
The argument then implies all the desired energy decay estimates for the first order derivative of the
scalar field in terms of E1[φ]. Moreover estimate (80) can be improved to be the following:
Corollary 9. For all positive constant ǫ1 < 1, we have
I1+γ01+ǫ [[✷A, DZ ]φ]({t ≥ 0}) + I1+γ01+ǫ [[✷A, DZ ]φ]({t ≥ 0} .M2 ǫ1E1[φ] + E0[φ]ǫ−11 . (82)
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4.3.4 Energy decay estimates for the second order derivatives of the scalar field
In this subsection, we establish the energy decay estimates for the second order derivative of the scalar
field. Note that the definition of M2 records the size and regularity of the connection field A which is
independent of the scalar field. In particular Proposition 24 and Corollary 9 apply to φ1 = DZφ:
E0[DZφ1] .M2 E1[φ1],
I1+γ01+ǫ [[✷A, DZ ]φ1]({t ≥ 0})+I1+γ01+ǫ [[✷A, DZ ]φ1]({t ≥ 0} .M2 ǫ1E1[φ1] + E1[φ]ǫ−11
for all 0 < ǫ1 < 1. Here by Proposition 24, E0[φ1] .M2 E1[φ]. To derive the energy decay estimates for
the second order derivative of the solution, it suffices to bound E1[φ1]. As φ1 = DZφ, by definition
E1[φ1] = E0[φ1] + E10 [φ1] + I1+γ01+ǫ [DZ✷Aφ1]({t ≥ 0}) + I1+ǫ1+γ0 [DZ✷Aφ1]({t ≥ 0})
. E2[φ] + I1+γ01+ǫ [DZ [✷A, DZ ]φ]({t ≥ 0}) + I1+ǫ1+γ0 [DZ [✷A, DZ ]φ]({t ≥ 0})
. E2[φ] + I1+γ01+ǫ [[DZ , [✷A, DZ ]]φ]({t ≥ 0}) + I1+ǫ1+γ0 [[DZ , [✷A, DZ ]]φ]({t ≥ 0})
+ I1+γ01+ǫ [[✷A, DZ ]DZφ]({t ≥ 0}) + I1+ǫ1+γ0 [[✷A, DZ ]DZφ]({t ≥ 0})
.M2 E2[φ] + I1+γ01+ǫ [[DZ , [✷A, DZ ]]φ]({t ≥ 0}) + I1+ǫ1+γ0 [[DZ , [✷A, DZ ]]φ]({t ≥ 0})
+ ǫ1E1[φ1] + E1[φ]ǫ−11
for 0 < ǫ1 < 1. Let ǫ1 to be sufficiently small. We then conclude that
E1[φ1] .M2 E2[φ] + I1+γ01+ǫ [[DZ , [✷A, DZ ]]φ]({t ≥ 0}) + I1+ǫ1+γ0 [[DZ , [✷A, DZ ]]φ]({t ≥ 0}).
Therefore to bound E1[φ1], it is reduced to control the second order commutator [DZ , [✷A, DZ ]]φ.
First we have the following analogue of Lemma 7:
Lemma 9. For all X, Y ∈ Z, when r ≥ R, we have
|[DX , [✷A, DY ]]φ| .|[✷LZA, DZ ]φ|+ (|F |2 + |rα||rα|+ |rσ|2 + |rρ|(|α|+ |α|))|φ|. (83)
When r ≤ R, we have
|[DX , [✷A, DY ]]φ| . |[✷LZA, DZ ]φ|+ |[✷A, DZ ]φ|+ |F |2|φ|. (84)
Here we note that LZF = LZdA = dLZA.
Proof. First from Lemma 1, we can write
[✷A, DX ]φ = 2iX
νFµνD
µφ+ i∂µ(FµνX
ν)φ.
We need to compute the double commutator [DY , [✷A, DX ]]φ for X , Y ∈ Z. We can compute that
[DY , [✷A, DX ]]φ = LY (2iXνFµνDµ + i∂µ(FµνXν))φ
= 2i(LY F )(Dφ,X) + 2iF ([DY , Dφ], X) + 2iF (Dφ, [Y,X ]) + iY (∂µ(FµνXν))φ.
Here
[DY , Dφ] = D
µφ[Y, ∂µ] + [DY , D
µ]φ∂µ = iFY ∂µφ∂
µ − (∂µY ν + ∂νY µ)Dµφ∂ν
As X , Y ∈ Z, Z = {∂t,Ωij}, we conclude that X , Y are killing:
∂µXν + ∂νXµ = 0, ∂µY ν + ∂νY µ = 0.
This implies that the following term can be simplified:
Y (∂µ(FµνX
ν)) = [Y, ∂µ]F (∂µ, X) + ∂
µ(LY F )(∂µ, X) + ∂µF (LY ∂µ, X) + ∂µF (∂µ,LYX)
= ∂µ(LY F )(∂µ, X) + ∂µF (∂µ, [Y,X ])
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Therefore we can write the double commutator as follows:
[DY , [✷A, DX ]]φ = 2i(LY F )(Dφ,X) + i∂µ(LY F )(∂µ, X)
+ 2iF (Dφ, [Y,X ]) + i∂µF (∂µ, [Y,X ])φ− 2FµXFY µφ.
Note that [X,Y ] ∈ Z for X , Y ∈ Z = {∂t,Ωij}. We thus can write 2iF (Dφ, [Y,X ]) + i∂µF (∂µ, [Y,X ])φ
as [✷A, D[Y,X]]φ and can be bounded by using Lemma 7. The term 2i(LY F )(Dφ,X)+ i∂µ(LY F )(∂µ, X)
has the same form with [✷A, DX ]φ if we replace F with LY F . In particular the bound follows from
Lemma 7. Therefore to show this lemma, it remains to control FµXFY µφ for X , Y ∈ Z. This term has
crucial null structure we need to exploit when r ≥ R. The main difficulty is that the angular momentum
Ω contains weights in r. If both X, Y ∈ Ω, then
|FµXFY µ| . |rα||rα|+ |rσ|2.
If X = Y = ∂t, then
|FµXFY µ| . |F |2.
If one and only one of X, Y is ∂t, then the null structure is as follows:
|FµXFY µ| . r|FµLFeiµ|+ r|FµLFeiµ| . r(|ρ|+ |σ|)(|α|+ |α|).
We see that the ”bad” term r|α|2 does not appear on the right hand side. Hence
|FµXFY µ| . |F |2 + |rα||rα|+ |rσ|2 + |rρ|2, ∀X, Y ∈ Z.
Therefore estimate (83) holds. On the bounded region {r ≤ R}, null structure is not necessary and
estimate (84) follows trivially.
The above lemma shows that the double commutator [DZ , [✷A, DZ ]]φ consists of quadratic part
[✷Lk
Z
A, DZ ]φ which can be bounded similar to [✷A, DZ ]φ as we can put one more derivative DZ on the
scalar field φ when we do Sobolev embedding. It thus suffices to control those cubic terms in (83).
Proposition 25. We have∑
k≤1
I1+ǫ1+γ0 [[✷LkZA, DZ ]φ]({t ≥ 0}) + I
1+γ0
1+ǫ [[✷LkZA, DZ ]φ]({t ≥ 0}
.M2 ǫ1I
−1−ǫ
1+γ0−ǫ
[Dφ2]({t ≥ 0}) + ǫ1Iγ00 [D/ψ2]({t ≥ 0} ∩ {r ≥ R}) + E1[φ]ǫ−11
+ ǫ1
∫
R
τ1+γ0+ g(τ)E[φ2](Στ )dτ + ǫ1
∫
R
∫
Hτ∗
τ2+γ0+ǫ−p+ g(τ)r
p|DLψ2|2dvdωdτ
(85)
for all positive constant ǫ1. Here φ2 = D
2
Zφ, ψ2 = rD
2
Zφ. The function g(τ) is defined in line (73).
Proof. From Corollary 8 and the decay estimates for the first order derivative of the scalar field, it suffices
to consider estimate (85) with k = 1. The difference between estimate (80) and estimate (85) is that
F is replaced with LZF in (85). However we are allowed to put one more derivative on the scalar field
(φ1 = DZφ is replaced with D
2
Zφ). Note that for the proof of estimate (80) the higher order derivative
comes in when we use Sobolev embedding on the sphere to bound ‖F ·Dφ‖L2ω :
‖F ·Dφ‖L2ω .
∑
k≤2
‖LkZF‖L2ω · ‖Dφ‖L2ω or
∑
k≤1
‖LkZF‖L2ω · ‖DDkZφ‖L2ω .
For estimate (85), the corresponding term LZF ·Dφ can be bounded as follows:
‖LZF ·Dφ‖L2ω .
∑
k≤1
‖LkZLZF‖L2ω · ‖DDkZφ‖L2ω or ‖LZF‖L2ω ·
∑
k≤2
‖DDkZφ‖L2ω .
This is how we can transfer one derivative on F to the scalar field φ. In particular estimate (85) holds.
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From Lemma 9, to bound the double commutator, it suffices to control the cubic terms in (83), (84).
We rely on the pointwise bound for the Maxwell field summarized in Propositions 6, 7.
Proposition 26. For all 1 + ǫ ≤ p ≤ 1 + γ0, we have
Ip2+γ0+ǫ−p[(|F |2 + |rα||rα|+ |rσ|2 + |rρ|(|α|+ |α|))|φ|]({t ≥ 0, r ≥ R})
+ Ip2+γ0+ǫ−p[|F |2|φ|]({t ≥ 0, r ≤ R}) .M2 E1[φ].
(86)
Proof. On the finite region r ≤ R, the weights rp have an upper bound. The Maxwell field F can
be bounded by using the pointwise estimate (40). We then can estimate the scalar field by using the
integrated local energy estimates. In deed for all 0 ≤ τ1 < τ2, we can show that∫ τ2
τ1
∫
r≤R
τ1+γ0+ |F |4|φ|2dxdτ .
∫ τ2
τ1
τ1+γ0+ sup |F |4|φ|2dxdτ .M2 (τ1)−2−2γ0+ E1[φ].
For the cubic terms on the region r ≥ R, let’s first consider |rα||rα||φ|. We use the r-weighted energy
estimates (32), (31) for the Maxwell field to control α and the integrated decay estimate (42) of Proposition
7 to bound α. The reason that we can not use the pointwise bound (43) is the weak decay rate. The
scalar field φ can be bounded by using Lemma 5. In deed, for 1 + ǫ ≤ p ≤ 1 + γ0, we can show that
Ip2+γ0+ǫ−p[|rα||rα||φ|]({t ≥ 0} ∩ {r ≥ R})
.
∫∫
u2+γ0+ǫ−p+ r
p+2|rα|2|rα|2|φ|2dudvdω
.
∑
k≤1
∫
u
∫
v
u2+γ0+ǫ−p+ r
1+γ0
∫
ω
|rLkZα|2dω ·
∫
ω
|rLkZα|2dω ·
∫
ω
rp+1−γ0 |LkZφ|2dωdvdu
.M2 E1[φ]
∑
k≤1
∫
u
∫
v
u1+ǫ−γ0+ r
1+γ0
∫
ω
|rLkZα|2dω ·
∫
ω
|rLkZα|2dωdvdu
.M2 E1[φ]
∑
k≤1
∫
u
u1+ǫ−γ0+
∫
v
r1+γ0
∫
ω
|rLkZα|2dωdv · sup
v
∫
ω
|rLkZα|2dω du
.M2 E1[φ]
∫
R
τ1+ǫ−γ0+ g(τ)dτ .M2 E1[φ].
Here recall the definition of g(τ) in line (73) and the last step follows from Corollary 7.
For |F |2|φ|, we use the pointwise estimates (43), (44) of Proposition 7 to bound the Maxwell field
F . The scalar field φ can be bounded by using Lemma 5 as above. In the exterior region where the the
Maxwell field contains the charge part q0r
−2dt ∧ dr, we have the relation r+ ≥ 12u+. We can show that
Ip2+γ0+ǫ−p[|F |2 · φ]({t ≥ 0} ∩ {r ≥ R})
.
∫∫
u2+γ0+ǫ−p+ r
p+2|F¯ |4|φ|2dudvdω + |q0|2
∫∫
t+R≤r
u2+γ0+ǫ−p+ r
p+2−8|φ|2dudvdω
.M2
∫
u
∫
v
u2+γ0+ǫ−p−2−2γ0+ r
p+2−4−1
∫
ω
r|φ|2dωdvdu + E0[φ]
.M2 E1[φ]
∫
u
∫
v
uǫ−p−1−2γ0+ r
p−3dvdu .M2 E1[φ].
For |rσ|2|φ|, same reason as the case |rα||rα||φ|, we are not allowed to use the pointwise bound (44) to
control σ due to the strong r weights here. Instead we use the r-weighted energy estimate for σ on the
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incoming null hypersurface together with the integrated decay estimate (46). Then we can show that∫∫
D¯τ1
rp|rσ|4|φ|2dxdt .
∑
k≤1
∫
u
∫
v
r1+γ0
∫
ω
|rLkZσ|2dω ·
∫
ω
|rLkZσ|2dω ·
∫
ω
rp+1−γ0 |LkZφ|2dωdvdu
.M2 E1[φ](τ1)−1+p−2γ0+
∑
k≤1
∫
v
∫
u
r1+γ0
∫
ω
|rLkZσ|2dωdu · sup
u
∫
ω
|rLkZσ|2dωdv
.M2 E1[φ](τ1)−1+p−2γ0+
∑
k≤1
‖rLkZσ‖2L2vL∞u L2ω(D¯τ1 )
.M2 E1[φ](τ1)−2+p+ǫ−3γ0+ .
This holds for all τ1 ∈ R. Since
2 + 3γ0 − ǫ− p > 2 + γ0 + ǫ− p, 0 ≤ p ≤ 1 + γ0,
from Lemma 6, we obtain
Ip2+γ0+ǫ−p[|rσ|2φ]({t ≥ 0} ∩ {r ≥ R}) .M2 E1[φ].
Finally for |rρ|(|α|+ |α|)|φ|, we need to take into consideration of the charge effect in the exterior region.
Except this charge, the proof for the interior region case is the same. Let’s merely estimate this cubic
term in the exterior region. In particular take D¯τ1 to be Dτ1 for some τ1 < 0. By using the r-weighted
energy estimate for ρ¯ and the pointwise bound (43), (44) for F , for 0 ≤ p ≤ 1+ γ0 we then can show that∫∫
Dτ1
rp+2|rρ|2(|α|2 + |α|2)|φ|2dudvdω
.
∫∫
Dτ1
|q0|rp(|α|2 + |α|2)|φ|2dudvdω +
∫∫
Dτ1
rp+2|rρ¯|2(|α|2 + |α|2)|φ|2dudvdω
.M2 E1[φ](τ1)−1−2γ0+ +
∑
k≤1
∫
u
∫
v
rp−1
∫
ω
|rLkZ ρ¯|2dω · sup(|rα|2 + |rα|2) ·
∫
ω
r|LkZφ|2dωdvdu
.M2 E1[φ](τ1)−1−2γ0+ + E1[φ](τ1)−2−2γ0+
∑
k≤1
∫∫
Dτ1
rp−1|rLkZ ρ¯|2dudvdω
.M2 E1[φ](τ1)−1−2γ0+ .
Here the last term is bounded by using the r-weighted energy estimates for ρ¯. As τ1 is arbitrary, from
Lemma 6, we derive that
Ip2+γ0+ǫ−p[rρ · (|α|+ |α|) · φ]({t ≥ 0} ∩ {r ≥ R}) .M2 E1[φ], 1 + ǫ ≤ p ≤ 1 + γ0.
To summarize, we have shown (86).
The above two propositions 25, 26 together with Lemma 9 lead to the desired estimates for the double
commutator [DX , [✷A, DY ]] forX, Y ∈ Z. Then by the argument at the beginning of this section, we have
control of E0[DXDY φ]. By using the same argument of Proposition 24, we then can bound E0[DXDY φ]
by E2[φ] which then implies the decay of the second order derivative of the scalar field.
Proposition 27. For any X, Y ∈ Z, we have the following bound:
E0[DXDY φ] .M2 E2[φ]. (87)
Proof. From the argument at the beginning of this section (before Lemma 9), we derive that
E0[DXDY φ] .M2 E2[φ] + I1+γ01+ǫ [[DX , [✷A, DY ]]φ]({t ≥ 0}) + I1+ǫ1+γ0 [[DX , [✷A, DY ]]φ]({t ≥ 0}).
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Then by Lemma 9 and Proposition 85, for all 0 < ǫ1 < 1, X , Y ∈ Z, we conclude that
E0[DXDY φ] .M2 ǫ1I−1−ǫ1+γ0−ǫ[Dφ2]({t ≥ 0}) + ǫ1Iγ00 [D/ψ2]({t ≥ 0} ∩ {r ≥ R})
+ E1[φ]ǫ−11 + ǫ1
∫
R
τ1+γ0+ g(τ)E[φ2](Στ )dτ + ǫ1
∫
R
∫
Hτ∗
τ2+γ0+ǫ−p+ g(τ)r
p|DLψ2|2dvdωdτ,
where φ2 = DXDY φ, ψ2 = rφ2. The proposition follows by the same argument of Proposition 24.
4.4 Pointwise bound for the scalar field
Once we have the bound (87), from Proposition 14 and Corollary 3, we obtain the energy flux decay
estimates as well as the r-weighted energy estimates for the second order derivatives of the scalar field.
In another word, simply assuming M2 is finite (see definition of M2 in line (35)), we then can derive
the energy decay estimates for the second order derivatives of the scalar field. For the MKG equations,
J = δF is quadratic in φ. To construct global solutions, we need to bound these nonlinear terms. In this
section, we show the pointwise bound for the scalar field with the assumption that M2 is finite.
We start with an analogue of Proposition 6 regarding the pointwise bound of the scalar field in the
finite region r ≤ R. Similar to the pointwise bound of the Maxwell field, we use elliptic estimates.
However as the connection field A is general, we are not able to apply the elliptic estimates for the flat
case directly. We therefore establish an elliptic lemma for the operator ∆A =
3∑
i=1
DiDi first. Let BR1 be
the ball with radius R1 in R
3. Define
‖φ‖Hk(BR1 ) =
∑
1≤jl≤3
‖Dj1Dj2 . . .Djkφ‖L2(BR1) + ‖φ‖Hk−1(BR1), k ≥ 1.
Then we have
Lemma 10. We have the following elliptic estimates:
‖φ‖H2(BR1) .M2,R1,R2 ‖∆Aφ‖L2(BR2) + (1 + ‖F‖L∞(BR2) + ‖J‖H1(BR2 ))‖φ‖H1(BR2) (88)
for all R1 < R2. Here the constant M2 is defined in line (35) and J = δ(dA) or Jj = ∂
i(dA)ij .
Proof. The proof is similar to the case when the connection field A is trivial. For the case when the scalar
field φ is compactly supported in some ball BR1 , using integration by parts, we can show that∫
BR1
DiDjφ ·DiDjφdx = −
∫
BR1
DiDiDjφ ·Djφdx
= −
∫
BR1
DjDiDiφ ·Djφdx−
∫
BR1
[DiDi, Dj]φ ·Djφdx
=
∫
BR1
|∆Aφ|2dx−
∫
BR1
√−1(2FijDiφ+ ∂iFijφ) ·Djφdx.
Estimate (88) then follows.
For general complex function φ, we can choose a real cut-off function χ which is supported on the
ball BR2 and equal to 1 on the smaller ball BR1 . By direct computation, we can show that:
‖∆A(χφ)‖L2(BR2 ) = ‖χ∆Aφ+ 2∂iχ ·Diφ+∆χ · φ‖L2(BR2)
. ‖∆Aφ‖L2(BR2 ) + ‖φ‖H1(BR2).
The lemma then follows from the above argument for the compactly supported case.
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We assume ✷Aφ verifies the following extra bound∫ τ2
τ1
∫
r≤2R
|D✷Aφ|2 + |DZD✷Aφ|2dxdτ ≤ CE2[φ](τ1)−1−γ0+ , 0 ≤ τ1 < τ2
for some constant C depending only on R. The above elliptic estimate adapted to the connection field A
implies the following pointwise bound for the scalar field φ on the compact region r ≤ R.
Proposition 28. For all 0 ≤ τ , 0 ≤ τ1 < τ2, we have∫ τ2
τ1
sup
|x|≤R
(|Dφ|2 + |φ|2)(τ, x)dτ .
∫ τ2
τ1
∫
r≤R
|D2Dφ|2 + |φ|2dxdt .M2 E2[φ](τ1)−1−γ0+ , (89)
|Dφ|2(τ, x) + |φ|2(τ, x) .M2 E2[φ]τ−1−γ0+ , ∀|x| ≤ R. (90)
Proof. At the fixed time τ ≥ 0, consider the elliptic equation for the scalar field φk = DkZφ:
∆Aφk = DtDtφk +Dk✷Aφ+ [✷A, D
k
Z ]φ.
Proposition 6 and 7 indicate that the Maxwell field F is bounded. The definition of M2 shows that
‖J‖2H1(B2R) .
∫ τ+1
τ
|∇J |2 + |∂t∇J |2 + |J |2 + |∂tJ |2dxdt . M2.
Here BR1 denotes the ball with radius R1 at time τ . Then by the previous Lemma 10, we conclude that
‖φk‖2H2(B 3
2
R
) .M2 ‖DtDtφk‖2L2(B2R) + ‖DkZ✷Aφ‖2L2(B2R) + ‖[✷A, DkZ ]φ‖2L2(B2R) + ‖φk‖2H1(B2R).
This gives the H2 estimates for Dtφ, φ. To obtain estimates for Djφ, commute the equation with Dj :
∆ADjφ = DjDtDtφ+Dj✷Aφ+ [∆A, Dj]φ = DjDtDtφ+Dj✷Aφ+
√−1(2FijDiφ+ ∂iFijφ).
Then by using Lemma 10 again, we obtain
‖Djφ‖2H2(BR) .M2 ‖Djφ‖2H1(B1.5R) + ‖∆ADjφ‖2L2(B1.5R)
.M2 ‖φ‖2H2(B1.5R) + ‖DjD2t φ‖2L2(B1.5R) + ‖Dj✷Aφ‖2L2(B1.5R).
Here we have used the fact |F |2 . M2, ‖J‖2H1(B2R) . M2. Then for the pointwise bound (90), we need
to show the energy flux decay through B2R at time τ . This can be fulfilled by considering the energy
estimate obtained by using the vector field ∂t as multiplier on the region bounded by t = τ and Στ−R
(recall that Στ = Hτ∗ for negative τ < 0). Corollary 4 together with Proposition 14, 27 imply that
E[DkZφ](B2R) . E[D
k
Zφ](Στ−R) + (τ −R)−1−γ0+ E0[DkZφ] .M2 Ek[φ]τ−1−γ0+ , k ≤ 2.
For the flux of the inhomogeneous term D✷Aφ and the commutator term [DZ , l✷A]φ, we can make use
of the integrated local energy estimates. More precisely combine the above H2 estimates for φk = D
k
Zφ,
k = 0, 1 and Djφ. We can show that
‖Djφ‖2H2(BR) +
∑
k≤1
‖φk‖2H2(BR)
.M2
∑
l≤2
E[DlZφ](B2R) + ‖D✷Aφ‖2L2(B2R) + ‖[✷A, DZ ]φ‖2L2(B2R)
.M2 E2[φ]τ−1−γ0+ +
∫ τ+1
τ
∫
r≤2R
|D✷Aφ|2 + |DtD✷Aφ|2dxdτ + I00 [DZ [✷A, DZ ]φ](Dττ−R)
.M2 E2[φ]τ−1−γ0+ .
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Here we have used the following bound:
I1+ǫ1+γ0 [D
k
Z [✷A, DZ ]φ]({t ≥ 0}) .M2 Ek+1[φ], k = 0, 1.
which is a consequence of the proof in the previous section (see the argument in the beginning of Section
4.3.4). Then Sobolev embedding implies the pointwise bound (90) for φ.
For the integrated decay estimates (89), we integrate the H2 norm of Djφ from time τ1 to τ2:∫ τ2
τ1
‖Dφ‖2H2(BR)dτ .M2
∫ τ2
τ1
∑
l≤2
‖DlZφ‖2L2(B2R) + ‖D✷Aφ‖2L2(B2R) + ‖[✷A, DZ ]φ‖2L2(B2R)dτ
.M2
∑
l≤2
I−1−ǫ0 [D
l
Zφ](D
τ2
τ1−R
) +
∫ τ2
τ1
∫
r≤2R
|D✷Aφ|2dxdτ + I00 [[DZ ,✷A]φ](Dτ2τ1−R)
.M2 E2[φ](τ1)−1−γ0+ .
Here we have used the integrated local energy estimates for the second order derivative of the scalar field.
Then Sobolev embedding implies the integrated decay estimate (89).
Remark 8. For the Sobolev embedding adapted to the connection A, it suffices to establish the Lp em-
bedding in terms of the H1 norm. As the norm is gauge invariant we can choose a particular gauge so
that the function is real. For real function f we have the trivial bound ‖DAf‖L2 ≥ ‖∂f‖L2. This explains
the Sobolev embedding we have used in this paper adapted to the general connection field A.
Next we consider the pointwise bound for the scalar field outside the cylinder r ≤ R. The decay
estimate for φ easily follows from Lemma 5 as we have energy decay estimates for second order derivatives
of φ. However this does not apply to the derivative of φ due to the limited regularity (only two derivatives).
Like the Maxwell field in Proposition 7, we rely on Lemma 4.
Proposition 29. We have the following pointwise bound:
‖DL(rDkZφ)‖L2uL∞v L2ω(D¯τ ) .M2 Ek+1[φ](τ1)
−1−γ0+3ǫ
+ , k = 0, 1, (91)
‖r p2DL(rDkZφ)‖2L2vL∞u L2ω(D¯τ ) .M2 Ek+1[φ](τ1)
p+4ǫ−1−γ0
+ , 0 ≤ p ≤ 1 + γ0 − 4ǫ, k = 0, 1, (92)
rp(|DL(rφ)|2 + |D/ (rφ)|2)(τ, v, ω) .M2 E2[φ]τp−1−γ0+ , 0 ≤ p ≤ 1 + γ0, (93)
|DL(rφ)|2(τ, v, ω) .M2 E2[φ]τ−1−γ0+ , (94)
rp|φ|2(τ, v, ω) .M2 E2[φ]τp−2−γ0+ , 1 ≤ p ≤ 2. (95)
Remark 9. If we have one more derivative (assume M3), then we have better estimate for D/ (rφ) as we
can write it as DZφ.
Proof. Estimate (91) follows from (68), (71) together with the r-weighted energy and integrated local
energy estimates for the scalar field DkZφ, k ≤ 2. Estimate (92) is a consequence of (69), (71).
For the pointwise bound for the scalar field, let φk = D
k
Zφ, ψk = rφk, k ≤ 2. First the r-weighted
energy estimates (53), (63) imply that∫
Hτ∗
rp|DLψk|2dvdω .M2 Ek[φ]τp−1−γ0+ , k ≤ 2, 0 ≤ p ≤ 1 + γ0.
From the r-weighted energy estimate for F and Lemma 5, we can bound the commutator:∫
Hτ∗
rp|[D2Z , DL]ψ|2dvdω .
∫
Hτ∗
rp(|FZLDZψ|2 + |LZFZLψ|2)dvdω
.
∑
l≤1
∫
Hτ∗
rp(|LlZρψ1−l|2 + |rLlZα||ψl−1|)dvdω
.M2 E2[φ]|q0|τp−3−γ0+ + E2[φ]τp−1−2γ0+
.M2 E2[φ]τp−1−γ0+ .
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Here the charge part only appears when τ < 0. The previous two estimates lead to:∫
Hτ∗
rp|DkZDLDlZψ|2dvdω .M2 E2[φ]τp−1−γ0+ , k + l ≤ 2, 0 ≤ p ≤ 1 + γ0.
To apply Lemma 4, we need the energy flux for DLDLψ. From the null equation (70) for the scalar field,
on the outgoing null hypersurface Hτ∗ , for k = 0, 1, we can show that∫
Hτ∗
rp|DLDLψk|2dvdω .
∫
Hτ∗
rp(|ρ · rφk|2 + |r−1D/DΩψk|2 + |r✷Aφk|2)dvdω
.M2 Ek+1[φ]τp−1−γ0+ .
Here the first term ρ·rψk has been bounded in the above commutator estimate for [D2Z , DL]ψ. The second
term |r−1D/Dωψk|2 can be bounded by the energy flux of L2ZF throughHτ∗ as p ≤ 2. The bound for ✷Aφk
follows from the argument in the previous section 4.3.4 where we have shown that E1[φk] .M2 E2[φk−1],
k = 0, 1. Now commute DL with ψk = D
k
Zψ. First we can show that
|DL[DL, DZ ]ψ| . |LFLZ ||ψ|+ |FZL||DLψ| . (|L(rα)| + |rLZα|+ |Lρ|)|ψ|+ (|ρ|+ |rα|)|DLψ|.
On the right hand side of the above inequality, the second term is easy to bound as we can control the
Maxwell field ρ, rα by the L∞ norm shown in Proposition 7 and the scalar field ψ by the r-weighted
energy estimates. For the first term, we have to use the null structure equations of Lemma 2 to control
L(rα), Lρ. We can show that∫
Hτ∗
rp|DL[DL, DZ ]ψ|2dvdω .M2
∫
Hτ∗
rp|D2ZDLψ|2 + rp(|L(rα)|2 + |rLZα|2 + |Lρ|2)E2[φ]dvdω
.M2 E2[φ](τp−1−γ0+ +
∫
Hτ∗
rp(|LΩ(ρ, σ, α)|2 + |rJ |2 + |ρ|2)dvdω)
.M2 E2[φ]τp−1−γ0+ .
Here we can bound ρ, α, σ by the energy flux as p ≤ 2. For the inhomogeneous term J we can use one
more derivative L∂t . In particular we have shown that
∑
k≤1
∫
Hτ∗
rp(|DLDkZDLψ|2 + |DΩDkZDLψ|2 + |DkZDLψ|2)dvdω
.
∑
l≤2
∫
Hτ∗
rp(|DlZDLψ|2 + |DL[DZ , DL]ψ|2 + |DLDLDZψ|2 + |D∂tDLDZψ|2)dvdω
.M2 Ek+1[φ]τp−1−γ0+ .
Then by using Lemma 4 and Sobolev embedding we derive the pointwise estimate for DLψ (see Remark
8 for the Sobolev embedding adapted to the connection A). This proves the first part of (93).
For DLψ and D/ (rφ), we make use of the energy flux through the incoming null hypersurface Hτ which
is defined as Hτ
∗,−v
v when τ < 0 or H
τ,2v−R
v when τ ≥ 0. From the energy estimates (53), (56), (64),
(63), we obtain the energy flux decay∫
Hτ
|DLDkZψ|2 + |D/DkZψ|2 + τ−p+ rp|DΩDkZφ|2 + r2|DLDkZφ|2dudω .M2 E2[φ]τ−1−γ0+
for k ≤ 2, 0 ≤ p ≤ 1+ γ0. For D/ (rφ) = DΩφ, the above estimates together with Lemma 4 indicate that
rp|DΩφ|2 .M2 E2[φ]τp−1−γ0+ , 0 ≤ p ≤ 1 + γ0.
Thus the second part of (93) holds.
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For DLψ, we need to pass the DL derivative to ψ. We can compute the commutator:
|[D2Z , DL]ψ| . (|rLZα|+ |LZρ|)|ψ|+ (|rα|+ |ρ|)|DZψ|.
We can bound ψ by using Lemma 5 and ρ, α by using the energy flux through Hτ . Then the previous
energy estimates imply that∫
Hτ
|DkZDLDlZψ|2 + |r−1Dk+1Z ψ|2dudω .M2 E2[φ]τ−1−γ0+ , k + l ≤ 2. (96)
To apply Lemma 4, we also need the energy flux of DLDLψ. We use the null equation (70) to show that∫
Hτ
|DLDLψk|2dudω .M2 E2[φ]τ−1−γ0+ , k ≤ 1.
The proof of this estimate is similar to that through the outgoing null hypersurface we have done above.
To pass the DL derivative to ψ, we commute DL with ψ1 = DZψ:
|DL[DL, DZ ]ψ| . |DLψ|(|rα|+ |ρ|) + |ψ|(|Lρ|+ |L(rα)|+ |∂t(rα)|).
Again we can bound DLψ by using the energy flux and rα, ρ by the L
∞ norm. For the second term, ψ
can be bounded by using Lemma 5 and the curvature components Lρ, L(rα) are controlled by using the
null structure equations (8), (7). More precisely, we can show that
∑
k≤1
∫
Hτ
|DLDkZDLψ|2dudωl .
∫
Hτ
|DL[DZ , DL]ψ|2 + |DLDLDkZψ|2 + |D∂tDLDkZψ|2dudω
.M2 E2[φ]τ−1−γ0+ .
This estimate and (96) combined with Lemma 4 imply the pointwise bound (94) for DLψ.
The pointwise bound (95) for φ follows from Lemma 5:∫
ω
rp|DkZφ|2(τ, v, ω)dω .M2 Ek[φ]τp−2−γ0+ , k ≤ 2, 1 ≤ p ≤ 2
together with Sobolev embedding on the sphere.
5 Bootstrap argument
We use bootstrap argument to prove the ourl theorem. In the exterior region, we decompose the full
Maxwell field F into the chargeless part and the charge part:
F = F¯ + q0χ{r≥t+R}r
−2dt ∧ dr.
We make the following bootstrap assumptions on the nonlinearity Jµ = ∂
νFνµ = ℑ(φ ·Dµφ):
m2 ≤ 2E . (97)
Here recall the definition of m2 in (35). Since the nonlinearity J is quadratic in φ, m2 has size E2. By
assuming small E , we then can improve the above bootstrap assumption and hence conclude our main
theorem. The smallness of E depends on M. Without loss of generality, we assume E ≤ 1, M > 1.
In the definition (35) forM2, the main contribution is E
2
0 [F¯ ] with F¯ the chargeless part of the Maxwell
field. As the scalar field φ solves the linear equation ✷Aφ = 0, we derive from the definition (47) for E2[φ]
that E2[φ] = E20 [φ]. The definition for Ek0 [F¯ ], Ek0 [φ] has been given in (6). To proceed, we need to bound
E20 [F¯ ], E2[φ] in terms of M and E which is shown in the following lemma.
52
Lemma 11. We can bound E20 [F¯ ], E
2
0 [φ] as follows:
E20 [F¯ ] .M, E20 [φ] .M E .
Proof. To define the norm Ek0 [φ], we need to know the connection field A at least on the initial hy-
persurface t = 0. As the norm Ek0 [φ] is gauge invariant, we may choose a particular gauge. Let
A¯ = (A1, A2, A3)(0, x), A0 = A0(0, x). We want to choose a particular connection field (A0, A¯) on the
initial hypersurface to define the gauge invariant norm Ek0 [φ] so that we are able to prove this Lemma.
It is convenient to choose Coulomb gauge to make use of the divergence free part Edf and the curl free
part Ecf of E. More precisely on the initial hypersurface t = 0, we choose (A0, A¯) so that div(A¯) = 0.
Then the compatibility condition (2) is equivalent to
∆A0 = −ℑ(φ0 · φ1) = −J0(0), ∇× A¯ = H.
Define the weighed Sobolev space
W ps,δ := {f |
∑
|β|≤s
‖(1 + |x|)δ+|β||∂βf‖Lp <∞}.
For the special case p = 2, let Hs,δ =W
2
s,δ. Denote Z˜ = {Ω, ∂j}, δ = 1+γ02 . By the definition of M:
‖Lk
Z˜
H‖H0,δ .M
1
2 , k ≤ 2.
Then from Theorem 0 of [19] or Theorem 5.1 of [1], we conclude that
‖Lk
Z˜
A¯‖H1,δ−1 .M
1
2 , k ≤ 2.
This is the desired estimate for the gauge field A¯. With this connection field A¯, we then can define the
covariant derivative D˜ = ∇+√−1A¯ in the spatial direction. Therefore
‖Dφ(0, ·)‖H0,δ = ‖D˜φ0‖H0,δ + ‖φ1‖H0,δ . E
1
2 + ‖A¯‖W 3
0,δ
‖φ0‖W 6
0,δ
. E 12 (1 +M 12 ) . E 12M 12 .
By the same argument and commute the equations with DZ˜ , we obtain same estimates for DZ˜φ:
‖DDk
Z˜
φ(0, ·)‖H0,δ . E
1
2M 12 , k ≤ 2.
To define the covariant derivative D0, we need estimates for A0. The difficulty is the nonzero charge.
Take a cut off function χ(x) = χ(|x|)) such that χ = 1 when |x| ≥ R and vanishes for |x| ≤ R2 . Denote
the chargeless part of A0 and J0 as follows:
A¯0 = A0 + χq0r
−1, J¯0(0) := J0 −∆(χq0r−1).
By the definition of the charge q0, we then have
∆A¯0 = −J¯0(0),
∫
R3
J¯0(0)dx = 0.
Recall that J0(0) = ℑ(φ0 · φ1). By using Sobolev embedding, we can bound
‖J¯0(0)‖
W
3
2
0,2δ
. |q0|+ ‖φ1‖W 2
0,δ
‖φ0‖W 6
0,δ
. |q0|+ ‖φ1‖W 2
0,δ
‖φ0‖W 2
1,δ
. E .
Then from Theorem 0 of [19], we conclude that
‖A¯0‖
W
3
2
2,2δ−2
. E .
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Here the condition that A¯0 is chargeless guarantees A¯0 to belong to the above weighted Sobolev space.
Then by using Gagliardo-Nirenberg interpolation inequality, we derive that
‖∇A¯0‖H
0,2δ− 1
2
. ‖∇A¯0‖
1
2
W
3
2
0,2δ−1
· ‖∇∇A¯0‖
1
2
W
3
2
0,2δ
. E .
By definition E = ∂tA¯−∇A0. By our gauge choice, ∂tA¯ is divergence free, ∇A0 is curl free. In particular
we derive that Edf = ∂tA¯, E
cf = −∇A0. Take the chargeless part. We obtain that E¯cf = ∇A¯0 when
|x| ≥ R. Therefore we can bound the weighted Sobolev norm of the chargeless part of the Maxwell field
F¯ on the initial hypersurface as follows:
‖F¯‖H0,δ ≤ ‖Fχ{|x|≤R}‖H0,δ + ‖(E¯,H)χ{|x|≥R}‖H0,δ
. ‖Fχ{|x|≤R}‖H0,δ + ‖(Edf , H)χl{|x| ≥ R}‖H0,δ + ‖E¯cfχ{|x|≥R}‖H0,δ
.M 12 + ‖∇A¯0‖H0,δ .M
1
2 .
Similarly we have the same estimates for Lk
Z˜
F¯ , k ≤ 2, that is
‖Lk
Z˜
F¯‖H0,δ .M
1
2 , k ≤ 2.
To derive estimates for DkZφ, LkZF¯ on the initial hypersurface, we use the equations:
∂tE −∇×H = ℑ(φ · D˜φ), ∂tH +∇× E = 0, Dtφ1 = D˜D˜φ
to replace the time derivatives with the spatial derivatives. The inhomogeneous term ℑ(φ · E˜φ) or the
commutators [Dt, D˜] could be controlled by using Sobolev embedding together with Ho¨lder’s inequality.
The lemma then follows.
The above lemma then leads to the following:
Corollary 10. Let (φ, F ) be the solution of (MKG). Under the bootstrap assumption (97), we have
M2 .M, E2[φ] .M E .
Proof. The corollary follows from the definition of M2, E2[φ] in line (35), (47) together lemma 11.
From now on, we allow the implicit constant . also depends on M, that is, B . K means that
B ≤ CK for some constant C depending on γ0, R, ǫ and M. The rest of this section is devoted to
improve the bootstrap assumption.
To improve the bootstrap assumption, we need to estimate m2 defined in line (35). On the finite
region r ≤ R, the null structure of J is not necessary as the weights of r is bounded above. When r ≥ R,
the null structure of J plays a crucial role. Note that JL, J/ = (Je1 , Je2) are easy to control as they already
contain ”good” terms D/φ or DL(rφ). The difficulty is to exploit the null structure of the component JL
which is not a standard null form defined in [9], [10]. The null structure of the system is that JL does
not interact with the ”bad” component α of the Maxwell field.
For nonnegative integers k, denote φk = D
k
Zφ, ψk = rφk, Fk = LkZ in this section. First we expand
the second order derivative of J = ℑ(φ ·Dφ).
Lemma 12. Let X be L, L, e1, e2. Then we have
|L2ZJ |+ |∇LZJ | . |Dφ1||Dφ|+ |φ1||D2φ|+ |φ||D2φ1|+ |∂F ||φ|2 + |F ||Dφ||φ|, |x| ≤ R;
r2|L2ZJX | .
∑
k≤2
|ψk||DXψ2−k|+
∑
l1+l2+l3≤1
|Ll1ZFZX ||ψl2 ||ψl3 |, |x| > R.
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Proof. By the definition of the Lie derivative LZ , we can compute
LZJX = Z(JX)− JLZX = ℑ(DZφ ·DXφ+ φ ·DZDXφ− φ ·D[Z,X]φ)
= ℑ(φ1 ·DXφ+ φ ·DXφ1 + φ · ([DZ , DX ]−D[Z,X])φ)
= ℑ(φl ·DXφ1−l)− FZX |φ|2.
Here we note that [DZ , DX ]−D[Z,X] =
√−1FZX for any vector fields Z, X and we omitted the summation
sign for l = 0, 1. Take one more derivative ∇. The estimate on the region {r ≤ R} then follows.
Similarly the second order derivative expands as follows:
LY LZJX = Y LZJX − LZJ[Y,X]
= Y ℑ(φl ·DXφ1−l)− Y (FZX |φ|2)−ℑ(φl ·D[Y,X]φ1−l) + FZ[Y,X]|φ|2
= ℑ(φk ·DXφ2−k)− (LY FZX + F[Y,Z]X)|φ|2 + ℑ(
√−1φl · FY Xφ1−l)− FZXY |φ|2
for any Y ∈ Z. Here we omitted the summation sigh for k = 0, 1, 2 and l = 0, 1. Note that
ℑ(φ ·DXφ) = r−2ℑ(rφ ·DX(rφ)), [Y, Z] = 0 or ∈ Z.
The estimate on the region r ≥ R then follows. We thus finished the proof of the lemma.
Next we use the above bound for J to improve the bootstrap assumption.
Proposition 30. We have
m2 ≤ CE2 (98)
for some constant C depending on M, ǫ, R and γ0.
Proof. Since M2 . M, all the estimates in the previous section hold. In particular we have the energy
flux and the r-weighted energy decay estimates for the scalar field and the chargeless part of the Maxwell
field up to second order derivatives. Moreover the pointwise estimates in Proposition 6, 7, 29, 28 hold.
Let’s first consider the estimate of |JL|r−2 on the exterior region. We have the simple bound that
|JL| ≤ |DLφ||φ|. We can control DLφ by using the energy flux through the incoming null hypersurface
Hv and φ by the L
∞ norm. In particular for any τ < 0 we can show that
∫∫
D−∞τ
|JL|r−2dxdt .
∫ ∞
−τ∗
(∫
Hv
|DLφ|2r2dudω
) 1
2
·
(∫
Hv
|φ|2r−2dudω
) 1
2
dv
. E
∫ ∞
−τ∗
τ
−
1+γ0
2
+
(∫
Hv
r−4τ−γ0+ dudω
) 1
2
dv
. E
∫ ∞
−τ∗
τ
−
1+2γ0
2
+ r
− 3
2 dv . Eτ−1−γ0+ .
We remark here that we can not use the integrated local energy to bound the above term due to the
exact total decay rate of |JL|r−2. As the charge |q0| . E , we therefore obtain
|q0| sup
τ≤0
τ1+γ0+
∫∫
D−∞τ
|JL|r−2dxdt . E2, ∀τ ≤ 0.
Next we consider the estimates on the compact region r ≤ 2R. As |φ1| = |DZφ| . |Dφ| when |x| ≤ R, we
can bound φ1, φ, Dφ and F by the L
∞ norm obtained in (40), (90). Then D2φ1, ∂F can be controlled
by using the integral decay estimates (39), (89) on r ≤ R. To derive estimates for D2φk or ∂F on the
region {R ≤ r ≤ 2R}, we use the equation (MKG). From Lemma 8 and Lemma 2, we can show that
|D2φ1|+ E|∂F | . |Dφ2|+ |DLDLψ1|+ |F ||φ1|+ E(|LZF |+ |L(r2ρ, r2σ, rα)|+ |L(rα)|)
. |Dφ2|+ |✷Aφ1|+ |F ||φ1|+ E(|LZF |+ |J |).
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Here we omitted the easier lower order terms. On the region {R ≤ R ≤ 2R}, Z only miss one derivative
which could be recovered from the equation. From Lemma 12, we can show that
I01+γ0+2ǫ[|L2ZJ |+ |∇LZJ |]({r ≤ 2R})
. E
∫ ∞
0
τ2ǫ+
∫
r≤2R
|D2φ1|2 + E|∂F |2 + |Dφ|2dxdτ
. E2 + E
∫ ∞
0
τ2ǫ+
∫
R≤r≤2R
|Dφ2|2 + |✷Aφ1|2 + |F |2|φ1|2 + E(|LZF |2 + |J |2)dxdτ
. E2 + EI02ǫ[✷Aφ1]({r ≥ R}) + E2I02ǫ[J ]({r ≥ R}) . E2.
Here the implicit constant also depends onM and we only consider the highest order terms. The second
last step follows as the integral from time τ1 to τ2 decays in τ1. Hence the spacetime integral is bounded
by using Lemma 6. The bound for ✷Aφ1 follows from Proposition 24 and the spacetime norm for J is
controlled by the bootstrap assumption.
Next, we consider the case when |x| ≥ R where the null structure of J plays a crucial role. For |L2ZJL|,
Lemma 12 implies that
r2|L2ZJL| . |ψk||DLψ2−k|+ (|rLl1Zα|+ |Ll1Zρ|)|ψl2 ||ψ1−l1−l2 |.
Here the indices k, 2−k, 1− l1− l2, l1, l2 are nonnegative integers and we only consider the highest order
term as the lower order terms are easier and could be bounded in a similar way. On the right hand side
of the above inequality, after using Sobolev embedding on the sphere, we can bound |ψ| by using Lemma
5 and DLψ, |α|, ρ by using the integrated local energy estimates. In deed we can show that
I1−ǫ1+γ0+2ǫ[L2ZJL]({r ≥ R}) =
∫
τ
∫
Hτ∗
r−ǫ−1+ τ
1+γ0+2ǫ
+ |r2L2ZJL|2dudωdτ
.
∫
τ
∫
v
r−1−ǫ+ τ
1+γ0+2ǫ
+
∫
ω
|ψ2|2dω ·
∫
ω
|DLψ2|2dω +
∫
ω
|rL2Zα|2 + |L2Z ρ¯|2dω(
∫
ω
|ψ2|2dω)2dvdτ
+
∫
τ≤0
∫
v
r−1−ǫ|q0|2r−4τ1+γ0+2ǫ+ (
∫
ω
|ψ2|2dω)2dvdτ
. E
∫
τ
τ1+2ǫ+
∫
Hτ∗
|D¯φ2|2
r1+ǫ+
dxdτ + E2
∫
τ
τ1+2ǫ+
∫
Hτ∗
|L2Z F¯ |2
r1+ǫ+
dxdτ + E2|q0|2
∫
τ≤0
∫
v
r−4+ǫ+γ0+ dvdτ
. EI−1−ǫ1+2ǫ [D¯φ2]({t ≥ 0}) + E2I−1−ǫ1+2ǫ [L2Z F¯ ]({t ≥ 0}) + |q0|2E2 . E2.
Here after using Sobolev embedding on the sphere, we dropped the lower order terms like ψ1, ψ. In the
above estimate, we have used the decay estimates
∫
ω
|ψk|2dω . Eτ−γ0+ by Lemma 5. The last step follows
from the integrated local energy decay (see e.g. estimate (64)) and Lemma 6. We also note that in the
exterior region r+ ≥ 12τ+.
For JL, Lemma 12 indicates that
r2|L2ZJL| . |ψk||DLψ2−k|+ (|rLl1Zα|+ |Ll1Zρ|)|ψll2||ψ1−l1−l2 |.
Similarly, after using Sobolev embedding, we control ψk by using Lemma 5. Then for DLψk, |LkZα| we
can apply the r-weighted energy estimates. For ρ, we split it into the charge part q0r
−2 and the chargeless
part which can be bounded by using the energy flux decay estimates. More precisely for ǫ ≤ p ≤ 1 + γ0
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we can show that
I1+p1+γ0+ǫ−p[L2ZJL]({r ≥ R}) =
∫
τ
∫
Hτ∗
rp−1+ τ
1+γ0+ǫ−p
+ |r2L2ZJL|2dvdωdτ
. E
∫
τ
∫
Hτ∗
rp+τ
ǫ−p
+ |DLψ2|2dωdvdτ + E2
∫
τ
∫
Hτ∗
rp+τ
ǫ−p−γ0
+ (|rL2Zα|2 + |L2Z ρ¯|2)dωdvdτ
+ E2
∫
τ≤0
∫
v
rp−1|q0|2r−4τ1−γ0+ǫ−p+ dvdτ
. E2
∫
τ
τ ǫ−p−1−γ0+p+ + τ
ǫ−p−γ0−1−γ0+p
+ + τ
ǫ−p−1−γ0
+ dτ + E2|q0|2 . E2.
Here for ψk, we have used the estimate r
−1
∫
ω
|ψk|2dω . Eτ−1−γ0+ .
Next for J/ , Lemma 12 shows that
r2|L2ZJ/ | . |ψk||D/ψ2−k|+ (|rLl1Zσ|+ |Ll1Zα|+ |Ll1Zα|)|ψl2 ||ψ1−l1−l2 |.
Like the previous estimates for JL, JL, for all ǫ ≤ p ≤ γ0 we can show that
I1+p1+γ0+ǫ−p[L2ZJ/L]({r ≥ R}) =
∫
τ
∫
Hτ∗
rp−1+ τ
1+γ0+ǫ−p
+ |r2L2ZJ/ |2dvdωdτ
. E
∫
τ
∫
Hτ∗
rp+τ
ǫ−p
+ |D/ψ2|2dωdvdτ + E2
∫
τ
∫
Hτ∗
rp+τ
ǫ−p−γ0
+ (|rLl1Zσ|2 + |Ll1Z (α, α)|2)dωdvdτ
. E
∫
τ
∫
Hτ∗
rγ0+ (|D/ψ2|2 + E|rLl1Z (σ, α)|2)dωdvdτ + E2
∫
τ
∫
Hτ∗
r1−ǫ+ |Ll1Zα|2dωdvdτ
. E2.
Here l1 ≤ 1. The last term is bounded by using the integrated local energy estimates. This relies on
the assumption that γ0 ≤ 1 − ǫ < 1. For γ0 ≥ 1, we then can use the improved integrated local energy
estimate for the angular derivatives of φ or σ or we can move the r weights to φk.
Combining the above estimates, we have (98).
By choosing E sufficiently small depending only onM, ǫ, R and γ0, we then can improve the bootstrap
assumption (97). To prove theorem 1, we can choose R = 2. Then for sufficiently small E , we can bound
m2 and M2. The pointwise estimates in the main Theorem 1 follow from Propositions 6, 7, 29, 28.
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