In Part I we introduced the generalized Wiener rational basis functions, and here in Part II we continue our investigation with numerical experiments. Wiener's generalized basis can utilize the fast Fourier transform for certain values of the decay parameter s; we outline two algorithms for doing so. In addition, the issue of Galerkin representations for polynomial nonlinearities of expansions is addressed.
Introduction
For many problems in scientific computing, the approximation of a function is realized by a finite sum of basis elements. The familiar Fourier Series or orthogonal polynomial options succeed admirably in a variety of situations. However, when the domain is infinite the available options are less satisfactory. Hermite functions decay exponentially and are suboptimal for approximating functions without such a strong (exponential) rate of decay. Sinc functions can also successfully approximate exponentially-decaying functions as long as care is taken to refine the mesh as the number of degrees of freedom is increased. A widely-used method we shall also consider in this article, mapped Chebyshev polynomials, do not require exponential decay for successful approximation and can use the fast Fourier transform (FFT) for modal-nodal transformations. However, while the Chebyshev method is more robust than the Hermite or Sinc options, we will show that the Wiener rational functions are as good and in some cases superior to methods based on the mapped Chebyshev functions.
In Part I [19] we discussed the derivation and some properties of the generalized Wiener rational function basis set. We summarize these properties: for any s > • is orthonomal and complete in L 2 (R, C) = f : R → C, f measurable : |f | 2 dx < ∞
• contains basis elements φ (s) k that decay like |x| −s as |x| → ∞
• can be generated by Jacobi polynomial recurrence relations
• have N × N Galerkin differentiation matrices that are sparse (6N entries) with O(N ) spectral radius
• have Gauss-type quadrature rules
• have sparse connection relations between basis sets with integer-valued separations of the class parameter s
As we will see in this paper, the last property allows us to use the FFT to compute modal-nodal transformations (in particular determination of the modal coefficients and evaluation of the expansion). This, coupled with the sparse stiffness matrix, gives an algorithm for asymptotic O(N log N ) calculation of spectral pointwise derivatives.
Although we have listed some desirable properties of this basis set, there is yet no evidence that this basis choice is a suitable one for a numerical analyst. In this paper we present an emprical study to show that the Wiener basis set is very competitive with any of the existing methods on the real line. The outline of this paper is as follows. Section 2 recalls some properties from [19] of the Wiener basis set and introduces the computational steps necessary for usage of the FFT. In Section 3 we will describe the basis sets we use for comparison against the Wiener basis over the infinite and semi-infinite intervals; the common element we seek from all these basis sets is the ability to approximate functions in the unweighted L 2 -norm. Section 4.1 follows with numerous examples for approximating functions using the Wiener basis set, including studies investigating the role of the decay parameter s. Finally, Section 4.2 applies the Wiener basis set to the solution of differential equations. The concluding Section 5 contains a summary and closing remarks.
Wiener Rational Functions
We define the space L Without the subscript w the weight function is assumed to be unity.
The generalized Wiener rational functions are a complete L 2 -orthonormal basis of functions parameterized by s ∈ 1 2 , ∞ . As introduced in [19] , mapping a generalized Fourier series from the interval θ ∈ [−π, π] to R via the map x = tan We can define a phase-shifted square root of w (s) as * w (s) = 2 k revert to a basis set originally proposed by Wiener [26] and subsequently developed in [14] , [7] , [24] . In this case they are a direct map of the Fourier series to the real line, weighted by a phase-shifted version of the square root of the map Jacobian. Because of this, one may use the FFT for computational determination of modal coefficients. In addition, it has been shown that the Wiener functions for s = 1 have sparse modal differentiation matrices [7] .
The generalization from s = 1 to s ∈ k that decay like |x| −s as |x| → ∞. The attractive properties of the these functions outlined in the introduction have been shown in [19] . However, algorithms utilizing the FFT have yet to be presented. Before outlining the FFT algorithms, we must review the connection problems presented in [19] .
The Wiener Connection Problem and the FFT
The original discussion of the Wiener basis functions presented in [19] viewed them primarily as functions of θ ∈ [−π, π]; this was done for simplicity and clarity since functions on finite intervals are much better understood. In particular, we can define the following function sets for any γ > − 
This close relationship between the Wiener functions Φ/φ and the Fourier functions Ψ/ψ defined above allows us to phrase all of our mathematical queries with Wiener functions in terms of Fourier functions, and then simply rewrite the solution back in terms of Wiener functions. We define the linear Fourier spaces 
In particular, assume for any γ > − 
The modal coefficients are defined byf
. The discussion in [19] was concerned with and provided algorithms for completing the following connection problems, assuming any γ > − 1 2 and G, H ∈ N 0 = N ∪ {0}:
The results of [19] showed that each of these problems can be completed in O(N ) computational steps (assuming N G, H). In addition, certain accuracy criterion were satisfied; namely, the exact connections for all but the terminal G modal coefficients in connection problem 1, 2G modal coefficients in problem 2, and |H − G| + H modal coefficients in problem 3. 'Terminal' refers to both positive and negative modal index k. Finally, we note that any of the three connection problems above can be rewritten in terms of Wiener functions instead of Fourier functions and the algorithms remain unchanged.
The resolutions of these connection problems were the result of two observations: first that Jacobi polynomial modal coefficients with class parameters (α, β) that are separated by integer values can be connected in a compact representation, and second that the phase-shifted square root function in (1) is a compact representation of canonical Fourier functions in θ-space. The ability to perform these connections quickly will serve as the building blocks for our FFT-based methods.
The FFT -Collocation Approach
In this section we will outline the first of two algorithms for utilizing the FFT to perform Wiener function modal-nodal transformations. The second algorithm, along with comparisons between the algorithms, will be presented in the next subsection. The algorithm presented here is termed the collocation method because it introduces some aliasing error on top of the aliasing error contributed by the FFT quadrature rule; in contrast the second algorithm (termed the Galerkin approach) is more complicated to formulate and requires slightly more computation, but the aliasing error is contained to that introduced by the FFT.
Before delving into the collocation approach, we will first lay some ground rules: in all that follows we will assume we are given a function f in the form of N nodal evaluations f k f (x k ), where x k = x(θ k ) and θ k are the canonical equispaced Fourier quadrature points over [−π, π] . This restriction of nodal locations allows us to use the FFT. We seek an approximation to π φ,(s) N/2 f . Using the FFT directly on the f k produces approximations to N modal coefficientsf Φ,(1) k , i.e., it produces an approximation to π Φ,(1) N/2 f (we assume N is even for simplicity of notation, and acknowledge the degeneracy of the terminal mode in this case). Although the generalized Wiener functions allow any value greater than 1 2 for the decay parameter s, we will restrict s ∈ N in all that follows in order to develop an efficient algorithm. It is not clear how to develop a systematic fast algorithm for any s ∈ with S ∈ N would require a fast Legendre polynomial transform (and vice versa). Fast Legendre polynomial transform methods do exist, but they lie outside the scope of this discussion.
The collocation approach is relatively simple and relies only on the following mathematical equivalence:
Therefore we propose the following FFT-based algorithm for computing the modal coefficientsf φ,(s) :
2. Use the FFT to obtain the Φ (1) modes for g.
Perform a Φ
The above algorithm will be validated in Section 2.4 against the Galerkin approach.
The FFT -Galerkin Approach
The collocation approach suffers the disadvantage of injecting aliasing error into the FFT subroutine. The additional aliasing error stems from the first step of the collocation approach: pointwise multiplication by the inverse square root of the Wiener weight function. We can ameliorate this by using the following Galerkin approach:
1. Use the FFT to obtainf
2. Use a combination of the connection problems outlined in Section 2.1 to obtainf
In other words, we must perform a Φ (1) − φ (s) connection. This turns out to be only slightly more expensive than the connection problem associated with the collocation approach, but the precise formulation of the algorithm is not concise. Full details for the connection problem are given in [19] but we given a synopsis of the method and the operation count in Figure 1 . 
The FFT -Numerical Results
We have introduced collocation and Galerkin FFT approaches for nodal-modal Wiener function transformations. In this section we evaluate the efficiency and accuracy of adopting these methods. To summarize the methods, we present Figure 2 , showing the major steps.
Our first experiment tests the computational efficiency that both of the FFT-based methods offer. In Table 1 we show the speedup factors for both the collocation and Galerkin methods against direct quadrature. Note that much of the time is spent performing the Jacobi-Jacobi connection, so the s = 1 case, where no Jacobi connection is required, boasts much better speedup factors, almost twice as good. Because the Jacobi connection becomes more expensive (linearly) as s increases, we see a decrease in efficiency of the methods for large s. However, the speedup difference between different values of s is relatively insensitive to s beyond s = 2. The speedup factors are computed for an 'online' method; that is, the connection coefficients are precomputed and stored, and the timing results in the table only measure the required time to apply the coefficients. However, only O(sN ) storage is required for the coefficients and it is very inexpensive to compute them, so that even the overhead time required is small.
The Galerkin method requires more computation than the collocation method. This is a result of employing a Galerkin representation of * √ w (s) instead of a nodal representation. However, the results of Table  1 show us that the extra Galerkin price paid is not too excessive.
The next question we may consider then is whether one method is more accurate than the other. We consider the test function
a non-symmetric, analytic, exponentially decaying function. We compute 'exact' modal coefficients using a 5×10 4 -point Wiener s = 1 direct quadrature rule. For various values of s and N we compute the mean-square error between π φ,(s) N/2 f and the approximation that results when using an N -point quadrature to compute N modal coefficients. This test does not explicitly measure the fidelity of the expansion, only the accuracy of the computational algorithm used to calculate the the expansion coefficients.
The tabulated results of the errors for various values of s and N are shown in Table 2 . We see that as long as N is relatively large, the errors are small, meaning that the aliasing error is small. It is interesting to note that for small N the aliasing error for large s is significantly smaller than that for small s. However, any value of s produces good results with this test function, and given the slight speed advantage of the colllocation Table 2 : Mean-square error using the function (2) as a test function using the collocation and Galerkin FFT algorithms.
Results for s = 1, 2, 3 are omitted because they are almost equivalent to results for s = 5.
method one may be tempted to immediately dismiss the Galerkin algorithm. However, an exponentially decreasing function like (2) does not show the potential aliasing errors that the collocation method can introduce. To see this, let us consider a function where the collocation method will generate nodal values with uncontrolled large magnitudes:
We repeat the same experiment and tabulate the results in Table 3 . The results are very different for large s. The collocation method, which requires us to multiply by the inverse * √ w (s) , works very well when s does not siginificantly overestimate the rate of decay. In (2) the function decays exponentially so in principle any s will produce good results. However, (3) decays like |x| −2 but we are attempting to approximate it by functions decaying like |x| −10 .
Although completeness of the basis set guarantees convergence, we shall return to the question of accuracy for such ill-suited expansions in a future section. For now we note that performing the first step in collocation produces nodal evaluations for a function increasing like |x| 8 as |x| → ∞. Furthermore, these nodal evaluations are fed into the FFT. Naturally we will then obtain a highly-aliased collection of modal coefficients, which are then fed as input into a relatively ill-conditioned connection problem. It is no surprise then that we see large errors, especially for large N when the quadrature nodes are located at larger values of x.
1. 2.04e-10 1.22e-11 3.23e-06 3.39e-08 6.11e+00 6.59e-04 Table 3 : Mean-square error using the function (3) as a test function using the collocation and Galerkin FFT algorithms. We omit results for s = 1, 2, and 3 since the collocation and Galerkin methods produce nearly identical results, both converging to machine precision for N ∼ 100.
The large errors in the Galerkin FFT method exhibited in Table 3 are a result of roundoff error. The Jacobi-Jacobi connection step in Figure 1 is ill-conditioned and exacerbates initally small errors propagated by the leading s subtraction-assignment operators. However, these errors are still smaller than those resulting from the badly-aliased collocation method.
The Galerkin method is mathematically more pleasing than the collocation method. It is slightly more expensive to perform. When the decay parameter s is not severly overestimated with respect to the actual decay of the function, both the Galerkin and collocation methods yield accurate modal information. However, if s is chosen very poorly then aliasing errors and/or roundoff errors pollute the solution enough that the Jacobi-Jacobi connection operations produce ill-conditioned output. We have seen empirically however, that the Galerkin method produces results that are orders of magnitude better than the collocation method. In such cases one can argue that the small increase in computational cost is worth the added robustness when being uncertain about the choice of s.
One may vary the rate of decay of (3) and measure what effect this has on the rate of divergence for the FFT-based algorithms when attempting to expand in a basis set with a much faster rate of decay. Our investigations suggest that a general rule-of-thumb is divergence like CN s−s0 , where s is the Wiener parameter for the basis set and s 0 is the rate of the decay for the function. This pattern of divergence is only apparent when s > s 0 ; the FFT algorithms converge until some value of N after which they cannot reliably compute higher modal coefficients. This critical value N decreases as s − s 0 increases. The constant C is empirically many orders of magnitude smaller for the Galerkin FFT method than the collocation FFT method as evidenced by Table 3 .
Galerkin computation of nonlinearities
Consider a function u ∈ L 2 with known expansion π φ,(s) N u. A salient practical question is how to compute the quantity
which is of importance in the numerical solution of nonlinear PDEs. In other words, given the modal coefficients for u, how can we compute those for u 2 ? The essence of this problem lies in finding an expression
. For the Fourier series, this problem is easily solved via the relation Ψ
k+l . However, the Wiener basis set for s = 1 does not possess such a compact representation. When s = 1, we can use a relation from [7] :
which mimics the Fourier case very nicely. If s ∈ N, we can use the φ − φ connection algorithm given in [19] to accomplish the quadratic product:
Note that this is not a particularly fast method: it is O(N 2 ) asymptotically, whereas a collocation-type FFT approach would require only O(N log N ) time. However, if one desired a strictly Galerkin representation, then this algorithm provides the means. The quadratic nonlinearity considered here may be extended to other types of polynomial nonlinearities as well; one must only generalize (4).
Other Approximation Methods
Classical approximation techniques for the infinite and semi-infinite intervals exist and have been found useful in many situations. In this section we delineate these methods and describe some of their advantages and disadvantages. Numerical comparisons between these methods and the Wiener expansion will be performed in Sections 4.1 and 4.2.
The Infinite Interval
Expansions on the infinite interval have been well-explored in the past. The usual methods include Hermitetype approximations, Sinc function expansions, and mapping techniques. For an excellent discussion of these existing methods and some approximation theory see [21] .
Hermite Expansions
The Hermite polynomial (e.g. [23] ), denoted H n : R → R, is the n th -degree polynomial satisfying the orthogonality condition
Orthogonality under the weight function w H = e −x 2 allows the definition of approximations as partial sums of weighted Hermite polynomials. Since the Hermite polynomials are unbounded at infinity the pointwise quality of the approximant is not very good [9] . Other surveys have noted that Hermite functions are much better suited in practice for approximation on the real line compared to the polynomials [21] . We can multiplicatively shift the weight onto the basis functions and define
h n (the 'Hermite functions') are orthogonal in the unweighted L 2 inner product, and decay exponentially at x = ±∞ due to the weight function. These functions (compared to the Hermite polynomials) are better suited for expansions from a pointwise approximation point-of-view. The Hermite functions also have a bidiagonal stiffness matrix, which makes the computation of Galerkin derivatives efficient and straightforward.
Whittaker Cardinal Functions
The Sinc (or 'Whittaker Cardinal', or 'cardinal sine') functions [25] form a basis for the infinite interval that are orthogonal under the equidistant interpolation projector:
The interpolation points are x k = k, and the functions satisfy C k (x j ) = δ k,j . Naturally a scaling can be introduced to linearly expand or contract the interpolation grid (and also the cardinal functions). The functions C k are also mutually orthogonal in L 2 . There have been attempts to show some quasi-optimal interpolation properties of the functions [22] . One major appeal of these functions comes from the fact that the Whittaker Cardinal functions are bandlimited in the Fourier-frequency domain, and from the convenient property that they are orthogonal with respect to the interpolation operator on the nodes x k ; thus obtaining modal coefficients from equispaced nodal evaluations is trivial. However, the corresponding Galerkin differential operators are full matrices and thus require O(N 2 ) operations to apply. While many basis sets have cardinal interpolation (i.e. Lagrange interpolating) functions, this set is special in both the simplicity of the collocation points and in the concise elegance of the basis functions. This has led to numerous investigations and applications of these functions [16] .
Mapped Chebyshev Functions
The main idea for our generalization of Wiener's original rational basis is to use a 'well-behaved' mapping to transform functions on a finite interval to those on an infinite interval. This basic idea is classical [9] . Indeed one of the more popular mappings that has gained momentum in the literature are the so-called 'mapped Chebyshev' functions/polynomials. In [19] we introduced the mapped Jacobi functions PB 
orthonormal on the real line under the weight
.
In addition, we define the weighted functions
which are orthonormal under the unweighted inner product. When s = t = 1, the functions PB (s,t) n coincide with the mapped Cheyshev polynomial TB n (x) introduced in [2] and subsequently developed in [4] and [6] .
The mapped Jacobi functions pb (s,t) n decay like 1 |x| s for x → −∞ and 1 |x| t for x → +∞. Also, others have already explored some convergence theory in function spaces [1] and applications to differential equations [27] for the Chebyshev case s = t = 1. In Section 4 when we present numerical examples, we will use the basis set pb (s,t) n with s = t = 1.
The Jacobi polynomials admit a recurrence relation that allows one to compute modal coefficients for the derivative of a function if one is given the modal coefficients for the function expansion; furthermore, for a truncation of N coefficients, the work required is only O(N ). This property does not carry over to the functions pb to R is a non-polynomial. Thus, the modal differentiation matrix is full, which contrasts the sparse modal differentiation matrix of the Wiener basis. However, the mapped Jacobi basis can use the FFT if s and t are integers. (s = t = 1 is the Chebyshev case and see [18] for fast Jacobi polynomial connection methods.)
The Semi-Infinite Interval
Spectral expansions on the semi-infinite interval [0, ∞) have likewise been successful in the past. Two of the more popular methods in practice are Laguerre functions and mapped Jacobi polynomials. The generalized Wiener basis may be restricted to the semi-infinite interval, where it reverts to a mapping of the classical Jacobi polynomials. The mapping is not the same one previously proposed in the literature, and so we will make a comparison between the different mappings and approximations via Laguerre functions.
Laguerre Functions
The formation of the Laguerre functions follows a very similar route to the formation of the Hermite functions. We start with the classical Laguerre polynomials, which we denoteL n satisfying the property
By geometrically distributing the weight function e −x onto the basis functions, we define the Laguerre functions l n (x) = e −x/2L
n (x). These functions are complete and orthonormal in the unweighted L 2 -inner product. Like the Hermite functions, they decay exponentially at x = ∞, and therefore have difficulties in approximating functions that do not decay exponentially. Nevertheless, Laguerre expansions have enjoyed success both regarding developments in approximation theory and in efficient practical implementations [8] , [11] , [20] , [10] , [13] .
Mapped Jacobi Polynomials
As discussed in [19] , the classical Jacobi polynomialsP (α,β) n may be mapped from r ∈ [−1, 1] to x ∈ [0, ∞) and weighted, resulting in a basis set that naturally decays at x = ∞. There is no unique way to accomplish the mapping or the weighting, but some established standards exist [3] , [12] , [17] . We will choose to explore the standardization given in [19] ; namely, we define the functions pl (s)
for s > inner product defined by
The functions pl (s)
n decay like x −s for any valid s. We have chosen a weighted L 2 -space because with this convention, the functions pl (s) n for s ∈ R are rational functions and are based on Jacobi polynomials that are directly amenable to the FFT [18] . This ability to use the FFT is not always present in the literature; for example, [12] uses weighted Legendre polynomials to define functions similar to (5) that are orthogonal in the unweighted norm. The disadvantage with weighted norms is that they do interfere with theoretical properties of a discretized PDE (e.g. conservation). In contrast, there is a history of introducing approximations in unusual norms on [0, ∞) in order to ensure that the unweighted polynomials forming an orthogonal set are of the Chebyshev type [3] ; the advantage here is the ability to easily use the FFT for computations. Thus, our definition (5) can be seen as leaning toward the latter practice of adopting the computational advantage of the FFT over the theoretical benefit of an unweighted inner product space. In any case, we claim that the functions pl (s) n are a good representative of any polynomial mapping method using the map
In practice we will only use the s = 1 functions.
Numerical Results
In this section we will compare approximations using the Wiener basis set to the approximations outlined in Section 3. We will consider two broad classes of problems: function approximation and solutions of partial differential equations. Our main considerations are obtaining accurate solutions in comparison with existing spectral expansions. However, comparisons between different basis sets can be problematic. Choice of the affine scaling parameter can severely affect the quality of the expansion. In order to avoid situations where error is erroneously attributed to the basis expansion rather than the choice of scaling parameter, we propose a method for standardizing the choice of affine scaling.
For each basis set and for each N , we identify a 'canonical' interpolation nodal set. For the Hermite functions h n it is the Gauss quadrature grid; the mapped Jacobi functions use the Jacobi-Gauss quadrature grid mapped to the real line; the sinc functions have their natural interpolation points; the Wiener rational functions have their natural quadrature nodes [19] .
All of these canonical interpolation sets serve as a measure of the resolution that N basis functions can accomodate. In an attempt to put all basis sets on equal footing, we fix N and define a scaling parameter L 0 on the real line. The end goal is to scale the basis functions so that a fraction δ ∈ (0, 1] of the representation structure of the N -element basis expansion lies inside the interval [−L 0 , L 0 ]. Given L 0 , N , δ, and a basis set, we can generate the associated canonical interpolation set and determine the affine scaling to apply such that δ × N of the canonical interpolation nodes satisfy |x| ≤ L 0 . This scaling rationale is used for every example in this article. We change L 0 and δ for any given function or problem to accomodate any special structure that is present. However, L 0 and δ are uniform with respect to the choice of basis set. The end result of the affine scaling is given in Figure 3 for N = 21 and δ = 0.8. In most of our simulations, we use this same value of δ.
Function approximation
To test how well the Wiener basis functions approximate some generic function f , we compare π φ,(s) N f against similarly-defined projections for other basis sets. We compute 'exact' modal coefficients via a 5 × 10 4 -point quadrature rule. The same quadrature rule is used to compute L 2 -errors, whereas the L ∞ -error is computed with a refined 10 5 -point sampling on the quadrature nodes. We investigate robustness of expansions with respect to rate of function decay at infinity and the effect of the decay parameter s on the quality of expansions. It is also possible to explore the effect of function regularity (with exponential decay) on the accuracy of expansions, but the results are as expected: all methods produce L 2 and L ∞ errors that converge with order equal to the degree of regularity. However, the mapped Chebyshev and Wiener basis sets give comparable errors that are almost an order of magnitude smaller than all the other methods. 
Function decay
To explore the effect of function decay on accuracy of the expansions, the model function we consider is
This function is analytic on the real line and decays like x −q . The choice (6) was made because it is not exactly representable by any of the basis sets we have defined. Clearly this example function does not cover the entire gamut of possibilities one encounters in applications. We may consider more complicated functions g q with decay |x| −q , but we have found through experimentation that many of the important observations can be made by considering expansions of this particular class of functions.
We take the values q = 1, 2, 3, and 4 in these simulations. The L 2 and L ∞ errors are shown in Tables 4 and 5, respectively. As noted before, we use an s = 1 Wiener grid with 10 5 grid points to approximate both the L 2 and L ∞ error. For the Fourier and Chebyshev truncation methods, the function is evaluated to 0 outside the domain of approximation. Therefore, the L ∞ error for the Fourier and Chebyshev truncation methods are bounded by the (domain) truncation error. Our strategy outlined in Figure 3 may not be the optimal affine mapping strategy if one considers domain truncation; however, we have found that it is relatively robust as long as L 0 is chosen so that the domain truncation error is smaller than some prescribed value. In particular, we have attempted to choose L 0 so that the domain truncation error and the expansion error are roughly equivalent [5] .
For all expansion types, the accuracy of the expansion increases with q. The Fourier truncation and Chebyshev truncation methods exhibit very similar behavior, with the notable observation that the Fourier expansion seems to be a little more accurate than the Chebyshev truncation expansion. The difference fits in relatively well with the rule-of-thumb π 2 factor Fourier advantage as noted in [5] .
The Sinc method seems to outperform the Fourier, Chebyshev, and Hermite methods to a small but noticeable degree. However, it is clear that the mapped Chebyshev and Wiener expansions generally do better than any of the other expansions for any N and q. These latter expansions have better accuracy and convergence rates. Among these two, the Wiener expansion seems to do a little better; this can be attributed to the fact that the functions g q are analytic, and so are the Wiener functions; this is not true of mapped Chebyshev functions, which have a singularity at infinity (caused by the distribution of the weight function onto the mapped Chebyshev polynomials).
The inherent periodicity of the Wiener functions was pointed out in Part I [19] . In that exposition, we were not able to examine the practical ramifications of this inherent periodicity. However, functions that decay quickly enough effectively satisfy a periodicity property at x = ∞, and so the Wiener functions (and other basis sets) can approximate them well. The periodicity property of the Wiener basis functions is in practice not a restriction.
One can furnish an example where the singularity at x = ∞ is exactly of the type introduced by the mapped Chebyshev mapping, and in this case the mapped Chebyshev functions exhibit a slight accuracy advantage over the Wiener functions, but the benefit is not substantial and only manifests for functions of a particular form. The Wiener basis set can successfully approximate functions that aren't analytic on the extended real line (viewed as a subset of the complex plane), and the vast majority of the time perform no worse than any established existing method. For the purposes of function approximation, we recommend the Wiener basis unless specific information about the function singularity at x = ∞ yields exactly the same type of singularity as the mapped Chebyshev functions.
For functions that are not in the unweighted Lebesgue-mesaure L 2 space, but perhaps in some weighted L 2 space, we may use the functions Φ 
Effect of the decay parameter s
One of the novel aspects of the generalized Wiener rational function basis is the ability to adapt the decay parameter s. In our examples we have not yet used a decay parameter other than s = 1. To illustrate how the parameter s affects expansions of functions, we'll expand the functions g i considered above using different values of the decay parameter s for the Wiener basis set φ (s) k . We have used an interpolating Vandermonde matrix method to compute these approximations; although we have chosen to use a variety of integer values for s, we will not employ the FFT algorithms from Sections 2.2 and 2.3; this decision will be addressed in the closing remarks of this section.
Results are shown in Figure 4 . We see that the error norms appear to increase as s is increased. In addition, the sharper the decay of the function, the more of a penalty that is paid by using higher values of s. However, the plots are not monotonically increasing in s. There are small oscillations for the L 2 error of g 1 . This superficial test suggests that lower values of s are generally better. This is akin to the practice of using lower values of the class parameters in Jacobi polynomial expansions (i.e. Legendre and Chebyshev). However, high-class Jacobi polynomial expansions have utility, and we posit that the same is true for higher values of s for a Wiener expansion.
We stress again that the results in Figure 4 do not use the FFT algorithm to compute modal coefficients. If the FFT algorithm is used, one will pay an extreme price in accuracy for cases when the rate of decay is very poorly overestimated. For example, if we use the FFT algorithm to compute the modal coefficients, then we see extreme (e.g. O(10 10 )) errors in the approximation of g 1 with s = 5, 10. This is again the result of aliasing and the ill-conditioned connection problem. Using a traditional Vandermonde matrix approach will not produce such large errors.
The FFT method has the advantage of reducing computational cost from O(N 2 ) to asymptotically O(N log N ) for s ∈ N; however, one must make sure that the data set is relatively commensurate with the Table 5 : L ∞ -errors of approximations of the functions g i for various basis projections.
Solving differential equations
Our last examples consider the solution of differential equations using function expansions on the infinite line, as well as semi-infinite expansions as presented in Section 3.2.
The Korteweg-de Vries Equation -2-soliton solution
In this example, we consider the solution of the one-dimensional Korteweg-de Vries (KdV) equation
This equation admits the solution
where prime ( ) denotes partial differentiation with respect to x. f (x, t) is defined as
The solution defined in (8) decays exponentially and exhibits a faster soliton overtaking a slower one. A graphical depiction of the evolution is shown for |x| ≤ 15 and |t| ≤ 3.5 in Figure 5 . We solve this problem using:
• Traditional Fourier series with domain truncation (Φ
• Hermite function approximation (h n )
• Mapped Jacobi (Chebyshev) polynomial approximation (pb (s,t) n with s = t = 1)
• Wiener basis set with s = 1, 2, 5
Although there are domain truncation methods that are competitive with or in some cases superior to Fourier domain truncation [15] , we assume that the Fourier simulation is a reasonable representative for domain truncation methods in general. In particular, Fourier domain truncation is often superior to Chebyshev polynomial domain trunction [5] . We run the simulation from time t = −3.5 to t = 3.5, which encompasses the behavior shown in Figure 5 . A spectral exponential filter identical for all methods is used in the computation and use the FFT whenever possible. We run the temporal evolution with a fourth-order Runge-Kutta method.
To assess how strict the CFL restriction is for each method, we gradually decrease the time-step from some large value (e.g. ∆t = 0.1) until the first few ( 100) evolutions steps are stable. These timesteps are tabulated in Table 6 ; in addition, we also give the required evolution time using these timesteps. The Sinc method has an extremely restrictive timestep, usually an order of magnitude smaller than all of the other methods. The Fourier and Hermite timesteps are the best of all the methods. The mapped Jacobi functions and Wiener time steps are only smaller by a constant factor of about 2/π.
The total evolution time is smallest using the truncated Fourier method; the Wiener and mapped Jacobi polynomial methods trail slightly behind. The mapped Jacobi polynomial method requires almost twice as much time as an s = 1 Wiener method. The Wiener methods become more expensive as s is increased; we expect this due to two factors: firstly the connection problem using the FFT becomes linearly more expensive in s. Secondly, for all s > 1 the stiffness matrix is twice as dense as for s = 1. The Hermite method takes significantly longer to compute, but the required time is on the same order of magnitude as the previously mentioned methods. Finally, the Sinc method takes far longer to compute than all of the others; despite the very great advantage of this method for computing modal coefficients, the stiffness matrix is full, and the stability timestep is highly debilitating.
To quantify the spatial errors, we run simulations for up to N ≤ 150 using ∆t/10, where ∆t is the stable timestep for N = 150 for each basis set. In Table 7 we give L 2 -and L ∞ -errors and order of convergence for this test at the terminal time.
The Sinc method is the most impressive: it converges very quickly before stagnating due to temporal error; however unless N is small then the Sinc method is not computationally practical. The Hermite and Fourier methods both converge quickly, but the Fourier method exhibits an impressively small error for the relatively small value of N = 100. In addition, the time required for performing the Hermite computation becomes much more expensive than other methods for large N (see Table 6 ). The mapped Jacobi functions and the Wiener basis approximations all converge at roughly the same rate. However, the Wiener method is significantly less accurate than the Fourier domain truncation method for small N . The primary source of error in this case is the initial discretization error; the initial function is much better represented by the Fourier basis at the initial time. We stress again that all of the above comments pertain to approximations where we have made ∆t very small in an attempt to single out spatial errors. However, if one runs the same computation, but uses the values of ∆t in Table 6 for each simulation, we do not find a significant accuracy advantage of Fourier domain truncation over the other methods.
We may conclude for this particular example with an exponentially decaying solution that the mapped methods (mapped Jacobi polynomials and Wiener functions) produce very similar results. The Sinc and Hermite methods do produce very promising results, but they are suboptimal for reasons of computational effort. The Fourier domain truncation method seems to produce better results than the others in terms of Heuristically-determined stable ∆t Total evolution time, t = −3.5, . . . , 3.5 purely spatial error. However, this is in a case where the finite-interval periodicity imposed by the Fourier approximation is not a problem at all: the function is exponentially decaying for all time and we have chosen an initial window that captures the dynamics very well. Thus, the truncation error here is inconsequential; we can expect that the truncation error will adversely affect the solution if care is not taken in choosing the scaling parameter, or if the solution cannot so well-contained due to slower decay as the next example shows.
A Modified KdV equation
The previous section considered different expansions on the infinite line for a nontrivial PDE with an exponentially-decaying solution. We consider now a similar PDE with an algebraically-decaying soliton solution:
An algebraically-decaying soliton solution to the above modified KdV equation is given by
Because this solution decays algebraically rather than exponentially, the traditional truncation methods, Hermite approximations, and Sinc expansions will all have trouble approximating the function and accurately evolving a PDE with such a solution. However, both the mapped Chebyshev and Wiener methods are amenable to approximation of this type of solution. Most of the same observations comparing the different methods are identical from Section 4.2.1. However, the accuracy consideration is now tipped in favor of the mapped Chebyshev and Wiener expansions. We plot the time evolution of the L 2 -and L ∞ -errors with N = 150 for the Fourier, Sinc, Hermite, mapped Chebyshev, and Wiener expansions in Figure 6 . We can very clearly see the advantage of the rational function methods. In particular, the Wiener method outshines the mapped Chebyshev method in the L 2 -metric. The case for using the Wiener rational function expansion is very solid in this example. 
The Wave Equation: the semi-infinite line
In this last example we simulate a simplified version of the model time-dependent wave equatioñ
for Γ ⊂ R 3 some exterior domain in R 3 . Equation (9) is a common equation in scattering problems where we are trying to determine the scattering response of an object, which we surround with e.g. an unstructured finite-element grid. This grid eventually terminates, and we must somehow simulate radiation outflow. There is a vast literature regarding absorbing boundary conditions to complete such a task. These boundary conditions are often mathematically complex and computationally expensive. An alternative is to use an infinite element method, which involves surrounding the finite element grid with several elements that extend infinitely in the radial direction. To use these elements, we must employ basis functions on a semi-infinite interval. To keep the example simple, we assume that the scattering object together with the finite element grid forms a sphere of radius R. Γ is then the (infinite) exterior of this sphere.
We endow R 3 with the spherical coordinate system (ρ, φ, θ). On the finite domains θ ∈ [0, 2π] and φ ∈ [0, π] we expand in spherical harmonics to represent our function as
where Y mn (φ, θ) are the spherical harmonic functions, eigenmodes of the negative spherical Laplacian with eigenvalue n(n + 1). With this, we can recast (9) as a differential equation for the modes u nm (ρ, t) (where we have omited the subscript mn dependence of u) as
We consider the numerical solution of (10) on the domain ρ ∈ [R, ∞). In order to solve this differential equation, we recast it as a system of first-order equations:
We impose the boundary and initial conditions
where the spherical Bessel function j n is defined as:
J n (·) is the Bessel function of the first kind. These conditions correspond to the exact solution u(ρ, t) = cos(ct)j n (ρ).
We take c = R = 1 and evolve the above first-order hyperbolic system up to T = 25, almost four periods. This is a PDE on a semi-infinite interval and not an infinite interval, and so we cannot explicitly use our derived basis φ (s) k since these functions are defined on a fully infinite interval. However, this can be remedied by simply taking the even/odd portions of these functions and expanding with those. The basis sets we choose for comparison are
• Laguerre functions
• mapped Jacobi functions, Section 3.2.2. (We also call them the 'mapped Chebyshev functions')
• Wiener rational functions An exponential filter is employed in the computation for every basis set. We run the simulation using all three methods with N = 100 modes and compare the qualitative result as well as the time evolution of the L 2 error in Figure 7 . For all three cases, the L 2 error was computed by interpolating to an N = 10 4 -point Re φ
(1) n grid, and then employing the associated quadrature against the exact solution. The exact solution to this problem is very difficult to approximate due to its very slow decay and infinitely oscillatory behavior; therefore, none of the methods give optimal results. The Laguerre case seems to have the smallest L ∞ -error in the top figure of Figure 7 for small ρ but the pointwise errors for ρ > 50 become very large, and one can see from the bottom portion of the figure that the Laguerre case has a bad history of L 2 error; most of this error is attributable to the exponential decay of the initial approximation where the true solution decays algebraically. In the pointwise error, the rational Chebyshev basis does quite admirably. However, it is noticably worse than the Wiener basis in the region 10 < ρ < 50, which is where most of the grid points are.
On a single processor, the Wiener basis calculation took about 34 seconds. The Laguerre case has a much stricter CFL requirement and took about 391 seconds. The mapped Chebyshev basis has an even stricter CFL requirement and took about 1101 seconds. Note that the Wiener basis on the infinite interval admits an O(N ) spectral radius for the stiffness matrix; while this does not exactly carry over to the semi-infinite interval, we observe a timestep restriction that would be consistent with an O(N ) spectral radius. The mapped Chebyshev basis on the finite interval is known to have O(N 2 ) eigenvalues for the nodal stiffness matrix; the mapping used to generate the mapped Chebyshev functions preserves this structure and thus we still see the O(N 2 ) restriction. It is worth noting that the Wiener basis functions on the semi-infinite interval do not approximate many functions as well as the mapped Chebyshev basis. The main reason for this is best explained by analogy with an identical phenomenon on the finite interval: one obtains relatively slow convergence when approximating a polynomial via a cosine expansion because all the cosine basis functions have vanishing odd derivatives at the origin, which is not true for polynomials. Similarly, every element in the Wiener basis set on [0, ∞) has vanishing odd derivatives. This also poses a problem if one needs to prescribe non-homogeneous Neumann boundary conditions. However, homogeneous Neumann boundary conditions are natural for problems in unbouded domains where a global spectral expansion is used to approximate the radial dependence of the unknown.
A summary of the advantages and disadvantages for these three methods is given in Table 8 .
Conclusion
Building on the presentation of the generalized Wiener rational basis functions in [19] we have shown various numerical results. The FFT can be used for fast computations using the Wiener basis and two algorithms have been presented for transforming nodal evaluations to expansion coefficients. The 'collocation' type approach is straightforward to conceptualize and implement but is more numerically unstable than the 'Galerkin' algorithm. However, both FFT algorithms perform poorly when the decay parameter s is greatly overestimated. This phenomenon is due in part to the relatively poor conditioning of Jacobi-Jacobi connection problems [18] . The FFT may be used to quickly compute modal coefficients of polynomial nonlinearities in a collocation-type approach, but the Wiener-Wiener connection algorithm presented in [19] also allows for the possibility of computing polynomial nonlinearities in a Galerkin fashion if desired.
When approximating exponentially decaying functions, the generalized Wiener rational basis functions perform as well or better than established existing methods. For algebraically decaying functions, the observation is the same except for particular classes of functions whose singularity at infinity exactly matches that of the mapped Chebyshev functions.
The Wiener functions can also be applied to solutions of differential equations. The usage of the FFT when s ∈ N and the sparse stiffness matrix for any value of s make this possibility very attractive. In addition, the CFL time-step restriction scales like O(N ) for a size-N expansion. We presented the collision of two exponentially decaying soliton solutions for the KdV equation in Section 4.2.1, followed by the simulation of an algebraically decaying soliton in Section 4.2.2. In both cases the Wiener results were very favorable when compared with classical Sinc, Hermite, or truncation methods, and are competitive with mapped Chebyshev methods. On the semi-infinite interval, the Wiener basis functions can provide accurate solutions to difficult problems at the fraction of the cost due to the more lenient CFL restriction; however, they suffer the disadvantage of built-in boundary conditions that may render approximation of wide classes of functions difficult. Nevertheless, this restriction can be overcome with the usage of finite-element methods.
