Set F = Fp for any fixed prime p
INTRODUCTION
The field of property testing, as initiated by [BLR93, BFL91] and defined formally by [RS96, GGR98] , is the study of algorithms that query their input a very small number of times, and with high probability decide correctly whether their input satisfies a given property or is "far" from satisfying that property. A property is called testable, or sometimes strongly testable or locally testable, if the number of queries can be made independent of the size of the object without affecting the correctness probability. Perhaps surprisingly, it has been found that a large number of natural properties satisfy this strong requirement; see e.g. the surveys [Fis04, Rub06, Ron09, Sud10] for a general overview.
The focus of our work is on testing properties of multivariate functions over finite fields. Fix a prime p 2 and an integer R 2 throughout. Let F = Fp. We consider properties of functions f : F n → {1, . . . , R}. Our main result shows that any such property that is invariant with respect to affine transformations on F n and that is locally characterized is testable. Furthermore, we show that a large class of natural algebraic properties whose query complexity had been previously unstudied are locally characterized affineinvariant properties and are, hence, testable. Our results constitute an exact characterization of proximity-obliviously testable properties, the most common notion of testability considered for algebraic properties. In the rest of the document, we motivate and describe our results in more detail. The full proofs are involved and are therefore deferred to the full version [BFH + 12] due to space limitations.
Testability and Invariances
Let [R] denote the set {1, . . . , R}. Given a property P of functions in {F n → [R]}, we say that f : F n → [R] is ε-far from P if ming∈P Pr x∈F n [f (x) = g(x)] > ε and we say that it is ε-close otherwise.
Definition 1. A property P is said to be testable (with one-sided error) if there are functions q : (0, 1) → Z>0, δ : (0, 1) → (0, 1), and an algorithm T that, given as input a parameter ε > 0 and oracle access to a function f : F n → [R], makes at most q(ε) queries to the oracle for f , always accepts if f ∈ P and rejects with probability at least δ(ε) if f is ε-far from P. If, furthermore, q is a constant function, then P is said to be proximity-obliviously testable (PO testable).
The term proximity-oblivious testing was coined by Goldreich and Ron in [GR11] . As an example of a testable (in fact, PO testable) property, let us recall the famous result by Blum, Luby and Rubinfeld [BLR93] which started off this whole line of research. They showed that linearity of a function f : F n → F is testable by a test which makes 3 queries. This test accepts if f is linear and rejects with probability Ω(ε) if f is ε-far from linear.
Linearity, in addition to being testable, is also an example of a linear-invariant property. We say that a property P ⊆ {F n → [R]} is linear-invariant if it is the case that for any f ∈ P and for any linear transformation L :
Similarly, an affine-invariant property is closed under composition with affine transformations A : F n → F n (an affine transformation A is of the form L + c where L is linear and c is a constant). The property of a function f : F n → F being affine is testable by a simple reduction to [BLR93] , and is itself affine-invariant. Other well-studied examples of affine-invariant (and hence, linearinvariant) properties include being a Reed-Muller code (in other words, being a bounded degree polynomial) [ . In fact, affine invariance seems to be a symmetry of most interesting properties that one would classify as "algebraic". Kaufman and Sudan in [KS08] made explicit note of this phenomenon and initiated a general study of the testability of affine-invariant properties (see also [GK11] ). In particular, they asked for necessary and sufficient conditions for the testability of affine-invariant properties.
Locally Characterized Properties
The result summarized in the title of this paper gives a necessary and sufficient condition for affine-invariant properties to be PO testable. Let us first see why "local characterization" is a necessary condition for PO testability.
For a PO testable property P, if a function f does not satisfy P, then by Definition 1, the tester rejects f with positive probability. Since the test always accepts functions with the property, there must be q points x1, . . . , xq ∈ F n that form a witness for non-membership in P. These are the queries that cause the tester to reject. Thus, if
q , we say that C = (x1, x2, . . . , xq; σ) forms a q-local constraint for P. This means that whenever the constraint is violated by a function g, i.e., (g(x1), . . . , g(xq)) = σ, we know that g is not in P. A property P is q-locally characterized if there exists a collection of q-local constraints C1, . . . , Cm such that g ∈ P if and only if none of the constraints C1, . . . , Cm and their affine shifts are violated. It follows from the above discussion that if P is PO testable withueries, then P is q-locally characterized. We say P is locally characterized if it is q-locally characterized for some constant q.
We now give some examples of locally characterized affineinvariant properties. Consider the property of being affine. It is 4-locally characterized because a function f is affine if and only if f (x)−f (x+y)−f (x+z)+f (x+y+z) = 0 for every x, y, z ∈ F n . Note that this characterization automatically suggests a 4-query test: pick random x, y, z ∈ F n and check whether the identity holds or not for that choice of x, y, z. More generally, consider the property of being a polynomial of degree at most d, for some fixed integer d > 0. The property is known to be PO testable due to independent work of [KR06, JPRZ04] , and their test is based upon a p d+1 p−1 -local characterization. Again, the test is simply to pick a random constraint and check if it is violated.
Indeed, for any q-locally characterized property P defined by constraints C1, . . . , Cm, one can design the following qquery test: choose an affine shift of a constraint Ci uniformly at random and reject only if the input function violates Ci. Clearly, if the input function f is in P, the test always accepts. The question is the probability with which a function ε-far from P is rejected. We show that for affine-invariant properties, this test always rejects with probability bounded away from zero for every constant ε > 0. In other words: Theorem 1.1. Every q-locally characterized affine-invariant property is PO testable withueries.
Subspace Hereditary Properties
Just as a necessary condition for PO testability is local characterization, one can formulate a natural condition that is (almost) necessary for testability in general. In the context of affine-invariant properties, the condition can be succinctly stated as follows:
Definition 2. An affine-invariant property P is said to be (affine) subspace hereditary if for any f : F n → [R] satisfying P, the restriction of f to any affine subspace of F n also satisfies P.
In [BGS10] , it is shown that every affine-invariant property testable by a "natural" tester is very "close" to a subspace hereditary property 1 . Thus, if we gloss over some technicalities, subspace hereditariness is a necessary condition for testability. In the opposite direction, [BGS10] conjecture the following:
Conjecture 1.2 ([BGS10]). Every subspace hereditary property is testable.
Resolving Conjecture 1.2 would yield a combinatorial characterization of the (natural) one-sided testable affine-invariant properties, similar to the characterization for testable dense graph properties [AS08a] . Although we are yet unable to confirm or refute the full Conjecture 1.2, we can show testability if we make an additional assumption of "bounded complexity". Theorem 1.3 (Informal). Every subspace hereditary property of "bounded complexity" is testable.
The last three authors believe that a property of unbounded complexity is not necessarily testable, and Conjecture 1.2 is false in its full generality. We will formally define complexity later on, but for now, it is enough to know that it is an integer that we will associate with each property (independent of n). Also, q-locally characterized properties are of complexity at most q. All natural affine-invariant properties that we know of have bounded complexity (in fact, most are locally characterized). So, the subspace hereditary properties not covered by Theorem 1.3 seem to be mainly of theoretical interest.
Degree-structural Properties
The conditions required in Theorem 1.1 and Theorem 1.3 are very general, and so we expect that they are satisfied by many interesting algebraic properties. This, in fact, turns out to be the case. We show that a class of properties that we call degree-structural are all locally characterized and are, hence, testable by Theorem 1.1.
We postpone the definition to Definition 3 below, and instead first give some examples of degree-structural properties. Let d be a fixed positive integer. Each of the following conditions defines a degree-structural property.
• Degree d: The degree of a function F : F n → F as a polynomial is at most d;
• Splitting: A function F : F n → F splits if it can be written as a product of at most d linear functions.
• Factorization: A function F :
• Sum of two products: A function F : F n → F is a sum of two products if there are polynomials G1, G2, G3, and G4 such that F = G1G2 + G3G4 and deg(Gi) d − 1 for i ∈ {1, 2, 3, 4}.
• Having square root: A function F :
• Low d-rank: For a fixed integer r > 0, a function F :
In fact, roughly speaking, any property that can be described as the property of decomposing into a known structure of low-degree polynomials is degree-structural. Formally:
Definition 3. Given an integer c > 0, a vector of nonnegative integers d = (d1, . . . , dc) ∈ Z c 0 , and a function Γ : F c → F, define the (c, d, Γ)-structured property to be the collection of functions F : F n → F for which there exist polynomials P1, . . . , Pc :
We say that a property P is degree-structural if there exist integers σ, ∆ > 0 and a set of tuples
We call σ the scope and ∆ the max-degree of the degree-structural property P.
It is straightforward to see that the examples above satisfy this definition. Our main result for degree-structural properties is the following: Theorem 1.4. Every degree-structural property with a bounded scope and max-degree is a locally characterized affineinvariant property.
Combining this with Theorem 1.1 implies PO testability for all degree-structural properties.
FORMAL VERSION OF THE MAIN RE-SULT
In this section, we describe our main result, Theorem 1.3, rigorously. Theorem 1.1 follows as a corollary. We first need to set up some notions. Just as a locally characterized property can be described by a list of constraints, subspace hereditary properties can also be described similarly, but here, the number of constraints can be infinite. For affineinvariant properties, we can represent the constraints in a very special form, as "induced affine constraints". We first describe these, then define the notion of complexity, and finally state the theorem.
Affine constraints
A linear form on k variables is a vector = (w1, w2, . . . ,
. . , w k ) is said to be affine if w1 = 1. From now, forms will always be assumed to be affine. We specify a partial order among affine forms. We say that (w1, . . . , w k ) (w 1 , . . . , w k ) if |wi| |w i | for all i ∈ [k], where | · | is the obvious map from F to {0, 1, . . . , p − 1}. . An affine constraint is a collection of affine forms, with the added technical restriction of being downward-closed with respect to . 
Any subspace hereditary property can be described using affine constraints and forbidden patterns, in the following way.
Definition 5.
An
m .
Given such an induced affine constraint (A, σ), a function f : F n → [R] is said to be (A, σ)-free if there exist no x1, . . . , x ∈ F n such that (f (a1(x1, . . . , x )), . . . , f (am(x1, . . . , x ))) = σ. On the other hand, if such x1, . . . , x exist, we say that f induces (A, σ) at x1, . . . , x .
Given a (possibly infinite) collection
is said to be A-free if it is (A i , σ i )-free for every i 1.
As an example consider the property of having degree at most 1 as a polynomial, for function f : F n → F. It is easy to see that f satisfies this property if and only if f (x1)−f (x1 + x2) − f (x1 + x3) + f (x1 + x2 + x3) = 0 for all x1, x2, x3 ∈ F n . The connection between affine subspace hereditariness and affine constraints is given by the following simple observation.
Observation 2.1. An affine-invariant property P is subspace hereditary if and only if it is equivalent to the property of A-freeness for some fixed collection A of induced affine constraints.
Proof. Given an affine invariant property P, a simple (though inefficient) way to obtain A is the following: For every integer n > 0 and function f : F n → [R] that is not in P, we include in A the constraint (A f , σ f ), where 1, z1, . . . , zn) : z = (z1, . . . , zn) ∈ F n } and σ f is set to f . From here it is easy to see that the property defined by A is contained in P, while containment in the other direction follows from P being affine-invariant and hereditary.
The other direction of the observation is trivial.
Complexity of linear forms
Green and Tao, in their seminal work on arithmetic progressions in primes, introduced the following notion of complexity of linear forms. The following lemma can be proved using iterated applications of the classical Cauchy-Schwarz inequality. It explains the term "Cauchy-Schwarz complexity", and illustrates its importance. 
where || · || U d+1 is the (d + 1)-th order Gowers norm which is defined in Subsection 3.1 below. 
Given a collection
A = (A 1 , σ 1 ), (A 2 , σ 2 ), . . . , (A i , σ i ) of
Statement of the main result
. . } of induced affine constraints that is of complexity d, there are functions qA : (0, 1) → Z + , δA : (0, 1) → (0, 1) and a tester T , which, for every ε > 0, makes qA(ε) queries, accepts A-free functions and rejects functions ε-far from A-free with probability at least δA(ε). Moreover, if A is of finite size, or equivalently locally characterized, qA is the constant equal to the locality of A which is independent of ε.
We do not have any explicit bounds on the functions qA or δA because the analysis depends on previous work based on ergodic theory. It would of course be interesting to have explicit bounds for some of the properties described in Section 1.2 and Section 1.4.
Let us lastly note that Theorem 1.1 is quite nontrivial even if A consists only of a single induced affine constraint of complexity greater than 1. Indeed, it was not known previously how to show testability in this case. We give more details about past work in Section 4.
OVERVIEW OF PROOFS

Testability
Let us now give an overview of our proof of Theorem 2.3. For simplicity of exposition, assume for now that A consists only of a single induced affine constraint (A, σ) where A is the tuple of linear forms (L1, . . . , Lm), each over variables, and σ ∈ [R] m . Let d be the complexity of the constraint. Suppose that f :
, 1} be the indicator function for the set f −1 ({i}). Our goal will be to show that, if f is ε-far from (A, σ)-free, then:
for some function δ : (0, 1) → (0, 1). If Equation (1) is true, then a valid test would be to simply pick points uniformly at random and reject only if f (L1(x1, . . . , x )) = σ1, . . . , f (Lm(x1, . . . , x )) = σm. Studying averages of products, as in (1), has been crucial to a wide range of problems in additive combinatorics and analytic number theory. Szemerédi's theorem about the density of arithmetic progressions in subsets of the integers is a classic example. Szemerédi's work [Sze75] arguably initiated such questions in additive combinatorics, but the major development which led to a more systematic understanding of these averages was Gowers' definition of a new notion of uniformity in a Fourier-analytic proof for Szemerédi's theorem [Gow01] . In particular, Gowers introduced the Gowers norm · U d+1 , which allows us to say the following about (1): If f1 U d+1 < ε, f2, . . . , fm are arbitrary functions that are bounded inside [−1, 1], and L1, . . . , Lm are linear forms of complexity at most d, then
This observation leads to the study of decomposition theorems, that express an arbitrary function f as a sum of two functions g and h, where g is "structured" in a sense we describe soon and h has low (d + 1)-th order Gowers norm. Decomposing each f (σ i ) in this way into g (σ i ) and h (σ i ) , substituting into Equation (1) and expanding, we get inside the expectation a sum of 2 m terms. 2 m − 1 of these terms contain some h (σ i ) in the product and can be bounded by (2). In fact, we can make the Gowers norm small enough that we can effectively discard all these terms inside the expectation. The term remaining is the product of the "structured" functions:
and the goal is to lower-bound this expectation.
To describe the structure of g, let us go over how the decomposition into g and h is obtained. Given an arbitrary function f , if f U d+1 is small, then we are already done. Otherwise, we repeatedly apply the Gowers inverse theorem to find a finite collection of polynomials P1, . . . , PC of degree d such that f = Γ(P1, . . . , PC )+h, where h U d+1 is small and Γ is some function. But there is a catch in this nicelooking structural theorem: If p > d, P1, . . . , PC are indeed "classical" degree-d F-valued polynomials over F n . However, in our setting, where p is a fixed small constant, such a decomposition may no longer hold. Indeed, [GT09, LMS08] proved that if f equals the symmetric degree-4 polynomial and d = 3, we have an explicit counterexample to such a claim. Fortunately, Bergelson, Tao and Ziegler [BTZ10, TZ10, TZ11] showed that it is possible to salvage the decomposition theorem if we are willing to replace "classical" Fvalued polynomials by "non-classical" polynomials that may take values over Z p k for some integer k. More precisely, a non-classical polynomial of degree d is a function P from F n to Z p k such that the (d + 1)-th order derivative of P is zero. The integer k − 1 is called the "depth" of P . Classical polynomials have depth 0.
We use the result of [TZ11] to obtain non-classical polynomials P1, . . . , PC of degree d such that each g (σ i ) = Γi(P1, . . . , PC ) for some function Γi. We return now to the goal of lower-bounding Equation (3). By a sequence of steps already introduced in [BGS10] and [BFL13] (inspired by similar techniques on graph property testing in [AFKS00, AS08b, AS08a]), we reduce to the problem of lower-bounding the probability:
Pi(Lj(x1, . . . , x )) = bi,j   where each bi,j is an arbitrary fixed element in the range of Pi. That is, we want to show that the polynomials {Pi • Lj | i ∈ [C], j ∈ [m]} behave like independent random variables distributed nearly uniformly on their range. Of course, this cannot be completely true. For example, if Pi is linear, Pi(x1 + x2 + x3) − Pi(x1 + x2) − Pi(x1 + x3) + Pi(x1) is identically zero and so, {Pi(x1 + x2 + x3), Pi(x1 + x2), Pi(x1 + x3), Pi(x1)} are correlated. Moreover, because the polynomials are non-classical, pP , that is P multiplied by the prime p, is a non-constant polynomial of lower degree than P and satisfies other identities not satisfied by P itself. What we show is that if the collection of polynomials P1, . . . , PC is of high rank, then besides correlations which are forced by the degree and depth of the polynomials, there are no other dependencies. This equidistribution result for high rank nonclassical polynomials is the technical crux of our work. Our proof technique is very different from the similar equidistribution claim in [HL11a, HL11b] for classical polynomials, since that proof uses the monomial structure of classical polynomials.
Let us briefly describe what we mean by a high rank collection of non-classical polynomials P1, . . . , PC . The rank of the collection is equal to the minimum integer r 0 for which there exist integers λ1, . . . , λC such that λ1P1, . . . , λC PC are not all identically zero but C i=1 λiPi = Γ(Q1, . . . , Qr) for some r polynomials Q1, . . . , Qr each of degree strictly less than maxi deg(λiPi) and some function Γ. So, if the rank of a collection of polynomials is high, that means that no linear combination of the polynomials, unless it is trivially zero, has an explanation in terms of a small number of lower degree polynomials. Intuitively, a high rank collection of degree d polynomials is like a random or generic collection of degree d polynomials. It does not have unexpected lowdegree correlations, and it is robust to common operations such as taking projections or multiplying by constants or taking derivatives. This finishes the high-level overview of the proof, although there are some additional issues that we have swept under the rug. One problem is that the decomposition theorem actually decomposes a given function f to a sum of three functions f1, f2, f3, not into two functions g and h as in the description above. The functions f1 and f2 correspond to g and h respectively, and f3 is an additional function that has low L 2 -norm. Now, the proximity to equidistribution of the non-classical polynomials P1, ..., PC describing f1 and the bound on the Gowers norm of f2 can both be made arbitrarily small as a function of C, and are thus, essentialy negligible for the purposes of the proof. On the other hand, the bound on the L 2 -norm for f3 is only moderately small and cannot be made to decrease as a function of the complexity of the decomposition. To get around this issue, we use a sequence of two decompositions, and make the norm of f3 decrease as a function of the size of the first decomposition. We hope that these iterated decomposition theorems (proved in a prequel [BFL13] to this paper) are of independent interest.
Degree-Structural Properties
Next, we give an overview of our proof of Theorem 1.4. For the sake of concreteness, let us focus on a particular degree-structural property, say, the property P of having a square root as defined in Section 1.4. To show that P is locally characterized, we find a constant K = K(P) such that if a function F : F n → F does not have a square root, then there must exist a subspace H of dimension K such that F restricted to H also does not have a square root.
So, suppose we are given a function F : F n → F such that n K and every hyperplane restriction has a square root of degree d/2. This automatically implies that deg(F ) d. We first regularize F , meaning that we find polynomials P1, . . . , PC of degree d such that P1, . . . , PC are of high rank and F = Γ(P1, . . . , PC ) for some function Γ. Note that here, just like in the proof of the testability result, we need to allow P1, . . . , PC to be non-classical polynomials. Now, for some i such that F |x i =0 has a square root, let P 1 , . . . , P C be the restrictions of P1, . . . , PC to xi = 0. So, Γ(P 1 , . . . , P C ) = G 2 for some polynomial G. The polynomials P 1 , . . . , P C can be shown to be of high rank also. This implies that we can extend the collection of polynomials P 1 , . . . , P C to P 1 , . . . , P C , Q1, . . . QD such that the new collection is also of high rank and G = ∆(P 1 , . . . , P C , Q1, . . . , QD) for some function ∆. Hence:
Because of the high rank of the collection {P 1 , . . . , P C , Q1, . . . , QD}, the equidistribution result described in the last section allows us to conclude that in fact: Γ(x1, . . . , xC ) = (∆(x1, . . . , xC , y1, . . . yD)) 2 for all x1, . . . , xC , y1, . . . , yD in the ranges of P 1 , . . . , P C , Q1, . . . , QD respectively. Therefore, if we setG = ∆(P1, . . . , PC , 0, . . . , 0), then F =G 2 . It is immediate 2 that deg(G) d/2, and so, F has a square root.
It is curious that our proof of Theorem 1.4, which is entirely about classical polynomials, requires the use of nonclassical polynomials. Also, as we mentioned earlier, there are no effective bounds on K(P) that arise from our argument. It would be very interesting to obtain better bounds (both upper and lower bounds) on the locality of degreestructural properties.
COMPARISON WITH PREVIOUS WORK
This work is part of, and a culmination of, a sequence of works investigating the relationship between affine-invariance and testability. As described, Kaufman and Sudan [KS08] initiated the program. Subsequently, Bhattacharyya, Chen, Sudan and Xie [BCSX11] investigated monotone linear-invariant properties of functions f : F n 2 → {0, 1}, where a property P is monotone if it satisfies the condition that for any function g ∈ P, modifying g by changing some outputs from 1 to 0 does not make it violate P. Král, Serra and Vena [KSV12] and independently Shapira [Sha09] showed testability for any monotone linear-invariant property characterized by a finite number of linear constraints (of arbitrary complexity). For general non-monotone properties, Bhattacharyya, Grigorescu, and Shapira proved in [BGS10] that affine-invariant properties of functions in {F n 2 → {0, 1}} are testable if the complexity of the property is 1. Earlier this year, Bhattacharrya, Fischer and Lovett in [BFL13] generalized [BGS10] to show that affine-invariant properties of complexity < p are testable. Thus, for p = 2, the state of art remained in the same. In this paper, we only have to restrict the complexity to be bounded, but the bound can be independent of p.
In terms of techniques, the general framework of the proof for testability here is very much the same as in [BGS10] or [BFL13] . However, the main difference here is that we work with collections of non-classical polynomials, rather than classical ones. Because the degrees of non-classical polynomials can change when multiplied by constants, the notions of rank and regularity get much more subtle. We need to show a new version of a "polynomial regularity lemma" which allows us to decompose a given polynomial collection into a high rank collection of non-classical polynomials. Also, as discussed earlier, we establish a new equidistribution theorem for non-classical polynomials. We expect that these results will be of independent interest.
At a high level, the argument to prove our main theorem mirrors ideas used in a sequence of works [AFKS00, AS08b, AS08a, FN07, AFNS06, BCL
+ 06] to characterize the testable graph properties. In particular, the technique of simultaneously decomposing the domain into a coarse partition and a fine partition with very strong regularity prop-
