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INTRODUCTION
Various models have been developed to estimate (forecast) the cost of buildings (Newton, 1991) . These include the application of regression analysis (c.f. McCaffer, 1975; McCaffer et al., 1984; Skitmore and Patchell, 1990; Trost and Oberlender, 2003; and Lowe et al., 2006a) , Lowe 
METHODOLOGY
The initial impetus for the research arose from the paucity of data available that can provide reliable information about the relative costs of using different procurement routes. However, it soon became apparent that this variable cannot be isolated from the other cost significant variables that influence the cost of a building. (Harding et al., 1999) .
Input and output variables
The data collected were divided into independent input variables and dependent output variables (Emsley et al., 2002) .
Two independent variables were identified -construction cost and client costs, which may be combined to give the total cost to the client. A criticism of previous cost models is that they used only the tender price to evaluate cost, whereas, in reality, the cost to the client of a building contract is the final contract sum. This is very rarely the same as the tender price and Corbett and Rowley (1999) suggested that the final account sum should be made available to cost planners, whereas the BCIS, for example, only provide the tender price. The analysis described here has utilized final account figures as the construction cost output variable. In addition, the whole cost to the client includes not only the final contract sum but also the client's additional costs (client costs). These include: planning, building regulation, site investigation, architect, structural/civil engineer, quantity surveyor, planning supervisor, employer's agent, mechanical engineer, and landscape architect fees, plus the client's administrative charge and the cost of resources provided by the client.
An extensive literature review identified numerous predictor (input) variables. These were finally reduced to 41 variables, which it was believed would be known at the early estimating stage (the stage at which the models are intended to be used). The predictor variables were further categorised as project strategic, site related or design related, and are tabulated in Table 1 .
<<<< Insert Table 1 about here >>>>
The variables of time and geographic location were accommodated through the application of the BCIS cost indices to bring all projects to a common location and base date. Also, where projects included external works, demolition, fittings or specialist services, their associated costs were removed from the final account figure, and appropriate proportions were removed from the contract preliminaries and clients' costs (Harding et al., 2000) . This was done because these costs are subject to wide variation, largely independent of the main variables defining the building. For example, for the projects where data were collected, the cost of external works varied from 1% to 30% of the total contract sum. Such variation makes these features impossible to model accurately and they are more reliably estimated independently.
Data collection
In total, the data collection programme resulted in the collection of 288 full data-sets from predominantly primary sources, supplemented by some secondary data.
Primary sources
The professional collaborators provided a great deal of the data required and contact was also established with organizations, primarily Quantity Surveying and Project Management practices, that were willing to provide data. A data pro-forma was developed to assist both the researchers and, more importantly, those collaborators willing to carry out the data retrieval themselves. This method of collection provided the great majority of building cost analyses. A total of 39 offices were visited from 20 different organisations across the United Kingdom.
Secondary sources
The BCIS publishes cost analyses for construction projects, which fulfilled the data requirements, except for the following information:
In order to obtain this additional information, a questionnaire was administered and sent to BCIS subscribers, yielding 29 sets of data.
In addition to these questionnaires, data were obtained from a much more extensive mail-shot administered to 1239 practising quantity surveyors, all of whom had been canvassed by telephone, but this yielded only 6 additional projects. A more detailed account of the data collection issues can be found in Harding et al. (2000) .
Data representation
The way the predictor variables are represented fell into four distinct groups. The first of these groups comprised variables which are real numbers, for example, duration and no. lifts. Where the range of these variables differed by more than one order of magnitude it was more appropriate to use the logarithm of that value, to ensure that the range of values was more evenly distributed.
The remaining variables are categorical variables that represent one of a choice of categories.
As a general rule it is best that a single input is used for a variable only when that variable has some meaning as a single variable (Tarassenko, 1998) . That is to say, if the value of the variable increases then it must represent an increase of some factor which influences the outcome of the model. For some variables, obtaining such an order was simple. For example, with site access there is clearly an order between unrestricted, restricted and highly restricted, inasmuch as an increase in the restriction to access will be expected to cause an increase in cost. Therefore this variable can be represented by a single input.
There were a great many more variables for which no such order was immediately apparent, for example, internal wall finishes, where the variable represents the cost of different material combinations which will make up the finish. The value of the input was set to be the standard cost per m 2 of each finish, which provides an order proportional to how much each finish is expected to impinge upon the final building cost.
Finally, there are those variables where it is not possible to ascertain a standard cost and where there is a lack of consensus on comparative costs, so a consistent ordering which would apply in all circumstances cannot be obviously obtained. An example is frame type, which is categorised as 'in situ ', 'masonry', 'precast', 'steel' or 'timber' . This requires the use of binary input coding (yes/no) which is applied to each possible choice, thus treating each However, by analysing the data obtained for these variables (as described in this paper), it is possible that a consistent order may be obtained which will considerably facilitate any subsequent data modelling. Again, a more exhaustive description of the data representation issues can be found in Harding et al. (2000) .
Analysis
Data analyses were undertaken using the Statistical Package for the Social Sciences (SPSS for 
DATA EXPLORATION
Dependent variables
Construction Cost
Four measures of cost were observed: the raw cost (COST), the natural logarithm of the cost (LNCOST), cost/m 2 (COSTM 2 ) and the natural logarithm of the cost/m 2 (LNCOSTM 2 ) As construction cost is to be used as an output for the modelling and will be minimised by least squares, it is important that the cost measure is as close to normal as possible. Descriptive statistics for measures of cost are presented in Table 2 , showing the relative values of skewness and kurtosis.
<<<< Insert Table 2 about here >>>>
The high skewness and kurtosis are caused by the fact that most of the projects are of a low cost, while only a few have a very high cost. Thus most of the projects have a cost which is less than the mean (in fact, only 22% are higher than the mean). The skewness is still observed with the cost/m 2 , but much less so. Moving to the logs, it can be seen that the selection of a log value decreases the skewness and kurtosis, and subsequently means the data are more closely aligned to a normal distribution (based on Kolmogorov-Smirnov and Shapiro-Wilk tests of normality), suggesting that the log of cost/m 2 would be the most appropriate output for modelling purposes (although it was found that the cost/m 2 model gave the best neural network model (Emsley et al. 2002) ).
The main correlations (those higher than 0.5) on both the cost and the cost/m 2 are shown in Table 3 and 
<<<< Insert Tables 3 & 4 about here >>>>
Given that the correlation between cost and GIFA is so high, it was necessary to try to determine the effect of any correlations between GIFA and the other significant variables on the correlation between those variables and the cost. Therefore, a partial correlation on cost, controlling for GIFA, was performed ( Table 5 ) which shows that when GIFA is used as a control for the correlations, many of the high correlations on cost become much reduced.
Only two variables are relatively unaffected: client cost and lifts. It should be noted that only correlations above 0.5 are shown and they are all highly significant at the 0.001 level. Table 5 about here >>>>
<<<< Insert
Client Cost
Descriptive statistics for client cost are shown in Table Table 6 The main correlations (those higher than 0.5) on both the client cost and the client cost/m 2 are shown in Table 7 and Table 8 which show that the only variables which correlate well with client cost/m 2 are other cost related variables; in addition, many of the highly correlated variables are similar to those appertaining to cost. This is not surprising, as Table 9 shows that cost and client cost are well correlated.
<<<< Insert
<<<< Insert Tables 7, 8 & 9 about here >>>>
Independent project strategic variables
Descriptive statistics for project strategic related variables are shown in Table 10 , with the exception of duration, which is a variable measured on a continuous scale. The number of data sets collected are shown for each category of each variable in respect of both cost/m 2 and client cost/m 2 .
To remove the influence of building function on the construction cost/m 2 dependent variable a further variable was generated (Cost/m 2 )/Function)); that is, the Cost/m 2 of each project divided by the median Cost/m 2 for its broad function subgroup from the BCIS database to create a proportional value. Table 10 about here >>>> Table 11 gives details of the statistical tests which have been carried out between sub-groups of project strategic variables Table 11 
<<<< Insert
Contract form
As shown in Table 10 , contract form is grouped into 6 categories and significant differences between the categories were observed in all cost variables. However, this was also observed with many other cost significant variables, so it is entirely possible that the apparent relationship with cost arises from correlations with other variables.
Duration
Duration is well distributed, having a mean of 42.95 weeks, a range of 9-140 weeks, with skewness and kurtosis of 1.354 and 2.597 respectively. However, the log of duration follows a distribution that is very close to normal, having skewness and kurtosis of only 0.018 and -0.025 respectively. The test of normality does not permit rejection of the null hypothesis (that the distribution is normal) as its probability is 0.2.
Duration correlates highly with client cost (0.729 - Table 7 ) and cost (0.624 - Table 3) , storeys above ground (0.606) and envelope (0.520). Also, duration correlates very significantly with most measures of cost, controlling for GIFA (Table 5) 
Procurement strategy
With the exception of three projects, the procurement strategies for the data collected are divided between traditional and design & build.
Analysis of cost functions suggests that, once building function and GIFA are taken into account, there is a significant difference between procurement strategies. Design & build is 10.98% cheaper than traditional, and management is 25.79% more expensive than traditional.
Likewise, for client cost, design & build is 56.39% cheaper than traditional, and management is 14.8% more expensive than traditional. However, there are only three management projects in the data set, so these values should be treated with caution. The existence of significant differences in project cost between design & build and traditional procurement strategies was assessed by a t test and Mann-Whitney/Wilcoxon test which suggests that, even once building function and GIFA are taken into account, there is a significant difference between these two procurement routes.
Purpose
With the exception of one project, the project purpose categories for the data collected are divided between speculative and owner occupied.
The difference between the groups is best assessed using a T test and MannWhitney/Wilcoxon test. An analysis of variances is not valid because there is only one PFI project. The variation in the cost of the building by purpose type appears to be significant.
However, when the significant variation in GIFA is taken into account there are no significant variations in cost (cost/m 2 ). Conversely no significant variation in raw client cost is observed, but significant variations exist in the client cost/m 2 . This suggests that the project purpose is not a significant driver of the cost of construction. However, it appears to be a significant driver of client cost.
Tendering strategy
As shown in Table 10 , five tendering strategies were identified for the data collected. The significance of cost variations among these five categories is determined using analysis of variance, which shows that there is a significant difference in the construction costs between different tendering strategies, but no significant differences in the client cost. Therefore the means (of costs) have been used for ordering the variable. The order of the variables is consistent between these two cost measures, apart from partnering and selected competitive.
However, the difference between the two tendering strategy types is not significant for either cost measure. Therefore, the order obtained by the (cost/m 2 )/function cost measure is used, as the influence of function has been removed.
Independent site related variables
Descriptive statistics for site related variables are shown in Table 12 , plus test for differenves t 13 all of which are categorised so that there is an obvious relationship between the category and the influence of that variable on the output of the model.
<<<< Insert Tables 12 & 13 about here >>>>
Site access
It is expected that the cost of the building will become more expensive as the site access becomes more restricted. An analysis of variance test shows that these differences are significant and may be attributed to the expected relationship. 
Topography
While it may be expected that costs would increase as topography becomes more severe, this
is not shown to be the case. Analysis of variance, however, shows that the differences in costs due to topography are not significant.
Type of location
An analysis of variance enables the null hypothesis to be accepted which shows that the cost, GIFA and function vary significantly across the different location types. However, while there is a significant difference in client cost, it is likely that this arises from the correlation between client cost and GIFA. The fact that there is not a significant difference for client costs/m 2 supports this. The hypothesis that the significant variations of cost/m 2 arise from variations of function among the location groups was tested. This was done by expressing the cost/m 2 as a proportion of the building function (the BCIS mean tender price for that function). By performing an analysis of variances on this variable, it can be shown that, when differences in the cost of different building function are taken into account, there appears to be no significant cost difference between different location types.
Site nature
The distribution of this variable was assessed using a t test. Significant differences are found in respect of cost/m 2 . However, when building function is taken into account the difference is no longer significant.
Independent building definition variables
Lowe,&D&J,!Emsley,&M&W&and&Harding,&A& ( Descriptive statistics for the construction cost of building definition variables are given in Table 14 , while further descriptive statistics for the categorical building function related variables are shown in Table 15 .
<<<< Insert tables 14 & 15 about here >>>>
Envelope and Wall-to-floor ratio
Envelope is highly positively skewed; most of the projects appear in the 0-1000 m 2 bracket but there are a small number of very large buildings in the data.
The envelope can also be expressed in two other ways: the log of the envelope and the wall- (Tables 16 and 17 respectively) which show that many of the correlations are significant at p = 0.001. This suggests that the log of the envelope is the most appropriate variable to use as a predictor of cost.
Envelope correlates well with GIFA, cost, client cost, height and duration (see Table 16 and Table 18 ). Table 18 Tables 16 and 18 ). The high correlation between function and cost/m 2 is due to the way that function has been represented.
GIFA (Gross internal floor area)
GIFA is the most significant cost-influencing variable, as it represents the size of the building.
Therefore, its spread is important in determining the spread of the data. GIFA has high skewness and kurtosis but the log of the GIFA is more normally distributed; a test of normality shows that the log of GIFA does not deviate from the normal distribution significantly.
GIFA correlates strongly with the following variables: envelope, cost, client cost, height, wall-to-floor ratio and lifts. In comparison, Elhag and Boussabaine (2001) found GIFA to correlate significantly with the tender price (0.940), duration (0.660) and number of storeys (0.480).
The Pearson correlation coefficients for the factored and unfactored GIFA with the major cost variables are shown in Table 17 in order to permit the most appropriate representation of floor area. This suggests that the log of the GIFA is the most appropriate representation for a model, which predicts the log of the cost. However, when predicting the cost/m 2 the correlation is much lower, and there appears to be some disparity between the effect of the factored and unfactored variable as one is negative and the other positive. It is therefore recommended that both representations be considered for inclusion in any models to be developed and the more significant of the two selected.
Height
Height has high skewness and kurtosis but correlates significantly with envelope, GIFA, cost, In order to determine whether the factored or unfactored variable should be used, the Pearson correlation coefficients on the major cost variables are presented in Table 17 . This suggests that the factored variable (the log) is only appropriate for models which predict the log of the raw cost.
Quality
Quality is an ordinal 5-point scale, as shown in Table 15 . Nearly half the projects are defined as being "medium" quality. Only around 20 projects each are described as being of low or low-medium quality. The former is simply a measure of the fact that very few clients/QSs would admit that the quality of a building is low. Quality correlates strongly with no variables, but has smaller (statistically significant) correlations with many cost, finish related and mechanical and electrical (M&E) related variables, which is consistent with the hypothesis that there is an overall level of specification, which these variables will tend to follow. The fact that quality correlates with cost is a function of the fact that buildings of a higher specification will cost more.
Shape complexity
The cost/m 2 results suggest that the order is correct, confirming Ashworth's (2004) assertion that the more complex the shape, the higher the cost. However, there is only a small difference between low and medium category buildings. Further, when variations in function are taken into account, the results suggest that buildings of medium shape complexity are actually less expensive than those of low complexity. This was assessed by a T test, as shown in Table 19 .
<<<< Insert table 19 about here >>>>
This suggests that the differences in cost could have arisen by chance. It is possible that the increase in cost one intuitively expects when moving from a building of low shape complexity to one of medium complexity is small in comparison to the standard error of the mean costs.
Thus random variations in the cost could be higher than the cost difference itself, and mask the true effect. However, it is also possible that the apparent variation arises from correlations with other cost significant variations. Perhaps the best suggestion is that the three possible orders for the variables are tested for inclusion within a stepwise regression. The order that
gives the highest value of T for inclusion would then be the most appropriate order. 
Storeys above ground
The high kurtosis of storeys above ground arises from the fact that over half of the projects are less than 2 storeys high and the representation of a higher number of storeys is quite low, possibly lending itself to representation in logarithmic form. The log of storeys above ground is better spread out, with kurtosis and skew of 0.900 and 0.367 respectively. However, there are still two very large peaks at the values corresponding to one and two storeys, and this makes the distribution fail the test of normality. The most suitable of the raw and logarithmic values to use is estimated from the Pearson correlation with the cost variables ( Table 20) which suggests that the unconverted value should be used for all cost values except the log of cost/m 2 .
<<<< Insert table 20 about here >>>>
Those variables with a strong correlation with storeys above ground are client cost, duration, 
Storeys below ground
230 of the projects analysed had no basement storeys and so no strong correlations (above 0.5) were observed; the highest correlation was with site access (0.426).
Structural units
The distribution of structural units is highly skewed, as only 21% of the projects have a value of more than 1. This could make it suitable for expression as a logarithm, however, taking the log does not yield a substantial improvement in the distribution.
Structural units does not correlate well with other descriptor variables. The highest correlation is with envelope (0.362).
CONCLUSIONS
This, the first of two papers, seeks to redress the omission in recent literature on the influence of project strategic, site related and design related variables on the cost of construction, by presenting the results of an investigation into the influence of 41 independent variables on both construction cost and client on cost. Data were collected from 286 construction projects in the United Kingdom and analysed to determine the relationships that exist between the dependent and independent variables.
The analysis confirms the strong relationship between construction cost and client cost and between those two measures of cost and GIFA, indicating that the most appropriate output for modelling purposes is cost/m 2 or log of cost/m 2 , both of which are more closely aligned to the normal distribution. In addition to client cost and GIFA, construction cost is well correlated with envelope, height, upper floors, lifts and duration. As expected, client cost correlates well with those variables which correlate well with construction cost.
In respect of project strategic variables, analysis suggests that, once building function and GIFA are taken into account, there is a significant difference between procurement strategies in terms of both construction and client cost; design & build is significantly cheaper than traditional. In respect of tendering strategy, where five categories were observed, there is a significant difference in the construction costs between different tendering strategies, but no significant differences in the client cost. Therefore the means (of costs) have been used for ordering the variable. Conversely, once GIFA is taken into account, there are no significant variations in construction cost in respect of purpose (speculative or owner occupied) although there are significant variations in client cost/m 2 .
In respect of site related variables, it was found that as site access became more restricted there was a significant increase in cost. Brownfield sites were also significantly more costly than greenfield sites and centrally urban located sites were more costly than sites located rurally. However, when building function is taken into account these differences are no longer significant. Conversely, an increase in the severity of the topography of the site led to a decrease in costs, although the cost differences were not significant.
In respect of the building function variables, GIFA is the most significant cost influencing variable and it correlates well with envelope, cost, client cost, height and wall-to-floor ratio an lifts. The log of GIFA does not deviate significantly from the normal distribution and it is suggested that this is the most appropriate way to represent GIFA in any modelling. The same observation can be made in respect of height. Quality correlates strongly with no variables, but has smaller (but still statistically significant) correlations with many cost, finish related and services installations variables, which is consistent with the hypothesis that there is an overall level of specification, which these variables will tend to follow.
Overall, the analyses described in this paper have established the core relationships which exist within the data and confirmed many of the relationships that had been anticipated from the literature. It also established the ordinal sequence of several nominal variables. These data, therefore, can be confidently used to develop models of the total cost of construction. 
