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ABSTRACT
Closed networks of queues models have been found by several authors
to be computationally simple but surprisingly accurate in predicting the
steady-state behavior of flexible manufacturing systems for given parameters.
Little or no attempt has been made previously, however, to exploit their
mathematical structure to implement efficient production optimization algorithms.
In this study, the problem of optimal flow allocation in a system is stated
using a general class of closed networks of queues, the expressions for the
gradient of the objective function are derived, and it is shown that as the
number of parts, N, in the system grows, the problem degenerates into a
simpler min-max problem which can be stated as an LP.
The results of a case study indicate that the solutions derived using
the network approach are in good agreement with the solutions derived using
a multicommodity flow approach. Moreover, the solutions of the asymptotic
problem seem to apply also for conditions far from saturation.
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1. INTRODUCTION
This volume deals with the optimization of flows in a flexible
manufacturing system. This problem, also referred to as scheduling
or loading, is usually approached by considering only the workload
time constraints at the machines and disregarding an important component
of the total production time, namely the waiting times.
To include this aspect in the problem, one has first to define a.
model which describes how a given set of flows affects the queues
and the overall throughput.
In Vol.II of this report [23] an approach is presented which models
the system as a multicommodity flow network. This volume presents an
alternative approach which models the system as a closed network of
queues.
Closed networks of queues provide a satisfactory analytical model
with which to study the steady state behavior of flexible manufacturing
systems. These models have been used mostly as a fast and cheap al-
ternative for more expensive simulation programs in what-if or exhaustive
search analysis [1,2]. Little or no attempt has been made to exploit
their mathematical structure to implement efficient optimization algorithms.
This volume describes a few preliminary results in this direction.
The problem of optimal flow allocation in the system is stated using
a general class ofclosed networks of queues, which is simple enough to
be handled, but at the same time very effective as a model. In Section
2 we define this class and we state the expressions to be used by the opti-
mization algorithm. The optimal flow problem is then stated and discussed
in Section 3.
The features of the problem, when the system approaches saturation
are examined in Section 4, where we show that the optimal flow alloca-
tion satisfies an LP problem. A case-study is examined in Section 5
to clarify the approach and leads to several interesting insights
concerning the properties of the optimal solution. It has been found
that optimal allocation is not necessarily "balanced" (i.e., equivalent
-1-
-2-
machines may have different workloads at the optimal point). Furthermore,
the solution to the asymptotic problem is a good initial guess for the
algorithm even at production levels not close to the saturation. Areas
of future work are briefly indicated in Section 6, and the conclusions
are drawn in Section 7.
-3-
2. MODEL DESCRIPTION AND ANALYSIS
2.1 Introduction
The objective of this section is two-fold: (1) to describe the
class of networks which are the models assumed by our optimization ap-
proach; (2) to state in a self-contained fashion the algorithms required
to analyze the model and to optimize its performance.
The class of networks discussed is substantially the same as those
introduced recently by Solberg [1] to model a flexible manufacturing
system. Its accuracy is amazing considering the assumptions of the
model.
The original interest in this model and the first analysis of it
are due to Jackson [9], who identified its potential as a tool to examine
job-shop operations. The further developments of the theory must be
credited to computer scientists, who used the model to evaluate computer
performance [5]. Thanks to their effort good algorithms are available
nowadays to analyze it.
This section is an attempt to draw together the published results
relevant to the optimization problem. Some effort has been made to pre-
sent them in a self-contained way, as the body of the relevant literature
is widely scattered.
In Section 2.3 the steady state solution for the network state is
derived following Muntz's approach [15], which is the most appealing.
Buzen.s.-algorithm [1:2] is derived in Section 2.4, while Section 2.5 pre-
sents the generating function approach [14], which can be considered a
z-domain version of Buzen's convolutional method in the n-domain. This
approach is used to derive some closed form expressions for quantities
of interest.
The remaining sections, except for the last, state the best published
algorithms to compute the performance quantities relevant to the opti-
mization problem.
Section 2.10 examines the behavior of the model in conditions.
approaching saturation, which is probably the prevailing operation
condition for a production system. The results presented in the section
-4-
show that for large N the multicommodity flow approach. [see Vol. II] and
our approach are consistent.
No result in this section is new. The proof of the major theorem
presented in the last section appears to be new.
2.2 Model Assumptions
The optimization problem assumes a network of queues having the
following properties:
(i) The network includes M stations., which can be either
single-server (SS), multiple-server (MS) (in which.
station i has L. servers) or infinite-server (IS);
(ii) Each station operates according to a first come -first
serve (FCFS) discipline;
(iii) The network is closed i.e., N clients (referred to also
as pallets or workpieces) circulate in the system;
(iv) Only one class of clients is allowed;
(v) Service times are exponentially distributed;
(vi) Transition probabilities (p.ij) from one station to
another are time- and state-independent and define
a single chain embedded Markov process;
(vii) Each station has room for N clients.
Such a class of networks has the advantage of being analytically
tractable [3,4] and is capable of effectively modelling a flexible
manufacturing system [1,2].
Modelling is a task which can be carried out in a relatively straight-
forward manner, with the possible exception of the transportation
system the modelling of which requires some ingenuity [1,2] For a
special type of transportation system, a MS' station operating (i.e.
the transportation system acting as a central server) like the C.P.U.
of Buzen's model of a computer [5] has been suggested and has proven quite
-5-
effective [1]. This same topology has been used to model a conveyor
belt type material handling subsystem also with good results [2 ]. The
procedure to implement this model is described in another volume of this
report [2].
For more complicated lay-outs (e.g., multiple loops) aggregating all
transportation links into one central server may mask possible bottlenecks
at some links. In these instances, it may be preferable to model each
or some of the links as an MS station (Fig. 1) with a number of servers
equal to the physical capacity of the link.
A MS station can also be modelled as an IS station if the probability
of waiting at the station is remote. This practice is recommended
because it speeds up the computation, as shown below.
Before dealing with computational issues, it is worth mentioning that
this model has shown to be satisfactory indeed and this fact has puzzled
the experts since many assumptions of the model are by no means realistic.
Assumption (ii) and (vi) rule out any control scheme which. assign stations
or priorities to workpieces according to some rationale. No dispatching
strategy [6,7] violating assumption (ii) can be accounted. The processing
time at any station is modelled as a single exponentially distributed random
variable, according assumptions (iv) and (v).
An explanation of the good behavior of the model is yet to be found
[8].
2.3 Steady State Probability Density Function of the.-Network
The model just discussed is a special case of the closed Jackson
network [9]. The state of the system at any time is defined by the
vector
n= {n1 , n2 ..., nM
where
ni = number of clients at station i (waiting or being
served)
-6-
EXAMPLE
WS#1 WS #2
PHYSICAL LAY-OUT:
Load Unload
Pot
MODEL 1: CENTRALIZED
Po2
TRANSPORTATION SYSTEM T 2l"--" ,
PoL\
MODEL 2: DISTRIBUTED J i : 
TRANSPORTATION SYSTEM
Fig. 1 Comparison of Centralized and Distributed Transportation
System Models
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Solutions for the steady state probability density function (p.d.f.)
of n were found by Jackson 19], and by Gordon and Newell [3 ].
The model can also be considered as.a subset of a wider class of
networks studied by Basket, Chandy, Muntz and Palacios [4]. Queues in-
cluded in this class are of the so called M + M type [10], which enjoy
the property that if the incoming flow of clients is- Poisson, the outgoing
flow is also Poisson. Muntz showed that networks, which. integrate M -* M
queues and where clients flow from one queue to the other with transition
probabilities pij independent of time or state have a steady state p.d.f.
of the product form [10,15]. The construction of the' steady state p.d.f.
P(n) requires as a preliminary step the computation of the relative
flows in the network. Let
e. = flow of clients at station i
1
p.. = transition probability of a client from station i
to station j
Then ei must satisfy the flow balance equations:
M
e. = p..e. j=l, .. ,M (1)
i=l1 1
Since the system is homogeneous, it is clear that the absolute level of
ei cannot be determined. In fact if e* is a solution of (L), Ke* iss also
a solution (where K is a scalar). For this reason any solution of (:1)
will be addressed as the relative flows of the network..
By assumption (VI), if one flow, say e , is fixed all the. remaining
flows are also determined. This property will be used extensively in
the sequel.
To construct the steady state p.d.f. of n, all we need is any non-
zero solution of (1). In practice however it may be advisable for com-
putational reasons to set the relative flow- at some station at some
suitable level.
As the next step we ideally take station i (.=l,.. ,M)h out of the
network and we compute the p.d.f. P. (ni) of the clients of station i
in this condition, referred to as stand-alone.
-8-
Assume that station i is stand-alone and that the incoming flow of
of client is Poisson with rate e, determined at step 1.
The p.d.f. P. (n.) can be found in any queuing theory text.
--1 1
Let:
e.
X. = _ (2)1 Vi
be the relative utilization of station i. We have:
P.(n.) = c.x.(n.) (3)
--i 1 1 1 1
where:
x. (O) = 1
1
(4)
X. e. e.
x.(n.) = x.(n-l) = x. (n-) = x (n-l (
A. (n.) 1 n -Al()..)1 1 1 1,(n U 1 1)
for n.>O and
1 (SS)
A.(n . i (IS) (5)
1min[n.,L.] (MS)
L. = number of servers
1
The rate at which clients are served when n. are at station i is
denoted i.(ni).
Using (5) we can also write:
n.
x.i (SS)
n.
X I/n! (IS)
x.(n.) (4)
1 1I
n.
X. /n.! n.<L. (MS)1 il z-- 1
n.
X.I
I n.>L.
Li !Li i1i
-9-
A problem which we have so far neglected is the possibility that
some Xi/Li might be greater than one, in which case no stationary p.d.f.
for the stand alone case exists.
This case can be taken care of by simply adjusting the level of
the relative flows, which does not affect the final solution P(n). Thus,
using equation (3), ci is interpreted as Pi (0).
Theorem: The steady state p.d.f. P(n) of the network is given by:
1 M
P(n) GMN P.i(n.) (6)
G(M,N) is determined using the normalization condition:
Z P(n) = 1
where the sum extends to all feasible n i.e. s.t.
M
n. = N ; n. >0
1 1 -
The proof consists in showing that (6) satisfies the local balance
equation of the network [4].
We can now justify the initial claim that any solution of (1) will
work. The normalization condition (7) can be used to write:
M
G(M,N) = P. (n.)
=l 1
where as before the sum extends to all feasible n. If we multipy all
relative flows ei by a constant K, both G(M,N) and each right hand
term of (8) will be multiplied by K , as can be seen considering expression
(4'). Therefore P.(n) will not change.
Using the same argument, it is easy to check that the value of c.
is also immaterial. Following the current literature we can therefore
set:
ci
(9)
P. (n.) = x.(n )
1 1 1 i
-10-
which is the original solution found by Gordon and Newell [3].
It must be clear by now that P (n.) are not the marginal p.d.f. for
--1 1
the stations included in the closed network. In section 2.10 however
it will be shown that, for large N and a suitable choice of the relative
flows, the marginal p.d.f. of the closed network tend to P.(n.).
2.4 Computation of G(M,N)
Using (8) and (9) we can write:
M
G(M,N) = x.(n.) (10)
n = 1 i
- i=l /N+M-l\
where the sum is performed over all M1 feasible states.
The computation of G(M,N) has been in the past performed by direct
summation of all single terms in (10). Much effort has been spent to improve
over such method, which is extremely time consuming. First Moore [11]
derived a closed form expression for G(M,N) for the (SS) case. Later
Buzen [12] suggested what is now by far the best approach to compute
G(M,N).
Let us define:
m
G(m,n) = i x.(n.) 1< m< M, O<n< N (11)
n i=l
where the sum is taken over all:
n 
= {nl, ,.. n,  0,,Ol0}
such that
m
Z n. = n
i=l 1
Then (10) can be rewritten in the following form:
N
G(M,N) = nM=0 xM(nMlGM-l,N--nM
and more generally,
nG(m,n) = Z x (n )G(m-l,n-n ) (12)
m m m
n =0
m
with the initial conditions:
1 if n=O
G(O,n) = (12')
<0 otherwise
Notice that:
G(l,n) = x (n1) nl = 1 ,..., N
G(m,O) = 1 m = 1,..., M
In plain words, G(M,N) is computed by computing G(1,n) (n=l,...,N) first,
using G(l,n) in (12) to compute G(2,n) and so on. If x.(n) are generated
in the course of the computation, the algorithm requires 2MN (N+l) arith-
metic operations [12]. Some improvement can be achieved by using Horner's
rule [133.
A substantial simplication can be achieved for the (SS) case. It
is trivial to show that
G(m,n) = G(m-l,n) + X G(m,n-l)
Other simplifications can be obtained if there are more than one IS station
in the network (see next section).
The storage requirement is N+l for the SS case, since at each
stage we can store G(m,n) in the cellpreviously occupied by G(m-l,n),
which is not required anymore. The same is true for the general case
(equation (12)) if we start computing G(m,N) first, then G(m,N-1) and
so on. G(m,N) can be stored in the cell previously occupied
by G(m-l,N) which is not required to compute G(m,n) with n<N and so on.
2.5 The Generating Function Approach and the Closed Form Expression
Of G(M,N)
The generating function approach, originally devised to compute
G(M,N) is useful -for deriving proofs in a compact and systematic way [14].
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Define for station i the following polynomial generating function:
00
gi(t) = Z x.(n)tn (14)
n01
Then G(M,N) is the coefficient of the n-th lower term of the network
generating function g(t): (15)
M 2
g(t) = (t) (t) = (1 + xl(l)t + xl(2)t + ...)  (1+(lM(t...)
i=l
o00
= Z G(M,N)t
N=O
since this coefficient will contain all distinct products;
xl(nl)x2(n 2) ...xM( nM)
such that:
M
n. = N
i=l 1
Let us derive a few explicit expression using this approach.
a.) All Stations in the network are SS
Assuming t is small in equation (14):
gi(t) 1- Xt
and
M M
g(t) = n g.(t) = 1-
i=l i=l1- t
The latter expression can be expanded to achieve:
M A,
g(t) = 1 (16)
i=l 1
-13-
where;
A. = II (l-X./x..
1 jJi. 1
Expanding each term in (16) we get
00 M
g(t) = 7 C Z A.X ).t
n=-O i=l
which implies:
M
G(M,N) = Z AiX N C17).
i=l 11
So far we have assumed that all x. are distinct, These expressions can-be
easily generalized. Suppose:
XM-1 = XIM
then as before:
M M
g(t) = g(t) = 
i=l i=l i=l i
Expanding the expression we obtain:
M-2 A. AM-1 AMt
9~(t) =~+ +
i -X -l 1YMt (1-X t)
i=l 1 m
where the last two terms correspond to the double root of g(t). The last
term can be written as:
A t _At At 0
tMd [ 1- ]- d 7 (X t)(1- xtt) 2 x M l-MX~t xM dt j=O M
= AMt 7 j(XMt) AM j- 1 t 
Nj=1 N j=l
Thus, we obtain:
M-1
G(M,N) = i A.XN + AMNX
i=l
-14-
b.) M'Stations are SS and the remaining IS
We assume that the stations are numbered so that the first M' are SS.
For each IS station we have;
0 XKt X t
gK(t) iK =e K
i=O
therefore:
M
. X.t
i=M'+l
g (t) = e
i=M' +1
and:
EX.t M'
g(t) = e T .t (18)
i=l 1
The result thus obtained is that when computing G(M,N) all IS stations
M
can be substituted with one IS station with X*= Z X..
i=M'+l 1
A closed form expression for G(M,N) can also be derived fairly easily,
but it is of little interest
It may be worthwhile to point out that the generating function approach
leads exactly to the same convolutional expressions found by Buzen. In
fact, let:
X = {x.(O).... ,x (N)}
It is immediately seen that Buzen's formula can be obtained as:
1 2 N
G(M,n) = X * X * * X
which is, equivalent to (15) in the n-domain.
2.6 Marginal p.d.f.
We are going to discuss the computation of the major performance
measures of the network, namely, (i) the throughput, (ii) the turnaround time
and (iii) the average queue lengths.
-15-
As a preliminary step in this section we derive the closed network
marginal p.d.f. Pi(n.) of the number of clients at station i.
This p.d.f. has nothing to do with p. (n.) introduced in section 2.3
-1 1
which refers to the stand-alone condition.
The p.d.f. Pi(ni) can be simply obtained from
x.(n.) G (M-1,N-n.)
pi(n ) C- Z I x.(n.) = x.(n) (19)
i i G(M,N) i G(M,N)
where the summation is taken over all n such that:
Z n. = N-n.
jfi ] i
Function G i(M-l,n) is easily recognized as closely related to G(m,n).
In fact we have:
Gi (M- l, n) = X1 -- Xi- l * Xi+l * XM
If i=M, then:
G (M-l,n) = G(M-l,n)
The actual computation of G i(M-l,n) may be necessary for the MS
station and will be discussed in section 2.8.
In view of future applications, we notice that since:
N
E p.(ni) =1
n.=l
1
from (19) we obtain:
N i
G(M,N) = Z x.(ni)G (M-1,N-n.) (20)
ni.=l
This equation generalizes equation (12).
2.7 Throughput and Utilization
The throughput Ti at station i is equal the average
1
-16-
number of completed clients per unit time,
We have:
N N GM_1 (M-1,N-n.)
Ti = pi(ni)1i.(ni) = Z xi(ni) i(ni) G(MN) (21)
1 n =1 1 G(M,N)
n. n.=l i
1 1
Using (4) we have:
x.i(ni)i(ni) = xi(n-l)ei
Substituting in (21) and adjusting the indices:
N-1 x.(n.)G (M-1,N-l-n.)
1 1 1 G(M,N-1)
T. = e. = e(22)
1 1 n.0 G(M,N) i G(M,N)
1
The ratio of Ti/ei is obtained using the last two components of the
vector G(M,n) and does not depend on i. This was to be expected since
both ei and T. i(i=l,...,M) satisfy the flow balance equations (1).
In any network which models a flexible manufacturing
system there is a station which corresponds to the Load/Unload activity.
If eL is the relative flow at this station the throughput of the overall
systems is given by:
T e G(M,N-l) (23)
L L G(M,N)
This is important because the throughput of the load/unload station is, the..
production rate of the. system,
A closely related performance is the station utilization v. defined
as the fraction of time the station is busy. We have:
i (M-1,N) G'(M-1,N)-
v. = 1 - i(0) ==1- x (O)G G(N) 1 G(M-)
1 1 1 G (M)
For the SS case we. have;
Ti = P ivi
-17-
2.8 Turnaround
The turnaround in our model of a flexible manufacturing system is
just the average overall production time of a workpiece measured from the
beginning of the loading, until the completion of unloading.
Turnaround, throughput and N are related by Little's formula [15].
We have:
turnaround = N = NG(M,N-1) (24)
TL eLG(M,N)
where we have used (23).
2.9 Average Queue Lengths
The average queue length is defined as the average number of clients
at station i (either waiting or being served):
N
Q Z n i pi (_25)Qi = Z nipi(ni) (25)
n.=l
1
The computation of Qi will be carried out differently according
the specific case.
(i) IS
If a station is IS, Little's formula can be used to derive Qi
very easily. We have
T. G(M,N-1)
.= = X (26)Qi . i G (M,N)
1
(ii) SS
Following Buzen [5] we derive Qi using the following expression:
1-1Q. = Z Prob{ni>j} (27-)j=l
We have:
N i N-j 
Prob {n.> XK G jX(M-1,N-K) X Ej XK (K ) G (N-j-K)
l-- K=j 1 G(M,N) 1 1 G(M,N)
= G(M,N-j) (28)
i G(M,N)
Substituting in (27) we obtain:
Q xj G(M,N-j) = G(M+i,N-1) (29)
Qi JZ Xi G(M,N) i G(M,N)29)j=l
where G(M+l,N-1) can be computed using (13):
G(M+l,n) = G(M,n) + XiG(M+l,n-l) n=l,...,N-l
(iii) MS
There are important instances in which there is only one MS station
in the network: For instance when we model the transportation system as
an MS station and all the remaining station are SS,
In this special case if we know Qi for the other stations we can
obtain the required quantity noting that the Qi must add to N.
In any other case we will compute Pi(ni) for the MS station and
then use (25) to derive Q..
This requires the knowledge of G (M-ln). Again, if we assign the
index M to an MS station, we know that G(M-l,n) is equal to G (M-i1n)
which will save some computations.
If there are more than 2 MS stations in the network, we definitely
have to computer G (M-l,n). A possibility indicated by Buzen [121 is
to assign index M to station i, run the algorithm from the beginning and
store G(M-l,n).
A better solution has been suggested in [163. We must have:
n
G(M,n) = Z x. (n)G (M-,N-n)...N
n.=O
1
-19-
which is a set of N equations in the unknown G i (M-l,n).
Solving this system is easy if we start from n=l. We have:
G(M,1) = x. (l)G (M-1,0) + x. (0)G (M-I,l)
1 1
from which we derive:
G (M-l,1) = G(M,1) - x(l)
Using this result we obtain from the equation for n=2:
G i(M-1,2) = G(M,2)-Gi(M-l,l)x (l)-x.(2)
1 1
and in general:
n
G (M-l,n) = G(M,n) - Z x.(j)Gi(M-l,n-j) (30)
j=1
Finally we compute:
Qi = Z n.x.(n.)G (M-1,N-n.)
ni=l
The computation of Qi is not only essential to evaluate the performance
of the system but plays an important role in the optimization problem,
as will be shown later,,.
2.10 Asymptotic Behavior For Large N
In this section we discuss the behavior of the network when N
becomes large. It will be shown that as N increase the throughput reaches
a saturation point. A station in the network reaches its maximum service
rate or capacity and acts as an exponential generator for the rest of the.
network which tends to behave as an open network.
We observe first that as N increases, Ti i=l,...,M cannot decrease.
This may not be the case in a real system where storage is finite,
but our model assumes infinite storage.
On the other hand throughput at any station cannot exceed the
maximum service rate at that station. Assume that N is large enough
-20-
that a station s exists such that
T - Lsl
s sS
Then since Ti must satisfy the flow balance equations (1) it is clear
that no further increase of N contributes to the throughput of any
station in the network. We say that s acts as a bottleneck for the
network. Any network which models a real system has- at least one bottleneck
s, which is a station (SS or MS) such that:
X e X.
s s 1
L = L = max - (31)
L I L
s sLs i
This result will be used to understand the asymptotic behaviour of
G(M,N).
We must have:
=Li T lim e 1G(M,N-1)
S s G(M,N) s
N400 N-*w
or
G(M,N-1) _ L s s
Nlim G(M,N) e
In simple words,- as N increases, G(M,N) approximately obeys, the. linear
relationship:
e
G(M,N) s G(M,N-1) (32)
Ls s
and increases, decreases or remains constant as N increases depending on
e
whether L P is greater, less than or equal to one.
s s
This result is useful in two ways. First it points out a way to
avoid computational problems due to quantities being either too large
or too small. This can be achieved by solving the flow balance equations
(1) and setting
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e = LSp
The relative flows corresponding to this solution will be called
saturation flows.
The second use of the result is to prove the following
Theorem. As N-o the marginal p.d.f. Pi(ni) at all stations other than
the bottleneck converge to the stand-alone p.d.f. P.(n.) where the
incoming flow is the saturation flow at station i.
Proof. Let us rewrite equation (19):
G (M-1,N-n.)
Pi(ni) = x(n) G(MN)
1 i 1 i G(M,N)
The theorem will be proved by examining the asymptotic behavior of
G (M-1,N-ni) and G(M,N) for N-o. Without loss of generality let us choose
the saturation flows as the relative flows in the network. We know the
that G(M,N) -+ K (constant) for N -+ a.
i i
We show now that the same is true for G (M-1,N) i.e. G (M-1,N)
+ H (constant) for N -c. This will be done by suggesting a physical
interpretation for Gi (M-1,N).
Assume that in the original network clients at station i are
served in an infinitely short time. We say that station i has been
short circuited. The relative flows for the original station are
still a solution for this modified network. Since station i has zero
service time, the i-th component of the state vector is always zero:
n. = 0
and for this network:
G(M,N) = X1 * *xi - 1 *I *Xi+l * XM 33)
where:
I = {1,0,...0}
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But (33) defines G (M-1,N), therefore the latter can be interpreted as
G(M,N) for the network in which station i is shortcircuited. Since we
have assumed that station i is not the bottleneck, it follows that
the modified network has the same bottleneck as the original and the
saturation flows of the original network are saturation flows also in
the modified network. Therefore we have:
G (M-1,N) -+ H (constant) for N4-* (34)
Using this result we can write:
G (M-1,N-n.) Gi
Pi(n ) x.(n) x(n
a.a a. a G(M,N) i G(M,N)
Moreover we have by (19)
G (M-1,N) i
G(M,N)
Thus for N- o:
Pi(ni) Xi(n.)pi(0) = Pi(ni)
This theorem was first proved by Gordon and Newell for the SS case [3]
and later by Muntz [17].
An assumption made by the multicommodity flow model [Vol. II] is
that each station may be modelled as a stand-alone queue. The theorem
shows that this assumption is consistent with the network of queues
approach provided N is large.
-23-
3. FLOW OPTIMIZATION IN A NETWORK OF QUEUES
3.1 Introduction
The flow optimization problem discussed in the section is also
referred to as the scheduling of loading in a flexible manufacturing
plant [6,7]. It is a control activity which decides off-line which paths
the workpieces will follow within the system and which operations will
be carried out at each station in the path.
The usual practice is to assign operations in such a way as to
have an equal workload at each machine or at any rate to avoid bottlenecks.
This approach does not take into consideration other components of the
production time, namely the waiting time associated with the queues which
build up at the stations.
The next sections will make use of the model just discussed to state
an optimization problem which takes into account the queueing times, based
on the simple idea that to each set of flows there corresponds a set of relative
utilizations Xi which determine uniquely the throughput at the unloading station,
given a number N of workpieces in the system. Section 3.2 will state
the approach as a nonlinear optimization problem. In Section 3.3 we dis-
cuss some algorithms to compute the gradient of the objective function and
finally in Section 3.4 we briefly review the properties of the problem,
3,2 Statement of the Problem
Assume we have a flexible manufacturing system modelled as a network
of queues of the class just discussed. The system's task is to manufacture
a mix of R different parts in the minimum time, given a fixed number of
pallets N, The part mix is defined by the constants K (r=l,,,..,R) which.
are the specified ratios of the production of part r to total production,
A total of S (r=l,,.,,R) different strategies are available to
manufacture part r. The strategy specifies the sequence of stations
by part r and the processing times at each visited station. All strategies
are assumed to be specified in advance, The optimization problem in this
simplified version amounts to finding the fraction rs of total production
rs
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devoted to manufacturing part r according to strategy s(s=l,...,S ).
r
Fractions X are chosen to maximize total production or equivalently
rs
to minimize the production time or turnaround (sect. 2.8).
Without loss of generality we can assign ltabel M to the unloading
station and set eM = 1.
By definition:
R
K r 1=e (1)
r=l
Because we set eM=l, we obtain:
S S
r R r
E X = K Z E X = 1 = e (2)
s=l r=l s=l M
Let us first derive the relative flows e. in term of X . To do so we
i1 rs
must know the total number of visits V (r,s) made to station i by work-
piece r under strategy s before it reaches the unloading station.
Specifically V (r,s) may be zero if station i is not required, one or
more if the station is required at least once. This information is
available since all strategies are known.
Then we obviously have:
S
R r
e. = Z Z X Vrs r,s) (3)
1 rs
r=l s=l
We are now going to derive the relative utilizations X. as a function
of X
rs
The easiest way to do this is to remember that X. is just the
amount of work performed at station i in the time unit:
X. = ei -= e.T.
1 i 1.1. 1
T. = average processing time.
Let Wi(r,s) be the total expected working time required by a
single workpiece r at station i under strategy s before it reaches the
unloading terminal. Wi(r,s) may be zero if under strategy s part r does not
need station i. If greater than zero, it corresponds to the overall
time spent by the workpiece during the one or more visits at the
-25-
station. This data is known since strategies are all known.
Then the overall working time spent per unit time by station i to
produce part r under strategy s is equal to W (r,s)X . Adding we have:
rs
S
R r
X. = Z X W (rs) (4)1 rs
r=l s=l
We are now able to evaluate the performance of the system for a given set
of flows X . Using equations (3) and (4) and the information w (R,S),
rs
V (r,s) we can compute ei and X. and from there derive both throughput
and turnaround.
We can in fact look for the best set X:
X = {I Ir=l,...,R; s=l,...S }
_ ps p
which is the solution of the following optimization problem:
G(M,N-1 IX(X))
min t(X) = -log
over X
s.t.
S
r
X =K r=l,.. ,R
s=l rs r
s=l
X > 0 r=l,... ,R; s=l,... ,S
rs - r
The objective function is just the logarithm of the turnaround
(eq.2-24), if we disregard a constant term. The logarithm has been
introduced because it simplifies the computation of the gradient. The
notation stresses the dependence of G(M,-) on the choice of X, by means
of equation (4).
3.3 Features of the Problem
It is conjectured that function t=G(M,N-11X(X))/G(M,NIX(X)) is
concave over X. Several tests support this conjecture, but a formal
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proof has not yet been derived. As Log(-) is increasing and concave, it
follows that the objective function is convex.
Equations (2) and (4) define a convex set of X and therefore the
problem is a convex program. Any local minimum is a global minimum and
Kuhn-Tucker conditions are both necessary and sufficient.
Let us write the weak Lagrangian of this problem:
S S
R r R r
L = t(X) - . 9 ( C X -K ) - Z Z P X
- r rs r S rs
r=l s=l rs r r=l s=l
The Kuhn-Tucker conditions are
V L = 0
rsXrs = 0 (6)
> 0 (r=l,...,R; s=,...,S)
rs - r
Expanding the gradient we find that a set of flows is optimal if for
each r a 8 exists such that:
r
at (kW
at () if X >0
ax r rs
rs
at >8 if X =0
ax - r rs
rs
3.4 Computation of the Gradient of t(X)
In this section we discuss the algorithm to compute the gradient
of the objective function t(X). Using equations (4) and the chain rule;
atkm -4 at (X) aXi M at() i
_ iz1 w (r,s) (7)
rs i=l x. i=l T71 Moreoverrp 
Moreover we have:
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at(AX) _ 1 G (M,N)_ 1 G (M,N-1)
3X G(M,N) aX G (MN-1)_ Dxi
It remains to compute the derivative G(MN . We rewrite equation
DX.
(2-20'):
N
G(M,N) = Z x.(n.)G (M-1,N-ni )
ni=o
Remembering that:
n.
X.
x.(ni) = A
1 1 A.(n.)
1 1
we obtain:
n.-l
N X.
aG(M,N) n inn G (M-1,N-ni) =
a.X ~ i A.(n.)
1 n.=1 1 1
n.
N Xi
n. G (M-1,N-ni) (9)
X i A.(n.)i n.=l 1 1
1
Dividing both sides of (9) by G(M,N) we find:
~N G ~i (M~i ,Nn(10)
1 DG(M,N) 1 N G (M-,N-n.) 1
G(M,N) DX. X n.x.(n.) =- Q (N)G(MN) axi n.=l i (ni G(M,N) X. Qi(N)
1 1
where in the last expression we have used equation (2-19) and (2-25).
Equation (10) extends a result found by Bhandiwat and Williams for the
SS case [14].
Substituting (10) in (8) we find:
t(X_) Qi(N) - Qi(N-l)
ax x.
1 1
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what this striking expression says is that to evaluate the impact of
an increase of the relative utilization upon the turnaround we must
evaluate the queues at the station for N and N-1 clients in the system.
Section 2.9 has already dealt with this problem.
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4. THE ASYMPTOTIC FLOW OPTIMIZATION PROBLEM
4.1 Introduction
In this section we study the flow optimization problem as N becomes
large or equivalently when a saturation condition is approached. This
condition is interesting because real life systems tend to be operated in
close to saturation mode. If the production requirements drop, for instance,
the system will be operated over two shifts in saturated condition rather
than over three unsaturated shifts. Failures which do not stop the plant
altogether also tend to lead to a saturation condition.
It turns out that the problem is a linear program (LP) and therefore
relatively easy to solve. Solutions to this special problem may be used
in the general case as a first guess solution.
4.2 The Optimization Problem for Large N
The objective function of problem (5) is the average turnaround, dis-
regarding the logarithm. For convenience we will state an equivalent
problem where we attempt to maximize the average throughput of the system:
max T (X)= G(M,N-l (J (12)
m - G(M,N X(X))
over X s.t.
s
r X =K r=l,...,R
s=l rs r
X > 0 r=l,...,R; s=l, ...,S
rs - r
We have assumed that the unload station has index M and that eM=l.
Problem (12) is equivalent to problem (5) as any solution of (5)
is a solution of (12), throughput and turnaround being related by Little's
formula.
In Section 2.10 we showed that as N grows we have approximately:
G(M,N-1) _Lss Ls
G(M,N) e X
s s
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where:
L L.
s x
= min i=l,.. ,M (13)
s i i
and excluding the IS stations. As N grows, problem (12) can be stated in
the following asymptotic form:
L
max TM() = min
i xi(X)
over X s.t.
S (14)
r
Z X = K r=l,..,R
=l rs r -
s=l
X > 0 r=l,.. ,R; s=l, .. ,S
rs - r
We now show that this problem can be stated as an LP problem.
Let:
f = number of workpieces produced per unit time of type r
under strategy s for a given set X
Then remembering that:
S
R r
Xrs = e= 1
r=l s=l
and noticing that both X and f are solutions of the flow balance equa-
rs rs
tions, we have;
frs = TM() r-l,...,R; s=l,...,Sr (15)
and
S
R r
TM(k) = 7 7 f (16)
r=l s=l
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From (13) we have:
TM(:) < i iMTM(X -
X.
or:
TM(X)Xi < Li i=l ..,M (17)
Using (4) and (15) in (17) we obtain:
R r
Z Z f W i(r ,s) < L.
r=l s=l
Using variables frs (r=l,...R; s=l,...S ), problem (14) can be
stated equivalently in the following way:
R r
max TM(f) = Z frs (18)
r=l s=l
over f s.t.
S S
r R r
> f = K Z Z f r=l,...,R
s=l r=l s=l
R r
- frs W ( r, s) < L. i=l,...,M
r=l s=l rs
frs r=l,...,R; s=l,... ,Sr
leading to an LP problem.
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The first constraint takes into account the mix requirements and has
been derived from the first constraint in problem (14) using (15). The
second constraint makes sure that at no station is the work station capacity
exceeded. Problems (14) and (18) are equivalent in the sense that their
optimal-solution lead to the same value of the objective functions. If
one is interested in Ars , we can derive them from frs using this expression:
frs
rs Z f
r,s rs
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5. A CASE STUDY
5.1 Introduction
A simple case study has been examined in some depth using the multi-
commodity flow appraoch (MFA), the network approach (NA) and the asymptotic
network approach (ANA).
The major results are the following:
(i) the three approaches lead to approximately the same solution;
(ii) at the optimal point stations are not balanced;
(iii) a parametric study, shows that ANA and NA solutions are
in-good agreement even for relatively small N.
5.2 The Physical Model
The system to be modeled is shown in Fig. 2. It includes two work
stations and a load/unload station. Two parts are processed, in a
ratio of 2:1. Part 1 must be worked at station 1 and station 2. Part 2
requires only one operation which can be performed either at station 1
or 2. These are the exact data.
M=3 R=2 Sl=l S2=2 K1=2/3 K =1/3 N=30
(r.s) W1 W2 W3
1,1 1.5 1.67 1L0
2,1 1.5 - 1.0
2.2 - 1.67 1.0
The optimal MFA solution specifies that 63% of workpiece-2 must be produced
according to strategy 1. In our notation:
1
1X = *. 0.63 = .21
21 3
5.3 The Network Model and the Results
The system has been modelled as a three SS station network. To simplify
the problem, the transportation system has not been included in the net-
work and therefore workpieces move from one station to the other with no
delay.
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A CASE STUDY
ws#l Ws#2
L/U
M= 3 P= 2 K=2 = N =30
S =1
S 2 = 2
(p,s) Wl(p,s) W2 (p,s) W (p,s)
1,1 1.5 1.67 1.0
2,1 1.5 -- 1.0
2.2 -- 1.67 1l.
Fig. 2 Layout and Parameters for Case Study System
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We nevertheless believe that the results of the NA and MFA problems can
be compared, the major reason being that in the MFA problem the trans-
portation system operates also at a very high speed.
The behaviour of the throughput has been studied as a function of
both X21 and N, entering the data manually.
Figure 3 shows the throughput for fixed N as a function of X. The
graph is nearly flat and the maximum occurs for a value which is in good
agreement with the MFA solution.
In Figure 4 the throughput is plotted as a function of N, X being a
parameter. It is clear that the system saturates well before N=30 and that
for small N the slopes of the curves are similar, while remarkable dif-
ferences arise for higher N.
Fig. 5 shows how the optimal split varies as a function of N. When
N=l the optimal policy is to use strategy 1, that is to use the faster of
the two machines;as N grows however machine 2 becomes more and more
utilized. The striking result is however that the value of X which holds
for N=30 is approximately achieved at N=5, which is relatively far from
the saturation.
In Figure 6 the queue lengths of the three stations are plotted
for N=30, as a function of X. It might appear that station 1 and 2 are
balanced, while in fact they are not as it will be shown in the next section.
5.4 The Kuhn-Tucker Condition for the NA Problem
Using equations (3,7) and (3,11). it is easily- seen that the Kuhn-Tucker
conditions for this case study are:
X1 (QL(N-1)-Q (N))1.5 + X1 (Q3(N-1)-Q3(N)
X2 (Q2(N-1)-Q2 (N))1,67 + X3 (Q3(N (N))
or alternatively:
1.5 Q1 (N-l)-Q1(N) X1
1.67 Q2 (N-1)-Q2(N) X2
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This condition has been checked at the optimal point, which is A = .21.
Notice that at the optimal point X1 7 X2, and therefore the two
stations are not balanced. In fact if X1 = X2, this would imply that
Q1(N) = Q2(N) and Q1(N-L) = Q2(N-1) and the Kuhn-Tucker condition would
be satisfied only if w (2,1) = w2(2,2). At the optimal point, the faster
of the two station is more loaded than the other. Buzen [5] has observed
a similar pattern in the computer networks.
5.5 The Asymptotic Problem
For the case on hand the problem is the stated as follows:
max f +f2l+f22
s.t.
f- 2(f21+f22) = 0
(fl+f21)1l.5 < 1
(fl+f22)1.67 < 1
(f +f21+f22) .0 < 1
Constraints (19) - (20) reflect the fact that the utilization of the work-
stations cannot exceed unity in a stable system. The problem can be simplified
by using the production ratio constraint (18) to eliminate fl:
max f21+f22
s.t.
4.5f21 + 3f22 < 1 -
3.34f21+ 3.Of22 < 1
The solution of the L.P. problem is:
f21 = 0.16 f22 = 0.09
which means that 63% of part 2 should be machined at station 1. The solu-
tion is the same as that obtained by the MFA: the required computational
effect is so small that the computation has been performed manually.
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6. Future Work
In this section we briefly point out areas of future investigation
or activity
(i) Algorithm Implementation
A program will be developed to implement a first version of the
optimization problem stated in Section 3. The first runs will tell,
if this approach is feasible or if the computational effort is excessive.
Even if the approach is- shown to be feasible it is felt that more efforts
have to be spent to optimize the algorithms to compute the network.
performances.
(ii) Separation Issues
Real life systems are often made of separable cells, each cell being
able to perform some manufacturing operation which could not be carried
out elsewhere. This property might be exploited to divide the optimi-
zation problem into smaller ones. Theorems are available to study a
network at a local level using a Norton's theorem approach [201.
(iii) Strategy Generation
Since the number of strategies to be examined is very large an
issue to be addressed will be the implementation of a column generation
approach [21,22] for our problem. This issue is discussed in another
volume of this report [23].
(iv) Validation
Even if its accuracy is excellent, the network of queues model is
still an approximation to the actual behavior of a real system. In
Section 2.2 we have pointed out how unrealistic some of the assumptions
of the model are. It follows that an area of research will be the
validation of the optimization procedure. A major objective will be
to compare this approach with more traditional (and less time-consuming)
algorithm to assess whether the obtainable gains justify the amount
of computational effort which the algorithm requires. The validation
activity will necessarily require an extensive ad detailed simulation
of some real systems following the same outline of [18],
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7. Conclusions
A new approach to the flow optimization problem in a flexible
manufacturing system has been discussed. The approach uses a wide
class of network of queues to model the performance of the system for
a given distribution of flows.
The algorithms required by the optimization problem have been stated.
The behavior of the network for large N has been examined and it
has been found that the queue model assumed by the multicommodity flow
approach is consistent with the network approach for large N,
The optimization problem has been briefly discussed and the expres-
sions for the gradient of the objective function derived.
It has been shown that as N grows this problem degenerates into a
simpler min-max problem which can be stated as an LP,
A case study has been examined. The results of it indicate that
the solutions derived using the network approach are in good agreement
with the solutions derived using the multicommodity flow approach,
Moreover the solutions of the asymptotic problem seem to apply also
for conditions far from saturation,
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