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Introduction
Valuation of power generation assets under uncertainty represents one of the core issues for individuals and companies investing in power plants on liberalized electricity markets. Thereby, a thorough analysis of risk and return is particularly important due to three reasons: Firstly, newbuild plants are capital intensive and require-depending on size and selected technology-up to billions of euros. Secondly, plants typically have long life cycles of 30 to 50 years resulting in long periods of tied-up capital. Thirdly, investors face cost-, price-, and volume-risks which directly impact the return on investment on liberalized markets.
Following Leahy and Whited (1996) , one fundamental dimension to classify investment theories under uncertainty is the scope of considered assets. Thereby, it can be distinguished between theories that look at a firm or investor in isolation and capture the risk of some aspect of the firm's environment in total and theories that look at the firm or investor in relation to other market participants and emphasize the covariance in the returns of different investments. While in the first case the absolute value of a risk measure matters, uncertainty is only relevant in the second case as far it affects covariances with respect to some market measures. As the most prominent representative of the first class of models, mean-variance portfolio optimization based on the work of Markowitz (1952) applies variance of return as the relevant risk measure to derive an efficient frontier of asset combinations. Thereby, it is not distinguished between systematic and unsystematic asset fluctuations. In contrast, the CAPM (Sharpe, 1964 , Lintner, 1965 , Mossin, 1966 and other market models rely on the assumption that capital market investors will only value the systematic risk component of assets since firm-specific (i.e. unsystematic) risks can be eliminated through diversification and are thus irrelevant. Despite some ongoing controversy on the empirical validity of the CAPM, both approaches are widely used in academia and practice for asset pricing application and managerial decision support, although the models differ fundamentally in the treatment of unsystematic risk.
Investment decisions in the electricity industry bear the complexity that electricity can hardly be stored on a large-scale and thus needs to be instantly generated to serve demand. Taking into account this particularity, different authors have proposed optimization models for decision support tailored to long-term investment and portfolio management decisions on competitive electricity markets.
Different concepts to adapt mean-variance portfolio optimization to power plant investments under uncertainty from an investor perspective have been proposed in recent literature: Applying Monte-Carlo simulation, Roques et al. (2008) come to the result that portfolios with a high share of gas plants are most attractive in view of risk and return due to a high correlation of gas and electricity prices observable on many liberalized markets. Another set of publications uses partial equilibrium models to value the trade-off between risk and return in investment decision on liberalized electricity markets: Chuang et al. (2001) present a model for generation expansion planning based on an equilibrium formulation in a Cournot oligopoly. In a setting with separate energy and capacity markets, the authors find greater reserve capacities and thus system reliability in Cournot competition than in centralized planning. Zöttl (2008) theoretically compares resulting equilibrium fuel mixes and electricity prices in markets with centralized planning, perfect and imperfect competition. Botterud et al. (2003) use stochastic dynamic programming to identify an optimal generation investment strategy from a profit-oriented investor perspective. Different from equilibrium models, the spot price is empirically estimated as a function of load level and installed generation capacity. More complex market interactions with several market constraints can be simulated with agent-based models (e.g. Gnansounou et al., 2004) .
Although these studies indicate that power generation technologies differ fundamentally in terms of risk as measured e.g. by the absolute variance of generation costs, there is so far no empirical evidence to support the same hypothesis for the systematic risk with respect to the overall market and/or other risk factors.
In other words, the proposed models may be adequate to manage all kinds of risks inherent in generation asset portfolios, but it is questionable whether these risks are relevant at all for decisions of capital market investors.
Empirical studies on asset pricing and costs of equity in the utility industry and for power producers are very rare: Bower et al. (1984) and investigate U.S. utility stocks over the period [1971] [1972] [1973] [1974] [1975] [1976] [1977] [1978] [1979] . The authors come to the conclusion that multi-factor models can better approximate expected returns of utility companies and should therefore be preferred to model risk compared to the CAPM. Extending this study, Bubnys (2005) cannot confirm the superiority of multi-factor models compared to the CAPM based on an analysis of 128 public utility companies over a longer period of time. Sadorsky (2001) , Boyer and Filion (2007) present a multi-factor market model to estimate the expected returns of Canadian oil and gas industry stock prices.
In recent years, alternative energy companies have become another focus of research in the field of empirical works related to asset pricing in the energy industry (see e.g. Henriques and Sadorsky, 2007) . However, all those articles are neither focusing on power generation companies nor on liberalized markets. Furthermore, the systematic risk characteristics of different power generation technologies and their implications on the cost of equity of power generation companies have not been investigated before to our best knowledge. Due to the lack of empirical evidence on technology-specific risk factors of power plants, utilities and power producers typically still rely on valuation approaches based on weighted average costs of capital (WACC).
These, however, may massively bias an investment decision as the average company risk is assumed also for a specific investment project.
In this paper, the systematic risk characteristics of different power generation technologies (i.e. hard coal, lignite, nuclear, natural gas, and renewables) and their impact on (individual) stock returns of the power generation companies are investigated using an approach based on the capital asset pricing model (CAPM) and multi-factor market models. The analysis involves 22 major power generation companies that are publicly listed at European stock exchanges, representing together the biggest European listed power generation firms. Thereby, one core question is whether different power generation technologies face significant differences in the systematic risk. Furthermore, this study aims to analyze the overall explanatory power of a technology-beta oriented market model. The remainder of this paper is structured as follows: Section 2 provides an overview of the considered models and data. Empirical results for the estimated models focusing on the explanatory power of the models are discussed in section 3. The article concludes with section 4.
Models and data

Considered models
Following the well-known CAPM (Sharpe, 1964 , Lintner, 1965 , Mossin, 1966 , the expected return of any asset i can be explained by the company-specific (market-)beta factor β i and the expected excess return of the overall market performance by
where r i denotes the return of stock i and r m the return of the market portfolio, and r f the risk-free rate of return. OLS regression can be used to estimate from each asset return time series the average abnormal return over the expected return β i (r m,t − r f,t ),α i , andβ i for each asset i from the equation
Here, r * i,t := r i,t − r f,t denotes the excess return over the risk-free rate for stock i and i,t the error term. This yields the beta estimatorβ i = Cov(r m , r i )/Var(r i ). The form of the model is identical with a standard one-factor model
with the excess return of the market portfolio, F t ≡ r * m := r m,t − r f,t assumed as the only risk factor. If the fuel mix of a power generation company has an impact on its systematic risk, then there will exist technology-specific beta factors β u representing the systematic risk sensitivity of technology u in the market. Assuming the same capital structure for all companies, the technology betas are constant across the industry. Typically, the generation asset portfolio of a power producing company i consists of a mix of different generation technologies u ∈ U . Since in a arbitrage-free market a portfolio's beta must equal the weighted average of the constituent asset betas, the company-specific beta-factor β i from Eqn. (1) can be decomposed into a weighted sum of technology-specific betas β u yielding
where w u,i denotes the value-based weighting factor of technology u in portfolio i with u∈U w u,i = 1. Note that the technology beta β u equals the company-specific beta in case of a "pure-play" power generator who operates only generation assets of technology u.
In fact, Eqn. (4) ignores differences in the companies' capital structure. However, "borrowing from whatever source, while maintaining a fixed amount of equity, increases the risk of the investor" (Hamada, 1972) and companies with higher debt-to-equity ratio (leverage) face a higher systematic risk in the equity since debt is not subject to market risk. To realistically compare the systematic risk across the sample and identify the technology-specific impact, the impact on estimated betas induced by differences in the capital structure of the analyzed firms needs thus to be removed. To correct for differences in the sample companies' leverage, delevered betas β d i are calculated from equity betas following Hamada (1972) . Specifically, it is
where τ i is the corporate tax rate, and D i and E i denote the market value of debt and equity, respectively.
Assuming that portfolio weights w u,i are constant over time, unlevered technology betas can be obtained from a cross-sectional multiple least square regression of the form
The selection of an adequate measure to determine weighting factors is crucial. Financial theory suggests to use weighting factors based on the actual market value of the respective asset in the portfolio with respect to the total portfolio market value. Since market values of power plants cannot be observed directly, one possibility would be to derive technology weights from actual installed capacities (in GW) times the average specific investment costs of the respective technologies (e/GW). Despite the difficulty of estimating time-constant specific investment costs for power plants of varying age, this methodology would ignore the technology characteristics of specific operational cost such as fuel costs and the resulting dispatch.
Following the peak-load pricing concept (see e.g. Oren et al., 1985) , the electricity markets will reflect both fixed and variable costs in the (long-term) equilibrium. Operating hours of each technology can thus be determined from the full-cost characteristics of the different technologies. Therefore, actual electricity generation data (in TWh) should be a fairly good proxy for the relative market value of different technology classes. Actual production data from annual company reports is used to calculate the portfolio weights by dividing the electricity produced from one of six fuel types (hard coal and lignite, natural gas, nuclear, renewables and miscellaneous 2 technologies) by the total production of the respective year. Thereby, electricity purchases are not included. Since fuel type specific energy production data is not publicly reported by all companies for each year, time-constant average weighting factors are used for the periods 2005-2007 and 2008-2010 derived from the reported data.
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Estimation of technology-specific beta factors from the actual fuel mix of the considered companies proceeds along the lines proposed by Boquist and Moore (1983) , Ehrhardt and Bhagwat (1991) , Kaplan and Peterson (1998) for deriving full-information industry betas. Thereby, estimation of technology betas is performed in two steps: First, firm-specific beta factors β i are estimated from an OLS time-series regression on historical returns 2005-2010 using Eqn. (2). In a second step, technology-specific betas β u can be estimated from a multiple, cross-sectional regression based on Eqn. (6).
In addition to the one-factor models, the explanatory power of different multi-factor models (see e.g.
Ross, 1976) of the form
is investigated. Thereby, different energy-related risk factors are discussed and tested (cf. section 3.3). The full-information approach can be applied straightforwardly to derive technology-specific sensitivities for each risk factor.
Model tests
One classical approach for CAPM tests is based on cross-sectional analysis. The principle of these tests relies on the fact that given validity of the CAPM, average abnormal returns α i must jointly equal zero.
Adopting the well-known test of Fama and MacBeth (1973) with the regression equation
the hypothesisγ 0 = 0,γ 1 > 0 can be tested using the t-statistic γ j /σ γj . Thereby, the time-series averages are used as estimates of expected coefficient values, i.e.γ j = T t=1γ j,t , j = 1, 2. However, this test requires the β i to be known, whereas these coefficients need to be estimated in practice. Since the limited sample size in our application prevents from building sufficiently diversified asset portfolios to circumvent this problem, time-series tests are used instead. Thereby, the finite sample GRS test proposed by Gibbons et al. (1989) is applied to test the hypothesis whether the estimated α i are jointly zero. Under the assumption of normal, homoskedastic, and independent disturbances over time, the test statistic is given by
whereα denotes the N -dimensional vector of estimated intercepts,Σ the residual covariance matrix computed from the vector of residuals t byΣ := E[ t t ], andμ * m andσ m sample mean and standard deviation of the excess return r * m,t := r m,t − r f,t . An overview of this test is e.g. provided in Cochrane (2001) .
To ensure time-consistent results and exclude potential biasing effects from a specific selection of the analysis period, the Chow (1960) test is used to test for equality of coefficients over time versus structural breaks within the time series. For that, the time series is split up in sub-periods a and b. The CAPM regressions are then performed both for the combined period and for each sub-period separately. Let S be the sum of squared residuals from the combined data, S a be the sum of squared residuals from the first sub-period, and S b be the sum of squared residuals from the second sub-period. Furthermore, T a and T b denote the number of observations in each group and k the total number of parameters. Then the Chow
Having determined technology-specific beta-factors from the multiple regression according to Eqn. (6), the question arises whether the obtained β u , u ∈ U are significantly different from each other. To provide evidence on this question, we can pairwise test for the following hypothesis:
If the null hypothesis is correct, a reduced regression model with five (or less) independent variables should explain as much variance in the delevered company beta factor β d as a the initial regression model with six independent variables. Testing for instance the null hypothesis that coal and gas technologies have equal beta coefficients, the initial regression model from Eqn. (6) would be restricted to
The pairwise hypotheses can be tested by comparing the unrestricted model with six independent variables with a restricted model with a reduced number of variables in an F-test with the following test statistic (cf. Greene and Zhang, 2003) :
where R 2 u and R 2 r denote the coefficient of determination of the unrestricted and the restricted model, respectively.
The data
The following analyses are based on monthly returns of the 22 biggest power generation companies listed at different European stock exchanges in the period 2005-2010. 4 Although most empirical stock return studies are based on longer analysis periods, we abstained from a longer time frame for two reasons: Firstly, electricity market liberalization started in most European countries in the late 1990s, triggered by the EU Directive 96/92/EC. While continental European countries had opened their electricity markets on average to less than 25% in 1999, the value increased to more than 75% in 2005 (Haas et al., 2006) . Although the intensity of electricity market competition across European countries still varies, European electricity wholesale markets have reached sufficient comparability in the fundamental competitive structures since the mid-decade. Secondly, it has to be ensured that markets had fully absorbed all consequences of the Enron bankruptcy from 2001/2002 which were likely to disturb asset pricing in the whole energy sector for years.
In total, the considered time period yields T = 72 observations of monthly returns for each of the considered firms. 5 The considered firms exhibit an annual average production from owned assets ranging from 18 to 621 TWh at an installed capacity between 4 and 131 GW. Annual electricity production data of the sample companies was then systematically categorized into the technology classes gas, coal/lignite, nuclear, renewable, and miscellaneous as illustrated in Figure factor and multi-factor models in addition to the classical CAPM specification. Where available, futures prices are used rather than spot prices since spot prices are more affected by short-run price fluctuations due to temporary market imbalances. All considered risk factors in this study are measured by excess returns r * in monthly granularity as shown in Table 1 . The relative development of all risk factor returns is depicted in Figure 2 .
4 Note that only companies with stock price data available in at least four years within the period 2005-2010 are included in the analysis. Companies that were de-listed during the period due to takeovers or mergers are also excluded. Gas price return German cross-border gas import prices (BAFA, 2010) 
Empirical results
This section provides the estimation results and corresponding tests on the explanatory power of the described models. Since the estimation of technology betas is performed in two steps, results for the standard CAPM with estimation of firm-specific beta factors β i are presented first in section 3.1. Subsequently, estimation for technology-specific betas β u in the CAPM framework are provided in section 3.2. Similarly, firm-specific results of different multi-factor market model specifications are analyzed in section 3.3, before the implied technology characteristics are discussed in section 3.4. Table 2 provides sample means of the estimated regression coefficients and coefficients of determination R 2 for the CAPM and other one-factor models. 6 The standard CAPM provides the best model fit measured by the coefficient of determination at an average R 2 of 0.22, indicating that about 22% of the variation in returns of the considered energy companies may be explained through variations of the market portfolio represented through the DJ Euro Stoxx Utility index. The characteristics of the estimated coefficients from single time series support this hypothesis: For the standard CAPM, all estimated coefficients β i are significantly greater than zero even beyond a 5% level of significance. In contrast, in all other one-factor models a non-zero number of stocks has β i estimates which are not significantly different from zero. In particular, applying gas import price returns and the economic sentiment indicator as regressors yiels 6 respectively 7 insignificant coefficients (cf. Tab. B.16 and Tab. B.14). The standard CAPM specification is tested for structural breaks within the analysis period. For that, two additional OLS regressions are performed covering the sub-periods 2005-2007 and 2008-2010 . The coefficient estimates are tested for significant cross-periodic differences applying the test procedure proposed by Chow (1960) . 7 The test results indicate only for 2 of 22 companies a structural break at a significance level of 10% as shown in Appendix B, Table B .11. Thus, we continue the majority of the following analyses for the combined period 2005-2010.
Firm characteristics in the one-factor models
As described in the previous section, the specified CAPM is tested on abnormal returns using the GRS methodology. In consistency with the CAPM assumptions, the null hypothesis of jointly zero abnormal returns, i.e. 
Technology characteristics in the CAPM
Before the technology-specific beta factors are derived from the multiple regression, the data set is assessed for multicollinearity by computing the correlation matrix of the technology weighting factors w u,i .
This is important as neglecting multicollinearity in the multiple regression could yield misleading and erratical results. As shown in Table 3 , the absolute coefficients of correlation of the pairwise analysis of weighting factors are consistently less than 0.5 and thus do not indicate multicollinearity. Table 4 . For the total analysis period 2005-2010 all coefficient estimates except for the miscellaneous technology class are greater than zero at a 5% level of significance at minimum. This is generally confirmed when considering the two sub-periods separately.
7 Application of the Chow test requires knowledge about the timing of a structural break. Although there is no evidence on a structural break end of 2007, we abstain from testing for other potential timing of structural breaks due to the limited length of the considered analysis period. Note that the firm-specific β d i which are used as the left hand-side of the second pass regression (see Eqn. (6)) are subject to estimation errors. Given that beta factors are constant over time, this measurement error in beta declines as the time-series sample size, T , increases. Since the measurement errors occur only in the dependent variable while weighting factors w u,i as independent variables are without errors, the standard OLS regression model accounts sufficiently for errors in β i .
The coefficient of determination of R 2 adj = 0.86 indicates a very high explanatory power for the second pass regression. This is particularly remarkable taking into account that most of the considered companies are not pure power generators but companies with other utility-related business activities such as sales, trading, transmission, and distribution. Over the total period 2005-2010, all coefficients except β misc are significantly greater than zero, with the beta factors of coal and nuclear technologies showing significance even at the 1% level. Renewables (i.e. predominantly hydro) exhibit absolutely the highest beta factors while gas technologies show the lowest β-sensitivity to the market portfolio. Hypothetically, this might be due to the fact that hydro technologies face only little volatility in generation costs. Consequently, the operational margin of these technologies highly depends on the electricity price which is expected to be cointegrated or even correlated with the overall market performance. The lower gas technology betas might be explained following the argumentation of Roques et al. (2008) : Caused by a high correlation of earnings from electricity sales and costs from gas purchases, the resulting operational margin of gas technologies may be expected to be less volatile compared to nuclear or hydro generation, justifying a lower beta factor. These first hypotheses and potential explanations will be further investigated and tested in the following sections using different multi-factor market models.
As discussed before, we test for equality of technology-specific beta coefficients by applying the pairwise F -test as discussed in Section 2.2. As shown in Table 5 , the null hypothesis of equal beta coefficient can be rejected at a confidence level of at least 5% for gas and renewables as well as for coal and renewable technologies based on the analysis of the combined period and period I. In period II, the null hypothesis can only be rejected at a confidence level of 10% for gas and renewables technologies. This supports the hypothesis that the unlevered market beta factor of renewable technologies is significantly higher compared to the betas of gas and coal technology classes. 
Firm characteristics in the multi-factor models
Based on the insights gained from the analysis of the one-factor models, the explanatory power of a combination of risk factors with respect to stock returns and technology characteristics of power generation companies is investigated in multi-factor models. Thereby, we considere the same risk factors as in the univariate analysis. Multi-factor models, however, bear the risk that risk factors are not significantly different from zero or exhibit linear interdependencies among each other. To assess this risk of multicollinearity, the coefficient of correlation for each pair of risk factors is analyzed as shown in Table 6 . With a maximum coefficient of correlation of R = 0.45 for the cross-correlation in returns between returns of EEX electricity futures and EEX EUA future prices, a risk for multicollinearity among the risk factors can be neglected.
The selection of risk factors for an optimal multi-factor specification is performed consistently for all sample companies i = 1, . . . , N by backward selection starting with the complete 6-factor market model.
The risk factor with the lowest F-stat over the sample average is removed for the next regression unless it is significantly different from zero at the 10%-level at minimum. Following this rule, all multi-factor models have to be rejected since only the market return shows significant difference from zero over the sample 
average. Even in the 2-factor model, only the sensitivity factors for 10 out of 22 companies are significantly different from zero with respect to the emission certificate price return (see Table C .17).
All multi-factor model specifications show an improved explanatory power compared to the CAPM measured by the adjusted coefficient of determination 8R2 adj as shown in Table 7 .
Technology characteristics in the multi-factor models
Again, multiple, cross-sectional OLS regressions according to Eqn. (6) are performed to determine technology-specific sensitivity factors. Thereby, the analysis is limited to the 2-factor model specification with market return and emission certificate price return representing the regressors, since the other risk factors yield non-significant coefficients for even more companies.
In this two-factor analysis, renewable (i.e. mostly hydro), gas, and coal technology classes exhibit in the second pass regression sensitivities significantly greater than zero with respect to the market portfolio (cf . Table 8 . As in the one-factor model specification, we can again observe significant differences between 8 The adjusted coefficient of determination is computed by R 2 adj,i = 1
, with K denoting the number of applied risk factors (without constant). the market risk factor coefficients for gas-renewable and nuclear-renewable technology combinations. In contrast, most technology classes do not show significant sensitivities with respect to the EUA price returns:
Only the nuclear technology shows a sensitivity coefficient which satisfies a weak confidence level of 10%.
This could be the fact that high certificate prices lead to high electricity prices and therewith to higher profits of the nuclear technology while the EUA price represents for all other thermal technologies also a cost factor.
Concluding remarks
This article investigates the systematic risk of European power generation companies relative to the overall market using an approach based on the CAPM and multi-factor market models. The analysis of historical stock returns of 22 European power companies over the period 2005-2010 supports the validity of the CAPM with respect to the sample. However, the explanatory power of the standard CAPM can be improved by including other energy-related and macroeconomic measures such as EUA prices, power prices, oil prices, gas prices, or an economic sentiment indicator as additional risk factors in multivariate model specifications.
A simple but powerful estimation approach is examined to derive technology-specific beta factors for the standard CAPM. The results indicate that gas and coal technologies face significantly lower beta factors with respect to the market portfolio as renewable (dominated by hydro) technologies, which show the highest market portfolio sensitivity across the sample. While the proposed model specification can be transferred to various markets, one should note that the estimated technology betas refer only to the European liberalized electricity markets. For companies with operational focus in non-liberalized electricity systems or in markets that differ in basic regulatory setting, technology betas may vary substantially. Therewith, this paper contributes an easy-applicable valuation approach which may be used in practice both for single power plant valuations as well as portfolio considerations. Thereby, * * * denotes significance of the coefficient at the 1% level, * * at the 5% level and * at the 10% level. Thereby, * * * denotes significance of the coefficient at the 1% level, * * at the 5% level and * at the 10% level. 
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