Abstract. Distribution-free tight lower bounds on the average performance ratio for random search, for a greedy heuristic and for a probabilistic greedy heuristic are derived for an optimization version of satisfiability. On average, the random solution is never worse than ofthe optimal, regardless ofthe data-generating distribution. The lower bound on the average greedy solution is at least of the optimal, and this bound increases with the probability of the greedy heuristic selecting the optimal at each step. In the probabilistic greedy heuristic, probabilities are introduced into the search strategy so that a decrease in the probability of finding the optimal solution occurs only if the nonoptimal solution becomes closer to the optimal. Across problem instances, and regardless of the distribution giving rise to data, the minimum average value of the solutions identified by the probabilistic greedy heuristic is no less than of the optimal.
1. Introduction. This paper examines the average performance of random search, of a greedy heuristic and of a probabilistic version of a greedy heuristic for an optimization version of satisfiability. We derive tight lower bounds on the average performance of each heuristic. The analysis assumes no specific data-generating distributions and therefore is valid for all distributions.
A variety of analytic approaches have recently been pursued to analyze the averagecase performance of heuristics. These include representing the execution of algorithms by Markov chains (Coffman, Leuker, and Rinnooy Kan 5 ), obtaining the performance bound for a more tractable function that dominates the performance of the heuristic for each problem instance (Bruno and Downey [3 ] , Boxma [2 ] ), and obtaining the performance bound for a simpler, more easily analyzed heuristic which dominates the heuristic of interest for each problem instance (Csirik et al. [6 ) . Bounds that hold for most problem instances have also been employed to obtain asymptotic bounds for the averagecase performance of various heuristics (Bentley et al. [1] and Coffman and Leighton 4 ]). A number of results from applied probability theory have been used for averagecase analyses by Frenk and Rinnooy Kan 10] , Karp, Luby, and Marchetti-Spaccamela 14 ], Shor 17 ], and Leighton and Shor 15 ]. The vast majority of these approaches begins by assuming independent, identically distributed data from a given density function. The subsequent analyses are often difficult, and one rarely finds an explicit formula for the quantity of interest. One reason for this is that conditional probabilities arise in the analyses, and after a sufficient number of steps, the conditioning can make the analyses formidable. Appropriate choice of distributional assumptions also is difficult, as are inferences regarding the robustness of results for a given distribution to other distributions.
A well-known algorithm for solving satisfiability is the Davis-Putnam Procedure (Davis, Logemann, and Loveland 7 ). Goldberg, Purdom, and Brown 11 ], and Franco and Paull [9] have analyzed the average-case complexity of variants of this procedure for solving satisfiability. Johnson 13 considers an optimization version of satisfiability, called maximum satisfiability, proposes two heuristics for solving the maximum satisfiability problem, and proves tight worst-case bounds on the performances of these heu-ristics. One of these heuristics is the greedy heuristic that we use in this paper. If each clause contains at least variables, Johnson [ 13 shows a tight worst-case bound of l/(l + for the greedy heuristic. Since we consider the most general optimization version of satisfiability, where unary clauses (clauses with just one variable) are allowed, this bound reduces to 1/2. As one of our results, we derive this bound using a different approach.
Lieberherr and Specker 16 provide the best possible polynomial-time algorithm for the maximum satisfiability problem where unary clauses are allowed, but the set of clauses must be 2-satisfiable, i.e., any two of the clauses are simultaneously satisfiable. The lower bound obtained for their algorithm is 0.618.
In the present analyses, we consider the lower bound of the average performance making no assumption regarding the data-generating distribution. For two of the three procedures (random search and the probabilistic greedy heuristic), we also make no assumption regarding the independence of data. For the third (the greedy heuristic), we assume independence, but only in a certain "aggregate" sense, which we discuss later. Each of the bounds we obtain is tight. Our central results are as follows. Random search, which has an arbitrarily bad performance in the worst case, provides solutions that, on average, are never worse than 1 / 2 of the optimal. The greedy heuristic can potentially improve on this performance. Although the lower bound on its average performance ratio can be 1 / 2 of the optimal, this lower bound increases with the probability of the heuristic selecting the optimal at each step. A probabilistic algorithm related to the greedy heuristic is then described. The probabilities are introduced into the search strategy so that a decrease in the probability of finding the optimal solution occurs only if the nonoptimal solution becomes closer to the optimal. The search probabilities are not fixed a priori but exploit the structure ofthe data to force a trade-off for every problem instance. Across problem instances, and regardless of the distribution giving rise to the data, the average performance of the algorithm is never less than of the optimal.
Section 2 describes the maximum satisfiability problem, the random search procedure, and obtains a tight lower bound on its average performance. Section 3 introduces the greedy heuristic, derives its worst-case bound, and a tight lower bound on its average performance. Section 4 describes the probabilistic greedy heuristic and derives a tight lower bound on its average performance.
2. The Msat problem. Consider the following optimization version of satisfiability:
given n clauses, each described by a disjunction ofa subset ofk variables or their negations, find a truth assignment for the variables that maximizes the number of clauses satisfied. The above problem, which is the most general version of maximum satisfiability, is NPcomplete (Johnson 13 Table T2 T(u3) is given in Fig. 2 . Similarly, we can obtain table T(if3) by deleting rows 2, 3, and 5 and the columns u3 and if3. Table T2 T(ff3) is given in Fig. 3 .
Consider a random procedure that selects column u or with probability 1/2, j 1, -.., k. The procedure can easily be seen to select an arbitrarily bad solution in the Table T3 for Example 1. Proof. We prove the theorem by induction on the number of variables.
Base case. E[ r -> .
As each column of Tl is selected with probability 1/2, the expected value ofthe random solution is n E[rl]=-Xl +(n -x) =--.
As the optimal solution value, corresponding to u, is ml Xl rt, the expected performance ratio is The lower bound on the average value E[ r] of r, is tight and is illustrated by the example in Fig. 4 . Assume that the data pattern shown in the figure is generated each time; i.e., the data-generating mechanism presents the same pattern with x 's in column u2 and (n2 x) 's in column u,, where x can range from to n2. The probability of a particular value of x for a problem instance is determined by the distribution of the random variable x. The average performance of the random solution is the average of the performance ratio across the four solutions that can be selected, each solution being selected with probability .T he average performance ratio can be verified to be 1/2, which is the lower bound on the expected performance ratio for random search. 3. The greedy heuristic. Random search, of course, appears to be a simplistic procedure for solving the problem. A greedy heuristic that selects columns based on the number of 's they contain is presented next (Johnson 13] ), and its worst-case performance and average performance are analyzed. We begin by describing the greedy heuristic.
Initialization. Order the columns of Tk so that nk, the number of 's across u and u-, is largest among all pairs of columns ut, ill, 1, k (the ordering plays no role in the analysis and is used merely to detect the termination of the algorithm efficiently). Note that a j, denotes the value of the optimal solution to Msat described by Tj_ l, j 1, k. Let j) denote the value of the greedy solution, and let rj fj/mj denote the performance ratio of the greedy heuristic for Msat described by Tj. Theorem 2 shows that the worst-case bound for the greedy heuristic is 1 / 2 of the optimal. We also show by an example that this lower bound on the performance of the greedy heuristic is tight. We begin by proving the following lemma. Thus rk f/mk >= 1/2.
The bound specified by Theorem 2 is tight, and is illustrated by the example in Fig. 5 . The optimal solution is mk 2 k, corresponding to columns uj, j 1, k.
The greedy solution is 2 k-+ 1, corresponding to column ffk. Hence rk =f/mk 1 / 2 + e, where e /2 k. Since e can be made to approach 0 arbitrarily closely by increasing k, rk can be made to approach 1 / 2 from above arbitrarily closely, giving rise to an asymptotic upper bound of 1 / 2 for the worst-case performance of the greedy heuristic. Observe that the worst-case bound for the greedy heuristic equals the average-case bound for the random solution.
We are now ready to prove the lower bound on the average performance of the greedy heuristic. Assume that a probabilistic data-generating mechanism is used to obtain instances of Msat. Specifically, assume that the mechanism generates a larger number of 's in uj with probability p, and generates a larger number of 's in G. with probability p), j 1, k. Note that we assume that p does not vary with j. However, we make no distributional assumptions about the data-generating process. Theorem 3 characterizes the lower bound on the average performance ratio for the greedy heuristic. THEOREM 3.
[r]> Figure 6 is an example of the data generated for k 2, n2 2 7. The data generated in this manner for arbitrary k and n 2 +l is shown in Fig. 7 .
Since only one is generated probabilistically in column uj. or z, the probability of the greedy heuristic choosing u is p, and the probability of choosing z is p), j 1, k. Note that each row has a in either column u or column ffk. The value of the optimal solution to Msat described by Tk is mk n k, because the collection of columns uj., j 1, k, has at least n k nonoverlapping 's. For the data-generating mechanism described above, p can be arbitrarily small. The lower bound on the average performance ratio for the greedy heuristic then approaches 1/2, the same as the lower bound on the average performance ratio for the random procedure. However, the data-generating mechanism described above is "perverse." Other mechanisms can possibly guarantee higher minimum values for p, and hence a higher minimum performance ratio for the greedy heuristic. One mechanism, similar to that used in Goldberg, Purdom, and Brown ], is as follows: for all j 1, k, generate tij 1,7ij 0, with probability q, 0 0, 7ij 1, with probability q, o O, ti 0, with probability 2q.
The choice of q is arbitrary, and as in many simulations may be based on random sampling from a-parametric distribution. In this case, the probability that uj has a larger number of l's than is 1/2, j 1, k, and hence E[rk] >-].
Is there a way to improve the lower bound on E[ rk] for the greedy heuristic? So long as p is governed by "nature" (i.e., by a data-generating mechanism which the algorithm cannot control), there appears to be no way. But there is no reason why the choice of p should not be made a part of the heuristic. For instance, we may introduce probabilistic choice at each step ofthe greedy heuristic so that, whatever p is, the heuristic selects a solution with a probability it chooses. The perversity of a data-generating mechanism may then be superseded by the heuristic. We pursue this approach below by describing a probabilistic version of the greedy heuristic, which we call the probabilistic greedy heuristic. 4 . The probabilistic greedy algorithm. Like the greedy heuristic, the probabilistic greedy heuristic selects at step j column uj or zij. from table T, j 1, k. However, each column is selected with probability proportional to the number of l's it contains. That is, u. is chosen with probability p xj/nj, and is chosen with probability p (nj x9)/n9. We describe the heuristic more formally below.
Initialization. Order the columns of T so that n, the number of 's across ug and u-, is largest among all pairs of columns ut, fit, 1 1, k. Select column u with probability p xk/n, and select column ff with probability p (n x)/nk. Eliminate u and ff, and all rows with a in the chosen column, to obtain table T_ , where, as before, if column uk is chosen from T, Tk-T(ffk), if column ffk is chosen from Tk.
Recursion. Order the columns of T so that nj, the number of 's across u and ff, is largest among all pairs ofcolumns ut, fit, 1, j. Select column uj with probability p xj/n, and select column with probability p (n9 xj)/nj. Eliminate uj and , and all rows with a in the chosen column, to obtain table T_ , where, as before, The probabilistic greedy heuristic forces a trade-off between the probability of selecting the optimal solution and the value of the nonoptimal solution it identifies. We illustrate the trade-off below for the Msat problem described by Tk. Assume that at each of the first k steps the probabilistic greedy heuristic chooses the optimal column. At step k, the probabilistic greedy heuristic chooses column u with probability p x/n, and column ff with probability -p (nl x )/n. Hence the expected performance ratio is 8m---= 8(3n/4) =g"
That is, the lower bound on the expected performance ratio is when the first k columns selected by the greedy heuristic are optimal. As described below, the trade-off between the probability of selecting the optimal solution and the value ofthe nonoptimal solution occurs in general for the probabilistic greedy heuristic. Proof. We prove the theorem by induction on the number of variables.
Base case. E[ r >= .
For the single-variable problem, the optimal solution to Msat described by T1
is ml xl, and corresponds to column u of T as per our assumption. As the probabilistic greedy heuristic selects u with probability p x/nl, and selects ff with probability p (nl x )/n, the expected value of its solution is
and the expected performance ratio of the heuristic is Ifthe probabilistic greedy heuristic selects column u from T, it guarantees a solution value of at least x. In addition, T_ T(uk), generated at the first step, describes an Msat problem for which the expected value of the heuristic solution is, by the induction hypothesis, no less than a. Hence if column u is selected at step 1, the expected value of the heuristic solution is no less than x + g a. By a similar argument, if the greedy heuristic selects ffk at step 1, the expected value of its solution is no less than n x + 2-g a. Now u is selected with probability p xk/n, and ff is selected with probability p (n x)/nk. The It can be verified that for the data in Fig. 8 , the expected performance of the probabilistic greedy heuristic is el= + +.+ + 3 
+T
Noting that m n, the expected performance ratio equals E [r] + e, where e / 4 ). Since e can be made to approach 0 arbitrarily closely by increasing k, E[ r can be made to approach from above arbitrarily closely. Since the asymptotic upper bound for the probabilistic eedy heuristic is , the lower bound of specified by Theorem 4 is tight.
As the data-generating mechanism plays no role in determining the lower bound of the performance ratio for the probabilistic greedy heuristic, the bound obtained by Theorem 4 also holds if the same problem is sampled repeatedly; i.e., if the probabilistic greedy heuristic is implemented multiple times to solve the same problem, the average heuristic solution will be no smaller than of the optimal. Of course, in this case the solution with the largest value is of greater interest than the average value ofthe solutions across trials. For a large number of trials, the distribution of the largest value of the probabilistic greedy solution corresponds to the extreme value distribution for the largest among a sample of n observations. Since the largest value of the probabilistic greedy solution is bounded from above by the value of the optimal, the distribution in this case is characterized by the limited-value distribution (Gumbel [12 ) , which corresponds to where z is the largest value of the probabilistic greedy solution across trials, H(v) 1/e 0.36788, and w > 0 is the shape parameter of the distribution (see, e.g., Gumbel [12, pp. 164-165; p. 275]). 5 . Conclusion. Two aspects of the probabilistic greedy heuristic should perhaps be mentioned. First, it guarantees an average solution value of no less than of the optimal value regardless of the distribution of data. Second, the trade-off it forces between the probability of selecting the optimal solution and the value of the nonoptimal solution is a feature that is not evidently observed in other heuristics. Indeed, it is this feature of the heuristic that ensures that its average performance is never too bad. In contrast, while the greedy heuristic can do well, its ability to do so depends on the value of p. For independent observations from parametric distributions with p 1/2, it does as well, on average, as the probabilistic greedy heuristic. But for perverse distributions, the greedy heuristic on average can do as poorly as random search. On the other hand, for an "unintelligent" procedure, the random search does quite well to ensure an average solution of no less than 1 / 2 of the optimal, regardless of the data-generating distribution. It remains an open question whether relaxing the independence assumption, or assuming specific distributions, strengthens the bounds on the average performance for the greedy heuristic. It may also be possible to strengthen the average bound for the greedy heuristic with restricting assumptions on problem instances, such as when the set of clauses are 2-satisfiable (Lieberherr and Specker 16 ), or when each clause contains at least variables, -< =< k (Johnson [13] ).
