An automatic structure determination method based on an interpretation of the Patterson function has been improved by utilizing information on superposition pseudosymmetry. This pseudosymmetry can be detected using MIF (multiple implication function) groups. A new method of structure determination based on an enantioselective cross-vector function and on a sum atomic minimum superposition is introduced. This new method seems to be suitable for equalatom structures. The reliability and speed of the structure determination has been increased.
Introduction
Recently, structure determination has become fairly automatic for crystals measured at a resolution that is better than atomic resolution. Fourier recycling techniques (Simonov, 1975 (Simonov, , 1982 Kinneging & de Graaf, 1984; Pavelc Ïõ Âk, 1994; Miller et al., 1994; Sheldrick & Gould, 1995; Burla et al., 1999) applied to a large number of generated phase sets (irrespective of their origin: random, direct methods, Patterson methods) lead to successful structure determination. In some cases several weeks of computer time are necessary to solve a structure. The speed of automatic methods is still an issue. A promising method to deconvolute the Patterson function is to use the symmetry minimum function (SMF) (Ellison & Levy, 1965; Simpson et al., 1965; Pavelc Ïõ Âk, 1986) , atomic minimum superposition (AMS) (Simpson et al., 1965; Pavelc Ïõ Âk, 1986) and Fourier recycling (Pavelc Ïõ Âk, 1994) . The multi-solution method, based on this extremely simple approach, was found useful for solving heavy-and equal-atom structures (Pavelcik, 1998) and proteins measured at atomic resolution (Pavelc Ïõ Âk, 1999) . Currently we are testing various methods or computational schemes that reliably lead to structure solution, in order to make the process as fast and automatic as possible.
During testing various Patterson methods, particularly strategy one of Pavelcik (1998) , it was found that in many cases the problems in structure determination are caused by enantiomorph selection and pseudosymmetry. The atomic minimum superposition map (as well as electron density map), based on only one (heavy) atom, can have symmetry higher than that of the crystal. This case can be met in polar space groups (e.g. P2), or if the superposition atom is in a special or quasi-special position. The AMS in these cases has an ambiguous interpretation and the map contains superimposed structures (multiple images). The mathematical conditions for these ambiguities are well understood (Andrushewsky et al., 1988) . In this paper a more convenient method for the detection of the ambiguity is developed on the basis of MIF groups (Zimmermann, 1988; Pavelc Ïõ Âk, 1990 ). The information on pseudosymmetry can be utilized in selecting a second atom for multiple-atom superposition. Multiple-atom superposition is more powerful for revealing the structure than superposition based on one atom only.
The process of phase determination and phase re®nement can be improved by selecting a small set of reliable atoms (but not all of them must be correct) with the help of a cross-vector function (CVF) (Pavelc Ïõ Âk, 1988) . The CVF has been modi®ed to incorporate extra pseudosymmetry information. A group of several atoms can form the input into a sum atomic minimum superposition (SAMS) . The SAMS has properties that are intermediate between a minimum function and a sum function (or alpha-synthesis). This function may be useful in the early stages of phase development.
Methods

Superposition pseudosymmetry and its detection
The symmetry of the superposition map, which is a supergroup of the symmetry of the crystal, will be called superposition pseudosymmetry. The superposition pseudosymmetry is present if the superposition atom satis®es the conditions described by Andrushewsky et al. (1988) . These conditions can be rewritten as r i AE Rr j t t c t oe mod 1X 1 t oe is an equivalent origin of the space group, t c represents a centring translation, (R, t) is the symmetry operator, r i and r j are atoms in a structure. Two special cases of this equation will be considered here. The ®rst one describes a translation pseudosymmetry:
where r o is a superposition atom. The superposition map based on the atom r o contains two shifted images ({r k } = {r j } + t oe ). A very common case is the case in which the superposition atom is in a special position (e.g. a P " 1 group with the superposition atom on the centre of symmetry).
The second case is the case of a polar group:
In a polar group the superposition map contains two enantiomeric images ({r i } = À{r j }). The polar direction has an in®nite number of equivalent origins, so that only the twodimensional (or one-dimensional) projection of this formula can be considered (e.g. in the P2 1 space group with b convention, the y coordinate is irrelevant for ambiguity analysis; in the Cm group, both x and z are irrelevant).
Equations (2) and (3) can be used for testing atoms used for deconvolution. The atom causing superposition pseudosymmetry can be omitted from the deconvolution process or appropriate action can be taken in interpreting the ambiguous map.
Equations (1), (2) and (3) were used in deriving the symmetry of the MIF groups (Pavelc Ïõ Âk, 1990) . Condition (2) leads to an extra centring translation in the MIF group in addition to the symmetry operators of the crystal space group. In a non-centrosymmetric space group, condition (3) leads to a centre of symmetry in the MIF group. The equivalent positions of a point in the MIF group are given by
Equation (4) can be regarded as a rewritten version of equation (1). Conditions (2) and (3) represent a point in a special position of the MIF group. If the atom used for the superposition lies on a special position of the MIF group belonging to the space group of the crystal, then the atomic minimum superposition map based on this atom has superposition pseudosymmetry. This superposition map is ambiguous and contains two or more images of the crystal structure. The advantage of using MIF symmetry, instead of equations (2) and (3), for the detection of the pseudosymmetry, is that translation pseudosymmetry and enantiomorph ambiguity are treated together within one computing scheme and all symmetry operators are used at once. A practical aspect of this rule is that the atom causing the superposition pseudosymmetry can be easily detected by a computer routine designed for detecting special positions and for calculating occupation factors. Instead of the crystal symmetry, the related MIF symmetry is used in the calculations.
In the peak list of the superposition map, based on an atom which lies on the special position of the MIF group, two or more peaks have exactly the same height, and the coordinates of such peaks are related by elements of pseudosymmetry. The number of appearances of such a peak in the asymmetric unit will be called pseudosymmetry multiplicity (m). MIF symmetry can again be used to analyse superposition peaks. A superposition peak in a general MIF position has maximal multiplicity; a peak in a MIF special position has lower multiplicity. Peaks related by extra MIF symmetry are collected into groups and this information is utilized during the deconvolution process. Calculating equivalent positions of the MIF is a more reliable approach to detect pseudosym-metric groups than considering peak heights, particularly when the grid used to calculate the Patterson and the superposition maps does not respect pseudosymmetry operators and the peak heights are in¯uenced by interpolation. However, for two or more superposition atoms, the group theoretical analysis becomes complicated.
ECVF ± enantiosensitive cross-vector function
The cross-vector function (CVF) (Pavelc Ïõ Âk, 1988 ) was designed to analyse potential sets of atoms in the process of automatic interpretation of the Patterson function. The CVF can also be used as a ®lter for the peaks of AMS to remove false peaks or multiple images. Peaks whose cross vectors are all suf®ciently high in the Patterson map are given higher weight. Peaks with missing or low cross vectors are removed. A set of well cross-linked peaks is the result of this ®ltering. The CVF has been modi®ed to be enantioselective. The main modi®cation is in the treatment of pseudosymmetry groups. After accepting a certain peak, all other peaks belonging to the same pseudosymmetry group are removed. In this process the enantiomorph of the structure is de®ned. A small set of well cross-linked peaks can serve as the input into SAMS, the larger set of peaks to alpha or Fourier syntheses.
SAMS ± sum atomic minimum superposition
Atomic minimum superposition, based on more than one atom (multiple-atom superposition) is a powerful tool for solving the phase problem. However, increasing the number of atoms in the AMS also increases the noise of the resulting minimum superposition map because of series termination effects and a sharpening of the Patterson map. In practice we found that the optimum number of input atoms into AMS is about 2±4. This number depends also on symmetry (the higher the symmetry, the less atoms are needed). A sum function on the other hand has the opposite property. A multiple sum function improves the signal to noise ratio. But the sum function, which is closely related to an alpha-synthesis, does not have suf®cient power to distinguish structure images. A reasonable compromise between the multiple minimum functions and the multiple sum function is SAMS. SAMS is a sum of several AMS. The AMS, based on one atom in the asymmetric unit, is de®ned as (Pavelc Ïõ Âk, 1986)
where P(r) is the Patterson function. The minimum is taken over all symmetry-equivalent atoms. SAMS can be calculated from the selected peaks of the S(r; r 1 ) map:
This function will be called SAMS of the ®rst order. A more powerful function is
This function is based on second-order superposition functions. Relative weighting (e.g. superposition based on atoms of different atomic numbers) is controlled by the parameter w.
The de®nition of w can cause some problems in structures with high Patterson background and in such cases the ®rst-order function may be preferable. Suitable new peaks/atoms for calculation of SAMS are either top peaks of the AMS or peaks calculated on the basis of some ®gure of merit (FOM), or selected by the ECVF. The number of atoms used for SAMS is not more than 20% of the atoms in the asymmetric unit. For a typical organic structure this represents 5±10 atoms. It is believed that a few AMS, based on false atoms, will contribute only to the noise because theoretically a minimum superposition, based on a false atom, is a null map. In the tests described in this paper, peaks for SAMS are selected by ECVF, and the total number of atoms is approximately 3 + N 1a2 a ; N a is the number of atoms in the asymmetric unit.
EFOM ± enantio/pseudo controlled AMS
The atom selected for AMS ®xes the origin of the structure and in many space groups it also ®xes the enantiomorph. If an ambiguity in the interpretation of AMS is detected then the second superposition should be used to ®x the enantiomorph or to destroy the pseudosymmetry. In this case the ®rst AMS is used only as a tool for the generation and selection of the second superposition atom.
During the extensive usage and testing of superposition methods, we found that AMS based on one atom can lead to a correct structure by Fourier recycling even if the AMS has higher than crystal symmetry. The enantiomorph is selected, for example, by assignment of atomic types in a sorted peak list, by deletion of one atom from pairs of atoms within short distances, or by selecting an even or odd number of atoms for the calculation of structure factors, etc. But superposition, based on two independent atoms in the asymmetric unit, results in a considerable improvement of the convergence process and reduces the number of Fourier cycles needed to solve the structure. This is mainly because top SMF peaks are often overlapped [e.g. even in the case of r i T r j in equation (1)] and several images are present in a superposition map that is based on one atom only.
A suitable atom for the second (next) superposition can be found among peaks of the ®rst superposition map by calculating various R factors and correlation coef®cients and combining them into an FOM. For a structure with heavy atoms, the R factor can be of a type R({r o }, r i ). {r o } are atoms used in the calculation of the superposition (already known) and r i is a new peak found in the superposition map. In cases of superposition pseudosymmetry, the FOM is modi®ed by multiplicity. Peaks in a general position of the MIF group are preferred to peaks in a special position. The simple enantiosensitive combined ®gure of merit, which we have found useful, is EFOM H i CC 1 À RQ1 ma2X 8 H i is a peak height in the superposition map, CC is the correlation coef®cient between calculated and observed structure factors, RQ is the R factor de®ned by (Pavelc Ïõ Âk, 1988, equation 10 therein), m is the multiplicity of the pseudosymmetric group. If the second atom selected for superposition lies also on a special position of the MIF group, then the superposition map based on two atoms may still have an ambiguous interpretation. A third atom is selected in this case and a third AMS is calculated. This procedure may be repeated until the superposition pseudosymmetry is removed. However, no more than four successive AMS are recommended.
STOF ± superposition-to-Fourier filter
The aim of this ®lter is to prepare good input for Fourier recycling. A superposition map, in general, contains many false peaks. The superposition map for a large molecule (protein) is rather¯at and the ability to differentiate between atomic types using the peak height is lost, even for reasonably heavy atoms. There are two basic approaches to deal with peaks of the superposition map.
(i) Peaks are arranged according to peak heights and atomic numbers are assigned on the basis of known chemical contents. This can be regarded as a form of histogram ®tting.
(ii) Peaks are given the atomic number of the light or intermediate heavy atom (or of the second heavy atom) and the scattering power of an atom is weighted by
n À 1 is the number of heavy atoms with already assigned atomic types. This approach will be called the Simonov method (Simonov, 1975) . A high background for macromolecules is the reason that the Simonov weighting is not able to differentiate between atoms. We generalized the Simonov method by considering the background. Atomic numbers (types) are assigned to atoms on the basis of their sequence numbers in the sorted peak list, Z a i . The background is ®tted by a parabolic curve: H i À Z a i ai 2 bi cY 10
where i is the peak sequence number and a, b and c are determined by least squares. New atomic numbers (modi®ed peak heights) are given by
In the actual procedure the weighted average is used:
The weight, w, is in the interval 0±1 and w is higher for smaller structures. A normalized Patterson function with its origin scaled to Z 2 i is used in all calculations. AMS is on the atomic number scale.
The peak weighting is accompanied by a simple stereochemical analysis. Peaks within short distances to the superposition atoms are deleted. The origin peak of the Patterson function and its negative ripples affect the region of the superposition map near the superposition atom. Another ®lter is the distance-dependent weighting. Peaks within bonding distances to the superposition atoms are given higher weights than the rest of the peaks. Clusters of peaks within short distances are given lower weights in an attempt to keep the scattering power of the cluster equivalent to the number of atoms expected on the basis of bond lengths (e.g. two peaks within a distance of 0.8 A Ê are given a weight of 0.5). A full stereochemical analysis at this stage of the solution is not possible because atomic positions are usually shifted from their true positions and atomic types are unknown (we cannot assign covalent radii). The dominant position of an (assumed) heavy atom is maintained by reducing the occupation factor of all other atoms.
DMS ± density modification of the superposition map
Density modi®cation is a general approach to treat a superposition map. In our approach, pixels of the superposition density are accepted if S(r) > S lim , where S lim is about 0.4S max for equal-atom structures. Accepted pixels are used for structure-factor calculation by inverse Fourier transform (Simonov, 1982) . Phases from these density-modi®ed structure factors are used in the electron density calculation.
There is some uncertainty as to what the inverse Fourier transform of the modi®ed sharpened AMS map represents with respect to structure factors or normalized structure factors. The calculated`structure factors', F c , are ®tted to the observed (normalized) structure factors to obtain a scale factor (k) and a sharpening parameter (G): Table 1 Crystal data for test structures. Scaled E c can be useful for calculating weights of Fourier coef®cients (Sim-type weights) and for the calculation of an R factor. Table 2 Results of automatic structure solutions and re®nements.
Each structure solution consists of the following chain of calculations: Patterson, SMF, AMS controlled by EFOM, STOF and Fourier recycling. SMF is the ®rst peak leading to a solution. The name consists of the chemical symbol and a sequence number in the sorted SMF list. T/E is the number of translation (T) or enantiomorph (E) ambiguities for the pivot superposition atom. R(F) is the R factor resulting from recycling; NCYCLE is the related number of Fourier cycles. REFA is the R factor resulting from automatic re®nement. Table 3 Results of automatic structure solutions and re®nements.
Each structure solution consists of the following chain of calculations: Patterson, SMF, AMS, ECVF, SAMS, DMS and Fourier recycling. SMF is the ®rst peak leading to a solution. The name consists of the chemical symbol and the sequence number in the sorted SMF list. T/E is the number of translation (T) or enantiomorph (E) ambiguities for the pivot superposition atom. R(F) is the R factor resulting from recycling; NCYCLE is the related number of Fourier cycles. REFA is the R factor resulting from automatic re®nement. The same method of calculating structure factors can be applied also to the electron density map, or possibly only to high regions of the electron density. The Shiono & Woolfson (1992) method can be used to re®ne phases. With the abovementioned normalization, the R(E) factor becomes a reasonable number and several cycles of density modi®cation are usually accompanied by the lowering of the R factor.
Test calculations, results and discussion
Structures for testing were those used in our previous analyses and no special consideration was taken with respect to superposition pseudosymmetry (but many of the test structures belong to the class of so-called dif®cult structures). It was found that about 60% of these arbitrarily selected structures are solved based on SMF peaks having superposition pseudosymmetry. The test structures are given in Table 1 .
Two schemes for an automatic structure determination were developed and tested. Both schemes are based on the multisolution strategy of Pavelcik (1998), with incorporation of the pseudosymmetry information. The algorithm of both methods consists of calculation of the Patterson function, SMF and multi-solution for top SMF peaks. The SMF peak is used as the input (pivot) atom in AMS. In the previous strategy the second superposition atom was selected as one of the ®rst pair of pseudosymmetric atoms. A more sophisticated approach is used here.
The SMF peaks are tested for enantiomorph and pseudosymmetry using MIF symmetry. The peaks are also tested with equations (2) and (3) for the`degree' of pseudosymmetry. Each symmetry element and equivalent origin is tested separately. The number of times these equations are satis®ed for translation ambiguity is given the abbreviation T. Enantiomorph ambiguity is introduced by the letter E.
The ®rst method consists of the following steps. If the ambiguity is present, then the second peak is selected using EFOM [equation (8)] from AMS peaks. A second superposition is calculated. If ambiguity is still present then another atom is selected and the AMS based on three atoms is calculated. Superposition peaks are treated by a STOF ®lter and Fourier recycling is used to complete the structure. Results are given in Table 2. In the second method, ECVF is used to select a group of well cross-linked peaks of the AMS. These peaks are used as input to SAMS. DMS is an intermediate step between superposition and Fourier recycling. Results are given in Table 3 . In both tables the column headed SMF gives the chemical symbol of the SMF peak and the peak number (also trial number) leading to the solution, e.g. Na39 means that the atomic number of sodium is used in the calculations and that the ®rst 38 trials did not give a solution. R(F) is the R factor resulting from Fourier recycling. The best structure of the multi-solution process (both methods) is automatically extended and re®ned.
The Fourier recycling procedure is a slightly improved version of a procedure described by Pavelcik (1998). The automatic structure re®nement is not the subject of this work.
The development of this routine is still in progress and will be the subject of a future paper. It is included here only because it was not always completely clear whether the structure was solved or not when the R factor from an automatic determination was about 20%. Inclusion of the automatic re®nement helps considerably in this respect and graphical inspection of the structure was necessary only in a few cases (in those based on low-quality data, e.g. DATTA5 and A120). The testing was done on a Compaq ARMADA E500 notebook with an 800 MHz processor.
Inclusion of the superposition pseudosymmetry in the process of structure determination has considerably improved the success and the speed of structure determination.
Heavy-atom or intermediate-heavy-atom test structures (those containing elements of the third row of the Periodic Table in organic structures) are now all solvable by the EFOM±STOF strategy. This is a multi-solution process, but the number of trials is relatively low. The heavy atoms are on the top of the list of the sorted SMF peaks even for small proteins. The principal exceptions to this rule are P " 1 structures with several heavy atoms. Typical examples are MEXI, DATTA5 and BL238. Some sort of prescreening may be required here to reduce the number of trials. A suitable procedure is under development. For typical heavy-atom structures this may lead to only one trial; in more complicated cases the number of trials may be reduced. Selection of the second superposition atom is not critical for the structure determination. With correct selection of the second superposition atom the number of Fourier cycles has been reduced to 1±4. The EFOM±STOF scheme works also for structures in the P1 space group (JAMILAS, JR193). The SMF peak is trivial at (0, 0, 0). The atomic minimum superposition based on this atom (which is in fact the scaled Patterson map) is again a source of potential atoms (vectors) for the next superposition. Computationally this is a uni®ed approach. Fourier recycling in the P1 space group is one of the most powerful phase-re®ning and phase-extending procedures (Pavelc Ïõ Âk, 1994; Sheldrick & Gould, 1995) .
For equal-atom structures, the EFOM±STOF strategy is very sensitive to the selection of the second superposition atom and to the technical details of the procedure (Wilson scaling, grid for calculation of the Fourier transform, number of input peaks to the recycling, etc.). Structure determination has only a probabilistic character. Exceptions to this rule are small organic structures, where oxygen can be regarded as the heavy atom with scattering power twice that of carbon and there is only a limited background problem. The EFOM± STOF strategy has no advantage in comparison with the results of Pavelcik (1998) for equal-atom structures. The present method is able to solve structures within reasonable computer time. The total solution and re®nement times are in the range of 1 s for CU, 2 min for APAPA, 7 min for BL238, 52 min for 2FDN, to 108 min for 1AB1.
ECVF in conjunction with SAMS is a promising technique for equal-atom structures. The cross-vector function is expected to select a set of well cross-linked atoms with a higher probability of being part of one image than by simply selecting top (or random) atoms from the peak list. SAMS strengthens the signal. ECVF and SAMS represent a collective property of a set of atoms (like molecular replacement based on a small fragment), not the property of individual atoms. To solve a large organic structure, many trials with a large number of Fourier cycles are still needed. For example, to solve the structure of BL238 one needs to calculate about 4000 Fourier syntheses of the electron density with the present version of the program. Computer times are in the range of 2 s for RKSA1 to 14 min for TPH.
This method works also for heavy-atom structures because of the dominant scattering power of the heavy atom, but CPU times are longer in comparison with the STOF strategy. It is dif®cult to combine superposition maps based on atoms of different (and unknown) atomic types if the background is dominant. Weights developed for small structures (reciprocals of the atomic number modi®ed for background) do not work for proteins. The background problem remains also in ECVF and SAMS. For these reasons, heavy-atom and protein structures are omitted from Table 3 and more research is being carried out on protein structures.
The development of Patterson methods for solving heavyatom or intermediate-heavy-atom (P, S and Cl) structures, including small proteins, measured at atomic resolution, has reached the state of maturity. The same statement seems to be true also for small organic structures (up to 50 atoms in the asymmetric unit). Structures are solved with a reasonable number of trials and Fourier cycles. For large equal-atom structures, the ab initio Patterson strategies remain to be re®ned.
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