Abstract. We prove, under some general assumptions, that a generator of any uniformly bounded Nemytskij operator, mapping a subset of space of functions of bounded variation in the sense of Wiener-Young into another space of this type, must be an affine function with respect to the second variable.
Introduction
Let I, X, Y be arbitrary nonempty sets. For a given function h : I×X −→ Y , the mapping H : X I −→ Y I defined by
(1) (Hf )(t) = h(t, f (t)), f ∈ X I (t ∈ I), is called the Nemytskij composition operator of generator h (here X I stands for the family of all functions f : I −→ X). In the sequel we assume that I is a real interval.
The composition operators play important role in the theory of differential, integral and functional equations. In some function spaces any locally defined operator (or operator with memory) must be a composition operator (cf. [5, 16, 17, 18, 19, 20] ).
It is known that if a composition operator maps the Banach space Lip(I, R) into itself and is globally Lipschitzian with respect to the Lip-norm, then its generator h must be of the form (2) h(t, x) = a(t)x + b(t), t ∈ I, x ∈ R for some a, b ∈Lip(I, R) (cf. [8] ). This result has been extended to some other function Banach spaces (cf. [1] and the references therein). Then it turned out that the Lipschitz continuity of the composition operators can be replaced by its uniform continuity [10] . Recently a new essential improvements has been done in [10] , where it is shown that the generator of any uniformly bounded composition operator (Definition 3.5) mapping the Banach space of Lipschitz functions into itself (or into another space of that type) must be of the above form. Let us note that, every bounded operator is uniformly bounded.
Let X and Y be real Banach spaces, and C ⊂ X a convex set. Denote by (BV ϕ (I, X), · ϕ ) the Banach space of functions f : I → X which are of bounded ϕ-variation in the sense of Wiener [15] , (or more, generally in the sense of Young [21] ) where the norm · ϕ is defined with the aid of LuxemburgNakano-Orlicz seminorm [6, 13, 14] . Assume that H maps the set of functions f ∈ BV ϕ (I, X) such that f (I) ⊂ C into BV ψ (I, Y ). The main result of the present paper (Theorem 3.3) reads as follows: if the operator H is uniformly bounded, then (2) holds. As a very special case we obtain the result of [3] , where H is assumed to be uniformly continuous.
This result implies that, in general, the Banach fixed point theorem (or any of its generalizations) can be applied to determine the solutions f ∈ BV ϕ (I, X) of the functional equation
where h : I × X → X and α : I → I are given, only if this equation has the form
i.e., only if the equation is linear.
Preliminaries
In this section we present some definitions and preliminary results related to the functions of bounded ϕ-variation in the sense of Wiener.
Let F be the set of all convex functions ϕ : [0, ∞) −→ [0, ∞) such that ϕ(0 + ) = ϕ(0) = 0, ϕ(t) > 0 for t > 0 and lim t→∞ ϕ(t) = ∞.
Remark 1.1. If ϕ ∈ F , then ϕ is continuous and strictly increasing. Indeed, the convexity of ϕ and ϕ(0) = 0 imply the continuity of ϕ. Suppose that ϕ(t 1 ) ≥ ϕ(t 2 ) for some 0 < t 1 < t 2 . Then
contradicting the convexity of ϕ. Definition 1.2. Let ϕ ∈ F and (X, | · |) be a real normed space, and I ⊂ R be an interval. A function f ∈ X I is of bounded ϕ-variation in the sense of
where the supremum is taken over all finite and increasing sequences ξ = (t i ) m i=0 , t i ∈ I, m ∈ N. For ϕ(t) = t p (t ≥ 0, p ≥ 1), condition (3) coincides with the classical concept of variation in the sense of Jordan whenever p = 1, and in the sense of Wiener [15] if p > 1. The general Definition 1.2 was introduced by Young [21] .
Denote the set of all bounded ϕ-variation functions f ∈ X I in the sense of Wiener by V ϕ (I, X). This is a symmetric and convex set but it is not necessarily a linear space, Musielak and Orlicz [12] proved that V ϕ (I, R) is a vector space if and only if ϕ satisfies the ∆ 2 condition.
Denote by BV ϕ (I, X) the linear space of all functions f ∈ X I such that v ϕ (λf ) < ∞ for some constant λ > 0. In this space the function · ϕ defined by
where t 0 ∈ I is fixed, and
is a norm (see for instance [12] ). Maligranda and Orlicz [7] , proved that the space (BV ϕ (I, R), · ϕ ) is a Banach algebra. The functional p ϕ (·) defined by (4) is called the LuxemburgNakano-Orlicz seminorm [6, 13, 14] .
In what follows we shall need the following lemmas.
Let BV − ϕ (I − , X) denote the subset of BV ϕ (I, X) consisting of those functions which are left continuous on I − := I\{inf I}, and let BV + ϕ (I + , X) denote the subset of BV ϕ (I, X) that consists of those functions which are right continuous on
exist and they are called the left regularization and right regularization of f (cf. [11] ).
An auxiliary result and its consequences
For a set C ⊂ X, let us define
For the real linear space X, Y denote by A(X, Y ) the set of all additive mappings from X into Y and, if X, Y are normed spaces by L(X, Y ), the set of all linear and continuous mappings from X into Y .
Following an idea of [3] and [9] , we prove:
Suppose that the function h : I × C −→ Y is continuous with respect to the second variable. If the composition operator H : C I −→ Y I generated by h, maps BV ϕ (I, C) into BV ψ (I, Y ) and satisfies the inequality
where h
Proof. For every x ∈ C, the constant function f (t) = x (t ∈ I) belongs to BV ϕ (I, C). Since H maps BV ϕ (I, C) into BV ψ (I, Y ), it follows that the function I ∋ t −→ h(t, x) belongs to BV ψ (I, Y ). The existence of the left regularization h − of h follows from Lemma 1.4 and the completeness of (Y, | · | Y ). From (5) , by the definition of the norm · ψ , we obtain
From (5), (6) and Lemma 1.3(a), if γ f 1 − f 2 ϕ > 0, then
Therefore, for any s 1 < t 1 < s 2 < t 2 < · · · < s m < t m , s i , t i ∈ I, i ∈ {1, 2, . . . , m}, m ∈ N, the definitions of the operator H, the functional v ψ and (7) imply
Let us fix r ∈ I − . For arbitrary finite sequence inf I < s 1 < t 1 < s 2 < t 2 < · · · < s m < t m < r and x 1 , x 2 ∈ C, x 1 = x 2 , the functions f 1 , f 2 : I −→ X defined by
belong to the space BV ϕ (I, C). From (10) and (9), we have
whence, obviously,
and, moreover
Using (8), we hence get
From the continuity of ψ and the definition of h − , letting s 1 ↑ r in (11), we obtain
Hence, since m ∈ N is arbitrary,
and, as ψ(z) = 0 only if z = 0, we obtain
In the sequel we apply the method presented in M. Kuczma [4, pp. 314-315] for functions of real variable. Let us fix t ∈ I − , x 0 ∈ C. Let C 0 := C − x 0 and
From (13) and (12), for all x 1 , x 2 ∈ C 0 , we get
which shows that the function g is Jensen affine in C 0 . Since 0 ∈ C 0 and
by induction, we hence get that
Denote by span(C 0 ) the set
Of course, for every z ∈ span(C 0 ) there is a positive integer n = n(z) such that 2 −n z ∈ C 0 . Put
Since the value G(z) does not depend on the choice of n = n(z), the function G : span(C 0 ) −→ Y is correctly defined. As for z ∈ span(C 0 ) one can choose n(z) = 1, we have
Take arbitrary z 1 , z 2 ∈ span(C 0 ) and choose a positive n such that
Now, applying in turn the definition of G, Jensen affinity of g, and again the definition of G, we hence get, for arbitrary z 1 , z 2 ∈ span(C 0 ),
, that is G is additive in span(C 0 ). The continuity of h − (t, ·) implies the continuity of G. Consequently, being additive, G must be linear, i.e., G ∈ L(X, Y ). For x ∈ C, we have x − x 0 ∈ C 0 . Hence, from (13), we get
whence, setting a − (t) := G and b
and b − ∈ BV ψ (I − , Y ). The proof of (ii) is analogous. Proof. For arbitrary fixed x, x ∈ C, x = x, define the pair of constant functions
Then of course f, g ∈ BV ϕ (I, C) and
Moreover, by assumption, H(f 1 ) = h(·, x) and H(f 2 ) = h(·, x) belong to BV ψ (I, Y ). From the definitions of the norm · ψ and (5), we obtain (6) and Lemma 1.3(a),
Now, the continuity of γ at 0 and the equality γ(0) = 0, imply that h is continuous with respect to the second variable.
Note that in Theorem 2.1 the function γ : [0, ∞) −→ [0, ∞) is completely arbitrary.
As an immediate corollary of Theorem 2.1 and Remark 2.2 we obtain the following: 
where a − , a
Remark 2.4. If γ(t) = kt for some k ≥ 0, then inequality (5) becomes the classical Lipschitz condition.
Uniformly bounded composition operator
Definition 3.1 ([9, Def. 1]). Let X and Y be two metric (or normed) spaces. We say that a mapping H : X −→ Y is uniformly bounded if, for any t > 0 there is a nonnegative real number γ(t) such that for any nonempty set B ⊂ X we have diamB ≤ t =⇒ diamH(B) ≤ γ(t).
Remark 3.2. Obviously, every uniformly continuous operator or Lipschitzian operator is uniformly bounded. Note that, under the assumptions of this definition, every bounded operator is uniformly bounded.
The main result of this paper reads as follows. 
(ii) there exist a
Proof. Take any t ≥ 0 and arbitrary f 1 , f 2 ∈ BV ϕ (I, C) such that
Since diam{f 1 , f 2 } ≤ t, by the uniform boundedness of H, we have
and the result follows from Theorem 2.1. . Let X and Y be two metric (or normed) spaces. We say that a mapping H : X −→ Y is equidistantly uniformly bounded if, for any t > 0 there is a nonnegative real number γ(t) such that all u, v ∈ B ⊂ X, diam{u, v} = t =⇒ diam H(u), H(v) ≤ γ(t).
Of course, the equidistant uniform boundedness is a weaker condition than the uniform boundedness. The following result follows from Theorem 2.1. 
