Abstract. Let SL(2, q) be the group of 2 × 2 matrices with determinant one over a finite field F of size q. We prove that if q is even, then the product of any two noncentral conjugacy classes of SL(2, q) is the union of at least q − 1 distinct conjugacy classes of SL(2, q). On the other hand, if q > 3 is odd, then the product of any two noncentral conjugacy classes of SL(2, q) is the union of at least q+3 2 distinct conjugacy classes of SL(2, q).
Introduction
Let G be a finite group, A ∈ G and A G = {A B | B ∈ G} be the conjugacy class of A in G. Let X be a G-invariant subset of G, i.e. X A = {B A | B ∈ X } = X for all A ∈ G. Then X can be expressed as a union of n distinct conjugacy classes of G, for some integer n > 0. Set η(X ) = n.
Given any conjugacy classes A G , B G in G, we can check that the product
} is a G-invariant subset and thus A G B G is the union of η(A G B G ) distinct conjugacy classes of G. Fix a prime p and an integer m > 0. Let F = F (q) be a field with q = p m elements and S = SL(2, q) = SL(2, F ) be the special linear group, i.e. the group of 2 × 2 invertible matrices over F with determinant 1.
It is proved in [1] that for any integer n > 5, given any nontrivial conjugacy classes α Sn and β Sn of the symmetric group S n of n letters, that is α, β ∈ S n \ {e}, if n is a multiple of two or of three, the product α Sn β Sn is the union of at least two distinct conjugacy classes, i.e. η(α Sn β Sn ) ≥ 2, otherwise the product α Sn β Sn is the union of at least three distinct conjugacy classes, i.e. η(α Sn β Sn ) ≥ 3. A similar result is proved for the alternating group A n in [2] .
Fix a prime p and an integer m > 0. Let F = F (q) be a field with q = p m elements and S = SL(2, q) = SL(2, F ) be the special linear group, i.e. the group of 2 × 2 invertible matrices over F with determinant 1. Given any non-central conjugacy classes A S , B S in S, is there any relationship between η(A S B S ) and q? Arad and Herzog conjectured in [3] that the product of two nontrivial conjugacy classes is never a conjugacy class in a finite nonabelian simple group. Thus, when q ≥ 4 is even we have that S = SL(2, q) = PSL(2, q) is simple and so we must have that η(A S B S ) > 1 unless A = I or B = I. In what follows, we expand and refine this statement. Given any group G, denote by min(G) the smallest integer in the set {η(a
In Proposition 2.13, given any integer m > 0, we present matrices
m ) ) = 2 m − 1 and thus Theorem A is optimal. Also, given any q = p m > 3, where p is an odd prime and m is a positive integer, in Proposition 2.20 we prove that Theorem B is optimal by presenting matrices where min(SL(2, q)) is attained. Also, using GAP [5] , we can check that min(SL(2, 3)) = 2 and thus Theorem B cannot apply when q = 3.
When q is even, SL(2, q) = PSL(2, q) is a simple group of Lie type of characteristic 2. Hence, if we require that both A and B are not involutions in Theorem A, the conclusion of Theorem A follows from Theorem 2 of [6] . We thank Rod Gow for pointing this out to us.
Proofs
Notation. We will denote with uppercase letters the matrices and with lowercase letters the elements in F .
Remark 2.1. We can describe matrix representatives of conjugacy classes in S = SL(2, F ) by four families or types ( [4] ):
(i) r 0 0 r where r ∈ F and r 2 = 1,
(ii) r 0 0 s where r, s ∈ F and rs = 1.
(iii) s u 0 s where s ∈ F, s 2 = 1 and u is either 1 or a non-square element of
(iv) 0 1 −1 w , where w = r + r q and 1 = r 1+q for some r ∈ E \ F, where E is a quadratic extension of F .
That is, any conjugacy class A S of S must contain one of the above matrices. S and B S of S, η(A S B S ) ≥ n for some integer n, it suffices to prove that the statement holds for each of the six combinations of conjugacy classes containing matrices of type (ii), (iii) and (iv).
Remark 2.3. Two matrices in the same conjugacy class have the same trace. Thus, if the matrices do not have the same trace, then they belong to distinct conjugacy classes.
and therefore (i)
(iii)
Proof. Observe that
.
(ii) Trace( r 0 0 s
Proof. The result follows by Lemma 2.4 and
(ii)
Remark 2.6. For any a, b ∈ F such that a = 0, we have that {ax+b | x ∈ F } = F . Proof. Given i ∈ F, set C(i)
Fix u, v in F such that uv = 1. By Lemma 2.5 (i), we have that
By Lemma 2.5 ii) we have that
Now let E(i) = 1 i 0 1 for i ∈ F. As before, observe that E(i) ∈ S for any i ∈ F. Then by 2.5 (iii), we have that
Since (r − s)(u − v) = 0, (r − s)u = 0, and s − r = 0, the result follows from (2.8), (2.9),(2.10), Remark 2.1, Remark 2.3 and Remark 2.6. Lemma 2.11. Let F be a field with 2 m elements for some integer m and a ∈ F with a = 0. Given any H ⊆ F, the set {ai 2 + c | i ∈ H} has |H| elements. In particular, if H = F , then the set {ai 2 + c | i ∈ H} has q elements.
Since F is a field of characteristic 2, the map x → x 2 is an automorphism of F and thus |{i 2 | i ∈ H}| = |H|.
Lemma 2.12. Let F be a field with q = 2 m elements for some integer m.
(i) For any f in F , there exists a matrix D in the product
, there exists a matrix D in the product Proof.
By Lemma 2.11 we have that {i 2 | i ∈ F } = F and thus (i) follows.
(ii) Given any i ∈ F \ {0}, set E(i) = i −1 0 0 i . By Lemma 2.5 (v), we have
Observe that since F is of characteristic 2, we have det(F (i)) = (i +
If vw = 0, then the set {vw(i 2 + 1) | i ∈ F } = F by Lemma 2.11. Since F is of characteristic 2, the only matrix representative of type (iii) is 1 1 0 1
. Also, since F is of characteristic two, we can check that the matrices Proof.
Thus the matrices in A S B S do not have trace w. Also, since the eigenvalues of B are not in F and the eigenvalues of A is 1, then A S = (B −1 ) S and so the identity I is not in A S B S . Since F has even characteristic and I is not in A S B S , we conclude that there is a one-to-one correspondence of the conjugacy classes in A S B S with the traces of the matrices: if the trace is 0, then the matrix is similar to a matrix of type (iii), and otherwise, the matrix is similar to a matrix of type (ii) or type (iv), depending on whether or not its characteristic equation is reducible. Thus η(A S B S ) = q − 1. Lemma 2.15. Let F be a finite field with q elements and a, b, c ∈ F with a = 0. If q is an odd number, then the set {ai 2 + bi + c | i ∈ F } has exactly q+1 2 elements. Proof. Since the field F is of odd characteristic, we have that 2 = 0 and thus
Since q is odd, then 2 divides q − 1 and so the square of the set of units forms a subgroup of order (i) Fix a, b ∈ F \{0}, and suppose that q > 3. The set {ax 2 +by 2 | x, y ∈ F \{0}} has a square and a non-square element.
(ii) Fix r, s and u in F with s 2 − 4 = 0. Then the set {−ux 2 − uy 2 + s(r − uxy) | x, y ∈ F, (x, y) = (0, 0)} has at least q − 1 elements.
(iii) Let w ∈ F be such that w 2 − 4 = 0. Then {a 2 − c 2 + acw | a, c ∈ F, a = 0} = F \ {0}.
Proof. (i)
Observe that if c ∈ F is a non-square element, i.e. c ∈ {i
Thus, if x is a square and y is a nonsquare element, then ax is a square and ay is a non-square element when a is a square, and otherwise, ax is a non-square element and ay is a square. Thus the set {ax 2 + by 2 | x, y ∈ F \ {0}} has a square and a non-square element if and only if {x 2 + b a y 2 | x, y ∈ F \ {0}} has a square and a non-square element. Hence, without loss of generality, we may assume that a = 1.
Note that there are non-square elements in F . Also, since |F | > 3, if F has characteristic p = 3 then 3 2 + 4 2 = 5 2 , otherwise there exists an element w ∈ F such that w 2 + 1 = 0. Thus the set {x 2 + y 2 | x, y ∈ F } always contains a square element. If b is a square element, the set {x 2 + by 2 | x, y ∈ F \ {0}} = {x 2 + y 2 | x, y ∈ F } has a square and a non-square element, otherwise the set of square elements would be a subfield of F of size q+1 2 . Suppose that b is a non-square element. If −1 is a non-square element, then {x 2 + by 2 | x, y ∈ F \ {0}} = {x 2 − y 2 | x, y ∈ F \ {0}}, and hence we may assume that b = −1. Let ǫ be a generator of F . Observe that ǫ is not a square and if x = ǫ+1 2 = 1 + y, then x 2 − y 2 = (x − y)(x + y) = ǫ and x, y ∈ F \ {0} since |F | > 3. Also for any x = y = 0, we have that x 2 − y 2 = 0 and thus the set {x 2 − y 2 | x, y ∈ F \ {0}} contains a square, namely zero, and a non-square element, namely ǫ. We may assume then that −1 is a square element.
Given z ∈ F \ {0}, set y = xz. Then x 2 + by 2 = x 2 (1 + bz 2 ). Observe that 1 + bz 2 = 0 does not have a solution since −1 is square and so −1/z 2 is a square. Since the set Z = {1 + bz 2 | z ∈ F \ 0} has q−1 2 elements and 0, 1 ∈ Z, either Z has a square and a non-square element, or it has only non-square elements. In the first case, since {x 2 (1 + bz 2 ) | x, z ∈ F \ {0}} ⊂ {x 2 + by 2 | x, y ∈ F }, the result follows. We may assume now that Z is the set of non-square elements. Given w ∈ F \ {0}, set x = wy. Then x 2 + by 2 = y 2 (w 2 + b). Hence W = {w 2 + b | w ∈ F \ 0} has q−1 2 elements and b, −b ∈ W . Since both b and −b are non-squares, it follows that either W contains both square and non-square elements, or W contains only square elements. In the first case, the result follows as before. In the second case, since {x 2 (1 + bz 2 ) | x, z ∈ F \ {0}} is the set of all non-square elements and {y 2 (w 2 + b) | y, w ∈ F \ {0}} is the set of all nonzero square elements, (i) follows. (ii) Observe that −ux 2 − uy 2 + s(r − uxy) = f if and only if (2.17)
for some (x, y). Observe that (2.17) has a solution if there is some y ∈ F such that the discriminant ∆(y) = (sy) 2 − 4(
is a square. Since s 2 − 4 = 0, by Lemma 2.15 we have that the set {(s 16 (i), the set {rwy 2 + tux 2 | x, y ∈ F \ {0}} has a square and a non-square element. It follows then by Lemma 2.14 that there are two matrices that are not similar in the product with the same trace.
Given any i ∈ F, let C(i) = 1 0 i 1 . By Lemma 2.5 (iv), we have that
By Lemma 2.15, the set {2rt − uwi 2 | i ∈ F } has q+1 2 elements. Thus there are at least .
We can check that t 1 = 0 since w 2 − 4 is a non-square and C ∈ F. Also
Fix e and g in F , where e = 0. Set t 2 = −e 2 − g 2 + egv and D = e g t2 g −e+gv t2
. By Lemma 2.16 (iii), for any e, g ∈ F with e = 0, t 2 = 0 since v 2 −4 is a non-square.
Thus
(iii), we have that {a 2 + c 2 − acw | a, c ∈ F, a = 0} = F \ {0}. Thus the set {− w+v t1 (ii) Assume that q ∼ = 1 mod 4. Set E = 1 1 0 1 . Then
Hence, Theorem B is optimal.
Proof. Hence, in each case, the result follows by Theorem B.
