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Abstract
In this article, we will show that the automorphism group of any hy-
pergraph is essentially equal to the determinant of some matrix over a
ring generated from the set of ground points. With this, we are also able
to determine whether two graphs are isomorphic.
1 Introduction
For a long time people have been investigating the algebraic structures of graphs,
one of which is their automorphism groups [1]. Many people think it quite hard
to obtain the automorphism group of an arbitrary graph, and even regard this
problem as a special class in the computation complexity hierachy. But now, in
this article, we’ve found a way to better understand how its automorphism group
forms and transforms. We at first use the gound set to generate a ring called the
Ring of Partials, which was recognized as the power set of the symmetric group
SX . Indeed, they share the same set and the same structure, but we give the
elements different names for simplicity of calculations. We observe that in this
ring, the behaviors of the gound points are in a highly regular and comfortable
way. In fact, we find that the automorphism group is exactly the determinant
of some matrix over the ring, which means that Graph Automorphism Problem
is not as hard as we thought before. This striking fact also applies to the Graph
Isomorphism Problem.
2 A Baby Idea
Given a hypergraph Γ, we let n “ |Γ|, and write Γ “ tA1, A2, . . . , Anu. We
define SglpΓq – ŤΓ “ tx P X ; x P Ai, for some iu. We call x P X Γ-singular
if x P SglpΓq, otherwise we call it Γ-free. A hypergraph is called spanning if
its singular set is exactly X. For the rest of the article, we assume all the
hypergraphs we talk about are spanning.
We call a point x P X of degree k in Γ if x is included in exactly k elements
in Γ. And we define k-class of Γ as C kΓ “ tx P X ; deg x “ ku. Thus, the set of
singular points is exactly the subset of all points of degree bigger than 0.
For the hypergraph pX,Γq, of which we can define the k-section
Γk – tA P Γ ; |A| “ ku , 1 ď k ď m
then pX,Γkq becomes the maximal k-homogeneous sub-hypergraph of pX,Γq.
It is quite clear that a permutation will not bring an edge to a different section,
and so we can show
Proposition 2.1.
AutpΓq “
mč
k“1
AutpΓkq
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Proof. An automorphism of Γ will not bring an edge to a different section, then
it will preserve edges in each section; a permutation that preserves each section
of Γ will certainly preserve Γ.
This easy result is not our goal, but everything becomes much more inter-
esting when we observe the following facts. Now we will focus on the automor-
phisms of k-homogeneous hypergraphs, and later we will extend the result.
Definition 2.1. a. To each Ai P Γk, we denote its stabilizer Gi “ SAi b
SXzAi ;
b. Given Ai, Aj P Γk, there should be a permutation that brings Ai to Aj, and
we denote that permutation σij. (We will give a general way to construct
σij soon.)
Proposition 2.2. Given two permutations σij and σ
1
ij, we have
σijGi “ σ1ijGi “ Gjσij “ Gjσ1ij
Proof. Observe that σ´1ij σ1ij will bring Ai to itself, and so σ
´1
ij σ
1
ij P Gi; Similarly
we have σ1ijσ
´1
ij brings Aj to itself, and so σ
1
ijσ
´1
ij P Gj . To see σijGi “ Gjσij ,
we have to observe that for gj P Gj , gj ÞÑ σ´1ij gjσij defines an injection from Gj
to Gi; since both are of the same finite cardinality, we have that the mapping
is onto.
Theorem 2.1. Let σij P SX such that it takes Ai to Aj, then
AutpΓkq “
č
i
ď
j
σijGi
Proof. Given g P AutpΓkq, then for any Ai P Γk, gpAiq P Γk. That is to say,
there will be an Aj P Γk such that gpAiq “ Aj . Thus, for any 1 ď i ď n, we
have that
g P
nď
j“1
σijGi
where each σijGi collects all the permutations that bring Ai to Aj . Thus
AutpΓkq Ď
nč
i“1
nď
j“1
σijGi.
Conversely, for g P
nč
i“1
nď
j“1
σijGi, we see that g will only bring elements in
Γk to those of itself.
Remark 2.2. We would like to define σij’s as follows: From Ai to Aj, we
consider σij a permutation that maps ∆ij – AizAj to ∆ji – AjzAi and an
identity elsewhere. More precisely, we first order ∆ij and ∆ji respectively, and
then take elements in ∆ij to those of the same order in ∆ji. If we define σij’s
in this way, we see that they will thus be involutions. As an example, for A1 “
t1, 2, 3, 4, 7, 8u and A2 “ t3, 4, 1, 5, 34, 17u, we define σ12 – p25qp7, 17qp8, 34q.
To see the essential structure of the automorphism group of a given k-
homogeneous hypergraph Γ “ tA1, . . . , Anu, we first take a look at a natural
subgroup—the collection of all permutations that preserve all the edges at the
same time. Notice that this group, denoted by
Şn
i“1Gi, is normal in AutpΓq,
because for g P AutpΓq, σ P Şni“1Gi, we still have gσg´1 P Şni“1Gi. We will
denote this subgroup KΓ.
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According to Theorem 2.1, we can do further calculations to analyse the
automorphism groups in general. To begin with, we write the cosets into a
matrix:
MΓ –
¨˚
˚˝˚σ11G1 σ12G1 ¨ ¨ ¨ σ1nG1σ21G2 σ22G2 ¨ ¨ ¨ σ2nG2
...
...
. . .
...
σn1Gn σn2Gn ¨ ¨ ¨ σnnGn
‹˛‹‹‚
According to Proposition 2.2, we see the above matrix can be reformulated
as:
MΓ “
¨˚
˚˝˚ G1 G2σ12 ¨ ¨ ¨ Gnσ1nG1σ21 G2 ¨ ¨ ¨ Gnσ2n
...
...
. . .
...
G1σn1 G2σn2 ¨ ¨ ¨ Gn
‹˛‹‹‚
Observe any two entries that are in the same column, say the i-th, are
distinct cosets of Gi, and hence by group theory, the two must be disjoint.
Notice in Theorem 2.1, what we did is just take the union of each row of M,
and then take the intersection of the unions. Basic calculations tell us that it
is equivalent to first pick out exactly one entry from each row, and take their
intersections, and then take the union of the intersections. From prior analysis,
those intersections, in which there are more than two entries in the same column,
must vanish. That is to say, an intersection
σ1j1G1
č
σ2j2G2
č
¨ ¨ ¨
č
σnjnGn
must vanish, when ˆ
1 2 ¨ ¨ ¨ n
j1 j2 ¨ ¨ ¨ jn
˙
is not a permutation. Therefore, we have the following proposition.
Proposition 2.3. č
i
ď
j
σijGi “
ď
j PSn
nč
i“1
σijiGi
From the above proposition, one will observe that, the number of the inter-
sections will be no more than the number of permutations of rns, i.e. n!.
Recall that KΓ is a normal subgroup of AutpΓq, and if we suppose that
l “ |AutpΓq|{|KΓ|, then there will be g1 “ p1q, g2, . . . , , gl in AutpΓq such that
AutpΓq “ g1KΓ
ğ
g2KΓ
ğ
¨ ¨ ¨
ğ
glKΓ
Proposition 2.4. For j a permutation of edges, we have that
Şn
i“1 σijiGi will
not vanish if and only if it is a coset of KΓ in AutpΓq.
Proof. Suppose for every g P AutpΓq, gKΓ ‰ Şni“1 σijiGi. Recall left multipli-
cation by g induces a bijection over AutpΓq, there is
gKΓ “ g
˜
nč
i“1
Gi
¸
“
nč
i“1
gGi
Then, there must be some i0 such that gGi0 ‰ σi0ji0Gi0 , and since they are
both cosets of Gi0 , they must be disjoint, and thus the assumption can be
reformulated as:
@g P AutpΓq, gKΓ is disjoint from
nč
i“1
σijiGi
Thus,
Şn
i“1 σijiGi is disjoint from AutpΓq, which implies that
Şn
i“1 σijiGi is
empty. The reverse is evident.
3
Given an element in
Şn
i“1 σijiGi, we shall see it will induce a permutationˆ
1 2 ¨ ¨ ¨ n
j1 j2 ¨ ¨ ¨ jn
˙
over the edges Γ “ tA1, . . . , Anu by permuting the indices. Then, we have a
corollary.
Theorem 2.3. AutpΓq{KΓ can be naturally embeded into Sn, and j P Sn is in
AutpΓq{KΓ if and only if Şni“1 σijiGi is not empty.
Proof. For the first part, let
ψ : AutpΓq ÝÑ Sn
g ÞÝÑ ψpgq
here Aψgpiq – gAi, for any Ai P Γ, @1 ď i ď n. It is easy to verify that the map
is a well-defined homomorphism. If ψpfq “ id P Sn for some f , then we see
fA “ A for all A in Γ, which implies that f P KΓ. It is then clear to see that
the kernel of ψ is exactly KΓ. By fundamental theorem of homomorphisms, one
should find the result.
For the second part, for j P Sn, we may write it as:ˆ
1 2 ¨ ¨ ¨ n
j1 j2 ¨ ¨ ¨ jn
˙
then if j is in AutpΓq{KΓ “ Impψq, there must be an element v in AutpΓq such
that ψpvq “ j. Notice v P σijiGi for all 1 ď i ď n. And hence vKΓ is not empty.
The reverse is trivial.
It is reasonable to think of KΓ’s as plain groups. To illustrate this fact, we
give a classification of KΓ, where Γ’s are assumed to be spanning 2-homogeneous
hypergraphs, i.e. simply spanning graphs. We embed the symmetric group of
a subset into SX by making its elements identity on its complement, and call it
the symmetry of the subset.
Definition 2.2 (Radical). In a graph, we call an edge a radical if its vertices
merely lie in it.
Proposition 2.5. A spanning graph Γ have trivial KΓ if and only if it has
no radicals. Moreover, KΓ will be the direct product of the symmetries of the
radicals.
Proof. Suppose there are no radicals in the graph Γ, then we shall see for each
edge A “ tx, yu, we may without loss of generality find degpxq ą 1. That is
to say, x is at least in some other edge B “ tx, zu. If KΓ is not trivial, let
σ P KΓ such that σ ‰ p1q P SX , and since the choice of A is arbitrary, we may
simply take A to be the edge so that σ does not fix x and y at the same time.
If σpxq ‰ x, then to fix A, σpxq “ y, and similarly, to fix B, we have σpxq “ z,
which impies that z “ y and it’s impossible. If σpyq ‰ y, then to fix A, we have
σpyq “ x and σpxq “ y, and similarly, to fix B, σpxq “ z, and hence another
contradiction.
We have shown if a spanning graph has no radicals, it has trivial KΓ. Thus,
a spanning graph with nontrivial KΓ must have finitely many radicals. Since
radicals are mutually disjoint, we see KΓ will be a direct product of their sym-
metries.
In a word, if we let tr1, . . . , rpu Ď Γ denote the radicals, we see
KΓ “
pâ
l“1
Srl
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3 Ring of Partials
The above result tells us that the structure of KΓ is somewhat simple in general,
and what we should aim at is the cosets of KΓ. We shall continue to focus on
spanning graphs.
The first question is: What are σijGi’s? Well, one thing we must be aware
of is that σij ’s are involutions of orders less than or equal to 2 and Gi’s are
stabilisers of Ai’s. Such clear structures stimulate us to find out what are in
σijGi.
Definition 3.1 (p-partial). A p-partial on X is defined to be an injective
function pi from a p-subset of X to X itself. A p-partial pi can be expressed asˆ
a1 a2 ¨ ¨ ¨ ap
pia1 pia2 ¨ ¨ ¨ piap
˙
where ta1, a2, . . . , apu Ă X is the p-subset.
Proposition 3.1. Any partial can be extended to a permutation on X.
Proof. We at first claim that if the partial is essentially a permutation over its
domain, then it can be extended to the whole X, which is easy to do by making
it identity everywhere outside its domain. Now we assume that if it is not a
permutation yet. According to the definition, the domain and the codomain
must have the same number of elements. Let A and B denote the domain and
the codomain respectively, by assumption, we shall see ∆1 – AzB have the
same cardinality as ∆2 – BzA. By Remark 2.2, we can construct a bijection
from ∆1 to ∆2, which along with the original partial, will without doubt induce
a permutation over A
Ť
B. According to the first claim, we are done.
Notice that given a p-partial, we don’t have the information about where
it comes from, but for two partials we can check whether they can be joint
together. In other words, for a p-partialˆ
a1 a2 ¨ ¨ ¨ ap
ja1 ja2 ¨ ¨ ¨ jap
˙
and a q-partial ˆ
b1 b2 ¨ ¨ ¨ bq
lb1 lb2 ¨ ¨ ¨ lbq
˙
we say they are uniform if they do not collide with each other in the sense that
if there is, for instance, at “ bh, then jat “ lbh , and if there is ja1t “ lb1h , then
a1t “ b1h.
Definition 3.2. On the class of all the partials over X, we define the following
order:
j ď l if and only if dompjq Ď domplq, codpjq Ď codplq and l can restrict to j
Proposition 3.2. Given finitely many uniform partials, there exists a unique
minimum partial that can restrict to all of them.
Proof. We at first consider the case of two partials, and we continue to use the
above notation. To show the existence, we would like to construct one. If their
domains are disjoint, then by the definition of uniformity, their codomain must
also be disjoint, and thus we may simply put them together without losing
injectivity. By definition of uniformity, one should notice that on the subset
D – dompjqŞ domplq, j|D “ l|D. Thus, we can at first put j|XzD and l|XzD
together and then join it with j|D “ l|D. It is clear that the order does not
matter. We can inductively show that the existence is true for finitely many
partials.
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To see our construction is the unique minimum one, we shall see that any
partial that is bigger than all of the prescribed partials must has its domain
contain the union of all those domains, and codomain contain the union of all
those codomains. Since on each term of the union the partial, the prescribed
one and our construction are equal, the partial can restrict to our construction,
and hence is bigger than our construction. If there is another minimum one,
we can see it is both bigger and smaller than our construction, and so the two
must be equal.
Definition 3.3 (Join). Given two partials pi1 and pi2, we will call the above
construction their join, and use pi1 _ pi2 to denote it.
Example 3.4. Over X “ t1, 2, . . . , 100u, we consider some examples to show
how partials are joint together.
a. The join of ˆ
1 2 4 7
11 34 5 1
˙
and ˆ
10 20 24 17 59 50
12 35 18 16 27 77
˙
will be ˆ
1 2 4 7 10 20 24 17 59 50
11 34 5 1 12 35 18 16 27 77
˙
This is the case with no repetition;
b. The join of ˆ
1 2
11 14
˙
and ˆ
11 14
1 2
˙
will be ˆ
11 14 1 2
1 2 11 14
˙
which is essentially a permutation (while it is not yet, because we don’t
know what is happening outside the subset t1, 2, 11, 14u);
c. The join of ˆ
1 2
1 2
˙
and ˆ
3 4
3 4
˙
will be ˆ
1 2 3 4
1 2 3 4
˙
One thing that readers must be careful here is thatˆ
1 2 3 4
1 2 3 4
˙
‰ either
ˆ
3 4
3 4
˙
or
ˆ
1 2
1 2
˙
d. The join of ˆ
1 2 3 4
1 2 3 4
˙
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and ˆ
1 45 67 49
1 20 33 35
˙
will be ˆ
1 2 3 4 45 67 49
1 2 3 4 20 33 35
˙
e. ˆ
1 2 3 4 45 67 49
1 2 3 4 20 33 35
˙
cannot get joint together withˆ
1 2 3 4 45 67 49
12 22 31 41 20 33 35
˙
f. ˆ
1 2 3
12 22 31
˙
can be extended to the cycleˆ
1 2 3 12 22 31 4 5 ¨ ¨ ¨ 100
12 22 1 1 2 3 4 5 ¨ ¨ ¨ 100
˙
We have given a lot of examples to show how partials behave, but why do
we define them? The following theorem stresses its importance.
Theorem 3.1. If we write X “ ts1, s2, . . . , smu, Al “ ts1, s2u, and suppose
tsi, sju ‰ ts1, s2u. Then all elements in ps1siqps2sjqGl will haveˆ
s1 s2
si sj
˙
or ˆ
s1 s2
sj si
˙
as their partials, and conversely, any permutation that has one of these two as
its partial must be in ps1siqps2sjqGl.
Proof. I. We at first assume that s1 ‰ si and s2 ‰ sj . Notice that Gl “
Sts1,s2u b Sts3, ..., smu, then we have for g P Gl
i. If g P Sts3, ..., smu, then if si and sj are in the same cycle
ps1siqps2sjqg “ ps1siqps2sjqpsi ¨ ¨ ¨ sj ¨ ¨ ¨ q ¨ ¨ ¨ p¨ ¨ ¨ q
“ ps1si ¨ ¨ ¨ s2sj ¨ ¨ ¨ q ¨ ¨ ¨ p¨ ¨ ¨ q
And if si and sj are in different cycles, then
ps1siqps2sjqg “ ps1siqps2sjqpsi ¨ ¨ ¨ qpsj ¨ ¨ ¨ q ¨ ¨ ¨ p¨ ¨ ¨ q
“ ps1si ¨ ¨ ¨ qps2sj ¨ ¨ ¨ q ¨ ¨ ¨ p¨ ¨ ¨ q
so both of them have ˆ
s1 s2
si sj
˙
as their partials;
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ii. If g P ps1s2qSts3, ..., smu, then if si and sj are in the same cycle
ps1siqps2sjqg “ ps1siqps2sjqps1s2qpsi ¨ ¨ ¨ sj ¨ ¨ ¨ q ¨ ¨ ¨ p¨ ¨ ¨ q
“ ps1sj ¨ ¨ ¨ s2si ¨ ¨ ¨ q ¨ ¨ ¨ p¨ ¨ ¨ q
And if si and sj are in different cycles, then
ps1siqps2sjqg “ ps1siqps2sjqps1s2qpsi ¨ ¨ ¨ qpsj ¨ ¨ ¨ q ¨ ¨ ¨ p¨ ¨ ¨ q
“ ps1sj ¨ ¨ ¨ qps2si ¨ ¨ ¨ q ¨ ¨ ¨ p¨ ¨ ¨ q
so both of them have ˆ
s1 s2
sj si
˙
as their partials;
II. Without loss of generality we may assume that s1 ‰ si and s2 “ sj , and
so sj R ts3, . . . , smu.
i. If g P Sts3, ..., smu, then
ps1siqps2sjqg “ ps1siqps2sjqpsi ¨ ¨ ¨ q ¨ ¨ ¨ p¨ ¨ ¨ q
“ ps1si ¨ ¨ ¨ qps2sjq ¨ ¨ ¨ p¨ ¨ ¨ q
so ˆ
s1 s2
si sj
˙
is its partial;
ii. If g P ps1s2qSts3, ..., smu, then
ps1siqps2sjqg “ ps1siqps2sjqps1s2qpsi ¨ ¨ ¨ q ¨ ¨ ¨ p¨ ¨ ¨ q
“ ps1sjs2si ¨ ¨ ¨ q ¨ ¨ ¨ p¨ ¨ ¨ q
“ ps1s2si ¨ ¨ ¨ q ¨ ¨ ¨ p¨ ¨ ¨ q
so ˆ
s1 s2
sj si
˙
is its partial.
III. For a permutation σ P SX , if it hasˆ
s1 s2
si sj
˙
as its partial, then ps2sjqps1siqσps1q “ s1, and ps2sjqps1siqσps2q “ s2.
Thus ps2sjqps1siqσ must fix the edge Al, and so ps2sjqps1siqσ P Gl, which
implies that σ P ps1siqps2sjqGl. The second case is similar to prove.
Definition 3.5 (Partial Equivalence). For σ, τ in SX , we may call them par-
tially equivalent relative to pi if σ and τ share the same partial pi. In this
momoent, we will use σ »pi τ to denote the relation.
Proposition 3.3. The above definition is exactly an equivalence relation.
From now on, for a partial pi we call rpis the pi-class, collecting all the per-
mutations in SX that have pi as their partials. Therefore, Theorem 3.1 in fact
tells us that
ps1siqps2sjqGl “
„ˆ
s1 s2
sj si
˙ğ„ˆs1 s2
si sj
˙
.
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Now, return to the matrix
MΓ “
¨˚
˚˝˚σ11G1 σ12G1 ¨ ¨ ¨ σ1nG1σ21G2 σ22G2 ¨ ¨ ¨ σ2nG2
...
...
. . .
...
σn1Gn σn2Gn ¨ ¨ ¨ σnnGn
‹˛‹‹‚
One must observe this matrix gives everything about the automorphisms of a
given graph, so our aim is to extract its information in a more elegant way. To
this end, we would like to introduce the algebraic structure of partials. In the
following context, we will call MΓ the Canonical Matrix of Γ.
Definition 3.6 (Brics). For the set of ground points X “ ts1, s2, . . . , smu,
and two variables µ, ν over X, we would call
ˆ
µ
ν
˙
a free bric over X. If we
input µ “ si and ν “ sj, we would call
ˆ
si
sj
˙
a bric over X.
Here one must notice
ˆ
si
si
˙
‰
ˆ
s1i
s1i
˙
, if si ‰ s1i.
Brainstorm: In fact, brics are 1-partials over X, and we want operations
like addition to say that some function share either this partial or that one,
and multiplication to integrate information of brics by using joins. One should
notice that free brics behave in the same way of brics.
We start with ω – tνλuλPΛ, a collection of symbols, representing free vari-
ables over X “ ts1, . . . , smu. Then we define
ωβ –
"ˆ
νi
νj
˙
; νi, νj P ω
*
a collection of free brics over X based on ω. Now, we view elements in ωβ as
variables over F2, and generate a collection F2pωβq of multi-variable polynomials
over this field, which is in fact a linear space over F2. On this F2pωβq, we will
quotient the following relations:
a. For pi P ωβ , pi2 “ pi;
b. For pi1, pi2 P ωβ , pi1pi2 “ 0 if their upper rows are equal but the lower rows
are not, or the upper row are not equal but the lower rows are.
Proposition 3.4. Let
I1 –ă pi2 ´ pi ; pi P ωβ ą
and
I2 –ă pi1pi2 ; pi1, pi2 P ωβ that satisfy the properties in b. ą
Then, I1 and I2 are ideals in F2pωβq corresponding to the two relations above
respectively, and so if we quotient the relations in a. and b., we obtain a ring.
Proof. Trivial.
We denote what we will obtain after the quotient ΠωpXq.
Definition 3.7 (Ring of Free Partials). We will call ΠωpXq the Ring of Free
Partials over X.
In fact, if we simply put ω – X, we obtain a ring generated from a ring of
m2-variable polynomials over F2.
Definition 3.8 (Ring of Partials). We will call this ring the Ring of Partials
over X, denoted by ΠpXq.
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Proposition 3.5. In ΠpXq, if we denote its multiplication by ˚, and then we
shall see for two brics pi1 and pi2
pi1 ˚ pi2 “
#
pi1 _ pi2 pi1 and pi2 are uniform;
0 otherwise.
Since the brics span the whole space, the multiplication in ΠpXq is essentially
“_”.
Proof. After the construction.
Proposition 3.6.
ΠpXq “
#ÿ
l
ź
k
pikl ` c, mod ă I1, I2 ą ; pikl P ωβpXq, c “ 0 or 1
+
“
#ÿ
l
ł
k
pikl ` c ; pikl P ωβpXq, c “ 1 or 0.
+ď
t0, 1u
Proof. After the construction.
In fact, there is another definition of ring of partials, which is defined in a
more concrete way, but the two are essentially the same. Now, let me introduce
the second definition.
We start with the collection of all subsets of SX , denoted PpSXq. In this
collection, we define for A,B P PpSXq
A ˚B – A
č
B
A`B – pAzBq
ď
pBzAq
It is interesting to recall the knowledge of “Boolean Algebra” to know that
pPpSXq, ˚,`q becomes an algebra over the field F2.
In PpSXq, we collect all the partial classes over X
PC – trpis P PpSXq ; pi is a partial over Xu
One thing we must notice is that elements in PC may not be disjoint, but this
doesn’t matter at all.
Since the intersection of two subalgebras of PpSXq is still an algebra, it is reason-
able to consider the smallest subalgebra of PpSXq that contain PC. We will call
this subalgebra the second definition of the Ring of Partials over X, denoted
by Π1pXq. Observe that every permutation is per se a partial, and hence any
subset of SX is a sum of partial classes, and thus PC spans the whole PpSXq,
and so the so-called Π1pXq is nothing but PpSXq. The only difference is that,
we consider it in a new way.
Theorem 3.2. There is an isomorphism from ΠpXq to Π1pXq.
Proof. We define
Λ : ΠpXq ÝÑ Π1pXqÿł
pi ÞÝÑ
ÿ”ł
pi
ı
0 ÞÝÑ H
1 ÞÝÑ SX
and it is easy to check this is an isomorphism.
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4 Graphs and Matrices
From previous section we have defined over X the ring of partials. Here we will
not distinguish the two definitions.
Suppose we have a graph Γ “ tA1, . . . , Anu, and Al “ tµl, νlu for each
1 ď l ď n. Here µl and νl are variables over X, and so we can use these
variables to construct free brics. That is to say, we may construct a ring of
free partials by Γ, which is denoted by ΠΓ. If we input the values of X to the
variables, then ΠΓ will be well deformed into ΠpXq, and so if we have the exact
data of the graph, we will simply consider ΠpXq as our ambient ring. But for
the rest of the time, we would still use µl, νl to denote the elements in Al for
each l.
Recall the matrix
MΓ “
¨˚
˚˝˚σ11G1 σ12G1 ¨ ¨ ¨ σ1nG1σ21G2 σ22G2 ¨ ¨ ¨ σ2nG2
...
...
. . .
...
σn1Gn σn2Gn ¨ ¨ ¨ σnnGn
‹˛‹‹‚
“
¨˚
˚˚˚˚
˚˝˚˚
„ˆ
µ1 ν1
µ1 ν1
˙Ů„ˆµ1 ν1
ν1 µ1
˙
¨ ¨ ¨
„ˆ
µ1 ν1
µn νn
˙Ů„ˆµ1 ν1
νn µn
˙
„ˆ
µ2 ν2
µ1 ν1
˙Ů„ˆµ2 ν2
ν1 µ1
˙
¨ ¨ ¨
„ˆ
µ2 ν2
µn νn
˙Ů„ˆµ2 ν2
νn µn
˙
...
. . .
...„ˆ
µn νn
µ1 ν1
˙Ů„ˆµn νn
ν1 µ1
˙
¨ ¨ ¨
„ˆ
µn νn
µn νn
˙Ů„ˆµn νn
νn µn
˙
‹˛‹‹‹‹‹‹‹‚
Now, if we define
αij –
ˆ
µi
µj
˙
and βij –
ˆ
νi
νj
˙
and
ζij –
ˆ
νi
µj
˙
and γij –
ˆ
µi
νj
˙
With the abuse of notations, we can simply write
MΓ “
¨˚
˚˝ α
1
1β
1
1 ` γ11ζ11 α12β12 ` γ12ζ12 ¨ ¨ ¨ α1nβ1n ` γ1nζ1n
α21β
2
1 ` γ21ζ21 α22β22 ` γ22ζ22 ¨ ¨ ¨ α2nβ2n ` γ2nζ2n
...
...
. . .
...
αn1β
n
1 ` γn1 ζn1 αn2βn2 ` γn2 ζn2 ¨ ¨ ¨ αnnβnn ` γnnζnn
‹˛‹‚ (1)
and thus we obtain a square matrix over the ring ΠpXq. When talking about
square matrices, we may come up with its determinant. What is the determinant
of this square matrix MΓ?
Brainstorm [2]: Well, recall that ΠpXq is also a linear space over F2, and
so we don’t distinguish 1 and ´1 in ΠpXq. Then if we consider a general
square pai,jqnˆn, and assume it has some corresponding determinant, by Laplace
Formula, this determinant must satisfy
detppai,jqnˆnq “
nÿ
j“1
p´1qi`jai,jMi,j
“
nÿ
j“1
ai,jMi,j
for some 1 ď i ď n. Here p´1qi`jMi,j is the cofactor of ai,j . In particular, we
use this formula inductively from i “ 1 to i “ n, and in this way we shall define
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Theorem 4.1 (Determinant Definition).
det : Mn pΠpXqq ÝÑ ΠpXq
pai,jqnˆn ÞÝÑ
ÿ
jPSn
nź
i“1
ai,ji
is indeed a determinant. That is to say, it satisfies: multilinearity, alternat-
ing property and identity-determinant 1. Here Mn pΠpXqq collects all the
nˆ n matrices with entries in ΠpXq.
Proof. 1. (Identity has determinant 1 ) For the identity matrix¨˚
˚˝˚1 0 ¨ ¨ ¨ 00 1 ¨ ¨ ¨ 0
...
...
. . .
...
0 0 ¨ ¨ ¨ 1
‹˛‹‹‚
we have
nź
i“1
ai,ji is not 0 if and only if j is an identity in Sn, and so the
determinant is exactly 1n “ 1;
2. (Multilinearity) We consider two matrices
pα1, α2, . . . , αnq– pai,jqnˆn
pβ1, β2, . . . , βnq– pbi,jqnˆn
Then
det ppα1, . . . , αl ` βl, . . . , αnqq
“
ÿ
jPSn
`
aj´1plq,l ` bj´1plq,l
˘ ź
i‰j´1plq
ai,ji
“
ÿ
jPSn
aj´1plq,l
ź
i‰j´1plq
ai,ji `
ÿ
jPSn
bj´1plq,l
ź
i‰j´1plq
ai,ji
“det ppα1, α2, . . . , αl, . . . , αnqq ` det ppα1, α2, . . . , βl, . . . , αnqq
for all 1 ď l ď n;
3. (Alternating Property) We shall see if σ “ ptsq P SX , then
detppaσpiq,jqnˆnq “
ÿ
jPSn
nź
i“1
aσpiq,ji
“
ÿ
jPSn
nź
σpiq“1
aσpiq,ji
“
ÿ
jPSn
nź
i“1
ai,j˝σpiq
“
ÿ
j˝σPSn
nź
i“1
ai,ji
“ detppai,jqnˆnq
Similarly we can show it for columns.
If we suppose Γ is a spanning graph, then now we are able to talk about its
automorphism group. Assume we already know the data of Γ, and so we can
talk about things in the ring ΠpXq.
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Theorem 4.2. With the abuse of notations, we may say for Γ a spanning graph
over X
AutpΓq “ detpMΓq
here MΓ is the canonical matrix of the spanning graph Γ.
Proof. We have writtenMΓ as in Equation (1). By Proposition 2.3 and Theorem
3.2, the result is easy to see.
5 Automorphism Group of A Given Hypergraph
5.1 Arbitrary Graphs
One may find in the above theorem, we don’t really need a graph to be spaning.
In fact, the above theorem can be naturally extended to a much wider stage.
We will give the general version for arbitrary hypergraphs over the prescribed
X.
To begin with, we will extend the theorem to arbitrary graphs.
Theorem 5.1. With the abuse of notations, we may say for Γ an arbitrary
graph over X
AutpΓq “ detpMΓq
here MΓ is the canonical matrix of the graph Γ.
Proof. This result is natural because Proposition 2.3 and Theorem 3.2 do not
require a graph to be spanning.
5.2 Homogeneous Hypergraphs
For a k-homogeneous hypergraph Γ “ tA1, . . . , Anu, if we writeAl “ ta1l , a2l , . . . , akl u,
we define the canonical matrix of Γ to be
MΓ –
¨˚
˚˚˚˚
˚˚˚˚
˝
ˆ
A1
A1
˙ ˆ
A1
A2
˙
¨ ¨ ¨
ˆ
A1
An
˙
ˆ
A2
A1
˙ ˆ
A2
A2
˙
¨ ¨ ¨
ˆ
A2
An
˙
...
...
. . .
...ˆ
An
A1
˙ ˆ
An
A2
˙
¨ ¨ ¨
ˆ
An
An
˙
‹˛‹‹‹‹‹‹‹‹‚
here we mean ˆ
Ai
Aj
˙
–
ÿ
σPSk
˜
a1i a
2
i ¨ ¨ ¨ aki
a
σp1q
j a
σp2q
j ¨ ¨ ¨ aσpkqj
¸
for each 1 ď i, j ď n.
With similar arguments, we can show the theorem is also true for arbitrary
homogeneous hypergraphs.
5.3 Arbitrary Hypergraphs
Suppose that we have X “ ts1, . . . , smu, and an arbitrary hypergraph Γ. We
would like to write Γ “
mğ
k“1
Γk, where each Γk is the k-section of Γ. Let Mk be
the canonical matrix of each Γk when seen as homogeneous hypergraphs over
X. Since there is no transition between different sections, we shall define the
canonical matrix for Γ
MΓ –
¨˚
˚˝˚M1 0 ¨ ¨ ¨ 00 M2 ¨ ¨ ¨ 0
...
...
. . .
...
0 0 ¨ ¨ ¨ Mm
‹˛‹‹‚
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Theorem 5.2. detpMΓq “ AutpΓq
Proof. By linear algebra, one can see
detpMq “
mź
k“1
detpMkq
thus the result is proved by using Theorem 2.1.
6 Ring of Isopartials
When talking about automorphism groups of graphs, one often comes up with
the isomorphisms between different graphs. Now, we are going to find a way to
describe these isomorphisms by using our knowledge of automorphisms.
To begin with, we shall define something similar to partials. In this section,
X – ts1, s2, . . . , smu and Y – tt1, t2, . . . , tmu will be our ambient ground
sets.
Definition 6.1 (Isopartials). A p-isopartial is an injective function from a
p-subset of X to Y . The order among isopartials is defined similar to that of
partials.
Proposition 6.1. Any p-isopartial can be extended to a bijective function from
X to Y .
Proof. Let pi be the isopartial, and if we define j a bijective function from X to
Y , then j ˝pi becomes a p-partial on X. Let j ˝ pi denote the smallest extension
of this partial, and we may check that j´1 ˝ j ˝ pi is in fact a bijection that
dominates pi.
For two isopartials, we can similarly define uniformity, which is similar to
that of partials. A finite collection of isopartials is called uniform if they are
pairwise uniform.
Proposition 6.2. Given finitely many uniform isopartials, there exists a unique
minimum isopartial that can restrict to all of them.
Proof. Routine proof.
Definition 6.2. We shall define the above isopartial the join of the collection.
And its symbol will be exactly that of partials.
To construct what we shall call the Ring of Isopartials, we would like to at
first recall the following commutative diagram
Y
j
// X
X
pi
OO
j˝pi
>>
where j is a bijective function from Y to X and pi is any bijection from X to Y .
Now, if we denote SX,Y the collection of all bijections from X to Y , we shall
see j induces the following embedding
j˚ : SX,Y ÝÑ SX
pi ÞÝÑ j ˝ pi
In fact, j˚ is also a function on the power set of SX,Y :
j˚ : PpSX,Y q ÝÑ PpSXq
tpiu ÞÝÑ tj ˝ piu
According to previous arguments, PpSXq is essentially ΠpXq, and thus pj˚q´1
gives a structure on PpSX,Y q, which is exactly what we want.
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Proposition 6.3. pj˚q´1pΠpXqq is independent of the choice of j.
Proof. It’s a routine proof.
Definition 6.3 (Ring of Isopartials). In the following context, we will call
pj˚q´1pΠpXqq the Ring of Isopartials from X to Y , and will use ΠpX,Y q to
denote it.
Remark 6.1. One can see that there is a more direct way to consider the graph
isomorphism problem by simply thinking of it in the ring ΠpX \ Y q, of which
ΠpX,Y q is a subset. But here we regard both as the same, because they are
special cases of each other.
Definition 6.4 (Canonical Transformation). Let Γ1 – tA1, . . . , Anu and Γ2 –
tB1, . . . , Bnu be two graphs on X and Y respectively, where Ai “ ta1i , a2i u and
Bi “ tb1i , b2i u. A canonical transformation from Γ1 to Γ2 will be the following
matrix
MΓ1,Γ2 –
¨˚
˚˚˚˚
˚˚˚˚
˝
ˆ
A1
B1
˙ ˆ
A1
B2
˙
¨ ¨ ¨
ˆ
A1
Bn
˙
ˆ
A2
B1
˙ ˆ
A2
B2
˙
¨ ¨ ¨
ˆ
A2
Bn
˙
...
...
. . .
...ˆ
An
B1
˙ ˆ
An
B2
˙
¨ ¨ ¨
ˆ
An
Bn
˙
‹˛‹‹‹‹‹‹‹‹‚
here we mean ˆ
Ai
Bj
˙
–
ˆ
a1i a
2
i
b1j b
2
j
˙
`
ˆ
a1i a
2
i
b2j b
1
j
˙
Theorem 6.2. Let G1i denote the stabiliser of Ai and G
2
i that of Bi, and assume
σij is a bijection that brings Ai to Bj, then we have that σijG
1
i “ G2jσij collects
all the bijections that bring Ai to Bj. Moreover, we have
IsopΓ1,Γ2q “
č
i
ď
j
σijG
1
i
Proof. Routine proof.
Theorem 6.3. With the abuse of notations, we may say for Γ1 and Γ2 arbitrary
graphs over X and Y respectively
IsopΓ1,Γ2q “ detpMΓ1,Γ2q
here MΓ1,Γ2 is the canonical transformation from Γ1 to Γ2.
Proof. It is natural to see.
7 Calculations
We now go back to what we have in Section 5. Our goal now is to find a method
to calculate the determinant of a given matrix in the ring ΠpXq, especially for
the canonical matrices.
Definition 7.1 (Polypartial). We will call elements in the ring ΠpXq polypar-
tials. One must be able to tell the difference between partials and polypartials.
For convenience, in the rest of this article, pi either with subscripts or with
superscripts will simply denote partials.
Proposition 7.1. Let κ be a polypartial, then for any positive integer n, we
have κn “ κ.
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Proof. By previous theorem, we may write κ “ pi1 ` ¨ ¨ ¨ ` pis. Notice
ppi1 ` ¨ ¨ ¨ ` pisq2 “ pi21 ` ¨ ¨ ¨ ` pi2s `
ÿ
1ďi‰jďs
2piipij
“ pi21 ` ¨ ¨ ¨ ` pi2s
“ pi1 ` ¨ ¨ ¨ ` pis
thus, inductively one can show that κn “ κ.
We want to mimic what we have learnt in Linear Algebra, and start to
consider the squares in MnpΠpXqq. On MnpΠpXqq we can still define addition
by adding entries, and define multiplication as we have down to matrices over the
reals. Therefore MnpΠpXqq becomes a ring. We can do ‘scalar’ multiplication
by multiplying polypartials to the entries and thus this ring becomes a module
over ΠpXq. Many of the properties of matrices over the reals remain true here.
We list them in the following theorem.
Theorem 7.1. A “ paijqnˆn, B “ pbijqnˆn are in Mn pΠpXqq, and AT is the
transpose of A, then
1. detpInq “ 1;
2. detpAT q “ detpAq;
3. detpABq “ detpAqdetpBq;
4. detppκaijqnˆnq “ detpκpaijqnˆnq “ κdetppaijqnˆnq;
5. If A is triangular, then
detpAq “
nź
i“1
ai,i ;
6. det is multilinear;
7. det has alternating property.
Proof. 1. We have shown 1, 6, 7 before;
2. By definition
detpAT q “ detppajiqnˆnq
“
ÿ
jPSn
nź
i“1
aji,i
“
ÿ
jPSn
nź
i“1
ai,j´1piq
“
ÿ
jPSn
nź
i“1
ai,ji
“ detpAq;
3. Define dApBq – detpABq, we see dA is an alternating multilinear func-
tion, and since the dimension of the space of such alternating multilinear
functions is 1, we may suppose dApBq “ κdetpBq. Let B “ In, we see
κ “ detpAq, thus we have that detpABq “ detpAqdetpBq;
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4. By definition
detppκaijqnˆnq “
ÿ
jPSn
nź
i“1
κaiji
“
ÿ
jPSn
κn
nź
i“1
aiji
“ κn detppaijqnˆnq
“ κdetppaijqnˆnq.
5. It is clear to see.
Now, recall the the canonical matrix is of the shape
MΓ “
¨˚
˚˝ α
1
1β
1
1 ` γ11ζ11 α12β12 ` γ12ζ12 ¨ ¨ ¨ α1nβ1n ` γ1nζ1n
α21β
2
1 ` γ21ζ21 α22β22 ` γ22ζ22 ¨ ¨ ¨ α2nβ2n ` γ2nζ2n
...
...
. . .
...
αn1β
n
1 ` γn1 ζn1 αn2βn2 ` γn2 ζn2 ¨ ¨ ¨ αnnβnn ` γnnζnn
‹˛‹‚
To calculate the determinant of this matrix, one can directly use the Leibniz
Formula to obtain the result step by step. But here we would like to recall our
original idea, Theorem 2.1.
Observe that on each row of the matrix MΓ, entries in different columns are
disjoint, and thus their union is exactly their sum.
Definition 7.2 (Initiators and Terminators). For the i-th row pAiq, we define
the i-th initiator τˆi – pαi1βi1`γi1ζi1q`pαi2βi2`γi2ζi2q` ¨ ¨ ¨`pαinβin`γinζinq, and
for the j-th column pAjq, we define the j-th terminator τˇj – pα1jβ1j ` γ1j ζ1j q `
pα2jβ2j ` γ2j ζ2j q ` ¨ ¨ ¨ ` pαnj βnj ` γnj ζnj q.
Theorem 7.2.
detpMΓq “ τˆ1τˆ2 ¨ ¨ ¨ τˆn
“ τˇ1τˇ2 ¨ ¨ ¨ τˇn
Proof. The first equality is after Theorem 2.1. The second product is in fact
equal to the determinant of the transpose of MΓ by the same theorem and since
determinants are invariant under transposition, we see the equality holds.
This will be our main method to calculate the determinant of canonical
matrices. We will give an example to illustrate the process.
Example 7.3. We now consider the automorphism group of the following graph,
denoted Γ:
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For simplicity we write the edges as ij – ti, ju, and thus ij “ ji, and we define„
a b
c d

–
ˆ
a b
c d
˙
`
ˆ
a b
d c
˙
Now, their initiators are listed as follows:
Edge 12
τˆ12 “
„
1 2
1 2

`
„
1 2
2 3

`
„
1 2
1 3

`
„
1 2
1 4

`
„
1 2
2 5

`
„
1 2
3 6

`
„
1 2
4 5

`
„
1 2
5 6

`
„
1 2
4 6

Edge 23
τˆ23 “
„
2 3
1 2

`
„
2 3
2 3

`
„
2 3
1 3

`
„
2 3
1 4

`
„
2 3
2 5

`
„
2 3
3 6

`
„
2 3
4 5

`
„
2 3
5 6

`
„
2 3
4 6

Edge 13
τˆ13 “
„
1 3
1 2

`
„
1 3
2 3

`
„
1 3
1 3

`
„
1 3
1 4

`
„
1 3
2 5

`
„
1 3
3 6

`
„
1 3
4 5

`
„
1 3
5 6

`
„
1 3
4 6

Edge 14
τˆ14 “
„
1 4
1 2

`
„
1 4
2 3

`
„
1 4
1 3

`
„
1 4
1 4

`
„
1 4
2 5

`
„
1 4
3 6

`
„
1 4
4 5

`
„
1 4
5 6

`
„
1 4
4 6

Edge 25
τˆ25 “
„
2 5
1 2

`
„
2 5
2 3

`
„
2 5
1 3

`
„
2 5
1 4

`
„
2 5
2 5

`
„
2 5
3 6

`
„
2 5
4 5

`
„
2 5
5 6

`
„
2 5
4 6

Edge 36
τˆ36 “
„
3 6
1 2

`
„
3 6
2 3

`
„
3 6
1 3

`
„
3 6
1 4

`
„
3 6
2 5

`
„
3 6
3 6

`
„
3 6
4 5

`
„
3 6
5 6

`
„
3 6
4 6

Edge 45
τˆ45 “
„
4 5
1 2

`
„
4 5
2 3

`
„
4 5
1 3

`
„
4 5
1 4

`
„
4 5
2 5

`
„
4 5
3 6

`
„
4 5
4 5

`
„
4 5
5 6

`
„
4 5
4 6

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Edge 56
τˆ56 “
„
5 6
1 2

`
„
5 6
2 3

`
„
5 6
1 3

`
„
5 6
1 4

`
„
5 6
2 5

`
„
5 6
3 6

`
„
5 6
4 5

`
„
5 6
5 6

`
„
5 6
4 6

Edge 46
τˆ46 “
„
4 6
1 2

`
„
4 6
2 3

`
„
4 6
1 3

`
„
4 6
1 4

`
„
4 6
2 5

`
„
4 6
3 6

`
„
4 6
4 5

`
„
4 6
5 6

`
„
4 6
4 6

After multiplicating these initiators, we obtain
AutpΓq “detpMΓq
“
ˆ
1 2 3 4 5 6
1 2 3 4 5 6
˙
`
ˆ
1 2 3 4 5 6
2 1 3 5 4 6
˙
`
ˆ
1 2 3 4 5 6
3 2 1 6 5 4
˙
`
ˆ
1 2 3 4 5 6
2 3 1 5 6 4
˙
`
ˆ
1 2 3 4 5 6
1 3 2 4 6 5
˙
`
ˆ
1 2 3 4 5 6
4 5 6 1 2 3
˙
`
ˆ
1 2 3 4 5 6
6 5 4 3 2 1
˙
`
ˆ
1 2 3 4 5 6
5 6 4 2 3 1
˙
`
ˆ
1 2 3 4 5 6
6 4 5 3 1 2
˙
`
ˆ
1 2 3 4 5 6
4 6 5 1 3 2
˙
`
ˆ
1 2 3 4 5 6
5 4 6 2 1 3
˙
`
ˆ
1 2 3 4 5 6
3 1 2 6 4 5
˙
Calculations: We shall do the calculations case by case. Each case corresponds
to a term in τˆ12. Then, we shall see„
1 2
1 2

τˆ23 “
„
1 2
1 2
 „
2 3
2 3

`
„
1 2
1 2
 „
2 3
1 3

`
„
1 2
1 2
 „
2 3
1 4

`
„
1 2
1 2
 „
2 3
2 5

“
ˆ
1 2 3
1 2 3
˙
`
ˆ
1 2 3
2 1 3
˙
`
ˆ
1 2 3
2 1 4
˙
`
ˆ
1 2 3
1 2 5
˙
Now, since„
1 2
1 2

τˆ13 “
ˆ
1 2 3
1 2 3
˙
`
ˆ
1 2 3
1 2 4
˙
`
ˆ
1 2 3
2 1 5
˙
`
ˆ
1 2 3
2 1 3
˙
we have „
1 2
1 2

τˆ13τˆ23 “
ˆ
1 2 3
1 2 3
˙
`
ˆ
1 2 3
2 1 3
˙
do this again, we have„
1 2
1 2

τˆ14τˆ13τˆ23 “
ˆ
1 2 3 4
1 2 3 4
˙
`
ˆ
1 2 3 4
2 1 3 5
˙
At the end of this process, we have„
1 2
1 2

τˆ36τˆ25τˆ14τˆ13τˆ23 “
ˆ
1 2 3 4 5 6
1 2 3 4 5 6
˙
`
ˆ
1 2 3 4 5 6
2 1 3 5 4 6
˙
and it is not hard to check these are automorphisms;
Similarly, we have„
1 2
2 3

τˆ36τˆ25τˆ14τˆ13τˆ23 “
ˆ
1 2 3 4 5 6
3 2 1 6 5 4
˙
`
ˆ
1 2 3 4 5 6
2 3 1 5 6 4
˙
;
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„
1 2
1 3

τˆ36τˆ25τˆ14τˆ13τˆ23 “
ˆ
1 2 3 4 5 6
1 3 2 4 6 5
˙
`
ˆ
1 2 3 4 5 6
3 1 2 6 4 5
˙
;„
1 2
4 5

τˆ36τˆ25τˆ14τˆ13τˆ23 “
ˆ
1 2 3 4 5 6
5 4 6 2 1 3
˙
`
ˆ
1 2 3 4 5 6
4 5 6 1 2 3
˙
;„
1 2
5 6

τˆ36τˆ25τˆ14τˆ13τˆ23 “
ˆ
1 2 3 4 5 6
6 5 4 3 2 1
˙
`
ˆ
1 2 3 4 5 6
5 6 4 2 3 1
˙
;„
1 2
4 6

τˆ36τˆ25τˆ14τˆ13τˆ23 “
ˆ
1 2 3 4 5 6
6 4 5 3 1 2
˙
`
ˆ
1 2 3 4 5 6
4 6 5 1 3 2
˙
;„
1 2
1 4

τˆ13τˆ23 “ 0;
„
1 2
2 5

τˆ13τˆ23 “ 0;
„
1 2
3 6

τˆ13τˆ23 “ 0.
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