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Abstract We give admissible conditions satisfied by the set of odd prime
divisors of perfect polynomials over F2. This allows us to prove a new char-
acterization of all known perfect polynomials, and open a way to find more
of them (if they exist).
1 Introduction
Let A ∈ F2[x] be a nonzero polynomial. A is even if it has a linear factor
and it is odd otherwise. We define a Mersenne prime (polynomial) over F2
as an irreducible polynomial of the form 1 + xa(x + 1)b, for some positive
integers a, b. Let ω(A) (resp. σ(A)) denote the number of distinct irreducible
factors of (resp. the sum of all divisors of) A over F2 (σ is a multiplicative
function). If σ(A) = A, then we say that A is perfect. Finally, we say that
a perfect polynomial is indecomposable if it does not factor in two coprime
nonconstant perfect polynomials. In the rest of the paper, we set:
M1 = 1 + x+ x
2, M2 = 1 + x+ x
3, M3 =M2 = 1 + x
2 + x3,
M4 = 1 + x+ x
2 + x3 + x4,M5 =M4 = 1 + x
3 + x4,
M6 = 1 + x
3 + x5, M7 = 1 + x
3 + x7, M8 = 1 + x
6 + x7,
M9 =M6, M10 =M7, M11 = M8,
M12 = x
9 + x+ 1,M13 = M12 = x
9 + x8 + 1,
T1 = x
2(x+ 1)M1, T2 = T1,
T3 = x
4(x+ 1)3M4, T4 = T3, T5 = x
4(x+ 1)4M4M4 = T5,
T6 = x
6(x+ 1)3M2M2, T7 = T6,
T8 = x
4(x+ 1)6M2M2M4 and T9 = T8,
T10 = x
2(x+ 1)(x4 + x+ 1)M1
2, T11 = T10,
where S designs the polynomial obtained from a polynomial S, by substitut-
ing x by x+ 1.
The only known nontrivial perfect polynomials are T1, . . . , T11. We have char-
acterized ([3], Theorem 1.1) the first nine of them, T1, . . . , T9, as the ones
which are of the form xa(x+ 1)b
∏
j
Pj
2nj−1, where all the Pj’s are Mersenne.
Furthermore, T10 and T11 are the ones of the form x
a(x + 1)bM2hσ(M2h),
where M is Mersenne ([4], Theorem 1.4). We would like to characterize as
far as possible those polynomials and by the way, to discover other ones. We
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remark that odd prime polynomials involving in those polynomials are all
Mersenne, except: S1 := 1 + x+ x
4 = 1 + x(x+ 1)(1 + x+ x2).
For an odd polynomial, we introduce by means of Mersenne polynomials,
the notions of representation and length (Sections 3.1 and 3.2). We define a k-
Mersenne polynomial as a polynomial with length k. A Mersenne polynomial
is a 1-Mersenne one. A 2-Mersenne polynomial is of the form 1+xa(x+1)bM c,
where M is Mersenne and a, b, c ∈ N∗. In particular, S1 = 1 + x + x
2 is the
2-Mersenne polynomial of lowest degree (it is irreducible).
Even if that kind of polynomials is “simple”, studying its irreducibility
remains difficult. For that reason, in this paper, we start with 2-Mersenne
primes of the form M1
abc. But, even in this case, we are not able to consider
all possible situations because there are too much things to explore.
In order to continue our investigation, we explain in Section 3.1, how and
why we choose the Mersenne’s: M1, . . . ,M13 and the following 2-Mersenne
primes: S1, . . . , S15.
ForQ ∈ F2[x] odd, we putQ
abc := 1+xa(x+1)bQc andQ∗(x) := xdeg(Q) ·Q(
1
x
)
(the reciprocal of Q). We remark that Qabc = Qbac.
S1 :=M1
111 = S1, S2 := M1
221, S3 :=M1
134, S4 :=M1
311, S5 := M1
131,
S6 :=M1
314, S7 := M1
113, S8 := M1
331, S9 := M1
115, S10 := M1
411,
S11 := M1
121, S12 := M1
212, S13 := M1
141, S14 := M1
211, S15 := M1
122.
We shall prove (Theorem 1.1) that the known perfect polynomials are those
which are divisible only by Mersenne primes lying in F1 := {M1, . . . ,M13}
and by 2-Mersenne primes in F2 := {S1, . . . , S15}. We sketch at the beginning
of Section 3, a manner to build perfect polynomials from an “admissible”
family F of odd irreducible polynomials. Here, F := F1∪F2 (Corollary 3.3).
Theorem 1.1. Let A = xa(x+ 1)b
13∏
i=1
Mi
ci ·
15∏
j=1
Sj
dj = xa(x+ 1)b A1,
a, b, ci, dj ∈ N, a, b ≥ 1 and A1 6= 1. Then, A is (indecomposable) perfect if
and only if A,A ∈ {T1, . . . , T11}.
We shall prove “necessity” since sufficiency is already true.
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2 Proof of Theorem 1.1
For some odd integers u, v, ui, vj and for some n,m, ni, mj ∈ N, put:
a = 2nu−1, b = 2mv−1, ci = 2
niui−1, dj = 2
mjvj−1, i ≤ 13, j ≤ 15. (1)
In order to avoid several cases on u, v, u1, . . ., we give (Corollary 2.3) an
upper bound of each integer n,m, n1, . . . involving in A. Then, by direct
(Maple) computations (in three steps), we get (quickly) Theorem 1.1. In the
first step, we dress a list of [n, u,m, v, n1, u1, n2, u2] such that a ≥ 1, a ≤ b
and c2 = γ2 (see Lemmas 3.29 and 3.30). We obtain 10944 such 8-tuples.
In the second step, we apply the conditions: dj = δj to get 4484 18-tuples
of the form [n, u,m, v, n1, u1, n2, u2, d1, . . . , d8, m1, v1]. In the third step, we
apply the conditions: a = α and b = β. We get 44 polynomials. Among
these latter, we find A such that a ≤ b and σ(A) +A equals 0. Theorem 1.1
follows.
Proposition 2.1. i) u ≥ 3 or v ≥ 3.
ii) u, v ∈ {1, 3, 5, 7, 9, 13, 15}.
iii) u1 ∈ {1, 3, 5, 7, 15}, u2, u3 ∈ {1, 3}, ui = 1 if i ≥ 4.
iv) v1, v2 ∈ {1, 3}, vj = 1 if j ≥ 3.
Proof. i): if u = v = 1, then xa(x + 1)b is perfect so A1 is odd and perfect.
Lemma 2.2 implies that A1 is a square, which is impossible because A1 6= 1.
ii): One has:
σ(xa) = (1 + x)2
n−1 · (σ(xu−1))2
n
, σ((x+ 1)b) = x2
m−1 · (σ((x+ 1)v−1))2
m
.
Since any odd divisor of σ(xu−1) and σ((x + 1)v−1) must belong to F , our
results about u and v follow from Lemma 3.25.
iii): In order to keep in F , all odd prime divisors of σ(M cii ), we take, by
Lemma 3.26, u1 ∈ {1, 3, 5, 7, 15}, u2, u3 ∈ {1, 3} and ui = 1 if i ≥ 4.
iv): Same reason as in iii).
Lemma 2.2 ([4], Lemma 2.4).
Any odd perfect polynomials over F2 is a square.
From Proposition 2.1 and Corollary 3.34, we get
Corollary 2.3. The integers u, v, n,m, nj, mj , uj, vj satisfy:
u, v ∈ {1, 3, 5, 7, 9, 13, 15}, u1 ∈ {1, 3, 5, 7, 15}, u2, u3, v1 ∈ {1, 3},
n,m, n1 ≤ 4, n2, n3, m1 ≤ 3, n4, n5 ≤ 5, and for j ≥ 2, vj = 1, mj ∈ {0, 1}.
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3 Useful facts
We explain how and why we have chosen the above family F = F1 ∪ F2,
called admissible. We begin with the reciprocity stability (Sections 3.3 and
3.4) to get first members of F , namely M1, . . . ,M4,M12,M13, S1, S2, S3, . . .
After that, in Section 3.5, for S = x, x + 1, Mersenne or 2-Mersenne, we
search possible prime divisors of some σ(S2h), h ∈ N∗, to get other members
of F . By the way, we find all possible exponents for divisors of σ(A). Finally,
Section 3.6 gives all the conditions to obtain: σ(A) = A.
3.1 Admissible family of odd divisors
Inspired by Lemma 3.1, we get Definition 3.2 and Corollary 3.3.
Lemma 3.1. Let B be an even non splitting perfect polynomial over F2 and
Q an odd divisor of B. We suppose that, for some h ∈ N∗, σ(x2h) (resp.
σ(Q2h)) divides σ(B) = B. Then:
i) for any prime factor P of σ(x2h), P ∗ also divides σ(x2h) and P divides
σ((x+ 1)2h).
ii) σ(Q2h) is divisible only by some divisors of B.
Proof. i): We remark that (σ(x2h))∗ = σ(x2h). So, σ(x2h) =
∏
i
Ui ·
∏
j
VjVj
∗,
where Ui = Ui
∗ and Vj 6= Vj
∗. Our results follow.
ii): Any factor of σ(Q2h) divides σ(B) = B.
Definition 3.2. A family G of odd irreducible polynomials is admissible if:
i) For any T ∈ G, T ∗ ∈ G or T ∈ G.
ii) There exist T ∈ G and h ∈ N∗ such that σ(T 2h) is divisible only by some
elements of G.
Corollary 3.3. The set of odd prime divisor(s) of any even non splitting
perfect polynomials is admissible.
Remark 3.4. An admissible family is not necessarily stable both under
Q 7→ Q and Q 7→ Q∗. For example, G = {M1, . . . ,M5} is admissible giving
the first nine perfect polynomials T1, . . . , T9. However, M5
∗ = S1 6∈ G.
Lemma 3.5. The family F = F1 ∪ F2 is admissible.
Proof. For any S ∈ F , one has by direct computations: S ∈ F or S∗ ∈ F .
We also see (by the way) that Mi
∗, Sj
∗ 6∈ F if i ∈ {9, 10, 11} and j ∈
{7, 8, 11, 12, 13}. We get ii) from Lemma 3.26, for example.
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3.2 Representation and length of an odd polynomial
Definition 3.6. Let P be an odd polynomial over F2.
i) A representation of P is the sequence repr(P ) := [[a1, b1], . . . , [ar, br]],
where P1 = P and for j ≤ r − 1:
aj = valx(1 + Pj), bj = valx+1(1 + Pj), Pj+1 =
1 + Pj
xaj (x+ 1)bj
,
where valx(S) (resp. valx+1(S)) denotes the valuation of S, at x (resp. at
x+ 1). In this case, deg(P ) =
r∑
j=1
(aj + bj).
ii) The length of P , denoted by length(P ), is the “length” of the represen-
tation of P defined above.
Lemma 3.7. i) P is Mersenne if and only if length(P ) = 1.
ii) length(P ) = length(P ).
Definition 3.8. An odd polynomial P is k-Mersenne if it is of length k.
Remarks 3.9. i) An odd polynomial P is 2-Mersenne if and only if it is of
the form 1 + xa(x+ 1)bM c, where M is Mersenne and a, b, c ∈ N∗.
ii) The length of P and that of its reciprocal P ∗ are distinct, in general. For
example, length(S1) = length(1+x+x
4) = 2, but length(S1
∗) = length(1+
x3 + x4) = 1.
iii) If P is 2-Mersenne, then P ∗ may be not 2-Mersenne (example: P = S1).
3.3 Mersenne primes with reciprocal Mersenne
Lemma 3.10 (see [1], p. 728-729).
Let M be a Mersenne prime such that M∗ is also Mersenne. Then
i) M ∈ {M1,M4} if M =M
∗.
ii) M ∈ {M2,M3,M12,M13} if M 6= M
∗.
3.4 Reciprocal of some 2-Mersenne polynomials
In this section, we suppose that Q =M1 = 1+x+x
2 and Qabc is irreducible.
So, (Qabc)∗ = xa+b+2c + (x+ 1)b(x2 + x+ 1)c, with gcd(a, b, c) = 1.
We study the case where (Qabc)∗ is Mersenne or (Qabc)∗ = Qabc or (Qabc)∗ is
an other 2-Mersenne. We would like to precise that we are not able to get
all such polynomials, because of the difficulty to prove their irreducibility.
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3.4.1 Case (Qabc)∗ is Mersenne
We put (Qabc)∗ = 1 + xd(x + 1)e for some positive integers d, e. One has:
a+ b+ 2c = d+ e. We consider several cases on the parity of a, b, c, d and e.
By the following lemmas, we obtain:
S1, S10, S14, S15, with (S1)
∗ = M5, (S10)
∗ =M7, (S14)
∗ =M6, (S15)
∗ = M8.
Lemma 3.11. a and b are not both even.
Proof. If a and b are both even, then c, d and e are all odd. By differentiating,
we get: (x+1)b(x2+x+1)c−1 = xd−1(x+1)e−1 and thus c = 1, d = 1, b = e−1,
a+ e− 1+2 = a+ b+2c = d+ e = 1+ e and a = 0, which is impossible.
Lemma 3.12. If a and b are both odd, then a = c = 1, d = 3, b = e = 2r − 3
for some r ≥ 2. In particular, for r = 2, we get S1 and M5 = (S1)
∗.
Proof. In this case, d and e are also both odd.
- If c is even, then by differentiating, we get: (x + 1)b−1(x2 + x + 1)c =
xd−1(x+ 1)e−1, which is impossible because c > 0.
- If c is odd, then by differentiating, we get: x2(x + 1)b−1(x2 + x + 1)c−1 =
xd−1(x+1)e−1, c = 1, d = 3, b = e, a+ b+2 = a+ b+2c = d+ e = 3+ b, so
that a = 1. Therefore b+ 3 = a+ b+ 2c and
1+xb+3 = (x+1)b(x2+x+1)c+xd(x+1)e = (x+1)b[(x2+x+1)+x3] = (x+1)b+3.
Thus, b+ 3 = 2r, with r ∈ N. If r = 2, we get a = b = c = e = 1, d = 3.
Lemma 3.13. If a is even and b odd, then b = c = 1, d = 3, a = e = 2r,
with r ∈ N. In particular, for r ∈ {1, 2}, we get S10 = M7
∗ and S14 = M6
∗.
Proof. The integer d+ e must be odd.
- If c is even and d even, then e is odd. By differentiating, we get:
xa+b+2c−1 + (x+ 1)b−1(x2 + x+ 1)c = xd(x+ 1)e−1,
which is impossible (take x = 0).
- If c is even and d odd, then e is even. By differentiating, we get:
xa+b+2c−1 + (x+ 1)b−1(x2 + x+ 1)c = xd−1(x+ 1)e,
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and so b = 1. Hence, xa+2c+(x2+x+1)c = xd−1(x+1)e, d = 1 and e = a+2c
even. It follows that:{
xa+2c+1 + (x+ 1)(x2 + x+ 1)c = (Qabc)∗ = 1 + xd(x+ 1)e = 1 + x(x+ 1)e,
xa+2c + (x2 + x+ 1)c = xd−1(x+ 1)e = (x+ 1)e.
Thus,
1 + xa+2c+1 + (x+ 1)(x2 + x+ 1)c = x(x+ 1)e = x(xa+2c + (x2 + x+ 1)c).
We get the contradiction: 1 + (x2 + x+ 1)c = 0 with c > 0 even.
- If c is odd and d even, then e is odd. By differentiating, we get:
xa+b+2c−1 + x2(x+ 1)b−1(x2 + x+ 1)c−1 = xd(x+ 1)e−1.
Hence, d = 2 and xa+b+2c−3 + (x+ 1)b−1(x2 + x+ 1)c−1 = (x+ 1)e−1.
It follows that:{
xa+b+2c + (x+ 1)b(x2 + x+ 1)c = (Qabc)∗ = 1 + xd(x+ 1)e = 1 + x2(x+ 1)e,
xa+b+2c−3 + (x+ 1)b−1(x2 + x+ 1)c−1 = (x+ 1)e−1.
1 + xa+b+2c + (x + 1)b(x2 + x + 1)c = x2(x + 1)e = (x3 + x2)(x + 1)e−1 =
(x3 + x2)[xa+b+2c−3 + (x+ 1)b−1(x2 + x+ 1)c−1].
We get: 1 + xa+b+2c−1 = (x + 1)b+1(x2 + x + 1)c−1 and so a + b + 2c − 1 =
b+ 1 + 2c− 2 and a = 0, which is impossible.
- If c is odd and d odd, then e is even. By differentiating, we get:
xa+b+2c−1 + x2(x+ 1)b−1(x2 + x+ 1)c−1 = xd−1(x+ 1)e,
Hence, d = 3 and xa+b+2c−3 + (x+ 1)b−1(x2 + x+ 1)c−1 = (x+ 1)e.
It follows that b = 1. Hence, xa+2c−2 + (x2 + x+ 1)c−1 = (x+ 1)e. From:{
xa+2c+1 + (x+ 1)(x2 + x+ 1)c = (Qabc)∗ = 1 + xd(x+ 1)e = 1 + x3(x+ 1)e,
xa+2c−2 + (x2 + x+ 1)c−1 = (x+ 1)e,
Thus,
1+xa+2c+1+(x+1)(x2+x+1)c = x3(x+1)e = x3[xa+2c−2+(x2+x+1)c−1].
So, 1 + (x+ 1)(x2 + x+ 1)c = x3(x2 + x+ 1)c−1. Therefore,
0 = 1 + (x+ 1)(x2 + x+ 1)c + x3(x2 + x+ 1)c−1 = 1 + (x2 + x+ 1)c−1.
We get c = 1, a = e and 1 + xa = (x+ 1)e. So, a = e = 2r, with r ≥ 1. For
r ∈ {1, 2}, we obtain: (a = e = 2, b = c = 1, d = 3) or (a = e = 4, b = c =
1, d = 3).
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Lemma 3.14. If a is odd and b even, then a = e = 1, b = c = 2m, d = 3 · 2m,
with m ≥ 1. In particular, for m = 1, we get S15 =M8
∗.
Proof. The integer d+ e is odd.
- If c is even, then by differentiating, we get: xa+b+2c−1 = xα(x+ 1)β. Hence
β = 0 so that e = 1 and α = d = 2mu is even. Thus,
xa+b+2c + (x+ 1)b(x2 + x+ 1)c = 1 + xd(x+ 1)e = 1 + xd+1 + xd.
So, (x + 1)b(x2 + x + 1)c = 1 + xd = (1 + x)2
m
(1 + x + · · · + xu−1)2
m
,
u = 3, b = c = 2m, d = 3 · 2m, with m ≥ 1.
3.4.2 Case (Qabc)∗ = Qabc
Proposition 3.15. If (Qabc)∗ = Qabc then (a = 1, b = 2n − 1, c = 2n) or
(a = 3, b = c = 2n − 1). In particular, for n = 2 (resp. n = 1), we get
S3 =M1
134 (resp. S4 = M1
311).
Proof. One has:
1 + xa+b+2c = (x+ 1)b(x2 + x+ 1)c(1 + xa). (2)
Put a+ b+ 2c = 2nu and a = 2mv, with n,m ≥ 0 and u, v odd.
Equality (2) gives:
(1+x)2
n
(1+x+· · ·+xu−1)2
n
= (x+1)b+2
m
(x2+x+1)c(1+x+· · ·+xv−1)2
m
. (3)
Thus, 2n = b + 2m, n > m, x2 + x + 1 divides 1 + x + · · · + xu−1 so that 3
divides u and
(1 + x+ · · ·+ xu−1)2
n
= (x2 + x+ 1)c(1 + x+ · · ·+ xv−1)2
m
. (4)
- If v = 1, then u = 3, c = 2n, a = 2m. Ifm ≥ 1, then a, b and c are all even. it
contradicts the fact that gcd(a, b, c) = 1. So, m = 0, a = 1, b = 2n−1, c = 2n.
For n = 2, we obtain M1
134 = S3.
- If v = 3, then u = 3, b = c = 2n − 2m. As above, we must have m = 0,
b = c = 2n − 1, a = 3 · 2m = 3. For n = 1, we obtain M1
311 = S4.
- If v > 3, since 1+x+· · ·+xw is square-free for any even integer w, Equation
(4) implies:
2n = c = 2m, 1 + x+ · · ·+ xu−1 = (x2 + x+ 1)(1 + x+ · · ·+ xv−1),
which is impossible because n 6= m.
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3.4.3 Case (Qabc)∗ = Qdef 6= Qabc
One has:
1 + xa+b+2c + (x+ 1)b(x2 + x+ 1)c = xd(x+ 1)e(x2 + x+ 1)f . (5)
Lemma 3.16. If a+ b+ 2c = 2nu for some u, n ∈ N with u odd, then u ≡ 0
mod 3.
Proof. In this case, Equality (5) implies that 1 + x + x2 divides 1 + x2
nu.
Thus, 3 divides 2nu.
In order to keep the paper no more long, we only consider the case where
u = 3, so that a+ b+ 2c = 3 · 2n and Equality (5) becomes:
(1+x)2
n
· (x2+x+1)2
n
+(x+1)b(x2+x+1)c = xd(x+1)e(x2+x+1)f . (6)
By comparing b and 2n, we get Lemmas 3.18, 3.19 and 3.20 which, in turn,
give other 2-Mersenne primes, namely S2, S5 = S2
∗, S6 and S9 = S6
∗. We
need the following facts.
Lemma 3.17. i) 1+ (x2+x+1)a = xb(x+1)c if and only if a = b = c = 2r,
for some r ∈ N.
ii) (x + 1)a + (x2 + x + 1)b = xc if and only if (a = b = 2r, c = 2b) or
(b = c = 2r, a = 2b) or (b = 2r, a = c = 3b) for some r ∈ N.
iii) (x+1)a(x2+ x+1)b = 1+ xc if and only if (a = b = 2r, c = 3b) for some
r ∈ N.
iv) (x+1)a+ (x+1)b = xc(x+1)d, with a ≤ b if and only if (b = a+2r, c =
2r, d = a) for some r ∈ N.
v) 1 + (x + 1)a = xb(x2 + x + 1)c if and only if (a = b = 2r, c = 0) or
(a = 3 · 2r, b = c = 2r).
Proof. By direct computations by putting: a = 2nu, b = 2mv, . . . and by
differentiating, if necessary.
Lemma 3.18. If b = 2n, then (a = 2, b = 2n, f = c = 2n − 1, d = 1, e =
2n + 1). For n = 1, we obtain S2 = M1
221 and S5 =M1
131 = (S2)
∗.
Proof. Equality (6) implies:
(1 + x)2
n
[(x2 + x+ 1)2
n
+ (x2 + x+ 1)c] = xd(x+ 1)e(x2 + x+ 1)f . (7)
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Thus, c 6= 2n and a+ 2c = 2 · 2n.
- If c < 2n, then f = c and (x+ 1)2
n
[1 + (x2 + x+ 1)2
n−c] = xd(x+ 1)e. So,
1 + (x2 + x+ 1)c−2
n
splits. Lemma 3.17-i) implies that 2n − c = 2r and thus
xd(x+ 1)e = (x+ 1)2
n
[1 + (x2 + x+ 1)2
n−c] = x2
r
(x+ 1)2
n+2r .
It follows that (b = 2n, f = c = 2n − 2r, a = 2 · 2r, d = 2r, e = 2n + 2r. Since
gcd(a, b, c) = 1, we get r = 0 and a = 2, b = 2n, f = c = 2n − 1, d = 1, e =
2n + 1.
- If c > 2n, then f = 2n and (x+ 1)2
n
[1 + (x2 + x+ 1)c−2
n
] = xd(x+ 1)e. So,
1 + (x2 + x+ 1)c−2
n
splits. Lemma 3.17-i) implies that c− 2n = 2r. We get
the contradiction: a = 3 · 2n − b− 2c = −2 · 2r ≤ 0.
Lemma 3.19. If b < 2n, then (a = 3, e = b = 2n−3, c = 2n, d = 1, f = 2n+1)
or (a = 1, e = b = 2n − 3, c = 2n + 1, d = 3, f = 2n). For n = 2, we obtain
S6 =M1
314 and S9 =M1
115 = (S6)
∗.
Proof. We consider three cases.
- If c = 2n, then a+ b = 2n. Equality (6) gives:
(1 + x)b(x2 + x+ 1)2
n
[1 + (x+ 1)2
n−b] = xd(x+ 1)e(x2 + x+ 1)f . (8)
Thus, 1+ (x+1)2
n−b is of the form xt1(x2 + x+1)t2 . Lemma 3.17-v) implies
that either (a = 2n − b = d = 2r, e = b, f = 2n = c, n > r) or (a = 2n − b =
3 · 2r, d = 2r, e = b, f = 2n + 2r).
The first case does not happen because (Qdef ) 6= Qabc.
Since gcd(a, b, c) = 1 in the second case, we must have: r = 0 and so a =
3, e = b = 2n − 3, c = 2n, d = 1, f = 2n + 1.
- If c < 2n, then Equality (6) gives:
(1+x)b(x2+x+1)c[(x+1)2
n−b(x2+x+1)2
n−c+1] = xd(x+1)e(x2+x+1)f . (9)
Thus, e = b, f = c and (x+1)2
n−b(x2 + x+1)2
n−c+1 = xd. Lemma 3.17-iii)
implies that 2n − b = 2n − c = 2r, d = 3 · 2r and thus e = f = b = c =
2n − 2r, a = 3 · 2r = d, which is impossible because (Qdef) 6= Qabc.
- If c > 2n, then Equality (6) gives:
(1+x)b(x2+x+1)2
n
[(x+1)2
n−b+(x2+x+1)c−2
n−c] = xd(x+1)e(x2+x+1)f .
(10)
Thus, e = b, f = 2n and (x+ 1)2
n−b + (x2 + x+ 1)c−2
n
= xd. Lemma 3.17-ii)
implies that (2n−b = c−2n = 2r, d = 2·2r) or (2n−b = 2·2r, c−2n = d = 2r)
or (c−2n = 2r, 2n−b = d = 3 ·2r). The two first cases give the contradiction:
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a = 3·2n−b−2c ≤ 0. The third implies that a = 2r, b = 2n−3·2r, c = 2n+2r.
Hence, r = 0 because gcd(a, b, c) = 1. We get a = 1, e = b = 2n − 3, c =
2n + 1, d = 3, f = 2n.
Lemma 3.20. If b > 2n, then (a = 1, e = 2n, b = 2n +1, f = c = 2n − 1, d =
2). For n = 1, we retrieve S5 and S2 = (S5)
∗.
Proof. In this case, 3 · 2n = a+ b+ 2c > 2c+ 2n. So, 2c < 2 · 2n and c < 2n.
Equality (6) implies:
(1+x)2
n
(x2+x+1)c · [(x2+x+1)2
n−c+(x+1)b−2
n
] = xd(x+1)e(x2+x+1)f .
(11)
Thus, e = 2n, f = c and (x+ 1)b−2
n
+ (x2 + x+ 1)2
n−c = xd. Lemma 3.17-ii)
implies that (b−2n = 2n−c = 2r, d = 2·2r) or (b−2n = 2·2r, 2n−c = d = 2r)
or (2n − c = 2r, b− 2n = d = 3 · 2r).
It follows that (a = 2r, b = 2n+2r, c = 2n− 2r) or (a ≤ 0). As above, we get
r = 0 and a = 1, e = 2n, b = 2n + 1, f = c = 2n − 1, d = 2.
Remark 3.21. For any T ∈ F , one has T ∈ F but
T ∗ 6∈ F if T ∈ {M9,M10,M11, S7, S8, S11, S12, S13}.
3.5 Prime divisors of σ(A) and their suitable exponents
In order to compare A and σ(A), we give in this section, all divisors of the
latter and their suitable exponents. With the same notations as in (1), we
may write:
σ(A) = σ(xa)σ((x+ 1)b))
13∏
i=1
σ(Mi
ci)
15∏
j=1
σ(Sj
dj ),
σ(xa) = (x+ 1)2
n−1 · [σ(xu−1)]2
n
, σ((x+ 1)b) = x2
m−1 · [σ((x+ 1)u−1)]2
m
,
σ(Mi
ci) = (1 +Mi)
2ni−1 · [σ(Mi
ui−1)]2
ni , σ(Sj
dj ) = (1 + Sj)
2mj−1 · [σ(Sj
vj−1)]2
mj
.
(12)
We need then to know all h ∈ N∗ such that σ(S2h) factors in F , for S ∈
{x, x+ 1} ∪ F . In this case, we shall put
σ(A) = xα(x+ 1)β
13∏
i=1
Mi
γi
15∏
j=1
Sj
δj , where α, β, γi, δj ∈ N. (13)
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Lemma 3.22. For any h ∈ N∗ and for any S ∈ {x, x + 1} ∪ F , σ(S2h) is
odd and square-free.
Proof. The oddness is obvious. It is well-known that σ(S2h) is square-free if
S ∈ {x, x + 1} ∪ F1. Now, consider S = M1
abc = 1 + xa(x + 1)bM1
c ∈ F2.
Put T = σ(S2h) = (1 + S)(1 + S + · · · + Sh−1)2 + S2h. One has T ′ =
S ′ · (1+S+ · · ·+Sh−1)2. We claim that gcd(T, T ′) = 1. Let D be a common
prime divisor of T and T ′. If D divides 1+S+ · · ·+Sh−1, then D divides S2h
and hence D = 1. If D divides S ′, then by direct computations, D ∈ {1,M1}
because D is odd. Thus D = 1, by Lemma 3.23.
Lemma 3.23. For any S ∈ F2, M1 does not divide σ(S
2h).
Proof. Put S = 1+xc(x+1)dM1
e. If α is a root of M1, then 1 = 1+0 = 1+
αc(α+1)d(M1(α))
e = S(α) and so (σ(S2h))(α) = 1+S(α)+ · · ·+(S(α))2h =
1 6= 0.
Direct computations give
Lemma 3.24. One has:
∑
D∈F
deg(D) = 184.
Lemma 3.25. If σ(x2h) and σ((x+1)2h) factor in F , then h ∈ {1, 2, 3, 4, 6, 7}.
In this case,
σ(x2) = σ((x+ 1)2) =M1, σ(x
4) = M4, σ((x+ 1)
4) = M5,
σ(x6) = σ((x+ 1)6) =M2M3, σ(x
8) =M1S4, σ((x+ 1)
8) = M1S5,
σ(x12) = S3, σ((x+ 1)
12) = S6, σ(x
14) = σ((x+ 1)14) =M1M4M5S1.
Proof. We remark that σ((x + 1)2h) = σ(x2h). So, it suffices to consider
Xh := σ(x
2h). One has: Xh =
∏
P∈F
P cP , where cP ∈ {0, 1}, because Xh is
square-free. Moreover, 2h = deg(x2h) ≤ 184, by Lemma 3.24. We get then
our result, by direct (Maple) computations (which are done for h ≤ 92).
Lemma 3.26. Let M ∈ F1 such that σ(M
2h) factors in F . Then (M = M1
and h ∈ {1, 2, 3, 7}) or (M ∈ {M2,M3} and h = 1). We get σ(M2
2) =
M1M5, σ(M3
2) = M1M4 and σ(M1
2) = S1, σ(M1
4) = S8, σ(M1
6) =
M2M3S2, σ(M1
14) =M4M5S1S7S8.
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Proof. As above, we may write σ(M2h) =
∏
P∈F
P cP , with cP ∈ {0, 1} and 4h ≤
2h deg(M) ≤ 184. So, h ≤ 46. Our results follow by direct computations
(which needed about 30 mn).
Lemma 3.27. Let S ∈ F2 such that σ(S
2h) factors in F , then h = 1 and
S ∈ {S1, S2}. We get σ(S1
2) =M4M5 and σ(S2
2) = S1S7.
Proof. Analogous proof: here, 8h ≤ 2h deg(S) ≤ 184. So, h ≤ 23 (computa-
tions took 125 s).
From Lemmas 3.25, 3.26 and 3.27, we get
Corollary 3.28. i) If Mi and Sj divide σ(A), then i ≤ 5 and j ≤ 8.
ii) For any j ∈ {2, . . . , 6}, Sj
2 does not divide σ(A).
Proof. i): For any i ≥ 6 and j ≥ 9, neither Mi nor Sj divides σ(A).
ii): S2, S3, S4, S5, S6 respectively divide only σ(M1
6), σ(x12), σ(x8), σ((x+1)8)
and σ((x+ 1)12). So, for any j ∈ {2, . . . , 6}, Sj
2 does not divide σ(A).
For w ∈ N∗, we denote by χw the indicator function of the singleton {w}:
χw(w) = 1, χw(t) = 0 if t 6= w.
According to notations in (1) and in (13), put:
Mi = 1 + x
ai(x+ 1)bi ∈ F1, Sj = 1 + x
αj (x+ 1)βjM1
νj ∈ F2,
ξ1 = χ3(u) + χ9(u) + χ15(u), ξ2 = χ3(v) + χ9(v) + χ15(v),
ξ3 = χ5(u) + χ15(u), ξ4 = χ5(v) + χ15(v).
From equalities in (12), one directly has:
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Lemma 3.29. The integers α, β, γi’s and δj’s satisfy:
α = 2m − 1 +
5∑
i=1
(2ni − 1)ai +
8∑
j=1
(2mj − 1)αj,
β = 2n − 1 +
5∑
i=1
(2ni − 1)bi +
8∑
j=1
(2mj − 1)βj ,
γ1 =
8∑
j=1
(2mj − 1)νj + ξ1 · 2
n + ξ2 · 2
m + χ3(u2) · 2
n2 + χ3(u3) · 2
n3 ,
γ2 = γ3 = χ7(u) · 2
n + χ7(v) · 2
m + χ7(u1) · 2
n1,
γ4 = ξ3 · 2
n + χ15(v) · 2
m + χ15(u1) · 2
n1 + χ3(u3) · 2
n3 + χ3(v1) · 2
m1 ,
γ5 = χ15(u) · 2
n + ξ4 · 2
m + χ15(u1) · 2
n1 + χ3(u2) · 2
n2 + χ3(v1) · 2
m1 ,
δ1 = χ15(u) · 2
n + χ15(v) · 2
m + (χ3(u1) + χ15(u1)) · 2
n1 ,
δ2 = χ7(u1) · 2
n1, δ3 = χ13(u) · 2
n, δ4 = χ9(u) · 2
n, δ5 = χ9(v) · 2
m,
δ6 = χ13(v) · 2
m, δ7 = (χ5(u1) + χ15(u1)) · 2
n1 , δ8 = χ15(u1) · 2
n1.
3.6 More detailed conditions for A to be perfect
We suppose that A is perfect (A = σ(A)) and we give necessary conditions
for the exponents of all prime divisors of A. Those conditions are very useful
for computing. We consider the notations in (1), (12) and (13).
Lemma 3.30. If A is perfect, then:
i) a = 2nu− 1, b = 2mv − 1 where n,m ∈ N and u, v ∈ {1, 3, 5, 7, 9, 13, 15}.
ii) ci = 0 and dj = 0, for any i ≥ 6 and j ≥ 9.
iii) c1 = 2
n1u1 − 1 where u1 ∈ {1, 3, 5, 7, 15}.
iv) ci = 2
niui − 1, with ui ∈ {1, 3} if i ∈ {2, 3}, ui = 1 if i ∈ {4, 5}.
v) dj = 2
mjvj − 1 where v1 ∈ {1, 3}, vj = 1 if j ∈ {2, . . . , 8}.
Proof. They follow from Lemmas 3.25, 3.26 and 3.27. Remark that S2 divides
σ(M1
6), S7 divides both σ(M1
14) and σ(S2
2). But, by Lemma 3.27, S2
2 does
not divide σ(A) = A. Hence, v2 = v7 = 1.
Lemma 3.31. One has: n2, n3, m1 ≤ 3 and n4, n5 ≤ 5.
Proof. We begin with the condition 2m1v1 − 1 = d1 = δ1 = ε1 · 2
n + ε2 · 2
m +
ε3 · 2
n1 , where εk ∈ {0, 1}. If m1 ≥ 1, then d1 is odd. So, d1 = 1 or it is
of form 2h1 + 1 or 2h1 + 2h2 + 1, with h1, h2 ≥ 1. Since v1 ∈ {1, 3}, we get
m1 ≤ 3. By analogous proofs, we get n2, n3 ≤ 3.
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Now, consider 2n4−1 = c4 = γ4 = ε1 ·2
n+ ε2 ·2
m+ ε3 ·2
n1 + ε4 ·2
n3 + ε5 ·2
m1 ,
where εk ∈ {0, 1} and m1, n3 ≤ 3. If n4 ≥ 1, then c4 is odd. So, c4 ∈ K1∪K2,
where K1 = {1, 3, 5, 2
h1 + 1, 2h1 + 3, 2h1 + 2h2 + 1, 2h1 + 2h2 + 3 : h1, h2 ≥ 1}
and K2 = {2
h1 + 2h2 + 2h3 + ℓ : ℓ ∈ {1, 3, 5, 9}, h1, h2, h3 ≥ 1}. We get (by
Maple computations): n4 ≤ 5. We also have: n5 ≤ 5.
The proof of Lemma 3.33 needs
Lemma 3.32 (see [2]).
If B is an even non splitting perfect polynomial over F2, with ω(B) ≤ 4, then
B ∈ {T1, T2, T3, T4, T5, T6, T7, T10, T11}.
Lemma 3.33. One has: n,m, n1 ≤ 4.
Proof. We know that u, v ∈ {1, 3, 5, 7, 9, 13, 15}, u1 ∈ {1, 3, 5, 7, 15} and
u2, u3, v1 ∈ {1, 3}, with u ≥ 3 or v ≥ 3, n2, n3, m1 ≤ 3.
- If u = 7 then from the expression of γ2 = c2 = 2
n2u2 − 1, we get
2n ≤ γ2 = 2
n2u2 − 1 ≤ 23. So, n ≤ 4.
- If u ∈ {9, 13, 15}, then n = 0 (from the expressions of δ4, δ3 and γ5).
- Analogously, if v ∈ {7, 9, 13, 15}, then m ≤ 4.
- If u1 = 3, then 2
n1 ≤ δ1 = d1 = 2
m1v1 − 1 ≤ 23. So, n1 ≤ 4.
- If u1 ∈ {5, 7, 15}, then n1 = 0 (from the expressions of δ7, δ2 and γ8).
- It remains the case where u, v ∈ {1, 3, 5} (with u ≥ 3 or v ≥ 3) and u1 = 1.
We immediately get: dj = δj = 0 for any j ≥ 1 and c2 = c3 = γ2 = γ3 = 0.
Thus A = xa(x+1)bM1
c1M4
c4M5
c5. We may suppose that u ∈ {3, 5} and we
apply Lemma 3.32:
• If u = 3, then c4 = γ4 = 0. So, ω(A) ≤ 4, c5 = 0 and A = T1, n = 0,
m = 1.
• If u = 5, then c1 = δ1 = 0, A = x
a(x + 1)bM4
c4M5
c5. Hence, A = T5 and
n = m = 0.
Corollary 3.34. If A is perfect, then u4 = u5 = 1, dj ∈ {0, 1} for j ≥ 2 and
u, v ∈ {1, 3, 5, 7, 9, 13, 15}, u1 ∈ {1, 3, 5, 7, 15}, u2, u3, v1 ∈ {1, 3},
n,m, n1 ≤ 4, n2, n3, m1 ≤ 3, n4, n5 ≤ 5.
4 Perspectives
We have established ([3], Conjecture 5.2) a conjecture about the factorization
of σ(M2h), for a Mersenne prime M .
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Conjecture 4.1. For any Mersenne prime M and for any integer h ≥ 2,
σ(M2h) is divisible by a non Mersenne prime.
We try to prove it since a few moments (see e.g. [5]). It remains the cases
where 2h + 1 is divisible only by primes p such that p ∈ {5, 7} or (p > 7 is
not a Mersenne prime) or (8 does not divide the order of 2 modulo p).
Conjecture 4.1 implies that all even non splitting perfect polynomials with
only Mersenne as odd prime factors are the nine first known, T1, . . . , T9.
In this paper, we are interested in 2-Mersenne primes which are possible
divisors of perfect polynomials. Our study are very limited because of the
difficulty to prove irreducibility of such polynomials. One could continue the
work in several directions. For example, we may replace 2- Mersenne primes
M1
abc by Mabc, for some another Mersenne prime M ... Despite of this kind
of difficulty, we would like to state the following two conjectures (the first
and Conjecture 4.1 would imply the second).
Conjecture 4.2. For any 2-Mersenne prime S and for any integer h ≥ 2,
σ(S2h) is divisible by a non Mersenne prime or by a non 2-Mersenne.
Conjecture 4.3. The only odd divisors of even non splitting perfect polyno-
mials over F2 are Mersenne or 2-Mersenne.
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