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Gegenstand der Dissertation ist die Neuentwicklung und Validierung von Verfah-
ren zur Aufbereitung von anatomischen Daten, die mittels Magnetresonanztomo-
graphie gewonnen wurden. Ziel ist dabei die Erfassung von morphometrischen
Kennwerten zur Beschreibung der Struktur und Form des Gehirns, wie beispielswei-
se Volumen, Fl•ache, Dicke oder Faltung der Grohirnrinde. Die Kennwerte erlauben
sowohl die Erforschung individueller gesunder und pathologischer Entwicklung
als auch der evolution•aren Anpassung des Gehirns. Die zur Datenanalyse not-
wendige Vorverarbeitung beinhaltet dabei die Angleichung von Bildeigenschaften
und individueller Anatomie (Abbildung 1). Die fortlaufende Weiterentwicklung
der Scanner- und Rechentechnik erm•oglicht eine zunehmend genauere Bildge-
bung, erfordert aber die kontinuierliche Anpassung existierender Verfahren. Die
Schwerpunkte dieser Dissertation lagen in der Entwicklung neuer Verfahren zur
(i) Klassikation der Hirngewebe (Segmentierung), (ii) r•aumlichen Abbildung
des individuellen Gehirns auf ein Durchschnittsgehirn (Registrierung), (iii) Be-
stimmung der Dicke der Grohirnrinde und Rekonstruktion einer repr•asentativen
Ober•ache und (iv) Qualit•atssicherung der Eingangsdaten. Die Segmentierung
gleicht die Bildeigenschaften unterschiedlicher Protokolle an, w•ahrend die Regi-
strierung anatomische Merkmale normalisiert und so den Vergleich verschiedener
Gehirne erm•oglicht. Die Rekonstruktion von Ober•achen erlaubt wiederum die
Gewinnung einer Vielzahl weiterer morphometrischer Mae zur spezischen Cha-
rakterisierung des Gehirns und seiner Entwicklung. Anhand von simulierten und
realen Daten wird die Validit•at der neuen Methoden belegt und mit anderen
Ans•atzen verglichen. Die Verfahren sind Bestandteil der Computational Anatomy
Toolbox (CAT; http://dbm.neuro.uni-jena.de/cat), deren Schwerpunkt die Vorverar-
beitung von strukturellen Daten ist und die Teil des statistical parametric mapping
(SPM) Softwarepaketes in MATLAB ist.
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Abbildung 1: Die vorliegende Dissertation beschreibt die Entwicklung und Validierung
neuer Verfahren zur Datenaufbereitung und Qualit¨atssicherung struktureller MRT-Daten.
Die Datenaufbereitung normalisiert die Eigenschaften der akquirierten Bilder als auch der
individuellen Anatomie, damit die hierbei gewonnenen morphometrischen Kennwerte, wie
die Dicke oder Faltung der Hirnrinde, analysiert und interpretiert werden k¨onnen.
Abstract
This Ph.D. thesis focuses on the development, optimization and validation of
preprocessing methods of structural magnetic resonance images of the brain. The
preprocessing describes the creation of morphometric data that support a statistical
analysis of brain anatomy (Figure 2). Image interferences have to be removed to
allow a tissue classication (segmentation). In order to compare dierent subjects a
spatial normalization to an average-shaped brain (template) is required, where atlas
maps allow identication of specic brain structures and regions of interest. Beside
the analysis in a voxel-grid, the cortex can be represented by surfaces that allow
further measures such as the cortical thickness or folding. The derived brain features
(such as volume, area, and thickness) permit the individual study of normal and
pathological development during the lifespan but also of the evolutionary adaption
of the brain. The ongoing progress of imaging and computing technology demands
continous enhancement of preprocessing tools but also facilitates the exploration
of novel approaches and models. The basis of this thesis is the development of a
method that uses a tissue segmentation to estimate the cortical thickness and the
central surface in one integrated step. Further essential improvements of surface
reconstruction algorithms were achieved by specic renement of processing steps
such as (i) the classication of brain tissue (segmentation), (ii) the spatial mapping
of the individual brain to an average brain (registration), (iii) determining the
thickness of the cerebral cortex and reconstructing a representative surface and
(iv) the quality assurance of input data. The validity of the new methods is proven
and compared with other approaches by simulated and real data. The procedures
are part of the Computational Anatomy Toolbox (CAT; http://dbm.neuro.uni-jena.
de/cat), which focuses on the preprocessing of structural data and is part of the
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Figure 2: This dissertation describes the development and validation of new methods for data
preprocessing and quality assurance of structural MRI data. The preprocessing normalizes
the properties of the acquired images as well as the individual anatomy, so that the resulting
morphometric parameters, such as the thickness or folding of the cerebral cortex, can be
analyzed and interpreted.
Vorwort
Nach langj•ahrigem Doktorat im Bereich Neuroimaging kommen die verschiedenen
Teilprojekte, die im Laufe der Zeit entstanden sind, langsam zu einem gemeinsamen
Abschluss und vereinen sich in der Computational Anatomy Toolbox (CAT).
Ausgangspunkt meiner Arbeit war eine Stelle als wissenschaftliche Hilfskraft in
der Arbeitsgruppe von Prof. Ralf Schl•osser, wo ich mich mit der Automatisierung
der Datenauswertung von Magnetresonanztomographie (MRT)-Daten mit Hilfe
der SPM-Software besch•aftigt habe.
Im April 2007 erhielt ich durch Prof. Christian Gaser, der gerade seine Forschungs-
gruppe aufbaute, mein Diplomarbeitsthema
"
Anwendung von Segmentierungsver-
fahren zur Beschreibung der Lamina IV der menschlichen Grohirnrinde\. Die
Arbeit zielte auf die Implementierung des Laplace-Ansatzes zur Bestimmung
der Dicke der Grohirnrinde. Da dessen kritischsten Aspekte in der zu Grun-
de liegenden Publikation unerw•ahnt blieben, konnten die theoretischen Vorteile
praktisch nur partiell erreicht werden und eine einfache euklidische Abstandsmetrik
erwies sich insgesamt als genauer und stabiler. Im Anschluss an die Diplomarbeit
wurden verschiedene neue Verfahren entwickelt, die auch in schwierigen Bereichen
robust und akkurat arbeiten. Da die Rekonstruktionqualit•at der Hirnober•ache
unmittelbar auf der Gewebeklassikation aufbaut, wurden einige Probleme durch
vorhergehende Arbeitsschritte verursacht. Zu Gegenst•anden meiner Forschung
ergab sich daraus (i) die Extraktion des Gehirns, (ii) die Korrektur von Inhomo-
genit•aten und (iii) Schichtartefakten, (iv) die Klassikation von Hirnregionen und
(v) Hirngeweben, sowie (vi) die r•aumliche Registrierung. Zur Beschreibung der
Hirnober•ache wurden eine Reihe weiterer neuer Metriken zur Beschreibung der
Dicke anderer Gewebeklassen und der Hirnfaltung entwickelt, deren Validierung
und Evaluation in der inzwischen vollst•andig verf•ugbaren Ober•achenpipeline von
CAT m•oglich ist.
Ein wesentlicher Aspekt der Arbeit der
"
Structural Brain Imaging Group\ von
Prof. Christian Gaser liegt in der Entwicklung praxistauglicher Verfahren, die
v
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sowohl bei hoher aber auch geringer Bildqualit•at zuverl•assig und exakt arbeiten.
Der Validierungs- und Testaufwand erwies sich dabei als deutlich h•oher als ur-
spr•unglich angenommen und erforderte die Kombination von simulierten und
realen Daten. Bei den Studien von Dr. Gabriel Ziegler, zeigte sich die Bedeutung
konsistenter Datenbanken und die Schwierigkeit der Beurteilung der Daten- und
Verarbeitungsqualit•at groer Datenmengen durch den Anwender. Die Entwick-
lung von Qualit•atsmaen wurde deshalb ein weiterer Forschungsschwerpunkt und
im Rahmen des NISALS- und SOPHIA-Projektes unter Dr. Julian Grokreutz
weiter ausgebaut.
Die MRT erlaubt aber nicht nur die Erforschung des menschlichen Gehirns. Tiere
bieten durch einfachere Hirnstrukturen mit geringeren Variationen und oftmals
umweltspezischen Anpassungen einen interessanten Forschungsaspekt. F•ur die
Forschung von Dr. Daniel Mietchen entstanden Anfang 2011 verschiedene Pro-
gramme zur semi-automatischen Vorverarbeitung verschiedener Primaten. Die
anatomischen Besonderheiten und die geringe Datenqualit•at lieen zu diesem
Zeitpunkt allerdings nur unbefriedigende Resultate zu, die erst im Laufe der
Entwicklung der CAT Software gel•ost werden konnten.
Die vorliegende Dissertation besch•aftigt sich mit den drei Hauptaspekten meiner
Forschung: der Dicke- und Ober•achenbestimmung, der Gewebeklassikation und
der Erfassung der Bildqualit•at. Die hier beschriebenen Verfahren sind vollst•andig
in CAT integriert und •oentlich verf•ugbar. Das eigenst•andig entwickelte Rekon-
struktionsverfahren wurde 2012 publiziert, die Qualit•atsmae benden sich im
Review und die Publikation der neuen Segmentierung ist in Arbeit.
F•ur die Zukunft ist die Integration und Evaluation weiterer in der Promotion neu
entwickelter Ober•achenmetriken, die Layer-spezische Verfeinerung der Ober•a-
chenrekonstruktion f•ur hochaufgel•oste MRT-Daten und die Erweiterung der Ober-
•achenrekonstruktion f•ur das Kleinhirn geplant. Ferner steht der Ausbau von CAT
f•ur andere Spezies in Zusammenarbeit mit Prof. Simon Eickho und Prof. Peter
Nathanielsz im Blickpunkt. Bei der Methodenvaldierung w•are die •Uberarbeitung
und Erweiterung des Brain-Web-Phantom (BWP) w•unschenswert, bei dem der
Grad der anatomischen Details des Goldstandards und die Integration dynamischer
Dicke- und Alterungsmodelle wichtig f•ur eine klinische Nutzung w•aren.
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Die hier vorgestellten Verfahren wurden von 2008 bis 2018 in MATLAB, C und
C++ entwickelt und stehen im Rahmen der GPL1 in der Computational Anatomy
Toolbox (CAT)2 zur freien Verf•ugung. CAT ist Bestandteil der SPM-Software3 mit
dem Fokus der strukturellen Analyse des Gehirns und wird von der
"
Structural
Brain Mapping Group\ unter Leitung von Prof. Christian Gaser am Universit•ats-
klinikum Jena entwickelt4. SPM ist eine MATLAB-Toolbox zur statistischen
Analyse von MRT-, EEG- und MEG-Daten des Gehirns.
Die Promotion wurde •uber das BMBF-Projekt5 01EV0709, das SOPHIA-Projekt
und Haushaltsmittel der Neurologie und Psychiatrie des Universit•atsklinikum Jena
nanziert. F•ur die Entwicklung und Tests wurde eine Reihe •oentlich verf•ugbarer
Datenbanken, wie AIBLE, ADNI, ADHD200, INDI, IXI, NIHNBD, NKI, NISALS,
OASIS und PPMI genutzt und durch eigene Datens•atze erg•anzt.
Diese Arbeit wurde mit LATEX erstellt und enth•alt am Ende ein mehrseitiges
Glossar mit kurzen Erkl•arungen wichtiger Abk•urzungen und Begrie, die im Text
blau unterlegt und verlinkt sind. Die bei der Erstellung des Glossars genutzten
deutsch- und englischsprachigen Artikel der Wikipedia aus dem Fr•uhjahr 2018
sind jeweils durch Links referenziert. Dar•uber hinaus sind die Erstautorpublikation
im Anhang zu nden.
1 GPL (General Public License) Webseite: http://www.gnu.org/licenses/gpl.html
2 CAT Webseite: http://dbm.neuro.uni-jena.de/cat
3 SPM (statistical parametric mapping) Webseite: http://www.l.ion.ucl.ac.uk/spm
4 Structural Brain Mapping Group Webseite: http://dbm.neuro.uni-jena.de
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Seit Anbeginn der Zeit besch•aftigt den Mensch die Frage ob sein Geist bzw. Be-
wusstsein seine k•orperliche Existenz •uberdauern kann. Die Umst•ande fr•uhzeitlicher
Operationen am Sch•adel1 sind bis heute nicht vollst•andig aufgekl•art. Auch Bestat-
tungsbr•auche, wie das Einbalsamieren/Mumizieren der Toten im alten •Agypten,
belegen erste Kenntnisse •uber die anatomische Struktur, nicht aber der Funktion
des Gehirns. So waren viele innere Organe f•ur das jenseitige Leben bedeutsam und
wurden in sogenannten Kanopen bestattet. Das •uber die Nase entfernte Gehirn z•ahl-
te aber nicht dazu (Abbildung 1.1 B; Volke, 1993). In der Antike hingegen wurde
1 Kopfoperationen in der Steinzeit, Bild der Wissenschaft vom 1.9.1997:
https://www.wissenschaft.de/allgemein/kopfoperationen-in-der-steinzeit
Abbildung 1.1: Die erstmalige Erfassung der makroskopischen Hirnstruktur ist durch verschie-
dene historische Belege dokumentiert, wie etwa die fr•uhzeitliche Operationen am Sch•adel
(A), die Extraktion des Gehirns bei der Mumizierung im alten •Agypten (B & C), textliche
•Uberlieferungen der Antike (C) und detaillierte Darstellungen der Renaissance (D & E).
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die Rolle des Gehirns, als zentrales Organ f•ur Denken und F•uhlen, bereits teilweise
erkannt2. W•ahrend die Lehren im byzantinischen/arabischen Kulturraum weiter
gepegt und weiterentwickelt wurden (Haddad, 1986), gingen die Erkenntnisse
in Europa •uber die Jahrhunderte verloren und r•uckten erst mit der Renaissance
zur•uck ins Bewusstsein. Anatomische Zeichnungen von Leonardo da Vinci und
Andreas Vesalius im 15. Jh. dokumentieren erstmals auch die visuelle Erfassung des
Gehirns (Abbildung 1.1 E & F). Mit wachsendem Fortschritt in der Medizin und
dem aufkeimenden Interesse an Heilung und der Therapie psychischer St•orungen
begann die systematische Erforschung des Gehirns im 19. Jh. (Breidbach, 1997).
Die Erforschung von schweren Funktionsst•orungen durch Autopsie erlaubte eine
erste regionale Zuordnung von Hirnfunktionen, wie Sprachproduktion (Broca-
Areal in Abbildung 1.2 B; Broca, 1861) und Sprachverst•andnis (Wernicke-Areal;
Wernicke, 1874). Die Erstellung von mikroskopischen Pr•aparaten durch Golgi-
und Nissle-F•arbung (Abbildung 1.2 C; Golgi, 1873; Nissle, 1894) erm•oglichte die
Entdeckung von Neuronen (Waldeger, 1891) und Synapsen (Sherington, 1897)
und die Unterscheidung von Regionen anhand ihrer mikroskopischen Struktur
(Brodmann, 1909). Schrittweise konnten somit die Funktion, wie etwa die Zu-
ordnung des prim•aren motorischen und somasensorischen Kortex (Homunkulus
in Abbildung 1.2 D; Peneld u. Rasmussen, 1950), aber auch die anatomische
Entwicklung systematisch erfasst werden (Chi u. a., 1977).
2 Hippokrates von Kos (ca. 460{370 v. Chr.), Corpus Hippocraticum: De morbo sacro
Abbildung 1.2: Die systematische makro- (A & B) und mikroskopische Erfassung (C) erlaubte
eine zunehmend genauere funktionelle Zuordnung bestimmter Hirnareale bei systematischen
St•orungen, wie bspw. der Sprachproduktion des
"
MonsieurTan\ (B) oder dem somasensori-
schen und motorischen Kortex (D; Homunkulus).
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Die Entwicklung nicht-invasiver Methoden, wie die CT/PET3 und der Magnet-
resonanztomographie (MRT) er•onete der Hirnforschung in den 70iger und 80iger
Jahren des letzten Jahrhunderts neue Welten, indem sie in vivo4 Untersuchung
erlaubte. Besonders die strahlungsfreie MRT erm•oglicht mit ihrer vielf•altigen und
dierenzierten Gewebeabbildung einen breiten und exiblen Einsatz. Die dabei
gewonnenen Aufnahmen unterst•utzten die Erforschung der gesunden und patholo-
gischen5 Entwicklung von anatomischen und funktionellen Aspekten am lebenden
Organismus (Fjell u. a., 2006; Jack Jr. u. a., 2008; Ziegler u. a., 2012a). Heutige
MRT-Studien laufen meist •uber mehrere Jahre und umfassen oft mehrere klinische
Zentren, um detailliertere und robustere Erkenntnisse durch gr•oere Stichproben
oder umfassendere Untersuchungen zu erhalten (Poldrack u. Gorgolewski, 2014;
Poline u. a., 2012; Van Horn u. Toga, 2009).
1.2 Anatomie des Gehirns
Das S•augergehirn l•asst sich makroskopisch in Grohirn, Hirnstamm und Kleinhirn un-
terteilen (Schulte u. a., 2009). Sein symmetrischer Aufbau wird besonders anhand der
rechten und linken Grohirnh•alfte deutlich, die •uber verh•altnism•aig kleine, zentrale
Bereiche wie dem Hirnbalken (lat. Corpus Callosum) und der Anteriore Commisura
(AC) miteinander verbunden sind. Das Grohirn weist eine starke Faltung auf, bei
der die nach innen gefalteten Bereiche als Sulcus (Plural: Sulci) und die nach auen
gefalteten Abschnitte als Gyrus (Plural: Gyri) bezeichnet werden (Abbildung 1.3).
Gehirne groer S•augetiere weisen im Allgemeinen zunehmend mehr und individuellere
Falten als Gehirne kleinerer S•augetiere auf, sodass die genaue Zuordnung einzelner
Strukturen zunehmend schwieriger wird (Hofman, 1989; Klein u. a., 2009). Das Gehirn
besteht prim•ar aus zwei Gewebeklassen, der weien Substanz (WS) und der grauen
Substanz (GS), die von Gehirnr•uckenmarksfl•ussigkeit (CSF: cerebrospinale Fl•ussigkeit)
umgeben sind (Schulte u. a., 2009). In der GS erfolgt die Datenverarbeitung, w•ahrend
die WS den schellen Datenaustausch zwischen den Regionen erlaubt. Die CSF dient
wiederum als Puffer, transportiert chemische Botenstoffe und enth•alt gr•oere Blutge-
f•ae zur Energieversorgung. Die GS des Grohirns bildet ein 2-4 mm dickes, stark
gefaltetes Band, das als Neokortex (lat. cortex cerebri, Grohirnrinde) bezeichnet wird
3 Bei der Computertomographie (CT) und Positronen-Emissions-Tomographie (PET) wird ein Objekt
mit einer R•ontgenquelle pro Ebene von allen Seiten durchstrahlt und dreidimensional rekonstruiert.
Siehe: https://de.wikipedia.org/wiki/Computertomographie
Siehe: https://de.wikipedia.org/wiki/Positronen-Emissions-Tomographie
4 am lebendem Organismus
5 krankhaft
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Abbildung 1.3: Der Neocortex (Grohirnrinde) ist ein stark gefaltetes Band grauer Substanz
(GS), der einen Kern aus weier Substanz (WS) umgibt und in bis zu sechs Schichten unterteilt
ist. Der Schichtaufbau variiert je nach Region und Funktion und erlaubt eine weitere Gliederung
des Gehirns.
und sich um einen Kern aus WS legt. Der Neokortex ist im Allgemeinen in sechs
Unterschichten, sogenannte Lamina, unterteilt. Die Zusammensetzung der Schichten
variiert lokal und erlaubt eine regionale Gliederung, wie bspw. die Brodmann Areale
(Brodmann, 1909), die in den letzten Jahren durch neuere histologische und funktio-
nelle Atlanten ersetzt wurden (Amunts u. a., 2007; Glasser u. a., 2016a; Shattuck u. a.,
2008). Neben dem Grohirn stehen auch andere GS-Strukturen, wie die Basalganglien,
der Thalamus und der Hippocampus aufgrund ihres Vernetzungscharakters im Fokus
der Forschung (Fischl u. a., 2004).
Die individuelle Entwicklung des Gehirns kann in Kurzzeit- (Plastizit•at) und Lang-
zeitentwicklung (Reifung/Alterung) unterschieden werden (Abbildung 1.4 und 1.5).
In der Reifung erfolgt der Gewebeaufbau, die Dierenzierung und Vernetzung
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Abbildung 1.4: Links ist der gesunde Alterungsprozess anhand des globalen Gewebeverlusts
der GS anhand der IXI-Datenbank gezeigt. Rechts ist der Unterschied des globalen Anteiles
an grauer Substanz zwischen gesunden (HC), Alzheimer-Patienten (AD) und einer Gruppe
mit ersten kognitiven Einschr•ankungen (MCI) der ADNI-Datenbank dargestellt.
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verschiedener Zellen und die damit verbundene Auspr¨agung kognitiver F¨ahigkeiten
(Budday u. a., 2015; Dahnke u. Gaser, 2018), w¨ahrend bei der Alterung der Ge-
webeverlust durch das Absterben von Zellen und der entsprechende Verlust an
F¨ahigkeiten im Vordergrund steht. Bei einem durchschnittlichen Alterungsprozess,
ohne deutliche kognitive oder soziale Einbuß en, wird von einer gesunden bzw.
normalen Entwicklung gesprochen, w¨ahrend starke Abweichungen oft mit entspre-
chenden Krankheitsbildern einher gehen, wie Alzheimer oder Parkinson (Franke
u. a., 2010; Ziegler u. a., 2014). Bei der Plastizit¨atsforschung stehen kurzzeitige
A¨nderungen der Hirnstruktur unter speziellen Gegebenheiten, wie zum Beispiel
dem Lernen von Musikinstrumenten (Gaser u. Schlaug, 2003; Wan u. Schlaug,
2010), dem Tanzen (Hu¨fner u. a., 2010) oder der r¨aumlichen Orientierung (Gousias
u. a., 2008; Maguire u. a., 2000) im Vordergrund. Die Untersuchung erfolgt im
L¨angsschnittmodell (engl. longitudinal), bei dem eine Versuchsgruppe mit und eine
Kontrollgruppe ohne Lernparadigma u¨ber einen Zeitraum von mehreren Wochen
bzw. Monaten mehrfach gescannt werden. Die individuellen A¨nderungen werden
 1 Woche 3 Monate 1 Jahr 2 Jahre 10 Jahre









Abbildung 1.5: Individuelle Entwicklung des gesunden Gehirns anhand verschiedener Da-
tens¨atze des NIHNBD (A), IXI (B) und ADNI Projekts (C). Bei einem Alter von unter
6 Monaten ist der typische T1-Gewebekontrast mit CSF-GS-WS Intensit¨atsfolge noch nicht
ausgepr¨agt und die Auswertung erschwert (gelber Pfeil). Gut zu sehen ist der Zuwachs des
Sch¨adelumfangs und des Hirnvolumens. Im Alterungsprozess ist der Gewebeverlust deutlich
anhand der Ventrikelvergr¨oß erung erkennbar (blaue Bereiche). Dieser schreitet bei Alzheimer
wesentlich schneller voranschreitet, sodass die Hirnstruktur des 60j¨ahrigen Patienten der
eines 90-j¨ahrigen Gesunden entspricht (C).
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fu¨r jedes Gehirn gemessen und anschließ end auf ein Durchschnittsgehirn abgebildet
und ausgewertet. Der Reifungs- und Alterungsprozess wurde hingegen bisher meist
im Querschnittmodell betrachtet (engl. cross-sectional; Li u. a., 2014b,c; Nam u. a.,
2015). Bei Querschnittstudien werden Daten verschiedener Altersgruppen akquiriert
und jeweils auf ein Durchschnittsgehirn abgebildet, wo die Unterschiede erfasst und
analysiert werden. Aufgrund der individuellen Unterschiede f¨allt die Genauigkeit
von Querschnittanalysen geringer als bei L¨angsschnittanalysen aus.
Besonders in der evolution¨aren Entwicklung sind deutliche systematische Ver¨ande-
rungen der Gehirne verschiedener Spezies offensichtlich (Hofman, 1989; Karlen u.
Krubitzer, 2007). Die Gehirne von Tieren besitzen im Vergleich zum Menschen im
Allgemeinen eine geringere Komplexit¨at (Abbildung 1.6) und die ku¨rzeren Lebens-


































Abbildung 1.6: Evolution¨are Entwicklung des Gehirns verschiedener Primaten mit eingef¨arbten
Hirnregionen. Das durchschnittliche Hirnvolumen vergr¨oß ert sich von 45 ml bei Makaken,
auf 400 ml bei Menschenaffen und auf 1.400 ml bei Menschen. Die Anzahl und Individualit¨at
der Hirnfalten nimmt dabei u¨berproportional zu, w¨ahrend die Kortexdicke nur geringfu¨gig
von ca. 1 auf 3 mm w¨achst.
1.3. BILDGEBUNGSTECHNIKEN UND DATENVERARBEITUNG 7
1.3 Bildgebungstechniken und Datenverarbeitung
Bei der CT/PET wird das zu untersuchende Objekt mit einer R•ontgenquelle
schichtweise von allen Seiten durchstrahlt und zu einem 3D-Bild zusammen-
gesetzt. Bei der MRT hingegen wird ein starkes, statisches Magnetfeld von 0,5
bis 7 Tesla beim Menschen zur Ausrichtung aller Atomkerne genutzt. Durch einen
hochfrequenten Impuls werden die Teilchen kurzzeitig abgelenkt und die bei der
Wiederausrichtung in Richtung des Hauptfeldes (Relaxation) abgestrahlte Energie
gemessen. Die Relaxation wird in L•angstrelaxation entlang der z-Achse und Quer-
relaxation innerhalb der xy-Ebene unterteilt. Die gewebeabh•angige Relaxations-
geschwindigkeit, die Dauer des Impulses und der Auslesezeitpunkt erlauben eine
variable Gewichtung verschiedener Stoe, sodass Bilder mit unterschiedlichen
Gewebekontrasten erzeugt werden k•onnen. Anhand der prim•ar vorherrschenden
Bildgewichtung werden strukturelle MRT-Bilder als T1-, T2- und PD-gewichtet
bezeichnet (Abbildung 1.7). MRT-Daten lassen sich grob in funktionelle und
Abbildung 1.7: Gegen•uber der Computertomographie (CT; links) erlaubt die Magnetreso-
nanztomographie (MRT; rechts) vielf•altigere und klarere Gewebekontraste (rechts), die zur
funktionellen (fMRT) und strukturellen (sMRT) Erforschung genutzt werden k•onnen. So wird
der T1-Kontrast h•aug zur Klassikation der Hirngewebe genutzt, w•ahrend dMRT-Kontraste
die Ausrichtung der Nervenb•undel in der weien Substanz erlauben.
anatomische Aufnahmen unterteilen. Die funktionelle Magnetresonanztomogra-
phie (fMRT) untersucht die paradigmenabh•angige Funktionsweise des Gehirns
(task-based fMRT; Cortese u. a., 2012; Poldrack u. a., 2013) oder den Ruhezustand
(resting-state fMRT; van den Heuvel u. Pol, 2010; Lee u. a., 2013; Rosazza u.
Minati, 2011), um Aktivierungsmuster, wie das sogenannte Ruhezustandsnetzwerk
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(engl. default mode network), zu bestimmen und auf die funktionelle Konnektivit•at
zu schlieen (Friston, 2011). Dabei wird eine Zeitreihe von Einzelvolumen aufge-
nommen und anhand der Kontrast•anderung bei Durchblutungs•anderungen auf die
lokale Aktivierung von Hirnarealen geschlossen (BOLD-Eekt6). Die strukturelle
Magnetresonanztomographie (sMRT) befasst sich hingegen mit dem anatomischen
Aufbau des Gehirns und erlaubt durch verschiedene Kontraste das Hervorheben
bestimmter Gewebestrukturen (Weiskopf u. a., 2013). Immer leistungsf•ahigere
Hard- und Software erm•oglicht die Auswertung groer Datenmengen durch aufwen-
dige Verfahren zur Korrektur, Vermessung und Analyse der MRT-Daten (Pine u. a.,
2017). Der Prozess, um die Daten f•ur die nachfolgende statistische Auswertung
vorzubereiten, wird als Vorverarbeitung bezeichnet. Zur strukturellen Bildanalyse
werden prim•ar T1-gewichtete Bilder genutzt, da sie einen guten Kontrast zwischen
GS, WS und CSF aufweisen. Die Daten werden meist als 3D-Volumendatens•atze
erfasst und enthalten bei 1 mm Au•osung etwa 16,7 Millionen Messpunkte (2563).





Pixel\. Die Aufnahmedauer liegt dabei, je nach Scanner
und MRT-Aufnahmeprotokoll, im Bereich von 3 bis 10 Minuten, kann aber zur
Reduktion des Rauschens oder Verbesserung der Au•osung auch deutlich l•anger
ausfallen (Pine u. a., 2017; Weiskopf u. a., 2013). Mit weiteren Aufnahmeverfah-
ren, wie der Magnetresonanzspektroskopie (MRS) und der diusionsgewichtete
MRT (dMRT), k•onnen zus•atzliche Informationen •uber das Gehirn erlangt werden.
MRS-Daten weisen zwar meist nur eine geringe r•aumliche Au•osung im Zentimeter-
bereich auf, beschreiben aber die chemische Struktur des Gewebes und erm•oglichen
so die Untersuchung des Zellstowechsels (Riehemann u. a., 2000; Ross u. Bluml,
2001). Bei dMRT-Aufnahmen wird eine Vielzahl von Bildern aufgenommen, um die
Wasserdiusion in verschiedene Richtungen zu beschreiben (Mori, 2002). Da die
Wasserbewegung durch die Zellmembran beschr•ankt ist, erfolgt sie gleichgerichtet
zu den Nervenb•undeln und erlaubt so R•uckschl•usse auf die St•arke und Ausrichtung
der Nervenbahnen. Anhand der so entstandenen Richtungsbilder k•onnen Bilder
der Dichte und Ausrichtung der Faser erstellt oder Faserbahnen zwischen ver-
schiedenen Hirnregionen rekonstruiert werden (engl. ber tracking). Zur exakten
Beschreibung der Faserrichtung werden m•oglichst viele Richtungen ben•otigt, was
f•ur ad•aquate Scanzeiten eine Reduktion der r•aumlichen Au•osungsreduktion auf
etwa die H•alfte der typischen sMRT-Au•osung erfordert.
6 Der BOLD (engl. blood oxygenation level dependency) Eekt beschreibt die Abh•angigkeit
des Bildsignals vom Sauerstogehalt der roten Blutk•orperchen (Ogawa u. a., 1990), der




Die strukturelle Bildgebung wird oftmals auch als Morphometrie bezeichnet, was
vom griechischen morphe f•ur Gestalt/Form und metron f•ur Metrik/Messung
abgeleitet wurde. Die Hirnmorphometrie besch•aftigt sich mit der Charakterisie-
rung der Form von Hirnstrukturen durch quantizierbare Mazahlen und wird
in die deformationsbasierte Morphometrie (DBM), voxelbasierte Morphometrie
(VBM), ober•achenbasierte Morphometrie (SBM) und regionsbasierte Morpho-
metrie (RBM) unterteilt. Die DBM untersucht die r•aumlichen Anpassungen der
individuellen Anatomie an einen Durchschnittsdatensatz. Die VBM hingegen analy-
siert die Volumenunterschiede der Volumenpunkte, w•ahrend die SBM 3D-Objekte
erzeugt und verschiedene Metriken pro Ober•achenpunkt erfasst. Bei der RBM
werden verschiedene Mae von manuell oder automatisch bestimmten Regionen
im Volumen oder auf der Ober•ache ausgewertet. Die sogenannte Vorverarbeitung
umfasst die Korrektur von Bildst•orungen, die Klassikation verschiedener Gewebe
(Segmentierung) und die Abbildung (Registrierung) auf ein Durchschnittsgehirn
(Template), um die Gehirne systematisch vergleichen zu k•onnen. Neben der Volu-
menanalyse wurde in den letzten Jahren eine Reihe von Verfahren zur Bestimmung
der Hirnober•ache entwickelt, die zus•atzliche morphometrische Mae und eine
anatomisch zuverl•assigere Registrierung und Filterung erlauben. Anhand der
Ober•achen selbst, aber auch der Volumina k•onnen verschiedene morphometrische
Mae bestimmt werden, um bspw. die kortikale Dicke oder Faltung der Ober•achen
zu messen.
1.5 Validierung und Evaluierung
Ein groes Problem im Bereich der MRT-Forschung besteht in der Validierung7
und Evaluation8 der entwickelten Verfahren. K•unstlich simulierte Daten und reale
MRT-Phantome sind h•aufig stark vereinfacht und nur bedingt zum Test verschie-
dener Verfahren geeignet (Collins u. a., 1998). Bei realen Bildern hingegen sind die
anatomischen und technischen Eigenschaften nur ungen•ugend bekannt. H•aufig ist
daher eine manuelle Auswertung durch Experten erforderlich, um einen sogenannten
7 Nachweis •uber die Einsatzeignung einer analytischen Methode.
Siehe: https://de.wikipedia.org/wiki/Methodenvalidierung
8 Unter Evaluation wird meist die Bewertung bzw. Begutachtung von Projekten, Prozessen und
Funktions- und Organisationseinheiten verstanden.
Siehe: https://de.wikipedia.org/wiki/Evaluation
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Goldstandard zu erhalten, gegen den die Verfahren getestet werden k•onnen. Diese
manuelle Auswertung ist sehr zeitaufwendig und von der individuellen Interpretation
des Experten abh•angig. Das manuelle Segmentieren verschiedener Hirnstrukturen
dauert pro Datensatz mehrere Stunden bzw. Tage und wird bspw. von der Firma
"
Neuromorphometrics\ als Dienstleistung mit Kosten von 2 449 US$ angegeben9.
1.6 Aufbau der Arbeit
Der Kern der Arbeit enth•alt mehrere neue Verfahren zur optimierten Vorver-
arbeitung von strukturellen Daten. Zum besseren Verst•andnis werden in Kapitel 2
die grundlegenden Bildverarbeitungsverfahren (Abschnitt 2.1) und die speziellen
neuroanatomischen Methoden (Abschnitt 2.2) vorgestellt. Kapitel 3 widmet sich
der Erstellung eines Dickephantoms zur Validierung der in Kapitel 4 vorgestellten
Dickebestimmung und Oberfl•achenrekonstruktion. In Kapitel 5 wird ein neues
Verfahren zur Gewebeklassifikation beschrieben, worauf die Qualit•atssicherung
von MRT-Bildern als Schwerpunkt des 6. Kapitels folgt. Die Resultate werden
anschlieend in Kapitel 7 diskutiert und in Kapitel 8 zusammengefasst.
9 Kosten manueller Segmentierung: http://www.neuromorphometrics.com/?page id=23
Kapitel 2
Grundlagen und Stand der
Technik
Die statistische Analyse der Gehirnmorphometrie erfordert die Extraktion von
Informationen aus den MRT-Daten, die zwar manuell von Experten vorgenom-
men werden kann, allerdings extrem zeitaufwendig und schlecht reproduzierbar
ist (Eskildsen u. a., 2012; Gronenschild u. a., 2010; Khayati u. a., 2008; Tustison
u. a., 2014). Die Entwicklung von automatisierten Verfahren ist daher essen-
tiell, um groe Datenmengen und eine Vielzahl an morphometrischen Maen
nutzen zu k•onnen (Ashburner u. Friston, 2000; Dale u. a., 1999; Glasser u. a.,
2014; Klein u. a., 2017). Zur Bestimmung morphometrischer Gr•oen ist eine Stan-
dardisierung, Optimierung und Normalisierung der Inputdaten notwendig, bei
der Gewebe und Regionen klassiziert werden. Die zur MRT-Vorverarbeitung
n•otigen Spezialverfahren werden in Abschnitt 2.2 vorgestellt, nachdem die allge-
mein genutzten Bildverarbeitungsverfahren in Abschnitt 2.1 eingef•uhrt wurden.
Die Vernetzung der Teilprobleme, ihre vielf•altigen Kombinationsm•oglichkeiten
und eine Reihe praktischer Aspekte l•asst der Validierung von Teilschritten und
der Gesamtverarbeitung eine wichtige Rolle zukommen und macht einen Groteil
des Entwicklungsaufwands aus (Abschnitt 2.3).
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2.1 Allgemeine Bildverarbeitungsverfahren
Die meisten Vorverarbeitungsschritte greifen auf klassische Bildverarbeitungsans•atze
und Kombinationen dieser zur•uck. Ein Groteil arbeitet im Voxelgitter, das aufgrund
seiner diskreten Eigenschaften einfacher in der Handhabung ist, als die Verarbeitung
von 3D-Objekten mit variablen Punkten und Nachbarschaften1. Im folgenden werden
die wesentlichen f•ur diese Arbeit relevanten Ans•atze kurz vorgestellt.
2.1.1 Histogramm, Schwellwerte und Masken
Das Bin•arbild stellt die einfachste Bildform dar und wird oft als Maske genutzt,
um Bildinformationen eines Teilbereichs zu extrahieren oder regionale Operationen
anzuwenden. Bin•arbilder werden oftmals anhand eines Schwellwerts t 2 C erzeugt,
der bspw. anhand des Histogramms2 ermittelt werden kann. Um st•orende Bereiche
bei der Schwellwertbestimmung ausschlieen zu k•onnen, ist h•aufig eine Maskierung
sinnvoll (siehe Abbildung 2.1 A). Bei feinen Abstufungen sind Schwellwerte allerdings
empfindlich gegen•uber Bildst•orungen, w•ahrend grobe Unterscheidungen, wie zwischen
Objekt und Bildhintergrund, eher unproblematisch sind (siehe Abbildung 2.1 B).
1 Beschreibt die Umgebung eines Voxels im Volumengitter, oder die eines Oberfl•achenpunktes.
2 Werteverteilung einer Funktion (Siehe: https://de.wikipedia.org/wiki/Histogramm).
Abbildung 2.1: Das Histogramm zeigt die Verteilung der Helligkeitswerte im Bild (A). Das
Maskieren kann dabei helfen Schwellwerte durch genauere Lokalisierung exakter und stabiler
zu bestimmen. Dabei muss ber•ucksichtigt werden, dass Schwellwerte zwischen Kontraststu-
fen, wie hier bei der GS-WS-Grenze, im Allgemeinen anf•allig gegen•uber Schwankungen der
durchschnittlichen Signalintensit•at sind (B).
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Schwellwerte stellen daher eine gute Startm•oglichkeit der Datenverarbeitung dar,
um bspw. anhand einer Maske die Gewebeintensit•aten des Gehirns ohne st•orende
Einfl•usse des Sch•adels oder Hintergrunds erfassen zu k•onnen.
2.1.2 Weichzeichnen
Unter Weichzeichnen versteht man das lokale Mitteln von Bildwerten. Meist wird ein
Gaufilter genutzt um das Bild zu gl•atten, Ausreier zu reduzieren und gleichzeitig
die Intensit•atsverteilung im Histogramm zu optimieren. Weichzeichnen wird h•aufig
zur Reduktion von Rauschen und individuellen Merkmalen genutzt und spielt bei
statistischen Auswertungen eine wichtige Rolle, bei der Daten eine Gauverteilung
aufweisen m•ussen (Abbildung 2.2; Ashburner u. Friston, 2000; Dale, 1999).
Abbildung 2.2: Weichzeichnen wird zur Reduktion von Rauschen, hochindividuellen Merkma-
len (A) und zur Gew•ahrleistung der Gauverteilung bei der statistischen Analyse ben•otigt (B).
2.1.3 Kantenerkennung
Die Kantenerkennung ist eine Grundoperation zur Unterscheidung hoch- und tieffre-
quenter Bildbereiche und l•asst sich bspw. als absolute Summe der lokalen Gradienten
beschreiben (Abbildung 2.3). In der Bildgebung wird sie unter anderem beim Skull-







Abbildung 2.3: Die Kantendetektion erfasst hochfrequente r•aumliche Strukturen.
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2011) oder zur Erfassung grofl•achiger Gewebebereiche bei der Inhomogenit•atskorrek-
tur eingesetzt (Dahnke u. Gaser, 2013).
2.1.4 Morphologische Operationen
Morphologische Operationen erlauben die Modikation von bin•aren Bildern und
werden h•aug zur Erstellung von Masken genutzt. Sie umfassen Operationen,
wie Dilatation (Erweiterung), Erosion (Verkleinerung), Schlieen (Entfernen von
L•ucken) und •Onen (Entfernen von Objekten), die in Abbildung 2.4 anhand des
MATLAB-Beispiels illustriert sind. Beim Dilatieren wird ein Objekt gleichm•aig
um k 2 N Voxel erweitert, beim Erodieren verkleinert. Das •Onen beschreibt die
Kombination von k Erosionen, gefolgt von k Dilatationen, w•ahrend beim Schlieen
erst dilatiert und anschlieend erodiert wird. Dabei k•onnen verschiedene Nach-
barschaften und Abstandsoperationen genutzt werden (Kapitel 2.1.7). Aufgrund
ihrer einfachen Struktur und Implementierung sind morphologische Operationen
eines der h•augsten genutzten Werkzeuge und in fast allen Verarbeitungsfeldern
zu nden, besonders beim Skull-stripping (Kapitel 2.2.5), der Segmentierung
(Kapitel 2.2.6) und der Partitionierung (Kapitel 2.2.8).
 Original Erosion Dilatation Schließen Önen
Abbildung 2.4: Morphologische Operationen zur Modikation eines Bin•arbildes.
2.1.5 Regionswachstum
Das Regionswachstum (engl. region-growing) dient zur Ausweitung von Objekten
basierend auf Wachstumskriterien und Bildmerkmalen, wie •ahnlichen, kleineren
oder gr•oeren Helligkeitswerten. Der Initialbereich wird dabei iterativ vergr•oert
bis eine Abbruchbedingung erf•ullt ist, das heit nur noch geringe Ver•anderung
auftreten oder eine maximale Anzahl an Iterationen erreicht wurde. Durch den
Intensit•atsbezug k•onnen anatomische Gewebegrenzen ber•ucksichtigt werden, wie
in Abbildung 2.5 anhand der anatomisch korrekten Ausweitung von Gyri illustriert
ist. Regionswachstum l•asst sich im Rahmen der Segmentierung (Kapitel 2.2.6; Krie-
geskorte u. Goebel, 2001; Park u. Lee, 2009; Rifa u. a., 2000; Stokking u. a., 2000),
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Partitionierung (Kapitel 2.2.8; Bijari u. a., 2010) und Ober•achenrekonstruktion
nden (Kapitel 2.2.9; Xi u. Duan, 2008).
Abbildung 2.5: Die Erweiterung gyraler Regionen durch Regionswachstum erlaubt eine
anatomisch exaktere Zuweisung entlang der GS-CSF-Grenze, als es bei einer rein abstands-
basierten Zuordnung vom Initialbereich m•oglich w•are.
2.1.6 Graph-Cut
Beim Graph-cut werden undefinierte Bildpunkte den
"
n•achstliegenden\ Bereichen
zugewiesen (Abbildung 2.6; Liang u. a., 2007; Wolz u. a., 2010). Die Entfernung wird
durch einen Graph im regul•aren Voxelgitter anhand von Abstands- und Intensit•ats-
kriterien definiert. Regionswachstum und Graph-cut •uberschneiden sich dabei je
nach Definition und Implementierung. Beim Graph-cut liegt der Fokus dabei auf
der vollst•andigen, regionalen Aufteilung von Regionen (inklusive Bildhintergrund)
mit verschiedenen Eigenschaften entlang von Bildkanten, w•ahrend das Regions-
wachstum eine begrenzte Erweiterung (•ahnlicher) Strukturen anstrebt ohne n•aher
auf den Bildhintergrund einzugehen. Graph-cut-Verfahren finden sich daher h•aufig
beim Skull-stripping (Kapitel 2.2.5; Sadananthan u. a., 2010), der Segmentierung
(Kapitel 2.2.6; van der Lijn u. a., 2008), Partitionierung (Kapitel 2.2.8; Liang u. a.,
2007; Wolz u. a., 2010) und Registrierung (Kapitel 2.2.7; Chung u. S, 2007).
Abbildung 2.6: Vervollst•andigen eines farbigen Labelbildes anhand der Helligkeitsinformation
des grauen T1-Bildes.
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2.1.7 Abstandsoperationen
Die Vermessung und Beschreibung des Abstands von Strukturen kann durch
eine Reihe verschiedener Metriken im Volumen (Jones u. a., 2000; Rosenfeld u.
Pfaltz, 1966) als auch auf Ober•achen erfolgen (Abbildung 2.7; Im u. a., 2010;
MacDonald u. a., 2000). Im Bereich der sMRT werden Abstandsoperationen prim•ar
zur Ermittlung der Dicke des Neokortex und der Zuordnung von Information
und Strukturen genutzt. Die Bestimmung der kortikalen Dicke stellt dabei eine
der h•aufigsten Anwendungen dar und wird in Abschnitt 2.2.10 und Kapitel 4
ausf•uhrlich beleuchtet. Die Tiefe von Sulci und Gyri wird hingegen zur Beschreibung
der Oberfl•achenkomplexit•at (Kapitel 2.2.11; Jones u. a., 2000; Schaer u. a., 2008),
als Kriterium zur Oberfl•achenregistrierung (Kapitel 2.2.7; Boucher u. a., 2008;
Lyttelton u. a., 2007) und zur regionalen Gliederung genutzt (Kapitel 2.2.8; Im
u. a., 2010; Li u. a., 2009; Seong u. a., 2010). Die Breite von Sulci und Gyri erlaubt
die Beschreibung der lokalen Gewebeatrophie der WS (Dahnke u. Gaser, 2018;
Dahnke u. a., 2010c; Kochunov u. a., 2009).
Abbildung 2.7: Im Voxelgitter gibt es verschiedene Metriken zur Bestimmung der Entfernung
zu einem Bildbereich. Cityblock und Schachbrett entsprechen der direkten und vollen Nach-
barschaft, wie sie bspw. bei morphologischen Operationen genutzt werden. Die Eikonaldistanz
erlaubt die Nutzung eines Ausbreitungsfeldes F , die nichtlineare Distanzmessungen erm•oglicht.
Die obere Reihe illustriert die Abstandsmessung zwischen zwei Punkten, w•ahrend die mittlere
Reihe Abstandskarten ausgehend von drei Punkten (schwarz) darstellt. Die Oberfl•achen in
der untersten Reihe wiederum beschreiben das Volumen mit dem Abstand eins.
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2.1.8 Markieren von Strukturen
Das Markieren (engl. labeling) unterscheidet r•aumlich getrennte Strukturen eines Volumens
durch nat•urliche Zahlen, die auch als Labelbild bezeichnet werden (Rosenfeld u. Pfaltz,
1966). Kleine Verbindungen zwischen Bereichen k•onnen mittels •Offnen entfernt oder
durch Schlieen geschaffen werden. Das Labeling erlaubt die Unterteilung verschiedener
Objekte, wie bspw. von Gehirn und Sch•adel (Kapitel 2.2.5) oder der linken und rechten
Gehirnh•alfte (Kapitel 2.2.8; Abbildung 2.8). Die identifizierten Teilobjekte k•onnen durch
weitere morphologische Operation, Regionswachstum und Graph-cut wiederum an die
jeweilige Anatomie angepasst werden. Neben Volumenobjekten k•onnen auch Oberfl•achen
markiert und in einzelne, unverbundene Strukturen unterschieden werden.
Abbildung 2.8: Das Labeling eines Bin•arbildes erlaubt das Unterteilen von Objekten in einem
sogenannten Labelbild.
2.1.9 Wasserscheidentransformation
Die Wasserscheidentransformation (engl. watersheding) nutzt ein Intensit•atsbild als
Oberfl•achenrelief und untergliedert es anhand der Abflussgebiete in Teilkomponenten
(Abbildung 2.9). In der strukturellen Neurowissenschaft wird es zur Trennung zwi-
schen Gehirn und Sch•adel eingesetzt und um Sulci/Gyri zu unterteilen (Kapitel 2.2.5;
Hahn u. Peitgen, 2000; Rettmann u. a., 2002).
Abbildung 2.9: Unterteilung von Strukturen durch das Wasserscheidenverfahren anhand
einer Abstandskarte zum Bildhintergrund (blauer Bereich links). Die gr•oten Bereiche sind
dabei durch den Bildhintergrund (dunkelblauer Bereich 1 rechts), den Sch•adelinnenraum
(blauer Bereich 2) und den vorderen (orange; V) und hinteren Ventrikelbereich (hellblau; H)
gegeben.
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2.1.10 Marching-Cubes und Isoober•achen
Der Marching-cubes-Algorithmus generiert aus Volumendatens•atzen 3D-Oberfl•achen
(Lorensen u. Cline, 1987). Die erzeugten Ober•achen bestehen aus einer Menge von
Punkten, die durch eine Menge von Dreiecken verbunden sind und die Auengrenze
der Objekte f•ur einen gegebenen Schwellwert beschreiben. Die Erzeugung wird
daher auch als Triangulation bezeichnet und erfolgt f•ur jeweils 8 Voxel, deren
256 m•oglichen Kombinationen durch 15 symmetriefreie F•alle beschrieben sind
(Abbildung 2.10).
Abbildung 2.10: Marching-Cubes erlauben die Erzeugung von Ober•achen anhand von
Volumendaten, wie bspw. der WS-Ober•ache.
2.1.11 Deformationsalgorithmen
Die Deformation von Bildern und Oberfl•achen wird genutzt, um die •Uberein-
stimmung innerhalb und zwischen Datens•atzen zu optimieren. Dazu wird ein
Flussfeld definiert, das Bildpunkten neue Positionen zuweist und eine einein-
deutige Abbildung herstellt (Abbildung 2.11 A; Ashburner, 2007; Ashburner
u. Friston, 2011; Klein u. a., 2009; Yotter u. a., 2011c). Deformationen werden
vor allem zur Projektion individueller Daten auf einen Durchschnittsdatensatz
genutzt. Bei vielen Methoden zur Generierung der Hirnoberfl•ache werden De-
formationen verwendet, um eine Initialoberfl•ache unter Ber•ucksichtigung von
Gl•atte- und Kontinuit•atskritierien (innere und •auere Kr•afte) an die jeweili-
gen Gewebe(grenzen) schrittweise anzupassen (Dale u. a., 1999; Eskildsen u.
Ostergaard, 2006; Kim u. a., 2005; MacDonald u. a., 2000; Zeng u. a., 1999).
Die Schwierigkeit liegt dabei in der Vermeidung von Selbst•uberschneidungen
(Abbildung 2.11 B; Dale u. a., 1999).
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Abbildung 2.11: Deformationsalgorithmen k¨onnen Volumen (A) oder Oberf¨lachen (B) anhand
von Volumen- und Oberf¨lachenparametern modifizieren. In (A) wird ein Bild f durch eine
Deformation φ in ein Bild µ mit dem Resultat f◦φ abgebildet. Die Jacobische Determinate
| J0 | beschreibt dabei die Volumenver¨anderung im Bildraum von µ mit h¨oheren Werten fu¨r
Volumenkompression und geringeren Werten fu¨r Volumendekompression.
2.1.12 Markow-Netzwerke
Markow-Netzwerke (MRF: engl. markov random field) dienen der Rauschreduktion
von Bildklassen unter der Annahme, dass die Klassen zusammenh¨angende Bereiche
und losgel¨oste Einzelpunkte Rauschen repr¨asentieren (Abbildung 2.12; Zhang u. a.,
2001). MRF-Filter werden daher h¨aufig bei der Gewebe- und Regionsklassifikation
eingesetzt (Khayati u. a., 2008; Rajapakse u. a., 1997; Scherrer u. a., 2009; Schwarz




Abbildung 2.12: MRF-Filter erlauben die Optimierung der Klassifikation anhand ihrer Nach-
barschaft im Filterkern (hellgru¨ner Bereich um dunkelgru¨nen Bildpunkt).
2.1.13 Nichtlokale Mittelung
Bei der nichtlokalen Mittelung (NLM: engl. Non-Local-Means) werden alle Voxel
anhand ihrer Nachbarschaft in abstrakte Klassen von Bildbl¨ocken (engl. Patches)
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unterteilt und zur U¨bertragung lokaler Eigenschaften genutzt. Nichtlokaler Mittelwert
(NLM: engl. non-local means)-Filter werden bspw. zur Rauschkorrektur (Manj´on u. a.,
2008), Segmentierung und Partitionierung (Coup´e u. a., 2011; Eskildsen u. a., 2012;
Romero u. a., 2017) und Interpolation (Manj´on u. a., 2010) eingesetzt.
RauschfreiVerrauscht Korrigiert
Voxel die anhand ihrer Nachbarschaft ähnliche Blöcke repräsentieren
Abbildung 2.13: Rauschkorrektur durch einen NLM-Filter, bei dem die Mittelung von Bild-
bl¨ocken innerhalb verschiedener Klassen erfolgt, die anhand der Intensit¨at ihrer Umgebung
definiert sind.
2.1.14 Bibliotheksverfahren
Fu¨r eine Reihe von Beispieldatens¨atzen wird eine optimale L¨osung (Goldstandard)
erstellt und in einer Bibliothek hinterlegt. Bei der regul¨aren Datenverarbeitung wird
der ¨ahnlichste Fall aus der Bibliothek ermittelt und die vordefinierte L¨osung auf
den neuen Fall u¨bertragen und angepasst (engl. label-fusion, Abbildung 2.14). F¨alle
mit problematischer Verarbeitung k¨onnen manuell korrigiert und zur Erweiterung
der Bibliothek genutzt werden, wodurch sich die Stabilit¨at des Verfahrens bei
¨ahnlichen F¨allen verbessert. Ein Nachteil dieses Konzepts liegt in der Gr¨oß e der








Abbildung 2.14: Bibliotheksans¨atze nutzen vordefinierte L¨osungen ¨ahnlicher Daten der Biblio-
thek und passen diese an den neuen Fall an, wie hier anhand der Klassifikation des Gehirns
illustriert.
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F•alle. Bibliotheksans•atze liefern vor allem bei der Klassifikation gute Resultate
(Chakravarty u. a., 2013; Collins u. Pruessner, 2010; Eskildsen u. a., 2012; Heckemann
u. a., 2006; Leung u. a., 2010; Romero u. a., 2017).
2.1.15 Skelettieren, Ausd•unnen,
Median- und Zentrallinienverfahren
Skelettierungsans•atze reduzieren Volumenobjekte zu Fl•achen, Kanten oder Punk-
ten (Abbildung 2.15). Die Reduktion kann voxelbasiert (Bouix u. a., 2005; Bouix
u. Siddiqi, 2000; Couprie u. a., 2007; Lohou u. Bertrand, 2007) oder oberfl•achen-
basiert erfolgen (Attali u. Lachaud, 2001; Bonneau u. a., 2003; Levet u. Granier,
2007; Pudney, 1998). Je nach Einsatz wird auch von Ausd•unnen (engl. Thinning),
Median- oder Zentrallinienverfahren gesprochen. Das Ziel liegt in einer bestm•ogli-
chen Repr•asentation des Ausgangsobjekts, das heit dass der bei der Skelettierung
gemessene Grenzabstand eine (vollst•andige) Rekonstruktion ausgehend vom Skelett
erlaubt. Weitere Randbedingungen k•onnen durch die Gl•atte des Skeletts und den
Erhalt der Objekttopologie bestehen. Skelettierungsans•atze werden zum Teil bei
der Rekonstruktion von unterabgetasteten Strukturen genutzt, die kleiner als die
r•aumliche Aufl•osung sind (siehe Abtasttheorem). So ist die Grenze zwischen GS
und CSF gerade bei jungen Personen oftmals nur schwach ausgepr•agt und muss bei
der Oberfl•achenrekonstruktion und Dickemessung besonders ber•ucksichtigt werden
(Abbildung 2.15; siehe auch Abschnitt 2.2.9 und Kapitel 4). Weiterhin erlauben sie
die Abstraktion von voxel-, kontur- und oberfl•achenbasierten Objekten, um bspw. die
Morphologie von Sulci und Gyri (Kao u. a., 2007; Lohmann u. a., 2008; Seong u. a.,
2010; Shi u. a., 2008; Smith u. a., 2006) oder dem Hirnbalken zu beschreiben (Luders
u. a., 2018).
Abbildung 2.15: Ausd•unnen und Skelettierung werden h•aufig f•ur die Rekonstruktion unterabge-
tasteter Bereich genutzt (A; ganz links vs. ganz rechts). Dazu wird der Abstand zur WS und
anschlieend die Divergenz bestimmt (Bouix u. Siddiqi, 2000). Eine gefilterte Version dieser
Karte kann zur Korrektur des Ausgangsbildes genutzt werden (rechts). Die Skelettierung kann
auch auf Oberfl•achenmerkmalen erfolgen, um bspw. den Boden der Sulci zu erfassen (B; Seong
u. a., 2010).
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2.2 Spezialverfahren der Datenvorverarbeitung
2.2.1 U¨berblick
Die Vorverarbeitung in der neurowissenschaftlichen Bildgebung umfasst alle Verar-
beitungsschritte die notwendig sind, um aus den Rohdaten vom Scanner statistisch
auswertbare Informationen zu gewinnen (Abbildung 2.16). Um Daten vergleichen
zu k¨onnen, mu¨ssen die Bildeigenschaften und die individuelle Anatomie r¨aum-
lich angeglichen (normalisiert) werden. Die Vorverarbeitung umfasst eine Reihe
meist abh¨angiger Probleme, die iterative L¨osungen erfordern. Die Vernetzung der
Teilprobleme und ihre Abh¨angigkeiten erlauben eine Vielzahl unterschiedlicher
Herangehensweisen und L¨osungen. So ist bspw. fu¨r die Korrektur der Hellig-
keitsverteilung (Inhomogenit¨atskorrektur) eine Gewebeklassifikation sinnvoll, die
wiederum bereits relativ homogene (inhomogenit¨atskorrigierte) Ausgangsdaten
































































Abbildung 2.16: Allgemeiner Ablauf der Datenvorverarbeitung von sMRT-Daten. Nach
der Korrektur von Bildst¨orungen erfolgt die Klassifikation des Gehirns und seiner Gewebe
(Segmentierung). Anschließ end wird das individuelle Gehirn auf ein Durchschnittsgehirn
abgebildet (Registrierung), um Vergleiche zwischen Personen, bspw. mit Hilfe von Atlanten,
zu erm¨oglichen. Bei der oberf¨lachenbasierten Verarbeitung werden die Resultate der voxelba-
sierten Vorverarbeitung genutzt, um Hirnoberf¨lachen und weitere morphometrische Maß e zu
bestimmen. Auch hier ist eine r¨aumliche Normalisierung auf eine Durchschnittsoberf¨lache n¨o-
tig. Sowohl die volumen- als auch oberf¨lachenbasierten Daten erfordern im Allgemeinen eine
Gauß filterung, um verbleibende St¨orungen und hochindividuelle Unterschiede zu reduzieren
und eine Normverteilung zu garantieren, die fu¨r viele statistische Methoden erforderlich ist.
Am Anfang steht oftmals die Korrektur von hoch- und tieffrequenten Bildst¨o-
rungen, das heiß t von Rauschen (Abschnitt 2.2.3) und Inhomogenit¨aten (Ab-
schnitt 2.2.4). Anschließ end muss das Gehirn extrahiert werden (Skull-stripping ;
Abschnitt 2.2.5), damit eine Gewebeklassifikation in WS, GS und CSF erfolgen
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kann (Segmentierung; Abschnitt 2.2.6). F•ur eine systematische Analyse m•ussen
Gr•oen- und Formunterschiede des individuellen Gehirns durch lineare und nicht-
lineare r•aumliche Registrierungen auf ein Durchschnittsgehirn abgebildet werden.
Da die lineare (ane) Registrierung (Abschnitt 2.2.2) einen verh•altnism•aig einfa-
chen Zugang zu Templateinformationen erlaubt, wird sie h•aug bereits sehr fr•uh
eingesetzt, um die Lage des Gehirns und seiner Strukturen bestimmen zu k•onnen.
Die nichtlineare Registrierung ist hingegen deutlich aufwendiger (Abschnitt 2.2.7).
F•ur eine ober•achenbasierte Analyse werden anhand der Segmentierung oder
korrigierten T1-Daten Ober•achen des Neokortex oder anderer Strukturen erzeugt
(Abschnitt 2.2.9). Um Teilobjekte des Gehirns, wie Ventrikel oder subkortikale
Strukturen, zu erstellen sind auerdem r•aumliche Informationen erforderlich, die
von einem Atlas auf das Individuum abgebildet werden k•onnen (Partitionierung;
Abschnitt 2.2.8). Ober•achen erlauben dabei zus•atzliche Mae, wie die kortikale
Fl•ache, Dicke und Faltung (siehe Abschnitt 2.2.10 und 2.2.11).
2.2.2 Ane Registrierung
Die lineare Registrierung erm•oglicht die r•aumliche Anpassung eines Datensatzes an
einen weiteren und stellt eine einfache M•oglichkeit dar, erste Informationen eines
Templates oder Atlas-Datensatzes auf das individuelle Gehirn zu •ubertragen. Die
Orientierung im Gehirn erfolgt anhand eines standardisierten Koordinatensystems,
dem MNI-Raum3, dessen Ursprung die AC ist. Die AC und die Ausrichtung des
Gehirns im MNI-Raum m•ussen ann•ahernd korrekt gegeben sein und werden h•aug
bereits durch den Scanner zur Verf•ugung gestellt (Abbildung 2.17). Dabei wird eine
ane Transformation zur Ausrichtung der Bilder (zu einem Template) bestimmt,
ohne die Bilder selbst neu zu schreiben (Neuausrichtung, engl. realignment).
Die Transformation umfasst eine Translation (Verschiebung), Rotation, Skalierung
und Scherung anhand einer 4 4 - Transformationsmatrix. Werden die Bilder hin-
gegen neu geschrieben (interpoliert), wird von einer
"
Neuschichtung\ gesprochen
(engl. reslicing). Zur Ausrichtung verschiedener Datens•atze der gleichen Person
wird eine rigide Transformation genutzt, die nur eine Translation und Rotation
umfasst. In diesem Kontext wird die Ausrichtung von Daten verschiedener Bild-
kontraste als Koregistrierung bezeichnet. Eine Evaluation verschiedener Verfahren
ist in Avants u. a. (2011) und Ou u. a. (2014) zu nden.
3 MNI-Raum (engl. Montreal neurological institute space)
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 Template  linear Registriert




Abbildung 2.17: Die ane Registrierung ist oftmals einer der ersten Verarbeitungsschritte
und bestimmt die r•aumliche Ausrichtung der Daten zu einem weiteren Datensatz, meist
einem Template.
2.2.3 Korrektur von hochfrequenten Bildst•orungen
Ein weiterer fr•uher Schritt in der Datenvorverarbeitung stellt die Korrektur
von Rauschen und anderen hochfrequenten Bildst•orungen dar. Dabei wird
allgemein davon ausgegangen, dass die Aufnahme o(x) eines Objektes u(x)
durch o(x) = u(x)  b(x) + n(x) beschrieben werden kann, wobei b(x) die
Inhomogenit•at des B0-Magnetfeldes und n(x) das Rauschen an einem Punkt
x beschreibt (Vovk u. a., 2006). Die Schwierigkeit bei der Rauschkorrektur
besteht darin, zwischen St•orungen und wichtigen anatomischen Merkmalen zu
unterscheiden und bei einer gezielten Korrektur Artefakte zu vermeiden. Neben
Gau- und Medianltern wurden anisotrope Diusionslter (Gerig u. a., 1992;
Krissian u. Aja-Fernandez, 2009; Ling u. Bovik, 2002; Samsonov u. Johnson, 2004;
Smith, 2002), Wavelet-Verfahren4 (Pizurica u. a., 2003), bi- und trilaterale Filter
(Wong u. Chung, 2004) und PDE-basierte5 Techniken (Xing u. a., 2011) vorgestellt.
Allerdings erlaubte erst die Entwicklung der NLM-Filter eine nahezu artefaktfreie
Korrektur mit einem hohen Grad an anatomischen Details (Abbildung 2.18; siehe
auch Abschnitt 2.1.13; Aja-Fernandez u. a., 2013a,b; Buades u. a., 2005; Coupe
u. a., 2006; Manjon u. a., 2008, 2012).
Die Rauschkorrektur stellt dabei eine wesentliche Grundlage f•ur eine exakte und
robuste Vorverarbeitung dar. Trotz der immensen Fortschritte ist die Korrek-
tur von hochfrequenten St•orungen ein verlustbehafteter Prozess, bei dem das
4 Wavelets erlauben die Beschreibung eines Signals durch verschiedene Frequenzen einer spezi-
ellen Funktion (siehe: https://de.wikipedia.org/wiki/Wavelet).
5 PDE: engl. partial differential equation
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 9% Rauschen Gaußlter Medianlter Anisotropielter NLM Filter 0% Rauschen 
Abbildung 2.18: Verschiedene Rauschkorrekturans•atze, die auf ein simuliertes Bild mit
9% Rauschen (links) angewandt wurden. Rechts ist ein Vergleichsbild mit 0% Rauschen.
Rauschen zwar reduziert werden kann, aber anatomische Details bei wachsender
St•orung zunehmend verloren gehen. Auch muss ber•ucksichtigt werden, dass die
obige Annahme einer homogenen Rauschverteilung bei paralleler Bildgebung
und protokollinternen Inhomogenit•atskorrekturen nicht mehr gew•ahrleistet ist
(Griswold u. a., 2002; Pruessmann u. Weiger, 1999; Sodickson u. Manning, 1997)
und die Nutzung lokal adaptiver Verfahren erforderlich ist (Manjon u. a., 2012).
Zus•atzlich zur Rauschkorrektur im Originalbild erfolgt h•aufig auch eine Korrek-
tur anhand der Gewebeklassen durch MRF-Filter (Abschnitt 2.1.12; Schwarz
u. a., 2011; Zhang u. a., 2001) und die Gaufilterung vor der statistischen Analyse
(siehe Abschnitt 2.1.2; Ashburner u. Friston, 2000). Abgesehen vom klassischen
Rauschen k•onnen bei bestimmten Protokollen auch hochfrequente St•orungen
zwischen den Schichten beobachtet werden (Abbildung 2.19 A; Dahnke u. Ga-
ser, 2016; Van Leemput u. a., 1999). Aufgrund der Seltenheit und m•oglicher
Korrekturfehler sind Schichtkorrekturen meist kein regul•arer Bestandteil der
Vorverarbeitung. Neben diesen protokollabh•angigen Bildst•orungen stellen vor
allem individuelle Bewegungsartefakte eine h•aufige6, kaum l•osbare Herausforde-
rung dar (Abbildung 2.19 B; Reuter u. a., 2015). Echte Korrekturen sind nur vor
der Rekonstruktion des Bildes aus Frequenz- und Phasenbild m•oglich (Anderson
u. a., 2012; Holmes u. a., 2012; Igata u. a., 2017; Lavdas u. a., 2013). Da Bewe-
gungsartefakte zu systematischen St•orungen der Verarbeitung f•uhren (Reuter
u. a., 2015), m•ussen sie im Allgemeinen im Rahmen der QS aussortiert werden
(siehe Kapitel 6).
6 Bei Kindern kann jedes zweite Bild betroffen sein (Kapitel 6).
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Abbildung 2.19: Schicht- (A) und Bewegungsartefakte (B) sind oftmals nur bedingt korrigierbar.
2.2.4 Korrektur von tierequenten Bildst•orungen
Der Einsatz von Hochfeldscannern ( 3 Tesla; Abbildung 2.20) erlaubt neben
h•oheren Au•osungen und k•urzeren Scanzeiten auch ein besseres Signal-Rausch-
Verh•altnis (SNR, engl. signal-to-noise ratio). Diese Vorteile werden allerdings
zum Teil mit h•oheren Inhomogenit•aten erkauft, die auch als Bias bezeichnet
werden (Belaroussi u. a., 2006; Vovk u. a., 2007) und aufgrund individueller Ein-
•usse eine retrospektive Korrektur erfordern (Manjon u. a., 2007). In den letzten
Jahren wurde eine Vielzahl von Ans•atzen zur Korrektur tierequenter Inten-
sit•atsschwankungen vorgestellt (Ashburner u. Friston, 2005; Chen u. a., 2009;
Cohen u. a., 2000; Gispert u. a., 2004; Ji u. a., 2011; Lewis u. Fox, 2004; Liao
u. a., 2008; Likar u. a., 2001; Mangin, 2000; Milles u. a., 2007; Sled u. a., 1998;
Szilagyi u. a., 2008; Van Leemput u. a., 1999; Vokurka u. a., 2012; Zhou u. a., 2001).
Die meisten entfernen den Bildhintergrund, extrahieren das Gehirn, normalisieren
die durchschnittliche Bildintensit•at mit Hilfe des Histogramms und erfordern
a posteriori Wissen •uber die Anzahl der Gewebeklassen, deren Verteilung oder
Gewebewahrscheinlichkeitskarten. Eine detaillierte Einf•uhrung und Charakteri-
sierung der verschiedenen Verfahren und ihrer Anwendungen ist in Belaroussi
u. a. (2006) und Vovk u. a. (2006) zu nden. Unter realen Bedingungen erlauben
vor allem der N3-Algorithmus (Boyes u. a., 2008; Sled u. a., 1998; Tustison u. a.,
2010) und das in SPM integrierte Verfahren (Ashburner u. Friston, 2005) eine
akkurate und stabile Korrektur. Die gr•ote St•arke des N3-Verfahrens liegt in
seiner relativen Unabh•angigkeit von Bildinhalt und Kontrast, die eine deutliche
Reduktion der Inhomogenit•at ohne weitere Voraussetzung erm•oglicht. Gleichzeitig
liegt in dieser Allgemeing•ultigkeit auch die gr•ote Schw•ache. So erfordert die
Korrektur st•arkerer Inhomogenit•aten geringe Filterbreiten, bei denen sich die
Gewebeintensit•at der GS zunehmend ung•unstig auf die Sch•atzung des Biasfeldes
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Abbildung 2.20: B0-Inhomogenit¨aten: Hochfeld MRTs besitzen ein besseren SNR und erlau-
ben damit h¨ohere r¨aumliche Auf¨losungen (rechts). Im Gegenzug weisen sie allerdings st¨arkere
Inhomogenit¨aten auf, die zu Abschattungen bzw. Aufhellungen in bestimmen Regionen
fu¨hren. Diese k¨onnen bereits durch spezielle MRT-Protokolle reduziert allerdings nicht
unbedingt vollst¨andig entfernt werden, sodass die Inhomogenit¨aten Inhomogenit¨atskorrektur
einen wichtigen Vorverarbeitungsschritt darstellt.
auswirkt (Boyes u. a., 2008). SPM kann hier deutlich bessere Resultate erzielen,
da die integrierte Segmentierung eine Unterscheidung der Gewebeklassen und
damit eine genauere Sch¨atzung der Inhomogenit¨at erlaubt, ist aber auch von den
Gewebetemplates und der affinen Registrierung abh¨angig (Belaroussi u. a., 2006;
Vovk u. a., 2006). Insgesamt k¨onnen Inhomogenit¨aten unter theoretischen und
simulierten Bedingungen nahezu perfekt korrigiert werden und spielen scheinbar
bei der Vorverarbeitung keine Rolle. Bei realen Daten erweist sich die Korrektur
im Allgemeinen als deutlich anspruchsvoller, besonders bei deutlichen lokalen
St¨orungen und stark myelinisierten Kortexregionen (Lu¨sebrink u. a., 2017, 2013;
Pine u. a., 2017; Trampel u. a., 2017).
2.2.5 Extraktion des Gehirns
Die Extraktion des Gehirns, die h¨aufig auch als Skull-stripping bezeichnet wird, ist
ein wichtiger Schritt fu¨r die Segmentierung und nichtlineare Registrierung, da sich
die stark protokollabh¨angigen, individuellen Eigenschaften des Sch¨adelgewebes
ungu¨nstig bei der Gewebeklassifikation auswirken k¨onnen (Ashburner u. Friston,
2005; Smith, 2002). Bei der Hirnextraktion mu¨ssen zwei Aufgaben bew¨altigt werden
- das Finden des Gehirns und die korrekte Differenzierung zum Sch¨adelgewebe.
Meist wird eine affine Registrierung zu einem Template vorgenommen, dessen
Informationen in den Individualraum abgebildet und dort weiter angepasst werden
(Ashburner u. Friston, 2005; Bazin u. Pham, 2007b). Alternativ kann die AC oder
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der Schwerpunkt7 zur Initialisierung genutzt werden (Jiang u. a., 2013; Smith, 2002).
Bei der Anpassung wird von einem kleiner Spalt zwischen Gehirn und Sch¨adel
und einer kontinuierlichen Auß engrenze ausgegangen. Dieser Spalt kann jedoch
bei geringer Aufl¨osung, schlechtem Gewebekontrast, Artefakten, Blutgef¨aß en und







Abbildung 2.21: Die Extraktion des Gehirns wird h¨aufig auch als
”
Skull-Stripping“ bezeichnet
und umfasst die Trennung des Gehirns von anderen Bildbereichen.
Um individuellen und protokollspezifischen Schwankungen besser begegnen zu
k¨onnen, wurden in den letzten Jahren vermehrt Bibliotheksverfahren vorgeschla-
gen, die eine passendere Initialisierung erlauben (Abschnitt 2.1.14; Eskildsen u. a.,
2012; Leung u. a., 2010). Die Erweiterung kann voxel- oder oberfl¨achenbasiert
erfolgen und eine Reihe von Reviewartikeln besch¨aftigt sich mit den verschiedenen
Ans¨atzen (Boesen u. a., 2004; Fennema-Notestine u. a., 2006; Hartley u. a., 2006;
Lee u. a., 2003; Shattuck u. a., 2009). Im Voxelraum kommen Regionswachstum
(Park u. Lee, 2009), Graph-cut (Sadananthan u. a., 2010), Level-sets8 (Chen u. a.,
2011; Zhuang u. a., 2006), Wasserscheidentransformation (Hahn u. Peitgen, 2000)
und vor allem morphologische Operation zum Einsatz (Hu u. a., 2008; Shattuck
u. a., 2001). Oberfl¨achenbasiert erfolgt die Deformation eines oder mehrerer In-
itialobjekte anhand von Intensit¨ats- und Oberfl¨achenkriterien (S´egonne u. a., 2004;
Smith, 2002). Der Vergleich der Verfahren und deren Evaluierungsdaten ist al-
lerdings durch unterschiedliche Maskendefinitionen erschwert, die vor allem die
Interpretation der CSF betrifft (Eskildsen u. a., 2012). Die meisten Verfahren
bevorzugen Daten, die bereits fu¨r hoch- und tieffrequente Bildst¨orungen korrigiert
wurden. Vor allem st¨arkere Inhomogenit¨aten (BWP Inhomogenit¨atslevel ≥ | 40%| )
fu¨hren oft zu Problemen, da sie selten getestet werden. Auch die Nutzung von
bereits extrahierten Daten als Input kann zu schweren Fehlern fu¨hren.
7 Massezentrum (COM: engl. Center Of Mass)
8 Level-sets sind ein numerisches Verfahren zur Approximation von geometrischen Objekten
und deren Bewegung.
Siehe (engl.): https://en.wikipedia.org/wiki/Level-set method
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2.2.6 Klassifikation der Hirngewebe
Bei der Gewebeklassifikation wird h¨aufig davon ausgegangen, dass der Bereich
des Gehirns bereits extrahiert wurde bzw. maskiert vorliegt (Abbildung 2.22).
Bildst¨orungen, wie Rauschen und Inhomogenit¨at, werden hingegen oftmals mo-
delliert, wobei Vorkorrekturen vorteilhaft sind. Die Unterteilung erfolgt anhand
von Helligkeitsunterschieden und einer Gewebewahrscheinlichkeitskarte (TPM,
engl. tissue-probability-map) (Ashburner u. Friston, 2000, 2005). Zur Korrektur
von Rauschen werden oftmals MRF-Filter auf die Klassifikation angewendet.
Die Gewebeklassifikation erlaubt dabei die Korrektur von Inhomogenit¨aten und
Helligkeitsunterschieden im anatomischen Bild (Guimond u. a., 2001; Madabhushi
u. Udupa, 2005; Nyu´l u. Udupa, 2000; Shah u. a., 2011). Zur Bestimmung der
Intensit¨atsstufen einer Gewebeklasse werden k-means und fuzzy c-means Klas-
sifizierungen (Ji u. a., 2012) genutzt und mit statistischen Modellen, wie dem
Mischverteilungsmodell (GMM: engl. gaussian mixture model), dem Maximalem-
Wahrscheinlichkeits-Modell (ML: engl. maximum likelihood), der Maximum-a
posteriori -Wahrscheinlichkeitsmethode (MAP: engl. maximum a posteriori proba-
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maskiertes Bild
T1 Bild
Tissue Probability Map (TPM)
Registrierung      Normalisierung
CSF Segment GS Segment WS Segment
 Hintergrund Kopf Knochen CSF GS WS
B Ohne a priori Informationen, aber maskiert (VBM8/CAT AMAP mit SPM-Initalsegmentierung):
A Mit a priori Informationen durch das SPM TPM der Unied Segmentation (Ashburner et al. 2010):
Abbildung 2.22: Die Klassifikation des Hirngewebes erfolgt anhand der Helligkeitsverteilung
von CSF, GS und WS und nutzt entweder a priori-Informationen von Gewebewahrscheinlich-
keiten (A) oder zumindest ein Skull-stripping (B).
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(EM: engl. expectation maximization) kombiniert (Huang u. a., 2009; Lee u. a.,
2009; Scherrer u. a., 2009; Zhang u. a., 2001). Aktuelle Verfahren erlauben dabei
die Modellierung des Partialvolumeneekts (PVE), bei denen ein Voxel mehreren
Gewebeklassen angeh•oren darf (Tohka u. a., 2004). Kontinuierliche Strukturen
k•onnen somit im Rahmen des Abtasttheorems r•aumlich genauer beschrieben
werden, als es die eigentliche Voxelau•osung zul•asst (Dahnke u. a., 2013a; Dale
u. a., 1999). Popul•are Verfahren sind die Unied segmentation von SPM (Ashbur-
ner u. Friston, 2000, 2005), das FSL Vorverarbeitungsskript mit Skull-stripping
(BET; Smith, 2002) und Gewebeklassikation (FAST; Zhang u. a., 2001), die
FANTASM/TOADs-Segmentierung (Bazin u. Pham, 2007b, 2008; Pham u. a.,
2002), und die BrainSuite-Segmentierung (Shattuck u. a., 2001). Zur Erh•ohung
von Genauigkeit und Stabilit•at wurden eine Reihe verschiedener Ans•atze vor-
geschlagen. Die Nutzung multimodaler Inputbilder, wie T2 oder PD, zielt vor
allem darauf die Verbesserung der Gewebeklassikation in subkortikalen Berei-
chen und der CSF(Ashburner u. Friston, 2005; Liu u. a., 2007a). Eine starke
Limitierung ist allerdings durch die Verf•ugbarkeit und Bildqualit•at dieser Daten
gegeben, sodass multimodale Segmentierungen nicht zwangsl•aug besser sind als
unimodale (Mendrik u. a., 2015). Ein weiterer Ansatz besteht in der Nutzung
weiterer subkortikaler Gewebeklassen und Atlaswissen, um anhand topologischer
Eigenschaft des Kortex den Erhalt sulcaler CSF-Bereiche zu optimieren (Bazin
u. Pham, 2005, 2007b; Bischo u. Kobbelt, 2003; Bricq u. a., 2008; Cardoso u. a.,
2011; Dahnke u. a., 2012; Zeng u. a., 1998). Liegen mehrere Scans einer Person vor,
so k•onnen longitudinale Modelle genutzt werden, um einen optimalen mittleren
Datensatz zu bestimmen und die Resultate als Vorwissen bei der Verarbeitung
der einzelnen Zeitpunkte zu nutzen (Ashburner u. Ridgway, 2012; Dwyer u. a.,
2014; Li u. a., 2014a; Wang u. a., 2013). Weiterhin spielt auch die Anpassung
an spezielle Fragestellungen (wie der Erfassung von Hyperintensit•aten der WS
(WMHs, engl. white matter hyperintensities) eine wichtige Rolle (Prastawa u. a.,
2005; Shi u. a., 2011; Wang u. a., 2013). Die Fortschritte neuer Maschinenlernver-
fahren wurden in Mendrik u. a. (2015) gegen die etablierten Techniken verglichen,
wobei die Erfolge der neuen Verfahren aufgrund der kleinen homogenen Testmen-
ge durchaus kritisch gesehen werden m•ussen. Die Segmentierung ist eines der
Kernverfahren in der Vorverarbeitung von sMRT-Daten und unmittelbar durch
die Weiterentwicklung von MRT-Aufnahmetechniken (L•usebrink u. a., 2017; Pine
u. a., 2017; Weiskopf u. a., 2013) und die zunehmende Verf•ugbarkeit von Daten
und Wahrscheinlichkeitsinformationen betroen. Sie wird daher auch in Zukunft
ein zentraler Forschungsaspekt bleiben.
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2.2.7 Registrierung - r•aumliche Normalisierung
In der neurologischen Bildverarbeitung verseht man unter Registrierung die r•aum-
liche Anpassung individueller Strukturen an ein Template durch lineare Trans-
formationen und nichtlineare r•aumliche Deformationen (Abbildung 2.23). Die
Registrierung bietet somit die M•oglichkeit Informationen von einem auf einen an-
deren Datensatz zu •ubertragen und stellt die wesentliche Grundlage f•ur Vergleiche
verschiedener Individuen dar. Ein Vergleich verschiedener Verfahren ndet sich in
Klein u. a. (2009) und Ou u. a. (2014). Die Anpassung kann anhand anatomischer
Bilder (Avants u. a., 2011) oder basierend auf der Segmentierung erfolgen (Ash-
burner, 2007; Ashburner u. Friston, 2011). Die meisten Methoden bestimmen eine
eineindeutige Projektion, die eine Abbildung in beide Richtungen erlaubt. Die
Registrierung erm•oglicht somit die Projektion von a priori -Informationen in den
Individualraum.
 Template  nichtlinear Normalisiert




Abbildung 2.23: R•aumliche Anpassung der individuellen Struktur an eine Template, die sich
besonders gut an den Ventrikeln zeigt (blau eingef•arbt).
Die Schwierigkeit der volumenbasierten Registrierung besteht darin, dass nicht
nur die Form, sondern auch die Anordnung von Sulci und Gyri beim Menschen
stark variieren. Rein volumenbasierte Verfahren k•onnen ohne Wissen •uber die
zusammenh•angende Ober•achenstruktur des Neokortex zu lokalen Fehlern f•uhren.
Dabei werden ggf. individuelle Strukturen zerteilt oder zusammengef•ugt, um eine
gute Anpassung an das Template zu erreichen. Um solche Fehler zu vermeiden, ist
die Nutzung tierequenter (weicher, gro•achiger) Deformationen erforderlich, die
das jeweilige Gehirn m•oglichst gering verzerren, aber dennoch stark genug sind, um
die individuelle Anatomie optimal an das Template anzupassen (Ashburner u. Fri-
ston, 2011). Die Struktur des Atlanten bzw. Templates spielt somit eine essentielle
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Rolle und Gruppen mit deutlich abweichender Anatomie, wie Kinder oder Greise,
erfordern ggf. eigene Templates (Tustison u. a., 2014; Wilke, 2018; Wilke u. a.,
2008). Die Generierung eines Templates beginnt mit der Erstellung eines rigiden
oder anen Mittelbildes. Anschlieend werden die Daten in einem iterativen
nichtlinearen Prozess mit zunehmend st•arkeren und feineren (hochfrequenteren)
Deformationen an das Mittelbild des vorhergehenden Schrittes angepasst (Ashbur-
ner, 2007; Ashburner u. Friston, 2005, 2011; Wilke u. a., 2008). Unter SPM bietet
sich die Nutzung des Dartel- und Shooting (engl. geodesic shooting)-Verfahrens
an (Ashburner, 2007; Ashburner u. Friston, 2011). Dartel sowie dessen Nachfolger
Shooting nutzen die (rigiden/anen) Segmentierungsresultate, um diese interativ
anzugleichen und ein Template mit sechs Dartel- bzw. f•unf Shooting-Stufen zu
erstellen. Die in CAT bereitgestellten Dartel und Shooting Templates basieren auf
T1-Bildern des IXI-Datensatzes von 555 gesunden Personen zwischen 20 und 80
Jahren, die mit CAT vorverarbeitet wurden (Abbildung 2.24).
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Abbildung 2.24: Die Templateerstellung bei Dartel und Shooting erfolgt iterativ (Ashburner,
2007; Ashburner u. Friston, 2011). Das Template 0 zeigt dabei das Mittelbild der anen
Registrierung. Anschlieend werden erst tierequente, sp•atere hochfrequentere r•aumliche
Anpassungen vorgenommen, um die individuellen Datens•atze aneinander anzugleichen.
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2.2.8 Klassifikation von Hirnregionen
Die Oberfl¨achenrekonstruktion und regionsbasierte Analyse erfordert eine Untertei-
lung in Hirnstrukturen und Regionen. Diese erfolgt meist durch die Registrierung
zu einem Template und Nutzung der dort definierten Atlanten (Abbildung 2.25;
Destrieux u. a., 2010; Fischl u. a., 2004; Klein u. a., 2007). Bei der Oberfl¨achenre-
konstruktion wird meist ein Atlas in den individuellen Raum abgebildet und dort
weiter optimiert. Bei der Rekonstruktion des Neocortex werden andere Strukturen
wie Kleinhirn und Hirnstamm
”
entfernt“ und als Bildhintergrund behandelt, w¨ah-
rend andere wie die Hirnventrikel und subkortikale Bereiche
”
aufgefu¨llt“ und als
WS gewertet werden (Dahnke u. a., 2013a; Dale u. a., 1999). Viele Atlanten liegen
voxelbasiert vor (Hammers u. a., 2003; Shattuck u. a., 2008) und bilden damit
im Allgemeinen die Grundlage der Oberfl¨achenerzeugung. Die Unterteilung des
Neokortex kann oberfl¨achenbasiert allerdings mit h¨oherer Genauigkeit erfolgen
(Desikan u. a., 2006; Destrieux u. a., 2010; Fischl u. a., 2004; Glasser u. a., 2016a; Li
u. a., 2009), da der Neokortex als organisierte Oberfl¨ache beschrieben werden kann
(Toro u. Burnod, 2003; Van Essen u. Drury, 1997) und eine pr¨azisere Zuordnung
anhand weiterer Merkmale erm¨oglicht (Desikan u. a., 2006; Destrieux u. a., 2010;
Fischl u. a., 2004; Glasser u. a., 2016a; Li u. a., 2009). Meistens werden hochaufge-
l¨oste T1-Daten und manuell erstellte Atlanten, aber auch fMRT- (Achard u. a.,
AAL Anatomy
A Volumenatlanten
B Oberächenatlanten (Desikan) und Projektion von Volumenatlanten
Hammers IBSR Mori Neuro-
morphometrics
HammersLPBA40Desikan Neurom.
Abbildung 2.25: Die Partitionierung des Gehirns in unterschiedliche Subregionen ist eine
wichtige Voraussetzung fu¨r die Oberfl¨achenrekonstruktion des Neokortex oder anderer Bereiche.
Sie basiert im Allgemeinen auf der Projektion von Atlanten, die von Experten erstellt wurden.
Die Abbildung zeigt eine Auswahl von Schichtbildern (A) und 3D-Oberfl¨achen verschiedener
neuro-anatomischer Atlanten.
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2006; Hagmann u. a., 2008, 2003; Klein u. a., 2007; Schubotz u. a., 2010) oder
dMRT-Daten genutzt (Anwander u. a., 2007; Perrin u. a., 2008), um eine m•og-
lichst genaue Registrierung zwischen Template bzw. Atlas und dem individuellen
Datensatz zu erreichen (siehe Abschnitt 2.2.7). Die Atlanten werden anhand von
Expertensegmentierungen erstellt (Hammers u. a., 2003; Shattuck u. a., 2008), k•on-
nen aber auch durch andere Daten wie funktionelle Aktivierungsmuster (Amunts
u. a., 2007; Eickho u. a., 2005; Glasser u. a., 2016a) gewonnen werden. Atlanten
spielen ebenso bei der Rekonstruktion von Faserbahnen (engl. ber tracking) an-
hand von dMRT-Daten eine wesentliche Rolle (Mori u. a., 2002; Zhang u. a., 2008,




Die Rekonstruktion von Ober•achen erlaubt die Repr•asentation und Analyse
des Neokortex oder anderer Strukturen wie Ventrikel oder subkortikaler Struk-
turen (Abbildung 2.26; Bijari u. a., 2010; Farzinfar u. a., 2010; Sch•onmeyer u. a.,







Abbildung 2.26: Die Rekonstruktion des Neokortex erlaubt zus•atzliche morphologische Mae,
um etwa die Faltungsstruktur anhand der hier abgebildeten Sulcustiefe zu untersuchen.
Es gibt zwei Varianten, um individuelle Ober•achen zu erzeugen. Durch die
(i) r•aumliche Deformation eines initialen Objektes •ahnlich einer Kugel (top-down),
oder (ii) durch Erzeugen der individuellen Struktur und Anpassung dieser an
eine Kugel (bottom-up). Top-down-Verfahren wie BET (Smith, 2002) und ASP
(MacDonald u. a., 2000) besitzen den Vorteil, dass sie bereits die richtige Topologie
mit der gleichen Anzahl an Messpunkten mitbringen. Die Schwierigkeit besteht
allerdings in der Anpassung der Templateober•ache an die individuell gefaltete
Ober•ache des Gehirns. Gerade feine Strukturen k•onnen so oftmals nur schwierig
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erfasst werden und die in diesem Anpassungsprozess beinhaltete Registrierung
ist schwer kontrollierbar, sodass vermehrt bottom-up-Verfahren genutzt werden.
Bottom-up-Verfahren wie BrainSuite (Shattuck u. Leahy, 2002), BrainVoyager
(Kriegeskorte u. Goebel, 2001), BrainVisa (Riviere u. a., 2002), CARET (Van Essen
u. a., 2001), CBS/CIVET/TOADS/CRUISE (Han u. a., 2004; Xu u. a., 1999),
CLASP (Kim u. a., 2005), FACE (Eskildsen u. Ostergaard, 2006), FreeSurfer (Dale
u. a., 1999; Fischl, 2012) und CAT/PBT (Dahnke u. a., 2013a) erzeugen hingegen
mittels Marching-cubes eine individuelle Ober•ache (pro Hemisph•are).
Um einen Abgleich zwischen unterschiedlichen Individuen zu erreichen (ober-
fl•achenbasierte Registrierung, siehe auch 2.2.7), wird h•aufig eine Kugel als
Referenzgeometrie genutzt (Fischl u. a., 1999a; Tardif u. a., 2015; Yotter u. a.,
2011c). Dabei ist es wichtig, dass die individuellen Oberfl•achen die gleiche Ober-
fl•achentopologie wie eine Referenzgeometrie besitzen und keine Topologiedefekte,
wie L•ocher oder Henkel, aufweisen. Durch Bildst•orungen und anatomische Struk-
turen, wie Blutgef•ae und Hirnh•aute, sind Topologiedefekte praktisch kaum
vermeidbar und m•ussen durch eine Topologiekorrektur entfernt werden. Diese
kann voxelbasiert (Bazin u. Pham, 2007a; Chen u. Wagenknecht, 2007; Han
u. a., 2004, 2002; Kriegeskorte u. Goebel, 2001; Shattuck u. Leahy, 2001) oder
oberfl•achenbasiert (Fischl u. a., 2001; Jaume, 2004; Jaume u. a., 2005; Segonne
u. a., 2007; Yotter u. a., 2011a) erfolgen und muss entscheiden, ob der Defekt ein
Loch ist und gef•ullt werden muss, oder ob es sich um einen Henkel handelt, der
entfernt werden muss. Auch die Nutzung topologisch korrekter Initialobjekte
und topologie-erhaltendes Regionswachstum wurden vorgestellt (Bazin u. Pham,
2005, 2007b; Bischoff u. Kobbelt, 2003; Rueda u. a., 2010).
Ist die Ober•achentopologie korrekt, so kann die individuelle Struktur zu einer
Kugel entfaltet werden (Fischl u. a., 2001; Van Essen u. a., 1998; Yotter u. a.,
2011c). Um einen einfachen Vergleich zwischen den geometrisch unterschiedlichen
individuellen Kugeln zu erlauben, wird eine Abbildung zu einer Einheitskugel
hergestellt. Dabei muss, wie bei der volumenbasierten Registrierung auch eine
bestm•ogliche •Uberlappung der Hirnstrukturen bei gleichzeitig m•oglichst geringen
Verzerrungen erreicht werden (Fischl u. a., 1999b; Yotter u. a., 2011c). Nach einer
erfolgreichen Registrierung k•onnen die Ober•achenkoordinaten von der individuel-
len auf die Einheitsober•ache •ubertragen werden, wodurch die Einheitsober•ache
eine •ahnliche Geometrie aufweist wie die Originalober•ache (Yotter u. a., 2011c).
Bei den Polen kann es zu deutlichen Artefakten kommen, die allerdings in den
meisten F•allen nur ein optisches Problem darstellen, solange die Ober•achenmae
mit der Originalober•ache bestimmt werden.
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Bei der strukturellen Bildgebung spielt besonders der Neokortex eine herausra-
gende Rolle, da er h•ohere kognitive Funktionen erm•oglicht und ausreichend gut
durch die heutigen MRT-Aufl•osungen erfasst werden kann. Bei der Rekonstruk-
tion werden rechte und linke Gehirnh•alfte meistens getrennt gehandhabt, da die
zentrale Fissure zwischen den beiden Hirnh•alften unn•otig starke Verzerrungen
bedingen w•urde (Fischl u. a., 1999a). Die Rekonstruktion erfolgt anhand der
optimierten T1-Daten (Dale u. a., 1999) oder der Gewebeklassifikation (Kim
u. a., 2005; Tosun u. a., 2004). Dabei m•ussen Hirnstamm und Kleinhirn ent-
fernt, die Ventrikel und subkortikalen Strukturen gef•ullt und ggf. die jeweilige
Seite maskiert werden. Bei der Rekonstruktion k•onnen verschiedene kortikale
Oberfl•achen erzeugt werden. Die wichtigsten sind die Grenzfl•achen zwischen
den Gewebeklassen, die zentral/mediale Oberfl•ache in der Mitte der GS und
die Lamina 4-Oberfl•ache, die zwischen der dritten und vierten Lamina der GS
verl•auft (Abbildung 1.3; Van Essen u. a., 2001). Die GS-WS-Oberfl•ache wird
meist als WS oder innere Oberfl•ache bezeichnet, w•ahrend die CSF-GS-Oberfl•ache
h•aufig auch piale oder •auere Oberfl•ache genannt wird.
Viele Verfahren nutzen einen deformationsbasierten Ansatz bei dem zuerst die
innere Ober•ache generiert und anschlieend in einem Potenzialfeld, basierend auf
der Gewebeklassikation oder T1-Intensit•at, zur •aueren Ober•ache deformiert
wird. Die Schwierigkeit besteht darin, die richtige Position zu nden, da aufgrund
der verh•altnism•aig groben Au•osung die GS-CSF-Grenze oft nicht vollst•andig
erkennbar ist. Die Rekonstruktion der Sulci durch Skelettierungsans•atze oder
andere Parameter ist daher wesentlich (siehe 2.1.15; Jones u. a., 2000; Kim u. a.,
2005; Regis u. a., 2005) und steht bei bestimmten Softwarepakten, wie BrainVisa
(Kao u. a., 2007; Riviere u. a., 2002), sogar im Vordergrund.
2.2.10 Bestimmung der kortikalen Dicke
In den letzten Jahren hat sich die kortikale Dicke zu einem wichtigen Ma zur
Beschreibung der normalen und krankhaften Entwicklung und Alterung entwickelt
(Li u. a., 2014b; Nam u. a., 2015; Ziegler u. a., 2014). Die Bestimmung der Dicke
des Neokortex basiert auf der Abstandsbestimmung zwischen der GS-WS- und
der CSF-GS-Grenze (Abbildung 2.27). Zur voxelbasierten Dickemessung kom-
men drei Abstandsmetriken in Frage: die euklidische Tnear, die Eikonaldistanz
TEikonal und der TLaplace Ansatz (Abbildung 2.28). Alle drei sind auf eine genaue
Beschreibung der CSF-GS-Grenze angewiesen, die im Allgemeinen mittels Ske-
lettierungsverfahren, ausgehend von der GS-WS-Grenze, rekonstruiert werden


















Abbildung 2.27: Die obere Reihe zeigt die Dicke des Neokortex fu¨r drei Individuen mit
zunehmendem Alter und dem damit verbunden Gewebeverlust. In der unteren Reihe ist die
durchschnittliche Dicke von 174 gesunden Personen des NKI-Datensatzes im Alter von 4 bis
80 Jahren gezeigt.
muss (siehe Abschnitt 2.2.5 und 2.2.9). Bei der statistischen Auswertung von
Volumenkarten mit Dickewerten muss beru¨cksichtigt werden, das dickere Bereiche
mehr Voxel besitzen als du¨nnere Abschnitte, sodass eine Skelettierung erforderlich
ist (Acosta u. a., 2008, 2009). Oberfl¨achenbasierte Ans¨atze ben¨otigten als Input die
WS-GS- und GS-CSF-Oberfl¨ache. Es existieren nun verschiedene Abstandsmetri-
ken (Abbildung 2.28), die vor allem von der Gu¨te der Oberfl¨achen abh¨angig sind.
Bei gekoppelten Oberfl¨achen, wo jeder Punkt einen korrespondierenden Punkt auf
der anderen Oberfl¨ache besitzt, kann man den Abstand zwischen jedem Punkt-
paar bestimmen (Tlink in Abbildung 2.28). Auch k¨onnen die Oberfl¨achennormalen
Tnormal genutzt werden, die aber vor allem bei starken Kru¨mmungen impraktikabel




 Tnear TEikonal TLaplacian Tlink Tnormal Tnear
A (primär) voxelbasiert B oberächenbasiert
Abbildung 2.28: Es gibt verschiedene Metriken zu Beschreibung der Dicke des Neokortex,
deren Werte sich vor allem in stark gefalteten und asymmetrischen Regionen erheblich
unterscheiden k¨onnen.
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die n¨achsten Nachbarn der zweiten Oberfl¨ache bestimmt werden (Tnear (surf)),
allerdings kann es in asymmetrischen Regionen zu Falschzuweisungen kommen
(Region 2 in Abbildung 2.28; Lerch u. Evans, 2005).
2.2.11 Beschreibung der kortikalen Faltung
Neben der kortikalen Dicke steht vor allem die Faltungsstruktur der Hirnoberfl¨ache
im Blickpunkt der Forschung (Barron, 1950; Batchelor u. a., 2002; Bayly u. a., 2013;
Budday u. a., 2014b; Richman u. a., 1975; Tallinen u. Biggins, 2015; Van Essen, 1997;
Van Essen u. Drury, 1997). Die Faltung bewirkt eine u¨berproportionale Kortex-
oberfl¨ache im Verh¨altnis zum Hirnvolumen. Der h¨ohere Anteil an GS erlaubt dabei,
mehr Informationen zu speichern und zu verarbeiten (Hofman, 1989; Welker, 1990).
Die Faltung wirkt sich dabei unmittelbar auf die Mikroarchitektur des Neokortex
(Bok, 1929; Van Essen u. Maunsell, 1980) und die Vernetzungseigenschaften der
Regionen aus (Hilgetag u. Barbas, 2006; Hofman, 1989). Die Entwicklung von
Struktur- und Faltungsmodellen ist daher ein wichtiger Aspekt (Hofman, 1989; Nie
u. a., 2010; R´egis u. a., 2005; Tallinen u. Biggins, 2015; Tallinen u. a., 2016; Toro u.
Burnod, 2005). Die Faltung kann sowohl durch (i) die lokale Oberfl¨achenkru¨mmung,
(ii) die Oberfl¨achenparametrisierung und (iii) das Verh¨altnis zwischen verschiedenen
Oberfl¨achen beschrieben werden.
Die Oberfl¨achenkru¨mmung (Curvature) kann im 2D-Fall durch das Anlegen
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Abbildung 2.29: Die Beschreibung der Oberfl¨achenfaltung stellt einen wesentlichen, wenn
auch schwierigen Aspekt in der Erforschung des Gehirns dar. Die Hirnfaltung kann dabei als
lokale Kr¨ummung (links), als Verh¨altnis (Mitte) oder Abstand (rechts) zwischen gefalteter und
entfalteter Oberfl¨ache beschrieben werden.
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nalen Oberfl•ache werden zwei Hauptkr•ummungen kmin und kmax bestimmt und
zu verschiedenen Kr•ummungsmaen verkn•upft. Die bekanntesten sind (i) die
Gaukr•ummung9 (Koenderink u. van Doorn, 1992; Pienaar u. a., 2008), (ii) die
(absolute) mittlere Kr•ummung10 (Gaser u. a., 2006; Luders u. a., 2006; Pienaar
u. a., 2008; Rodriguez-Carranza u. a., 2008), (iii) der Shape-Index11 (Awate u. a.,
2010; Koenderink u. van Doorn, 1992; Lefevre u. a., 2015; Pienaar u. a., 2008)
und (iv) die Curvedness12 (Awate u. a., 2010; Koenderink u. van Doorn, 1992;
Lefevre u. a., 2015; Pienaar u. a., 2008). Zur allgemeinen Beschreibung wird
h•aufig die absolute mittlere Kr•ummung genutzt.
Verh•altnismae nutzen hingegen die Relation zwischen der gefalteten zu einer entfalte-
ten (umh•ullenden) Linie (2D) bzw. Oberfl•ache (3D). Diese oft als Gyrifizierungsindex
oder Fraktale Dimension bezeichneten Mae beschreiben den Fl•achenzuwachs durch
die Faltung (Casanova u. a., 2004; Ge u. a., 2016; Im u. a., 2006; Jiang u. a., 2008;
Mandelbrot, 1967, 1990; Pillay u. Manger, 2007; Rodriguez-Carranza u. a., 2008, 2006;
Schaer u. a., 2008; Stanfield u. a., 2008; Toro u. a., 2008; Yotter u. a., 2011b; Zilles
u. a., 1988). Die Schwierigkeit liegt hier vor allem in der lokalen Abbildung zwischen
der gefalteten und der entfalteten Struktur. Die entfaltete Struktur kann durch
einfachere Objekte oder starkes Weichzeichnen erlangt werden (Mietchen u. Gaser,
2009; Schaer u. a., 2008; Toro u. a., 2008). H•aufig wird auch der Sch•adelinnenraum
des Gehirns bzw. einer Hemisph•are als entfaltete Referenz genutzt (Casanova u. a.,
2004; Dahnke u. a., 2010a; Moorhead u. a., 2006; Zilles u. a., 1988).
Eine weitere M•oglichkeit besteht in der Oberfl•achenparametrisierung, bei der die
Hirnoberfl•ache durch Funktionen, wie Laplace-Beltrami und Kugelfl•achenfunktionen
beschrieben wird (Ge u. a., 2016; Jiang u. a., 2008; Reuter u. a., 2006; Yotter u. a.,
2011b). Das Entfernen hoher Frequenzen erlaubt eine schrittweise Vereinfachung der
Faltungsstruktur (Abbildung 2.30). Dabei k•onnen sowohl die Frequenzanteile als
auch die Fl•achenverh•altnisse analysiert werden.
Weitere M•oglichkeiten bestehen in der Bestimmung der Sulcustiefe bzw. Gyrush•ohe
(Boucher u. a., 2008; Im u. a., 2010; Jones u. a., 2000; Kao u. a., 2007; Toro u.
Burnod, 2003; Van Essen u. a., 2006), der Breite der Sulci und Gyri (Dahnke u. a.,
2010c; Kochunov u. a., 2005, 2008), oder der Variation der Sulci (Riviere u. a., 2002;
Thompson u. a., 1996).
9 engl. gaussian curvature: Cgaussian = K = kmin  kmax
10 engl. (absolute) mean curvature: Cmean = H = (kmin + kmax)=2
11 engl. shape index: Cshapeindex = 2=  arctan(kmax + kmin)=(kmax   kmin)
12 engl. curvedness: Ccurvedness =
p
(kmin + k2max)=2




Abbildung 2.30: Dekomposition der zentralen Oberfl¨ache mit sph¨arischen Harmonischen mit
256, 48, 26, 14, 8 und 4 Graden.
2.3 Valdierungsverfahren
Bei der Entwicklung von Algorithmen spielt die Validierung und Evaluierung eine
wesentliche Rolle. Sie verfolgen das Ziel, die korrekte Funktionsweise der Verfahren
unter allgemein erwarteten und extremen Bedingungen zu gew¨ahrleisten. Gerade
im Bereich der Medizin ist ein hoher Grad an Genauigkeit und Stabilit¨at gefragt,
was eine aufwendige und umfassende Validierung voraussetzt und ein wesentlicher
Bestandteil bei der Vorstellung neuer Verfahren ist. U¨blicherweise wird dabei
die neu vorgestellte Methode mit Vorg¨angern und ¨ahnlichen Verfahren vergli-
chen (Belaroussi u. a., 2006; Klein u. a., 2009, 2010; Vovk u. a., 2007). Eines der
Hauptprobleme bei der Validierung von sMRT-Daten liegt in den Beschr¨ankungen
der Testmodelle. Ku¨nstliche Daten spiegeln die Anatomie und Bildeigenschaften
oft nur bedingt wieder, w¨ahrend bei realen Daten die anatomischen Eigenschaf-
ten unbekannt sind und durch Experten erfasst werden bzw. best¨atigt werden
mu¨ssen. Wesentliche Testparameter bei der Vorverarbeitung sind bspw. (i) der
Hersteller des MRTs (GE, PHILIPS, SIEMENS), (ii) die Feldst¨arke (1,5; 3,0 und
7,0 Tesla) und (iii) das MRT-Protokoll (z. B. MPRAGE, FLASH) und die damit
verbundenen Bildparameter, wie Kontrast, Aufl¨osung, Rauschen, Inhomogenit¨at,
Kantensch¨arfe, parallele Bildgebung usw. Dazu kommen individuelle, alters- und
geschlechtsspezifische Eigenschaften, wie Hirnvolumen, Gewebeanteile und Form
des Sch¨adels. Die Kombination dieser Parameter fu¨hrt schnell zu eine Vielzahl
an Testm¨oglichkeiten, sodass praktisch nur die wichtigsten Kombinationen und
lineare Parameter evaluiert werden k¨onnen.
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2.3.1 Validierung durch digitaler Phantome
Bei der Nutzung simulierter Phantome kommen abstrakte Objekte oder m•oglichst
realit•atsnahe Modelle in Frage. Abstrakte Objekte wie Kugeln (Acosta u. a., 2009;
Dahnke u. a., 2013a; Das u. a., 2009), W•urfel (Yotter u. a., 2011a,b) oder andere
geometrische K•orper (Ashburner u. Friston, 2011; Gaser u. a., 2006) besitzen
den Vorteil, dass ihre Eigenschaften gut kontrollierbar sind. Da sie oft nur einen
Ausschnitt des Gehirns repr•asentieren, sind sie deutlich kleiner und erlauben den
Test einer Vielzahl von Parametern (Dahnke u. a., 2013a). Die fehlende Komplexit•at
erlaubt andererseits oft nur den Test grundlegender Funktionen und nicht die
Analyse des Zusammenspiels der gesamten Verarbeitung. Realit•atsnahe Phantome
basieren meist auf realen Datens•atzen (Alfano u. a., 2011; Aubert-Broche u. a.,
2006a,b; Collins u. a., 1998), sind aber in ihrer Struktur vom Erstellungsprozess
gepr•agt, sodass bspw. die genutzte Vorverarbeitung erkennbar ist. Beim BWP,
dem wichtigsten aller sMRT-Phantomen, ist das Kleinhirn zu stark vereinfacht, es
nden sich Klassikationsfehler, die Gewebeklassen sind zu gleichm•aig, es fehlt
anatomische Varianz (Kindermodell, Atrophiemodell) und die MRT-Parameter
sind nicht mehr zeitgem•a (siehe Abbildung 2.31). Dennoch erlaubt es den Test
vieler Eigenschaften und bildet mit seiner kontinuierlichen Verf•ugbarkeit das
R•uckgrat der sMRT-Validierung.
rn0_rf0_st1mm rn0_rf-100C_st1mm rn3_rf+20A_st3mmrn9_rf0_st1mm
 Original Rauschen Inhomogenität Schichtauösung 
Abbildung 2.31: Das BWP erlaubt die Simulation verschiedener Bildparameter (Aubert-
Broche u. a., 2006a,b; Collins u. a., 1998).
2.3.2 Validierung durch physische Phantome
Reale MRT-Phantome werden prim•ar zur allgemeinen Evaluation des MRT genutzt
(Davids u. a., 2014; Gunter u. a., 2009; Ihalainen u. a., 2011, 2004; Jack Jr. u. a.,
2008; Kruger, 2000; Lerski u. De Certaines, 1993; Ollivro u. a., 2011). Sie sind auf-
grund ihrer abstrakten Struktur h•aug nicht oder nur bedingt zur Evaluation von
Vorverarbeitungsverfahren geeignet (Abbildung 2.32). 3D-Drucktechniken k•onnten
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hier in den n•achsten Jahren ggf. Abhilfe schaen, um hirn•ahnliche Testobjekte zu






Quelle: ADNI MRI Manual, MAGPHAN Broschüre
Abbildung 2.32: ADNI-Phantom zur Evaluation von Scannereigenschaften.
2.3.3 Evaluation durch reale Daten
Die Evaluation anhand realer Daten ist durch die Beschr•ankungen der k•unstlichen
Modelle essentiell. Es empehlt sich die Nutzung einer m•oglichst groen Test-
bibliothek mit verschiedenen Anatomien und Protokollen mit unterschiedlichen
Bildeigenschaften. Dabei sind sowohl durchschnittliche als auch auergew•ohnliche
Datens•atze wichtig. Zwar ist es nicht das Ziel eine hundertprozentig korrekte Verar-
beitung von extremen Daten zu gew•ahrleisten (vor allem nicht auf Kosten normaler
Daten), allerdings helfen Extremdaten bei der Identikation von Problemen, die
in normalen Daten kaum wahrnehmbar aber dennoch vorhanden sind (Dahnke u.
Gaser, 2018; Reuter u. a., 2015). Visuelle Kontrollen und allgemeine Eigenschaften
sind zwar m•oglich, aber vor allem bei mehrfacher Anwendung sehr zeitaufwendig
und subjektiv. Als Testbibliotheken bieten sich Daten von groen MRT-Projekten
wie AIBLE, ADHD200, ADNI, INDI, IXI, NIHNBD, NKI, NISALS, oder OASIS
an. Vor allem IXI, INDI, NKI und OASIS sind ohne Zugangsdaten verf•ugbar und
erlauben den Test verschiedener Parameter •uber den gesamten Altersbereich.
Das Hauptproblem bei Realdaten besteht im fehlenden Wissen •uber die wahren
Eigenschaften der abgebildeten Objekte. Die erforderliche manuelle Erfassung
ist allerdings extrem aufwendig und vom jeweiligen Experten abh•angig (Abbil-
dung 2.33; Wareld u. a., 2004). Zur Reduktion von individuellen Schwankungen ist
eine semi-automatische Nachbearbeitung (Eskildsen u. a., 2012) oder das Mitteln
mehrerer manueller Klassikationen durch statistische Verfahren empfehlenswert.
Um vor allem den zeitlichen Aufwand zu reduzieren, kann die Evaluation auf
punktuelle oder schichtbasierte Tests reduziert werden (Wareld u. a., 2004; Xu
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u. a., 1999). Einen wichtigen Schritt stellte die Bereitstellung der SVE (Segmen-
tation Validation Engine) (Shattuck u. a., 2009) dar, die allerdings bisher nur
den Vergleich der Segmentierung des Gehirns und nicht einzelner Gewebeklassen
erlaubte und aktuell nicht mehr online ist.
 Experte 1 Experte 2 Experte 3  Experte 4







Abbildung 2.33: Manuelle Segmentierung von Gehirne und Tumor zeigt die deutlichen
Dierenzen zwischen den jeweiligen Experten (Wareld u. a., 2004).
Einen Zwischenschritt aus realen Daten und Phantom stellt die gezielte Modi-
kation von realen Daten und Teilresultaten dar, die in Lerch u. Evans (2005)
anhand der kortikalen Dicke beschrieben wurde. Dabei wurden die Labelbilder der
Testgruppe durch eine r•aumlich beschr•ankte Erosion des WS-Segments modiziert
und so die Dicke um einen Voxel vergr•oert.
Eine weitere Evaluationsm•oglichkeit besteht in der Aufnahme einer Reihe von
Scans einer Person mit unterschiedlichen Protokollen und Systemen (Test-Retest;
Collins u. a., 1998; Evans u. Group, 2006; Kempton u. a., 2011; Schnack u. a., 2004).
Die Mittelung erlaubt dabei die Reduktion von Bildst•orungen, sowohl der Rohdaten
selbst, als auch der verarbeiteten Daten. Dabei kann nun die Varianz des Verfahrens
auf die unterschiedlichen Daten getestet werden. Allerdings beschr•ankt sich die
Analyse auf die Stabilit•at eines Verfahrens und kann keine Aussagen •uber die
Genauigkeit liefern. Auch ist der Vergleich verschiedener Verfahren kaum m•oglich,
da der Vergleich zu einem mittleren Resultat Verfahren mit durchschnittlichen
Ergebnissen bevorzugt, das heit Feinheiten die von einem fortschrittlicherem
Verfahren erfasst werden aber nicht im Durchschnitt enthalten sind, w•urden als
Fehler behandelt werden. Dennoch erlaubt der Scan-Rescan-Test eine vielf•altige
Auswertung und Vergleiche anhand konkreter Resultate.
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2.4 Zusammenfassung
In diesem Kapitel wurden die wichtigsten Bildverarbeitungstechniken und sMRT-
Vorverarbeitungsverfahren vorgestellt. Neben den Methoden selbst wurde auch
auf Validierungs- und Evaluationskonzepte eingegangen, da diese einen Gro-
teil des Entwicklungsaufwands ausmachen. Dabei bilden k•unstliche simulierte
Datens•atze mit ihren einfachen wohldenierten Eigenschaften die Grundlage von
weitreichenden Tests. Neben simulierten Daten ist allerdings auch die Evaluation
anhand von realen Daten extrem wichtig, da erst hier der praktische Nutzen erfasst
werden kann. Nachdem die Handwerkstechniken, Werkzeuge, Validierungs- und
Evaluationsans•atze der sMRT-Bildverarbeitung vorgestellt wurden, werden nun
die in dieser Arbeit neu entwickelten Methoden vorgestellt.
Kapitel 3
Verfahren zur Validierung von
kortikalen Ober•achen und
Dickemetriken
Die Validierung anhand simulierter Daten ist ein wichtiger Aspekt bei der Ent-
wicklung neuer Verfahren (Abschnitt 2.3). Um die Korrektheit der im folgen-
den Kapitel 4 vorgestellten Verfahren zur Beschreibung des Kortex analysieren
zu k•onnen, sind ausgefeilte Phantome des Kortex erforderlich. Da die in der
Literatur aufgef•uhrten Testverfahren sich entweder auf einfache Kongurationen
beschr•anken oder fehlerhaft arbeiteten, wurden zwei neue Ans•atze entwickelt. Der
erste beschreibt eine verallgemeinerte Version des klassischen Kugelphantoms, das
eine exakte und umfassende Simulation verschiedener Kongurationen bei einer
einfachen Geometrie gew•ahrleistet. Erg•anzend dazu fokussiert sich der zweite
Ansatz auf die n•otigen Modikationen eines realen menschlichen Gehirns, um
die Dickemetriken auch anhand der komplexen Geometrie eines konstant-dickem
Kortex untersuchen zu k•onnen. Die Validierung der beiden neuen Ans•atze belegt,
dass eine akkurate Simulation erfolgt und stellt eine entscheidende Erweiterung
bisheriger Testmodelle dar. Die wesentlichen Inhalte dieses Kapitels wurden in
Dahnke u. a. (2010b, 2013a) publiziert.
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3.1 Einleitung
Wie bereits in Kapitel 2.3 geschildert, ist die Validierung einer Methode im Be-
reich der medizinischen Bildgebung von herausragender Bedeutung, um die korrekte
Funktionsweise unter allgemeinen und extremen Bedingungen abzusichern. Da bei
realen Messungen die wahren Gr•oen im Allgemeinen unbekannt sind, ist die Eva-
luation durch k•unstliche Phantome mit exakt definierten Mess- und St•orgr•oen
notwendig (Aubert-Broche u. a., 2006a; Collins u. a., 1998). Die Oberfl•achen- und
Dickebestimmung erfolgt auf stark vorverarbeiteten Bildern, bei denen Rauschen und
Inhomogenit•aten entfernt wurden und eine Klassifikation von Geweben und Regionen
vorliegt (Kapitel 2.2.9 und 2.2.10). Da jeder dieser Schritte bereits Fehler beinhalten
kann, war der Einsatz von bereits verarbeiteten Inputdaten f•ur ein gezieltes Testen
der Grundfunktionalit•at naheliegend (Liu u. a., 2008).
Die Validierung von Verfahren zur Bestimmung der kortikalen Dicke erfolgte meist an
einfachen Kugelphantomen mit durchschnittlich erwarteten Parametern (Acosta u. a.,
2009; Das u. a., 2009), w•ahrend schwierige Bedingungen bisher vernachl•assigt wurden.
Besonders gravierend ist die fehlende Ber•ucksichtigung sulcaler Abschnitte, die ca.
die H•alfte des Neokortex ausmachen und eine aufwendige und fehleranf•allige Rekon-
struktion der GS-CSF Grenze erfordern (Abbildung 3.1; Abschnitt 2.1.15). Probleme
sind auch bei geringer Dicke und starker Faltung aufgrund des Abtasttheorems zu
erwarten, bei denen die Position der jeweiligen Gewebegrenze nicht mehr eindeutig
durch den PVE beschrieben werden kann. Auch muss damit gerechnet werden, dass
die zu testenden Verfahren unterschiedlich auf bestimmte Phantomeigenschaften
reagieren und bspw. bestimmte Dickewerte, die der Voxelaufl•osung entsprechend,
besser erfasst werden k•onnten. Die Ber•ucksichtigung feinstufiger Modifikationen ist
daher essentiell.
Abbildung 3.1: Au•osungsproblem der •aueren GS-Grenze in sulcalen Bereichen bei j•ungeren
Personen (rote Pfeile) und Daten mit geringer Bildqualit•at.
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Weiterhin liegt ein grunds•atzliches Problem in der einfachen Geometrie des Kugel-
phantoms, die kaum mit der stark gefalteten Struktur des Neokortex vergleichbar
ist. Da bei konventionellen Gehirnphantomen (wie dem BWP) die Dicke unbekannt
ist, wurde die Erzeugung eines simulierten gleichdicken Bandes aus GS als Erweite-
rung der WS vorgeschlagen (Liu u. a., 2008). Dabei zeigten sich allerdings deutliche
Probleme in schmalen sulcalen Bereichen, deren Abstand zum gegen•uberliegenden
Gyrus kleiner als die doppelte zu simulierende Dicke war. Die auftretenden (korrekten)
Unterbestimmungen der lokalen Dickemessungen limitieren dabei die Validierung
erheblich, da in diesen Bereichen die wahre Dicke erneut unbekannt ist.
Im folgenden Abschnitt 3.2 wird daher eine Erweiterung des Kugelphantoms um
den sulcalen Spezialfall mit umfassender Parametrisierung beschrieben. Weiter-
hin wird ein Verfahren zur Erzeugung eines Gehirnphantoms mit gleichdickem
Neokortex vorgestellt (Abschnitt 3.3). Anschlieend wird die Genauigkeit der








(r   s)2i ; (3.1)
zwischen Messwert r und Simulationswert s der RMSEs der Einzelf•alle erfasst
(Abschnitt 3.4) und m•ogliche Beschr•ankungen diskutiert (Abschnitt 3.5).
3.2 Kugelphantom
Das einfachste Phantom des Kortex wird durch zwei Kugeln beschrieben, die
jeweils die innere und •auere Grenzober•ache der GS simulieren (Abbildung 3.2).
Die Generierung eines Testvolumens einer Gewebeschicht TPVE wurde hier durch
eine Abstandskarte SPD (engl. spherical phantom distance) erzeugt:
TPVE(v; r) =
8><>:
1 ;wenn SPD(v)  (r   0;5)
r + 0;5  SPD(v) ;wenn SPD(v) > (r   0;5) & SPD(v) < (r + 0;5)
0 ;wenn SPD(v)  (r + 0;5)
(3.2)
wobei r den Kugelradius und v 2 TPVE einen beliebigen Voxel mit PVE beschreibt.
Die Beschreibung eines Kugelphantoms kann damit durch eine Segmentkarte mit
CSF, GS und WS erfolgen:
TSPVE(v; r; t) = innere WM Kugel + innere GM Kugel + CSF Bereich
= TPVE(v; r) + TPVE(v; r + t) + 1
(3.3)
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f•ur einen Voxel v, dem inneren WS-Radius r und der Dicke t des GS-Bandes. Der
Radius r beschreibt dabei das Reziproke der lokalen Kr•ummung, wobei kleine
Radii eine starke Kr•ummung denieren, wie sie an der Spitze von Gyri auftreten,
w•ahrend groe Radii schw•achere Kr•ummungen beschreiben. Die deutlich gezeich-
nete Auengrenze zur CSF deniert die klassische gyrale Konguration (CGW-
Phantom), die sehr akkurate Resultate erlaubt. Um nun auch die schwierige sulcale
Konguration zu erhalten, muss ein weiteres kortikales Band hinzugef•ugt werden,
das von dem ersten Band durch einen sulcalen Spalt mit CSF abgegrenzt wird
und an das sich ein unendlicher WS-Bereich anschliet (WGW-Phantom):
TSPVE(v; r; t; sw; rsp) = innere WM Kugel + innere GM Kugel + CSF Kugel +
•auere GM Kugel + •auerer WM Bereich
= TPVE(v; r) + TPVE(v; r + t) + 1 +
(1  TPVE(v; r + t+ sw)) +
(1  TPVE(v; r + t+ sw + ((t=rsp)  (1  rsp))))
(3.4)
f•ur einen Voxel v, dem inneren WS-Radius r, der Dicke t des inneren GS-Bandes,
der Sulcusweite sw und einem Verh•altnismastab rsp, der die Dicke des zwei-
ten GS-Bandes in Relation zum Ersten deniert (Abbildung 3.2). Das innere
Band bleibt dabei konstant, um eine vergleichbare Kr•ummung wie im gyralen
Fall zu gew•ahrleisten. F•ur die Untersuchung selbst werden nur die Ergebnisse
des inneren Bandes herangezogen, w•ahrend das •auere Band nur zur Beschrei-
bung der Kortexkonguration dient. Der Wertebereich der Variablen wurde an-
hand der erwarteten kortikalen Konguration gew•ahlt und wird im Folgekapitel
vollst•andig aufgelistet.
Die Parameter zur Evaluation des Kugelphantoms entsprechen dem sp•ateren
Dicketest und sind in Tabelle 3.1 aufgelistet. Als erster Test wurden die innere und
•auere Ober•ache des inneren GS-Segments anhand der Distanzkarte bestimmt, um
damit die Korrektheit der PVE-Codierung der Segmentkarte zu pr•ufen. Ein zweiter
Test bestand darin, die Ober•achen anhand der Segmentkarte zu bestimmen und
mit den Werten der Distanzkarte abzugleichen.
Tabelle 3.1: Der Testbereich der Parameter zur Validierung des Kugelphantoms orientierte
sich an den erwarteten Werten eines gesunden, erwachsenen Menschen.
Parameter Beschreibung Testbereich
Kr•ummung Radius innere GS-WS Grenze 1,00 : 0,2 : 5,00 mm
Dicke Abstand zwischen innerer und •auerer Kugel 0,00 : 0,2 : 5,00 mm
Phantomtyp ohne, bzw. mit Sulcus CGW, WGW
Sulcusweite Weite des CSF-Bereichs im Sulcus (nur WGW) 0,00 : 0,2 : 2,00 mm
rel. Sulusposition Dickemodikation der •aueren Kugel (nur WGW) 0,20 : 0,2 : 0,80 mm
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Abbildung 3.2: Visualisierung der Testparameter (Tabelle 3.1) zur Konguration des gyralen
(CGW-Kugel) und sulcalen Kugelphantoms (WGW-Kugel).
3.3 Gehirnphantom
Das Kugelphantom erm•oglicht zwar die unabh•angige Simulation spezifischer Para-
metern, dennoch erlaubt es nur beschr•ankte R•uckschl•usse auf das Verhalten beim
mannigfaltigen menschlichen Gehirn. Zur genaueren Erforschung wurde daher ein
reales Gehirn so modifiziert, dass es einen gleichdicken Neokortex besitzt. Schmale
Sulci, die bei Liu u. a. (2008) f•ur lokale Unterbestimmungen verantwortlich waren,
mussten vorsichtig erweitert oder entfernt werden, ohne dabei das Faltungsmuster zu
stark zu beeintr•achtigen.
Um das zu erreichen, wurde eine zentrale Oberfl•ache eines gesunden Erwachse-
nen durch CARET erzeugt und geometrische und topologische Fehler manuell
korrigiert. Zur Reduktion hochfrequenter Strukturen und St•orungen wurde ein
abstandsgewichteter Nachbarschaftsfilter mit 20 Iterationen angewandt (Ab-
bildung 3.3 A). Eine graphbasierte Abstandsfunktion Dgb, wurde nun genutzt,
um eine volumenbasierte Abstandskarte zu erzeugen, die f•ur jeden maskierten
Volumenpunkt den k•urzesten Abstand zu einer gegebenen Oberfl•ache bestimmt.
Dgb wurde dabei von keiner der zu evaluierenden Methoden genutzt, sodass
Wechselwirkungen ausgeschossen werden k•onnen. Die nach innen gerichtete Ab-
standskarte von der initialen, zentralen Oberfl•ache erlaubt nun die Berechnung
einer neuen inneren Grenzoberfl•ache IS (engl. inner surface ; Abbildung 3.3 B).
Diese wird bei einem Abstand von t=2 durch die Matlab Isosurface-Funktion
erzeugt, wobei t die zu simulierende Dicke darstellt. Ausgehend von dieser Ober-
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Abbildung 3.3: Illustration des Generierungsprozesses des Gehirnphantoms: Eine zentrale
Oberf¨lache eines gesunden Erwachsenen (A) wird durch Abstandsoperationen so modifiziert
(A-D), dass schmale Sulci und Gyri entfernt werden und ein gleichdicker Kortex garantiert
ist (E). Ziel ist dabei die Erzeugung einer gleichdicken GS, bei der dickere gyrale Spitzen
(rote Pfeile in B) und schmalere sulcale Spitzen (rote Pfeile in C) entfernt werden.
fl¨ache wird eine weitere nach auß en gerichtete Abstandskarte ermittelt, die bei
einem Abstand von t die neue ¨auß ere Grenze OS beschreibt (engl. outer surface ;
Abbildung 3.3 C). Dieses Vorgehen erweitert schmale Sulci, entfernt aber auch
schmale Gyri. Ausgehend von der neuen Auß engrenze wird nun die finale zentrale
Oberfl¨ache CS erzeugt (Abbildung 3.3 D). Es kann nun eine PVE-Segmentierung
TBPVE erzeugt werden, die basierend auf einer Abstandskarte BPD (engl. brain
phantom distance) ausgehend von der zentralen Oberfl¨ache, jedem Voxel v eine
Hirngewebeklasse fu¨r eine zu simulierende Dicke t zuweist (Abbildung 3.3 E):
TBPVE(v t) =

3 ,wenn BPD(v) ≥ (−t/2− 0,25)
−t/2− 0,25 + BPD(v) ,wenn BPD(v) < (−t/2− 0,25) &
BPD(v) > (−t/2) + 0,25)
2 ,wenn BPD(v)≤(−t/2 + 0,25) &
BPD(v) ≥ (t/2)− 0,25)
t/2 + 0,25− BPD(v) ,wenn BPD(v) < (t/2− 0,25) &
BPD(v) > (t/2) + 0,25)
1 ,wenn BPD(v)≤(t/2 + 0,25)
(3.5)
Die Validierung des Hirnphantoms erfolgte anhand der rauschfreien Bilder. Bei
diesen wurde die Dicke ohne Rekonstruktion der Sulci bestimmt. Da bei der




Als erstes wurde eine Oberfl•ache anhand der Distanzkarte bestimmt, um die PVE-
Codierung der Segmentkarte zu pr•ufen, die einen Intensit•atsunterschied von ein
zwischen zwei Klassen besa. Der RMSE zwischen simulierten und gemessenen PVE-
Werten lag dabei bei 0,0194 f•ur die innere Oberfl•ache und bei 0,1049 f•ur die •auere
Oberfl•ache, die in vielen F•allen durch die Unterabtastung im Sulcus betroffen war. Der
zweite Test bestand darin, die Oberfl•achen anhand der Segmentkarte zu bestimmen
und die Werte der Distanzkarte zu verifizieren. Der RMSE zwischen erwartetem
und gemessenem Abstandswert lag bei 0,0253 mm f•ur die innere Oberfl•ache und
0,0620 mm f•ur die •auere Oberfl•ache.
Abbildung 3.4: Dickeoptimierung des Gehirnphantoms: Die urspr•ungliche (A), die gegl•attete
(B) und die nale zentrale Ober•ache (C) weisen nur minimale Unterschiede auf und die
Erweiterung des sulcalen Bereichs ist erst in der Ausschnittsvergr•oerung erkennbar (rote
Bereiche).
Abbildung 3.4 und 3.5 zeigen die Resultate der originalen und der modizierten
zentralen Ober•ache f•ur eine simulierte Dicke von 2,5 mm. Dabei wurden d•unne
Sulci zum Teil erweitert (Abbildung 3.4), aber auch verschlossen (Abbildung 3.5).
Dennoch konnte die individuelle Faltungsstruktur der Ober•ache weitgehend
erhalten werden. Bei der Generierung des Phantoms wurde die Weite der CSF
im sulcalen Spalt so gew•ahlt, dass f•ur eine Dickebestimmung bei voller Au•osung
(0,5 mm) keine zus•atzliche Rekonstruktion n•otig war. Dadurch konnte mit Dgb
gepr•uft werden, ob die gew•unschte Dicke erreicht wird und ob die Grenzen korrekt
liegen. Der RMSE zwischen simulierter und gemessener Dicke lag dabei bei allen
simulierten Dickestufen bei unter 0,02 mm.
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Abbildung 3.5: Die Ver•anderung wirkt sich besonders deutlich bei d•unnen Strukturen im
occiptialen Bereich aus, die bei einer Dicke von 2,5 mm partiell erweitert, bzw. verschlossen
werden (rote Pfeile).
3.5 Diskussion
Im Gegensatz zu den in der Literatur beschriebenen sph•arischen Phantomen er-
folgt hier auch die Simulation des bedeutsamen sulcalen Falls. Da Sulci •uber 50%
der Hirnoberfl•ache ausmachen und h•aufig eine Rekonstruktion der •aueren Grenze
erfordern, ist diese Erweiterung essentiell, um die Qualit•at der Dicke- bzw. Oberfl•a-
chenbestimmung f•ur das gesamte Gehirn korrekt einsch•atzen zu k•onnen. Das neue
Kugelphantom erlaubt dabei feine Einzelschritte (z. B. 0,0001 mm). Die Approxima-
tion des PVE mittels der Abstandskarten beinhaltet geringf•ugige Ungenauigkeiten,
die aufl•osungs-, intensit•ats- und winkelabh•angig sind. Schlechtere Werte wurden bei
starken Kr•ummungen gemessen (kleine Radii) und sind auf eine geringe Anzahl
an Voxel zur•uckzuf•uhren. Diese bedingen eine ungenaue Beschreibung und steuern
gleichzeitig weniger Werte zur statistischen Auswertung bei. Auch traten Probleme bei
der Kodierung mehrerer Grenzen innerhalb eines Voxel auf, was wiederum durch das
Abtasttheorem gegeben ist. In Acosta u. a. (2009) wird die Kugel bei einer Aufl•osung
von 0,1 0,1 0,1 mm3 erstellt und anschlieend auf 1 1 1 mm3 reduziert, um
so den PVE zu simulieren. Der maximale Fehler durch die Bin•arisierung liegt bei
der H•alfte der Voxelaufl•osung und somit bei 0,05 mm. Der gemessene Positions- und
Segmentierungsfehler f•ur die abstandsbasierte PVE-Bestimmung liegt somit in einem
•ahnlichen Bereich. Der Vorteil der Abstandskarten liegt in einer gr•oeren Flexibilit•at
bei der Zielaufl•osung, da nicht nur ganze Vielfache der Simulationsaufl•osung genutzt
werden k•onnen. Weiterhin ist der Speicheraufwand deutlich geringer, da bereits die
finale Aufl•osung genutzt werden kann und keine h•ohere Aufl•osung ben•otigt wird, was
f•ur die Simulation gr•oerer Objekte, wie dem Gehirnphantom wichtig ist.
Bei der Bestimmung des Kugelphantoms muss nur der Abstand zum Zentrum der
Kugel gemessen werden, wodurch der Fehler im Bereich der Maschinengenauigkeit
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liegt. Beim Gehirnphantom wurde die Abstandsfunktion Dgb eingesetzt, die den
Abstand zu einer an der Grenze erstellten Oberfl¨ache misst und so im Gegensatz zur
voxelbasierten MATLAB-Abstandsfunktion bwdist die Beru¨cksichtigung des PVE
erlaubt. Da Dgb keine asymmetrische Seitenzuordnung erlaubt und somit fu¨r reale
Daten nur bedingt geeignet ist (Das u. a., 2009), konnte es hier als unabh¨angiges
Messverfahren genutzt werden.
Aufgrund des PVE sind starke Faltungen problematischer, da die Grenzen zunehmend
ungenauer beschrieben werden. Als Startwert wurde daher ein Innenradius von 2 mm
gew¨ahlt. Ein weiteres Problem besteht darin, dass mit abnehmender Dicke und
gr¨oß erer Kru¨mmung (kleinere Phantome) das Volumen der GS deutlich abnimmt.
Fu¨r kleine Radii ist daher mit einer gr¨oß eren Varianz der Dickewerte zu rechnen,
w¨ahrend gr¨oß ere Radii und gr¨oß ere Dickewerte geringere Abweichungen aufweisen, da
die Messung einfacher ist und gleichzeitig die Anzahl der Voxel deutlich h¨oher ausf¨allt
(Gesetz der groß en Zahlen). Da der Fokus auf dem prinzipiellen Funktionsnachweis
und dem Vergleich verschiedener Dickebestimmungsverfahren lag, wurde dieser Effekt
nicht weiter beru¨cksichtigt.
Die Faltung des Gehirnphantoms wird bei der Generierung minimal reduziert und
feine hochfrequente Strukturen verschwinden (Abbildung 3.6 A). Die Dickesimulation
ist weiterhin durch die Faltung des realen Ausgangsgehirns begrenzt. Ab ca. 4 mm
Dicke bietet die WS eines menschlichen Gehirns nicht mehr genug Spielraum fu¨r
die Erweiterung der Sulci. Der Prozess sorgt dann zwar fu¨r eine korrekte Breite des
Neokortex, allerdings geht das typische Faltungsmuster verloren und schmale Gyri
zerbrechen in Teilabschnitte (Abbildung 3.6 B).
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Abbildung 3.6: Beschr¨ankungen des Gehirnphantoms: Natu¨rlich kann ein reales Gehirn nicht
an eine beliebige Dicke angepasst werden. Ab ca. 4 mm Dicke steht nicht mehr genug
Erweiterungsspielraum zur Verfu¨gung und die typische Faltungsstruktur geht verloren.
Ein wesentlicher Vorzug gleichdicker Phantome liegt darin, dass unterschiedli-
che Dickemetriken unter guten Bedingungen ¨ahnliche Resultate erzielen. Bei der
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Tnear-Metrik ist es oensichtlich, dass der n•achste Punkt der anderen Ober•ache,
bei ausreichender Abtastung, genau der denierten Dicke t entspricht. Durch
die wohldenierte und gleichm•aige Form des simulierten Neokortex folgen auch
die Ober•achennormalen exakt dem k•urzesten Weg zur anderen Seite. Daher
sind sowohl die Tnormal, als auch die TLaplace-Metrik unter idealen Bedingungen
identisch und entsprechen somit Tnear. Die Tlink-Metrik h•angt von der Ober•achen-
deformation ab (Kim u. a., 2005), die unter diesen k•unstlichen Bedingungen im
Allgemeinen einen •ahnlichen Verlauf wie die Ober•achennormalen aufweist.
3.6 Ausblick
Es liegt daher nahe, das Gehirndickephantom entsprechend weiterzuentwickeln und
anatomisch korrekt umzusetzen. Neben dem Alterungsprozess kann eine weitere
Erweiterung in einer genaueren Simulation des Entwicklungsprozesses bestehen
(Budday u. a., 2014a; Tallinen u. a., 2014). Neben der Atrophie der GS sollte
auch die Atrophie der WS im Blickpunkt stehen um den Alterungsprozess besser
darstellen zu k•onnen. Der Einsatz eines MRT-Simulators (Aubert-Broche u. a.,
2006a,b; Collins u. a., 1998) w•urde hier nicht nur den Test der Gesamtpipeline
erm•oglichen, sondern auch den Zugang anderer Softwarepakete wie FreeSurfer
erleichtern. Eine weitere M•oglichkeit liegt in der Entwicklung physischer MRT-
Phantome basierend auf den 3D-Daten, die im 3D-Druck erstellt werden k•onnten
und f•ur den MRT-Simulator genutzt werden (Tallinen u. a., 2016), um reale
St•orgr•oen bestimmter Protokolle und die Eigenschaften des MRT-Simulators
besser absch•atzen zu k•onnen.
3.7 Zusammenfassung
Es konnte eine Erweiterung des in der Literatur gebr•auchlichen Kugelphantoms
um den bedeutsamen sulcalen Fall vorgenommen werden. Dar•uber hinaus wurde
ein neues, deutlich realistischeres Gehirnphantom mit konstanter globaler Dicke
vorgestellt und evaluiert. Die Fehler bei der Phantomgenerierung sind vergleichbar
mit denen der Literatur und die zur Erstellung und Evaluation des Phantoms
genutzte Abstandsfunktion ist unabh•angig von den Abstandsmetriken der sp•ater zu
evaluierenden Verfahren. Es wurden Ans•atze aufgezeigt wie eine Weiterentwicklung




Nachdem das Evaluationskonzept in Kapitel 3 beschrieben wurde, sollen in diesem
Kapitel zwei neue Verfahren zur simultanen Bestimmung der kortikalen Dicke und
der zentralen Ober•ache vorgestellt werden. Zum einen wird eine Optimierung
des aus der Literatur bekannten TLaplace-Ansatzes pr•asentiert, bei dem vor allem
die Rekonstruktionsgenauigkeit in sulcalen Abschnitten deutlich verbessert wurde.
Auerdem wird das im Verlauf der Promotion entwickelte projektionsbasierte
Dickeverfahren (PBT: engl. projection-based thickness) beschrieben, mit dem eine
weitere Qualit•atsverbesserung in sulcalen Abschnitten bei gleichzeitig geringe-
rem Rechenaufwand erzielt werden konnte. Beide Verfahren wurden anhand der
Phantome aus Kapitel 3, dem BWP und anhand eines Test-Retest-Datensatzes
getestet und zu FreeSurfer verglichen. Sowohl die Ober•achenrekonstruktion als
auch die Dickebestimmung erwies sich dabei als extrem akkurat und robust.
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4.1 Einleitung
In den letzten Jahren wurde eine Vielzahl verschiedener Verfahren entwickelt, die
basierend auf einer Segmentierung oder anhand eines T1-Bildes die beiden Grenz-
ober•achen des Neokortex erzeugen und die kortikale Dicke bestimmen. Hierbei
spielt besonders die Rekonstruktion der •aueren Grenze eine entscheidende Rolle,
da diese aufgrund von St•orungen und der zu geringen r•aumlichen Au•osung oft in
sulcalen Bereichen unzureichend beschrieben ist. Eine skelettbasierte Rekonstruk-
tion der •aueren Grenze wird bei vielen Verfahren genutzt (Abschnitt 2.1.15), wie
bspw. dem TLaplace-Ansatz (Jones u. a., 2000), CLASP (Kim u. a., 2005), CRUISE
(Xu u. a., 1999) oder CARET (Van Essen u. a., 2001). Methoden ohne explizite
Rekonstruktion m•ussen mit •Uberbestimmungen in sulcalen Bereichen rechnen
(Jones u. a., 2000; Lohmann u. a., 2003) oder sich auf gyrale Bereiche beschr•anken
(Sowell u. a., 2004; Thompson u. a., 2004, 2005a,b). Alternativ kann die Deformati-
on der inneren zur •aueren Ober•ache durch zus•atzliche Bedingungen so angepasst
werden, dass die Deformation in den Sulci zum Erliegen kommt und bei FreeSurfer
(Dale u. a., 1999; Fischl u. Dale, 2000), DiReCT (Das u. a., 2009), BrainVoyager
(Kriegeskorte u. Goebel, 2001), BrainSuite (Shattuck u. Leahy, 2002; Zeng u. a.,
1999), oder ASP (Kabani u. a., 2001; MacDonald u. a., 2000) genutzt wird.
4.2 Methoden
Im Folgenden werden zwei Rekonstruktionsalgorithmen vorgestellt: der neu ent-
wickelte PBT-Ansatz und eine weiterentwickelte Version der Laplace-basierten
Dickebestimmung (Jones u. a., 2000), die zum Vergleich genutzt wird. Vor der detail-
lierten Beschreibung der Verfahren werden die vorhergehenden Verarbeitungsschritte
dargelegt und die konzeptionellen Ideen hinter den Ans•atzen erl•autert.
Zur Vorverarbeitung wurde VBM8 genutzt, um in den T1-gewichteten Inputbildern
CSF, GS und WS zu klassifizieren und als PVE-Labelbild zusammenzufassen
(Abbildung 4.1; Segmentierung; siehe Kapitel 2.2.6). Anschlieend wurde das Gehirn
in die beiden Grohirnh•alften, Kleinhirn, Hirnstamm, Mittelhirn, Hirnventrikel und
subkortikale Strukturen unterteilt (Partitionierung; siehe Kapitel 2.2.8). Das dabei
generierte Volumenbild SEP wurde genutzt, um die Segmentierung SEG f•ur die
Rekonstruktion jeweils einer Hirnh•alfte vorzubereiten. Dazu wurde das Kleinhirn,
der Hirnstamm und das Mittelhirn entfernt und die subkortikalen Strukturen und
Ventrikel als WS gesetzt und eine modifizierte Version SEGPF von SEG erzeugt.
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Um schmale Sulci mit einer Dicke zwischen 1 und 2 mm korrekt rekonstruieren
zu k•onnen, wurde eine lineare Interpolation von SEGPF auf 0,5 0,5 0,5 mm3
durchgef•uhrt (Hutton u. a., 2008; Jones u. a., 2000), um eine ausreichende Aufl•osung
f•ur die Marching-cubes Oberfl•achenerzeugung zu gew•ahrleisten.
Abbildung 4.1: Allgemeine Vorverarbeitung des T1-Bildes f•ur die Ober•achen- und Dickebe-
stimmung des PBT und Laplace-Verfahrens.
Beim neuen PBT-Ansatz wird f•ur jeden GS-Voxel der Abstand zur inneren Grenze
bestimmt. Als Resultat erh•alt man eine Abstandskarte WMD (engl. white matter
distance), deren Werte bei der •aueren Grenze bereits die kortikale Dicke be-
schreiben (Lohmann u. a., 2003; Sowell u. a., 2004). Diese Werte werden nun durch
eine Nachfolgerrelation, die durch die WMD-Karte deniert ist, zur inneren Grenze
zur•uckprojiziert, sodass man eine Dickekarte GMT (engl. gray matter thickness)
erh•alt, die f•ur jeden GS-Voxel die lokale Dicke kodiert. Die Relation zwischen
WMD- und GMT-Karte erlaubt die Beschreibung einer prozentualen Positions-
karte PP (engl. percentage possition), die genutzt wird, um die zentrale Ober•ache
CS bei der 50 % Position zu erzeugen. Anschlieend wird eine Topologiekorrektur
(Yotter u. a., 2011a) angewandt, um Ober•achendefekte zu entfernen.
Zum Vergleich wurde die Laplace-Methode implementiert (Jones u. a., 2000) und
zur Bestimmung der Dickekarte GMT und Positionskarte PP genutzt. Die PP-
Karte und die Topologiekorrektur wird analog zum PBT-Ansatz genutzt, um
auch hier eine topologisch korrekte, zentrale Ober•ache zu generieren. Der La-
58 KAPITEL 4. OBERFLA¨CHEN- UND DICKEBESTIMMUNG
place-Ansatz erfordert im Gegensatz zu PBT eine explizite Rekonstruktion der
•aueren Grenze (Bouix u. Siddiqi, 2000; Jones u. a., 2000). Dabei wird ein d•unner
CSF-Bereich im Sulcus vor der Dickebestimmung eingebracht, damit die •auere
Grenze vollst•andig beschrieben ist. Bei dieser Modikation von GS zu CSF kommt
es zu einer erheblichen Reduktion der lokalen Dicke. Aufgrund der fehlenden syste-
matischen Validierung wurde dieses Problem in der Literatur bisher kaum beachtet.
Erst die im vorhergehenden Kapitel beschriebenen Phantome zeigten die Not-
wendigkeit der Dickekorrektur in rekonstruierten Bereichen und f•uhrten zu der hier
beschrieben Erweiterung des Laplace-Ansatzes. Dabei erfolgt eine Kompensation
der bei der Rekonstruktion der •aueren Grenze entstandenen Fehler.
Die Validierung wurde durch die in Kapitel 3 vorgestellten Phantome durchge-
f•uhrt. Zus•atzlich wurde das BWP (Collins u. a., 1998) mit 5 unterschiedlichen
Rauschstufen und ein Datensatz eines gesunden Erwachsenen mit 12 Scans ge-
nutzt, um einen Vergleich zu FreeSurfer (Dale u. a., 1999; Fischl u. Dale, 2000)
zu erm•oglichen. Die zentrale FreeSurfer Ober•ache wurde als Mittel der Position
der korrespondierenden Punkte der inneren und •aueren FreeSurfer Ober•achen
bestimmt. Als Dicke wurden die durch FreeSurfer ermittelten Werte genutzt, die
eine Mittelung des n•achsten Ober•achenpunktes zweier korrespondierender Punkte
darstellt und auf den Bereich von 1 bis 5 mm beschr•ankt ist (Fischl u. Dale, 2000).
Da die Dicke des BWP unbekannt ist, wurden die Resultate des st•orungsfreien
BWP-Datensatzes als Goldstandard genutzt. Beim Test-Retest wurde der Ver-
gleich zum Ergebnis der Verarbeitung des gemittelten Bildes vorgenommen. Der
RMSE wurde als Fehlerma f•ur alle Ober•achenpunkte ermittelt, inklusive der
angeschnitten Regionen des Hirnbalkens und des Hirnstamms. Weiterhin wurden
die Anzahl der Topologiedefekte der jeweiligen Initialober•achen gemessen.
4.2.1 Segmentierung
F•ur eine exakte und stabile Dickemessung spielt die Inputdatenqualit•at und die
bisherige Vorverarbeitung eine wesentliche Rolle. F•ur eine genaue Beschreibung
der Gewebegrenzen sind dabei Partialvolumenkarten erforderlich (Hutton u. a.,
2008; Tohka u. a., 2004), die hier mit Hilfe von VBM8 erstellt wurden. VBM8 nutzt
SPM zur Korrektur von Inhomogenit•aten, eine ORNLM-Rauschreduktion (Coupe
u. a., 2006) und eine AMAP-Segmentierung mit MRF-Filter, sodass eine robuste
Vorverarbeitung unterst•utzt wird. GS-Gewebe, das nicht zum Kortex geh•ort,
wurde entfernt bzw. aufgef•ullt. Dazu wurde eine Atlaskarte anhand der SPM-
Registrierung in den individuellen Raum projiziert und die jeweiligen Regionen
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entsprechend modiziert. Die dazu erforderlichen Anpassung und Erweiterung der
voxelbasierten VBM8-Vorverarbeitung, durch neue, automatische und optimierte
Verfahren, ist in Kapitel 5 detailliert dokumentiert.
Die VBM8-Partialvolumenkarten von CSF, GS und WS wurden in einer Labelbild
SEG wie folgt kombiniert (Tohka u. a., 2004): Voxel mit nur einer Gewebeklasse
sind dabei als Ganzzahl kodiert (Bildhintergrund = 0, CSF = 1, GS = 2, WS = 3),
wohingegen Voxel mit Partialvolumen den prozentualen Gewebeanteil der Grenz-
gewebe beschreiben. Ein Voxel mit dem Wert 2,56 enth•alt somit 44 % GS und
56 % WS, w•ahrend ein Voxel mit dem Wert 1,92 92 % GS und 8 % CSF ent-
h•alt. Die GS-CSF-Gewebegrenze liegt somit bei einer Intensit•at von 1,5 und die
GS-WS-Gewebegrenze bei 2,5.
4.2.2 Abstandsbestimmung
Um asymmetrische Strukturen ber•ucksichtigen zu k•onnen, wurde die Eikonal-
gleichung mit einer modizierbaren Geschwindigkeitsfunktion F (x) verwendet. Sie
erlaubt es, den zeitlich n•achstliegenden Grenzpunkt B(x) eines GS-Voxels x zu
nden, ohne dabei andere Gewebe zu kreuzen (Tosun u. a., 2004). Um die Grenze
m•oglichst exakt bestimmen zu k•onnen, wurde der normalisierte Vektor zwischen
B(x) und x genutzt, um den Punkt B0(x) zwischen x und B(x) zu bestimmen.
Der Intensit•atsgradient zwischen B(x) und B0(x) erlaubt die genaue Bestimmung
des Grenzpunktes G(x), der nun die korrekte euklidische Abstandsbestimmung
zwischen x und G(x) erm•oglicht.
Formal musste die folgende Eikonalgleichung gel•ost werden:
F (x)kDEi(x)k = 1, f•ur x 2 

DEi(x) = 0, f•ur x 2  
: (4.1)
Dabei ist x ein Voxel des Bildes, 
 entspricht der GS,   beschreibt das Objekt
von dem der Abstand bestimmt wird, DEi ist die Eikonalabstandskarte und F
die Geschwindigkeitskarte, die hier durch die Intensit•at von SEGPF gegeben ist.
Zur Bestimmung des Abstandes zur inneren und •aueren Grenze wurden die
Geschwindigkeitskarten FWM und FCSF folgendermaen deniert:
FWM(x) = min(1; max(0; SEGPF(x)  1))
FCSF(x) = min(1; max(0; 3  SEGPF(x)))
: (4.2)
In Gebieten ohne CSF erlaubt FWM(x) die volle Geschwindigkeit, w•ahrend bei
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zunehmendem CSF-Anteil die Ausbreitung reduziert wird. FCSF(x) hingegen
erlaubt die volle Geschwindigkeit in Gebieten ohne WS und verlangsamt die
Ausbreitung bei zunehmendem WS-Anteil. In reinen CSF- oder WS-Gebieten
erfolgt keine Ausbreitung. Da DEi nur einen zeitlichen Abstand beschreibt, wird die




; ; F ): (4.3)
Dies erm•oglicht nun die Denition einer euklidischen Abstandsmetrik DEu zwischen
einem GS-Voxel x und seinem n•achsten Grenzpunkt:
DEu(x;
; ; F ) = kx;BEi(x;
; ; F )k2: (4.4)
Bei der Implementierung wurde beim iterativen L•osen der Eikonalgleichung in-
nerhalb von 
 immer der kosten•armste Wert und dessen Ausgangspunkt zu-
gewiesen. Da der Neokortex im Schnitt nur 2 bis 4 mm breit ist, werden nur
wenige Iterationen ben•otigt. Weiterhin bietet sich die Nutzung eines st•orungs-
und intensit•atsnormalisierten Bildes anstelle der Segmentierung SEGPF an, da die
Intensit•atswerte feinere Abstufungen der Gewebegrenzen zulassen als die Segment-
ierung SEG (Cardoso u. a., 2011; Madabhushi u. Udupa, 2005; Shah u. a., 2011).
Zur Bestimmung des euklidischen Abstandes wurden der normalisierte Vektor
genutzt, um einen Punkt Bei(x;
; ; F ) ein Voxel vor dem Grenzpunkt B(x) zu
bestimmen. Der Intensit•atsgradient zwischen Bei(x;
; ; F ) und B(Bei(x;
; ; F ))
gestattet die exakte Bestimmung der Grenze   und damit des genauen Abstands.
Um die Beschreibung einfach zu halten, werden die Bezeichnungen von GS, WS
und CSF zur Beschreibung der Gewebekarten bei den folgenden Operationen
verwendet, auch wenn diese vollst•andig auf SEGPF basieren.
4.2.3 Projektionsbasierter Ansatz
In diesem Abschnitt soll nun der neue PBT-Algorithmus vorgestellt werden, der als
Flussdiagramm in Abbildung 4.2 dargestellt ist und dessen Zwischenresultate in Abbil-
dung 4.3 illustriert sind. Prinzipiell ist die kortikale Dicke als Summe der Abst•ande zur
inneren (WMD) und •aueren Grenze (CSFD) definiert. In Bereichen mit undeutlich
ausgepr•agter •aueren Grenze kommt es ohne Korrekturen zur •Uberbestimmung der
Dicke (Abbildung 4.3 B6). Um eine explizite Rekonstruktion der •aueren Grenze zu
vermeiden, sollen im Folgenden zwei Eigenschaften der WS-Abstandskarte WMD
genutzt werden. Die erste besteht darin, dass bei einer anatomisch korrekten Position
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GMT Initialisierung (Abb. 4.3 b4)
GMT Projektion (GMTP) &
direkte GMT Bestimmung
(GMTD; Abb. 4.3 b5 & b6)
Kombination von GMTP und 
GMTD zur nalen GMT Karte  
(Abb. 4.3 b7)
Bestimmung der prozentualen 
Positionskarte PP (Abb. 4.3 b8)
Erzeugung der zentralen 
Oberäche CS und Auslesen 
der GMT Werte (Abb. 4.3 b8)
Input  Segmentbild
(Abb. 4.3 b1)
WM und CSF Abstandsbestimmung 








Gl. 4.6 Gl. 4.5
Gl. 4.7
Gl. 4.10 Gl. 4.11
Gl. 4.12
Gl. 4.13
Abbildung 4.2: Das PBT-Flussdiagramm zeigt die wesentlichen Verarbeitungsschritte zur
Bestimmung der finalen kortikalen Dicke GMT und der prozentualen Positionskarte PP. Ein
Teil der Zwischenschritte ist in der folgenden Abbildung 4.3 anhand eines Beispiels illustriert.
der •aueren Grenze die kortikale Dicke bereits vollst•andig durch den Abstand zur WS
beschrieben ist. Dies gilt sowohl f•ur den Fall mit als auch ohne CSF (Lohmann u. a.,
2003; Sowell u. a., 2004). Damit beschreibt der h•ochste lokale Wert der WMD-Karte
innerhalb der GS die lokale Dicke und muss im Grunde nur auf die Nachbarvoxel des
GS-Abschnitts •ubertragen werden. Dazu kann eine Nachfolgerbeziehung succ auf der
WMD-Karte definiert werden, die die zweite wichtige Eigenschaft der WMD darstellt.
Ein Nachbarvoxel v2 eines Voxels v1 ist ein Nachfolger von v1, wenn die WMD von v2
ca. 1 Voxel gr•oer als die WMD von v1 ist. Gleichzeitig gilt, dass v1 als Vorg•angervoxel
definiert ist, wenn die WMD von v2 etwa ein Voxel gr•oer als v1 ist. Nachbarvoxel,
die eine •ahnliche WMD wie v1 aufweisen, werden als Geschwister betrachtet und
haben keine Auswirkung auf den Projektionsprozess. Besitzt v1 keinen Nachfolger, so
stellt er das lokale Maximum dar und befindet sich damit an der CSF-Grenze, sodass
seine Dicke vollst•andig durch den WMD beschrieben ist. Besitzt v1 Nachfolger, so
wird deren mittlere Dicke genutzt. Abbildung 4.4 illustriert die wesentlichen F•alle der
Projektion.
Dieser Prozess soll nun etwas formeller beschrieben werden:
WMD(v) =
(
DEu(v;GS > 0;WS; FWS) , wenn GS(v) > 0
0 , sonst
; (4.5)









































































































































































































































































































b2) WMD b3) CSFDb1) SEG b4) GMTI = min(WMD+0.5,CSFD) 
b5)  GMTP b6) GMTD = WMD + CSFD b7) GMT = min(GMTI ,GMTD ) b8) PP = (GMT-WMD)/GMT
sulcale Überbestimmung
Korrigiert um CSFD
Abbildung 4.3: Beispielillustration des PBT-Projektionsschematas aus Abbildung 4.2.
wobei DEu den euklidischen Abstand eines Voxels v zur anseitigen Grenze der WS
beschreibt, die durch L¨osen der Eikonalgleichung bestimmt ist. Der Abstand zur
CSF-Grenze ist ¨ahnlich definiert:
CSFD(v) =

−DEu(v,GS > 0 & CSF > 0,CSF · HG, 1) , wenn GS(v) > 0 & CSF(v) > 0




wobei HG alle Voxel beschreibt, die keiner Gewebeklasse sondern dem Bildhinter-
grund zugeordnet sind. Die kortikale Dickekarte GMTI wird als modifizierte
Version der WMD-Karte definiert, da die WMD-Karte nur den Abstand zu dem
zentralen Punkt des Voxels beschreibt. GS-Voxel mit mehr als 50 % CSF mu¨ssen
daher um den Abstand zum CSF erg¨anzt werden, wobei die Mindestkorrektur die
halbe L¨ange der Voxelaufl¨osung res darstellt:
GMTI(v) = WMD(v) + min(CSFD(v), res/2). (4.7)
Sei N26 die 26iger Nachbarschaft eines Voxels v und D26 der Abstand von v zu
seinen Nachbarn. Ein Voxel n∈N26(v) ist ein Nachfolger des Voxels v, wenn der
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Abstand von s zur WS die folgende Bedingung erf•ullt:
succ(v) =
8><>:
1, wenn (WMD(v) + a1  D26(n)) < WMD(n)&
(WMD(v) + a2  D26(n)) > WMD(n)
0, sonst
; (4.8)
wobei 0 < a1  1  a2 < 2 deniert, welche Nachbarn g•ultige Nachfolger sind,
deren Dickewert genutzt werden muss. Die Belegung von a1 und a2 steuert somit
die Gl•atte der Projektion, wobei mehr Werte zu glatteren und weniger zu lokaleren
Resultaten f•uhren. Gute Ergebnisse konnten mit der Belegung a1 = 0;5 und a2 =
1;25 erzielt werden, die ausreichend Nachfolger f•ur ein stabile Projektion zul•asst und
gleichzeitig noch nicht zu viele Geschwister einbezieht. Der a1-Parameter deniert
den Unterschied zwischen Geschwister- und Nachfolgervoxeln, w•ahrend a2 die
Zuweisung auf unmittelbare Nachfolger beschr•ankt. Ein niedrigerer a1-Parameter
erh•oht die Anzahl an Voxeln von denen die Dicke genutzt wird und erlaubt damit
glattere Ergebnisse, w•ahrend ein h•oherer a1-Parameter zu lokaleren Resultaten
f•uhrt, da weniger Nachbarn ihren Dickewert einieen lassen. Beim a2-Parameter
f•uhrt ein niedriger Wert zu einem st•arkeren Ausschluss von Nachfolgern w•ahrend
ein hoher a2-Parameter hingegen eine st•arkere Einbeziehung von Nachbarn bedingt,
was am Boden von Sulci zur Dicke•uberbestimmungen f•uhren kann. Zu hohe a1 und
zu niedrige a2-Parameter k•onnen zu einem ungewollten Abbruch der Projektion
f•uhren, falls zu viele Voxel als Nachfolger ausgeschlossen werden und hat eine
Unterbestimmung der Dicke zur Folge. Erf•ullt kein Nachbar das obige Kriterium,
so ist kein Nachfolger verf•ugbar und v ist ein Grenzvoxel, dessen Dicke durch
seinen WS-Abstand WMDI gesetzt wird (Initialisierungsschritt Abbildung 4.4).
Andernfalls wird seine Dicke als Mittel der Dicke seiner Nachfolger bestimmt:
pt(v) =
P
n2N26(v) succ(v; n)  GMTI(n)P
n2N26(v) succ(v; n)
(4.9)
Die initiale Dickekarte GMTI kann nun genutzt werden, um die projektionsbasierte
Dickekarte GMTP zu bestimmen:
GMTP (v) = max(GMTI(v); pt(v)); (4.10)
Die Karte kann mit dem in Rosenfeld u. Pfaltz (1966) vorgestellten Berechnungs-
schema in O(n) bestimmt werden. Um •Uberbestimmungen durch GS-Fragmente
wie Blutgef•ae oder Hirnh•aute in GMTP zu reduzieren, wurde auch eine direkte




 Besitzt ein Voxel v keinen Nachbarn s, der 
Nachfolger von ihm ist (succ(v)=false), 
 so ist die Dicke gleich dem Abstand.
N1) d + 0,70 < d + 0,36  = d1 < d + 1,75
N4) d + 0,50  < d + 0,32  = d2 < d + 1,25
N1 und N4 sind Geschwister, aber 
keine Nachfolger von v, weil ihr WS 
Abstand dem von v zu ähnlich ist. 
N2 und N3 gehören nicht zur GS 
und besitzen daher keinen Wert. 
Die Dicke von v ist somit durch 













 Besitzt ein Voxel v Nachbarn s, die Nachfolger 
von ihm sind (succ(v)=true), so ist seine Dicke 





, wenn D(v)+ a1 * D26 (s ) < D(s ) < D(v) + a2 * D26 (s )
, sonst
N1) d + 0,50 < d + 0,32 = d1 < d + 1,25
N2) d + 0,70 < d + 1,33 = d2 < d + 1,75
N3) d + 0,70  < d + 0,90  = d3 < d + 1,75
N4) d + 0,50  < d + 0,36  = d4 < d + 1,25
Die Dicke von v ist durch die mittlere 
Dicke von N2 und N3 gegeben, da nur 
N2 und N3 weit genug entfernt sind, 
um Nachfogler von v zu sein.  N1 und 
N4 sind nur Geschwister von v.
N1) d + 0,70 < d + 0,16  = d1 < d + 1,75
Da der WS Abstand von N1 dem von v 
zu ähnlich ist, gilt N1 als Geschwister-
voxel und nicht als Nachfolger, so dass 
die Dicke von v durch seinen Abstand 
zur WS deniiert ist.
N1) d + 0,50 < d + 0,90 = d1 < d + 1,25
N2) d + 0,70 < d + 1,33 = d2 < d + 1,75
N3) d + 0,70  < d + 0,71  = d3 < d + 1,75
N4) d + 0,50  < d + 0,32  = d4 < d + 1,25
Nur der Abstand von N3 ist deutlich 
größer als der von v, sodass dieser als 
Nachbar gilt und v dessen Dickewert 
erhält. Da der Abstand von N1, N2 und 





Nachbar von v der nicht zur GS zählt 








Abbildung 4.4: Vier F¨alle sind beim PBT-Algorithmus besonders interessant. Sie ergeben
sich aus den zwei Zust¨anden (Initialisierung und Iteration/Projektion) und den anatomischen
F¨allen (gyraler Fall mit CSF und sulcaler Fall ohne CSF). Im Initialfall stellt v das lokale
Maximum der WMD-Karte dar und beschreibt daher die Dicke vollst¨andig. Im Projektionsfall
gibt es Nachbarvoxel, die die Anforderung von succ erfu¨llen, sodass ihre Dicke fu¨r v zu
mitteln ist.
Dickekarte GMTD(v) bestimmt:
GMTD(v) = CSFD(v) + WMD(v), (4.11)
um damit die finale Dickekarte zu erzeugen:
GMT(v) = min(GMTP (v),GMTD(v))/res, (4.12)
die noch um die Voxelaufl¨osung res korrigiert wird. Die prozentuale Positionskarte
PP kann nun wie folgt generiert werden:
PP(v) = (GMT(v)−WMD(v)/res) /GMT(v) + (SEGPF(v) ≥ 2,5) , (4.13)
wobei die WS (SEGPF(v) ≥ 2,5) mit 1 belegt wird.
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Die Anwendung von PBT auf ein invertiertes Bild erlaubt die Rekonstruktion
d•unner, vom PVE betroener WS-Strukturen und erm•oglicht es Dicke•uberbestim-
mungen feiner Gyri, wie dem superioren temporalen Gyrus, dem cingularen Gyrus
und der Insula zu reduzieren und •ahnelt dem Korrekturkonzept von Cardoso u. a.
(2011). Dabei gilt die prinzipielle Annahme, dass jeder Gyrus im Inneren einen
Kern von WS besitzt und somit die Dicke des Kortex h•ochstens der halben Weite
des gesamten Gyrus entspricht (Bok, 1929; Hofman, 1989). In Regionen mit einer
Dicke gr•oer als 2 mm und SEG > 2;0 wird daher der geringere Dickewert genutzt,
was wiederum der FreeSurfer Dickemetrik •ahnelt.
4.2.4 Optimierter Laplace-Ansatz
Zum Vergleich des PBT-Verfahrens wurde eine modifizierte Version des Laplace-
Ansatzes (Jones u. a., 2000) genutzt, dessen Flussdiagramm in Abbildung 4.5
und dessen wichtigsten Zwischenresultate in Abbildung 4.6 dargestellt sind. Im
Gegensatz zu PBT ben•otigt der Laplace-Ansatz eine explizite Rekonstruktion







GMT Berechnung (Abb. 4.6 b7)
Bestimmung der prozentualen 
Positionskarte (Abb. 4.6 b8)
Bestimmung der zentralen Oberäche und 
Auslesen der kortikalen Dicke (Abb. 4.6 b8)
Laplace-Karte L und 
Vektorfeld Nx Ny Nz
(Abb. 4.6 b4)
Berechnung der Strömungslinien 
zur GS-WS und GS-CSF Grenze und 
Berechnung ihrer Länge und 
Korrektur dieser (Abb. 4.6 b4-b6)
Rekonstruktion der Sulci durch 
ein Divergenzskelett auf der WS 
Abstandskarte (Abb. 4.6 b3)
Eingangssegmentierung 
(Abb. 4.6 b1 und b2)
Gl.  4.24
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Abbildung 4.5: Das Flussdiagram des Laplace-Ansatzes weist als erstes die Rekonstruktion
der •aueren Grenze im Sulcus auf. Anschlieend kann ein Gradientenfeld zwischen den beiden
Grenzen erzeugt werden, das die Bestimmung von Str•omungslinien erlaubt, die jeweils zu
einer Grenze verlaufen. Die Summe der L•angen der zur•uckgelegten Wege ergibt die Dicke
und erlaubt die Bestimmung der prozentualen Position des Voxels zwischen den Grenzen.
Die folgende Abbildung 4.6 illustriert die wesentlichen Teilschritte.











































































































































































































b2) SEGPF b3 )SEGPFS mit Nx Ny Nzb1) SEG b4) L(sWM(v))












Abbildung 4.6: Beispielillustration wesentlicher Verarbeitungsschritte aus Abbildung 4.5.
der Sulci (Jones u. a., 2000; Tosun u. a., 2004), bei dem die ¨auß ere Grenze
durch eine Skelettierung wiederhergestellt werden muss (Abbildung 4.5 b3).
Dabei wird die Gewebezugeh¨origkeit von betroffenen Voxeln in SEGPF von
GS zu CSF modifiziert, sodass man ein Volumen SEGPFS erh¨alt. Fu¨r die
Skelettierung S wurde ein Divergenzskelett genutzt (Bouix u. Siddiqi, 2000,
siehe auch Kapitel 2.1.15). Die Bestimmung der WS-Abstandskarte WMD
erlaubt die Berechnung der Divergenz des Gradientenfeldes, die sulcale Bereiche
zwischen Gyri beschreibt und damit die Rekonstruktion der ¨auß eren Grenze
auch bei weniger CSF erlaubt. Dabei erh¨alt man eine Karte SR, die durch eine
Intensit¨atsnormalisierung die finale Skelettierung S beschreibt:
SR = ∆WMD
S = (SR · ((SR > slow) & (SR < shigh))− slow)·
(shigh − slow) + (SR ≥ shigh)
(4.14)
Der untere und obere Grenzwert slow und shigh wurden empirisch mit den Werten
0,5 und 1,0 belegt. Die Skelettierung beschreibt einen minimalen Spalt zwischen
gegenu¨berliegenden Gyri und erlaubt die Korrektur undeutlicher Sulci:
SEGPFS = SEGPF − max(1, 2− S) · (SEGPF ≥ 1). (4.15)
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Dabei werden alle Voxel von SEGPF  1 korrigiert, was allerdings zu einer
Unterbestimmung der lokalen Dicke f•uhrt, die sp•ater korrigiert werden muss.












in der GS iterativ mit einer Dirichlet Randbedingung gel•ost werden. Die WS
(SEGPFS  2;5) beschreibt dabei das h•ohere Potenzial mit dem Wert 1, wohinge-
gen die CSF (SEGPFS  1;5) das niedrigere Potenzial mit dem Wert 0 darstellt.
Um die Konvergenz zu beschleunigen, wird der GS-Bereich (SEGPFS > 1;5
& SEGPFS < 2;5) mit dem Wert 0,5 initialisiert und anschlieend durch die
folgende Gleichung gefiltert:




24  i(x+ x; y; z) +  i(x x; y; z)+ i(x; y + y; z) +  i(x; y  y; z)+
 i(x; y; z + z) +  i(x; y; z  z)
35 : (4.17)
Der neue Wert eines Voxels wird damit durch den Mittelwert seiner Nachbarn de-
finiert. Die Filterung erfolgt solange bis der lokale Fehler  = ( i 1  i)= i 1 
10 3 ist. Als Resultat erh•alt man einen weichen Verlauf zwischen den beiden
Grenzen, der genutzt wird, um ein Gradientenfeld N als normalisierte Differenz
zweier Punkte zu bestimmen. Diese ist entlang der x-Dimension f•ur Nx wie
folgt definiert:
 (x; y; z)=(x) = [ (x+ x; y; z)   (x x; y; z)]=2; (4.18)
Nx = ( =x) =
q
( =x)2 + ( =y)2 + ( =z)2: (4.19)
Die analoge Bestimmung von Ny und Nz erlaubt die Berechnung von Feldlinien,
die jeden GS-Punkt eineindeutig mit den beiden Grenzen verbindet. Eine
Feldlinie s ist dabei als ein Vektor von Punkten s1; : : : ; sn definiert, die einen
Pfad vom Startpunkt s1 = v zur Grenze beschreiben. Der Folgepunkt sn+1 von si
wird mittels Eulers Methode durch Addition des gewichteten Normalgradienten
N(si) zu si gewonnen:
si+1 = si + hNx(si) + hNy(si) + hNz(si): (4.20)
Das Gewicht h beschreibt die Schrittgr•oe der MATLAB
"
streamline\ -Funktion
zur Bestimmung der Feldlinie, die auf 0,1 mm als Kompromiss zwischen Ge-
schwindigkeit und Qualit•at gesetzt wurde. F•ur jeden GS-Voxel v wird eine
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Feldlinie sWM(v) zur inneren Grenze und eine Feldlinie sCSF(v) zur •aueren
Grenze berechnet. Die L•ange der Feldlinie L(s) kann nun als Summe des euklidi-






(si+1,x   si,x)2 + (si+1,y   si,y)2 + (si+1,z   si,z)2: (4.21)
Um den bisher in der Literatur vernachl•assigten Fehlers der Sulcusrekonstruktion
durch das Skelett S zu ber•ucksichtigen, wird die Volumendifferenz zwischen
SEGPF und SEGPFS genutzt (SREC: suclus reconstruction error correction, siehe
Abbildung 4.9):
LC(s) = L(s) + SEGPF(sn,x; sn,y; sn,z)  SEGPFS(sn,x; sn,y; sn,z): (4.22)
Die Summe der L•ange der beiden Feldlinien sWM(v) und sCSF (v) beschreibt die
kortikale Dicke die bei dem Voxel v vorliegt. Die relative Positionskarte PP wird
im Bereich der WS durch 1 deniert und im Bereich der GS als das Verh•altnis
von CSF-Abstand sCSF (v) und Dicke GMT bestimmt:
GMT(v) = L(sWM(v)) + LC(sCSF(v)); (4.23)
PP(v) = LC(sCSF(v))=GMT(v) + (SEGPFS(v) > 2;5): (4.24)
4.2.5 Ober•achenerzeugung
Die zentrale Oberfl•ache CS wird mittels der MATLAB-Isosurface-Funktion1
erzeugt und mittels der MATLAB-Funktion
"
reducepatch\ auf 300.000 Punkte
und damit auf ca. 150.000 Dreiecke pro Hemisph•are reduziert. Anschlieend
erfolgt eine Topologiekorrektur (Yotter u. a., 2011a), um L•ocher innerhalb
von Gyri zu schlieen und Br•ucken zwischen Gyri zu entfernen. Jedem Ober-
fl•achenpunkt wird abschlieend die lokale Dicke durch lineare Interpolation
der Dickekarte zugewiesen. Ein weiterer Vorteil dieser Korrektur besteht dar-
in, dass hochfrequente Artefakte entfernt werden die nicht zum Neokortex
geh•oren.





Das im Kapitel 3.2 beschriebene Kugelphantom wurde mit den in Tabelle 4.1
beschriebenen Parameterkonfigurationen genutzt. Um den Testaufwand •uber-
schaubar zu halten, wurden beim Test eines Parameters alle weiteren Parameter
mit einer reduzierten Menge von Standardwerten belegt. So wurden bspw. der
Test der Sulcusweite nur f•ur eine Dicke von 2,5 mm durchgef•uhrt, w•ahrend
der Dicketest mit drei verschiedenen Sulcusweiten erfolgte. Die Wertebereiche
der Tests wurden anhand von anatomischen und technischen Gegebenheiten
definiert und orientierten sich weiterhin an Problembereichen vorhergehender
Tests, bei denen das WGW-Phantom Schwierigkeiten der Verfahren offenbarte.
Tabelle 4.1: Testbereich der Kugelphantomparameter mit der Anzahl an Testf•allen in
Klammern. Um die Gesamtanzahl der Tests •uberschaubar zu halten, wurde neben dem
Haupttestbereich ein Standardwertebereich deniert, mit dem ein Parameter beim Test
anderer Parameter belegt wurde.
Parameter Bereich Standardwerte
Kr•ummung 1,00 : 0,01 : 5,00 mm (401) 2,50 mm (1)
Dicke 0,00 : 0,01 : 5,00 mm (501) 2,50 mm (1)
PVE vs. kein PVE 0, 1 (2) 1 (1)
Volumen vs. Ober•ache V, S (2) S (1)
Phantomtyp CGW, WGW (2) CGW, WGW (2)
Sulcusweite 0,00 : 0,01 : 2,00 mm (200) 0,00 : 0,50 : 1,00 mm (3)
rel. Sulcusposition 0,20 : 0,001 : 0,80 mm (601) 0,30 : 0,20 : 0,70 mm (3)
Gehirnphantom
Analog zum Kugelphantom wurden auch beim Gehirnphantom beim Test eines
Parameters die restlichen auf einen Standardwert fixiert (2,5 mm; 1 1 1 mm3
Aufl•osung; 0 % Rauschen; siehe Tabelle 4.2). Beim Aufl•osungstest wurde die
isotrope Aufl•osung von 0,50 mm in 0,25 mm Schritten auf 2,00 mm reduziert.
Weiterhin wurden zwei nicht isotrope Aufl•osungen mit 1 mm3 Volumen hinzu-
gef•ugt, um zu testen, ob eine erh•ohte Schichtaufl•osung und Schichtdicke eher
Vor- oder Nachteile bringt. Dar•uber hinaus wurden vier nicht isotrope Bilder
mit h•oherer Schrittdicke
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Tabelle 4.2: Testbereiche und Standardwerte der Hirnphantomparameter analog zu denen
des Kugelphantoms von Tabelle 4.1. Die Klammerwerte geben die Anzahl der Parameter an.
Parameter Bereich Standardwerte
Au•osung 0,50 : 0,25 : 2,00 mm 1,0 1,0 1,0 mm (1)
0,88 0,88 1,31 mm, 0,75 0,75 1,78 mm,
1,00 1,00 1,25 mm, 1,00 1,00 1,50 mm,
1,00 1,00 1,75 mm, 1,00 1,00 2,00 mm (13)
Dicke 0,50 : 0,25 : 4,00 mm (14) 2,5 mm (1)
Rauschen 0 : 1 : 9 % (10) 0 % (1)
Brain-Web-Phantom
Um den Einfluss von Bildst•orungen auf die Dicke- und Oberfl•achenbestimmung
zu testen und einen Vergleich zu FreeSurfer zu erm•oglichen wurden sechs T1-
gewichtete BWP-Datens•atze genutzt (Aubert-Broche u. a., 2006a; Collins u. a.,
1998). Dazu wurden f•unf Rauschstufen mit 1 %, 3 %, 5 %, 7 %, 9 % Rauschen
und 20 % Inhomogenit•at (Feld A) mit dem Datensatz ohne Rauschen und
Inhomogenit•at bei einer isotropen Aufl•osung von 1 mm verglichen.
Reale MR-Datens•atze
Der Testdatensatz umfasst 12 sMRT-Scans eines gesunden Erwachsenen, die auf
zwei verschiedenen 1.5 Tesla SIEMENS Vision Scannern innerhalb eines Jahres auf-
genommen wurden (Yotter u. a., 2011a). Beide Scanner nutzten eine 3D-MPRAGE-
Sequenz mit 160 sagittalen Schichten und einer Voxeldimension von 1 1 1 mm3.
Die Parameter von Scanner 1 waren TR/TE/FA = 11,4 ms/4,4 ms/15 und von
Scanner 2 TR/TE/FA = 15 ms/5 ms/30. Die rekonstruierten Ober•achen der
Einzelbilder wurde jeweils mit der gleichseitigen rekonstruierten Ober•ache des
gemittelten Scans verglichen, die als Goldstandard diente.
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4.3 Resultate
Vier unterschiedliche Validierungsans•atze wurden genutzt, um PBT zu evaluieren
und mit dem Laplace-Ansatz und FreeSurfer zu vergleichen. Der erste Test umfas-
ste die Kugelphantome, die genutzt wurden um die Algorithmen f•ur eine Vielzahl
von Parametern unter einfachen aber klar definierten Bedingungen zu testen. Der
zweite Test, unter Nutzung des Gehirnphantoms, pr•ufte die Eigenschaften des PBT
und Laplace-Ansatz unter realistischeren Bedingungen stark gefalteter Oberfl•achen
mit konstanter Dicke. F•ur die dritte Teststufe wurde das BWP mit verschiedenen
Rauschstufen genutzt, um den Vergleich zu FreeSurfer unter Laborbedingungen zu
erm•oglichen. Erst in der finalen Testserie wurde der reale Datensatz eines gesunden
Erwachsenen genutzt, um einen Test-Retest aller drei Verfahren durchzuf•uhren.
4.3.1 Kugelphantom
Sowohl f•ur die Dickebestimmung, als auch f•ur die Oberfl•achengeneration wies PBT ein
deutlich besseres Verhalten als der Laplace-Ansatz auf (Abbildung 4.7). Wie zu erwarten
war, hatten beide Methoden einen h•oheren RMSE f•ur die Dicke- als f•ur die Oberfl•achen-
bestimmung. Beide arbeiteten genauer bei Daten mit PVE und beide waren exakter
bei einfacheren gyralen als bei sulcalen Phantomen. Weiterhin zeigte die voxelbasierte
Auswertung gegen•uber der oberfl•achenbasierten eine gr•oere Varianz. Hierbei wies PBT,
aufgrund der internen Filterkriterien, deutlich •ahnlichere Resultate als der Laplace-Ansatz
auf. Der Genauigkeitsunterschied zwischen gyralen und sulcalen Bereichen hatte auerdem
einen starken Bezug zu der Weite des sulcalen CSF-Spalts und zu dessen relativer Position.
Wie durch das Abtastheorem vorhergesagt, zeigten beide Verfahren einen deutlichen
Anstieg des RMSE bei Dickebestimmung von Phantomen mit Dickewerten unterhalb der
Abtastaufl•osung (Abbildung 4.7C). Die Positionsbestimmung war hiervon hingegen nicht
betroffen (Abbildung 4.7B). Bei geringeren Schrittweiten wurden starke Fluktuationen
in der Berechnungsgenauigkeit des Laplace-Ansatzes gemessen, bei der bereits geringe
Parametervariationen zu erheblichen Abweichungen f•uhrten (Abbildung 4.7B und C).
Die erh•ohte Varianz konnte erst bei der Reduktion der Schrittweite der Dickesimulation
auf 0.01mm beobachtet werden. Besonders asymmetrische Strukturen (Abbildung 4.7E)
und schmale CSF-Bereiche (Abbildung 4.7D) sorgten im Laplace-Ansatz f•ur einen star-
ken Anstieg des RMSE. Die in der Literatur angegebenen sehr guten Resultate des
Laplace-Verfahrens konnten nur f•ur den gyralen Fall und bei weiten Sulci mit geringer
Asymmetrie erreicht werden. Das neu entwickelte PBT-Verfahren produzierte hingegen
exakte und stabile Ergebnisse •uber den gesamten Testbereich.
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Laplacian Dicke RMSE
Laplacian Positions RMSE
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Abbildung 4.7: Kugelphantomresultate: (A) zeigt den mittleren RMSE fu¨r verschiedene
Testkriterien. PBT weist in allen Testf¨allen ein deutlich besseres Verhalten als der Laplace-
Ansatz auf. Dabei konnte die Position (B) genauer bestimmt werden als die Dicke (C). Die
Messgenauigkeit der Dicke war unterhalb der Abtastauf¨losung zunehmend fehlerbehaftet
(Abtasttheorem), wohingegen die Position stabil blieb. Ab 2,5 mm waren starke Fluktuation
beim WGW-Phantom in der Genauigkeit des Laplace-Ansatzes zu verzeichnen (schwarze
Pfeile in B und C). Besonders geringen Sulcusweiten unter 1 mm (D) und starke Asymmetri-
en (E) wirkten sich ungu¨nstig auf den Laplace-Ansatz aus und fu¨hrten maß geblich zu den
Schwankungen in (B) und (C).
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4.3.2 Gehirnphantom
Auch beim Gehirnphantom zeigte PBT gegenu¨ber dem Laplace-Ansatz deutlich
geringere RMSEs bei der Dickebestimmung und ¨ahnliche RMSEs bei der Positions-
bestimmung (Abbildung 4.8). Geringere Aufl¨osungen und zunehmend anisotrope
Voxelproportionen fu¨hrten zu einem deutlichen Anstieg des RMSE der Dicke-
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Abbildung 4.8: Beim Gehirnphantom wies PBT deutliche geringere RMSEs bei der Dicke-
bestimmung gegenu¨ber dem Laplace-Verfahren auf, w¨ahrend die Positionsbestimmung
¨ahnlich gut ausfiel (A). Niedrige und zunehmende anisotrope Auf¨losungen fu¨hrten zu st¨ar-
keren Fehlern, vor allem bei der Laplace-basierten Dickebestimmung (B). Die Tests mit
unterschiedlichen Dicke- und Rauschstufen zeigten kaum Einfluss auf PBT, w¨ahrend die
Dickebestimmung des Laplace-Verfahrens erheblich variiert (C). Die St¨orungen sind vor
allem in sulcalen Bereichen lokalisiert (siehe Abbildung 4.9).






Abbildung 4.9: Gerade in sulcalen Bereichen wies der Laplace-Ansatz deutliche Fehler auf.
Die Fehler entstehen durch die Sulcusrekonstruktion und k•onnen nur bedingt durch die
SREC-Korrektur ausgeglichen werden.
kaum Einuss auf PBT, w•ahrend der Laplace-Ansatz bei •uber- und unterdurch-
schnittlichen Dickestufen deutlich h•ohere Fehlerraten aufwies (Abbildung 4.8 C).
Zunehmendes Rauschen f•uhrte zu einer geringf•ugigen, kontinuierlichen Erh•ohung
des RMSE von Dicke und Position (Abbildung 4.8 D). Die meisten Fehler des
Laplace-Ansatzes traten als Unterbestimmungen in sulcalen Regionen auf und
sind auf eine unzureichende Korrektur der Skelettierung zur•uckzuf•uhren (Abbil-
dung 4.8). Verzichtet man auf die hier vorgestellte Korrektur SREC, so treten noch
deutlichere Einschnitte auf (Abbildung 4.9). Schw•achere Skelettierungen, bzw.
st•arkere Korrekturen f•uhrten wiederum zu deutlichen Dicke•uberbestimmungen,
weiteren topologischen Defekten und insgesamt h•oheren RMSEs.
4.3.3 Brain-Web-Phantom
Ein wesentlicher Vorteil des BWP liegt in der M•oglichkeit, die beiden hier vorgestellten
Ans•atze mit anderen Methoden wie FreeSurfer vergleichen zu k•onnen (Abbildung 4.10).
Der Vergleich erfolgte anhand der Oberfl•achen, die durch das jeweilige Verfahren auf
dem st•orungsfreien Bild generiert wurden. Ein two-Sample T-Test zeigte dabei keine
signifikanten Unterschiede des Positionsfehlers zwischen PBT und dem Laplace-Verfahren
(t=-0,048; df=8; p=0,963), sowie zwischen PBT und FreeSurfer (t=1,348; df=8;
p=0.215). F•ur den Dickefehler konnte zwischen PBT und dem Laplace-Ansatz ein
signifikanter Unterschied ermittelt werden (t=-2,950; df=8; p=0,019), nicht aber f•ur
PBT und FreeSurfer (t=-0,944; df=8; p=0.374). Ein deutlicher Vorteil von PBT zeigte
sich in einer geringeren Anzahl von Topologiedefekten, die im Mittel pro Hemisph•are
bei 15,1 Defekten bei PBT, 28,2 Defekten bei Laplace und 18,5 Defekten bei FreeSurfer
lag. Die Topologiedefekte von PBT und der Laplace-Methode waren meist Br•ucken
zwischen benachbarten Gyri und wurden von der Topologiekorrektur entfernt.
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Abbildung 4.10: BWP-Resultate: Abbildung A zeigt die Dickewerte der jeweiligen Verfahren,
wo vor allem der Laplace-Ansatz eine geringere Dicke in Sulci und punktuell h•ohere Dicke
bei einigen Gyri aufwies. Auch der mittlere Dickefehler (B), der zur Ober•ache des jeweiligen
Verfahrens beim BWP ohne Rauschen bestimmt wurde, f•allt beim Laplace-Ansatz signikant
h•oher aus (p<0.02). •Ahnlich wie schon bei den anderen Phantomen ist der Positionsfehler
des Laplace-Verfahrens auf einem •ahnlichen Niveau wie bei den anderen Methoden (C). Die
h•ohere Defektanzahl (D; hier pro Hemisph•are) und die punktuellen Anstiege der Dicke und
des Dickefehlers weisen allerdings auf Berechnungsfehler hin.
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4.3.4 Test-Retest
Als naler Test wurden die Ober•achen von 12 realen Datens•atzen zu den Ober-
•achen des gemittelten Bildes verglichen. Analog zum BWP erfolgte der Vergleich
nur innerhalb einer Methode. Auch hier zeigten sich die Vorz•uge von PBT gegen-
•uber den anderen Methoden (Abbildung 4.11). Die Dickewerte der drei Verfahren
Abbildung 4.11: Gezeigt sind die zentralen Ober•achen von PBT (Oben), Laplace (Mitte)
und FreeSurfer (Unten) mit der kortikalen Dicke des gemittelten Datensatzes (A), dem
mittleren RMSE der Dicke aller Scans verglichen mit dem gemittelten Datensatz (B)
und dem mittleren Positions-RMSE aller Scans verglichen zum gemittelten Datensatz (C).
Deutliche Unterschiede der kortikalen Dicke im Bereich des Motorkortex sind prim•ar auf die
Segmentierung zur•uckzuf•uhren, die f•ur PBT und Laplace durch VBM8 und f•ur FreeSurfer
durch eigene Verfahren gegeben war. Weiterhin ist die mittlere Anzahl der Topologiedefekte
pro Hemisph•are dargestellt, die bei PBT signikant geringer auselen (D).
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elen insgesamt •ahnlich aus, wobei der Laplace-Ansatz wie zuvor beim BWP
punktuelle •Uberbestimmungen aufwies. Der RMSE der Dicke el bei PBT am
geringsten und beim Laplace-Verfahren am st•arksten aus (Abbildung 4.11 B; PBT:
0,39 0,02 mm; Laplace: 0,64 0,02 mm; FreeSurfer: 0,53 0,05 mm). Auch bei der
Positionsbestimmung lag PBT an erster Stelle, dicht gefolgt vom Laplace-Ansatz
(Abbildung 4.11 C; PBT: 0,50 0,05 mm; Laplace: 0,54 0,05 mm; FreeSurfer:
0,60 0,23). Dabei zeigte sich f•ur den Positionsfehler kein signikanter Unterschied
zwischen PBT und der Laplace-Methode (t = -1,922; df = 22; p = 0,067), sowie
zwischen PBT und FreeSurfer (t = -1,409; df = 22; p = 0,172). Der RMSE der
Dicke hingegen wies zwischen PBT und FreeSurfer signikante Unterschiede auf
(t=-8,177; df=22; p<0.001). Weiterhin war die kortikale Dicke im motorischen Neo-
kortex von PBT und dem Laplace-Verfahren im Vergleich zu FreeSurfer geringer
(Abbildung 4.11A). Insgesamt wies PBT auch hier mit 21,5 Defekten signikant
weniger Topologiefehler pro Hemisph•are auf als der Laplace-Ansatz (34,6 Defekte;
t = -6,036; df =24; p< 0,001) und FreeSurfer (54,6 Defekte; t = -4,030; df = 24;
p< 0,001; Abbildung 4.11 D).
4.3.5 Rechenaufwand
Alle Berechnungen wurden auf einem iMac 3,4 GHz Intel Core i7 mit 8 GB RAM
und MATLAB 7.12 durchgef•uhrt. Zur Bestimmung beider Hemisph•aren ben•otigte
PBT bei einer Au•osung von 0,5 mm ca. 20 Minuten, w•ahrend der Laplace-Ansatz
etwa 2 Stunden erforderte. Da die FreeSurfer-Pipeline deutliche Unterschiede auf-
weist, ist ein direkter Zeitvergleich nur bedingt aussagekr•aftig. Der Rechenaufwand
der Rekonstruktion liegt aber im Bereich mehrerer Stunden2.
4.4 Diskussion
In nahezu allen Testszenarien wies PBT deutlich geringere Dicke- und Positionsfeh-
ler als der Laplace-Ansatz auf. Dies ist vor allem auf die inh•arente Modellierung der
Sulcusrekonstruktion zur•uckzuf•uhren, w•ahrend die Laplace-Methode eine explizite
Rekonstruktion ben•otigt, deren Fehler durch das neu vorgestellte SREC-Verfahren
zwar reduziert, aber nicht vollst•andig behoben werden konnten. Besonders deut-
lich zeigte sich dieses Verhalten am Kugelphantom, wo das Laplace-Verfahren im
gyralen Fall die in der Literatur geschilderten Eigenschaften aufwies. Beim sulcalen
2 https://surfer.nmr.mgh.harvard.edu/fswiki/ReconAllRunTimes
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Fall traten hingegen deutliche Probleme auf, die sich vor allen bei schmalen und
asymmetrischen Sulci zeigten. Zwar konnten diese durch den neu entwickelten
Korrekturansatz SREC reduziert werden, die Genauigkeit blieb aber dennoch
deutlich hinter der des gyralen Falls oder PBT zur•uck. Die geringen Schritt-
weiten des Kugelphantoms oenbarten auerdem erhebliche Schwankungen des
Laplace-Ansatzes im sulcalen Fall (Abbildung 4.7), die auf die Sulcusrekonstrukti-
on zur•uckgef•uhrt werden k•onnen. Dabei kam es zum Teil zu Unterbestimmungen
der Dicke, bei denen nicht vorhandene Sulci rekonstruiert wurden. Da dieses
Verhalten erst bei kleinen Schrittweiten messbar war, zeigt sich hier die Not-
wendigkeit von nahezu kontinuierlicheren Testparametern gegen•uber punktuellen
Einzeltests, wie sie in der Literatur •ublich sind. Da auch unter realen Bedingungen
mit asymmetrischen und unterschiedlich weiten Sulci zu rechnen ist und diese ca.
die H•alfte des Kortex ausmachen, ist ein exaktes und stabiles Ma extrem wichtig
(Das u. a., 2009; Fischl u. Dale, 2000; Kim u. a., 2005; Tosun u. a., 2004).
Verglichen zu ober•achenbasierten Verfahren ben•otigt PBT keine aufwendige Ober-
•achendeformation mit •Uberschneidungstest und Kr•ummungskriterien, wie sie
bspw. f•ur FreeSurfer oder CIVET n•otig sind. Im Gegensatz zu FreeSurfer erm•oglicht
PBT die Nutzung einer beliebigen Segmentierung, was eine separate Entwicklung
und Validierung der Gewebeklassikation erlaubt und dadurch die Entwicklung der
Teilprozesse transparenter macht. Zus•atzlich k•onnen Segmentierungen f•ur andere
Bildmodalit•aten, wie T2, PD (Ashburner u. Friston, 2005; Weiskopf u. a., 2013;
Zhang u. a., 2000) oder DTI (Liu u. a., 2007b) genutzt werden. Die Ergebnisse von
PBT und anderen segmentierungsbasierten Methoden, wie CLASP oder CRUISE,
h•angen daher stark von der Segmentierung ab. Die Tests mit dem Kugel- und
Hirnphantom wurden daher unabh•angig vom Segmentierungsprozess entwickelt und
als Segmentbild implementiert. Der Einfluss der Segmentierung ist deutlich im Bereich
des motorischen Neokortex des BWP und des Realdatensatzes sichtbar. Da beim BWP
die Gewebe vollst•andig simuliert wurden, weist die GS einen einheitlichen globalen
Intensit•atswert auf, w•ahrend unter realen Bedingungen deutliche Schwankungen
der Intensit•at der GS aufgrund variierenden Gewebezusammensetzung vorkommen.
Der motorische Neokortex und auch der occipitale Bereich zeigen dabei oft erh•ohte
Intensit•atswerte innerhalb der GS, die bspw. auf einen erh•ohten Eisengehalt und
st•arkere Myelinisierung zur•uckzuf•uhren sind (Weiskopf u. a., 2013).
Ein wesentlicher Vorteil in der voxelbasierten Dickebestimmung liegt in der M•oglichkeit
die zentrale Oberfl•ache direkt zu erzeugen und damit die aufwendige und schwierige
Bestimmung der •aueren Oberfl•ache in sulcalen Bereichen zu vermeiden (Van Essen
u. a., 2001). Unabh•angig von der genutzten Rekonstruktionsmethode besitzt die
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zentrale Oberfl•ache wesentliche Vorz•uge. Als Mittelung der Grenzoberfl•achen weist
sie eine geringere Faltung auf. Dadurch besitzt sie deutlich weniger Topologiedefekte
und verliert weniger Details beim Gl•atten zur Reduktion von Treppenartefakten und
Rauschen. Ein weiterer Vorteil der direkten Rekonstruktion liegt in der gleichm•aigeren
Punktverteilung •uber den gesamten Kortex. Bei einer Deformation der inneren zur
•aueren Oberfl•ache weisen hingegen die nach innen gefalteten Regionen der •aueren
Oberfl•ache mehr Punkte auf, w•ahrend die nach auen gefalteten Regionen weniger
Punkte besitzen und damit unterabgetastet sind.
Da die Korrektur von Topologiedefekten aufwendig ist (Segonne u. a., 2007; Yotter
u. a., 2011a), bietet PBT hier die besten Voraussetzungen. Sowohl bei PBT als auch
Laplace wurden die meisten Defekte durch Dicke•uberbestimmungen ausgel•ost, die
durch Br•ucken zwischen gegen•uberliegen Gyri gekennzeichnet sind. Da bei FreeSurfer
die Korrektur anhand der inneren Oberfl•ache erfolgt, die tendenziell eher L•ocher
aufweist (Segonne u. a., 2007), ist ein direkter Vergleich nur bedingt m•oglich.
4.5 Ausblick
Weitere Verbesserungen waren (und sind) vor allem durch eine genauere und sta-
bilere Vorverarbeitung m•oglich, was zu der Weiterentwicklung der Segmentierung
gef•uhrt hat, die im Kapitel 5 vorgestellt wird. Neben der Vorverarbeitungsqualit•at
spielt auch die Qualit•at der Inputdaten eine wichtige Rolle, deren Erfassung
in Kapitel 6 beschrieben wird. Gerade die Nutzung h•oherer Datenqualit•at und
Au•osung erm•oglicht bzw. erfordert eine weitere Evaluation im Laufe der Zeit.
Die Zugewinne d•urften aber auch hier eher im Rahmen der vorhergehenden Ar-
beitsschritte, speziell der Segmentierung, liegen. Eine weitere Verbesserung liegt
in der Nutzung der Lamina 4 Ober•achen zur Kortexrepr•asentation (Pine u. a.,
2017; Waehnert u. a., 2014), wie sie bereits 1929 von Bok (1929) aufgezeigt wurde.
Hochaufgel•oste Daten mit weniger als 0,5 mm isotroper Au•osung erlauben da-
bei inzwischen auch praktische Tests solcher Ans•atze. Die Ergebnisse von PBT
k•onnen dabei entsprechend modiziert werden. Weiterhin k•onnte das bisherige
Abstandsmodel in PBT auf ein Volumenmodell umgestellt werden.
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4.6 Zusammenfassung
In diesem Kapitel wurden zwei neue Ans•atze zur Rekonstruktion der zentralen
Ober•ache und Bestimmung der kortikalen Dicke vorgestellt, die auf einer Gewebe-
klassikation beruhen. Im Fokus stand dabei das neu entwickelte PBT-Verfahren,
das anatomische Gegebenheiten des Kortex inh•arent modelliert. Zu Vergleichs-
zwecken wurde eine optimierte Variante des in der Literatur weit verbreiteten
Laplace-Ansatzes und FreeSurfer genutzt. Die Untersuchungen anhand von simu-
lierten und realen Daten haben gezeigt, dass die PBT-Methode deutliche Vorteile
vorweist und eine direkte, exakte und stabile Bestimmung der Dicke und der
zentralen Ober•ache mit signikant weniger Defekten und geringerem Rechen-
aufwand erlaubt. Die in Kapitel 3 vorgestellten Phantome konnten dabei die
Leistungsf•ahigkeit des PBT-Ansatzes gegen•uber dem Laplace-Verfahren belegen.
Beim Test durch das BWP und den realen Datensatz konnte PBT auch seine




Die voxelbasierte, statistische Analyse von strukturellen MRT-Daten erfordert zwei
wesentliche Vorverarbeitungsschritte: die Klassikation der Hirngewebe (Segment-
ierung) und die r•aumliche Registrierung der individuellen Anatomie auf ein Tem-
plate (Ashburner u. Friston, 2000; Dale, 1999). In diesem Kapitel wird die neue
voxelbasierte Vorverarbeitungspipeline von CAT vorgestellt, die eine umfangreiche
Erweiterung der VBM8-Segmentierung darstellt. Um eine noch stabilere und exak-
tere Verarbeitung zu erm•oglichen, wurden eine Reihe neuer Verfahren eingef•uhrt,
von denen f•unf hervorzuheben sind: (i) die ane Vorverarbeitung (APP) zur Op-
timierung der initialen SPM-Segmentierung, (ii) die LAS-Segmentierung die eine
verallgemeinerte lokale Inhomogenit•atskorrektur durchf•uhrt, (iii) das optimierte
Skull-stripping GCUT und •uberarbeitete Cleanup, (iv) die optimierte Regionsklas-
sikation (Partitionierung) die vor allem f•ur die Ober•achenverarbeitung wichtig
ist und (v) die optimierte Shooting-Registrierung. Anhand von simulierten und
realen Datens•atzen wird belegt, dass die neue CAT-Segmentierung eine deutlich
genauere und robustere Verarbeitung als vergleichbare Verfahren erlaubt und da-
mit die Grundlage f•ur eine korrekte regions- und ober•achenbasierte Verarbeitung
bildet.
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5.1 Einleitung
In den letzten Jahrzehnten konnte mit Hilfe der MRT die strukturelle A¨nderung der
Gehirnanatomie bei gesunder Entwicklung (Evans u. Group, 2006), Lernprozessen
(Gaser u. Schlaug, 2003; Maguire u. a., 2000), Alterung (Fjell u. a., 2009a; Ziegler u. a.,
2012b) und Erkrankungen beim Menschen und andern Spezies detaillierter erforscht
werden (Kapitel 1.2; Franke u. a., 2017; Mietchen u. a., 2010; Mietchen u. Gaser,
2009). Die Bestimmung solcher Ver¨anderungen erfordert eine hochsensitive und
dennoch robuste Vorverarbeitung, bei der die MRT-Daten optimiert und normalisiert
werden (Kapitel 2.2; Ashburner u. Friston, 2000; Bazin u. Pham, 2008; Dale u. a.,
1999; Han u. a., 2004; Kim u. a., 2005; Tosun u. a., 2004; Van Essen u. a., 2001). Die
Anforderungen reichen dabei von hochqualitativen Scans, mit vielen anatomischen
Details (Lu¨sebrink u. a., 2017; Pine u. a., 2017; Winterburn u. a., 2013), hin zu pro-
blematischen Bildern aus dem klinischen Alltag oder besonderen Forschungsgebieten
mit geringem Kontrast, starken Bildst¨orungen oder niedriger Aufl¨osung. Die voxel-
basierte Vorverarbeitung spielt dabei eine zentrale Rolle, da sie ideal zur Korrektur
von Bildst¨orungen und der Bestimmung grundlegender Bildinformationen ist, die
auch fu¨r oberfl¨achenbasierte Verfahren erforderlich sind. Je nach Softwarepaket um-
fasst sie verschiedene Verfahren zur Korrektur von Rauschen und Inhomogenit¨aten
(Kapitel 2.2.3 und 2.2.4), der Segmentierung des Gehirns (Kapitel 2.2.5) und seiner
Gewebe (Kapitel 2.2.6), der r¨aumlichen Registrierung zu einem Template und der
































































Abbildung 5.1: Die voxelbasierte Datenverarbeitung stellt den Ausgangspunkt der morpho-
metrischen Analyse von sMRT-Daten dar. Sie standardisiert, normalisiert und optimiert die
Inputdaten indem sie Bildst¨orungen korrigiert, um damit eine zuverl¨assige Segmentierung
und eine r¨aumliche Registrierung auf ein Durchschnittsgehirn zu ermitteln, die auch fu¨r die
oberf¨lachenbasierte Verarbeitung erforderlich sind.
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starke Verkn•upfung dieser Teilprobleme erfordert oftmals ein iteratives Vorgehen
und erlaubt eine Vielzahl von Kombinationen (Ashburner u. Friston, 2000, 2005;
Sled u. a., 1998; Vovk u. a., 2007).
Die urspr•ungliche VBM8-Vorverarbeitung nutzt SPM zur Inhomogenit•atskorrek-
tur und Bestimmung einer initialen Segmentierung und Registrierung. Zus•atzlich
wird Rauschen durch einen ORNLM/SANLM-Filter reduziert und eine AMAP-
Segmentierung angewandt (Rajapakse u. a., 1997; Tohka u. a., 2004), die einen MRF-
Rauschfilter und die initiale SPM-Segmentierung als Prior nutzt und Partialvolumen
unterst•utzt. Die r•aumliche Registrierung erfolgte anfangs durch die klassische SPM-
Registrierung zur TPM und wurde sp•ater durch die Dartel-Registrierung (Ashburner,
2007) mit vordefiniertem Dartel-Template ersetzt, um eine vollautomatische Nutzung
zu erm•oglichen. Das Dartel-Template wurde mit Hilfe der Dartel-Templateerzeugung
erstellt und basierte auf den affin normalisierten VBM8-Segmentierungen von 550
gesunderen Personen im Alter von 20 bis 86 Jahren des IXI Datensatzes. Die
Rauschkorrekturen, die AMAP-Segmentierung und die Dartel-Registrierung erlaub-
ten bereits eine deutlich stabilere, genauere und einfachere Vorverarbeitung als durch
die SPM-Segmentierung. In SPM12 wurde die Segmentierung gegen•uber SPM8
unter anderem durch eine genauere TPM, einen MRF-Filter und ein optimiertes
Skull-stripping verbessert, wovon auch VBM/CAT profitiert. Neben Dartel wurde die
Shooting-Registrierung (Ashburner u. Friston, 2011) eingef•uhrt, das mit weicheren
Deformationen akkuratere Registrierungen als Dartel erreicht.
Die Entwicklung der Oberfl•achenerzeugung bildete den historischen Ausgangspunkt
der Erweiterungen der voxelbasierten Vorverarbeitung. Sie erforderte die Unterschei-
dung der Grohirnhemisph•aren und das F•ullen von subkortikalen Strukturen und
Ventrikeln (Partitionierung; Dahnke u. a., 2011). Weitere Schwerpunkte lagen in
der Verbesserung und Stabilisierung der Segmentierungsresultate von VBM8, bei
der das bewehrte Konzept, der Nutzung initialer SPM-Routinen, beibehalten und
um weitere Hilfsroutinen erg•anzt wurde. Probleme in der VBM8-Segmentierung
•auerten sich bspw. bei stark atrophierten Gehirnen, grofl•achigen WMHs, starken
Inhomogenit•aten (L•usebrink u. a., 2013) und speziellen Protokollen mit atypischen
oder synthetischen Kontrasten, wie MT-, R1- oder MP2Rage-Sequenzen (Marques
u. a., 2010; Weiskopf u. a., 2013), die zu lokalen bis globalen Klassifikations- und
Normalisierungsfehlern f•uhrten (Abbildung 5.2). Einer der ersten Schritte stellte
daher die Entwicklung des GCUT Skull-stripping-Verfahren dar (Dahnke u. a., 2011),
das bereits Bestandteil von VBM8 wurde und sp•ater durch ein verbessertes Cleanup
erg•anzt wurde. Die bei der SPM-Verarbeitung verbliebenen Inhomogenit•aten f•uhrten
zu der Entwicklung einer maximumbasierten Biaskorrektur (Dahnke u. Gaser, 2013),
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CSF Überbestimmung
C Synth. Kontrast (MT)
Anschnitt
Inhomogenität








D Inhomogeneität E Sehr Jung
A  Atrophie
F Registrierungsfehler 
Abbildung 5.2: Im Laufe der Zeit zeigten sich verschiedene Probleme in der VBM8-
Verarbeitung. So traten bei stark atrophierten Gehirnen systematische U¨berbestimmungen
der WS auf (A), w¨ahrend bei besonders kontrastreichen T1-Protokollen (B) und synthetischen
Kontrasten (C; Weiskopf u. a., 2013) geh¨auft CSF-U¨berbestimmung zu beobachten waren.
Die unzureichende Korrektur starker Inhomogenit¨aten von Hochfeldscans fu¨hrte h¨aufig
zu ¨ahnlichen Fehlsegmentierungen, die auch fu¨r SPM und FSL beschrieben wurden (D;
Lu¨sebrink u. a., 2013). Bei Daten die von durchschnittlichen Erwachsenen abweichen, kam
es geh¨auft zu Fehlern beim Skull-stripping (E). Fehlklassifikationen k¨onnen dabei schwere
Registrierungsfehler ausl¨osen, wie bspw. bei groß f¨lachigen altersspezifischen WMHs (F).
die sp¨ater um weitere Gewebeklassen erg¨anzt und zur lokal adaptive Segmentierung
(LAS) weiterentwickelt wurde (Dahnke u. a., 2012). Eine wesentliche Ursache von
Skull-stripping und Biaskorrekturproblemen zeigte sich aber erst sp¨ater und lag
in einer schlechten initialen affinen Registrierung, die bei starken Inhomogenit¨aten
Bereiche mit geringem Signalpegel unberu¨cksichtigt blieben und eine fehlerhafte
SPM-Vorverarbeitung nach sich zog. Das Skull-stripping und die maximumbasierte
Biaskorrektur wurde daher zu einer affinen Vorverarbeitung (APP: engl. affine
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preprocessing) weiter entwickelt. Da APP vor der regul•aren Verarbeitung erfolgt, ist
es besonders herausfordernd, da noch wenig •uber das Bild bekannt ist, und gleich-
zeitig extrem kritisch, da Fehler weitreichende Konsequenzen haben. Neben Dartel
wurde eine optimierte Variante des Shooting-Verfahrens entwickelt und integriert.
Dar•uber hinaus wurde die Verarbeitung anderer Spezies erm•oglicht (Franke u. a.,
2017), die Verarbeitung auf T2/PD Gewichtung erweitert (noch in der Entwicklung
und nur partiell validiert) und um eine Vielzahl kleinerer Verwaltungsfunktionen
erg•anzt (Verarbeitungsreport, XML-Parameterausgabe, Bildqualit•atsbestimmung,
automatische Interpolation). Weitere Schwerpunkte der Softwareentwicklung bilde-
ten die Integration der oberfl•achen- und regionsbasierten Vorverarbeitung. Diese
umfassenden Erweiterungen spiegelten sich auch in der Umbenennung von VBM12
zur Computational Anatomy Toolbox (CAT) wieder. Im Folgenden werden die
Kernroutinen der voxelbasierten Vorverarbeitung von CAT vorgestellt und anhand
simulierter und realer Daten zu FreeSurfer, FSL, VBM8 und SPM12 verglichen.
5.2 Methoden
Um die Genauigkeit und Stabilit•at der Verarbeitung verbessern zu k•onnen, wur-
de eine Reihe neuer Hilfsverfahren entwickelt, deren konzeptioneller Ansatz im
Abschnitt 5.2.1 vorgestellt wird und deren formale Beschreibung anschlieend
in Abschnitt 5.2.2 grob und in Abschnitt 5.2.3 detailliert erfolgt. Eine alterna-
tive Pipeline, die nur die SPM-Vorverarbeitung nutzt, wird in Abschnitt 5.2.4
beschrieben und illustriert die Bedeutung der Segmentierungsqualit•at f•ur die an-
schlieende ober•achenbasierte Vorverarbeitung. Am Ende wird das Validierungs-
und Evalutionskonzept vorgestellt (Abschnitt 5.2.5).
5.2.1 Konzept
Bei den meisten Verfahren stehen ausgew•ahlte Kontrollparameter dem (erfahrenen)
Nutzer via GUI zur Verf•ugung, um Feinanpassungen bei speziellen Protokollen zu
erm•oglichen. Viele CAT-Parameter wurden daher anfangs als kontinuierliche Gr•oe
deniert. Im sp•ateren Verlauf zeigte sich allerdings, dass eine geringere Anzahl von
drei bis f•unf Stufen sowohl f•ur Anwender, als auch Entwickler sinnvoller ist, da
•Anderungen oftmals nur schwer abgesch•atzt und getestet werden k•onnen und somit
praktisch kaum nutzbar sind. Die Parameter sind daher zwar kontinuierlich von 0
(keine Modikation) bis 1 (starke Modikation) deniert, werden aber •uber die
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GUI diskret belegt und steuern weitere Teilparameter. Zur Wahrung der •Ubersicht
wurden die drei Nutzerstufen Default, Expert und Developer eingef•uhrt, bei denen
zunehmend mehr Parameter und Funktionen zug•anglich sind (Abbildung 5.3).
Dadurch konnten Parameter, die selten erforderlich oder noch in der Entwicklung
sind, f•ur Standardnutzer ausgeblendet werden, w•ahrend sie weiterhin f•ur Experten
und Entwickler verf•ugbar sind. Die Parameterdatei cat defaults.m beinhaltet dabei
die Standardwerte aller Parameter mit denen die GUI initialisiert wird.
Abbildung 5.3: •Ubersicht •uber die CAT-GUI (A) mit den jeweiligen Ansichten des
Segmentierungsbatches in dem verschiedenen Nutzermodi mit zunehmender Anzahl an Kontroll-
parametern (B bis D).
5.2.2 Gesamtverfahren
Bei der voxelbasierten Vorverarbeitung in CAT werden schrittweise St•orungen ent-
fernt, Gewebebereiche und Registrierungsparameter bestimmt und als Volumenbilder
in verschiedenen R•aumen ausgegeben. Die wesentlichen Arbeitsschritte, Datenstr•ome
und Parameter sind im Flussdiagramm 5.4 abgebildet und werden im Folgenden
grob und im Abschnitt 5.2.3 detailliert vorgestellt.
Der erste Arbeitsschritt besteht in der SANLM-Rauschkorrektur, die weitgehend
unabh•angig von anderen Bildst•orungen arbeitet. Die St•arke des Filters wird durch
den NCstr Parameter gesteuert, der per Default auf -inf gesetzt ist und damit eine
weitere automatische Anpassung der lokalen Filterst•arke vornimmt (siehe 5.2.3.A -
Rauschkorrektur). Im Anschluss an die Rauschkorrektur erfolgt eine Interpolation bei
ung•unstigen Aufl•osungen, die •uber den REStype und RESval Parameter kontrolliert
wird und ab der Nutzerstufe Expert in der GUI sichtbar ist (siehe 5.2.3.B - In-
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terpolation). Da die affine Registrierung anf•allig gegen•uber einem zuvor erfolgtem
Skull-stripping oder starken Inhomogenit•aten ist, nutzt CAT im Falle von Daten
ohne Sch•adel eine angepasste TPM. Zur Reduktion von Inhomogenit•aten wurde die
affine Vorverarbeitung (APP: engl. affine preprocessing) eingef•uhrt, die •uber den
APP-Parameter eine Korrektur durch verschiedene eigenst•andige Verfahren erlaubt
(siehe 5.2.3.C - Affine Vorverarbeitung (APP)).
Nach der affinen Registrierung erfolgt der erste SPM-Vorverarbeitungsabschnitt,
der Segmentierungsparameter anhand einer TPM bestimmt und diese im zwei-
ten SPM-Vorverarbeitungsabschnitt nutzt, um eine erste Inhomogenit•atskorrektur,
Gewebeklassifikation und nichtlineare Registrierung durchzuf•uhren (Ashburner u.
Friston, 2005). W•ahrend bei VBM8 nach der SPM-Vorverarbeitung unmittelbar ein
einfaches morphologisches Skull-stripping und die AMAP-Segmentierung folgten,
wurden in CAT eine Reihe von zus•atzlichen Schritten integriert, um die Intensit•a-
ten der Inputdaten f•ur den AMAP-Algorithmus zu optimieren. Direkt nach der
SPM-Vorverarbeitung wird ein vorl•aufiges Skull-stripping und eine globale und lokale
Intensit•atsnormalisierung anhand der Gewebeklassifikation durchgef•uhrt (siehe 5.2.3.F -
Lokale Intensit•atsnormalisierung (LAS)), die eine gleichm•aige Rauschkorrektur bei
unterschiedlichen Kontrasten gew•ahrleistet und •uber den LASstr Parameter kontrolliert
wird. Auch werden verschiedene Regionen des CAT-Atlanten, WMHs und Blutgef•ae
klassifiziert (siehe Abschnitt 5.2.3.G - Partitionierung). Die Korrektur von WMHs
ist aktuell noch in der Testphase und wird regul•ar nur tempor•ar zur Registrierung
genutzt. Sie wird •uber den WMHC (0 = keine Korrektur, 1 = tempor•are Korrektur; nur
f•ur die Normalisierung; default, und 2 = persistente Korrektur) und den WMHCstr
Parameter kontrolliert. Anhand der lokal-korrigierten Bilddaten und den zus•atzlichen
regionalen Informationen erfolgt das finale GCUT-Skull-stripping (Abschnitt 5.2.3.H -
Skull-Stripping (GCUT)), dessen St•arke durch den GCUTstr Parameter reguliert wird.
Im Anschluss erfolgt die klassische AMAP-Segmentierung, deren interne Parameter im
Vergleich zu VBM8 nur leicht modifiziert wurden (siehe 5.2.3.I - Gewebeklassifikation).
•Ahnlich wie bei SPM und VBM8 kann die finale Segmentierung durch ein sogenanntes
Cleanup verbessert werden. Im Gegensatz zum bisherigen Cleanup, werden zus•atzliche
regionale Informationen genutzt, um gezieltere regionale Korrekturen zu erm•oglichen,
die durch den cleanupstr Parameter gesteuert werden (siehe auch 5.2.3.J - Finale
Optimierungen (Cleanup)). Die fertige Segmentierung erlaubt nun die Durchf•uhrung
der nichtlinearen Registrierung, die •uber den REGstr Parameter gesteuert wird (siehe
auch 5.2.3). Neben Dartel steht in CAT auch das Nachfolgeverfahren Shooting zur
Verf•ugung, das bessere Registrierung mit •ahnlicher Genauigkeit aber geringeren und
weicheren Deformation erzielt (Ashburner u. Friston, 2011). CAT liefert sowohl f•ur
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Abbildung 5.4: Flussdiagramm der CAT-Vorverarbeitung: Nach der initialen SANLM-
Rauschkorrektur und der Interpolation auf die Mindestauf¨losung erfolgt die affi ne Vor-
verarbeitung (APP: engl. affine preprocessing), die besonders bei starken Inhomogenit¨aten
hilfreich ist, um eine stabile Ausgangsbasis fu¨r die SPM-Vorverarbeitung zu schaffen. Die
initiale Segmentierung, Inhomogenit¨atskorrektur und Registrierung von SPM wird anschlie-
ß end genutzt, um eine globale und lokale Intensit¨atsnormalisierung durchzufu¨hren (LAS).
Anschließ end werden anhand eines individualisierten Atlas-Datensatzes verschiedene Regio-
nen, Blutgef¨aß e und WMHs bestimmt (Partitionierung) und das Skull-stripping verfeinert
(GCUT). Die korrigierte Karte wird als Input der AMAP-Gewebeklassifikation genutzt,
an die sich das u¨berarbeitete Cleanup anschließ t. Die finale Segmentierung wird fu¨r die
Registrierung durch Dartel bzw. (optimiertes) Shooting auf das IXI555-Template genutzt.
Die Resultate der Segmentierung k¨onnen gespeichert werden, zur Bestimmung regionaler
Kennzahlen (RBM) oder zur Oberf¨lachenverarbeitung genutzt werden.
5.2. METHODEN 89
Dartel als auch Shooting das IXI555 Template und weitere Atlanten im MNI-Raum mit.
Es ist in der Anwendung einfacher und vergleichbarer als spezielle Gruppentemplates,
die Deformation kann aber systematische Gruppenunterschiede beinhalten (Wilke,
2018).
Im Anschluss an die Registrierung werden die Volumendatens¨atze im gewu¨nschten
Raum exportiert. Die Ausgabe erfolgt (i) im Individualraum zur individuellen
Analyse, (ii) im affin bzw. rigide normalisierten Raum fu¨r die Dartel/Shooting
Templateerzeugung (Ashburner, 2007; Ashburner u. Friston, 2011) oder spezielle
Analysen (Franke u. a., 2010; Vickery u. a., 2018), oder (iii) im (modulierten
nichtlinear-normalisierten MNI-Raum, wo ein Groß teil der Analysen erfolgt. An-
schließ end wird die Bildqualit¨at der Ausgangsdaten bestimmt, um problematische
Datens¨atze erkennen zu k¨onnen (Kapitel 6). Verarbeitungsparameter und globale
Resultate und Kennwerte werden im XML-Format gespeichert. Die CAT-Toolbox
beinhaltet verschiedene optimierte Volumenatlanten fu¨r Standardnutzer (Abbildung
5.5): (i) Neuromorphometrics1, (ii) LPBA40 (Shattuck u. a., 2008) und (iii) Hammers
(Hammers u. a., 2003); und vier weitere f¨ur Experten: (i) Mori (Mori u. a., 2005),





Abbildung 5.5: Gezeigt sind die Oberfl¨achenprojektionen der f¨ur das IXI555-Template optimier-
ten Atlanten: (A) Hammers (Hammers u. a., 2003), (B) LPBA40 (Shattuck u. a., 2008) und
(C) Neuromorphometrics1 anhand der Dartel- (rechts) und der FreeSurfer Average-Oberfl¨ache
(links).
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Anatomy (Eickhoff u. a., 2005), die zur RBM genutzt werden k•onnen. Dabei wer-
den die Gewebeklassen durch Registrierung moduliert und in den MNI-Atlasraum
gebracht und die extrahierten Volumina als XML-Dateien exportiert. Am Ende werden
die Resultate der Verarbeitung in einem einseitigen CAT-Report zusammengefasst,
der auch m•ogliche Oberfl•achenresultate beinhaltet. Ein •ahnlicher Report wird zu
Diagnosezwecken bei Verarbeitungsfehlern erstellt (Abbildung 5.6).
Abbildung 5.6: Zusammenfassung der Verarbeitung durch als PDF-Report mit wesentlichen
Parametern und Kennwerten, wie Qualit•atsrating, individuelle Volumen und Dicke, dem
original Bild (links oben), der inhomogenit•atskorrigierten Variante (recht oben), der Segmen-
tierung (links unten) und ggf. der Ober•achenrekonstruktion mit kortikaler Dicke (rechts
unten). Gr•oere Versionen sind im Anhang als Abbildung A.5, A.6 und A.7 zu nden.
5.2.3 Verfahren im Detail
Bei neuen Verfahren werden Intensit•ats-, Distanz- und a posteriori-Informationen
genutzt und mit der ersten und zweiten Ableitung des intensit•atsnormalisierten Bildes
kombiniert, um bspw. Sulci und Gyri auch bei starken Bildst•orungen erkennen zu
k•onnen. Weiterhin werden vor allem morphologische Operationen, Regionswachstum,
Labeling- und Graph-cut-Verfahren genutzt, um Gewebe und Regionen weiter zu
optimieren. Aus Laufzeitgr•unden erfolgt in vielen Schritten eine Beschr•ankung bzw.




Im Laufe der Entwicklung von VBM8 (R354 vom 09.08.2010 bis R442 vom 25.07.2014)
wurde der ORNLM-Filter (Manjon u. a., 2008) bereits durch einen SANLM-Filter
(Manjon u. a., 2009) ersetzt, der unabh•angiger von Inhomogenit•aten arbeitet und eine
stabilere Sch•atzung des lokalen Rauschens erm•oglicht. Die NLM-Rauschkorrektur
tr•agt dabei wesentlich zur hohen Stabilit•at von VBM8 bei. Da einige Protokolle keine
Riccian-Rauschverteilung aufwiesen, wurde auf das einfachere Standardrauschmo-
dell der Methode umgestellt. Ein weiteres Problem zeigte sich bei hochaufgel•osten
MRT-Bildern mit weicheren Kanten•uberg•angen durch parallele Bildgebung, interne
Interpolation oder Beschr•ankungen des Frequenzbereichs w•ahrend der Akquisition,
bei denen der NLM-Filter oft nicht seine volle Wirkung entfalten konnte. Da die
Filterst•arke •uber die Signalst•arke definiert wurde, fielen Korrekturen bei unterdurch-
schnittlichem Gewebekontrast deutlich schw•acher aus, w•ahrend bei kontrastreichen
Daten zu starke Korrekturen erfolgten. Es wurden daher vier Anpassungen vorge-
nommen, die (i) eine zus•atzliche Filterung bei niedrigeren Aufl•osungen, (ii) eine
lokale Filterst•arkenadaption, (iii) eine iterative Anwendung und (iv) eine Intensit•ats-
normalisierung umfassen.
(i) Au•osungsadaption: Die zus•atzliche Filterung geringerer Au•osungsstufen wird
nur bei Bildern mit Au•osungen unter 0,8 mm angewandt, indem die Au•osung
durch Voxelmittelung halbiert wird. Dabei werden zwei reduzierte Bilder mit
geradem und ungeradem Startpunkt generiert und regul•ar NLM-geltert. Die
Korrektur wird als Dierenz zwischen ungeltertem und geltertem Bild bestimmt,
per Voxelwiederholung interpoliert und auf das Original angewandt.
(ii) Filterst•arkenadaption: Um eine bessere lokale Anpassung der Filterst•arke
zu erreichen, wird ein durchschnittlicher lokaler Korrekturfaktor ermittelt der
die Filterst•arke lokal moduliert. Die Parameter wurden anhand des BWP mit
0 % Rauschen (minimale Filterwirkung) und 9 % Rauschen (maximale Filterwir-
kung) deniert.
(iii) Iteration: Die Iteration wird anhand der globalen Korrekturrate bestimmt
und nur bei •Anderungen von mehr als 5 % durchgef•uhrt.
(iv) Kontrastadaption: Um eine unverf•alschte Korrektur bei unterschiedlichen
Gewebekontrasten zu erreichen, wurde eine separate Korrektur anhand eines
intensit•atsnormalisierten Bildes durchgef•uhrt. Die Intensit•atstransformation erfor-
dert inhomogenit•atskorrierten Daten und die Informationen einer Segmentierung.
Sie wurde daher in CAT nach dem LAS-Verfahren integriert und beinhaltet auch
92 KAPITEL 5. VOXELBASIERTE VORVERARBEITUNG IN CAT
eine R•ucktransformation zur Originalintensit•at.
Die Korrekturen (i) bis (iv) wurden im ISARNLM (engl. iterative spatial adaptive
multi-resolution NLM filter) zusammengefat. Da die aufl•osungsadaptive Filterung
f•ur die meisten Daten zu stark ist und dort auch wichtige anatomische Informationen
entfernt, ist der Filter nur f•ur Experten zug•anglich. Die lokale Adaption und Nutzung
der Intensit•atsnormalisierung wurde allerdings auf den regul•ar genutzten SANLM
•ubertragen. Die iterative Anwendung erfolgt dabei implizit, da der Filter nach der
Intensit•atsnormierung erneut aufgerufen wird. Die Kontrastadaption ist im Rahmen
der CAT-Segmentierung verwirklicht.
B - Interpolation
Die Interpolation von Bildern mit stark anisotropen2 oder geringen Aufl•osungen
(>1,5 mm) erlaubt eine Stabilisierung der Verarbeitung, da einige Verfahren stark von
der Voxelaufl•osung abh•angen wie morphologische Operationen. Die Interpolation erfolgt
nach der Rauschkorrektur, da sonst der NLM-Filter beeintr•achtigt wird. •Uber die
REStype- und RESval-Parameter kann definiert werden ob, ab wann und bis zu welcher
Aufl•osung interpoliert wird. Der REStype Parameter erlaubt drei Zust•ande native, fixed
und best. Bei native erfolgt die Verarbeitung in der Originalaufl•osung ohne Interpolation,
wobei der RESval Parameter wirkungslos ist. Bei fixed wird die Aufl•osung auf den
ersten RESval Parameter interpoliert, sobald Nativ- und Zielaufl•osung nicht im durch
RESval spezifizierten Bereich sind, w•ahrend bei best die Interpolationsaufl•osung
zus•atzlich durch die minimale Voxelaufl•osung beschr•ankt ist. Der RESval Parameter
besteht aus zwei Werten, von denen der erste die Ziel- oder Grenzaufl•osung darstellt,
w•ahrend der zweite einen Toleranzbereich zwischen RESval(2)(1) RESval(2) und
RESval(1) + RESval(2) definiert, in dem keine Interpolation erfolgt, um geringf•ugige
Interpolationen und damit verbundene Fehler zu vermeiden. Beispiele sind in Tabelle 5.1
aufgelistet. Als Standard ist best mit RESval = [0;5 0;3] definiert, sodass die Aufl•osung
auf die bestm•ogliche native Aufl•osung bis 0,5 mm interpoliert wird, sobald die Aufl•osung
mehr als 0,3 mm vom bestm•oglichen nativen Wert abweicht.
C - Ane Vorverarbeitung (APP)
Im Rahmen der Entwicklung hat sich gezeigt, das viele Verarbeitungsprobleme auf
eine fehlerhafte affine Registrierung zur•uckgef•uhrt werden k•onnen. Bei ung•unstiger
2 2=3  Schichtdicke < Schichtaufl•osung < 1;5  Schichtdicke
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Tabelle 5.1: Parameter und resultierende Au•osung der Interpolation in CAT.
REStype RESval native Auflo¨sung interne Auflo¨sung
native - 0,95 0,95 1,05 0,95 0,95 1,05
native - 0,45 0,45 1,70 0,45 0,45 1,70
best 1,00 0,10 0,95 1,05 1,25 0,95 1,00 1,00
best 1,00 0,10 0,45 0,45 1,50 0,45 0,45 1,00
best 0,75 0,10 0,45 0,45 1,50 0,45 0,45 0,75
best 0,75 0,10 0,45 0,45 0,80 0,45 0,45 0,80
best 0,00 0,10 0,45 0,45 1,50 0,45 0,45 0,45
fixed 1,00 0,10 0,45 0,45 1,70 1,00 1,00 1,00
fixed 1,00 0,10 0,95 1,05 1,25 0,95 1,05 1,00
fixed 1,00 0,02 0,95 1,05 1,25 1,00 1,00 1,00
fixed 1,00 0,10 0,95 1,05 1,25 0,95 1,05 1,00
fixed 0,75 0,10 0,75 0,95 1,25 0,75 0,75 0,75
affiner Initialisierung passt die TPM oft nicht gut zum individuellen Datensatz und es
kommt zu systematischen Fehlern. Diese •auerten sich allerdings oft erst sp•ater in der
Verarbeitung, bspw. als Fehler in der Inhomogenit•atskorrektur und Segmentierung.
Um eine stabilere Initialisierung zu erreichen, wurde in VBM8 eine mehrstufige affine
Registrierung genutzt, die sich als relativ anf•allig gegen•uber starken Inhomogenit•aten
und ung•unstige Intensit•atsverteilungen erwies. Um dieses Problem zu reduzieren, wurde
eine zus•atzliche rudiment•are Inhomogenit•atskorrektur integriert, die ohne zus•atzliches
Vorwissen auskommt. Im Expertenmodus stehen verschiedene Ans•atze von APP zur
Auswahl, die in Zukunft zusammengef•uhrt bzw. reduziert werden sollen:
 rough (APP 1070): Bei der rough-Korrektur wird die mittlere Intensit•at
grofl•achiger Gewebebereiche erfasst und zur Bestimmung einer tieffrequenten
Korrektur genutzt (Dahnke u. Gaser, 2013). Zur Reduktion des PVE wird ein
Maximumfilter im Gewebebereich angewandt. Anschlieend werden die Werte
auerhalb der Maske mit Hilfe von Abstandskarten und einem Laplace-Filter
approximiert, was ausf•uhrlich unter Abschnitt 5.2.3.F beschrieben wird.
 rough (new): Da die Nutzung eines Maximumfilters bei PD/T2 Kontrast
eher zu einer Verschlechterung f•uhrte, wurde die Intensit•at und die Inhomogeni-
t•at im Bereich von WS und Bildhintergrund grob bestimmt. F•allt die Intensit•at
der WS dabei deutlich h•oher aus als die mittlere Gewebeintensit•at liegt ein
T1-Kontrast vor, andernfalls ein PD/T2-Kontrast. Liegt ein PD/T2-Kontrast
vor, so wird die gleiche Funktion mit einem invertierten Bild aufgerufen und das
korrigierte Bild erneut invertiert. Konnte die Varianz im vermutlichen Bereich
der WS und des Bildhintergrundes nicht reduziert werden, erfolgt die Nutzung
des urspr•unglichen Bildes.
 fine (new): Die fine (new)-Funktion baut auf den Korrekturen von rough
(new) auf. Sie projiziert eine Hirnmaske in den Individualraum verfeinert diese
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mittels Regionswachstum und morphologische Operation, •ahnlich wie beim
GCUT-Skull-stripping. Anschlieend wird eine grobe Segmentierung erstellt, die
f•ur die Inhomogenit•atskorrektur genutzt wird. Neben CSF, GS und WS werden
kantenfreie Bereiche des Sch•adels mit einer Intensit•at gr•oer als CSF und kleiner
als WS auf die mittlere Intensit•at in N•ahe der Hirnmaske genutzt.
 light: Eine alternative Vorverarbeitung kann durch eine iterative SPM-
Vorverarbeitung mit Anfangs geringerer Au•osung und h•oheren Filterst•arken
(geringer Korrektur) erfolgen, die schrittweise erh•oht werden.
 heavy: Ausgehend von der iterativen SPM-Korrektur besteht die M•oglich-
keit ein Verfahren •ahnlich dem APPnal anzuwenden, dass eine optimierte
SPM-Segmentierung zur Sch•atzung und Korrektur des Biasfeldes nutzt.
Eine modizierte Version von APP wird auch in der longitudinalen Vorverarbeitung
verwendet.
D - SPM-Vorverarbeitung
Nach dem APP-Verfahren erfolgt die initiale SPM-Vorverarbeitung mit nichtlinearer
Registrierung und Gewebeklassifikation, die durch kleinere Anpassungen der Segment-
ierung und des Skull-stripping erg•anzt wurde. Von den urspr•unglichen sieben SPM-
Parametern (affreg, biasfwhm, biasreg, ngaus, samp, TPM, warpreg) sind in CAT
nun affreg und TPM f•ur Standardnutzer direkt verf•ugbar, w•ahrend biasfwhm und
biasreg zu Vereinfachung zu einem neuen Parameter biasstr verkn•upft wurden.
biasreg = min(0;1; max(0;001;10 biasstr)) (5.1)
biasfwhm = min(90; max(30; 30 + 60  biasstr)) (5.2)
Der TPM-Parameter erlaubt die Wahl anderer TPMs z. B. f•ur Kinderdatens•atze
(Wilke, 2018). Um bei der Vorverarbeitung eine optimale Rechenzeit zu gew•ahrleisten,
sch•atzt SPM die Segmentierungs- und Registrierungsparameter bei einer geringe-
ren Aufl•osung, die •uber den samp-Parameter kontrolliert wird. Zur Anpassung an
spezielle Bildkontraste kann die Anzahl der Gaukurven pro Bildklasse von 1 bis 7
durch den ngaus-Parameter modifiziert werden. SPM nutzt f•ur seine sechs Hauptge-
webeklassen (GS, WS, CSF, harte Kopfgewebe, weiche Kopfgewebe, Hintergrund)
ein bis vier Kurven ([1 1 2 3 4 2]). Die Unified segmentation arbeitet iterativ und
nutzt die gewonnenen Verbesserungen, um die Abbildung zwischen Individuum und
Template zu optimieren und damit wiederum genauere Informationen f•ur eine weitere
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Verbesserung zu erlangen. Der warpreg-Parameter kontrolliert dabei die Gl¨atte des
Deformationsfeldes. Neben dem Standardwert [0,001 0,1 0,5 0,1 0,2] wurden eine
Reihe anderer Kombinationen getestet.
E - Globale Intensit¨atsnormalisierung
Die Erstellung einer globalen Intensit¨atsnormalisierung gew¨ahrleistet eine leichtere
und stabilere Weiterverarbeitung. Dafu¨r wird, basierend auf der SPM-Segment-
ierung, die mittlere Gewebeintensit¨at bestimmt und eine lineare Modifikation der
Intensit¨aten des inhomogenit¨atskorrigierten Bildes vorgenommen (Abbildung 5.7 A;
Nyu´l u. Udupa, 2000; Shah u. a., 2011). Gerade bei schlechtem Kontrast hebt die
Intensit¨atsstreckung unkorrigiertes Rauschen hervor, das nun reduziert werden kann
(Abbildung 5.7 B). Um T2- und PD-Daten einfach verarbeiten zu k¨onnen, besteht
an dieser Stelle die M¨oglichkeit einen ku¨nstlichen T1-Kontrast zu erzeugen. Bei
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Abbildung 5.7: Adaption der Intensit¨atstransformation (Nyu´l u. Udupa, 2000) fu¨r 8 Klassen in
CAT (A). Die Intensit¨atsnormalisierung kontrastarmer Gewebe kann Rauschen hervorheben,
sodass eine weitere Rauschkorrektur sinnvoll ist.
F - Lokale Intensit¨atsnormalisierung (LAS)
Nach der Kompensation von Bildst¨orungen, kann die Korrektur von lokalen
Intensit¨atsunterschieden erfolgen. Dazu werden die Gewebeklassen mittels Kanten-
erkennung (Abschnitt 2.1.3), Abstandskarten und Atlas-Wissen verfeinert (Ab-
bildung 5.8 A1 und A2). Anhand der verfeinerten Segmentierung wird die lokale
Gewebeintensit¨at fu¨r WS, GS und CSF bestimmt (Abbildung 5.8 A3 und A4) und
intensit¨atstransformiert (Abbildung 5.8 B). Die Bestimmung von lokalen Intensi-
t¨atsunterschieden erfordert eine Reihe von optimierten Gewebemasken, um vor
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B Originalbild global normalisiert  lokal normalisiert
4) Approximation und Filterung
3) Erweitern von intensitätstransformierten Voxeln der GS- zum WS-Segment zur 
Stabilisierung der Approximation und lokale Filterung innerhalb des Segments.
2) Verfeinerte Gewebebereiche mit T1-Werten
1) SPM-Gewebebereiche mit T1-Werten
A   WS-Intensitätskarte GS-Intensitätskarte CSF-Intensitätskarte
BG CSF GS WS
Abbildung 5.8: Beispiel der lokalen Intensit•atsnormalisierung mit den Intensit•atskarten f•ur
CSF, GS und WS wichtiger Etappen (A). Als Grundlage dient eine Gewebeklassikation
(1), die um den PVE Bereich und anderer Regionen korrigiert (2) und erg•anzt wird (3).
Anschlieend werden die Intensit•aten in nichtdenierten Bereichen approximiert und geltert
(4). Anhand der Intensit•atskarten erfolgt anschlieend f•ur jeden Voxel des Originalbildes
(B links) eine lokale Intensit•atstransformation (B rechts), bei der Unterschiede zum global
intensit•atsnormalisierten Bild besonders in den Basalganglien hervorstechen (B Mitte).
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allem PVE-Voxel korrekt behandeln zu k•onnen. Dies erfordert auch die Nutzung
eines Atlanten und des IXI555-Gewebetemplates, um Bereiche wie das Kleinhirn
oder subkortikale Strukturen gezielt behandeln zu k•onnen. Kantenerkennung und
Skelettierung erlauben die Identikation von Gyri und Sulci. Die Nutzung eines
Maximumlters erm•oglicht dabei eine stabile Handhabung von PVE-Werten im
Grenzbereich der WS. Die Intensit•atswerte werden mit einem Diusionslter
im Maskenbereich gegl•attet, um anschlieend eine Approximation der Nichtmas-
kenwerte durchzuf•uhren. Daf•ur wird eine Pixelwiederholung mit anschlieender
Laplace-Filterung mit Dirichlet-Randbedingung f•ur den Nichtmaskenbereich ge-
nutzt. Die Karte wird abschlieend mit einem Laplace-Filter iterativ geltert bis
eine denierte Gl•atte erreicht wird. Die lokale Intensit•atskarte entspricht dabei
einer Inhomogenit•atskorrektur und gestattet eine nale Verfeinerung der anderen
Klassen, bevor deren lokale Intensit•atsbestimmung erfolgt. Abschlieend werden
die lokalen Intensit•atskarten genutzt, um eine lokale Intensit•atstransformation
durchzuf•uhren (Abbildung 5.8 B). Da die Intensit•atskarte der WS eine weitere
Reduktion der Inhomogenit•at unterst•utzt, wird diese auch zur Aktualisierung der
globalen Intensit•atsnormalisierung genutzt.
G - Partitionierung
F•ur die Ober•achenrekonstruktion ist die Nutzung eines Atlanten zur Hemisph•aren-
bestimmung und zum F•ullen subkortikaler Strukturen und der Hirnventrikel erfor-
derlich (Dale u. a., 1999; Fischl u. a., 1999a; Tosun u. a., 2004). F•ur die Verarbeitung
in CAT wurde dazu ein Atlas anhand der SPM-Registrierung auf das individuelle
Gehirn abgebildet und dort durch morphologische Operationen und Regionswachs-
tum an die individuelle Anatomie angepasst. Eine besondere Herausforderung stellt
die Erfassung der Hirnventrikel dar, die bei jungen Personen oft kaum sichtbar
sind, w•ahrend bei stark atrophierten Gehirnen die SPM-Registrierung oft nicht
ausreicht und das Regionswachstum bei d•unnen Grenzstrukturen fehleranf•allig ist
(Abbildung 5.9 1). In CAT dient Partitionierung auch der Erfassung irregul•arer
Gewebetypen, wie WMHs und Blutgef•ae, um so St•orungen in der regul•aren
Verarbeitung zu reduzieren (Dahnke u. a., 2014, 2011).
WMHs: Zur Erkennung von WMHs wurde der CAT-Atlasdatensatz eingesetzt,
um GS-Bereiche neben den Ventrikeln zu nden, die weder dem Neokortex noch
den subkortikalen Strukturen zugeordnet werden k•onnen und zus•atzlich in der
TPM eine hohe Wahrscheinlichkeit von WS aufweisen (siehe Abbildung 5.9).
Die Detektion der WMHs erfolgt durch den WMHC - und WMHSTR-Parameter.
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Die WMH-Bereiche sind vor allem zur (tempor¨aren) Korrektur der WS fu¨r die
Registrierung wichtig (WMHC -Parameter), da es sonst zu starken Fehldeforma-
tionen kommt, bei dem die vermeintliche GS Richtung Neokortex verschoben wird
(Abbildung 5.9).
Blutgef¨aß e: Die Intensit¨at von Blutgef¨aß en h¨angt stark vom MRT-Protokoll ab
und kann bei Werten ¨ahnlich oder h¨oher als der WS, in Verbindung mit dem PVE,
zu erheblichen Segmentierungsproblemen fu¨hren. Die SPM-Gewebeklassifikation,







WS Hyperintensitäten (WMHs) 
Blutgefäße / Schädelgewebe
4) Finales Regionswachstum und Seitenzuweisung
3) Regionswachstum und Ventrikelsegmentierung (Flaschenhalsverfahren)
2) Initialisierung primärer Strukturen und Regionen
1) Atlas Registration durch SPM Unied Segmenation Registrierung (nichtlinear)
 Person1 (jung)  Person 2 (mittelalt) Person 3 (alt)
WMHs
Ventrikel
Abbildung 5.9: Die Partitionierung passt den nichtlinear-normalisierten Atlas weiter an das
individuelle Gehirn an. Dazu werden verschiedene Bereiche mit unterschiedlichen Intensit¨ats-
bereichen initialisiert und anschließ end durch Regionswachstum erweitert und abschließ end
in die Kopfseiten gegliedert.
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hochintensive Blutgef•ae zu erfassen und sp•ater zu korrigieren. Die St•arke der
Blutgef•aklassikation kann durch den BVCSTR-Parameter angepasst werden.
Die Korrektur von WMHs und Blutgef•aen ist noch experimentell, da noch keine
ausreichende Validierungsgrundlage vorliegt.
Zum Abschluss der Partitionierung erfolgt die Zuweisung der K•orperseite, bei
der ein Volumen mit Seitenzuweisung ohne zentralen Bereich initialisiert wird.
Anschlieend wird ein Flaschenhalsverfahren innerhalb der WS verwendet, bei
dem ein Potenzialfeld zwischen den Seiten bestimmt wird, das eine kontinuier-
liche, glatte Schnittgrenze an den schmalsten Stellen erm•oglicht (Mangin u. a.,
1996). Die WMHC -, WMHSTR- und BVCSTR-Parameter sind nur f•ur Experten
zug•anglich.
H - Skull-Stripping (GCUT)
Nach der Partitionierung erfolgt die Verfeinerung des Skull-stripping , das auf
dem intensit•atsnormalisierten Bild Ym als Regionswachstum ausgehend vom WS-
Segment durchgef•uhrt wird (Abbildung 5.10). Zur Stabilisierung erfolgt der Prozess
in drei Stufen: (i) im GS-WS-Bereich (SEG> 2), (ii) bis zur Grenze zwischen CSF
und GS (SEG> 1,5) und (c) dem Intensit•atsbereich der CSF und des Bildhinter-
grundes (SEG> 0,5). Die Zwischenmasken werden dabei durch morphologische
Operation stabilisiert. Dabei wurde das Schlieen gr•oerer L•ocher durch eine
Kombination aus Schlieen und Labeling optimiert, bei der erst n Dilatationen
erfolgen, anschlieend alle unverbundenen Hintergrundbereiche entfernt, um dann
die Operation durch n Erosion abzuschlieen. Ein weiterer wichtiger Aspekt be-
steht in der gesonderten Ber•ucksichtigung des Kleinhirns, da die feinen Strukturen
eine groz•ugigere Initialisierung als beim Grohirn erfordern. Die St•arke des Skull-
stripping wird von dem GCUTSTR-Parameter modiziert, der die Schwellwerte,
die Maximaldistanz, das Regionswachstum und die Weite der morphologischen
Operationen regelt, wobei kleinere Werte f•ur weitere/weiche und gr•oere Werte
f•ur engere/harte Masken sorgen.
I - Gewebeklassikation
Die lokal-intensit•atsnormalisierte Karte des Gehirns und die bisherige Segmentierung
wird als Input f•ur den AMAP-Algorithmus genutzt, der schon in VBM8 verwendet
wurde und eine PVE-Klassifikation der Gewebe erlaubt (Tohka u. a., 2004). Auf-
grund der starken Vorverarbeitung des Inputs wurde die Inhomogenit•atskorrektur
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1) Initialisierung der Maske anhand der WS und Ventrikel
 Person 1 (jung)  Person 2 (mittelalt) Person 3 (alt)
2) GS-WS Regionswachstum
3) CSF-GS Regionswachstum
4) CSF Regionswachstum, nales Füllen und Glätten
Abbildung 5.10: Das Skull-stripping nutzt eine grobe Hirnmaske zur Initialisierung der WS
und der Hirnventrikel als kantenfreier, zusammenh¨angender Intensit¨atsbereich. Anschließ end
erfolgt ein mehrstufiges Regionswachstum, das jeweils durch morphologische Operation
gegl¨attet wird. Das Skull-stripping ist besonders bei sehr jungen bzw. ¨alteren Personen
anspruchsvoll, da hier der WS Bereich oft sehr schmal ausf¨allt. Bei jungen Personen ist
weiterhin das GS-Regionswachstum fehleranf¨allig, w¨ahrend das CSF-Regionswachstum in
allen Altersbereichen herausfordernd ist, da die Intensit¨atsbasierte Unterscheidung zwischen
CSF und Bildhintergrund stark vom Protokoll abh¨angt und durch Rauschen oder Artefakte
betroffen ist.
des AMAP reduziert. Da die lokale Unterteilung des AMAP bei Teilvolumen mit
unvollst¨andigen Gewebeklassen zu Problemen bei hohen Aufl¨osungen fu¨hrte, wurde
eine aufl¨osungsadaptive Anpassung definiert, sodass die Teilvolumina aufl¨osungsinva-
rianter sind und ca. 1,63 cm3 umfassen. Weiterhin wurde eine dynamische Regulation
des integrierten MRF-Filters eingefu¨hrt, der durch das verbliebene Rauschen des
erodierten WS-Segment mit Werten im Bereich 0 bis 0,15 definiert wird, wobei 0,15
der urspru¨ngliche Standardwert in VBM8 war.
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J - Finale Optimierungen (Cleanup)
Bei der Gewebeklassikation verbleiben oftmals feine Strukturen von Hirnh•auten
und •Uberreste von Blutgef•aen, die besonders bei der Dickebestimmung und Ober-
•achengenerierung st•oren. Um diese zu entfernen wurde eine modizierte Version
des SPM-Cleanup-Verfahrens entwickelt, dass morphologische Operationen und
Gaulter nutzt, um regionale atlasbasierte Korrekturen vorzunehmen und davon
ausgeht, dass kortikale Strukturen nicht beliebig d•unn sind (Abbildung 5.11). Zur
Vermeidung von Fehlkorrekturen wurde das neue Cleanup auf prim•ar betroene
Regionen beschr•ankt, die sich in Sch•adeln•ahe, im Bereich zwischen den Hemi-
sph•aren und in der N•ahe des Kleinhirns, benden. Die St•arke der Korrektur wird
dabei durch den CLEANUPSTR-Parameter kontrolliert.
 Person 1 (jung) Person 2 (mittelalt) Person 2 (alt)
2) Vor dem Cleanup
1) Korrekturbereiche
3) Nach dem Cleanup
Abbildung 5.11: Finale Optimierung der Segmentierung durch regional beschr•ankte morpho-
logische Operation und Gaulter.
K - Registrierung
Anhand der Gewebeklassifikation erfolgt die hochaufgel•oste, nichtlineare Registrierung
durch das Dartel oder das (neue optimierte) Shooting-Verfahren auf das zugeh•orige
IXI555-Template. F•ur die Registrierung wird die Segmentierung mit korrigierten WM-
Hs genutzt, um Fehldeformationen wie bei VBM8 zu vermeiden (Abbildung 5.2 F).
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Um den Registrierungsprozess weiter zu verbessern und gleichzeitig zu beschleunigen,
wurde das Shooting-Verfahren f•ur die speziellen Anforderungen in CAT optimiert.
Besonders bei starker Atrophie sind viele tieffrequente Deformationen zu den ersten
gering-deformierten Templates notwendig, die nicht die volle r•aumliche Aufl•osung
erfordern. Es wurde daher eine dynamische Anpassung der Berechnungsaufl•osung in-
tegriert. Diese erh•oht bei jeder Templatestufe schrittweise die Registrierungsaufl•osung
bis die finale Aufl•osung des Templates erreicht wird. Die dynamische Aufl•osungsan-
passung kommt vor allem bei h•oheren Templateaufl•osungen unter 1,5 mm positiv
zum Tragen, da nur die finalen, hochaufgel•osten Deformationen bei voller Aufl•osung
erfolgen m•ussen. Durch die Optimierung konnte die Iterationsanzahl auf 64 erh•oht,
der Anteil an tieffrequenten Deformationen ausgeweitet und ein dynamisches Ab-
bruchkriterium eingef•uhrt werden. Die Steuerung der Registrierung erfolgt •uber den
REGstr Parameter, der eine dynamische Anpassung der Genauigkeit erlaubt, aber
auch die Nutzung des originalen Verfahrens (REGstr = 4) oder von Dartel erm•oglicht
(REGstr = 0).
L - Weitere Verarbeitungsschritte
Im Anschluss an die Registrierung werden die Segmentkarten f•ur GS (p1*.nii), WS
(p2*.nii) und CSF (p3*.nii), das Labelbild (p0*.nii), die Transformation (iy*.nii,
y*.nii) und die Volumen•anderung (Jacobian Determinante; dt*.nii) im Individual-
raum, im linearen (affine w* affine.nii bzw. rigide w* rigide.nii) oder nichtlinearen
Templateraum gespeichert (w*.nii). Bei nichtlinearen Deformationen kann eine Mo-
dulation zur Ber•ucksichtigung der Volumen•anderungen erfolgen (wm*.nii), sodass
regionale Vergleiche individueller Gewebevolumina m•oglich sind. Weiterhin kann
eine regionsbasierte Morphometrie (RBM) durch regionale Volumenatlanten erfolgen,
indem die Gewebeklassen durch eine modulierte, nichtlineare Registrierung in den
Atlastemplateraum abgebildet werden. Dort werden die jeweiligen Merkmale regio-
nal erfasst und als XML-Datei exportiert. F•ur die oberfl•achenbasierte Verarbeitung
sind, neben der Segmentierung und den intensit•atsnormalisierten Karten, vor allem
die Regionszuweisungen der Partitionierung relevant, um Kleinhirn, Mittelhirn und
Hirnstamm zu entfernen, die Hirnventrikel und subkortikalen Strukturen zu f•ullen,
und zwischen den Hemisph•aren unterscheiden zu k•onnen.
Die Zusammenfassung der Ergebnisse erfolgt nutzerabh•angig und wurde um die
Resultate der Bildqualit•atsanalyse und globale Kennwerte erg•anzt. Die normalisierten
Resultatbilder des VBM8-Reports wurden durch affine normalisierte Bilder ersetzt,
deren Intensit•aten durch eine Falschfarbenausgabe hervorgehoben wird. Bei Nutzung
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der Oberfl•achenrekonstruktion erfolgt die Ausgabe der zentralen Oberfl•achen mit
kortikaler Dicke. Neben dem klassischen Report, wird nun auch im Falle eines Feh-
lers ein spezieller Report generiert, der die jeweilige Fehlermeldung und zus•atzliche
Vorverarbeitungsparameter, wie die Transformationsmatrix oder die Intensit•atswerte
der Gewebeklassen enth•alt und zur Fehlerdiagnostik genutzt werden kann. Auftreten-
de Fehler werden in einem Unterverzeichnis archiviert und k•onnen mit einer extra
Funktion zu einem E-Mail-Template zusammengefasst werden.
5.2.4 CAT-Verarbeitung von SPM-Segmentierungen
Einen Sonderfall stellt die Verarbeitung einer gegebenen SPM-Segmentierung dar,
bei der die Segmentierungsroutinen von CAT vollst•andig •ubergangen werden und
unmittelbar mit der Registrierung begonnen wird. Er erlaubt die Anwendung von
Dartel oder der (optimierten) Shooting Registrierung und der regions- und oberfl•a-
chenbasierten Verarbeitung. Der Sonderfall ist nur im Expertenmodus zug•anglich und
zielt auf den Test und Vergleich verschiedener Methoden, aber auch auf die Vorverar-
beitung von Kontrasten, die nicht von CAT segmentiert werden k•onnen. Aufgrund
der deutlichen Unterschiede k•onnen Resultate nicht mit regul•aren verarbeiteten CAT-
Ergebnisse gemischt werden (Abbildung 5.12). Dieser Sonderfall verdeutlich wieso
Abbildung 5.12: Da die CAT-Vorverarbeitung f•ur bestimmte Gewichtungen limitiert ist, wurde
eine alternative Verarbeitung f•ur SPM12 Segmentierungen erstellt, wie hier anhand des realen
BWP-Datensatzes demonstriert (A). Die Unterschiede der Segmentierungen (B) zeigen sich
deutlich in den rekonstruierten Oberfl•achen und Dickewerten (C), sodass Resultate beider
Pipelines nicht kombiniert werden k•onnen. Die geringere Sensitivit•at von SPM gegen•uber feinen
Strukturen f•uhrte zu einer deutlichen •Uberbestimmung in den betroffenen Regionen, wie bei
den gyralen Spitzen der WS im Bildausschnitt erkennbar ist (schwarze Vierecke).
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CAT eine aufwendigere und umfassendere Segmentierung besitzt. Die kontinuierliche
Struktur und Dicke des Neokortex offenbart dabei relativ schnell lokale Probleme der
Segmentierungen.
5.2.5 Validierung
Die korrekte Funktion der Segmentierung und Registrierung ist besonders wichtig,
da sie den Ausgangspunkt der oberfl•achenbasierten Datenverarbeitung darstellen.
Ihre Aufgabe besteht in der Erfassung und Anpassung von Bildeigenschaften und
der Anatomie. Die Bildeigenschaften sind durch das jeweilige MRT-Protokoll gegeben
und umfassen Aufl•osung, Gewichtung, Kontrast, Bildst•orungen, etc. und k•onnen
durch synthetische Phantome, wie das BWP, zum Teil systematisch getestet werden
(Aubert-Broche u. a., 2006a,b; Collins u. a., 1998). Anatomische Aspekte erfordern
die typische Bandbreite anatomischer Variationen, wie sie durch Alter, Geschlecht
oder Erkrankungen vorliegen und k•onnen nur anhand realer Daten gepr•uft werden.
Die Nutzung realer Daten ist daher unumg•anglich, um die Vielfalt der Anatomie und
realer Protokolle zu ber•ucksichtigen (Lerch u. Evans, 2005). Der wesentliche Nachteil
liegt allerdings darin, dass Bildparameter und anatomische Eigenschaften unbekannt
sind und erst in passender Form manuell durch Experten erfasst werden m•ussen, um
eine quantitative Auswertung zu erm•oglichen. Die Realdaten sollten dabei die Varianz
technischer, anatomischer und demographischer Parameter widerspiegeln und sowohl
Normal- als auch Sonderf•alle umfassen.
VBM8 entstand als Kombination etablierter Verfahren, wie der SPM-Unied
segmentation (Ashburner u. Friston, 2005), einem einfachen Skull-Stripping mit
wenigen morphologischen Operationen, einer klassischen AMAP-Segmentierung
und der Integration der Dartel Registrierung. Die VBM8-Verarbeitung wurde
anhand des BWP validiert und f•ur reale Daten visuell kontrolliert. Im Laufe der
Weiterentwicklung kristallisierten sich einige Datens•atze heraus, die besonders
deutlich auf •Anderungen der Vorverarbeitung reagierten und damit ideal zum
Testen waren. Die visuelle Auswertung wurde mit zunehmender Datenbankgr•oe
allerdings zu zeitaufwendig und lieferte nur unspezische Ergebnisse, sodass im
Verlauf des Jahres 2016 eine Goldstandard-Segmentierung zur kontinuierliche
Weiterentwicklung erstellt wurden.
F•ur den umfassenden Systemtest wurden 29 simulierte und 150 reale Daten-
s•atze ausgew•ahlt, deren Zusammensetzung und Erzeugung im Folgenden n•aher
beschrieben werden. Die Testdaten erlaubten auch den Vergleich verschiedener
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Revisionen, Verfahren (siehe Tabelle 5.2) und Parameter unter realen Bedin-
gungen und bilden die Grundlage der Parameteroptimierung und zuk•unftigen
Weiterentwicklung.
Tabelle 5.2: Versionen und Revisionen der evaluierten Segmentierungen.
Methode Revision Datum Bemerkung
FreeSurfer 6 2017-01-17
FSL 5 5.0.9 2015-10-05 Struktureller FSL-Vorverarbeitungsbatch
SPM8 R6906 2016-10-20 Alte SPM8-Segmentierungsroutine (old segment)
SPM12 R6906 2016-10-20 Aktuellen SPM-Unified segmentation
VBM8 R351 2010-08-09 Erste oziell verf•ugbare VBM8-Version
VBM8 R442 2014-07-25 Letzte verf•ugbare VBM8-Version mit optimiertem
Skull-stripping und Weiterentwicklung als VBM12
ab Release 440.
VBM12 R555 2014-01-10 Erweiterung um LAS, Partitionierung, QS, T2/PD
Verarbeitung und RBM
VBM12 R754 2015-10-18 Integration der Ober•achen, APP- und Primaten-
verarbeitung
CAT12 R916 2016-04-04 Erstes oziell verf•ugbares CAT-Release.
CAT12 R1207 2017-10-27
BWP
Die Validierung erfolgte anhand einer kleinen Auswahl von 29 BWP-Datens•atzen
mit variiertem Rauschen, Inhomogenit•at, Bildgewichtung und Au•osung (mit und
ohne Interpolation). Da beim BWP nur eine grobe Reduktion der Schichtau•osung
vorlag, wurden zus•atzliche Au•osungsstufen basierend auf den nalen Daten
durch Interpolation auf 0,5 mm und anschlieende Voxelmittelung erzeugt, um
Interpolationsartefakte zu vermeiden.
Realdatensatz mit manueller Segmentierung
Der Expertendatensatz enth•alt eine repr•asentative Auswahl von 150 realen MRT-
Bildern •oentlicher Datenbanken3 von Personen im Alter von 2 bis 88 Jahre
(49;29 25;76 Jahre) und einem Frauenanteil von 37 %. Eine systematische sta-
tistische Auswertung nach Parametern wie Alter oder Au•osung ist aufgrund
des repr•asentativen Charakters nicht sinnvoll, da anatomisch au•allige Scans
bevorzugt wurden, meist nur ein Scan pro Protokoll vorliegt und auch problema-
tische Protokolle enthalten sind. Der Goldstandard wurde manuell durch zwei
Experten4 erstellt. Dazu wurden zuvor Rauschen und Inhomogenit•at durch den
3 ADHD200, ADNI, AIBLE, INDI, IXI, NKI, NIHNBD, NISALS, OASIS, PPMI
4 Max Reinhardt, Robert Dahnke
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SANLM-Filter und die SPM-Vorverarbeitung reduziert. Anschließ end wurde die
mittlere Gewebeintensit¨at semi-automatisch bestimmt und zur Intensit¨atsnormie-
rung und Erstellung einer initialen Segmentierung genutzt. Weiterhin wurde im
hinteren Ventrikelbereich ein Schnittpunkt semi-automatisch definiert und dessen
drei Schnittebenen extrahiert. Die Segmentierung der drei Schnittebenen wurde
nun durch die Experten mit Hilfe der Slicer-Software5 korrigiert.
 Neuromorphometrics (GS-WS-Bereich) CAT-Validierungdaten
Abbildung 5.13: Auch bei Experten h¨angen die M¨oglichkeiten einer anatomisch akkuraten
manuellen Segmentierung stark von der Bildqualit¨at ab. Hochqualitative Daten (rechts)
erlauben dabei deutlich feinere manuelle Segmentierungen, die mit h¨oheren Anforderungen
an automatische Verfahren einhergehen. Die U¨bereinstimmung zwischen manueller und
automatischer Segmentierung sagt daher nur bedingt etwas u¨ber die wirkliche anatomische
Qualit¨at der Bilder und der Segmentierung aus. Ein schlechtes Bild kann dabei gute Kappa-
Werte haben ohne eine gute Klassifikation aufzuweisen, w¨ahrend ein sehr gutes Bild sogar
schlechtere Kappa-Werte als der Durchschnitt erhalten kann und dennoch eine akkuratere
anatomische Repr¨asentation besitzt.
5.3 Resultate
Der Vergleich verschiedener Versionen und anderer Verfahren zeigte erhebliche
Unterschiede auf, die in 5.3.1 anhand des BWP und der Realdaten vorgestellt
werden. Die detaillierte Analyse anhand des BWP erlaubte das systematische
Erfassen von Problemen, w¨ahrend die ausfu¨hrliche Analyse der Realdaten die
Detektion von Verarbeitungsfehlern anhand repr¨asentativer Einzelf¨alle erm¨oglichte.
Die Kombination beider Datens¨atze erlaubte die systematische Optimierung von
Kontrollparametern und wird in Abschnitt 5.3.2 vorgestellt. Anschließ end wird
das neue optimierte Shooting-Verfahren zum Original und zu Dartel verglichen
(Abschnitt 5.3.3) und die Gesamtlaufzeit der voxelbasierten Verarbeitung in
Abschnitt 5.3.4 kurz betrachtet.
5 Slicer: https://www.slicer.org/
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5.3.1 Verfahrens- und Versionsvergleich
Beim BWP schnitten alle getesteten Verfahren gut bis sehr gut ab (Abbildung 5.14).
FreeSurfer lieferte die stabilsten, aber auch mit Abstand ungenauesten Resultate aller
Verfahren. FSL wies mit die h¨ochste Varianz auf, erzielte allerdings auch deutlich
bessere Ergebnisse als FreeSurfer. SPM wurde besonders bei schlechter Bildqualit¨at
mit Version 12 deutlich stabiler. Bei VBM8 tru¨bten die PD/T2-Kontraste das sonst
sehr gute Resultat. Im Laufe der Entwicklung zu VBM12 und sp¨ater CAT konnten vor
allem die vielen Ausreiß er bei der Realdatenverarbeitung erheblich reduziert werden.
Bei Realdaten schnitten die meisten Verfahren etwas schlechter ab als beim BWP.
Vor allem gab es deutlich mehr Ausreiß er. Dabei gilt zu beru¨cksichtigen, dass alle
Daten repr¨asentative Anatomien und qualitativ akzeptable Protokolle darstellten.
FreeSurfer wies nun eine ¨ahnliche Varianz wie die anderen Verfahren auf, besaß aber
im Schnitt weiterhin die schlechteste Segmentierung. Besonders bei FSL und SPM8
gab es eine erhebliche Zahl an fehlgeschlagen Segmentierung, die in SPM12 deutlich
geringer waren. VBM8 wies zwar fast keine extreme Ausreiß er mit Kappa<0,6 auf,
allerdings war die Varianz deutlich h¨oher als bei SPM. Mit der Weiterentwicklung
zu VBM12, die mit Release 754 in CAT u¨berging, konnte die Stabilit¨at gegenu¨ber
VBM8 insgesamt deutlich verbessert werden.
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Abbildung 5.14: Gezeigt sind die Resultate von FreeSurfer (FS6), FSL5, SPM8 (S8), SPM12
(S12) und verschiedener VBM8 (V8#), VBM12 (V12#) und CAT-Revisionen (C#). Fast
alle Verfahren schnitten beim BWP minimal besser ab und wiesen weniger Varianz auf als
bei den realen Bildern. Besonders auf¨fallig sind die vielen extremen Ausreiß er von FSL5 und
SPM8 bei realen Daten. Sowohl bei SPM8/SPM12 also auch VBM8/VBM12/CAT konnte
die Qualit¨at schrittweise deutlich verbessert werden.
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BWP
Die Validierung anhand des BWP belegte die Rauschanf•alligkeit von FSL5, SPM8
und SPM12 (*pn9* ). Dies zeigte sich besonders in Verbindung mit negativer In-
homogenit•at, die mit einer reduzierten Signalst•arke einherging und den worst-case
darstellt (*WC* ). Der von SPM12 genutzte MRF-Filter erlaubte hier zwar leichte
Verbesserungen gegen•uber SPM8, blieb allerdings deutlich hinter den M•oglichkei-
ten des NLM-Filters von VBM und CAT zur•uck und f•uhrte vermutlich zu einer
•Uberfilterung bei geringer Aufl•osung (ab *vx250x250x250 ). Weiterhin erwiesen sich
Bilder ohne jegliches Rauschen (*pn0* ) f•ur SPM8 und besonders SPM12 als pro-
blematisch. Die simulierte Inhomogenit•at des BWP war wiederum f•ur keines der
getesteten Verfahren problematisch. Die Verarbeitung von PD und T2 Gewichtun-
gen stellte sich hingegen als deutlich schwieriger dar und ist auf einen geringeren
Kontrast zwischen den Geweben zur•uckzuf•uhren. FreeSurfer und FSL erlaubten
keine Berechnung, w•ahrend VBM8 zwar lief, die Zuweisung von CSF und WS aber
vertauscht war und sich Fehler beim Skull-stripping zeigten, wobei VBM8 nur f•ur
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Abbildung 5.15: Einzelresultate verschiedener Segmentierungsverfahren beim BWP-Datensatz,
auf die im Detail im Flietext eingegangen wird. Daten die nicht verarbeitet werden konnten,
sind wei markiert, w•ahrend eine inadequate Verarbeitung mit einem Kappa kleiner 0,7 mit
dunkelrot bis schwarz (Kappa = 0) dargestellt ist.
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und CAT zwar m•oglich, zeigte aber einen deutlichen Einbruch um Version 754
und 916. FreeSurfer 6 erwies sich zwar als extrem robust aber auch wenig akkurat.
Bei VBM12R555 ist auff•allig, dass schlechte Aufl•osungen nicht berechnet wurden,
da eine Beschr•ankung auf 2,5 mm definiert war. Auch bei CAT12R1001 erweisen
sich schwache Aufl•osungen und starkes Rauschen als problematisch.
Realdaten
Die Resultate der Realdaten sind detailliert in Abbildung 5.16 nach Projekt und Zen-
trum geordnet. Da die Scans einzelne Anatomien und Protokolle repr•asentieren und mit
Ausnahme von ADNI keine Protokollnormierung vorgenommen wurde, sind Ausreier
durchaus zu erwarten gewesen. Auch wenn nur Daten mit guter Bildqualit•at eines Pro-
tokolls genutzt wurden, wiesen einige Protokolle gerade noch akzeptable Eigenschaften
auf, die sich durch eine mangelhafte Verarbeitung fast aller Verfahren •auert und nur
durch die starke Nutzung von a posteriori Wissen verbessert werden konnte, wie bspw.
bei SPM12. Einige Bilder mit geringer Protokollqualit•at wurden zur Erg•anzung von
fMRT- und dMRT-Studien erfasst und sind nur bedingt zu sMRT-Auswertung geeignet.
Dennoch sollte eine akzeptable sMRT-Vorverarbeitung gew•ahrleistet werden, um eine
Registrierung und die Erstellung von Regions- und Gewebemasken zu erm•oglichen.
Ein weiteres Problem bestand darin, das hochqualitative Daten detailliertere ma-
nuelle Karte erlaubten, w•ahrend bei minderwertigen Bildern anatomische Details
weder von Mensch noch Maschine erkannt wurden. Die gr•oberen (manuellen und
maschinellen) Segmentierungen problematischer Bilder erreichten dabei bessere
Kappa-Ratings als die detaillierten Segmentierungen hochqualitativer Daten. Der
direkte Vergleich der Bild- und Verarbeitungsqualit•at anhand von Kappa ist daher
zwischen Bildern nicht m•oglich, der Vergleich verschiedener Verfahren anhand
eines Bildes hingegen schon. Eine systematische Schw•ache vieler Verfahren lag
in der inkorrekten Erfassung gro•achiger WMHs. Hier schnitt SPM durch den
Prior-Bezug h•aug besser als die anderen Verfahren ab.
Verglichen zum BWP erwies sich FreeSurfer mit einer Vielzahl an Ausreiern
bei nahezu allen Projekten als deutlich weniger robust. Auch bei FSL5, SPM8
und VBM8 lag eine Reihe von Ausreiern vor. Deutliche Verbesserungen waren
vor allem zwischen SPM12 und SPM8, und zwischen VBM8 und VBM12/CAT
zu beobachten. Beispielsegmentierung f•ur SPM8, SPM12, VBM8 und CAT sind
in Abbildung 5.17 zu nden. Dabei ist au•allig, dass vor allem VBM8 gegen-
•uber SPM extremere Resultate aufwies und die Verarbeitung entweder deutlich
besser oder schlechter als SPM ausel. Die meisten Probleme zeigten sich bei
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Kappa
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     R351 R442 R555 R754 R916 R1111
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     R351 R442 R555 R754 R916 R1111
Abbildung 5.16: Beschreibung siehe Seite 111.
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Bildbeschreibung zu Abbildung 5.16 auf Seite 110: Einzelresultate verschiedener Segmen-
tierungen bei realen Daten mit Expertensegmentierung. Der Dateiname setzt sich meist aus
Projekt (bspw. ADHD200, ADNI), Zentrum (bspw. BBH, BEJ, 002) und einer personenspe-
zischen ID (bspw. 0026001) zusammen. Da die meisten Zentren eigenst•andige Protokolle
nutzen, k•onnen Bildeigenschaften stark variieren. Hohe Kappa-Werte beschreiben eine hohe
•Ubereinstimmung zwischen manueller und automatischer Segmentierung, was aber nicht mit
einer hohen Bildqualit•at einhergehen muss. Datens•atze wo fast alle Algorithmen versagen,
wiesen meist ung•unstige Bildeigenschaften (bspw. PPMI 018*, PPMI 023*, INDI NHB*)
oder auergew•ohnliche Anatomie auf (OASIS1 001 0021). Sowohl FreeSurfer als auch FSL
oenbarten eine Vielzahl von Ausreiern mit kritischen Resultaten. Vor allem bei SPM12
und CAT war eine deutliche Verbesserung zum Vorg•anger zu beobachten.
besonders alten Probanden mit gror•aumigen WMHs und bei Daten mit star-
kem Kontrast und Bewegungsartefakten (siehe Abbildung 5.2 B auf Seite 84). In
VBM12 und CAT konnte ein Groteil der Probleme bereits deutlich reduziert
werden. Verblieben sind Fehlklassikationen bei gror•aumigen WMHs und ung•un-
stigen MRT-Protokollen, die nicht dem klassischen T1-Kontrast entsprechen (siehe
Abbildung 5.2 E und F).
5.3.2 Parametervergleich
Die Modikation von Kontrollparametern sollte je nach Parameter spezische
•Anderungen bewirken. Diskrete Parameter, bspw. zur Nutzung unabh•angiger Teil-
verfahren (z. B. APP), sollten deutliche nachvollziehbare •Anderungen bewirken
(z. B. 0,01 Kappapunkte). Kontinuierliche Parameter zur Anpassung der St•arke von
Korrekturen sollten entweder einen linearen oder quadratischen Verlauf aufweisen.
Ein linearer Verlauf wird bei Optimierungsgr•oen erwartet, wo weitere Iterationen
(z. B. REGstr) oder h•ohere Au•osungen (z. B. samp) bessere Resultate und h•ohere
Laufzeiten bedingen. Quadratische Verl•aufe sollten ein Optimum im mittleren
Bereich mit systematischen, jedoch limitierten Verschlechterungen zu den Flanken
aufweisen. •Anderungen sollten nur in einem moderaten Rahmen m•oglich sein,
sodass auch bei extremen Werten eine vollst•andige Verarbeitung gew•ahrleistet
werden kann. Die Abbildungen 5.18 und 5.19 zeigen dabei die Resultate der wesent-
lichen SPM-und CAT-Parameter, sortiert nach CAT-Nutzergruppen beim BWP
(A) und Realdatensatz (B). F•ur alle Parameter sind die optimalen Einstellungen
in der cat defaults-Datei gespeichert. Die Einteilung der CAT-GUI-Parameter
basiert gr•otenteils auf den hier vorgestellten Resultaten.
























original T1 SPM8 SPM12 VBM8 CAT12
Abbildung 5.17: Segmentierung verschiedener Datens¨atze von SPM8, SPM12, VBM8 und
CAT.
SPM-Parameter
Der Regularisierungsparameter affreg zeigte kaum Unterschiede mit Ausnahme
der rigid -Variante, die schlechtere Resultate und mehr Ausreiß er aufwies und
daher von der GUI entfernt wurde. Trotz geringer Unterschiede ist der affreg-
Parameter weiterhin fu¨r Standardnutzer zug¨anglich, da systematische Unterschiede
zwischen European und Asian hier nicht ausgeschlossen werden konnten. Die
Parameter zur Inhomogenit¨atskorrektur biasfwhm und biasreg wiesen quadratische
Kurven auf, wobei besonders groß e Filterbreiten von biasfwhm > 120 mm und
st¨arkere Regularisierungen von biasreg > 0,01 bei vielen Daten keine ausreichende
Korrektur erlaubten. Geringe Filterbreiten und schwache Regularisierungen fu¨hrten
zu einer U¨berkorrektur und leichten Verschlechterungen, die aber geringer ausfielen
als eine zu schwache Biaskorrektur. biasfwhm besitzt sein Optimum bei einer
Filtergr¨oß e von 60 mm, bei biasreg erwies sich ein Wert von 0,001 im Mittel als
ideal und bildeten die Grundlage fu¨r den neuen biasstr -Parameter. Die Tests von
samp zeigten, dass Reduktionen sehr erfolgreich funktionieren und auch h¨ohere
Aufl¨osungen nur leichte systematische Verbesserungen bei der Vorverarbeitung in
CAT erlaubten. Die Nutzung weiterer Gauß kurven (ngaus-Parameter) fu¨hrte beim
BWP fu¨r GS und WS bei hoher Qualit¨at zu genaueren Resultaten. Bei realen
Bedingungen erwies sich aber der SPM-Standardwert im Mittel als praktikabler.
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A  Segmentierungsgenauigkeit verschiedener SPM-Parameter beim BWP





Abbildung 5.18: SPM-Parametervergleich bei synthetischen (A) und realen Daten (B) mit
detaillierter Beschreibung im Flietext.
Bei der Modikation des warpreg-Parameter vom Standardwert konnten weder
systematische Eekte noch g•unstigere Parameter ermittelt werden, sodass dieser
nur noch f•ur Experten zug•anglich ist. Das cleanup f•uhrt zu einer deutlichen
Verbesserung der Segmentierung. Der smoothness Parameter ist f•ur nicht MRT-
Daten gedacht und ein Test wies eine lineare Verschlechterung mit zunehmender
Filtergr•oe auf, sodass dieser Parameter nicht in die CAT-GUI •ubernommen
wurde.
CAT-Parameter
Die stetige Entwicklung von CAT f•uhrte zu einer wachsenden Anzahl von Parame-
tern, die oftmals bereits als Hauptparameter wie biasstr zusammengefasst wurden.
Der APP -Parameter erlaubt den Zugri auf verschiedene Vorverarbeitungsme-
thoden, die sich in einer stabileren Ober•achen- und Dickebestimmung zeigten
(Abbildung 5.19 A). Der LAS -Parameter erm•oglicht die Anpassung der St•arke der
LAS-Korrektur. Da das BWP keine •Anderungen der GS simuliert, konnte hier nur
die Stabilit•at belegt werden. Unter realen Bedingungen war hingegen eine deutliche
Verbesserung zu beobachten, die bei 0,5 ihr Optimum erreichte. Sowohl beim
BWP als auch bei realen Daten lag der Idealfall von GCUT bei der angestrebten
0,5er Marke, w•ahrend ein Wert von 1,0 in den meisten F•allen zu aggressiv war und
schw•achere Werte gerade bei BWP nicht genug Gewebe entfernten. Zur Entfernung
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A  Segmentierungsgenauigkeit verschiedener CAT-Parameter beim BWP





Abbildung 5.19: CAT-Parametervergleich bei synthetischen (A) und realen Daten (B) mit
detaillierter Beschreibung im Flietext.
kleinerer Strukturen wurde in SPM das Cleanup-Verfahren eingef•uhrt, dessen
Erweiterung in CAT •uber den cleanupstr -Parameter kontrolliert wird. Das neue
Verfahren wies im Mittel eine leichte Verbesserung im Vergleich zum Vorg•anger
auf, die allerdings geringer als beim Skull-stripping ausel. Die Korrektur von
Bildrauschen durch den NLM-Filter sorgte bereits in VBM8 f•ur eine deutliche
Verbesserung. Die optimierten Varianten wiesen sowohl beim BWP als auch bei
realen Daten keine Vorteile bei der Segmentierung gegen•uber dem urspr•unglichen
Filter auf (Abbildung 5.19 B). Die Korrektur von WMHs erlaubt eine weitere Ver-
besserung der Gewebeklassikation. Die nale Validierung ist allerdings noch nicht
durchgef•uhrt worden, sodass die Option aktuell nur im Expertenmodus verf•ugbar
ist. Die Resultate bei nativer Au•osung el leicht schlechter als bei der best-Option
aus, w•ahrend die Fixierung auf 1 mm, wie sie z. B. bei FreeSurfer Standard ist,
•ahnlich gut war. Die Interpolation auf 0,5 mm f•uhrte erstaunlicherweise zu einer
leichten Verschlechterung.
5.3.3 Registrierung
Der Vergleich zwischen Dartel und Shooting wurde anhand des Expertendatensatzes
durchgef•uhrt. Die G•ute der Registrierung wird durch ein anatomisch-detailreiches
Mittelbild (Abbildung 5.20) mit einer hohen •Ubereinstimmung der Einzelbilder
















Dartel VBM8R351 Dartel VBM12R666 Dartel CATR1185 Shooting CATR1185
Abbildung 5.20: IXI555 Templates von VBM8, VBM12 und CAT12 die mittels Dartel bzw.
Shooting erzeugt wurden. Deutlich sind die Verbesserungen der anen Registrierung bei
Template 1 zwischen R351 und R666 zu sehen. Sie zeigen sich in einer klaren Auenkante,
w•ahrend die helle GS-Intensit•at von Template 6 ein Zeichen der robusteren Segmentierung ist.
Au•allig sind auch die deutlich klareren und vollst•andigeren Basalganglien, die vor allem vom
neu entwickelten LAS-Verfahren protieren. Die Vorz•uge des Shooting-Verfahrens oenbaren
sich beim ersten als auch letzten Template, die beide genauere anatomische Strukturen
aufweisen.
(Abbildung 5.21). Shooting erlaubt hier ein deutlich strukturiertes Template und
eine etwas h•ohere mittlerer •Ubereinstimmung der Einzelscans, die durch deut-
lich schw•achere und gleichf•ormige Deformationen erreicht wurden (siehe auch
Ashburner u. Friston, 2011). Die in dieser Arbeit durchgef•uhrte Optimierung
erlaubte eine leichte Verbesserung bei der Template•ubereinstimmung, die durch
die h•ohere Iterationsanzahl erreicht wurde. Der wesentliche Zugewinn liegt in der
geringeren Laufzeit, durch dynamische Au•osungen und Iterationskritierien (ca.
Faktor 3 bei 1,5 mm). Ein weiterer Vorteil besteht darin, dass Registrierungs- und
Templateau•osung nun unabh•angig voneinander gew•ahlt werden k•onnen.
5.3.4 Laufzeit
Die Verarbeitungsdauer hing vor allem von der Bildaufl•osung und zum Teil von der
individuellen Anatomie ab und lag bei ca. 15 Minuten pro Datensatz. Die insgesamt
knapp 250 Testdatens•atze ben•otigen ca. 1 Tag Rechenzeit und sind damit gut f•ur
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 0,35 0,40 0,45 0,50 0,55 0,60
 D SD SO(0:0.25:1) SO(13-15)  D SD SO(0:0.25:1) SO(13-15)  D SD SO(0:0.25:1) SO(13-15)
 0,35 0,40 0,45 0,50 0,55 0,60  0,35 0,40 0,45 0,50 0,55 0,60
Abbildung 5.21: Die G•ute der Registrierung wird durch eine m•oglichst hohe •Ubereinstimmung
mit dem Template (A) bei gleichzeitig m•oglichst geringer Deformationsst•arke (B und C)
beschrieben. Shooting erlaubt zwar nur eine geringf•ugige Verbesserung der •Ubereinstimmung
mit dem Template, ben•otigt allerdings deutlich schw•achere (B) und vor allem weichere De-
formationen (C), sodass Verzerrungen der individuellen Anatomie deutlich geringer ausfallen.
Das optimierte Shooting (SO mit regstr -Wert) erlaubt eine weitere leichte Verbesserung der
Registrierung bei deutlicher Reduktion des Rechenaufwandes, besonders bei hohen Templa-
teau•osungen. Eine modizierte Variante (SO(13-15)), die nur hochfrequente Deformationen
vermeidet, erlaubt dabei eine weitere Reduktion der Deformation, die allerdings zu einer
zunehmend geringeren •Ubereinstimmung zum Template f•uhrt. Die Teilabbildungen (D) bis
(F) zeigen den Zusammenhang zwischen dem rGMV, wobei alte Gehirne (kleines rGMV)
eine geringe •Ubereinstimmung zum Template bei gleichzeitig h•oherem Deformationsaufwand
besitzen (rote Kreise = Dartel, gr•une Kreuze = Shooting, blaue Pluszeichen = optimiertes
Shooting mit regstr = 0,5, gr•ungrau Vierecke = optimiertes Shooting mit regstr = 14).
ein Release berechenbar. Der Test verschiedener Parameter hingegen summiert sich
auf •uber 70 Einzeltest (40 f•ur SPM und 30 f•ur CAT), die aufgrund der knapp
einmonatigen Laufzeit nur f•ur gr•oere Versionsspr•unge eine Option darstellen.
5.4 Diskussion
Die Resultate konnten klar belegen, dass die neuen Teilfunktionen eine deutlich genauere
und vor allem robustere Segmentierung als die Vorg•angerversionen und andere Segmentie-
rungen erlaubt (Abschnitt 5.4.1). Die in der CAT-GUI verf•ugbaren Parameter wurden an-
hand der Parametertests f•ur die verschiedenen Nutzergruppen optimiert (Abschnitt 5.4.2)
und erlauben die vielf•altige Kontrolle der Teilfunktionen, die in Abschnitt 5.4.3 diskutiert
werden. In Abschnitt 5.4.4 und 5.4.5 werden die Weiterentwicklungsm•oglichkeiten der vo-
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xelbasierten Vorverarbeitung in CAT betrachtet, wohingegen Abschnitt 5.4.6 allgemeine
Verbesserungsvorschl•age von Validierungsmethoden aufzeigt.
5.4.1 Methoden- und Versionsvergleich
Der Vergleich verschiedener Verfahren und Releases durch simulierte und reale Daten
erlaubt eine umfassende Beurteilung der Verfahren. W•ahrend das BWP oft nur gering-
f•ugige Unterschiede aufwies, zeigten die Realdaten ein deutlich breiteres Spektrum an
Resultaten. So sind die Verbesserung von SPM8 zu SPM12 und zwischen VBM8 und
CAT bei realen Daten offensichtlich, beim BWP hingegen nur marginal. Weiterhin
zeigte sich, dass nicht jedes Release automatisch eine Verbesserung darstellt und auf-
wendige und vielf•altige Pr•ufungen erforderlich sind. Die Schwankungen waren im Mittel
zwar gering, dennoch wiesen einzelne Bilder deutliche Unterschiede auf. Die Auswer-
tung anhand der Box-Whisker-Diagramme (engl. boxplots) best•atigte den allgemeinen
Trend. Dabei zeigte sich auch, dass extrem robuste Verfahren durch die Inklusion von
Ausreiern mit schwierigen Eigenschaften sich im Mittel leicht verschlechtern.
5.4.2 Parametervergleich
Der Vergleich verschiedener Parameter war mit einem erheblichen Aufwand verbunden,
obwohl hier kaum auf Wechselwirkungen eingegangen wurde. Die Nutzung von
Parametern erlaubt die Anpassung durch Nutzer an spezifische Daten und ist daher
in der Forschung weit verbreitet. Was f•ur Einzelverfahren durchaus sinnvoll ist,
wird bei komplexen Verarbeitungsketten zunehmend problematischer. Es ist daher
wichtig, dass die Wirkung der Parameter nicht nur auf theoretischen Aspekten beruht,
sondern auch praktisch evaluiert wurde. Parameter mit geringen oder unsystematischer
Auswirkungen sollten daher nur f•ur Experten verf•ugbar sein. Zur Gliederung wurden in
CAT daher verschiedene Nutzergruppen und vereinfachte Parameter eingef•uhrt.
5.4.3 Auswertung der Teilverfahren
In diesem Abschnitt sollen der Erfolg der Optimierungen der Teilverfahren von
CAT und zuk•unftige Entwicklungsm•oglichkeiten diskutiert werden.
Rauschkorrektur: Die verfeinerte Rauschkorrektur wies bez•uglich der Segmentie-
rungseigenschaften kaum nennenswerte Vorteile f•ur die Segmentierung auf, der Nutzen
k•onnte aber in der Analyse der normalisierten Intensit•atswerte durch voxelbasierte
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Quantifizierung (VBQ) liegen (Draganski u. a., 2011). Weiterhin erlaubt das Kappa-
ma und die Expertensegmentierung nicht die Ber•ucksichtigung von PVE-Werten,
sodass hier durch die Nutzung des RMSE und eine semi-automatische Aufarbeitung
der Expertensegmentierung durch einen modifizierten AMAP-Ansatz denkbar w•are.
Potential liegt zwar in der gezielten Detektion und Korrektur von Bewegungsartefak-
ten, die Schwierigkeit liegt allerdings in der Vielfalt der St•orungen und dem Zugang
zu geeigneten Testdaten. Eine weitere denkbare Erweiterung stellen multimodale und
longitudinale Filterkonzepte dar.
Interpolation: Die Vorteile einer Interpolation bei ung•unstigen Voxeleigenschaften
zeigt sich deutlich bei den (wenigen) betroffenen Bildern. Die interne Nutzung einer
deutlich h•oheren Aufl•osung wie 0,5 mm zeigte hingegen keinerlei Vorteile, sondern
f•uhrte sogar zu einer leichten Verschlechterung. Die Nutzung einer fixen Aufl•osung
von 1 mm wies kaum Nachteile auf. Hierbei ist zu ber•ucksichtigen, dass die Rausch-
korrektur vor der Interpolation erfolgen muss, da sonst der NLM-Filter nicht korrekt
funktioniert. Die rechenintensive M•oglichkeit einer optimierten Interpolation mit-
tels NLM-Verfahren k•onnte in Einzelf•allen weitere Vorteile bei deutlich h•oheren
Schichtdicken bringen (Manjon u. a., 2010).
APP: Gerade bei starken Inhomogenit•aten konnten deutliche Verbesserungen erzielt
werden, die sich vor allem lokal bei der Oberfl•achenrekonstruktion und Dickebestim-
mung zeigten. Die Entwicklung von rough ist dabei am weitesten fortgeschritten und
am stabilsten, w•ahrend die theoretischen Vorteile von rough (new) und fine (new)
praktisch noch nicht erreicht werden konnten. Da es in Einzelf•allen zu deutlichen
Fehlern kam, stehen beide Varianten bisher nur Experten zur Verf•ugung. Die alleinige,
iterative Nutzung der SPM-Segmentierung durch die light-Option erlaubte eine besse-
re affine Registrierung. Die Korrektur reichte allerdings nicht, um besonders starke
Inhomogenit•aten im Rahmen der Gesamtverarbeitung ausreichend gut zu reduzieren.
Hier stellt die heavy-Option eine Erweiterung des light-Ansatzes um einen dem rough
•ahnlichen Verfahren dar.
Insgesamt zeigte sich, dass die affine Registrierung enorme Auswirkungen auf die
restliche Verarbeitung besitzt. Besonders F•alle mit partieller Vorverarbeitung verletzen
ggf. Modellannahmen, die entsprechend behandelt werden m•ussen. So zeigten sich
Probleme bei der Anonymisierung durch Skull-stripping oder Defacing6 und bei
speziellen Hintergr•unden, wie bei MP2Rage-, MT- und R1-Protokollen (Marques
u. a., 2010; Weiskopf u. a., 2013). Da die Auswirkungen besonders deutlich anhand
der lokalen kortikalen Dicke sichtbar sind, k•onnten diese f•ur zuk•unftige Validierungen
6 Entfernen des Gesichtbereichs im MRT-Bild durch ersetzen mit Nullen oder NaNs.
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oder Korrekturen genutzt werden. So sind starke Dickereduktionen nahe des Sch•adels
meist auf unkorrigierte Inhomogenit•aten oder damit verbundene Skull-stripping-Fehler
zur•uckzuf•uhren.
SPM-Vorverarbeitung: Bei erfolgreicher Initialisierung verh•alt sich SPM12 extrem
robust. Die Parameter zur Biaskorrektur biasreg, biasfwhm und biasstr zeigten das
erwartete Verhalten. Eine automatische Sch•atzung der Biasfeldst•arke k•onnte eine
weitere Verbesserung darstellen. Der warpreg-Parameter zur Steuerung der nichtlinearen
Registrierung innerhalb der Unified Segmentation (Ashburner u. Friston, 2005) erwies
sich, in Bezug auf die Segmentierung, als schwer vorhersagbar und ist somit Experten
vorbehalten. Bei der Anzahl der Gaukurven (ngaus-Parameter) erwies sich die SPM-
Standardeinstellung als Optimum, wobei zus•atzliche GS- und WS-Klassen in einigen
F•allen Vorteile erbrachten, die allerdings keinen speziellen Bildeigenschaften zugeordnet
werden konnten, sodass auch dieser Parameter nur f•ur Experten verf•ugbar ist.
LAS: Die Bildoptimierung durch LAS erlaubte bei realen Daten einen erheblichen
Qualit•atssprung, der sich vor allem bei geringer Datenqualit•at zeigte, w•ahrend leichte
Einbuen nur beim BWP zu entdecken waren. Die Intensit•atsnormalisierung unterst•utzt
ggf. auch bei regul•aren Protokollen eine VBQ-Auswertung (Draganski u. a., 2011).
Skull-Stripping und Cleanup: Das Skull-stripping war eines der ersten Verfah-
ren, das bereits in VBM8R442 eingeossen ist. Gerade die korrekte Segmentierung
von CSF und die Handhabung von Blutgef•aen erfordern noch weitere Verbesse-
rungen gerade bei hochaufgel•osten MRTs. Die Nutzung anderer Modalit•aten wie
T2 und PD k•onnte eine Verbesserung der CSF-Segmentierung erlauben, falls eine
•ahnliche Datenqualit•at wie bei T1 gew•ahrleistet wird (Mendrik u. a., 2015).
Partitionierung: Die regionale Klassikation von Strukturen erf•ullt die n•otigen
Voraussetzungen f•ur die Ober•achenrekonstruktion und erlaubt es schwere St•o-
rungen durch WMHs und Blutgef•ae zu vermeiden (Dahnke u. a., 2014). Das
Potenzial der Analyse von WMHs wurde auch in anderen Arbeiten umfassend
belegt (Admiraal-Behloul u. a., 2005; Debette u. Markus, 2010; Gibson u. a., 2010;
Habes u. a., 2016; Holland u. a., 2008; Ithapu u. a., 2014; Levy-Cooperman u. a.,
2008; Maillard u. a., 2008; Raz u. a., 2012; Wu u. a., 2006) und sollte daher bei der
Weiterentwicklung der CAT-Segmentierung st•arker ber•ucksichtigt werden.
Registrierung: Der Vergleich von Dartel und Shooting konnte die qualitativen
Vorz•uge des (optimierten) Shooting anhand einer h•oheren •Ubereinstimmung bei
gleichzeitig geringerer Deformationsst•arke demonstrieren. Der optimierte Ansatz
konnte weiterhin die deutlich h•ohere Laufzeit von Shooting auf ein •ahnliches Ni-
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veau wie bei Dartel senken. Weitere Verbesserungen lassen sich ggf. durch Nutzung
h•oherer Au•osungen erzielen, bei denen der hier vorgestellte optimierte Ansatz
die Grundlage f•ur einen vertretbaren Rechenaufwand darstellt. Neben der Berech-
nungsau•osung der Deformation w•are auch der Einuss der Ausgabeau•osung
interessant. Die heute •ublichen 1,5 mm scheinen aber ein guter Kompromiss von
Genauigkeit und Speicherbedarf zu sein, vor allem da die Daten im Allgemeinen
noch mit 4 bis 8 mm geltert werden. Weitere Tests bez•uglich der Abh•angigkeit
des Templates bez•uglich des Altersverlauf oder zwischen Gruppen sind nahelie-
gend. Auch die Kombination mit ober•achenbasierten Registrierungsverfahren
ist erstrebenswert, da die volumenbasierten Ans•atze eine r•aumlich zu lokale Sicht
aufweisen und bspw. zwei Gyri zu einem vereinen, indem sie beide zusammenstau-
chen (mit einem minimalen Spalt in der Mitte) anstatt den Sulcus zwischen ihnen
herauszuschieben.
5.4.4 Weiterentwicklung der Segmentierung
Die bisherigen Tests haben gezeigt, dass vor allem die Erfassung und Korrektur
von altersbedingten WMHs und deren umfassende Validierung die wohl wichtigste
Weiterentwicklung darstellen d•urfte. Die dabei gewonnenen Informationen sind f•ur
Registrierung, Ober•achenrekonstruktion und letztendliche strukturelle Analyse
essentiell (Dahnke u. a., 2014). Neben altersbedingten WMHs w•are auch die Klassi-
kation von •ahnlichen strukturellen St•orungen naheliegend, wie sie durch Multiple
Sklerose (MS)-L•asionen und GS-Heterogenit•at gegeben sind. Die Bestimmung
sollte sowohl uni- als auch multimodal angestrebt werden und setzt entsprechende
Testdatenbanken voraus. Auch die Erkennung von Hirntumoren und L•asionen
w•are ein denkbares Ziel, ist aber durch die anatomische Varianz, verschiedene
Protokolle und Kontrastmittelgabe besonders anspruchsvoll. Neben WMHs k•onnen
vor allem stark kontrastierte Blutgef•ae zu schweren Problemen bei der Dicke-
bestimmung f•uhren und sollten bei CAT m•oglichst in der VBM Verarbeitung
erfasst und korrigiert werden. Gerade bei hochaufgel•osten Scans zeigen sich neue
Anforderungen, wie bei der Korrektur von Hirnh•auten und Blutgef•aen, aber auch
neue M•oglichkeiten in der Erfassung feiner anatomischer Strukturen, wie kleinen
L•asionen, der Laminastruktur des Kortex, Hirnkernen und Teilstrukturen der sub-
kortikalen Kerne, der vollen Struktur des Hippocampus oder des Kleinhirns (siehe
Abbildung 2.20 auf Seite 27). Eine wesentliche Voraussetzung w•are die Erweiterung
der Goldstandard-Segmentierung und ggf. semi-automatische Klassikation voll-
st•andiger Volumen mit manuellen Korrekturen. Dennoch hat die Segmentierung
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bereits ein hohes Ma an Genauigkeit erlangt und erfordert sensitivere Valide-
rungsmethoden, wie sie ggf. durch ober•achenbasierte Techniken gegeben sein
k•onnten. Neben der Verbesserung der Verarbeitungsgenauigkeit und -stabilit•at,
w•are die Optimierung von Laufzeit- und Speicherbedarf erstrebenswert.
5.4.5 Verarbeitungskontrollparameter und
Verarbeitungsqualit•atsmae
Das Hauptaugenmerk der meisten Nutzer liegt bei den Segmentierungsresultaten
von CSF, GS und WS, w•ahrend die Teilverfahren und Interaktion meist nur
f•ur sehr spezielle Fragestellungen oder zur Fehlerdiagnose relevant sind. Durch
die zunehmende Komplexit•at der Vorverarbeitung und die gr•oere Anzahl an
Datens•atzen wird es sowohl f•ur Nutzer als auch Entwickler zunehmend schwie-
riger, m•ogliche Probleme bei speziellen MRT-Datens•atzen zu identizieren. Es
w•are daher sinnvoll, wenn die Verfahren neben den Resultaten auch Diagnose-
werte mitliefern, die R•uckschl•usse auf den Erfolg der Verarbeitung zulassen. Die
Segmentierungsqualit•at wird wesentlich durch die Bildqualit•at beeinusst, deren
Absch•atzung im Kapitel 6 vorgestellt wird.
5.4.6 Verbesserung des Validerungskonzepts
Die Erweiterung der realen Testdaten im Bereich der Segmentierung und die
Ausweitung auf andere Gebiete (Ober•achen und Dickebestimmung) w•aren somit
essentielle Ziele f•ur die Weiterentwicklung von CAT, da besonders die ober•a-
chenbasierte Verarbeitung Fehler deutlich aufzeigen kann (Rosen u. a., 2018). F•ur
die Segmentierung w•are die Erweiterung um weitere Gewebeklassen denkbar, wie
Sch•adel, Muskelgewebe und Blutgef•ae. Auch w•are eine schrittweise Erweiterung
der Datenbank, um weitere Protokolle (PD, T2, MT, R1) vor allem neuer hochau•o-
sender Sequenzen w•unschenswert. Neben diesem allgemeinen Test w•aren spezielle
Testgruppen f•ur Alter, verschiedene Krankheiten oder Protokolle sinnvoll, um m•og-
liche Seiteneekte absch•atzen oder manuelle, bzw. automatische Parameteranpas-
sungen denieren zu k•onnen. Ein weiterer wichtiger Schritt f•ur genauere Aussagen
w•are die Nutzung einer PVE-basierten semi-automatischen Segmentierung, die
durch Einzeichnen in h•oherer Au•osung und anschlieende Au•osungsreduktion
erfolgen k•onnte. Eine weitere M•oglichkeit besteht darin die manuelle Segmen-
tierung als stark gewichteten Input f•ur eine unabh•angige PVE-Segmentierung
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zu nutzen. Neben der Nutzung von Einzelbildern, bietet sich die Nutzung der
Test-Retest-Analyse an, bei der ein Vergleich zum Mittelbild erfolgt und die Aus-
sagen •uber die Stabilit•at der Verarbeitung und verschiedener Protokolle zul•at
(Evans u. Group, 2006; Thyreau u. a., 2013). Zur Absch•atzung der Genauigkeit
der Verarbeitung ist zwar auch hier eine Goldstandard-Segmentierung erforderlich,
die allerdings auch bei den Ausgangsbildern verwendet werden kann.
Mit zunehmend gr•oerer Testdatenbank erh•oht sich der Testaufwand stetig, so-
dass die Denition spezieller Testgruppen f•ur schnelle Teiltests sinnvoll w•are. Die
Priorit•at kann anhand der demographischen Parametern (Alter), anatomischer
Eigenschaften (Volumina), Erkrankungen (MS, L•asionen, Tumore), Protokolleigen-
schaften (Gewichtung und Bildqualit•at), Vorverarbeitung (Anonymisierung) und
basierend auf den bisherigen Abweichungen zwischen Methoden, Revisionen und
Parametern deniert werden. Im Idealfall sollte ein mehrstuges, standardisiertes,
•oentlich verf•ugbares Testdesign zur Pr•ufung der Verfahren vorliegen (Klein u. a.,
2010; Klein u. Tourville, 2012; Shattuck u. a., 2009). Das BWP und die SVE liefern
hier bereits gute Ans•atze, die weiterentwickelt werden sollten. Beim BWP w•aren
mehr anatomische Details und aktuelle Protokolleigenschaften essentiell (Mendrik
u. a., 2015; Shattuck u. a., 2009; Vovk u. a., 2007).
5.5 Zusammenfassung
Anhand der k•unstlichen und realen MRT-Datens•atze konnte gezeigt werden,
dass durch die neuen, zus•atzliche integrierten Verfahren eine Verbesserung der
Segmentierungsgenauigkeit und -stabilit•at erreicht werden konnte. Erst die Kom-
bination von simulierten und realen Daten erlaubte dabei das gezielte Beheben
von Schwachstellen und die Optimierung von Parametern. Dabei zeigte sich, dass
bereits kleine •Anderungen zu erheblichen Problemen bei vereinzelten Datens•atzen
mit besonderen Eigenschaften f•uhrten. Eine gezielte Erweiterung des Testkonzepts
um zus•atzliche Gewebeklassen, Schichten und weitere Scans ist daher w•unschens-
wert. Auch die Weiterentwicklung des BWP mit realistischeren und detaillierteren
anatomischen Eigenschaften und aktuellen Protokollen w•are dringend erforderlich.
Bei der Weiterentwicklung der Segmentierung stellt die exakte Klassikation von
WMHs und Blutgef•aen inklusive Validierung den wohl wichtigsten Schritt dar.
Weiterhin w•are die verst•arkte Erfassung und Auswertung von Iterations- und Kon-




Genauigkeit und Stabilit•at der Datenvorverarbeitung h•angen stark von der Qua-
lit•at des Inputs ab (Ashburner u. Friston, 2000; Collins u. a., 1998). Besonders
multizentrische Studien und Data-Sharing-Initiativen m•ussen, aufgrund verschiede-
ner Scanner, MRT-Protokolle und Aufnahmeroutinen, Daten mit unterschiedlichen
Bildeigenschaften kombinieren (Koller, 2006; Poldrack u. Gorgolewski, 2014; Poline
u. a., 2012; Van Horn u. Toga, 2009). Groprojekte wie ADNI oder NIHNBD
nutzen daher eine strikte Qualit•atssicherung (QS) zur Gew•ahrleistung von Projekt-
und Datenstandards. Da die QS ein vielf•altiger, zeit- und kostenintensiver Prozess
ist (Koller, 2006), •uberschreitet er oft die M•oglichkeiten kleinerer Projekte und
Data-Sharing-Initiativen. In diesem Kapitel wird dazu eine leicht anwendbare
retrospektive QS vorgestellt, die basierend auf einer Segmentierung die Qualit•at
der T1-Bilder bewertet. Die vorgestellten Qualit•atsratings (QRs) werden anhand
von synthetischen und realen MRT-Bildern validiert. Anschlieend wird die prak-
tische Anwendung anhand verschiedener •oentlicher Groprojekte demonstriert
und diskutiert.
6.1 Einleitung
In den letzten Jahren nahm die Bedeutung von multizentrischen Studien und
Projekten mit gemeinsame Datennutzung (engl. Data-Sharing) systematisch zu
(Poldrack u. Gorgolewski, 2014; Poline u. a., 2012; Van Horn u. Toga, 2009). Die
Kooperation verschiedener Zentren erlaubt durch gr•oere Kohorten eine Verbes-
serung der statistischen Aussagekraft und eine vollst•andigere Abdeckung der
Heterogenit•at der Bev•olkerung. Besonders bei seltenen Erkrankungen erm•oglicht
123
124 KAPITEL 6. QUALITA¨TSSICHERUNG
oft erst die Kooperation mehrerer Zentren das Erreichen ad•aquater Fallzahlen.
Das allgemeine Ziel multizentrischer Studien ist dabei die Detektion m•oglichst
unverf•alschter Eekte. Dennoch sind signikante Unterschiede durch Scanner-
hardware (Han u. a., 2006; Kruggel u. a., 2010), Scannersoftware (Shuter u. a.,
2008), Arbeitsprozesse (Koller, 2006), Forschungschwerpunkte (wie fMRT- oder
sMRT-Focus Poldrack u. Gorgolewski, 2014; Poline u. a., 2012), Vorverarbeitung
und Datenanalyse zu erwarten (Boesen u. a., 2004; Klein u. a., 2009). Die Aufgabe
der QS in der neurowissenschaftlichen Bildgebung ist es, die Reproduzierbarkeit,
Konsistenz, Sensitivit•at und Spezit•at der Daten zu erh•ohen, um damit genaue
und stabile Analysen zu gew•ahrleisten (Evans u. Group, 2006; Jack Jr. u. a.,
2008; Koller, 2006; Schnack u. a., 2004). Die Harmonisierung, Standardisierung
und Optimierung von Datenmanagement, Arbeitsprozessen, Bildprotokollen und
Bildeigenschaften soll dabei die Varianz innerhalb und zwischen Zentren mini-
mieren. QS ist ein zeitaufwendiger und somit kostenintensiver Prozess und muss
mit Bedacht eingesetzt werden (Koller, 2006). Andererseits kann sie helfen, Ko-
sten durch fr•uhzeitige Korrekturen und Optimierungen zu reduzieren. Die QS
von MRT-Projekten h•angt prim•ar von deren Struktur ab. Top-down-organisierte
Projekte mit starker Dachorganisation, wie ADNI oder NIHNBD, k•onnen eine
prospektive QS mit spezischen Arbeits- und MRT-Protokollen nutzen, um Bild-
parameter von Anfang an weitestgehend anzugleichen (Abbildung 6.1; Evans
u. Group, 2006; Jack Jr. u. a., 2008; Ollivro u. a., 2011) und den Gesamtpro-
zess durch spezielle Verwaltungsprogramme unterst•utzen (Bockholt, 2010; Das
u. a., 2011; Marcus u. a., 2007a; Van Horn u. Toga, 2009). Bottom-up-organisierte
Projekte, wie Data-Sharing-Initiativen oder Metastudien1, m•ussen hingegen eine
Vielzahl unterschiedlicher Protokolle und Bildeigenschaften durch retrospektive
Analysen absichern. Die prospektive QS mit physischen MRT-Phantomen erlaubt
eine umfassende Diagnose verschiedener Parameter (Davids u. a., 2014; Evans u.
Group, 2006; Gunter u. a., 2009; Ihalainen u. a., 2011, 2004; Jack Jr. u. a., 2008;
Kruger, 2000; Lerski u. De Certaines, 1993; Ollivro u. a., 2011) und kann durch
Test-Retest-Tests realer Personen erg•anzt werden (Schnack u. a., 2004; Shuter
u. a., 2008). Die prospektive QS erlaubt allerdings keine R•uckschl•usse auf scan-
spezische St•orungen, wie Bewegungsartefakte, und erfordert somit auch eine
retrospektive Auswertung (Anderson u. a., 2012; Evans u. Group, 2006; Jack Jr.
u. a., 2008; Mortamet u. a., 2009; Reuter u. a., 2015). Bei der (manuellen) retro-
spektiven QS wird jedes Bild (visuell) auf Bildst•orungen gepr•uft und ggf. von der
1 Studien die mehrere MRT-Datenbanken nutzen, wie bspw. (Fjell u. a., 2009b; Tustison u. a.,




B ADNI MR Phantom
Abbildung 6.1: Multizentrische Projekte sind entweder durch einen zentralen Tr¨ager mit
entsprechender Weisungsgewalt organisiert (top-down) oder stellen den Zusammenschluss
mehrerer autonomer Zentren dar, die ihre oftmals bereits gewonnenen Daten teilen wollen
(Data-Sharing ; bottom-up). Top-down-organisierte Projekte erlauben eine prospektive QS
mit optimierten Protokollen und physischen MRT-Phantomen (B; Jack Jr. u. a., 2008),
w¨ahrend bottom-up-organisierte Projekte eine retrospektive QS erfordern. Aufgrund ihrer
Datenmenge bieten Data-Sharing -Projekte ein immenses bisher kaum genutztes Potenzial
im Rahmen des Maschinenlernen und bei big-data Analysen (Poline u. a., 2012).
Weiterverarbeitung ausgeschlossen (Evans u. Group, 2006; Jack Jr. u. a., 2008).
Da die manuelle Pru¨fung zeitaufwendig, projektspezifisch und subjektiv ist, wurden
in Mortamet u. a. (2009) zwei Qualit¨atsmaß e vorgestellt, die den Anteil von St¨orun-
gen im Bildhintergrund messen. Beide Maß e wurden gegen das ADNI-Expertenrating
als Goldstandard erfolgreich evaluiert. Durch die Anpassung an das ADNI-Protokoll,
k¨onnen sie allerdings nicht auf beliebige Daten angewandt werden. A¨hnliche Ans¨atze
wurden auch fu¨r fMRT-(Christodoulou u. a., 2013; Friedman u. Glover, 2006; St¨ocker
u. a., 2005) und dMRT-Daten vorgestellt (Belli u. a., 2016; Farzinfar u. a., 2013;
Hasan, 2007; Hasan u. a., 2013, 2014,?; Heemskerk u. a., 2013; Li u. a., 2013; Roalf
u. a., 2016; Yendiki u. a., 2014).
Der systematische Zusammenhang zwischen Bildqualit¨at und Vorverarbeitung
kann gut anhand von simulierten Daten, wie dem BWP (Aubert-Broche u. a.,
2006a,b; Collins u. a., 1998), bestimmt werden (Abbildung 6.2 A und 6.2 B). Starkes
Rauschen, Inhomogenit¨aten oder schlechtere Aufl¨osungen wirken sich unmittelbar
auf die Vorverarbeitungsgenauigkeit aus, wie hier anhand der Gewebeklassifikation
demonstriert (Abbildung 6.2 B und 6.2 C). Dabei k¨onnen selbst leichte lokale St¨o-
rungen zu systematischen Fehlern fu¨hren, die sich auf die Datenanalyse auswirken
k¨onnen (Reuter u. a., 2015). Bisherige automatische QSs ermitteln oft nur Bildrau-
schen, beschr¨anken sich auf bin¨are Aussagen (akzeptabel/inakzeptabel), sind fu¨r
spezielle T1-Protokolle optimiert oder wurden nur anhand weniger Daten evaluiert.
Im Folgenden wird daher eine vollautomatische retrospektive QS vorgestellt, die ei-
ne optimierte Gewebeklassifikation nutzt. Sie erlaubt eine transparente quantitative
Bewertung der Einzelbilder und damit die Erkennung von Ausreiß ern, um m¨ogli-
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che Wechselwirkungen von Bildqualit¨at und Untersuchungsvariablen zu erfassen.
Dazu werden verschiedene Qualit¨atsmaß e (QMs) vorgestellt und anhand von
simulierten und realen Daten unter vielf¨altigen Bedingungen validiert, um m¨ogli-
che Seiteneffekte ausschließ en zu k¨onnen. Zur Vereinfachung und Praktikabilit¨at
wurden alle QMs als Qualit¨atsratings (QRs) skaliert und in einem finalen Maß
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Abbildung 6.2: Bildeigenschaften wie Auf¨losung, Kontrast und Bildst¨orungen bestimmen
wesentlich die Genauigkeit der Datenverarbeitung und k¨onnen anhand des BWP studiert
werden (A). Zunehmende Bildst¨orungen fu¨hren dabei zu einer systematischen Abnahme
der Gewebeklassifikationsgenauigkeit, die durch Cohen’ s Kappa beschrieben werden kann
(B; Ashburner u. Friston, 2000; Cohen, 1960). Auch bei realen Daten kann dieses Verhalten
beobachtet werden, wie hier anhand zweier Scans des ALVIN-Datensatzes (Kempton u. a.,
2011) zu erkennen ist (C). Dabei weist das FLASH-Protokoll gegenu¨ber dem MPRAGE-
Protokoll in Region 1 Segmentierungsfehler auf, die von einer starken frontalen Inhomogenit¨at
herru¨hren, w¨ahrend in Region 2 besonders der geringere Detailgrad auf¨fallig ist.
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6.2 Vorverarbeitungsbasierte Qualit•atsmae
Um die Qualit•at von Bildern vollst•andiger und allgemeiner als bisher erfassen
zu k•onnen, werden in diesem Abschnitt spezielle Techniken zur Bestimmung,
Skalierung und Zusammenfassung von hoch- und tierequenten Bildst•orungen
und der Bildau•osung beschrieben. Anschlieend werden die zur Validierung und
Evaluation genutzten Daten vorgestellt.
6.2.1 Hintergrund
Das Hauptziel dieses Teilprojekts lag in der Entwicklung objektiver QRs, die An-
wendern bei der Detektion problematischer MRT-Bilder unterst•utzen. Um die Mae
intuitiv zug•anglich zu machen, wurde eine Qualit•atsskala definiert, die verschiedene
internationale Bewertungssysteme abdeckt und prozentuale, kontinuierliche und no-





Um Verwechslungen zu anderen Prozentangaben und Werten zu vermeiden und
Punktdifferenzen korrekt angeben zu k•onnen, werden die prozentualen Notenwerte
mit Notenpunkten (100 rps = 100 %, engl. rating points) ausgezeichnet. Eine lineare
Skalierung wurde gew•ahlt, um harte Schritte reiner nominaler Skalen zu vermeiden
und gleichzeitig funktionelle Abbildungen, wie Runden, Mitteln, Skalieren, Begren-
zungen oder Umrechnungen in andere (nominale) Bewertungssysteme zu erm•oglichen.
Die Werte sind im Bereich von 0,5 (100 rps) bis 10.5 (0 rps) definiert, wobei Werte
um 1 und 2 einer (sehr) guten Benotung (Notengrad A und B) entsprechen und
Werte gr•oer als 4,5 (Notengrad E und F) problematische Bilder kennzeichnen. Die
Note 1 ist per Definition f•ur Bilder mit nahezu perfekten Eigenschaften reserviert,
wohingegen Daten mit zunehmend inakzeptableren Eigenschaften mit Noten gr•oer
als 5 assoziiert werden, sodass eine Unterscheidung auch schwerer St•orungen m•oglich
ist. Typische MRT-Daten sollten im Bereich zwischen 2 und 3 verteilt sein. Die
Notenskalen und die sp•ater folgende Beschreibung der QM-Skalierung anhand des
BWP sind in Tabelle 6.1 dargestellt.
Alle hier vorgestellten QRs werden mit Hilfe einer vorgegebenen Segmentierung er-
mittelt. Die QRs wurden dabei so konzipiert, dass Unterschiede in der Bildqualit•at
m•oglichst unabh•angig von der Segmentierung und von personenspezischen Pa-
rametern, wie Hirnvolumen, Demographie, und Pathologie, erfasst werden. Gute
Qualit•atswerte sind somit kein Garant f•ur eine korrekte Verarbeitung, wohingegen
schlechte Noten oftmals mit einer reduzierten Verarbeitungsqualit•at einhergehen.
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Tabelle 6.1: Bewertungsskala: Aufgrund der Vielzahl von Notenmaß en wurden sowohl





-“ eingefu¨hrt. Die Daten wurden anhand des BWP skaliert, das im
Bereich der Methodenvalidierung von sMRT einen Standard darstellt und die Simulation von
St¨orungen und anderen Bildeigenschaften erlaubt. Es sei hier besonders darauf verwiesen,
dass der Notengrad
”
Exzellent“ fu¨r auß ergew¨ohnlich hochaufgel¨oste st¨orungsfreie Bilder
reserviert ist, die aktuell nur mit extrem langen Aufnahmezeiten auf Hochfeldscannern










   BWP  Rauschen (in Prozent) 0 1 2 3 4 5 6 7 8 9 10  15  20
   BWP  Bias (in Prozent)  0 20 40 60 80 100 120 140 160 180 200  300  400
   Auösung RES  (mm)   0.5  1.0  1.5  2.0  2.5   4.0  5.5
 Qualitätsbenotung   
   prozentuale Benotung (rps) 100 95 90 85 80 75 70 65 60 55 50  25  0
   lineare Benotung  0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5  8  10.5
   nominal  Benotung        
   nominal  Buchstaben (Grad)
   Beschreibung
 
Gut Befriedigend Ausreichend Kritisch UnzureichendExcellent
Gut Befriedigend Ausreichend Kritisch UnzureichendExcellent
BB+ B- CC+ C- D+ D D- E+ E E- FAA+ A-
22+ 2- 33+ 3- 4+ 4 4- 5+ 5 5- 611+ 1-
Da die Nutzung von verarbeiteten Bildern (z. B. interpoliert, rauschreduziert,
inhomogenit¨atskorrigiert) zu Fehleinsch¨atzungen fu¨hren k¨onnen, sollten m¨oglichst
Originaldaten genutzt werden. Um systematische Einflu¨sse der Vorverarbeitungs-
verfahren absch¨atzen zu k¨onnen, wurden vier verbreitete Segmentierungsans¨atze
mit Standardeinstellungen genutzt: SPM82, SPM123, VBM84, und CAT125. Die
SPM Segmentierungen basieren auf einem modifiziertem GMM und nutzen ein
Bayes’ schen Modell (Ashburner, 2007, 2009; Ashburner u. Friston, 2000, 2005).
VBM8 und CAT12 sind SPM-Toolboxen, die auf einer initialen SPM-Verarbeitung
aufbauen und zus¨atzliche Rauschkorrekturen (Cuadra u. a., 2005; Manj´on u. a.,
2008), eine Hirnextraktion (Dahnke u. a., 2011) und eine AMAP-Segmentierung
nutzen (Rajapakse u. a., 1997).
6.2.2 Definition von Qualit¨atsmaß en
Es folgt nun die technische Definition von drei QRs zur Messung von hoch- und
tieffrequenten Bildst¨orungen sowie der Bildaufl¨osung. Die Notenskalierung als
2 SPM8 R5236: http://www.fil.ion.ucl.ac.uk/spm/software/spm8
3 SPM12 R6225: http://www.fil.ion.ucl.ac.uk/spm/software/spm12
4 VBM8 R439: http://dbm.neuro.uni-jena.de/vbm8
5 CAT12 R649: http://dbm.neuro.uni-jena.de/cat12
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Qualit•atsrating (QR) erfolgt durch die Funktion 6:
QR = (QM;AQM ; FQM) = max(0;min(100;
QM   AQM
FQM   AQM )); (6.1)
wobei QM das nichtskalierte (originale) QM und QR das Notenma darstellen
und AQM denn besten Notenwert (Note 1  Notengrad A  95 rps) und FQM
den schlechtesten regul•aren Notenwert (Note 5  Notengrad E  55 rps) deniert.
Die Ratings sind simultan als prozentuale Skala, kontinuierliche und gerundete
deutsche Notenwerte und angels•achsischer Notengrade mit Abstufungen deniert,
die ineinander •uberf•uhrt werden k•onnen. In den folgenden Abbildungen werden
daher die Notengrade zur Nutzung von Qualit•atsbereichen (z. B. Grad A von 90
bis 100 rps) und die Prozentwerte f•ur spezische Werte genutzt, ohne dass weiter
zwischen den verschiedenen Notenskalen unterschieden wird.
Rauschen
Rauschen ist eine hochfrequente Bildst•orung eines Signals C, die h•aug durch das





mit dem Mittelwert , der Standardabweichung , dem Bildhintergrund CV  C
und dem Bildvordergrund CS  C. Im Gegensatz zu den meisten traditionellen
Ans•atzen, empehlt sich die Nutzung des Bereichs der CSF und WS anstelle
des Bildhintergrundes, da dieser (i) ggf. St•orungen enth•alt, die das Gehirn nicht
betreen (Kruggel u. a., 2010), (ii) ein anderes Rauschverhalten aufweisen (Blaimer
u. a., 2004; Griswold u. a., 2002; Lustig u. Pauly, 2010; Pruessmann u. Weiger, 1999)
oder (iii) durch Skull-stripping oder
"
Defacing\ 7 Routinen modiziert wurden
(Abbildung 6.3). Die Regionen der ventrikularen CSF und der WS sind hingegen
von Vorteil, da sie groe, homogene Bereiche beschreiben, die nur geringf•ugig durch
den PVE, Kontrastunterschiede oder andere Strukturen gest•ort sind, w•ahrend
das Gebiet der GS stark variiert. Die alleinige Nutzung der ventrikularen CSF








Entfernen\ des Gesichtsbereichs aus dem MRT-Bild
zur Anonymisierung.
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Abbildung 6.3: Der Bildhintergrund kann unterschiedlich stark vorverarbeitet sein und ist im
Allgemeinen nicht zur Bestimmung von Bildst•orungen geeignet. So kann er unber•uhrt sein
(sMT01, NIHNBD, IXI-GU), aber auch partiell (ADNI, INDI-AnnArbor), bzw. vollst•andig
"
fehlen\ (INDI-Dalas) oder von Bildst•orungen betroen sein, die nicht charakteristisch f•ur
den Rest des Bildes sind (sMT01; NIHNBD).
durch altersspezische Mikrol•asionen8 und Hyperintensit•aten der WS (WMHs,
engl. white matter hyperintensities) gest•ort sein kann, die eine •ahnliche Struktur
und Frequenz wie Rauschen oder andere Artefakte aufweisen k•onnen. Der Bereich
der WS wurde auch zur Bestimmung der Signalst•arke CS verwendet, da dieser
stabiler als durchschnittliche Intensit•at des Bildvordergrundes ist.
Um einen m•oglichst reinen Bereich von CSF und WS zu erhalten und Seiteneekte
von Gewebegrenzen und WS-Mikrol•asionen oder WMHs zu vermeiden, wurde ein
hoher Schwellenwert und eine Erosion um einen Voxel genutzt:
WMe = erode(Cp0 > 2 1) _ (Cp0 > 2 9); (6.3)
CSFe = erode(Cp0 > 0 1 ^ Cp0 < 1 9) _ (Cp0 > 0 9 ^ Cp0 < 1 1); (6.4)
mit _ als logischem
"
oder\, ^ als logischem
"
und\, Cp0 als Segmentkarte mit
Bildhintergrund=0, CSF=1, GS=2, WS=3, und PVE-Zwischenwerten, bei denen
bspw. ein Wert von 2,34 einen Voxel mit 66 % GS und 34 % WS beschreibt.
Traditionell wird Bildrauschen als eine r•aumlich gleichverteilte, hochfrequente
St•orung im Originalbild beschrieben (Vovk u. a., 2007):
v(x) = u(x)  b(x) + n(x); (6.5)
wobei v(x) die Aufnahme des Objektes u(x) an einem Punkt x beschreibt, die durch
die B0-Inhomogenit•at des statischen MRT-Feldes b(x) und das Rauschen n(x)
charakterisiert ist. Aufgrund der parallelen Bildgebung und scannerbasierten
Inhomogenit•atskorrekturen gilt diese Annahme allerdings oftmals nicht mehr
8 Gerade in •alteren Gehirnen treten bei guter Datenqualit•at Faserstrukturen und erweiterte
Blutgef•ae hervor, die methodisch schwer vom Rauschen unterschieden werden k•onnen.
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und Signalst•arke und Rauschmuster variieren r•aumlich (Abbildung 6.4; Blaimer
u. a., 2004; Griswold u. a., 2002; Lustig u. Pauly, 2010; Pruessmann u. Weiger,
1999).





































ohne Korrektur mit Korrektur
Abbildung 6.4: Das lokale Rauschen wird stark von der Inhomogenit•at des B0-Feldes beein-
usst, sodass die Rauschbestimmung beim inhomogenit•atskorrigierten Bild aussagekr•aftiger
f•ur die weitere Bildanalyse ist.
Die Bestimmung des Rauschens erfolgt daher als mittlere lokale Standardabweichung
innerhalb des WMe-Segments des inhomogenit•atskorrigierten Bildes. Das Rauschen
eines Voxels vWMe 2 CWMe, bzw. vCSFe 2 CCSFe, bestimmt sich somit als:
(CWMe; vWMe) = (CWMe(N
+(vWMe))); (6.6)
(CCSFe; vCSFe) = (CCSFe(N
+(vCSFe))); (6.7)
wobei N+ die Moore-Nachbarschaft um einen Voxel vWMe (bzw. vCSFe) inklusive
vWMe (vCSFe) charakterisiert. Das globale Rauschen l•asst sich damit als Mittelwert
der lokalen Standardabweichung aller WMe- und CSFe-Voxel denieren:
~(CWMe) = v2CWMe((CWM; vWMe)); (6.8)
~(CCSFe) = v2CCSFe((CCSF; vCSFe)): (6.9)
Eine N+124-Nachbarschaft, ein 5 5 5 W•urfel, wurde anhand empirischer Test
ausgew•ahlt, die sich als sensitiv gegen•uber verschiedenen St•orungen und dennoch
unempndlich gegen•uber verbliebenen Inhomogenit•aten erwies. Da bei der anato-
mischen Bildgebung die Unterscheidung der Hirngewebeklassen im Vordergrund
steht, ist es sinnvoll anstelle der Signalst•arke den Gewebekontrast zu nutzen.
Im Speziellen empehlt sich die Nutzung des minimalen Gewebekontrasts, da
ein zu guter GS-WS-Kontrasts zu Lasten des GS-CSF-Kontrasts geht und bei
starken Inhomogenit•aten zu Problemen bei der Unterscheidung von GS und CSF
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f•uhrt:
Kontrast = min ((CWMe)  (CGM); (CGM)  (CCSF)) : (6.10)
Zum Erhalt einer linearen Skalierung wurde das Rausch-Kontrast-Verh•altnis






NCR = (NCR'; 0;05; 0;33): (6.12)
Auch an dieser Stelle wurde der minimale Wert genutzt, da das Rauschen bei
Bildern von •alteren Personen aufgrund der bereits erw•ahnten Altersstrukturen
ggf. •ubersch•atzt wird. Ist die Menge an CSF-Voxel kleiner als 100, wird nur
der WS-Wert genutzt. Das Rauschen wurde prim•ar anhand des BWP skaliert,
wobei das 1 % BWP Rauschlevel, ein exzellentes Bild beschreibt (Notengrad A),
w•ahrend das 9 % BWP Rauschen den schlechtesten akzeptablen Wert darstellt
(Notengrad E). Ein BWP-Rauschen von 0 % stellt somit den absoluten Idealfall dar
(Notengrad A+Note 0,5 100 rps), w•ahrend ein Rauschen von 10 % die Grenze
zum
"
unzureichend\ beschreibt (Notengrad FNote> 5,5< 50 rps).
Inhomogenit•at
Zur Erfassung derB0-Inhomogenit•aten hat sich der verkn•upfte Variationskoezient
(CJV, engl. coecient of joint variation; Likar u. a., 2001) als ein praktikables
Ma erwiesen (Belaroussi u. a., 2006; Vovk u. a., 2006):
CJV =
(CGM) + (CWM)
j(CGM)  (CWM)j : (6.13)
Er beschreibt die mittlere Standardabweichung von der mittleren Gewebeintensit•at
von GS und WS. Da die GS stark vom PVE und variierenden Gewebeeigenschaf-
ten9 betroen ist (Westlye u. a., 2010), die zu einer h•oheren Varianz f•uhren,
ist es sinnvoller nur den WMe-Bereich zu nutzen. Weiterhin ist es empfehlens-
wert das Bildrauschen zu reduzieren, was hier durch einen Laplace-Filter10 mit
9 Aufgrund des Eisengehalts fallen die subkortikalen Strukturen im T1 deutlich heller aus und die
GS entspricht in ihrer Intensit•at eher der WS. Auch die Intensit•at kortikaler Strukturen kann
in Abh•angigkeit von Region, Alter und MRT-Protokoll durch unterschiedliche Myelinisierung
variieren (Draganski u. a., 2011; Weiskopf u. a., 2013).
10 Mittelwert der direkten sechs Nachbarn eines Voxels, siehe auch Abschnitt 4.2.4.
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Dirichlet-Grenzbedingung11 innerhalb des WMe-Bereichs erfolgte und zu einem
korrigierten Bild CWMes f•uhrt. Das Inhomogenit•ats-Kontrast-Verh•altnis (CIR,





ICR = (ICR'; 0;22; 0;96): (6.15)
Dabei ist auf den Unterschied zwischen  beim ICR' und ~ beim NCR' zu achten.
W•ahrend ~ die Mittelung der lokalen Standardabweichung  darstellt, die in
der WMe-Nachbarschaft eines jeden WMe-Voxels bestimmt wurde, beschreibt
 die globale Standardabweichung innerhalb des gesamten gelterten WMes-
Bereichs CWMes. Ohne interne Korrekturverfahren weisen moderne Hochfeldscanner
bereits bei 3 Tesla Inhomogenit•aten auf, die der maximal am BWP denierbaren
Inhomogenit•at von 100 % entsprechen. Da auch diese starken Inhomogenit•aten im
Allgemeinen gut korrigierbar sind, wurde die Skalierung entsprechend angepasst.
Die Benotung erfolgte passend zum BWP, wobei die Noten 1 und 3 sich an der
BWP Inhomogenit•at von 20 % und 100 % orientieren, sodass der Idealfall von
100 rps einer BWP Inhomogenit•at von 0 % und die Grenze zum
"
unzureichend\
mit 50 rps bei 200 % Inhomogenit•at deniert wurde.
Au•osung
Die r•aumliche Au•osung eines Bildes spielt eine wesentliche Rolle, da nur ana-
tomische Strukturen korrekt erfasst werden k•onnen, die deutlich gr•oer als die
Abtastau•osung sind. So ist die Beschreibung feiner Strukturen, wie dem Hippo-
campus oder dem Kleinhirn, erst bei deutlich unter einem Millimeter Voxelkanten-
l•ange sinnvoll. Bei gr•oberen Strukturen, wie der Grohirnrinde, erlaubt der PVE
hingegen eine relativ genaue Beschreibung der Grenze zwischen zwei Bildklassen
und damit sogar die Bestimmung der kortikalen Dicken im Submillimeterbereich
(Acosta u. a., 2008; Dahnke u. a., 2013a; Dale u. a., 1999; Fischl u. Dale, 2000).
Liegen allerdings mehr als zwei Bildklassen innerhalb eines Voxels, so kann weder
die eine noch die andere Grenze genau bestimmt werden, sodass hier der Fehler
deutlich ansteigt (siehe auch Abschnitt 4.4; Dahnke u. a., 2013a). Zur allgemeinen
Beschreibung des Volumens und der Form des Voxels kann ein quadratischer Mit-
telwert (RMS, engl. root-mean-square) bestimmt werden, um die RMS-Au•osung
11 Die Filterung erfolgt nur innerhalb des maskierten Bereiches.
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(RES, engl. root-mean-square resolution) zu denieren:
RES0 =
p
(x2 + y2 + z2) = 3; (6.16)
RES = (RES'; 0;5; 2;5): (6.17)
wobei x und y die Schichtau•osung und z die Schichtdicke beschreibt. Der RMS
erlaubt dabei eine st•arke Gewichtung von Ausreiern mit geringer Au•osung,
w•ahrend Ausreier mit besserer Au•osung nur geringf•ugige Zugewinne erlauben.
Bei gleichem Voxelvolumen werden somit isotrope Au•osungen (x = y = z)
bevorzugt. In der Praxis wird h•aufig die Schichtdicke gr•oer als die Schichtaufl•osung
gew•ahlt (x = y  z), sodass bei Schichtbetrachtung mehr Details sichtbar sind und
die Aufnahmezeiten nicht erh•oht wird. Dies ist zwar bei der klinischen Diagnose
von Vorteil, reduziert aber gleichzeitig die Genauigkeit der morphometrischen
Mae aufgrund des Abtasttheorems und verst•arkt zus•atzlich den Einfluss der
Objektorientierung (siehe auch Abschnitt 4.4; Dahnke u. a., 2013a; Manjon u. a.,
2010). F•ur eine sinnvolle Gewebesegmentierung des Neokortex sollte sowohl die
Schichtaufl•osung als auch die Schichtdicke kleiner als die erwartete Kortexdicke
sein, sodass hier keiner der Werte deutlich •uber 2 mm liegen sollte. Die Skalierung
der Aufl•osung erfolgte anhand der typischen Aufl•osungen heutiger Datens•atze. F•ur
die Note 1 wurde ein Wert von 0,5 mm gew•ahlt, w•ahrend die Note 5 durch 2,5 mm
definiert wurde (siehe Tabelle 6.2), die der durchschnittlichen kortikalen Dicke
entspricht (Fischl u. Dale, 2000; Tosun u. a., 2004). Typische Forschungsdaten mit
etwa 1 mm Aufl•osung werden daher mit der Note 2 bewertet. Um den Vorteil dieses
Ansatzes aufzuzeigen, wurden zwei alternative Definitionen gepr•uft, das Volumen
RESV':
RESV0 = x  y  z; (6.18)
RESV = (RESV'; 0;125; 18;75) (6.19)
und die mittlere Voxelgr•oe RESM':
RESM0 = (x+ y + z)=3; (6.20)
RESM = (RESM'; 0;5; 2;5): (6.21)
Dabei wurde die selbe Skalierung wie bei RES' verwendet, bzw. f•ur Volumina
angepasst. Zum Test wurde die Au•osung der Segmentierung des BWP Segment-
bildes Cp0 durch Volumenmittelung erst reduziert und anschlieend reinterpoliert,
sodass der Informationsverlust durch Kappa (Cohen, 1960) beschrieben werden
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Tabelle 6.2: Die Tabelle zeigt drei Varianten, um die Auf¨losung durch eine Note zu beschreiben.
RESV ist das Voxelvolumen, RESM die mittlere Voxelauf¨losung und RES die vorgestellte
RMS-Mittelung der Voxeldimension.
x y z RESV RESM RES
0,5 0,5 0,5 1,00 1,00 1,00
0,5 0,5 1,0 1,02 1,33 1,41
0,8 0,8 0,8 1,07 1,60 1,60
0,9 0,9 1,2 1,16 2,00 2,02
1,0 1,0 1,0 1,16 2,00 2,00
1,1 1,1 0,9 1,18 2,07 2,08
1,0 1,0 3,0 1,53 3,33 3,82
2,0 2,0 2,0 2,47 4,00 4,00
3,0 3,0 3,0 6,00 6,00 6,00
kann. Die Korrelation von Kappa und den Aufl¨osungsmaß en wurde durch den






erfasst, mit rg(xi) als Rang von xi und Cov(rg(x), rg(y)) als Kovarianz der beiden
Inputvariablen rg(x) und rg(y). Da RES die h¨ochste Korrelation gegenu¨ber RESV
und RESM aufwies (Abbildung 6.5) wurde es im Folgenden alleinig genutzt.
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Abbildung 6.5: Die Zusammenfassung der Auf¨losung zu einer Note kann als Volumen RESV,
als Mittel RESM oder wie hier vorgeschlagen als RMS Wert RES erfolgen. Dabei wies
RES die h¨ochste Spearman-Korrelation zu den Kappa-Resultaten der auf¨losungsreduzierten
Daten auf.
6.2.3 Verknu¨pfen von Qualit¨atsmaß en
Da die QS nur einen Seitenaspekt der Datenanalyse darstellt, ist eine einfache und
praktikable Anwendung entscheidend und die Kombination zu einem gewichteten
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Rating naheliegend. Um eine rein willk•urliche Gewichtung zu vermeiden, wurde ein
lineares Modell erstellt, bei dem die Segmentierungsqualit•at Kappa das Resultat
der gemessenen Bildqualit•at beschreibt:
Kappa = M  b+ " (6.23)
mit M als Notenmatrix verschiedener QRs, b als Designvektor der zu bestimmenden
Gewichtung und " als verbleibenden Fehler. Kappa wurde anhand der Resultate
der vier Segmentierungsverfahren bez•uglich des BWP-Goldstandard ermittelt. Die
Gleichung wurde durch die Methode der kleinsten Quadrate gel•ost. Obwohl dieses
Modell sehr gut zur Beschreibung der simulierten BWP-Daten geeignet war, el
die Bewertung der Realdaten selbst bei schweren Artefakten zu positiv aus. Die
Ursache lag in der nichtlinearen Interaktion verschiedener QRs, bei der schlechte
Werte nicht durch gute Werte ausgeglichen werden k•onnen. So kann bspw. eine
niedrige Au•osung nicht durch geringes Bildrauschen kompensiert werden. Es
wurde daher ein generalisiertes, gewichtetes Modell erstellt, bei dem die mittlere
Qualit•at st•arker von schlechteren Noten beeinusst wird:
Kappa = (M (f)  b)(1/f) + " (6.24)
wobei (f) die Hadamard-Exponentialfunktion12 beschreibt. Dieses Model verh•alt
sich bei f 7! 1 wie ein gewichtetes Maximum. Tests mit dem BWP und realen
Daten zeigten eine optimale •Ubereinstimmung f•ur einen Faktor von f = 8. Dieser
wurde f•ur die Bestimmung der mittleren Bildqualit•at IQR genutzt:
IQR = (M (8)  b)(1/8) (6.25)
mit der Qualit•atsmaematrix M=[NCR ICR RES] mit deutscher Notenskala
(0,5 bis 10,5 mit kleinen Werten f•ur bessere Daten) und Qualit•atsmagewichtung
b = [0;5 0;0 0;5]T . Bei kleineren f , wie beim klassischem RMS mit f = 2, war
der Einuss ung•unstiger Werte zu schwach, wohingegen die Nutzung der Maxi-
mumfunktion zwar einfacher ist, allerdings nicht die notwenige Dierenzierung bei
problematischen Daten erlaubte. Die Gewichtung b wurde durch die Methode der
kleinsten Quadrate ermittelt (b = [0;455 0;005 0;530], " = 0 010) und willk•urlich
zur Vereinfachung gerundet, sodass Rauschen und Au•osung zu gleichen Teilen
eingehen. Die Inhomogenit•at ICR wurde aufgrund des geringen Einusses und der
schw•acheren Korrelation zur Segmentierungsqualit•at nicht weiter ber•ucksichtigt.
12 Das Hadamard-Produkt bestimmt die elementweise Verarbeitung der Matrixelemente bei der
Multiplikation.
6.2. VORVERARBEITUNGSBASIERTE QUALITA¨TSMASSE 137
Das bedeutet, dass Inhomogenit•aten bei der Vorverarbeitung im Allgemeinen
sehr gut korrigiert werden k•onnen und das Probleme, wie das lokal erh•ohte Rau-
schen bei reduzierter Signalst•arke, bereits durch den NCR ausreichend erfasst
werden.
6.2.4 Ausreiererkennung
Zu diesem Zeitpunkt bestimmen die QRs protokollspezische Eigenschaften, wie
bspw. Au•osung und Rauschen, aber auch spezische Aspekte wie Bewegungsar-
tefakte. Um scanspezische Ausreier erkennen zu k•onnen, ist es notwendig die
optimale Protokollqualit•at zu bestimmen, erweitert um einen Toleranzbereich von
5 rps (was einem Prozentpunkt (pp, engl. percentage point) des BWP-Rauschen
entspricht). Dieser Schwellenwert erlaubt die Unterscheidung zwischen bestan-
denen und fehlgeschlagenen Datens•atzen. Um h•artere (h•ohere Qualit•at, aber
weniger Bilder) oder weichere Kriterien zu erm•oglichen (mehr Bilder, aber auch
st•arke Qualit•atsabweichung), wurde ein Skalierungsfaktor fc mit einem Werte-
bereich zwischen 0,5 und 2,0 deniert, um eine Anpassung an die projektspezi-
schen Bed•urfnisse zu erm•oglichen. Der optimale Wert von fc wurde durch eine
ROC-Analyse13 eine Expertenbewertung mit Hilfe eigener Daten ermittelt. Zur
Absch•atzung der optimalen Protokollqualit•at wurde ein k-means-Klassikator
verwendet, um gr•oere Spitzen im IQR-Histogramm zu nden. Die Anzahl der
Klassen wurde durch die Anzahl der IQR-Notengrade deniert, die mindestens
5 % der Scans enthalten. Um Verzerrungen durch positive Ausreier zu vermeiden,
werden h•ohere Qualit•atsklassen zusammengefasst, bis sie mindestens 30 % der
Daten enthalten. Der durchschnittliche IQR-Wert der zusammengefassten Spitzen
wurde gesch•atzt und um die Standardabweichung korrigiert, um die optimale
Protokollqualit•at zu erhalten.
6.2.5 Validierung und Evaluation
Simulierte Daten erlauben die Validierung und Skalierung der QRs anhand eines
Goldstandard. Dennoch ist die Durchf•uhrung einer empirischen Evaluation durch
reale MRT-Datens•atze wichtig, da simulierte St•orungen nur zum Teil die realen
13 Die Grenzwertoptimierungskurve (ROC: engl. receiver operating characteristic) ist eine Me-
thode zur Bewertung und Optimierung von Analysestrategien, die Sensitivit•at und Spezit•at
einer Methode gegen•uberstellt.
siehe https://de.wikipedia.org/wiki/Receiver Operating Characteristic
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Gegebenheiten abdecken k•onnen und der praktische Nutzen der QRs erst bei
realen Daten korrekt abgesch•atzt werden kann. Um die Sensitivit•at und Spezit•at
der Bildqualit•atsbestimmung anhand verschiedener MRT-Protokolle und anatomi-
scher Gegebenheiten zu pr•ufen, wurden ein Test-Retest-Datensatz und •oentliche
Datenbanken genutzt.
Simulierte Daten
Die Validierung erfolgte anhand von 300 simulierten Bildern des BWP mit variier-
tem Rauschen, Inhomogenit•aten und Au•osungen. Der BWP-Datensatz umfasste
f•unf Rauschst•arken (1 %, 3 %, 5 %, 7 %, 9 %), 5 Inhomogenit•atsstufen (20 %, 40 %,
60 %, 80 %, 100 %) mit drei Feldtypen (A, B, C). Da das BWP nur eine grobe Reduk-
tion der Schichtau•osung erlaubte, wurden drei zus•atzliche Au•osungsstufen der
nalen Daten erzeugt. Neben der Standardau•osung von 1;0 1;0 1;0 mm
wurden drei weitere Bilder mit 1,0 1,0 2,0 mm, 2,0 2,0 1,0 mm und
2,0 2,0 2,0 mm durch Voxelmittelung erzeugt, um Interpolationsartefakte zu
vermeiden. Die Simulation erlaubt den Test der QRs f•ur verschiedene St•orungen,
bei denen die QRs nur auf ihre St•orung anschlagen sollten.
Experten Datensatz
In •oentlichen Datens•atzen werden typischerweise Bilder mit geringer Bildqualit•at
entfernt, sodass hier auf einen eigenen Datensatz zur•uckgegrien werden musste,
um die QR unter realen Bedingungen zu testen. Der Datensatz enthielt 797 Scans
von 9 verschiedenen Zentren (Tabelle 6.3), die von einem Experten f•ur visuelle
Bildqualit•at bewertet wurden (akzeptabel, engl. passed ; inakzeptabel, engl. failed ;
siehe Abbildung 6.8 f•ur Beispiele). F•ur die Zentren A, C, D und F wurden
Kontrolldatens•atze mit •ahnlicher Alters- und Geschlechtsverteilung genutzt.
Test-Retest
Der Test-Retest erlaubt die Pr•ufung der Datenverarbeitung und die Optimierung
von MRT-Protokoll unter realen Bedingungen, indem ein Mittelbild als Goldstandard
genutzt wird (Evans u. Group, 2006; Kempton u. a., 2011; Schnack u. a., 2004). F•ur
diesen Zweck wurde der Tohoku-Datensatz von Benjamin Thyreau mit insgesamt
126 Einzelaufnahmen eines gesunden Erwachsenen genutzt (Thyreau u. a., 2013). Die
Bilder wurden auf einem PHILIPS Achieva 3.0 Tesla MRT mit 8-Kanal-Kopfspule unter
6.2. VORVERARBEITUNGSBASIERTE QUALITA¨TSMASSE 139
Tabelle 6.3: Eigener MRT-Datensatz von neun verschiedenen Zentren mit insgesamt 797
Bildern (M=M•anner; F=Frauen; p=passed ; f=failed ; y unvollst•andige demographische
Daten).
Wertung Alter Geschlecht Auflo¨sung
Zentrum p f (in Jahren) (M/F) (in mm)
A 14 14 13,39  1,91 1,64 1,00 1,00 1,00
B 34 79 6,14  1,18 1,08 1,00 1,00 1,33
C 19 19 10,79  1,35 0,50 1,33 1,00 1,00
D 31 31 ca. 5 bis 18† beides† 1,00 1,00 1,00
E 10 19 34,18  10,84 1,20 1,00 1,00 1,00
F 8 8 43,81  25,99 1,00 1,07 1,00 1,12
G 130 20 33,88  19,00 1,42 1,00 1,00 1,00
H 197 51 11,48  2,92 1,88 1,33 1,00 1,00
I 86 27 9,10  1,25 1,13 1,10 1,00 1,00
Verwendung verschiedener T1-Protokolle aufgenommen. Alle 126 T1-Daten wurden
mit den verschiedenen Verfahren vorverarbeitet und anhand der Segmentierung mit
1 mm Aufl•osung auf ein Template registriert und mit 0,50 mm isotroper Aufl•osung
geschrieben. Um ung•unstige Ausreier ausschlieen zu k•onnen, wurde das Medianbild
der Segmentierung zur Sch•atzung der Verarbeitungsqualit•at Kappai bestimmt und
Bilder mit Kappai > (Kappa)   (Kappa) ausgeschlossen. Anschlieend wurde
der Goldstandard als Mittel bestimmt, da dieses mehr anatomische Details als der
Median zul•asst. F•ur den finalen Test wurden sechs Scans anhand ihrer Scanzeit und
Bildeigenschaften ausgew•ahlt und zum Goldstandard verglichen.
Groprojekte
Die finale Evaluation der QRs umfasste die morphometrische Analyse von zentrum-,
scanner- und protokollspezifischen Unterschieden bei demographischen (z. B. Alter
und Geschlecht) und klinischen Unterschieden (Gesunde vs. Patienten). Aufgrund
der Vielzahl von Bildern wurde nur die VBM8-Vorverarbeitung genutzt. Da viele
Studien das GS-Volumen oder die kortikale Dicke analysieren, wurde das rGMV
als globaler anatomischer Parameter genutzt. Im Gegensatz zu den QRs sollten nur
geringf•ugige Unterschiede zwischen Zentren, Scannern, Protokollen und Vorverarbei-
tungsmethoden existieren, wohingegen von deutlichen •Anderungen im Entwicklungs-
und Alterungsprozess oder bei pathologischen Abweichungen mit starker Gewebea-
trophie auszugehen ist. Da die Gewebeanteile der verschiedenen Segmentierungen
systematische Unterschiede aufwiesen, wurden die Ergebnisse f•ur den Mittelwert der
Methode korrigiert.
Weiterhin wurde der potenzielle Nutzen der prospektiven QS und der Effekt auf
IQR anhand der beiden multizentrischen Groprojekte ADNI und PPMI untersucht.
Bei ADNI wurden die Protokollparameter in Zusammenarbeit mit den Herstel-
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Tabelle 6.4: Tabelle der genutzten •oentlichen MRT-Projekte, mit Anzahl der Probanden und
Zentren, der Hersteller und Feldst•arke der Scannerhardware (SI=SIEMENS, PH=PHILIPS,
GE=General Electric), dem Altersbereich und dem mittleren Alter in Jahren, dem Ge-
schlechtsverh•altnis (F/M; F=Frauen, M=M•anner), dem Projektschwerpunkt (Fokus) und
dem Anteil gesunder Probanden (HCF, engl. healthy control fraction).
Projekt Prob. Scans Zentr. Hersteller Feldsta¨rke Alter Mittleres Alter F/M Fokus HCF
AIBLE 1.099 1.099 16 - - 6 - 64 17,11  8,06 1,51 ASD 48 %
ADHS 948 948 8 - - 7 - 22 11,86  3,13 1,66 ADHS 100 %
ADNI 842 2.596 58 GE,PH,SI 1,5, 3,0 T 55 - 93 76,09  6,71 1,33 AD 22 %
IXI 556 556 3 GE,PH 1,5, 3,0 T 20 - 86 48,44  16,42 0,82 HC 100 %
INDI 1.127 1.178 27 - - 8 - 85 28,39  13,63 0,87 HC 100 %
NIHNBD 322 768 5 GE,SI 1,5 T 0 - 22 8,10  5,92 0,98 HC 100 %
NKI 174 174 1 - - 4 - 85 33,58  19,02 1,42 HC 100 %
OASIS 416 1.688 1 - 1,5 T 18 - 96 51,56  25,32 0,62 AD 24 %
PPMI 555 723 23 GE,PH,SI 1,5, 3,0 T 31 - 85 61,74  10,00 2,02 PK 17 %
lern abgestimmt und ein optimiertes Protokoll mit •ahnlichen Bildeigenschaften auf
den genutzten Scannertypen erstellt (Jack Jr. u. a., 2008), w•ahrend bei PPMI zen-
trumsspezifische Protokolle genutzt wurden. Weiterhin wurden bei ADNI zus•atzliche
Anforderungen an den Aufnahmeprozess, die Nutzung des MRT-Phantoms, und
die zentrale semi-automatische Bildauswertung gestellt. Die Harmonisierung und
Standardisierung bei ADNI sollte zu einer erheblichen Reduktion der Varianz der
Bildeigenschaften und damit zu •ahnlicheren IQR-Werten f•uhren. Neben ADNI und
PPMI wurden die folgenden •offentlich-verf•ugbaren Datens•atze genutzt (Tabelle 6.4),
um eine allgemeine •Ubersicht •uber die Datenqualit•at zu erhalten und die QR auf
m•ogliche Probleme zu testen:
ABIDE: Das Data-Sharing-Projekt AIBLE14 (engl. Autism Brain Imaging Data
Exchange) umfasst 16 internationale Zentren mit insgesamt 1.112 Scans von 539




Alzheimer's Disease Neuroimaging Initiative\ (ADNI)15, wurde
von Michael W. Weiner, MD als •offentlich-private Partnerschaft vom
"
National
Institute on Aging\ (NIA), dem
"
National Institute of Biomedical Imaging and
Bioengineering\ (NIBIB), der
"
Food and Drug Administration\ (FDA), der privaten
Pharmaindustrie und gemeinn•utzigen Organisationen gegr•undet und stellt die Leistung
vieler Investoren und Forscher dar. Ziel dieses, mit •uber 100 Millionen US-Dollar
finanzierten Projektes, besteht in der Erforschung der Entstehung und Entwicklung
von Alzheimer Demenz (AD) mittels der MRT-Bildgebung, biologischer Marker und
klinischer- und neurologischer Tests (Jack Jr. u. a., 2008). Dabei wurden •uber 1.500
Personen im Alter von 55 bis 90 Jahren im L•angsschnitt erfasst.
14 ABIDE: http://http://fcon 1000.projects.nitrc.org/indi/abide
15 ADNI: http://www.adni-info.org, http://adni.loni.usc.edu
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ADHD200: Der ADHD200 Datensatz16 ist ein Data-Sharing-Projekt, das die
neurologischen Ursachen und Auspr•agungen von ADHS (Aufmerksamkeitsdefizit
Hyperaktivit•ats St•orung) erforscht, und 1.127 strukturelle Scans prim•ar junger
Erwachsener beinhaltet.
IXI: Das IXI Projekt17 (engl. Information eXtraction from Images) erlaubt den
Zugriff auf MRT-Daten von •uber 550 gesunden Personen im Alter von 20 bis 86.
INDI: Das
"
1000 Functional Connectomes Projekt\ 18 der
"
International Neu-
roimaging Data-sharing Initiative\ (INDI) ist ein weiteres Data-Sharing-Projekt
mit fMRT-Schwerpunkt zur Erforschung der Interaktion von Hirnregionen
(engl. resting-state), dass zus•atzliche strukturelle T1-Bilder beinhaltet.
NIHNBD: Die fr•uhkindliche normale Entwicklung des Gehirns wurde prim•ar
durch Daten des
"
Pediatric MRT Data Repository\ des
"
National Institutes of Health\
(NIH) abgedeckt (NIHNBD: engl.
"
National Institute of Health - Normal Brain Deve-
lopment\ Version 4.0; Evans u. Group, 2006). Diese multizentrische L•angsschnittstudie
wurde von der
"
Brain Development Cooperative Group\ initiiert und vom
"
National
Institute of Child Health and Human Development\, dem
"
National Institute on Drug
Abuse\, dem
"
National Institute of Mental Health\ und dem
"
National Institute of
Neurological Disorders and Stroke\ unterst•utzt. •Ahnlich wie bei ADNI wurde eine
prospektive QS mit optimierten Protokollen und Aufnahmestandards genutzt.
NKI: Der \Nathan Kline Institute - Rockland Sample\ (NKI) Datensatz19 ist
Teil des INDI Projektes und umfasste zu diesem Zeitpunkt 174 Scans gesunder
Probanden.
OASIS: Das OASIS Projekt20 (engl. \Open Access Series of Imaging Studies")
beinhaltet quer- und l•angsschnittliche strukturelle MRT-Datens•atze von Gesunden
und Demenzerkrankten (AD; Marcus u. a., 2010, 2007b).
PPMI: Die von Michael J. Fox ins Leben gerufene
"
Parkinson's Progression
Markers Initiative\ 21 (PPMI) ist ein Data-Sharing-Projekt, dass sich mit der
Erforschung der Parkinson Krankheit besch•aftigt.
16 ADHD200: http://fcon 1000.projects.nitrc.org/indi/adhd200
17 IXI: http://www.brain-development.org
18 INDI: http://fcon 1000.projects.nitrc.org
19 NKI: http://fcon 1000.projects.nitrc.org/indi/pro/nki.html
20 OASIS: http://www.oasis-brains.org
21 PPMI: http://www.ppmi-info.org
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6.3 Resultate
Ausgangspunkt der Evaluation der QS war die grunds•atzliche Validierung der
QRs anhand von simulierten St•orungen bei synthetischen Daten (Abschnitt 6.3.1),
gefolgt von der Analyse des Einusses demographischer Variablen (Abschnitt 6.3.2),
und der Demonstration der IQR-basierten Ausreiererkennung (Abschnitt 6.3.3).
Anschlieend wurde die Verteilung von IQR in akzeptablen Bildern (Abschnitt 6.3.4)
und der Einuss der Bildqualit•at auf die Analyse groer heterogener Datenbest•an-
de untersucht (Abschnitt 6.3.5). Schlussendlich wurde das Zusammenspiel von
Scanzeit, Bildqualit•at und Vorverarbeitungsgenauigkeit anhand des Test-Retest-
Datensatzes erfasst (Abschnitt 6.3.6).
6.3.1 Validierung anhand des BWP
Die Auswertung beim BWP zeigte, dass jedes QRs eine hohe absolute Korrelation f•ur
seine spezifische St•orung und eine geringe absolute Korrelation zu anderen Parame-
tern aufwies (Tabelle 6.5). Als Kombination aus NCR und RES korrelierte IQR mit
Rauschen und Aufl•osung. Die allgemeine Auswirkung der Bildqualit•at auf die Segmen-
tierung war durch eine starke Korrelation zwischen IQR und dem durchschnittlichen
Kappa von GS und WS charakterisiert, das bei den verwendeten Segmentierungen
zwischen 0,768 und 0,851 lag. Die Verwendung der BWP-St•orungsniveaus als Gold-
standard erlaubte die Bestimmung des RMSE bei IQR, der sich segmentierungsbedingt
zwischen 1,814 und 2,021 rps bewegte. Insgesamt zeigte IQR geringere Fehlerwerte
und eine h•ohere Korrelationen zur Segmentierungsgenauigkeit Kappa als einzelne QRs.
Besonders beim ICR best•atigte die deutlich geringe Korrelation und der gleichzeitig
h•ohere RMSE die geringe Gewichtung der IQR-Definition.
Tabelle 6.5: Der SCC wies nur zwischen den QRs und der jeweiligen Bildst•orung eine
deutliche Korrelation aus. Dabei zeigte IQR die h•ochste absolute Korrelation aller QRs zur
mittleren Segmentierungsqualit•at Kappa. Das Rating der BWP-St•orungsniveaus erlaubte
die Sch•atzung der RMSEs der QRs, wobei der RMSE von RES gleich 0 ist, da dieses auf
den Bilddenitionen beruhte.
Testvariable NCR ICR RES IQR
Rauschen  0.974***  0.023 0.000  0.804***
Inhomogenita¨t 0.118**  0.916*** 0.000 0.126**
RES  0.043  0.016  1.000***  0.416***
Kappa CAT12 0.530*** 0.112 0.828*** 0.809***
Kappa SPM12 0.456*** 0.265** 0.406*** 0.768***
Kappa VBM8 0.627*** 0.262** 0.760*** 0.851***
RMSE CAT12 2.581 rps 2.860 rps 0.000 rps 1.814 rps
RMSE SPM12 2.716 rps 4.920 rps 0.000 rps 2.021 rps
RMSE VBM8 2.709 rps 3.736 rps 0.000 rps 1.916 rps
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6.3.2 Evaluation anhand echter MRT-Datens•atze
Die IXI- und ADNI-Datenbank wurden verwendet, um m•ogliche Abh•angigkeiten
von IQR zu demographischen Parametern, wie Alter, Geschlecht und Gesundheits-
zustand, zu untersuchen. Abbildung 6.6 A zeigt die Altersunabh•angigkeit von IQR
gegen•uber der erwarteten deutlichen •Anderung des rGMV im Altersverlauf. So
wies IQR mit +0;124  0;253 rps einen leichten Anstieg pro Lebensdekade auf
(rs = 0;157;p < 0;01), der allerdings gemessen an der deutlichen Atrophie von
 16;829  4;281 pps eher unspezifisch ausfiel (rs = 0;786; p < 0;0001). Zwischen
M•annern und Frauen zeigten sich leichte Geschlechtsunterschiede beim rGMV, aber
keine beim IQR (Abbildung 6.6 B). Die ADNI-Gruppen MCI (engl. mild cognitive
impairment, dt. leichte kognitive Beeintr•achtigung) und AD wiesen die erwartete
Atrophie auf, die sich nicht weiter aufs IQR auswirkte (Abbildung 6.6 C). Es wurden
keine signifikanten IQR-Unterschiede zwischen gesunder Kontrollgruppe (HC: engl.
healthy control), MCI oder AD gefunden, w•ahrend das rGMV eine signifikante Reduk-
tion von  3;376 pps zwischen HC und MCI und  7;531 pps zwischen HC und AD
aufwies. Zur weiteren Analyse wurde eine ANOVA f•ur IQR und rGMV bestimmt, bei
der IQR leichte Alterseffekte in IXI und ADNI erfasst wurden, die allerdings weniger
als die H•alfte des Zentrumseffekts und gerade mal ein Zehntel des Alterseffekts des
rGMV ausmachten (Tabelle 6.6). Zwischen den Geschlechtern wurden erneut keine
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(p < 0.0001)
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(p < 0.01)
-3.376 pps -4.155 pps-0.907 pps
Abbildung 6.6: Weder Alter (A), noch Geschlecht (B), noch der Gesundheitszustand (C)
hatten einen wesentlichen Einuss auf IQR (oben), w•ahrend das rGMV (unten) im Altersver-
lauf (A) und bei fortschreitender Demenz (C) zunehmend geringer ausel, aber nur geringe
Geschlechtsunterschiede aufwies (B).
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Tabelle 6.6: ANOVAs von IQR und rGMV bei normaler (IXI) und pathologischer Alterung
(ADNI). Obwohl ein signikanter Altersunterschied bei IQR gefunden wurde, war dieser
deutlich kleiner als der Zentrumseekt, verschiedener Scanner und MRT-Protokollen oder
strukturellen •Anderungen, die durch das rGMV charakterisiert sind.
F-Werte mit *** f•ur p< 10 6.
IXI ADNI
IQR rGMV IQR rGMV
Alter 25:51*** 1087,95*** 37:45*** 350,96***
Geschlecht 0:33 65,14*** 1:50 26,58***
Zentrum 51,11*** 27:27*** 91,04*** 64:23***
Probanden 2:35 252,07***
6.3.3 Validierung anhand der Expertenbewertung
Der eigene Datensatz wurde genutzt, um die Identikation von Ausreiern mit
Bewegungsartefakten anhand einer allgemeinen Schwelle und anhand des Ausreier-
erkennungsschematas zu testen. Die ROC von IQR identizierte einen globalen
Schwellenwert gth von 76,20 rps als ideal, mit einer Genauigkeit von 0,900 mit
einer AUC22 von 0,913. Das adaptive Schema funktionierte am besten f•ur fc = 0,78,
was 3,9 rps = 0,78 % BWP-Rauschen entsprach und eine Genauigkeit von 0,944
bei einer Fl•ache von 0,971 erlaubte (Abbildung 6.7).
 Receiver Operating Characteristic (ROC)
globaler Schwellwert
(gth=2,88; ACC=0,900; AUC=0,913) 
 
zentrumsspezifischer Schwellwert
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Abbildung 6.7: ROC-Statistik der globalen und standortspezischen Ausreierdetektion
f•ur die globale Schwelle gth und den Anpassungsparameter fc des standortspezischen
Ansatzes (D).
6.3.4 Datenqualit•at groer MRT-Projekte
Abbildung 6.9 A zeigt die Verteilung von IQR bei •uber 10.000 •oentlich zug•angli-
chen MRT-Datens•atzen von 9 Projekten mit •uber 140 Zentren. Bei diesen wurden
22 AUC (engl. area under curve) ist ein als Optimierungsgr•oe der ROC-Statistik mit 1 f•ur
perfekte •Ubereinstimmung.
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 keine Artefakte (IQR=78,45) leichte Artefakte (IQR=71,03)  dtl. Artefakte (IQR=68,66) dtl. Artefakte (IQR =66,57)
 Zentrum A Zentrum B Zentrum C Zentrum D  Zentrum  E  Zentrum F Zentrum G  Zentrum H Zentrum I
  p[14] f[14]  p[34] f[79]  p[19] f[19]  p[31] f[31]  p[10] f[19]  p[8] f[8]  p[130] f[20]  p[197] f[51]  p[86] f[27]  
keine Artefakte (IQR=85,01) leichte Artefakte (IQR=83,31) dtl. Artefakte (IQR=71,40) dtl. Artefakte (IQR=62,03)
akzeptabel (passed) inakzeptabel (failed)
 IQR-Histogramm von Zentrum H  IQR-Histogramm von Zentrum I
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Abbildung 6.8: Fu¨r die Auswertung des IQR und der Ausreiß ererkennung wurde die Bildquali-
t¨at eigener Datens¨atze manuell bewertet. Abbildung (A) zeigt Beispielscans zweier Standorte
deren entsprechende Notenhistogramme in (B) zu finden sind. Der Boxplot in (C) zeigt die
Verteilung der (in)akzeptierten Gruppen aller Standorte.
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Abbildung 6.9: Verteilung der Bildqualit¨at IQR bei u¨ber 10.000 ¨offentlich verfu¨gbaren,
qualit¨atsgepru¨ften MRT-Bildern (A) und deren mittlere (zentrumsspezifische) Qualit¨at mit
ausgew¨ahlten Beispielen (C). Nur 4,65 % der Daten hatten eine kritische Qualit¨at, die weitere
Aufmerksamkeit bei der automatischen Verarbeitung erfordert. Dennoch fanden sich einige
Bilder mit deutlichen Artefakten (z. B. einige INDI-Scans mit fMRT-Projektschwerpunkt)
oder spezielle Eigenschaften (z. B. die NIHNBD-Scans von Neugeborenen). Das ADNI
Siemens Protokoll (SI) erzielte, aufgrund der niedrigere Auf¨losung, geringere IQR-Werte als
die GE oder PHILIPS (PH) Protokolle, w¨ahrend das Rauschen ¨ahnlich hoch ausfiel.
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Bilder mit schweren Artefakten anhand verschiedener Qualit•atsstandards entfernt,
sodass •uber 95 % der Daten einen durchschnittlichen IQR von 82;329 3;285 rps
aufwiesen. Nur ein kleiner Bruchteil der Scans zeigte eine geringe Qualit•at, wie
bspw. eine niedrige Au•osung oder Bewegungsartefakte (Abbildung 6.9 C). Ein
Sonderfall war das sehr schnelle Protokoll des NIHNBD-Projektes f•ur Kleinkin-
der unter drei Jahren (Almli u. a., 2007; Evans u. Group, 2006), das aufgrund
der geringen Schichtau•osung und des geringen GS-WS-Kontrastes nur einen
geringen IQR erhielt. Es erfordert deshalb besondere Aufmerksamkeit bei der
automatischen Verarbeitung, wohingegen das NIHNBD-Standardprotokoll ein B 
erhielt. Die durchschnittliche Standardabweichung von IQR pro Zentrum (ohne
die NIHNBD-Scans) betrug 2;332 3;601 rps (Abbildung 6.9 B), wohingegen die
strenge QS von ADNI nur eine Varianz von 0;887 1;835 rps aufwies.
6.3.5 Einuss der Bildqualit•at auf die Datenanalyse
Um den Einuss der Bildqualit•at genauer zu erfassen, wurden zwei ANOVAs f•ur
rGMV und IQR mit Alter, Geschlecht, Gesundheitszustand, Projekt*Zentrum
bestimmt (Tabelle 6.7). Dabei wurde IQR auf 5 rps Schritte gerundet, um eine
Normalverteilung zu gew•ahrleisten. Das rGMV korrelierte haupts•achlich mit dem
Alter, w•ahrend IQR eine •ahnliche Varianz erkl•arte wie das Geschlecht oder das
Scanzentrum. Die Nutzung von IQR als Kovariablen erkl•arte hier nicht nur mehr
Varianz in den Daten, sondern konnte auch die Aussagekraft anderer Variablen
erh•ohen.
Tabelle 6.7: ANOVAs des rGMV bei Groprojekten, bei denen die Ber•ucksichtigung der
Bildqualit•at half, die allgemeine statistische Aussagekraft zu verbessern. F-Werte mit ***
f•ur p< 10 6.







Der Test-Retest beinhaltete sechs Bilder des Tohoku-Datensatzes, mit schrittweise
h•oherer Scanzeit und Bildqualit•at, und dem Goldstandard (Abbildung 6.10). Die
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Verbesserung der Bildqualit•at ist deutlich am h•oheren Detailgrad bei gleichzeitig
geringerem Bildrauschen erkennbar. Die Kappa-Resultate, die QRs und die rGMV-
Werte best•atigten den visuellen Eindruck. Die stark verrauschten Kurzzeitscans S1
und S2 erzielten deutlich schlechtere IQR-Werte, die mit einem au•allig geringeren
rGMV einhergingen. Ein weiterer interessanter Aspekt ist die Stagnation der
Kappa Werte, bei denen der Zweiminutenscan S3 •ahnlich gute Resultate erzielte,
wie der Drei- und Sechsminutenscan S4 und S6. Auch zeigte sich, dass die durch eine
l•angere Scanzeit und zus•atzliches Rauschen erkaufte h•ohere Au•osung von Scan
S6 letztendlich zu schw•acheren Kappa-Werten, einer schlechterer IQR-Bewertung
und einem geringerem rGMV f•uhrte, als bei Scan S3 und S5.
S1 S2 S3 S4 S5 S6 Goldstandard
Image S1 S2 S3 S4 S5 S6 Goldstandard
Duration (s) 36 53 119 197 369 611 -
Rx/Ry (mm): 1 1 1.25 1.25 0.75 0.50 0.50
Rz: 2 2 1 1 1 1 0.50
Kappa: 0.837 0.871 0.921 0.927 0.939 0.916  -
RES:   77 (C+)  77 (C+) 82 (B-) 82 (B-)  88 (B+) 91 (A-) 95 (A)
NCR: 55 (E)   64 (D)   81 (B-)  87 (B+) 90 (A-) 92 (A-)   97 (A+)
ICR:  88 (B+)  88 (B+)  89 (B+) 92 (A-) 91 (A-) 90 (A-) 100 (A+)
IQR:  59 (E+) 67 (D+) 81 (B-) 83 (B-) 89 (B+) 91 (A-) 96 (A)
rGMV:  43.37 % 43.96 % 44.32 % 44.26 % 44.68 % 44.33 % 45.29 %
RES:  2.828 2.828 2.345 2.345 1.683 1.414  1.000
NCR: 4.976 4.071 2.361 1.848 1.466 1.339  0.824
ICR: 1.675 1.747 1.628 1.293 1.372 1.490 0.500
IQR:  4.571 3.761 2.365 2.191 1.602 1.380 0.945
Abbildung 6.10: Verschiedene T1-Scans eines gesunden Erwachsenen (obere Reihe) und die
dazugeh•origen Segmentierungen (untere Reihe). Die Bilder wurden nach Scanzeit von links
nach rechts angeordnet und zeigen bei zunehmender Scanzeit kontinuierliche Verbesserungen
der visuellen Bild- und Segmentierungsqualit•at, die im Einklang mit den Kappa-Werten und
den Qualit•atsmaen stehen.
6.4 Diskussion
Vorverarbeitungsroutinen zielen auf die quantitative Analyse struktureller Kenn-
werte des Gehirns (Ashburner u. Friston, 2000; Collins u. a., 1998; Dale u. a., 1999;
Han u. a., 2006; Smith u. a., 2004; Tosun u. a., 2004, 2006; Tustison u. a., 2014).
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Da die Genauigkeit der Vorverarbeitung von der Qualit•at der Eingangsdaten
abh•angt, ist das Entfernen von Scans mit schwerwiegenden St•orungen Standard
in •oentlichen Datens•atzen und bei Analysen (Evans u. Group, 2006; Jack Jr.
u. a., 2008; Reuter u. a., 2015). Der kontinuierliche •Ubergang zwischen guten und
gest•orten Daten und die verschiedenen Arten von St•orungen, Bildeigenschaften
und Projektzielen f•uhrten zu unterschiedlichen Qualit•atsstandards. Insbesondere
Data-Sharing- und Poolingstudien m•ussen zentrumsspezische Protokolle bew•al-
tigen, die f•ur andere Forschungsthemen optimiert sind und eine abschlieende
Gesamtbeurteilung erfordern. Die Qualit•atsbeurteilung von MRT-Daten muss
somit vielf•altigen Anforderungen gen•ugen, um f•ur unterschiedliche wissenschaft-
liche Ziele exibel einsetzbar zu sein. Um einfache Vergleiche und eine exible
Ausreierdetektion zu gew•ahrleisten sind daher standardisierte, verallgemeinerte,
pr•azise und gleichzeitig robuste Ergebnisse erforderlich.
Bei der hier vorgestellten QS wurde das BWP zur Standardisierung und zur
prinzipiellen Validierung der typischen MRT-St•orungen verwendet. Anschlieend
wurden reale Daten evaluiert, um die bekannten Limitierungen des BWP an ana-
tomischen Details, Gewebekontrasten und Bildst•orungen zu •uberwinden (Kazemi
u. a., 2011; Shattuck u. a., 2009). Die Beurteilung der Bildqualit•at stellt dabei
eine besondere Herausforderung dar, da sie eine extrem robuste Vorverarbeitung
verlangt, die auch in schwierigen F•allen funktioniert. Gleichzeitig muss sie exakt
und unabh•angig von strukturellen Gegebenheiten arbeiten, um bereits subtile
Qualit•atsver•anderungen erkennen zu k•onnen und eine pr•azise Ausreiererkennung
zu erm•oglichen (Mortamet u. a., 2009).
Die hier vorgestellte QS wurde daher auf einer optimierten Segmentierung auf-
gebaut (Abschnitt 6.4.1) und intensiven Tests unterzogen (Abschnitt 6.4.2), um
von den prinzipiellen Vorteilen der retrospektiven QS protieren zu k•onnen (Ab-
schnitt 6.4.3). Neben dem allgemeinen Streben nach qualitativ hochwertigen Daten
steht vor allem das Kosten-Nutzen-Verh•altnis f•ur klinische und wissenschaftliche
Daten im Blickpunkt (Abschnitt 6.4.4), gefolgt von einem Ausblick auf zuk•unftige
Entwicklungen in Abschnitt 6.4.5.
6.4.1 Segmentierungsbasierte Qualit•atssicherung
Die Verwendung eines automatischen Ansatzes gew•ahrleistet eine objektive, re-
produzierbare und eziente Bewertung auch groer Datenmengen (Ashburner
u. Friston, 2000; Dale u. a., 1999), w•ahrend menschliche Beurteilungen von lo-
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kal verf•ugbaren Referenzen, Denitionen, Regeln und pers•onlichen Erfahrungen
abh•angen und zeit- und kostenintensiv sind (Mortamet u. a., 2009). Segmen-
tierungsroutinen sind f•ur die Analyse verschiedener Protokolle und Anatomien
ausgelegt und werden daher umfassenden Tests unterzogen, um unverf•alschte
Resultate zu garantieren (Kim u. a., 2005; Klein u. a., 2009; Mendrik u. a., 2015;
Vovk u. a., 2007). Sie eignen sich daher hervorragend zur Analyse der Bildqualit•at.
Da die Segmentierung im Einzelfall, insbesondere bei geringer Datenqualit•at,
Probleme aufweisen kann, wurden spezische Optimierungen der initialen Segmen-
tierung im Methodenteil vorgestellt und diskutiert. Die Fokussierung auf globale
Analysen erlaubt es, problematische Strukturen und Bereiche auszulassen (z. B.
PVE-Voxel oder WS-L•asionen), um robuste Resultate auch bei verschiedenen Seg-
mentierungsverfahren oder schwerwiegenden Klassizierungsfehlern zu garantieren.
Dabei ist zu ber•ucksichtigen, dass IQR die Bild- und nicht die Segmentierungs-
qualit•at beschreibt, die durch andere Werkzeuge besser erfasst wird, wie bspw.
die Kovarianzanalyse in VBM8 und CAT. Die Kovarianzanalyse gestattet die
Bestimmung systematischer Abweichungen der individuellen Segmentierung von
anderen Datens•atzen und damit die Detektion von Ausreiern mit deutlichen
Verarbeitungsfehlern, die wiederum h•aug auf problematische Ausgangsdaten
zur•uckgef•uhrt werden k•onnen. Abweichungen k•onnen allerdings auch durch die
individuelle Anatomie und Demographie verursacht werden. Die Kovarianzanalyse
liefert daher keine nuancierten Aussagen •uber die Bild- bzw. Segmentierungs-
qualit•at. IQR hingegen wurde speziell daf•ur entwickelt, die native Bildqualit•at
und nicht die Verarbeitungsqualit•at zu messen. Das Ma geht dabei •uber rein
statistische, multivariate Ausreierdetektionsschemata hinaus, die typischerweise
in normalisierten Merkmalsr•aumen auf der Basis der verarbeiteten Daten einer
Stichprobe angewandt werden. Obwohl die Kovarianzanalyse die Detektion schwe-
rer Artefakte erlaubt, die zu unwahrscheinlichen Merkmalen f•uhren, ist es nicht
m•oglich subtile Qualit•atsunterschiede zu identizieren, die sich im Spektrum
normaler anatomischer Variabilit•at bewegen. Obwohl eine rein statistische Cha-
rakterisierung der anatomischen Hirneigenschaften und ihrer Unsicherheiten in
einem allgemeinem Bayes'schen Modell durchaus w•unschenswert w•are, k•onnten
einige Bildartefakte Verletzungen der Modellannahmen hervorrufen anstatt einfach
nur die Rauschanteile zu erh•ohen. Es ist deshalb wichtig, Bilder mit Artefakten
auszuschlieen bevor statistische Methoden angewandt werden. Dar•uber hinaus
k•onnen auch kleinste Bildunterschiede zu systematischen Verzerrungen in der
nachfolgenden Datenanalyse f•uhren (Reuter u. a., 2015).
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6.4.2 Validierung der Qualit•atsratings
Alle vorgestellten QMs wurden anhand des BWP skaliert, das seit etwa zwei Jahrzehn-
ten ein Goldstandard in der MRT-Methodenevaluierung darstellt. Die Validierung der
QR am BWP hat bewiesen, dass (i) jedes QR nur auf seine St•orung reagiert, (ii) das
IQR eine bessere Beschreibung der allgemeinen Bildqualit•at als einzelne QRs erlaubt,
(iii) die Bildqualit•at mit der Qualit•at der Vorverarbeitung korreliert und (iv) auch
verschiedene Eingangssegmentierungen zu •ahnlichen Bewertungen der Bildqualit•at
f•uhren (Abschnitt 6.3.1). Die Analyse der •offentlichen Datens•atze best•atigte die
generelle Unabh•angigkeit von IQR gegen•uber Alter, Geschlecht und Gesundheit einer
Person (Abschnitt 6.3.2). Die leichte Korrelation von IQR und Alter von etwa 0,1 rps
pro Dekade ist hierbei vernachl•assigbar, wenn man die typische Standardabweichung
akzeptabler Bilder und die Abweichungen von Ausreiern betrachtet. So liegen re-
levante •Anderungen bei leichten St•orungen bei etwa 5 rps (1 % BWP-Rauschen),
w•ahrend offensichtliche Artefakte 10 rps und mehr unter dem Idealwert liegen. Die
Auswertung der manuell bewerteten eigenen Datens•atze erlaubte eine exzellente
Trenngenauigkeit von 0,944 f•ur die IQR-basierte Ausreierdetektion (Abschnitt 6.3.3),
die der Genauigkeit des Ansatzes in Mortamet u. a. (2009) entspricht, ohne dabei an
ADNI-T1-Protokolle gebunden zu sein. Auch k•onnen projektspezifische Anpassungen
durch Schwellwert•anderungen vorgenommen werden. Bspw. k•onnten lokal begrenzte
Artefakte akzeptiert werden, um so die statistische Aussagekraft durch die Inklusion
zus•atzlicher Datens•atze zu erh•ohen. Die Standardabweichung von IQR der •offentlich
zug•anglichen Daten und des eigenen Testdatensatzes lag im Mittel zwischen 0,5 und
2,5 rps und belegt, dass die hier genutzte manuelle Bewertung anderen QS-Standards
entspricht und dass Abweichungen von mehr als 5 rp allgemein als Ausreier betrachtet
werden k•onnen (Abschnitt 6.3.4). Die •offentlichen Daten wurden auch verwendet, um
den Einfluss von IQR auf die Analyse groer heterogener Datens•atze zu untersuchen,
wobei IQR in der Lage war weitere Varianz des rGMV zu erkl•aren und gleichzeitig
die Aussagekraft anderer Variablen zu verbessern (Abschnitt 6.3.5).
F•ur strukturelle Analysen empfiehlt es sich daher, Bilder mit schweren Artefakten
zu entfernen und auf gruppenspezifische Ver•anderungen zu testen. So weisen Bilder
von Patienten h•aufiger Bewegungsartefakte auf, die zu einer systematischen, gruppen-
spezifischen Reduktion der Dicke bzw. des GS-Volumens f•uhren, die nicht auf reale
anatomische Ver•anderungen zur•uckzuf•uhren ist (Reuter u. a., 2015). Eine •ahnliche
Reduktion von Volumen- und Kappa-Werten konnte auch im Test-Retest-Test in
dieser Studie gefunden werden (Abbildung 6.10). Es ist daher empfehlenswert eine
•ahnliche IQR-Verteilung im Testdatensatz anzustreben. Die Nutzung von IQR in der
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Analyse zur Reduktion der Wirkung von Bewegungsartefakten sollte hingegen vermie-
den werden, da im Falle von Bewegungsartefakten auch die gesuchten strukturellen
Effekte auf IQR zur•uckgef•uhrt und entfernt werden k•onnten.
6.4.3 Retrospektive Qualit•atssicherung
Die retrospektive QS bietet eine Reihe von Vorteilen. Sie erm•oglicht die Handhabung
von sMRT-Daten verschiedener Projekte und Projektphasen. Dar•uber hinaus erh•oht
sie die Scanzeit nicht und reduziert somit auch nicht die Scankapazit•at wie bei physi-
schen Phantomen (Jack Jr. u. a., 2008). Weiterhin erlaubt sie einfache Anpassungen
und ein flexibles Entfernen von Ausreiern. Ihre Haupteinschr•ankung liegt in der
Beurteilung geometrischer Verzerrungen, die reale MRT-Phantome erfordern (Belli
u. a., 2016; Davids u. a., 2014; Ihalainen u. a., 2011; Ollivro u. a., 2011). Das hier
vorgestellte Verfahren ist somit eine gute Erweiterung der allgemeinen prospektiven
QS, wie sie •ublicherweise im Rahmen der Scannerwartung erfolgt (Koller, 2006).
6.4.4 Kosten-Nutzen-Verh•altnis
Neben der Validierung von Qualit•atsmaen, konnte der Test-Retest-Test auch zur
verarbeitungsbasierten Optimierung der Scanzeit genutzt werden. So zeigte sich trotz
einer ca. 40 % h•oheren Scanzeit nur geringf•ugige Unterschiede zwischen den Bilder
S3 und S4 sowie S5 und S6 (Abbildung 6.10) und auch die Vorverarbeitung konnte
den erforderlichen Kostenanstieg legitimieren. Dies ist besonders bei der klinischen
Bildgebung relevant, wo Diagnose und Kosten ausschlaggebend sind und eine mittlere
Bildqualit•at eine ausreichende Diagnostik erlaubt (Jhaveri, 2015; Rofsky, 2015). Es
kann davon ausgegangen werden, dass auch hier das Pareto-Prinzip (80/20-Regel)
angewandt werden kann und sich 80 % an Bildqualit•at (Kappa) mit 20 % der Ko-
sten (Scanzeit) erzielen lassen. Die partielle Nutzung einer ad•aquaten Bildqualit•at
schliet dabei das Streben nach einer besseren Bildqualit•at und Weiterentwicklung
von Protokollen nicht aus. Insgesamt zeigten sich weniger Probleme in Protokollen mit
ausgewogenen Bildparametern, wohingegen Scans mit deutlich erh•ohten Aufl•osungs-
parametern oftmals von •uberm•aig starkem Rauschen oder Parallelisierungsartefakten
betroffen waren, die insgesamt schlechtere Vorverarbeitungsresultate lieferten. Es ist
daher ratsam, modifizierte Protokolle f•ur typische Vorverarbeitungspipelines zu testen,
bspw. mit Hilfe des oben beschriebenen Scan-Rescan-Tests, oder weit verbreitete
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Standards zu nutzen, wie bspw. die ADNI-Protokolle23 (Jack Jr. u. a., 2008).
6.4.5 Ausblick
Nach der Einf•uhrung und Validierung der QS f•ur T1-Daten w•urden sich folgende
Weiterentwicklungen anbieten: (i) die Anpassung f•ur andere Modalit•aten wie T2 oder
PD, (ii) die Entwicklung weiterer QRs, die bspw. die Detailaufl•osung anstelle der
Voxelaufl•osung messen, (iii) die lokale voxel- oder oberfl•achenbasierte Erweiterung
der globalen QRs, (iv) die Analyse spezieller DICOM-Parameter24, und (v) beson-
ders die Entwicklung einer allgemeinen Vorverarbeitungsqualit•atsbewertung analog
zum IQR-Ma. Ein Groteil dieser Themen erfordert •offentlich zug•angliche Daten
mit entsprechendem Goldstandard, Expertenklassifikationen oder Rescans mit syste-
matischen Parameter•anderungen. Im Speziellen w•are der Zusammenhang zwischen
besserer Aufl•osung (Pine u. a., 2017; Winterburn u. a., 2013), Bewegungsartefakten
(Reuter u. a., 2015), paralleler Bildgebung (Blaimer u. a., 2004; Griswold u. a., 2002;
Pruessmann u. Weiger, 1999; Sodickson u. Manning, 1997), Vorverarbeitung und
Scanzeit von generellem Interesse (Blaimer u. a., 2004; Krueger u. a., 2012).
6.5 Zusammenfassung
Die retrospektive QS erlaubt die Evaluation wesentlicher Bildparameter und bildet
damit einen wichtigen Schritt zu einer transparenteren und qualit•atsgetriebeneren
Vorverarbeitung. In diesem Kapitel wurde ein neuer Ansatz vorgestellt, der verschie-
dene Bildeigenschaften durch QMs erfasst, in QRs •uberf•uhrt und in einem Ma IQR
kombiniert, um damit eine einfache Beschreibung der durchschnittlichen Bildqualit•at
zu erm•oglichen. Die QRs wurden durch einer Vielzahl an simulierten Daten validiert
und anhand verschiedener realer Aspekte evaluiert, wobei sowohl die Genauigkeit und
Stabilit•at der Mae als auch die praktische Relevanz demonstriert wurden. Die hohe
Flexibilit•at, die einfache Anwendung und der geringe Aufwand von IQR erlauben
dabei einen vielf•altigen Einsatz. Die retrospektive QS kann somit einen wertvollen
Beitrag in der Forschung und im klinischen Alltag liefern.
23 http://adni.loni.usc.edu/methods/documents/mri-protocols/
24 DICOM (engl. digital imaging and communications in medicine): Bildstandard zur Akquisition
und Speicherung medizinischen Bilddaten (http://www.dicomstandard.org).
Siehe: https://de.wikipedia.org/wiki/Digital Imaging and Communications in Medicine




Die medizinische Bildgebung erfordert eine extrem genaue und robuste Daten-
akquisition, -verarbeitung und -analyse. Im Rahmen dieser Dissertation wurden
verschiedene Verfahren entwickelt, welche die Vorverarbeitung von strukturel-
len MRT-Daten in wesentlichen Punkten verbessern und zuverl•assiger gestalten.
Die Verfahren wurden in den Kapiteln 3 bis 6 jeweils im Detail vorgestellt und
ausf•uhrlich diskutiert. Ihre wichtigsten Aspekte, Wechselwirkungen und weite-
ren Entwicklungsm•oglichkeiten sollen daher in diesem Kapitel zusammengef•uhrt
werden. Im Speziellen wurden:
1. verschiedene neue Ans•atze zur Validierung der Ober•achen- und Dicke-
bestimmung vorgestellt (Kapitel 3; Dahnke u. a., 2013a),
2. ein Verfahren zur simultanen Berechnung der kortikalen Dicke und der
zentralen Ober•ache entwickelt (Kapitel 4; Dahnke u. a., 2013a),
3. die Genauigkeit und Reliabilit•at der voxelbasierten Vorverarbeitung durch
neue Spezialverfahren verbessert (Kapitel 5; Dahnke u. Gaser, 2013; Dahnke
u. a., 2011, 2012),
4. eine Methode zur Evaluation der Bildqualit•at entwickelt (Kapitel 6; Dahnke
u. a., 2013b, 2015),
5. neue morphometrische Mae konzipiert (Kapitel 4; Dahnke u. a., 2010a,c) und
6. die generelle Verarbeitung anderer Spezies in CAT integriert (Kapitel 5;
Franke u. a., 2017; Mietchen u. a., 2010).
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Die voxel- und ober•achenbasierte Vorverarbeitung bildet die Grundlage f•ur die
Bestimmung vieler morphometrischer Kennwerte zur Beschreibung der Hirnanato-
mie (Ashburner u. Friston, 2000; Dale u. a., 1999; Fischl, 2012). Die gewonnenen
Informationen •uber Gewebeklassen (Segmentierung) und Regionen (Registrierung)
k•onnen dabei auch bei anderen MRT-Modalit•aten und Bildgebungsverfahren
helfen durch genauere Modelle aussagekr•aftigere Analysen zu erhalten (Nielsen
u. a., 2018; Seiger u. a., 2018; St-Onge u. a., 2018). Das Zusammenspiel der hierf•ur
neuentwickelten Vorverarbeitungsverfahren wird in Abschnitt 7.1 diskutiert.
Um eine hohe G•ute der vorgestellten Methoden gew•ahrleisten zu k•onnen, mussten
verschiedene neue Validierungsverfahren entwickelt und angewandt werden (Ab-
schnitt 7.2). Dennoch erfordert die andauernde Entwicklung der MRT-Bildgebung
eine fortlaufende Erweiterung der Testdatenbank um neue MRT-Protokolle, die
Weiterentwicklung simulierter MRT-Phantome und die Anpassung existierender
Verfahren.
Neben der Verarbeitung selbst spielt auch die Qualit•at der Inputdaten eine
wichtige Rolle. Diese wird zwar prinzipiell bei der Scannerwartung und beim Auf-
nahmeprozess kontrolliert (Evans u. Group, 2006; Jack Jr. u. a., 2008; Koller, 2006;
Poline u. a., 2012), erfordert aber im Allgemeinen eine finale, studienspezifische
Endkontrolle, die durch das in Kapitel 6 vorgestellte Verfahren unterst•utzt
werden kann (Dahnke u. a., 2013b).
Neben der Erforschung des menschlichen Gehirns bieten andere S•augetiere einen
wichtigen Zugang zum Verst•andnis der individuellen und evolution•aren Entwick-
lung des Gehirns (Hofman, 1989; Mietchen u. Gaser, 2009). Die CAT-Software
wurde daher um die Vorverarbeitung nicht-humaner Primaten erweitert (Ab-
schnitt 7.4; Franke u. a., 2010; Mietchen u. a., 2010; Vickery u. a., 2018).
Die weiteren Entwicklungsm•oglichkeiten der CAT-Software werden in Abschnitt 7.5
zusammengefasst. Sie beinhalten im Wesentlichen die Anpassung der existierenden
Verfahren an neue MRT-Protokolle und die detailliertere Erfassung weiterer Gewebe-
klassen und anatomischer Strukturen, wie WMHs, Kopfgewebe oder Blutgef•ae
(Dahnke u. a., 2011). Bei der Oberfl•achenverarbeitung steht die Verbesserung der
Rekonstruktionsqualit•at und die Entwicklung, Implementierung und Validierung
neuer morphometrischer Mae im Vordergrund (Dahnke u. a., 2010a,c).
CAT und SPM sind nicht-kommerzielle, open-source Softwareprodukte zur Vorver-
arbeitung und Analyse von Struktur und Funktion des Gehirns, deren potenzieller
gesellschaftlicher und wirtschaftlicher Nutzen in Abschnitt 7.6 betrachtet wird.
7.1. VORVERARBEITUNGSVERFAHREN 157
7.1 Vorverarbeitungsverfahren
Die im Laufe der Promotion verbesserten Segmentierungs- und Registrierungs-
verfahren (Kapitel 5) und die neu entwickelten Ober•achenrekonstruktions- und
Dickebestimmungsverfahren (Kapitel 4) liefern durch ihre h•ohere Genauigkeit
und Stabilit•at einen wesentlichen Beitrag zur strukturellen Vorverarbeitung von
MRT-Daten (Farokhian u. a., 2017; Nielsen u. a., 2018). Bei der Segmentierung
konnten deutliche Vorteile gegen•uber VBM8, FreeSurfer, FSL und SPM erzielt
werden (Abbildung 5.14 Seite 107; Dahnke u. Gaser, 2017). Dabei spielen die
in Kapitel 5 vorgestellten Teilverfahren, wie die ane Vorverarbeitung (APP:
engl. ane preprocessing), Biaskorrektur (Dahnke u. Gaser, 2013), LAS (Dahnke
u. a., 2012), die Erfassung von WMHs (Dahnke u. a., 2014), die Partitionierung
und das Skull-stripping/Cleanup (Dahnke u. a., 2011) eine entscheidende Rolle.
Das neue APP-Verfahren ist essentiell zur Gew•ahrleistung einer stabilen, initialen
Registrierung, die den Ausgangspunkt der SPM-Vorverarbeitung in CAT dar-
stellt. Basierend auf der robusten, aber relativ ungenauen, SPM-Segmentierung
erlaubt LAS eine weitere Reduktion von Inhomogenit•aten und Normalisierung von
protokoll- und altersabh•angigen lokalen Gewebeintensit•aten. Auch die verbesserte
Trennung von Sch•adel und Gehirn durch Skull-stripping und Cleanup stellt einen
wichtigen Aspekt dar, da sowohl falscherkanntes als auch fehlendes Hirngewebe
die morphometrischen Messungen st•oren. Die Partitionierung passt Atlanten an
die individuelle Anatomie an, um spezielle Regionen f•ur LAS zu erfassen und die
Rekonstruktion der Hirnh•alften zu erm•oglichen, bei der Teilregionen extrahiert
und die subkortikalen Bereiche und Ventrikel gef•ullt werden m•ussen.
Die minimal schlechteren Kappa-Werte von SPM sind prim•ar auf eine ungenauere
Beschreibung der Gewebegrenzen zur•uckzuf•uhren. Anhand der Adaption der CAT-
Oberfl•achenpipeline f•ur SPM12-Segmentierungen konnte demonstriert werden, dass
diese kleinen Unterschiede zu einer erheblichen Dicke•ubersch•atzung von mehreren
Millimetern f•uhrt (Kapitel 5, Abbildung 5.12 auf Seite 103). Dar•uber hinaus erwies
sich die GS-•Ubersch•atzung von SPM auch bei der Erstellung von Kopfmodellen zur
Auswertung von EEG- und MEG-Daten als ung•unstig (Nielsen u. a., 2018).
Die ober•achenbasierte Vorverarbeitung in CAT stellt auch f•ur SPM eine wichtige
Erweiterung dar, da weder SPM noch eine weitere SPM-Toolbox diese zunehmend
bedeutende aber anspruchsvolle Technik unterst•utzt. Ober•achen erlauben die
Bestimmung zus•atzlicher morphometrischer Mae, die im Voxelraum unzug•anglich
sind (Dahnke u. a., 2010a; Fischl, 2012; Mietchen u. Gaser, 2009; Schaer u. a., 2008;
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Van Essen u. Drury, 1997). Weiterhin erm•oglichen sie die anatomisch korrekte
Filterung von Daten (Lerch u. Evans, 2005; Pizzagalli u. a., 2013; Tucholka u. a.,
2012) und eine akuratere und robustere Registrierung kortikaler Hirnregionen
(Fischl u. a., 2001; Yotter u. a., 2011c). Dar•uber hinaus bieten sie einen gemeinsa-
men Analyseraum f•ur strukturelle Mae (Dahnke u. Gaser, 2018; Winkler u. a.,
2017), andere MRT-Modalit•aten und Bildgebungsverfahren, wie fMRT (Pizzagalli
u. a., 2013; Tucholka u. a., 2012), dMRT (St-Onge u. a., 2018), EEG und MEG
(Nielsen u. a., 2018).
Im Rahmen der Promotion wurde das PBT-Verfahren entwickelt und validiert
(Kapitel 4; Dahnke u. a., 2013a), das in CAT zusammen mit weiteren Methoden
(Yotter u. a., 2009, 2011c) eine vollst•andige, ober•achenbasierte Verarbeitung
und Analyse erm•oglicht. PBT erlaubt eine simultane Bestimmung der kortikalen
Dicke und der zentralen Ober•ache. Durch die inh•arente Modellierung der Sulcus-
rekonstruktion erreicht PBT auch in schwierigen sulcalen Bereichen eine •ahnliche
Genauigkeit und Stabilit•at wie in gyralen Abschnitten. Die Validierung anhand
der in Kapitel 3 vorgestellten Phantome zeigte, dass die RMSEs der Dicke- und
Ober•achenposition und die Anzahl der Topologiedefekte von PBT im Vergleich
zum in der Literatur bevorzugen Laplace-Verfahren etwa nur halb so gro auselen.
Neben der Validierung anhand der synthetischen Dickephantomen konnte die
hohe Genauigkeit und Stabilit•at auch durch das BWP und einen Test-Retest-
Datensatz belegt werden. Dabei wurde eine vergleichbare Qualit•at wie bei der
FreeSurfer-Ober•achenrekonstruktion mit einem Bruchteil des Rechenaufwands
erzielt (Dahnke u. a., 2013a; Seiger u. a., 2018). Die quantitative Evaluation realer
MRT-Protokolle durch regionale Tests des Ober•achenverlaufs stellt den n•achsten
wichtigen Schritt dar (Han u. a., 2004; Waehnert u. a., 2014), um umfangreiche,
realistische und ausgewogene Vergleiche verschiedener Vorverarbeitungspipelines
zu erm•oglichen, wie bspw. BrainSuite, BrainVisa, BrainVoyager, CAT, CBS,
CIVET oder FreeSurfer.
7.2 Verfahrensvalidierung
Einen der wichtigsten und aufwendigsten Schritte dieser Arbeit stellte die um-
fassende Validierung der entwickelten Verfahren dar, die sowohl reale als auch
simulierte Daten beinhaltete. Die Evaluation realer Daten setzt dabei die manuelle,
kostenintensive Erfassung der zu untersuchenden Strukturen voraus (Kapitel 2.3),
da die bisher verf•ugbaren Datens•atze durch die Vielfalt an MRT-Protokollen und
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den Grad anatomischer Details limitiert waren (siehe Abbildung 5.13 auf Seite
106; Hammers u. a., 2003; Klein u. a., 2017; Shattuck u. a., 2008; Winterburn u. a.,
2013). Erst die in dieser Arbeit eingef•uhrten Definitionen konnten die Vielfalt der
Testf•alle mit gleichzeitig h•oherem anatomischen Detailgrad erm•oglichen (Abschnitt
5.2.5). Die standardisierte Nutzung jeweils nur einer Schicht pro Bildrichtung
erlaubte dabei eine genaue und repr•asentative Erfassung verschiedener kritischer
Strukturen, Regionen und Bildeigenschaften. Die erstellte Validierungsdatenbank
von 150 Datens•atzen bildet eine solide Basis f•ur die Methodenentwicklung und
-evaluation. Aktuell umfasst sie •uber 100 unterschiedliche MRT-Protokolle (1,5 bis
7,0 Tesla-Scanner von SIEMENS, PHILIPS, und GE) von gesunden und kranken
Probanden im Alter von 2 bis 88 Jahren (49,29 25,76 Jahre) und einem Frauen-
anteil von 37 %. Da erst eine solche mannigfaltige Zusammensetzung echter Scans
eine realit•atsnahe Validierung erlaubt, sollte diese kontinuierlich um zus•atzliche
Datens•atze, Spezies, Gewebeklassen und Bildschichten erweitert werden. Dar•uber
hinaus w•are die Ausweitung der Realdatentests bei der Oberfl•achenrekonstruktion
und Dickebestimmung sinnvoll. Um einen Goldstandard f•ur Oberfl•achenposition
und Dicke zu erhalten, m•ussten die GS-WS- und GS-CSF-Grenze in repr•asentativen
Regionen manuell eingezeichnet werden (Han u. a., 2004; Waehnert u. a., 2014).
Als Basisdatensatz bietet sich der bisherige Segmentierungstestdatensatz an, da
er bereits eine repr•asentative Datenmenge umfasst und eine semi-automatische
Vorverarbeitung vorliegt.
Obwohl reale Daten einen wichtigen Aspekt der Validierung darstellen, sind sie auf-
grund der vielen unbekannten Parameter nur bedingt zum systematischen Testen
verschiedener (Teil)-Verfahren geeignet. Die Nutzung simulierter Daten ist somit
zwingend erforderlich (Alfano u. a., 2011; Aubert-Broche u. a., 2006a,b; Collins
u. a., 1998). Die in Kapitel 3 vorgestellten Dickephantome erlaubten umfassende
Funktionstests der neuen Verfahren aus Kapitel 4, die weder an realen Daten noch
dem BWP durchgef•uhrt werden konnten. Die hier vorgenommenen Erweiterungen
des Kugelphantoms um den bedeutsamen sulcalen Fall, die distanzbasierte Simula-
tion des PVE und die vielf•altige Parametrisierung, bildeten die Grundlage f•ur den
vollst•andigen, systematischen Test verschiedener Dickemetriken unter Laborbedin-
gungen. Aber erst die distanzbasierte Simulation einer konstant-dicken Hirnrinde
bei einer komplexen, menschlichen Gehirngeometrie mit PVE erlaubte die Vali-
dierung der Oberfl•achenrekonstruktion und Dickebestimmung unter realistischen
Bedingungen. Die simulierten Segmentierungen erlaubten dabei zwar einen exakten
Funktionstest, unterst•utzten allerdings keine Evaluation der Gesamtverarbeitung
von CAT oder anderen Pipelines, da jeweils nur eine Grohirnh•alfte simuliert wurde.
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Eine vollst•andige MRT-Simulation, wie beim BWP, stellt somit den n•achsten
Schritt dar, der auch f•ur eine zuk•unftige klinische Anwendung wichtig ist. Neben
der Integration des Dickephantoms sollten zuk•unftige Simulationen die folgenden
Punkte umfassen:
 Implementierung aktueller sMRT-Protokolle zur Simulation von 1,5 bis
7 Tesla sMRT-Protokollen und Erweiterung der Simulation um dMRT- und
fMRT-Protokolle.
 Bereitstellung zus•atzlicher Scans derselben Person mit systematischen, deutlich
variierenden Protokollparametern f•ur weitere Test-Retests (Abschnitt 6.2.5;
Thyreau u. a., 2013).
 Erh•ohung des anatomischen Detailgrades anhand aktueller sMRT-Daten
und detailgetreuer semi-automatischer bzw. manueller Segmentierung mit
anatomisch korrekter Darstellung komplexer und feiner Strukturen, wie
z. B. Kleinhirn, Hippocampus, GS-Kernen, Blutgef•aen, Hirnnerven und
Hirnh•auten. Erweiterung der Gewebebereiche zur Repr•asentation kortika-
ler Schichten, wie der Lamina 4 im visuellen Kortex1.
 Erweiterte Integration verschiedener pathologischer Ver•anderungen wie WM-
Hs durch MS-L•asionen (Aubert-Broche u. a., 2006a; Cabezas u. a., 2014;
Khayati u. a., 2008; Schmidt u. a., 2012), Alterungserscheinungen (De Groot
u. a., 2000; Jouvent u. a., 2007) oder GS-Heterotopien2 (Donkol u. a., 2012;
Filippi u. a., 2013; Pascher u. a., 2013).
 Schrittweise Integration der Simulation des Entwicklungs- und Alterungs-
prozesses zur Evaluation struktureller •Anderungen durch Einf•uhrung von
ober•achenbasierten Techniken: (i) des Alterungsprozess (20-100 Jahre), (ii)
bei kurzzeitlichen •Anderungen (Plastizit•at), (iii) des kindlichen Entwick-
lungsprozesses (Skalierung, 1-20 Jahre), (iv) der neonatalen Entwicklung
(Myelinisierung im ersten Lebensjahr) und (v) des pr•anatalen Entwicklungs-
prozesses in Kombination mit state-of-the-art Faltungsmodellen (Tallinen u.
Biggins, 2015; Tallinen u. a., 2014, 2016).
Alternativ k•onnten gezielte Modikationen anatomischer Merkmale und der Bild-
qualit•at realer MRT-Bilder genutzt werden. Auch subtile •Anderungen, wie sie
durch Plastizit•at und Alterung gegeben sind, k•onnten durch Bildoperationen (Lee
1 Das sogenannte Gennari Band ist ein besonders stark myelinisierter Bereich
(siehe https://en.wikipedia.org/wiki/Line of Gennari).
2 Neuronenmigrationsst•orung bei der GS in der WS zu nden ist
(siehe https://en.wikipedia.org/wiki/Gray matter heterotopia).
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u. a., 2006b; Lerch u. Evans, 2005; Liu u. a., 2008) oder Deformationen im Volumen
oder anhand der Ober•achen simuliert werden. Weiterhin w•are es m•oglich Gewe-
be•anderungen, wie bei WMHs, durch lokale Intensit•atstransformation innerhalb
atlas- und zufallsbasierten Regionen zu generieren.
7.3 Bild- und Verarbeitungsqualit•at
Da die G•ute der Verarbeitung grunds•atzlich von der Qualit•at des Inputs ab-
h•angt (Mortamet u. a., 2009; Reuter u. a., 2015), wurde ein neues, verallgemei-
nertes und standardisiertes Bildqualit•atsrating entwickelt, das auch unerfahrenen
Nutzern eine objektive Sch•atzung der Datenqualit•at erlaubt, um problematische
Datens•atze zu detektieren und ggf. entfernen zu k•onnen (Kapitel 6; Dahnke u. a.,
2013b). Zwar werden auch bei der Scannerwartung (Evans u. Group, 2006; Jack Jr.
u. a., 2008; Koller, 2006) und bei MRT-Datenbankmanagementsystemen (Das
u. a., 2011; Poline u. a., 2012) eine Vielzahl von Bildparametern bestimmt, de-
ren Interpretation allerdings ein umfassendes und spezisches Hintergrundwissen
erfordert.
Die hier vorgestellte Qualit•atssicherung bietet erstmals eine einheitliche, interna-
tionale Bewertungsskala, die konform mit dem aktuellen Validierungsstandard des
BWP ist und eine Verbindung zwischen simulierten Daten und realen MRT-Bildern
herstellt. Zur Gew•ahrleistung m•oglichst robuster Resultate baut das Verfahren auf
einer klassischen Segmentierung auf. Im Gegensatz zu vielen anderen Ans•atzen
erfolgt die Bestimmung der Qualit•atsratings (QRs) im Gehirn selbst und nicht im
Bildhintergrund, da dieser von anderen St•orungen betroen oder durch Anonymi-
sierung gest•ort sein kann. Um den Einuss anatomischer Merkmale zu reduzieren,
wurden kritische Bereiche durch eine weitere Optimierung der Segmentierung ver-
mieden. Die Normierung der QRs erm•oglichte die Kombination verschiedener Mae
in einer allgemeinen Bildqualit•atsbewertung (IQR, engl. image quality rating), die
aktuell vor allem durch Rauschen und Au•osung bestimmt ist. Weiterhin wurde
gezeigt, dass die Bestimmung einer durchschnittlichen Protokollqualit•at (anhand
einer Stichprobe von Daten) eine sichere Erkennung von Ausreiern mit leichten
bis deutlichen Bildst•orungen erlaubt. Die hier vorgestellte prospektive Qualit•ats-
sicherung erm•oglicht damit eine unkomplizierte Auswertung der Protokoll- und
Scanqualit•at verschiedener sMRT-Protokolle. Die Validierung durch eine Vielzahl
von simulierten und realen Daten konnte dabei sicherstellen, dass selbst starke
strukturelle Ver•anderungen im Altersverlauf nahezu keine Rolle spielen.
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Abbildung 7.1: Zur Verarbeitung von Primaten wurden die individuellen Bilder zuerst f•ur
Schichtartefakte korrigiert (A; Dahnke u. Gaser, 2016). Anschlieend wurde das Aentem-
plate, das anhand des Rilling's Datensatzes erstellt wurde, zur initialen Verarbeitung und
Generierung eines Paviantemplates genutzt. M diesem erfolgte die nale Verarbeitung und
Analyse (Franke u. a., 2017).
Bei zuk•unftigen Entwicklungen w•are ein anatomisches Au•osungsma relevant,
das den Detailgrad der Aufnahmen anstelle der reinen Voxelau•osung erfasst.
Weiterhin w•are eine zus•atzliche Absch•atzung der voxel- und ober•achenbasierten
Verarbeitungsqualit•at unabh•angig von der Bildqualit•at sinnvoll, um Verarbeitungs-
fehler erfassen zu k•onnen. St•orungen in der Verarbeitung k•onnen zwar bereits
durch die Kovarianzanalyse in VBM8/CAT mehrerer normalisierter Gewebeseg-
mente bestimmt werden, die Schwierigkeit beseht allerdings in der Trennung
von anatomischen und verarbeitungsbedingten Ausreiern. Im Weiteren kann die
Anzahl von Ober•achendefekten als Qualit•atsparameter genutzt (Dahnke u. a.,
2013a; Rosen u. a., 2018) und in ein QR •uberf•uhrt werden.
7.4 Analyse nicht-humaner MRT-Daten
Kleinere S•augetiere bieten durch ihre meist geringere individuelle Faltung, spe-
zische Umweltanpassungen und k•urzere Lebensdauer einen wichtigen Zugang
zur Erforschung der lebenslangen individuellen Entwicklung und evolution•aren
Anpassung des Gehirns an spezielle Umweltaspekte (Hofman, 1989; Mietchen u.
Gaser, 2009; Rilling, 2014). Gerade domestizierte Tiere k•onnen im Rahmen des
•ublichen Trainings zur bereitwilligen (ethisch vertretbaren) Mitarbeit motiviert
werden (Lorincz u. a., 2017; Scarpante u. a., 2017). Der Rilling-Datensatz (Rilling
u. Insel, 1999) gab im Rahmen dieser Arbeit den Ansto f•ur die Entwicklung eines
Vorverarbeitungs-Shell-Skripts aus FSL-, CARET-, SPM- und VBM8-Funktionen
(Mietchen u. a., 2010). Die schwierige Datenqualit•at und Optimierung vieler Funk-
tionen auf Humandaten erlaubte allerdings nur unbefriedigende Resultate und
motivierte die Integration der Verarbeitung anderer Spezies in CAT. F•ur die Vor-
verarbeitung von Primaten wurde der Rilling-Datensatz genutzt, um entsprechende
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TPMs, Templates und Atlanten zu erstellen und damit eine vollautomatische Ver-
arbeitung zu erm•oglichen (Abbildung 7.1). Die Verarbeitung wurde bereits zur
Untersuchung von Alterseekten und Entwicklungsunterschieden bei Pavianen
genutzt (Franke u. a., 2017) und wird aktuell f•ur die Vorverarbeitung von Schim-
pansen vorbereitet (Vickery u. a., 2018). Neben der voxelbasierten Verarbeitung
ist auch die Generierung von Ober•achen m•oglich, die eine Registrierung zu huma-
nen Atlanten und damit spezies•ubergreifende Vergleiche erm•oglicht (Figure 7.2).
Die Verarbeitung von Tierdaten wird weiterhin in anderen Softwarepakten, wie
CARET (Van Essen u. a., 2001), FreeSurfer (Glasser u. a., 2014) und BrainVisa
(Balbastre u. a., 2017) forciert, stellt allerdings oftmals nur eine nebenl•auge
Entwicklung dar.
Abbildung 7.2: Ober•achenrekonstruktion verschiedener Primaten des Rilling's Datensatzes
(Rilling u. Insel, 1999), mit Abbildung des FreeSurfer Desikan Atlas (Desikan u. a., 2006).
7.5 Weiterentwicklungen der CAT-Software
CAT hat bereits in vielen Bereichen einen breiten Funktionsumfang erreicht. Durch
die fortlaufende Weiterentwicklung von sMRT-Protokollen sind aber auch in Zu-
kunft Anpassungen der voxelbasierten Vorverarbeitung erforderlich. So erlaubt
die simultane Erfassung verschiedener Wichtungen (Glasser u. a., 2016b; Weiskopf
u. a., 2013) eine weitere Verbesserung der Segmentierung. Die Verf•ugbarkeit von
T2/PD-Daten erm•oglicht bspw. eine bessere Erfassung der CSF und damit auch
ein genaueres Skull-stripping , w•ahrend die Detektion von krankheits- und alters-
bedingten WMHs vor allem von FLAIR-Bildern3 protiert (Ithapu u. a., 2014;
Roura u. a., 2015; Schmidt u. a., 2012; Shiee u. a., 2014; Steenwijk u. a., 2013;
Valverde u. a., 2015). Gerade bei hochaufgel•osten und kontrastreichen Scans ist die
3 FLAIR (engl. fluid-attenuated inversion recovery) ist ein MRT-Aufnahmeprotokoll.
Siehe: https://en.wikipedia.org/wiki/Fast low angle shot magnetic resonance imaging
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Detektion und Korrektur von feinen Strukturen, wie Blutgef•aen und Hirnh•auten,
erforderlich (Pine u. a., 2017; Trampel u. a., 2017). Weiterhin w•are die gezielte Er-
fassung und Auswertung struktureller Erkrankungen, wie L•asionen, Tumoren oder
anderen Fehlbildungen erstrebenswert. Aufgrund der vielf•altigen MRT-Protokolle,
Verteilung und Auspr•agungen ist diese allerdings im Allgemeinen extrem auf-
wendig und anspruchsvoll (Harati u. a., 2011; Liew u. a., 2017; Nie u. a., 2009;
Padra u. Salva, 2013; Yang u. a., 2015). Im Bereich der fr•uhkindlichen Entwicklung
gibt es durch die regionsabh•angige Myelinisierung und die damit einhergehenden
Kontrastprobleme erhebliche Schwierigkeiten, sodass eigene Templates (Wilke,
2018; Wright u. a., 2015) und angepasste (longitudinale) Verfahren erforderlich
sind (Kim u. a., 2016; Li u. a., 2014c; Serag u. a., 2016). Dar•uber hinaus w•are
auch eine genauere Erfassung weiterer Kopfgewebe erstrebenswert (Nielsen u. a.,
2018). Die Nutzung von Ober•achen erm•oglicht eine Reihe neuer morphometri-
scher Mae, die zum Teil bereits im Rahmen der Promotion erstellt, aber noch
nicht weiter validiert wurden und f•ur zuk•unftige Projekte relevant sind (Dahnke
u. a., 2010a,c). Wie bereits in Abschnitt 7.4 geschildert, stellt die Erweiterung
der Vorverarbeitung f•ur andere S•augetiere eine interessante Option dar, um die
prinzipielle Organisation des Gehirns im evolution•aren Entwicklungsprozess besser
verstehen zu k•onnen (Hofman, 1989; Mietchen u. Gaser, 2009).
7.6 Gesellschaftliche und wirtschaftliche
Anwendbarkeit und Nutzen
Die Entwicklung von open-source-Softwarel•osungen stellt in den Neurowissen-
schaften einen wichtigen Aspekt dar, um den hochvariablen Anforderungen der
Forschung gerecht zu werden (Poline u. a., 2012). Gerade die zunehmende Nut-
zung von Big-Data-Konzepten (Jack Jr. u. a., 2008; Poldrack u. Gorgolewski,
2014; Poline u. a., 2012; Toga u. Dinov, 2015) erfordert akurate und robuste
Datenvorverarbeitungstools, wie sie in dieser Promotion entwickelt wurden. Die
vorgestellten Verfahren sind Teil der CAT-Software, die auf der nicht-kommerziellen
open-sourceSoftware SPM aufsetzt. CAT ist prim•ar auf die Grundlagenforschung
mit hochqualitativen sMRT-Scans ausgerichtet, aber auch f•ur die Verarbeitung
durchschnittlicher und gering-qualitativer Bilder ausgelegt und bietet somit die
n•otigen Grundvoraussetzungen f•ur klinische Anwendungen. Die Anforderung an
Inputdaten besteht im Wesentlichen in der vollst•andigen Abbildung des Gehirns
mit einer strukturellen Au•osung von ca. 1 mm und einem ausreichenden Gewe-
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bekontrast bei vertretbaren Bildst•orungen, das heit der Neokortex sollte visuell
klar erkennbar sein. Diese Anforderungen werden auch durch die CAT-internen
Bildqualit•atsanalysen gepr•uft (Kapitel 6).
Neben der Erforschung der Struktur und Funktion des Gehirns besteht das l•an-
gerfristige Ziel in der Verbesserung der individuellen Diagnose neurologischer und
psychiatrischer Erkrankungen. Bereits seit vielen Jahren nutzen Neurologen Hirn-
scans, um nicht-invasive Informationen bei Tumoren, Schlaganf•allen oder L•asionen
zu ermitteln. Die bei der Vorverarbeitung gewonnenen Mae und korrigierten
Originaldaten k•onnen helfen eine objektivere Diagnostik und Falldokumentation
zu gew•ahrleisten (Klein u. a., 2017). Eine wichtige Voraussetzung liegt in der
Etablierung von Teststandards zur Validierung und Evaluation relevanter Mae
(Aubert-Broche u. a., 2006a,b; Collins u. a., 1998; Dahnke u. a., 2013a), die hier
durch (i) die Validierung der Segmentierung anhand manueller Expertensegmentie-
rung und (ii) der Ober•achenrekonstruktion und Dickemessung anhand simulierter
Daten vorangetrieben wurden. Die voxel- und ober•achenbasierte Vorverarbeitung
und die Bildqualit•atsanalyse, die in dieser Promotion entwickelt wurden, stellen
somit wichtige Werkzeuge der neurologischen Bildgebung dar.
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Kapitel 8
Zusammenfassung
Im Rahmen dieser Promotion wurden verschiedene sMRT-Vorverarbeitungsver-
fahren f•ur die open-source Software CAT entwickelt. Besonders bedeutsam war die
Etablierung und Validierung einer neuen ober•achenbasierten Bildvorverarbeitung
die bisher in SPM noch nicht zur Verf•ugung stand. Ober•achenbasierte Techniken
erlauben nicht nur die Bestimmung spezieller morphometrischer Mae (Dahnke u.
Gaser, 2018; Dahnke u. a., 2010a,c), sondern gew•ahrleisten auch eine anatomisch
fundiertere Registrierung und Filterung als rein voxelbasierte Ans•atze (Dahnke u.
Gaser, 2018; Lerch u. Evans, 2005; Mietchen u. Gaser, 2009; Winkler u. a., 2017).
Essentiell ist dabei die Generierung von individuellen Kortexober•achen durch das
PBT-Verfahren, das simultan die lokale kortikale Dicke bestimmt (Kapitel 4; Dahn-
ke u. a., 2013a). Die Generierung von Ober•achen erfordert eine extrem genaue
und robuste voxelbasierte Vorverarbeitung. Das in einer fr•uheren Softwareversion
(VBM8) etablierte Konzept der Optimierung der SPM-Vorverarbeitung, wurde
durch eine Reihe neuer Funktionen verbessert und erweitert (Kapitel 5; Dahnke u.
Gaser, 2013; Dahnke u. a., 2014, 2018, 2011, 2012). Ein weiterer Schwerpunkt der
Arbeit bildete die Entwicklung von problemoptimierten Algorithmen der anen
Registrierung (APP), die gewebespezische Biaskorrektur (LAS), die Partitio-
nierung, das Skull-stripping (GCUT), die optimierte Shooting-Registrierung und
die Integration der voxelbasierten Regionsanalyse. Da auch hier die Verarbeitung
von der Datenqualit•at abh•angt, war ein objektives Verfahren zur Beurteilung der
Bildqualit•at erforderlich. Die bei der Segmentierung ermittelten Informationen
stellten dabei eine ideale Ausgangsposition f•ur einen neuen Ansatz dar, um die
qualitativen Eigenschaften des Originalbildes zu erfassen und wurden zu einer
nutzerfreundlichen Gesamtwertung zusammengefasst (IQR; Kapitel 6; Dahnke
u. a., 2013b). Ein weiteres Teilziel bestand darin, die Toolbox f•ur die Verarbeitung
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anderer Spezies zu erweitern (Franke u. a., 2017; Mietchen u. a., 2010; Vickery u. a.,
2018). Dabei zeigte sich, dass bereits die Ober•achenregistrierung verschiedener
Primatenspezies zum Humantemplate auerordentlich gute Ergebnisse erzielte und
spezies•ubergreifende Vergleiche erm•oglicht. Die zuk•unftigen Entwicklungsschwer-
punkte von CAT liegen somit in der Entwicklung und Evaluation (i) quantitativer,
morphologischer und qualitativer Mae (Dahnke u. Gaser, 2018), (ii) neuer Va-
lidierungstechniken und Standards durch simulierte Phantome und Realdaten
und (iii) der fortlaufenden Anpassung der Gesamtpipeline an neue Protokolle
und weitere Spezies. Die vorgelegte Dissertation im Bereich der Bildverarbeitung
lieferte eine n•utzliche Grundlage f•ur zuk•unftige Forschungsgebiete der kognitiven
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A
Abstandsoperation
Abstand eines Voxels bzw. Ober•achenpunktes zu eine Teilmenge von Voxeln bzw. Ober-
•achenpunkten (siehe Abschnitt 2.1.7; Jones u. a., 2000; MacDonald u. a., 2000; Rosenfeld
u. Pfaltz, 1966; Tosun u. a., 2004).
Siehe: https://de.wikipedia.org/wiki/Abstand
Siehe: https://de.wikipedia.org/wiki/Metrischer Raum
xvii, 14, 16, 17, 36, 37, 47, 49, 50, 52, 54, 57, 59, 60, 66, 79, 93, 95
Abtasttheorem
Das Abtasttheorem beschreibt hier den Zusammenhang zwischen anatomischen Strukturen
und der Aufnahmeau•osung, d. h. das anatomische Strukturen nur korrekt repr•asentiert
werden k•onnen, wenn die r•aumliche Au•osung des Bildes gr•oer ist als die anatomische
Struktur selbst. So k•onnen bspw. die Grenzen des 2 bis 4 mm dicken Kortex durch den
Partialvolumeneekt mit Subvoxelgenauigkeit mit Abweichungen von unter 0,1 mm be-
schrieben werden (Dahnke u. a., 2013a; Fischl u. Dale, 2000). Liegt die Dicke allerdings
unterhalb der Bildau•osung, so ist keine genaue Zuordnung mehr m•oglich. Die Bildauf-
l•osung beeinusst dabei sowohl die voxel- als auch ober•achenbasierte Vorverarbeitung
und Analyse und ist daher ein wichtiges Qualit•atsma.
Siehe: https://de.wikipedia.org/wiki/Nyquist-Shannon-Abtasttheorem
xvii, 21, 30, 46, 72
AC
Die Anteriore Commisura (AC) ist eine kleine Verbindung zwischen linkem und rechtem
Temporallappen, die als Koordinatenursprung im Gehirn von S•augetieren genutzt wird
(Kapitel 2.2.2; Brodmann, 1909; Evans u. a., 1993).
Siehe: https://de.wikipedia.org/wiki/Commissura anterior




Alzheimer Demenz (AD) ist eine neurodegenerative Erkrankung, die in ihrer h•aufigsten
Form bei Personen •uber dem 65. Lebensjahr auftritt und f•ur ungef•ahr 60 % der Demen-
zerkrankungen verantwortlich ist. AD wurde bspw. durch das ADNI- und OASIS-Projekt
untersucht.
Siehe: https://de.wikipedia.org/wiki/Alzheimer-Krankheit
xvii, 4, 5, 140, 141, 143
ADHD200
Das ADHD200 (engl. Attention Deficit Hyperactivity Disorder 200 ) Projekt besch•aftigt
sich mit der Erforschung von ADHD.
Siehe: http://fcon 1000.projects.nitrc.org/indi/adhd200f
xi, xvii, 42, 105, 111, 141
ADHS
ADHS (Aufmerksamkeitsdezit-/Hyperaktivit•atsst•orung) ist eine bereits im Kindesalter
beginnende psychische St•orung, die sich durch Beeintr•achtigungen der Aufmerksamkeit,




Die Alzheimer’s Disease Neuroimaging Initiative (ADNI) ist ein Organisation zur Erfor-
schung der Alzheimer-Demenz (www.adni-info.org; Jack Jr. u. a., 2008).
xi, xvii, 4, 5, 42, 105, 109, 111, 123{125, 130, 139{141, 143, 144, 146, 147, 151, 153
affine
Ane Parameter beschreiben eine Transformation mit Translation (Verschiebung), Ro-
tation (Drehung), Skalierung und Scherung, die durch eine 4 4 Matrix beschrieben
werden (Abschnitt 2.2.2; Avants u. a., 2011; Ou u. a., 2014). Im Gegensatz zur rigiden
Transformation werden die Objektproportionen ge•andert, sodass individuelle Merkmale
bereits angeglichen werden.
Siehe: https://de.wikipedia.org/wiki/Ane Abbildung
xvii, 23, 24, 27, 32, 81, 83, 84, 87, 89, 92, 93, 102, 115, 118, 167
AIBLE
Das Autism Brain Imaging Data Exchange (AIBLE) Projekt besch•aftigt sich mit der
Erforschung von ASD anhand von MRT-Daten.
Siehe: http://fcon 1000.projects.nitrc.org/indi/abide
xi, xvii, 42, 105, 140
ALS





Der AMAP (engl. adaptive maximum a posteriori probability) Algorithmus ist ein MAP-
Segmentierungsverfahren, das im Neuroimagingbereich zur Klassikation des Hirngewebes
genutzt wird (Abschnitt 2.2.6).
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Siehe: https://de.wikipedia.org/wiki/Maximum a posteriori
xvii, 58, 83, 87, 88, 99, 100, 104, 118, 128
ANOVA
Die Varianzanalyse (ANOVA, engl. analysis of variance) ist eine Gruppe von statistischer
Verfahren, die die Varianz einer oder mehrerer Zielvariablen durch den Einuss einer oder
mehrerer Einussvariablen (Faktoren) erkl•art.
Siehe: https://de.wikipedia.org/wiki/Varianzanalyse
xvii, 143, 144, 147
a posteriori
Mit a posteriori wird quellenabh•angiges bzw. erfahrungsbasierendes Wissen bezeichnet,
das bspw. bei der Gewebeklassikation durch Wahrscheinlichkeitskarten und Atlanten
gegeben ist.
Siehe: https://de.wikipedia.org/wiki/A posteriori
xvii, 26, 90, 109
APP
Die ane Vorverarbeitung (APP: engl. affine preprocessing) wurde in dieser Promotion
entwickelt und vorgestellt. Das Verfahren liefert eine grobe grobe Inhomogenit•atskorrektur
zur Stabilisierung der initialen anen Registrierung und erlaubt verschiedene Teilans•atze,
die in CAT integriert sind (Kapitel 5.2.3). APP nutzt Teile des GCUT-Skull-Stripping
(Dahnke u. a., 2011) und der maximumbasierten Biaskorrektur (Dahnke u. Gaser, 2013).
xvii, 81, 84, 85, 87, 88, 93, 94, 105, 157, 167
a priori
Mit a priori wird quellenunabh•angiges Wissen bezeichnet, wie z. B. die Klassikation




Autistische St•orungen (ASD: engl. autism spectrum disorders) sind ein Sammelbegriff
verschiedener angeborener St•orungen der Informationsverarbeitung mit sozialen Einschr•an-
kungen und speziellem Verhalten der Betroffenen. ASD umfasst Erkrankungen wie Autismus
(Kanner-Syndrom), das Asperger-Syndrom und andere tiefgreifende Entwicklungsst•orungen.
Das Kanner-Syndrom ist bereits vor dem dritten Lebensjahr deutlich ausgepr•agt, w•ahrend
das Asperger-Syndrom erst ab dem vierten Lebensjahr offensichtlich wird. Die Abgrenzung
ist schwierig, da oft flieende Verl•aufe vorliegen. Vereinfacht gesagt fallen Asperger-Patienten
eher als
"




ASP (engl. anatomic segmentation using proximity) ist ein deformationsbasiertes Verfahren
zur Rekonstruktion kortikaler Oberfl•achen und kortikalen Dicke und der Vorl•aufer des
CLASP-Verfahrens (MacDonald u. a., 2000).
xvii, 34, 56
Atlas
Datensatz mit lokalen Informationen, wie Hirnregionen, der meist im Templateraum
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vorliegt (Abschnitt 2.2.8; Brodmann, 1909; Desikan u. a., 2006; Glasser u. a., 2016a;
Hammers u. a., 2003; Shattuck u. a., 2008).




xvii, 16, 54, 83, 84, 97, 102, 143
B
Basalganglien
Basalganglien bezeichnen die stammesgeschichtlich •altere subkortikale GS-Strukturen im
Zentrum des Gehirns, die f•ur die Vernetzung verschiedener Hirnregionen bedeutsam sind
(Kapitel 1.2).
Siehe: https://de.wikipedia.org/wiki/Basalganglien
xvii, 4, 96, 115
bayesianischer Ansatz
Der bayesianische Ansatz beschreibt eine Methode, die basierend auf dem Satz von
Bayes die Verteilung der Wahrscheinlichkeiten f•ur die Modellparameter M anhand eines
Datensatzes D unter der Nutzung von a posteriori Wissen I in dem Modell Pr(M jD; I)
untersucht. Durch bayesianische Methoden kann bspw. die Gewebeverteilung in MRT-
Bildern basierend auf einer TPM I beschrieben werden.
xvii, 128, 150
Bildhintergrund
Der Bildhintergrund stellt den objektfreien Raum des Bildes dar und enth•alt meist nur
geringe Werte (Hintergrundrauschen).
xvii, 12, 13, 15, 17, 26, 33, 59, 62, 93, 99, 100, 130
BOLD
Der BOLD (engl. blood oxygenation level dependency) Eekt beschreibt die Abh•angigkeit
des Bildsignals vom Sauerstogehalt der roten Blutk•orperchen (Ogawa u. a., 1990), der




Das Box-Whisker-Diagramm (engl. boxplot), wird zur Darstellung der Verteilung kardinal-
skalierter Daten verwendet. Es fasst dabei verschiedene robuste Streuungs- und Lagemae
in einer Darstellung zusammen. Ein Boxplot soll schnell einen Eindruck dar•uber vermitteln,
in welchem Bereich die Daten liegen und wie sie sich •uber diesen Bereich verteilen. Deshalb
werden alle Werte der sogenannten F•unf-Punkte-Zusammenfassung, also der Median, die




BrainSuite ist ein Softwarepaket zur voxel- und ober•achenbasierten MRT-Bildanalyse
(Shattuck u. Leahy, 2002).
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http://brainsuite.org
xvii, 35, 56, 158
BrainVisa
BrainVisa ist ein franz•osisches Softwarepaket zur ober•achenbasierten MRT, das sich im
Gegensatz zu den meisten anderen Verfahren auf die Rekonstruktion und Analyse der
Sulci konzentriert (Mangin, 1995; Riviere u. a., 2002).
http://brainvisa.info
xvii, 35, 36, 158, 163
BrainVoyager
BrainVoyager ist ein kommerzielles Softwarepaket zur Verarbeitung von MRT-Daten
(Kriegeskorte u. Goebel, 2001).
http://www.brainvoyager.com/index.html;
xvii, 35, 56, 158
BWP
Das Brain-Web-Phantom (BWP) ist ein Menge von simulierten MRT-Datens•atzen, die
auf einem realen Gehirn (Collins) beruhen und bei denen verschiedene Parameter, wie
Rauschen, Inhomogenit•at, MRT-Protokoll, etc. modiziert werden k•onnen (Aubert-Broche
u. a., 2006a,b; Collins u. a., 1998). Das BWP spielt eine zentrale Rolle in der Validierung
und Evaluation von Neuroimaging-Software.
http://brainweb.bic.mni.mcgill.ca/brainweb
vi, xvii, 28, 41, 47, 55, 58, 70, 71, 74, 76{78, 80, 91, 103{109, 111{114, 117, 119, 122,
125{128, 132{134, 136{138, 142, 144, 149, 151, 158{161
C
CARET
Das Computerized Anatomical Reconstruction and Editing Toolkit (CARET) ist eine
ober•achenbasierte Neuroimaging Software (Van Essen u. a., 2001), die im Gegensatz
zu vielen anderen Verfahren auf die Rekonstruktion einer Lamina 4 nahen Ober•ache
setzte. Es nutzte den surefit-Algorithmus, der durch die geschickte Kombination von
Intensit•atstransformationen eine repr•asentative Ober•ache erzeugte. Die Entwicklung von
CARET wurde zu Gunsten des Connectome Workbench (Glasser u. a., 2016b) eingestellt.
http://brainvis.wustl.edu/wiki/index.php/Caret:About https://www.humanconnectome.org/
software/connectome-workbench
xvii, 35, 49, 56, 162, 163
CAT
Die Computational Anatomy Toolbox (CAT) f•ur SPM ist die Weiterentwicklung der
VBM8- und VBM12-Toolbox mit verbesserter voxelbasierter Verarbeitung und zus•atzlicher
Ober•achen- und Regionsvermessung. Die in dieser Arbeit vorgestellten Verfahren sind
dabei essentieller Bestandteil der CAT Vorverarbeitung.
http://dbm.neuro.uni-jena.de
v{vii, xi, xvii, 32, 35, 81, 83, 85{92, 94, 95, 97, 102{105, 107{109, 111{114, 116, 117,
119{121, 128, 150, 155{159, 162{165, 167, 168, 241
CBS
CBS (engl. Cognitive and Brain Sciences) ist ein Vorverarbeitungstools f•ur hochaufgel•oste
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MRT-Daten. Es baut auf dem MIPAV-Softwarepaket mit der TOADS Segmentierung




CIVET ist ein Softwarepaket zur ober•achenbasierten MRT-Datenanalyse.
xvii, 35, 78, 158
CJV
Der verkn•upfte Variationskoezient (CJV, engl. coefficient of joint variation) ist ein
Qualit•atsma zur Beschreibung von tierequenten Bildst•orungen, bei der die Helligkeit
einer Gewebeklasse durch das B0-Feldes des MRT r•aumlich variiert (Kapitel 2.2.4).
xvii, 132
CLASP
CLASP (engl. constrained Laplacian anatomic segmentation using proximity) ist ein
deformationsbasiertes Verfahren zur Rekonstruktion kortikaler Ober•achen, das eine
Weiterentwicklung des ASP-Verfahrens darstellt (Kim u. a., 2005). Dabei wird die GS-
WS-Ober•ache erzeugt und durch den Laplace-Ansatz (Jones u. a., 2000) Richtung
GS-CSF-Grenze bewegt, die mittels Skelettierung explizit rekonstruiert wurde (Kim u. a.,
2005; Lee u. a., 2006a,b; Lerch u. Evans, 2005).
xvii, 35, 56, 78
Cleanup
Cleanup ist ein Verfahren zur Korrektur von Segmentierung, bei dem morphologische
Operationen zur Entfernung kleiner St•orungen, wie Hirnh•auten, Blutgef•aen oder Arte-
fakten genutzt werden (Abschnitt 5.2.3).





CRUISE (engl. cortical reconstruction using implicit surface evolution) ist ein Verfahren
zur Bestimmung der Hirnober•ache (Han u. a., 2004; Shiee u. a., 2014, 2010; Tosun u. a.,
2004; Xu u. a., 1999).
www.nitrc.org/projects/toads-cruise
xvii, 35, 56, 78
CS
Die zentrale Ober•ache (CS: engl. central surface; Dahnke u. a., 2013a; Van Essen u.
Drury, 1997) ist eine k•unstlich denierte Ober•ache, die in der Mitte des Kortex verl•auft
und zur Repr•asentation dieses besonders geeignet ist (Kapitel 4).
xvii, 50, 57
CSF
Die cerebrospinale Fl•ussigkeit (CSF, Gehirnmarks•ussigkeit) umgibt das Nervengewebe
des Gehirns und R•uckenmarks (Kapitel 1.2).
Siehe: https://de.wikipedia.org/wiki/Liquor cerebrospinalis
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xvii, 3, 5, 8, 15, 21, 22, 28{30, 36, 37, 46{48, 51, 56, 58{62, 64, 66{68, 71, 84, 94{96, 99,
100, 102, 108, 119, 121, 129{132, 159, 163
D
Dartel
Dartel (engl. Diffeomorphic Anatomical Registration Through Exponentiated Lie Algebra)
bezeichnet ein Verfahren zur nichtlinearen r•aumlichen Normalisierung von MRT-Daten
(Ashburner, 2007).
xvii, 32, 83, 85, 87{89, 101{104, 106, 114, 115, 119, 120
Data-Sharing
Data-Sharing-Projekte zielen auf eine oene Nutzung bereits erhobener MRT-Daten, von
denen viele •uber das INDI-Projekt zug•anglich sind (Kapitel 6).
Siehe: https://en.wikipedia.org/wiki/Data sharing
xvii, 123{125, 140, 141, 149
DBM
Die deformationbasierte Analyse der Gehirnanatomie (DBM: engl. deformation-based




Die Deformation beschreibt die Verformung eines Objekts durch innere und •auere Kr•afte.
Bei der strukturellen Bildgebung steht die Anpassung der individuellen Anatomie eines
Gehirns auf die eines anderen Gehirn, meist einem Template oder ein deutlich sp•ateren
Langzeitscans, im Vordergrund (Kapitel 2.2.7). Die Deformation kann dabei sowohl f•ur
das Volumen (Ashburner u. Friston, 2000; Klein u. a., 2010), f•ur die Ober•ache oder
aber auf der Ober•ache erfolgen (Dale u. a., 1999; Yotter u. a., 2011c). Sie sollte dabei
kontinuierlich und eineindeutig sein, sodass die Anwendung der inversen Transformation
auf das transformierte Bild wieder das Ursprungsbild ergibt.
Siehe: https://de.wikipedia.org/wiki/Verformung
xvii, 18, 19, 28, 31, 32, 34, 56, 79, 83, 102, 114{116
DEikonal
Die Eikonal-Distanz basierte Abstandsmetrik erlaubt eine gewichtete Abstandsmessung.
Dabei wird der k•urzeste Weg innerhalb eines Feldes (der Gewicht oder Geschwindig-
keitskarte) bestimmt. In bestimmten Regionen kann man so eine schnellere Ausbreitung
(z. B. auf Straen) als in anderen Bereichen (z. B. im Gel•ande) denieren. Die Eikonal-
Distanz kann daher genutzt werden, um sowohl den Weg, als auch die Zeit zwischen
verschiedenen Punkten zu bestimmen (Kapitel 2.2.10).
xvii
DEikonal−Euclidean




Die Demenz ist ein psychiatrisches Syndrom, das bei verschiedenen degenerativen und
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nichtdegenerativen Erkrankungen des Gehirns auftritt und mit kognitiven Einbuen
verbunden ist. Dabei kommt es zu einer erheblichen Gewebeatrophie, bei der sowohl Dicke
des Kortex, also auch das Volumen der (gesunden) WS deutlich abnimmt. Der Gewebe-
verlust wird durch eine Zunahme der CSF kompensiert, die sich in einer Vergr•oerung der
Ventrikel zeigt (siehe 1.2; Franke u. a., 2010; Ziegler u. a., 2014). Im Bereich Neuroimaging




Dgb beschreibt eine euklidische Abstandsmetrik, die die MATLAB-Isosurface-Funktion
nutzt, um den euklidischen Abstand zum n•achsten Ober•achenpunkt zu bestimmen.
Erlaubt im Gegensatz zur einfachen voxelbasieren euklidischen Metrik eine h•ohere Ge-
nauigkeit bei PVE-Daten und wurde hier als alternatives Verfahren zur regul•ar genutzten
DEikonal-Distanz verwendet (Kapitel 2.2.10).
xvii, 49, 51, 53
Dilatation
Die Dilatation beschreibt die lokale Erweiterung eines Bereichs in dessen unmittelbare
Nachbarschaft (Kapitel 2.1.4). Die Dilatation entspricht dabei der Erosion des Hinter-




Bei der diusionsgewichteten MRT oder auch Diusionstensorbildgebung (DTI: engl. diffu-
sion tensor imaging) werden eine Reihe von Bildern aufgenommen, die die Wasserdiusion
in unterschiedliche Richtungen beschreiben. Da die Wasserbewegung durch Zellmembran
beschr•ankt ist, erfolgt sie im Bereich von Nervenb•undeln gleichgerichtet zu diesen. Da-
durch kann man von der Wasserdiusion R•uckschl•usse auf die St•arke und Ausrichtung
der Nervenbahnen ziehen (Kapitel 1.3; Mori, 2002).
Siehe: https://de.wikipedia.org/wiki/Diusions-Tensor-Bildgebung
xvii, 7, 8, 34, 109, 125, 158, 160
E
EEG
Die Elektroenzephalographie (EEG) ist eine Technik zur Aufzeichnung der elektrischen Aktivit•at
des Gehirns.
Siehe: https://de.wikipedia.org/wiki/Elektroenzephalographie
xi, xvii, 157, 158
EM: engl. expectation maximization
Die Kernidee des EM Algorithmus liegt darin, mit einem zuf•allig gew•ahlten Modell
zu starten, und abwechselnd die Zuordnung der Daten zu den einzelnen Teilen des
Modells (Erwartungsschritt) und die Parameter des Modells an die neueste Zuordnung
(Maximierungsschritt) zu verbessern. In beiden Schritten wird dabei die Qualit•at des
Resultats verbessert: im Erwartungsschritt werden die Punkte besser zugeordnet, w•ahrend
im Maximierungsschritt das Modell so ver•andert wird, dass es besser zu den Daten passt.
Findet keine wesentliche Verbesserung mehr statt, beendet man das Verfahren. Das
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Verfahren ndet typischerweise nur
"





Unter Erosion versteht man eine lokale Verkleinerung eines Bereichs n dessen unmittelbarer
Nachbarschaft (Kapitel 2.1.4). Die Erosion entspricht dabei der Dilation des Hintergrunds,
so dass Erosion und Dilation als duale Operationen bezeichnet werden.
Siehe: https://de.wikipedia.org/wiki/Erosion (Bildverarbeitung)
xvii, 14, 43, 99, 130
Evaluation
Unter Evaluation wird meist die Bewertung bzw. Begutachtung von Projekten, Prozessen




FCP: Functional Connectomes Projekt
Das 1000 Functional Connectomes Project (FCP) der International Neuroimaging Data-
sharing Initiative (INDI) ist ein Data-Sharing-Projekt, mit dem Schwerpunkt der Erfor-
schung des Zusammenspiels verschiedener Hirnregionen im Ruhezustand (engl. resting-




Fiber-tracking beschreibt die Rekonstruktion von Faserbahnen in der weien Substanz
(Kreher u. a., 2008; Mori, 2002; Mori u. a., 2002).
xvii
FLAIR
FLAIR (engl. fluid-attenuated inversion recovery) ist ein MRT-Aufnahmeprotokoll.
Siehe: https://en.wikipedia.org/wiki/Fast low angle shot magnetic resonance imaging
xvii
FLASH
FLASH (engl. fast low-angle shot) ist ein MRT-Aufnahmeprotokoll.
Siehe: https://en.wikipedia.org/wiki/Fluid-attenuated inversion recovery
xvii, 40, 126
fMRT
Die funktionelle Magnetresonanztomographie (fMRT) besch•aftigt sich mit der Erfassung
und Analyse der Hirnaktivit•at, die durch Durchblutungs•anderungen im MRT erfasst
werden k•onnen.
Siehe: https://de.wikipedia.org/wiki/Funktionelle Magnetresonanztomographie
xvii, 7, 8, 33, 109, 124, 125, 141, 146, 158, 160
FreeSurfer
FreeSurfer ist das f•uhrende Softwarepaket zur ober•achenbasierten MRT (Dale u. a., 1999;
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Fischl, 2004, 2007, 2012; Fischl u. a., 2002, 1999a).
https://surfer.nmr.mgh.harvard.edu
xvii, 35, 54{56, 58, 65, 70, 71, 74, 76{80, 85, 89, 105, 107{109, 111, 157, 158, 163
FSL: engl. FMRTB software library
FSL ist ein Neuroimaging-Softwarepaket mit verschiedenen Tools zur Vorverarbeitung von
funktionellen und strukturellen Daten (Jenkinson u. a., 2012; Smith u. a., 2004; Woolrich
u. a., 2009).
http://fsl.fmrib.ox.ac.uk/fsl/fslwiki
xvii, 30, 84, 85, 105, 107{109, 111, 157, 162
G
GCUT
Neues, in dieser Promotion entwickeltes Skull-Stripping-Verfahren das graph-cut, Regions-
wachstum und morphologischen Operation nutzt, um ausgehend von der weien Substanz,
Hirn von Sch•adelgewebe zu trennen (Kapitel 5.2.3 Dahnke u. a., 2011).
xvii, 81, 83, 87, 88, 94, 113, 167
GE
General Electric (GE) ist einer der gr•oten Mischkonzerne der Welt, dessen Gesundheits-
sparte (engl. General Electric Healthcare) mageblich an der Entwicklung von MRTs
beteiligt ist (http://www3.gehealthcare.de).
Siehe: https://de.wikipedia.org/wiki/General Electric
xvii, 40, 140, 146, 159
Gewebeklassifikation
Siehe auch Segmentierung.
xvii, 22, 29, 30, 36, 80, 87, 88, 96, 101, 125
GI
Der Gyrizierungsindex (GI) ist ein Faltungsma f•ur Objekte (Zilles u. a., 1988), bei dem
das gefaltete zum entfalteten Objekt in Beziehung gesetzt wird als GI = f(Ogefaltet) /




Die Gl•attung beschreibt einen lokalen Filter, der die Daten lokal mittelt. H•aug wird dazu
ein Gau-Filter genutzt, um die statistische Analyse zu gew•ahrleisten (viele statistische
Verfahren ben•otigen normalverteilte Variablen, Kapitel 2.1.2).
Siehe (engl.): https://en.wikipedia.org/wiki/Gaussian blur
xvii
GMM
Eine M•oglichkeit zur Sch•atzung der Parameter der Wahrscheinlichkeitsdichte einer Misch-
verteilung ist die Anwendung des EM-Algorithmus. Damit kann ein sogenanntes Gaussian
mixture model (GMM) berechnet werden, das Wahrscheinlichkeitsdichtefunktionen in der





Der Goldstandard im Bereich der MRT-Verfahrensevaluation ist eine (manuelle) Denition
von Verarbeitungszielen f•ur eine objektive Leistungsbewertung eines Verfahrens (Horsch
u. Lehmann, 2000).
Siehe: engl. https://en.wikipedia.org/wiki/Ground truth
xvii, 10, 20, 58, 70, 104, 105, 120, 122, 125, 136{139, 142, 147, 153, 159
Graph-cut
Graph-cut bezeichnet ein Verfahren zur regionale Aufteilung eines Bildes (Kapitel 2.1.6).
Siehe: https://en.wikipedia.org/wiki/Graph cuts in computer vision
xvii, 15, 17, 28, 90
GRAPPA
GRAPPA (engl. generalized autocalibrating partially parallel acuisitions) ist ein MRT-








Das Nervengewebe der grauen Substanz (GS) ist vor allem f•ur die Informationsverarbei-
tung und Speicherung zust•andig (Kapitel 1.2).
Siehe: https://de.wikipedia.org/wiki/Graue Substanz
xvii, 3{5, 8, 12, 15, 21, 22, 26, 29, 36{38, 46{48, 50, 53, 54, 56{63, 66{68, 78, 94{100, 102,
112, 113, 115, 119{121, 129{132, 139, 142, 147, 151, 157, 159, 160
GUI
Grasche Nutzerober•ache (engl. graphical user interface).
Siehe: https://de.wikipedia.org/wiki/Grasche Benutzerober%C3%A4che
xvii, 85, 86, 111{113, 116
Gyrus, Plural: Gyri
Ein Gyrus bezeichnet einen nach auen gefalteter Bereich der Hirnoberfl•ache (Kapitel 1.2).
Siehe: https://de.wikipedia.org/wiki/Gyrus
xvii, 3, 14{17, 21, 31, 39, 47, 48, 50, 56, 65, 66, 68, 74, 75, 79, 90, 97, 103, 120, 158
H
HC
Kontrollgruppe von gesunden Personen (engl. healthy control), die zur Bestimmung
regul•arer Messgr•oe und ihrer Varianz genutzt werden kann oder als Kontrollgruppe im
Vergleich zur Experimentalgruppe steht.
Siehe: https://de.wikipedia.org/wiki/Kontrollgruppe
xvii, 4, 140, 143
Hippocampus




xvii, 4, 120, 133
Hirnbalken
Der Hirnbalken ist die Hauptverbindung zwischen der linken und rechten Gehirnh•alfte
(Kapitel 1.2).
Siehe: https://de.wikipedia.org/wiki/Corpus callosum
xvii, 3, 21, 58
Hirnventrikel
Die Hirnventrikel sind mit CSF gef•ullte Hohlr•aume innerhalb der Grohirnh•alften (Kapitel
1.2).
Siehe: https://de.wikipedia.org/wiki/Hirnventrikel










Das Inhomogenit•ats-Kontrast-Verh•altnis (CIR, engl. inhomogeneity-to-contrast ratio) ist
ein Ma zur Beschreibung von tierequenten Bildst•orungen, bei der die Helligkeit einer
Gewebeklasse durch das B0-Feldes des MRT r•aumlich variiert (Kapitel 2.2.4).
xvii, 133, 136, 142
INDI
Die International Neuroimaging Data-Sharing Initiative ist ein Data-Sharing-Projekt mit
fMRT und sMRT-Datens•atzen T1 von mehr als 1000 gesunden Personen.
Siehe: http://fcon 1000.projects.nitrc.org
xi, xvii, 42, 105, 130, 140, 141, 146
Individualraum
Der Individualraum beschreibt die Bildmatrix in der die MRT-Daten erfasst werden.
xvii
IQR
IQR (engl. image quality rating) ist ein zusammengefasstes Qualit•atsrating f•ur die Bild-
qualit•at (siehe Abschnitt 6.25).






Das IXI (engl. Information eXtraction from Images) Projekt hat sMRT- (T1, T2, PD)
und dMRT-Daten von •uber 555 gesunden Personen an 3 Londoner Zentren akquiriert. Die
Daten wurden in VBM8 und CAT zur Erzeugung des Registrierungstemplates genutzt.
Siehe: http://www.brain-development.org
xi, xvii, 4, 5, 32, 42, 83, 88, 89, 97, 101, 105, 130, 140, 141, 143, 144
K
Kappa
Cohen's Kappa beschreibt die •Ubereinstimmung verschiedener Klassen zweier Datens•atze
(Ashburner u. Friston, 2000; Cohen, 1960).
Siehe: https://de.wikipedia.org/wiki/Cohens Kappa
xvii, 106, 108, 109, 111, 118, 126, 134{136, 139, 142, 148, 152, 157
Kleinhirn
Das Kleinhirn (lat. cerebellum) ist ein Teil des Gehirns von Wirbeltieren, der sich dem
Hirnstamm hinten auflagert und sich unterhalb des Grohirns in der hinteren Sch•adelgrube
befindet.
Siehe: https://de.wikipedia.org/wiki/Kleinhirn
xvii, 3, 33, 36, 41, 56, 97, 99, 101, 102, 120, 133, 160
k-means
Bei k-means handelt es sich um ein Verfahren zur Bereichsanalyse, dass aus einer Menge





Analysemodell, bei dem die •Anderungen innerhalb der gleichen Person beobachtet werden
(sieh Kapitel 1.2).
xvii, 5, 6, 141
Label
Bild mit ganzzahligen Werten, die verschiede Regionen bzw. Objekten beschreiben (siehe
Kapitel 2.1.8).
xvii, 15, 47, 56, 59
Labeling
Funktion zur Markierung von Bereichen durch Nummern, die ein Label-Bild erzeugt
(Kapitel 2.1.8).
xvii, 17, 90, 99
Lamina
Schicht der Hirnrinde (Kapitel 1.2).
Siehe: https://de.wikipedia.org/wiki/Gro%C3%9Fhirnrinde#Laminierung
xvii, 4, 36, 79, 120, 160
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Laplace-Abstandsmetrik
Verfahren zur Beschreibung der Dicke eines Bereichs zwischen zwei Objekten anhand der
l•ange der Str•omungslinien im Laplace Feld (Kapitel 2.2.10; Jones u. a., 2000; Kim u. a.,
2005; Lerch u. Evans, 2005; Yezzi u. Prince, 2003).
v, xvii, 57, 58, 65, 71{80, 93, 158
Laplace-Filter
Mittelwertlterung eines denierten Bereichs anhand der Werte der unmittelbaren sechs




Die lokal adaptive Segmentierung (LAS: engl. local adaptive segmentation) gleicht lokale
Intensit•atsunterschiede f•ur jede Gewebeklasse aus, die durch unterschiedliche Gewebezu-
sammensetzungen entstehen und protokollabh•angig sind (Kapitel 5.2.3).






xvii, 30, 94, 118, 164
M
MAP
Die Maximum-a posteriori-Methode (MAP: engl. maximum a posteriori probability) ist
ein Sch•atzverfahren, dass unbekannte Parameter durch den Modalwert der a posteriori
Verteilung bestimmt und somit der ML-Methode •ahnelt.
Siehe: http://en.wikipedia.org/wiki/Maximum a posteriori estimation
xvii, 29
Marching-cubes
Bei marching-cubes handelt es sich um ein Verfahren zur Erzeugung eines Ober•achenob-
jekts (Kapitel 2.1.10).
Siehe: https://de.wikipedia.org/wiki/Marching Cubes
xvii, 18, 35, 57, 68
Maske
Eine Maske beschreibt ein Bin•arbild zur Extraktion von Werten eines anderen Bildes,
das oft anhand eines Schwellwerts erstellt wurde und durch morphologische Operationen
ver•andert werden kann (siehe Abschnitt 2.1.1).
xvii, 12{14
MATLAB
MATLAB (engl. matrix laboratory) ist eine numerische Programmiersprache, die von
MathWorks entwickelt wurde. Ihr Schwerpunkt liegt in der Bereitstellung von Matrix-
operationen, Funktions- und Datenausgabe, Erzeugung von GUIs und Schnittstellen zu
anderen Programmiersprachen, wie C, C++, C#, Java, Fortran und Python. Die hier
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vorgestellten Verfahren sind Bestandteil der CAT bzw. SPM Software, die unter MATLAB
laufen.
Siehe: https://en.wikipedia.org/wiki/MATLAB
xi, xvii, 14, 53, 67, 68, 77
MCI
MCI (engl. mild cognitive impairment) bezeichnet eine Beeintr•achtigung der Denkleistung,
die •uber das nach Alter und Bildung des Betroenen Normale hinausgeht, jedoch im
Alltag keine wesentliche Behinderung darstellt. MCI wird gelegentlich als beginnende
Demenz gedeutet.
Siehe: http://de.wikipedia.org/wiki/Leichte kognitive Beeintr%C3%A4chtigung
xvii, 4, 143
MEG
Die Magnetoenzephalographie (MEG) ist eine Technik zur Messung der magnetischen
Aktivit•at des Gehirns.
Siehe: https://de.wikipedia.org/wiki/Magnetoenzephalographie
xi, xvii, 157, 158
Metrik










Das Maximale-Wahrscheinlichkeits-Modell (ML: engl. maximum likelihood) bezeichnet in
der Statistik ein parametrisches Sch•atzverfahren, bei dem vereinfacht gesagt derjenige
Parameter als Sch•atzung ausgew•ahlt wird, gem•a dessen Verteilung die Realisierung der




Normalisierter Koordinatenraum (MNI-Raum: engl. Montreal neurological institute space)
der zur Analyse von MRT-Daten genutzt wird und in dem sich TPMs, Templates und
Atlanten benden (Evans u. a., 1993).
xvii, 23, 89, 90
moduliert
Bei der Registrierung werden regionale Deformationen angewandt, die zu einer lokalen
Volumen•anderung f•uhren. Diese wird bei modulierten Bildern mit ber•ucksichtigt, w•ahrend
bei nicht modulierten Bildern nur die Intensit•at genutzt wird. Die Modulation wird meist
bei der Registrierung von Gewebesegmenten genutzt, die statistisch analysiert werden
sollen. Soll hingegen der originale T1-Wert analysiert oder eine Maske erstellt werden, so
184 Glossar
wird meist keine Modulation verwendet.
xvii, 89{91, 102
Morphologie
Die mathematische Morphologie ist ein theoretisches Modell f•ur digitale Bilder und basiert
auf Verbandstheorie und Topologie. Die Morphologie ist ein Zweig der Bildverarbeitung,
der sich mit der Verarbeitung von bin•aren Bildern befasst. Basisoperationen in der
Morphologie sind Dilatation, Erosion, Vereinigung, Schnittmengenbildung und Mengen-
dierenzbildung. Aufbauend auf diesen Operationen k•onnen weitere Operationen, wie





Operationen zu Ver•anderung von (Bin•ar)-Bildern (siehe Abschnitt 2.1.4).
xvii, 14, 16, 17, 28, 87, 90, 92, 94, 97, 99{101, 104
Morphometrie
Die Morphometrie befasst sich mit der Charakterisierung der Struktur und Form von
Objekten durch quantifizierbare Mazahlen (Kapitel 1.4).
Siehe: https://de.wikipedia.org/wiki/Morphometrie
xvii, 9, 11, 22, 82, 134, 139, 155{157, 164
MPRAGE
Die MPRAGE (engl. magnetization-prepared 180 degrees radio-frequency pulses and rapid
gradient-echo) ist ein weit gebr•auchliches T1-gewichtete MRT-Aufnahmeprotokoll (Brant-
Zawadzki u. a., 1992).
xvii, 40, 70, 126
MRF
Markow-Netzwerke (engl. markov random field) sind eine r•aumliche Filtertechnik, die zur
Reduktion von hochfrequenten St•orungen (Rauschen) von Klassikationen und Partitio-
nierungen genutzt werden k•onnen (Abschnitt 2.1.12 und 5.2.3).
xvii, 19, 25, 29, 58, 83, 100, 108
MRT
MRT ist eine kontextabh•angige Bezeichnung f•ur die Magnetresonanztomographie (Bildge-
bung) und den Magnetresonanztomograph (Ger•at mit dem die Bildgebung erfolgt).
Siehe: https://de.wikipedia.org/wiki/Magnetresonanztomographie
v, vi, xi, xvii, 3, 7{11, 27, 30, 36, 40{42, 54, 81, 82, 91, 98, 104, 105, 111, 113, 118, 119,
121{125, 127, 129, 130, 132, 137{141, 144, 146, 149, 151, 152, 155{161, 163, 164, 197
MS
Chronisch-entz•undliche Erkrankung, bei der die Markscheiden/Myelinscheiden (elektrisch
isolierende •auere Schicht der Nervenfasern) im zentralen Nervensystems angegrien sind.
Siehe: http://de.wikipedia.org/wiki/Multiple Sklerose
xvii, 120, 122, 160
MT: engl. magnetization transfer
Klasse von Bildern, bei denen verschieden gewichtete Bilder zum einem k•unstliche Bild
•ahnlich der T1-Gewichtung verrechnet werden (Kapitel 1.3; Draganski u. a., 2011; Weiskopf
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u. a., 2013).




Das Rausch-Kontrast-Verh•altnis (NCR, noise-to-contrast ratio) ist ein Qualit•atsma zur
Beschreibung von hochfrequenter Bildst•orung wie Bildrauschen und Artefakten (Kapitel
2.2.3).
xvii, 132, 133, 136, 137, 142
Neokortex
Der Neokortex (lat. cortex cerebri) ist eine im Durchschnitt 2 bis 4 mm dicke Schicht grauer
Substanz, die die weie Substanz des Grohirns umgibt (Kapitel 1.2). Der Neokortex
l•asst sich in 6 Schichten, sogenannte Lamina unterteilen. Neben dem Grohirn besitzt
auch das Kleinhirn einen Kortex, der allerdings einen anderen Schichtaufbau aufweist,
deutlich d•unner und st•arker gefaltet ist.
Siehe: https://de.wikipedia.org/wiki/Gro%C3%9Fhirnrinde
xvii, 3, 4, 9, 16, 23, 31, 33, 34, 36{38, 46, 47, 49, 53, 54, 56, 60, 61, 68, 77, 78, 97, 98, 104,
134, 160, 165
Neuroimaging
Interdisziplin•arer Forschungsbereich, der sich mit der neurologischen Bildgebung, Daten-




Interdisziplin•arer Forschungsbereich, der sich mit der neurologischen Datenverarbeitung
und -analyse besch•aftigt, um strukturelle und funktionelle Aspekte des zentralen Nerven-




Das NIHNBD (engl. National Institutes of Health - Normal Brain Development) Projekt
hat die normale Entwicklung von •uber 400 gesunden Kindern und Jugendlichen longitudi-
nal erfasst (Evans u. Group, 2006).
Siehe: http://pediatricmri.nih.gov/nihpd/info/index.html.
xi, xvii, 5, 42, 105, 123, 124, 130, 140, 146, 147
NISALS
NISALS (engl. NeuroImaging Society Amyotrophic Lateral Sclerosis) ist ein Projekt mit
•uber 200 ALS-Patienten und gesunden Kontrollenpersonen von mehr als 10 verschiedenen
Zentren.
Siehe: http://nedigs05.nedig.uni-jena.de/nisals
vi, xi, xvii, 42, 105
NITRC





MRT-Datensatz des Nathan Kline Institute (Rockland-Datensatz), der •uber das INDI-
Projekt zug•anglich ist.
Siehe: http://fcon 1000.projects.nitrc.org/indi/enhanced
xi, xvii, 37, 42, 105, 140, 141
NLM
Durch den nichtlokalen Mittelwert (NLM: engl. non-local means) werden die Bildpunkte
anhand der lokalen Nachbarschaft in verschiedene Klassen unterteilt und anschlieend
innerhalb dieser Klassen verarbeitet (Kapitel 2.1.13).
xvii, 19, 20, 24, 83, 91, 92, 108, 114, 118
O
OASIS
Das OASIS (open access series of imaging studies) Projekt untersucht die gesunde und
krankhafte Alterung (Marcus u. a., 2010, 2007b, , http://www.oasis-brains.org).
xi, xvii, 42, 105, 140, 141
Oberfla¨chentopologie
Die Topologie besch•aftigt sich mit den Eigenschaften mathematischer Strukturen, die unter
stetigen Verformungen erhalten bleiben. Objekte die sich durch Deformation ineinander
•uberf•uhren lassen, besitzen die selbe Topologie. Eine Tasse und ein Donut besitzten bspw.
die gleiche Topologie, da sich die Tasse zu einem Donut verformen l•asst. Beide lassen sich
hingegen nicht in eine Sph•are verwandeln.
Siehe: https://de.wikipedia.org/wiki/Topologie (Mathematik)
xvii, 21, 35, 49
O¨ffnen
Kombinationen aus den morphologischen Operationen Erosion und Dilatation (Kapitel




optimized Rician non-local means (ORNLM) Rauschkorrektur (Coupe u. a., 2006).
xvii
OS
Die •auere Ober•ache (OS: engl. outer surface), die auch als piale Ober•ache bezeichnet




Unterteilung, bzw. Gliederung des Gehirns in Regionen anhand von Atlanten oder mor-
phometrischen Gr•oen (siehe Abschnitt 2.2.8).
xvii, 14, 15, 20, 23, 81, 83, 88, 99, 102, 105, 157
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PBT
PBT (engl. projection-based thickness; dt. projektionsbasierte Dicke) ist ein voxelbasiertes
Verfahren zur Bestimmung der Dicke des Kortex und Erzeugung der zentralen Kortexo-
ber•ache (Kapitel 4).
xvii, 35, 55{58, 60{62, 64, 65, 71{74, 76{80, 158, 167, 241
PCC
Der Pearson Rangkorrelationskoezient (PCC: engl. Pearson correlation coefficient) ist




Klasse von Bildern, bei der die Protonendichte (PD: engl. proton density) ausschlaggebend
f•ur den Gewebekontrast ist (Kapitel 1.3).
Siehe (engl.): https://en.wikipedia.org/wiki/Magnetic resonance imaging#T1 and T2
xvii, 7, 30, 78, 85, 93, 95, 105, 107, 108, 119, 121, 153, 163
Phantom
Pantome sind k•unstliche Objekte oder simulierte Datens•atze mit wohldenierten Eigen-
schaften. Reale Phantome benutzen oft systematisch angeordnete Gewebeproben, um
den SNR und geometrische Verzerrungen des MRT bestimmen zu k•onnen. Simulierten
Phantome werden hingegen anhand von Vorlagen virtuell erstellt und mit Bildst•orung
versehen, um bspw. Verfahren auf ihre Genauigkeit und Robustheit zu testen (Kapitel
1.5).
xvii, 9, 10, 41{43, 45{55, 58, 69{71, 73, 75, 77, 78, 80, 104, 156, 158{160
PHILIPS
Philips ist einer der weltgr•oten Elektronikkonzerne, dessen Gesundheitsparte unter
anderem MRTs herstellt (http://www.philips.de/healthcare).
Siehe: https://de.wikipedia.org/wiki/Philips
xvii, 40, 138, 140, 146, 159
Pipelineverarbeitung
Bei der Pipelineverarbeitung erfolgt durch eine Kombination mehrerer Funktionen eine








Die Parkinson Krankheit (PK) ist eine langsam fortschreitende neurodegenerative Erkran-
kung. Eine St•orung in den Nervenzellen, welche f•ur die Produktion des Neurotransmitters
Dopamin verantwortlich sind, sorgt f•ur eine reduzierte aktivierende Wirkung der Basal-
ganglien auf die Grohirnrinde.
Siehe: http://de.wikipedia.org/wiki/Parkinson-Krankheit
xvii, 5, 140, 141
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Plastizita¨t




Einheit des prozentualen Qualit•atsrating.
xvii, 137, 143
PPMI
Die Parkinson’s Progression Markers Initiative untersucht die Parkinson Erkrankung.
Siehe: http://www.ppmi-info.org
xi, xvii, 105, 111, 139{141
PQR: engl. preprocessing quality rating
Unter PQR versteht man ein zusammengefasstes Qualit•atsrating der Vorverarbeitungs-






Der Partialvolumeneekt (PVE: engl. partial volume effect) beschreibt die Vermischung
zweier Gewebeklassen innerhalb eines Voxels, bei der das Mischverh•altnis R•uckschl•usse
auf die Anteile der Gewebeklasse erlaubt. Der PVE bildet die Grundlage zur Bestimmung
der Messgenauigkeit unterhalb der Voxelau•osung, falls weitere Bedingungen, wie das
Abtasttheorem, erf•ullt sind.
Siehe: https://de.wikipedia.org/wiki/Partialvolumeneekt
xvii, 30, 46{48, 50{53, 56, 65, 69, 71, 83, 93, 96{99, 118, 121, 129, 130, 132, 133, 150, 159
Q
QM
Qualit•atsmae (QM: quality measure) dienen zur Beschreibung der Qualit•at der Aus-
gangsdaten (Kapitel 6).
xvii, 126, 127, 129, 151, 153
QR
Qualit•atsbewertungen (QRs: quality ratings) sind standardisierte Abbildungen von Quali-
t•atsmaen (Kapitel 6).
xvii, 123, 126{129, 136{140, 142, 148, 151, 153, 161, 162
QS
Die Qualit•atssicherung (QS) im Bereich der strukturellen Bildgebung umfasst die Validie-
rung und Evaluation von Verfahren, Daten und Prozessen, um eine stabile und exakte
Informationsgewinnung zu gew•ahrleisten (Kapitel 6).
xvii, 25, 105, 123{125, 135, 139, 141, 142, 147, 149, 151{153, 161
Querschnitt





Der R1-Kontrast beschreibt eine Klasse von Bildern, bei denen verschieden gewichtete
Bilder zu einem k•unstlichen Bild •ahnlich der T1-Gewichtung verrechnet werden (Kapitel
1.3; Draganski u. a., 2011; Weiskopf u. a., 2013).
xvii, 83, 121
RBM
Die regionsbasierte Morphometrie beschreibt die morphometrische Analyse von manuell
oder automatisch bestimmten Hirnregionen (Kapitel 1.4).
xvii, 9, 90, 102, 105
Regionswachstum
Regionswachstum (engl. region-growing) bezeichnet Verfahren zur lokalen, intensit•atsba-
sierten Erweiterung von Datenbereichen (Kapitel 2.1.5).
Siehe: https://en.wikipedia.org/wiki/Region growing
xvii, 14, 15, 17, 28, 35, 90, 94, 97{100
Registrierung
Linear und nichtlineare, r•aumliche Anpassungen eines Datensatzes auf einen anderen
Datensatz, meist eines Templates (siehe Abschnitt 2.2.7).
xvii, 9, 15, 22, 23, 27, 31{33, 35, 81{84, 87, 89, 90, 92, 97, 98, 101{104, 109, 114{116, 119,
120, 156{158, 163, 167
RES
Die RMS-Au•osung (RES, engl. root-mean-square resolution) ist ein Qualit•atsma zur




Die mittlere Au•osung (RESM, engl. mean resolution) ist ein Qualit•atsma zur Beschrei-
bung der Bildau•osung als arithmetisches Mittel der Voxeldimension (Kapitel 6.2.2).
xvii, 134, 135
RESV
Die volumetrische Au•osung (RESV, engl. volumetric resolution) ist ein Qualit•atsma
zur Beschreibung der Bildau•osung durch das Voxelvolumen (Kapitel 6.2.2).
xvii, 134, 135
rGMV
Das relative GS-Volumen (rGMV) beschreibt den prozentualen Volumenanteil von GS am
Gesamtvolumen der Hirngewebeklassen GS, WS und CSF. Es ist ein globaler Kennwert,
der in dieser Arbeit als Vergleichsvariable bei der Qualit•atssicherung genutzt wird, um
entwicklungs- und alterungsspezische Ver•anderungen der Hirnanatomie zu skizzieren
(Kapitel 6).
xvii, 116, 139, 143, 144, 147, 148, 151
rigide
Translation (Verschiebung) und die Rotation eines Objekts, die durch eine 4 4 Matrix
beschrieben wird (Rotationsmatrix). Im Gegensatz zur ane-Transformation werden die
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Objektproportionen nicht ver•andert. Rigide Transformationen werden zur Registrierung
eines Objektes auf ein Abbild seiner selbst genutzt, wie bspw. bei der Nutzung verschie-
dener MRT-Protokolle oder Mehrfachaufnahmen in Abschnitt 6.2.5.
Siehe (engl.): https://en.wikipedia.org/wiki/Rigid body
xvii, 32, 89, 102
RMS
Der quadratischer Mittelwert wird hier zur st•arkeren Gewichtung von Ausreiern genutzt.
xvii, 133{136
RMSE
Der mittlere quadratische Fehler (RMSE, engl. root-mean-square error) ist ein Fehlerma,
das Werte mit einer st•arkeren Gewichtung gr•oerer Ausreier zusammenfasst.
xvii, 47, 51, 58, 71{74, 76, 77, 118, 142, 158
rps
Einheit bei prozentualer Notenskala der Qualit•atsbewertung.
xvii, 127, 129, 132, 133, 137, 142{144, 147, 151
S
SANLM
Die spatial adaptive non-local means (SANLM) Rauschkorrektur (Manjon u. a., 2009)
wurde in dieser Arbeit durch iterative, r•aumliche und rauschbasierte Adaption erweitert.
Sie wird in CAT mehrfach genutzt: am Anfang der Verarbeitung und nach der Inhomoge-
nit•atskorrektur und Intensit•atsnormalisierung.
xvii, 83, 86, 88, 91, 92, 106
SBM




Der Spearman Rangkorrelationskoezient (SCC, engl. Spearman correlation coefficient)
ist ein parameterfreies Ma f•ur Korrelationen, das bestimmt, wie gut eine beliebige
monotone Funktion den Zusammenhang zwischen zwei Variablen beschreiben kann, ohne
irgendwelche Annahmen •uber die Wahrscheinlichkeitsverteilung der Variablen zu machen.
Im Gegensatz zum Pearsons Korrelationskoezient ben•otigt er nicht die Annahme, dass





Kombinationen aus den morphologischen Operationen Dilatation und Erosion (Kapitel
2.1.4).
Siehe: https://de.wikipedia.org/wiki/Closing
xvii, 14, 17, 99
Schwellwert





Klassikation der Hauptgewebeklassen des Gehirns (i. Allg. CSF, GS und WS; siehe
Kapitel 2.2.6).
xvii, 9, 14, 15, 20, 22, 23, 27, 30, 31, 60, 81{83, 87, 88, 91, 92, 94, 95, 101, 103, 104, 114,
115, 117, 123, 125, 127, 139, 156, 157, 161, 163, 167
SENSE
SENSE (engl. sensitivity encoding) ist ein MRT-Aufnahmeprotokoll zur parallelen Bildge-
bung (Pruessmann u. Weiger, 1999).
xvii
Shooting
Verfahren zur nichtlinearen r•aumlichen Normalisierung von MRT-Daten (Ashburner u. Friston,
2011).
xvii, 32, 81, 83, 85, 87{89, 101{103, 106, 114{116, 119, 167
SIEMENS
Siemens ist einer der weltgr•oten Mischkonzerne, dessen Gesundheitssparte unter anderem
MRTs herstellt (https://www.healthcare.siemens.de).
Siehe: https://de.wikipedia.org/wiki/Siemens
xvii, 40, 70, 140, 159
Skelettierung
Die Skelettierung beschreibt die Bestimmung einer zentralen Teilmenge, die zur Repr•asen-
tation des Objektes geeignet ist und in Kapitel 2.1.15 genauer beschrieben wird (Attali u.
Lachaud, 2001; Bonneau u. a., 2003; Bouix u. a., 2005; Bouix u. Siddiqi, 2000; Couprie
u. a., 2007; Levet u. Granier, 2007; Lohou u. Bertrand, 2007; Pudney, 1998).
xvii, 21, 37, 66, 97
Skull-stripping
Klassikation des Gehirns, die auch als Hirnextraktion bezeichnet wird (siehe Abschnitt
2.2.5).
xvii, 13{15, 22, 27, 29, 30, 81, 83, 84, 87, 88, 94, 99, 100, 105, 108, 114, 118, 119, 129,
157, 163, 167
SMASH
SMASH (engl. simultaneous acquisition of spatial harmonics) ist ein MRT-Aufnahmeprotokoll
zur parallelen Bildgebung (Sodickson u. Manning, 1997).
xvii
sMRT
Bildgebung zur Aufnahme und Analyse von strukturellen (anatomischen) Daten mittels
MRT.
xvii, 8, 16, 22, 30, 40, 41, 44, 70, 82, 109, 124, 128, 152, 160, 161, 163, 164, 167
SNR
Das Signal-Rausch-Verh•altnis (SNR, engl.signal-to-noise ratio) ist ein Qualit•atsma zur
Beschreibung hochfrequenter Bildst•orung wie Bildrauschen oder Artefakten (Kapitel
2.2.3).
xvii, 26, 27, 129
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SOPHIA
Das SOPHIA (Sampling and biomarker OPtimization and Harmonization In ALS and






SPM (engl. Statistical Parametric Mapping) ist eine Neuroimaging Software (Ashburner,
2007, 2009; Ashburner u. Friston, 2000, 2005, 2011; Ashburner u. Ridgway, 2012, ;
http://www.l.ion.ucl.ac.uk/spm).
v, xi, xvii, 26, 27, 30, 32, 58, 81, 83{85, 87, 88, 94, 95, 97, 98, 101, 103{107, 109, 111{114,
116, 118, 119, 128, 156, 157, 162, 164, 167
SPM8
Weiterentwicklung der SPM-Software.
xvii, 105, 107{109, 117
SPM12
Weiterentwicklung der SPM-Software.
xvii, 83, 85, 103, 105, 107{109, 111, 117, 119, 157
STAPLE
STAPLE (engl. simultaneous truth and performance level estimation) ist ein Verfahren
zu statistischen Zusammenfassung verschiedener Klassikationen (Wareld u. a., 2004).
xvii
Sulcus, Plural: Sulci
Ein Sulcus bezeichnet einen nach innen gefalteter Bereich der Hirnoberfl•ache (Kapitel 1.2).
Siehe:https://de.wikipedia.org/wiki/Sulcus centralis
xvii, 3, 16, 17, 21, 31, 36, 39, 46{58, 63, 65, 66, 71, 75, 78, 90, 97, 158
Sulcusrekonstruktion
Rekonstruktion der CSF-GS Grenze in sulcalen Bereichen, die Aufgrund einer zu geringen









Klasse von Bildern, bei der die L•angstrelaxation T1 ausschlaggebend f•ur den Gewebekon-
trast ist (Kapitel 1.3).
Siehe (engl.): https://en.wikipedia.org/wiki/Magnetic resonance imaging#T1 and T2
xvii, 5, 7, 8, 15, 23, 32, 33, 36, 56, 57, 70, 84, 93, 95, 108, 111, 119, 123, 125, 132, 139,
141, 148, 151, 153
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T2
Klasse von Bildern, bei der die Querrelaxation T2 ausschlaggebend f•ur den Gewebekontrast
ist (Kapitel 1.3).
Siehe (engl.): https://en.wikipedia.org/wiki/Magnetic resonance imaging#T1 and T2
xvii, 7, 30, 78, 85, 93, 95, 105, 107, 108, 119, 121, 153, 163
TEikonal
Die Eikonaldistanzbasierte Dickemetrik nutzt die DEikonal-Metrik zur Abstandsbestim-
mung, was die Ber•ucksichtigung von PVE-Werte und Asymmetrien erlaubt (engl. eikonal-




Dickemetrik basierend auf der DEikonal−Euclidean-Metrik, die Asymmetrien ber•ucksichtig,




Datensatz, der durch die Mittelung der Daten mehrere Individuen entstanden ist und
repr•asentative Eigenschaften besitzt. Templates werden bspw. als a posteriori Wissen
beim Bayesian-Ansatz oder zur Registrierung genutzt.
xvii, 9, 18, 22{24, 27, 31{34, 81{83, 88, 89, 97, 101, 102, 115, 120, 139, 163
Templateraum
Raum mit r•aumlich registrierten Daten, der einen punktuellen Vergleich erlaubt (Ashbur-
ner, 2007; Ashburner u. Friston, 2011).
xvii
Test-Retest
Test der Reliabilit•at einer Variablen durch Wiederholung des Tests. Im Bereich der
strukturellen Vorverarbeitung versteht man das wiederholte Scannen der gleichen Person
mit identischen oder variierten Bildparametern (siehe Abschnitt 2.3.3).
Siehe: https://de.wikipedia.org/wiki/Retest-Reliabilit%C3%A4t
xvii, 43, 55, 58, 71, 122, 124, 138, 142, 147, 151, 152, 158, 160
Tgb
Euklidischer Abstand zwischen den n•achsten Punkten einer Ober•ache des Eingangsbil-
des. Erlaubt im Gegensatz zur einfach voxelbasierten euklidischen Metrik eine h•ohere
Genauigkeit bei PVE-Daten (engl. graph-based euclidean thickness, Kapitel 2.2.10).
xvii
TLaplace
Laplace-basierte Dickemetrik, bei der die L•ange der Str•omungslinien im Feld zwischen
den Ober•achen ausgewertet werden (engl. Laplacian-based thickness metric, Kapitel
2.2.10; Acosta u. a., 2009; Haidar u. Soul, 2006; Hutton u. a., 2008; Jones u. a., 2000; Kim
u. a., 2005; Lerch u. Evans, 2005; Rocha u. a., 2007).
xvii, 36, 54{56
Tlink
Bestimmung der Dicke als Abstand der Punktpaare zweier gekoppelter Ober•achen
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(engl. linked surface thickness metric, Kapitel 2.2.10; MacDonald u. a., 2000).
xvii, 37, 54
Tnear
Bestimmung der Dicke als Abstand zum n•achsten Punkt der zweiten kortikalen Grenzo-
ber•ache (engl. nearest surface thickness metric, Kapitel 2.2.10; MacDonald u. a., 2000).
xvii, 36, 38, 54
Tnormal
Bestimmung der Dicke anhand der L•ange der Ober•achennormalen ausgehend von
den kortikalen Grenzober•achen (engl. surface-normal thickness metric, Kapitel 2.2.10;
MacDonald u. a., 2000).
xvii, 37, 54
TOADS
TOADS (engl. topology-preserving, anatomy-driven segmentation) ist ein Segmentierungs-




Topologiedefekte sind Unstimmigkeiten in der Ober•achenform, die sich als Br•ucken
zwischen Gyri oder L•ocher/Tunneln innerhalb eines Gyrus, die vor der Ober•achenregi-
strierung korrigiert werden m•ussen (Abschnitt 2.2.9).
xvii, 35, 58, 74, 75, 79, 158
Topologiekorrektur
Korrektur der Topologie eines Objektes, bei der Defekte entfernt werden (Abschnitt 2.2.9).
xvii, 35, 57, 68, 74
TPM
Die TPM (engl. tissue-probability-map) ist ein Bild, das die Auftrittswahrscheinlichkeit
einer Gewebeart f•ur jeden Bildpunkt kodiert. TPMs werden h•aug zur Klassikation der
Hirngewebeklassen genutzt.
xvii, 29, 83, 87, 93, 94, 97, 163
U
Unified segmentation
Die Unified segmentation (verallgemeinerte Segmentierung) ist ein in der SPM-Toolbox
enthaltenes Klassikationsverfahren, das iterativ eine r•aumliche und intensit•atsbasierte
Transformation zu einer TPM mittels eines Bayesian-Ansatzes bestimmt (Ashburner u.
Friston, 2005).
xvii, 30, 94, 104, 105
V
Validierung





Die voxelbasierte Morphometrie (VBM, engl. voxel-based morphometry) beschreibt die
morphometrische Analyse von Daten, die in einem regelm•aigen Volumengitter vorliegen
(Kapitel 1.4).
Siehe: https://de.wikipedia.org/wiki/Voxel-basierte Morphometrie
xvii, 9, 83, 108, 120, 128, 157
VBM8
VoxelBased Morphometry Toolbox f•ur SPM (Revision 1 - 439).
Siehe http://dbm.neuro.uni-jena.de).
xvii, 56, 58, 59, 76, 81, 83{85, 87, 91, 93, 99{102, 104, 105, 107{109, 114, 117, 119, 139,
150, 162, 167
VBM12
Weiterentwicklung der VBM8 (Revision 435 - 915), die aufgrund der Erg•anzungen um
SBM und RBM als CAT ver•oentlich wurde.
xvii, 85, 105, 107{109, 111
VBQ
Die voxelbasierte Quantifizierung (VBQ, engl. voxel-based quantification) beschreibt die
quantitative Analyse von Daten, die in einem regelm•aigen Volumengitter vorliegen (Kapitel
1.4; Draganski u. a., 2011; Weiskopf u. a., 2013).
xvii, 117, 119
Vorverarbeitung
Die Vorverarbeitung (engl. preprocessing) beschreibt die Aufbereitung von Daten zur
statistischen Analyse (Kapitel 1).
xvii, 8{11, 22, 25, 30, 40, 41, 44, 83{85, 94, 104, 109, 117, 124, 139, 149, 152, 153, 155{159,
162{165, 167
Voxel
Volumenpunkt eines regelm•aigen 3D-Datensatzes, ein Kunstwort aus \volumetric\ und
\Pixel\ (Bildpunkt).
Siehe: https://de.wikipedia.org/wiki/Voxel
xvii, 8, 18, 19, 43, 50, 53, 57, 59{62, 65{68, 130{133
W
Wasserscheidentransformation
Das Wasserscheidentransformation (engl. watersheding) wird zur Gliederung von Bildbe-
reichen genutzt (Kapitel 2.1.9).
Siehe: https://en.wikipedia.org/wiki/Watershed (image processing)
xvii, 17, 28
Wavelet





Als Hyperintensit•at der weien Substanz (WMH, engl. white matter hyperintensities)
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werden •uberhelle Bereich der weien Substanz des T2/PD/FLAIR-gewichteten MRT-Bildes
bezeichnet. Im T1-Bild weisen diese Bereiche eine Intensit•at •ahnlich der grauen Substanz
auf (Hypointensit•at). Hypointensit•at in T1-Bildern sind auch im Alter zu beobachten und
m•ussen bei der Segmentierung entsprechend ber•ucksichtigt werden (Kapitel 1.2 Pantoni,
2010; Wardlaw u. a., 2013).
Siehe (engl.): https://en.wikipedia.org/wiki/Leukoaraiosis
xvii, 30, 83, 84, 87, 88, 97{99, 101, 109, 111, 114, 119, 120, 122, 130, 156, 157, 160, 161,
163
WS
Das Nervengewebe der weien Substanz (WS) ist vor allem f•ur die Informationsweiterlei-
tung verantwortlich (Kapitel 1.2).
Siehe: https://de.wikipedia.org/wiki/Wei%C3%9Fe Substanz
xvii, 3{5, 8, 12, 16, 18, 21, 22, 29, 33, 36, 37, 43, 47, 48, 53, 54, 56, 59{68, 84, 93{100,
102, 103, 108, 112, 119, 121, 129{133, 142, 147, 150, 159, 160
X
XML
XML (engl. extensible markup language) ist eine erweiterbare Auszeichnungssprache zur
Darstellung hierarchisch strukturierter Daten im Format einer Textdatei, die sowohl von
Mensch als auch von Maschine lesbar ist.
Siehe: https://de.wikipedia.org/wiki/Extensible Markup Language
xvii, 85, 90, 102
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Abbildung A.1: Resultate Collins Phantom der linken Hemisph•are.
235
Abbildung A.2: Resultate Collins Phantom der rechten Hemisph•are.
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Abbildung A.3: Resultate Scan-Rescan der linken Hemisph•are.
237
Abbildung A.4: Resultate Scan-Rescan der rechten Hemisph•are.
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Abbildung A.5: CAT Standardreport Collins.
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Image Quality  Measures
that describe the image properties 
of the original image
The rst image shows the orignal 
ane registered image, where the 
crosshair should point to the AC.
Typically this images will include inho-
mogeneities (bias), further noise and a 
dierent tissue contrast.
The second image shows the ane 
registered intensity normalized 
image obtained by the preprocessing. 
It is corrected for noise, inhomogenei-
ties and the tissue intensities were 
equalized:
BG=0, CSF=1/3, GM=2/3, WM=1
The third image shows the result of 
the segmentation as label map with 
partial volume eects (PVEs), with 
BG=0, CSF=1, GM=2, WM=3, WMH=4
where a value of 2.74 describes a voxel 
with 26% GM and 74% WM.
The last result subgure shows the 
cortical thickness on the central 
surface both cerebral hemispheres
 (if surface reconstruction was activa-
ted).
Subject Measures
such as the tissue volumes, the total intra-
cranial volume (TIV) and thickness 
(if surface reconstruction is activated)
Preprocessing Parameter 
that were given by the SPM graphical user interface (GUI) and the cat_default.m le.
Filename
Abbildung A.6: CAT-Standardreportbeschreibung.
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Error identier,
 error message
and error stack 
with the appearance 
of the error.
The rst image shows the original 
unregistered image, where the cross-
hair should point to the AC (or close to 
it).
Typically this images will include inho-
mogeneities (bias), further noise and a 
dierent tissue contrast.
A histogram gives further information 
about the intensity distribution.
The second image shows a partially 
processed image.
The third image shows the result of 
the segmentation as label map (if it 
exist) with partial volume eects 
(PVEs), with 
BG=0, CSF=1, GM=2, WM=3, WMH=4
where a value of 2.74 describes a voxel 
with 26% GM and 74% WM.
The last result subgure shows the 
cortical thickness on the central 
surface both cerebral hemispheres







as far as available. 
Preprocessing Parameter 






Das in Kapitel 4 beschriebene PBT Verfahren zur Bestimmung der kortikalen Dicke und
Rekonstruktion der zentralen Ober•ache und der Validierungstechniken aus 3 wurde 2013
publiziert und ist elementarer Bestandteil der CAT-Ober•achenpipeline.
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Several properties of the human brain cortex, e.g., cortical thickness and gyriﬁcation, have been found to cor-
relate with the progress of neuropsychiatric disorders. The relationship between brain structure and function
harbors a broad range of potential uses, particularly in clinical contexts, provided that robust methods for the
extraction of suitable representations of the brain cortex from neuroimaging data are available. One such rep-
resentation is the computationally deﬁned central surface (CS) of the brain cortex. Previous approaches to
semi-automated reconstruction of this surface relied on image segmentation procedures that required man-
ual interaction, thereby rendering them error-prone and complicating the analysis of brains that were not
from healthy human adults. Validation of these approaches and thickness measures is often done only for
simple artiﬁcial phantoms that cover just a few standard cases. Here, we present a new fully automated
method that allows for measurement of cortical thickness and reconstructions of the CS in one step. It uses
a tissue segmentation to estimate the WM distance, then projects the local maxima (which is equal to the
cortical thickness) to other GM voxels by using a neighbor relationship described by the WM distance. This
projection-based thickness (PBT) allows the handling of partial volume information, sulcal blurring, and
sulcal asymmetries without explicit sulcus reconstruction via skeleton or thinning methods. Furthermore,
we introduce a validation framework using spherical and brain phantoms that conﬁrms accurate CS construc-
tion and cortical thickness measurement under a wide set of parameters for several thickness levels. The re-
sults indicate that both the quality and computational cost of our method are comparable, and may be
superior in certain respects, to existing approaches.
© 2012 Elsevier Inc. All rights reserved.
Introduction
The cerebral cortex is a highly folded sheet of graymatter (GM) that
lies inside the cerebrospinal ﬂuid (CSF) and surrounds a core of white
matter (WM). Besides the separation into two hemispheres, the cortex
is macroscopically structured into outwardly folded gyri and inwardly
folded sulci (Fig. 1). The cortex can be described by the outer surface
(or boundary) between GM and CSF, the inner surface (or boundary)
between GM and WM, and the central surface (CS) (Fig. 1). Cortical
structure and thickness were found to be an important biomarker for
normal development and aging (Fjell et al., 2006; Sowell et al., 2004,
2007) and pathological changes (Kuperberg et al., 2003; Rosas et al.,
2008; Sailer et al., 2003; Thompson et al., 2004) in not only humans,
but also other mammals (Hofman, 1989; Zhang and Sejnowski, 2000).
Although MR images allow in vivo measurements of the human
brain, data is often limited by its sampling resolution that is usually
around 1 mm3. At this resolution, the CSF is often hard to detect in
sulcal areas due to the partial volume effect (PVE). The PVE comes
into effect for voxels that contain more than one tissue type and have
an intensity gradient that lies somewhere between that of the pure tis-
sue classes. Normally, the PVE describes the boundary with a sub-voxel
accuracy, but within a sulcus the CSF volume is small and affected by
noise, rendering it difﬁcult to describe the outer boundary in this region
(blurred sulcus, Fig. 2). Thus, to obtain an accurate thickness measure-
ment, an explicit reconstruction of the outer boundary based on the
inner boundary is necessary. This can be done by skeleton (or thinning)
methods or alternatively by model-based deformation of the inner sur-
face. Skeleton-based reconstruction of the outer boundary is used by
CLASP (Kim et al., 2005; Lee et al., 2006a,2006b; Lerch and Evans,
2005), CRUISE (Han et al., 2004; Tosun et al., 2004; Xu et al., 1999),
Caret (Van Essen et al., 2001), the Laplacian approach (Acosta et al.,
2009; Haidar and Soul, 2006; Hutton et al., 2008; Jones et al., 2000;
Rocha et al., 2007; Yezzi and Prince, 2003), and other volumetric
methods (Eskildsen and Ostergaard, 2006, 2007; Hutton et al., 2008;
Lohmann et al., 2003). Methods without sulcal modeling will tend to
overestimate thickness in blurred regions (Jones et al., 2000;
Lohmann et al., 2003) or must concentrate exclusively on non-blurred
gyral regions (Sowell et al., 2004). Alternatively, cortical thickness
may be estimated via deformation of the inner surface (FreeSurfer
(Dale et al., 1999; Fischl and Dale, 2000), DiReCT (Das et al., 2009),
Brainvoyager (Kriegeskorte and Goebel, 2001), Brainsuite (Shattuck
and Leahy, 2001; Zeng et al., 1999) or coupled surfaces (ASP (Kabani
et al., 2001; MacDonald et al., 2000). Considering that the accuracy of
NeuroImage 65 (2013) 336–348
⁎ Corresponding author. Fax: +49 3641 934755.
E-mail addresses: robert.dahnke@uni-jena.de (R. Dahnke),
rachel.yotter@uni-jena.de (R.A. Yotter), christian.gaser@uni-jena.de (C. Gaser).
1 Fax: +49 3641 934755.
1053-8119/$ – see front matter © 2012 Elsevier Inc. All rights reserved.
http://dx.doi.org/10.1016/j.neuroimage.2012.09.050
Contents lists available at SciVerse ScienceDirect
NeuroImage
j ourna l homepage: www.e lsev ie r .com/ locate /yn img
themeasurement depends strongly upon the precision of cortical surface
reconstruction at the inner and outer boundaries, and that the computa-
tion time is often related to the anatomical accuracy of the reconstruction,
such measurements may require intensive computational resources in
order to achieve the ﬁnal measurement.
Here, we present a new volume-based algorithm, PBT (Projection
Based Thickness), that uses a projection scheme which considers
blurred sulci to create a correct cortical thickness map. For validation,
we compare PBT to the volumetric Laplacian approach and the
surface-based approach included in the FreeSurfer (v 4.5) software
package. If the results from PBT are approximately the same as that
achieved by FreeSurfer and a signiﬁcant improvement over the
Laplacian approach, it may be concluded that PBT is a highly accurate
volume-based method for measuring cortical thickness. For situations
in which extensive surface analysis is not required, PBT would allow
the exclusion of cortical surface reconstruction steps with no loss of
accuracy for cortical thickness measurements.
We also propose a suite of test cases using a variety of phantoms
with different parameters as a suggestion for how a cortical thickness
measurement approach could be rigorously tested for validity and
stability. Previously published validation approaches that used a
spherical phantom (Acosta et al., 2009; Das et al., 2009) often
addressed only one thickness and curvature (radii) of the inner and
outer boundary. The problem is that the measure may work well for
this special combination of parameters, but performance can change
for different radii. Another limitation is that this phantom describes
only areas where the CSF intensity is high enough, but most sulcal
areas (that comprise over half of the human cortex) are blurred.
Our test suite directly addresses these concerns.
The cortical thickness map may also be subsequently used to gen-
erate a reconstruction of the CS. Compared to the inner or outer sur-
face, the CS allows a better representation of the cortical sheet (Van
Essen et al., 2001), since neither sulcal or gyral regions are over- or
underestimated (Scott and Thacker, 2005). As the average of two
boundaries, it is less error-prone to noise and it allows a better map-
ping of volumetric data (Liu et al., 2008; Van Essen et al., 2001). Gen-
erally, a surface reconstruction allows surface-based analysis that is
not restricted to the grid and allows metrics, such as the gyriﬁcation
index (Schaer et al., 2008) or other convolution measurements
(Luders et al., 2006; Mietchen and Gaser, 2009; Rodriguez-Carranza
et al., 2008; Toro et al., 2008), that can only be measured using sur-
face meshes (Dale et al., 1999). It provides surface-based smoothing
that gives results superior to that obtained from volumetric smooth-
ing (Lerch and Evans, 2005). Furthermore, surface meshes allow a
better visualization of structural and functional data, especially
when they are inﬂated (Fischl et al., 1999) or ﬂattened (Van Essen
and Drury, 1997). Due to these considerations, we have explored
the quality of the cortical surface reconstructions.
Material and methods
We start with a short overview about the main steps of our meth-
od and the Laplacian approach; algorithmic details are separately de-
scribed in the following subchapters.
MRI images are ﬁrst segmented into different tissue classes using
VBM82(Fig. 2; see Segmentation). This segmentation is used for
(manual) separation of the hemispheres and removal of the cerebel-
lum with hindbrain, resulting in a map SEP. This map creates the map
SEGPF, a masked version of SEG with ﬁlled ventricular and subcortical
regions. To take into account the small sulci with thicknesses of
around 1 mm, SEGPF was linearly interpolated to 0.5×0.5×0.5 mm3
(Hutton et al., 2008; Jones et al., 2000).
For each GM voxel, the distance from the inner boundary was esti-
mated within the GM using a voxel-based distance method (see
Distance measure). The result is a WM distance map WMD, whose
values at the outer GM boundary represent the GM thickness. These
values at the outer boundary were then projected back to the inner
boundary, resulting in a GM thickness map GMT. The relation between
theWMDandGMTmaps creates the percentage positionmap PP that is
used to create the CS at the 50% level (see Projection-based thickness).
As a basis of comparison, we constructed another CS using the
Laplacian-based thickness measure (Jones et al., 2000) on the ﬁlled
tissue segmentation map to create another set of GMT and PP maps.
This method requires an explicit sulcal reconstruction step (Bouix
and Kaleem, 2000) (see Laplacian-based thickness).
2 http://dbm.neuro.uni-jena.de/vbm/
Fig. 1. The cortex: Shown is an illustration of the cortical macro- and microstructure.
The cerebral cortex is a highly folded sheet of gray matter (GM) that lies inside the ce-
rebrospinal ﬂuid (CSF) and surrounds a core of white matter (WM). Inwardly folded
regions are called sulci whereas outwardly folded areas are denoted as gyri. There
are three common surfaces to describe this sheet: the outer surface, the inner surface,
and the central surface (CS). The CS allows a better representation of the cortical GM
sheet and improved accuracy of cortical surface measurements. Cortical thickness de-
scribes the distance between the inner surface and the outer surface and is related to
cortical development and diseases such as Alzheimer's.
Fig. 2. Main ﬂow diagram: Shown is a ﬂow diagram of the pre-processing steps of the
CS and thickness estimation. A tissue segmentation algorithm (from VBM8) is used to
create a segmentation image SEG from an anatomical image. This segmentation image
is used for (manual) separation of the cortex into two hemispheres and removal of the
cerebellum with hindbrain, resulting in a map SEP. This map creates the map SEGPF’, a
masked version of SEG with ﬁlled ventricular and subcortical regions. Both approaches
used an interpolated version of the map SEGPF’ to create a CS with a cortical thickness
value of each vertex. The red subﬁgure shows blurred sulcal regions, where CSF voxels
were detected as GM due to noise removal included in the segmentation algorithm.
These blurred regions need an explicit reconstruction of the outer surface for the
Laplacian approach (Fig. 4), whereas PBT uses an inherent scheme to account for
these regions (Fig. 3).
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A topology correction based on spherical harmonics was used to
correct the topology of the surfaces generated with the PBT and the
Laplacian approach (Yotter et al., 2011).
For validation, a set of spherical (SP; see Spherical phantoms) and
brain phantoms (BP; see Brain phantoms) with uniform thickness
were used to simulate different curvature, thickness, noise, and resolu-
tion levels. Since thickness and the location of the cortical surfaces were
known, the twodata sets could be directly compared. For thickness RMS
error, the measured thickness was reduced by the expected thickness.
In addition to the spherical phantomswith equal thickness, we used
the Collins brain phantom with different noise levels3(Collins et al.,
1998) and a real data set of 12 scans of the same subject of our database
(see Real data) to compare our results to FreeSurfer 4.5. Because the real
thickness of both data sets is unknown, we compare the results of each
tested surface to the results of a surface that was generated on an aver-
aged scan. RMS error was calculated for all vertices of a surface, includ-
ing vertices of the ﬁlled subcortical regions and the corpus callosum. For
these data sets, we evaluated the number of topological errors using
Caret. To count the number of defects, the uncorrected CS was used
for PBT and Laplacian, whereas for FreeSurfer the uncorrected WM
surface was used. The CS of FreeSurfer was generated via Caret, where
the positions of CS vertices were given by the mean positions of corre-
sponding vertices of the inner and outer surface. Thickness RMS error
was estimated based on the original FreeSurfer thickness results.
Segmentation
To achieve exact and stable results for thickness measures, the seg-
mentation plays an important role. In principle, any segmentation for
GM, WM, and CSF can be used. The segmentation could be binary
maps, but to achieve more stable and exact results, it is important to
use probability maps that are able to describe the boundary positions
with sub-voxel accuracy (Hutton et al., 2008). Furthermore, inclusion
of an additional noise removal step increases the accuracy and stability
of the thickness measurements (Coupe et al., 2008). We used the
VBM84toolbox (revision 388) for SPM85(Ashburner and Friston,
2005) (revision 4290) for segmentation of all T1 images, which in-
cludes an optimized Rician non-local mean (ORNLM) (Coupe et al.,
2008) and a Gaussian Hidden Markov Random Field (GHMRF)
(Cuadra et al., 2005) ﬁlter for noise reduction (NR). The probability
tissue maps CSF, GM, and WM are combined in one probability
image SEG (Tohka et al., 2004). Pure tissue voxels are coded with in-
tegers (background=0, CSF=1, GM=2, WM=3), whereas values
between integers describe the percentile relation between the tis-
sues. For example, a voxel with an intensity of 2.56 contains 44%
GM and 56% WM and a value of 1.92 contains 92% GM and 8% CSF.
Hence, tissue boundaries are at 0.5 between background and CSF,
1.5 between CSF and GM and 2.5 between GM and WM. Note that
this map is only able to describe two tissue classes per voxel. Howev-
er, this does not degrade our analyses, because most anatomical im-
ages do not provide more information for the segmentation.
Furthermore, most regions with no GM layer, such as the brainstem
or the near the ventricles, are cut or ﬁlled and thus are not included
in the analysis.
Distance measure
To take into account the asymmetrical structures, we used the
Eikonal equation with a non-uniform speed function F(x) to ﬁnd the
closest boundary voxel B(x) of a GM voxel x without passing a differ-
ent boundary. To allow sub-voxel accuracy, the normalized vector
between B(x) and x is used to ﬁnd a point G(x) between x and B(x).
The intensity gradient between B(x) and G(x) allows a precise estima-
tion of the boundary point P(x), which is used to estimate the dis-
tance of x to the boundary.
In a more formal way, we solved the following Eikonal equation:
F xð Þt∇DEi xð Þt ¼ 1; f or x∈Ω;
DEi xð Þ ¼ 0; f or x∈Γ;
ð1Þ
where x is a voxel, Ω is given by the GM, Γ is the object (the WM or
the CSF and background), DEi is the Eikonal distance map, and F(x)
is the non-uniform speed map (FWM(x) for the WM distance and
FCSF(x) for the CSF distance) that is given by the image intensity of
SEGPF:
FWM xð Þ ¼ min 1; max 0; SEGPF xð Þ−1ð Þð Þ;
FCSF xð Þ ¼ min 1; max 0;3−SEGPF xð Þð Þð Þ: ð2Þ
In GM areas, FWM(x) has a high “speed” which results in shorter
distances, whereas in CSF areas the “speed” is very low and thus re-
sults in longer distances, whereas FCSF(x) allows high speeds in GM
and CSF areas, but not in WM regions. Because the distance map DEi
contains distortions, it is only used to ﬁnd the closest object voxel
for each GM voxel x∈Ω:
BEi x;Ω; Γ; Fð Þ; ð3Þ
and to calculate the Euclidean distance DEu between the GM voxel x
and its nearest WM voxel BEi(x, Ω, Γ, F):
DEu x;Ω; Γ; Fð Þ ¼ tx;BEi x;Ω; Γ; Fð Þt2: ð4Þ
We solve the above equations as follows: By solving the Eikonal equa-
tion withinΩ, we also note the closest WM voxel BEi. To allow sub-voxel
accuracy, the normalized vector between x and BEi(x,Ω, Γ, F) is used to es-
timate a pointG(BEi(x,Ω, Γ, F)) within one voxel distance to BEi(x,Ω, Γ, F).
The intensity gradient between BEi(x, Ω, Γ, F) and G(BEi(x, Ω, Γ, F)) can
then be used to estimate the exact boundary of Γ.
Projection-based thickness
For simpliﬁcation we will use the terms of the GM, WM, and CSF
probability maps for the operations, even though only the map
SEGPF is used. Cortical thickness can be described as the sum of the
inner (WMD, Fig. 3b2) and outer (CSFD, Fig. 3b3) boundary distance.
Blurring of the outer boundary in sulcal regions due to the PVE leads
to an overestimation of the CSFD. To avoid the explicit reconstruction
of the outer boundary by a skeleton, we focus on the information
given by theWMD. At the outer boundary, and also within blurred re-
gions, the GMT is fully described by the WMD, because the CSFD is
zero (Lohmann et al., 2003; Sowell et al., 2004). In other words, the
highest local WMD within the GM is identical to the GMT of this
area, and it is only necessary to project this information to other
GM voxels.
This can be done using the successor relationship of the WMD. A
neighbor voxel v2 of a voxel v1 is a successor of v1, if the WMD of v2
is around one voxel greater than the WMD of v1. Similarly, if the
WMD of v2 is around one voxel smaller than v1, v2 is labeled as the
parent voxel. In this case, v1 gets the thickness value of v2. Neighbor
voxels with a WMD similar to v1 that are too close to be either a par-
ent or a successor are called siblings, and their thicknesses remain
unrelated to v1. If v1 has no successor, then it is a local maximum
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We now want to describe this process in a more formal way,
starting with the WMD:





where DEu gives the Euclidean distance of a voxel v to the nearestWM
boundary that was found by solving the Eikonal equation for the
speed map FWM (Eq. (2)). The distance to the CSF boundary is now
given by:
CSFD vð Þ ¼
−DEu v;CSF & GM;CSF; & BG;1ð Þ ; if GM vð Þ > 0 & CSF vð Þ > 0






where BG (background) describes all voxels that contain no tissue.
The cortical thickness map GMTI is initialized as a modiﬁed version
of the WMD, because the WMD describes the distance only to the
center of a GM voxel. GM voxels with more than 50% CSF need addi-
tional correction by the CSFD, in which the minimum correction is
half of the voxel resolution res:
GMTI vð Þ ¼ WMD vð Þ þ min CSFD vð Þ; res=2ð Þ: ð7Þ
Let N26 be the 26-neighborhood of a voxel v, and D26 the associat-
ed distance of v to its neighbors. A voxel n∈N26(v) is a successor of
the voxel v if the WM distance of s meets the following conditional:
succ v;nð Þ¼ 1 ; if WMD vð Þ þ a1  D26 nð Þð ÞbWMD nð Þb WMD vð Þ þ a2  D26 nð Þð Þ0 ; otherwise

ð8Þ
where 0ba1≤1≤a2b2 are weights depending on the used distance
metric; these weights allow the inclusion of more thickness informa-
tion from neighboring voxels to achieve a smoother thickness map. If
there are no successors, then v is a border voxel and the WM distance
Fig. 3. PBT: Subﬁgure (a) shows a ﬂow diagram of the PBT approach, whereas subﬁgure (b1–b8 with simpliﬁed titles) shows 2D illustrations of the volume maps of (a). In subﬁgure
(c), we illustrate the most relevant cases of our PBT method— a gyral and a blurred sulcal case with initialization and projection step. For distance calculations, the Eikonal equation
is solved to account for partial volume information. PBT starts with the (interpolated) masked segmentation image SEGPF shown in Fig. 2 and estimates the distance to the inner
(b2) and outer (b3) boundary. The blurring of outer boundary in sulcal regions leads to strong overestimation of the real distance and ﬁnally to an overestimation of the cortical
thickness. To get the correct values in these regions, PBT uses a modiﬁed version GMTI (b4) of the WMD, in which the local maximum describes the position of the outer boundary
and the correct thickness. It now uses the successor relation succ(v) of a voxel v (Eq. (8)), given by the WM distance WMD (b2), to project thickness values from the outer boundary
(b4) over the whole GM (b5). PBT additionally uses the direct GM thickness GMTD (b6) –which is overestimated in blurred areas, but helps to reduce artifacts such as blood vessels – to
create a ﬁnal map GMTF (b7) of the minimum thickness from both thickness maps. After estimation of cortical thickness, a percentage position map PP is generated to create the CS and
map cortical thickness onto it. The projection scheme shown in subﬁgure (c) uses theWMdistancemap to project themaximum localWMdistance that is equivalent to the local thickness
to other voxels. The WM distance map allows the deﬁnition of successors (neighbors of a voxel v with a slightly larger distance than v) and siblings (neighboring voxel with a similar
distance to v), and a voxel v gets the mean thickness of its successors. If a voxel has no successors, then it is located at the outer boundary and its WM distance is related to its size.
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sets its thickness. The lower threshold a1 deﬁnes the boundary be-
tween siblings and successors, whereas the higher threshold a2 is a
limit for direct successors. An a1 threshold that is too low will create
too many siblings and lead to smoother results, while an a1 threshold
that is too high will lead to coarser results. Likewise, an a2 threshold
that is too low will exclude more neighbors of v from the successor
relationship and lead to less smooth images and in the worst-case
to a breaking of the projection because all possible successors are ex-
cluded, whereas an a2 threshold that is too high will lead to
oversmoothed results with overestimation in gyral regions. For a
quasi-Euclidean metric, which is not useful for cortical thickness but
acceptable for the PP map, a1 and a2 are equal and can be set by the
distance of v to its neighbors. Good results with minimal smoothing
were achieved using a1=0.5 and a2=1.25. If there are no successors,
then v is a border point and the WM distance sets its thickness, else it
uses the mean of all successors:
pt vð Þ ¼∑n∈N26 vð Þsucc v;nð Þ
GMTI nð Þ
∑n∈N26 vð Þsucc v;nð Þ
: ð9Þ
The initial thickness GMTI can now be used to estimate the ﬁnal
projection-based thickness map GMTP, by projecting the values over
the GM region:
GMTP vð Þ ¼ max GMTI vð Þ; pt vð Þð Þ; ð10Þ
This mapping can be done in O(n) time using the same principle
described for voxel-based distance calculation (Rosenfeld and John,
1966). To reduce overestimations in the GMTP map due to GM frag-
ments such as blood vessels or dura mater, the direct thickness map:
GMTD vð Þ ¼ CSFD vð Þ þWMD vð Þ; ð11Þ
is used to create the ﬁnal thickness map:
GMTF vð Þ ¼ min GMTP vð Þ;GMTD vð Þð Þ=res; ð12Þ
that is corrected for the voxel resolution res. The percentage position
map PP can now be described as:
PP vð Þ ¼ GMTF vð Þ−WMD vð Þ=resð ÞÞ=GMTF vð Þ þ SEGPF vð Þ≥2:5ð Þ: ð13Þ
Finally, the CS is generated from the PP map and reduced to
around 300,000 nodes using standard Matlab functions. Each vertex
of the mesh is assigned a thickness value via linear interpolation of
the closest GM thickness map values. Fig. 3 shows the ﬂow diagram
of our method and illustrates the idea for most relevant examples in
2D.
PBT was used to reconstruct problematic regions in an additional
preprocessing step that estimates the cortical thickness in the GM
with ﬂipped boundaries. These problematic regions are those that
are highly susceptible to errors due to the PVE, which creates prob-
lems in both gyral and sulcal regions. In the gyral case, thin WM
structures are blurred rather than the CSF blurring that occurs in nar-
row sulcal regions. This occurs most frequently in the superior tem-
poral gyrus, the cingulate gyrus, and the insula, and may be
addressed similarly to the idea proposed in (Cardoso et al., 2011)
for segmentation reﬁnement. If a voxel of the inverse thickness map
has lower thickness than the original thickness map and if the thick-
ness of both is larger than 2 mmwhile SSEG>2.0, we expect that the
inverse thickness map has identiﬁed a gyrus that is blurred by the
PVE. For these blurred regions, the thickness and percentage position
of the inverse maps are used.
Laplacian-based thickness
The Laplacian approach requires an explicit sulcal reconstruction
step (Jones et al., 2000; Tosun et al., 2004) that uses a skeleton map
to reconstruct the outer boundary in blurred regions of the segment
image SEGPF (Fig. 4b2) by changing the tissue class of the re-
constructed boundary voxels from GM to CSF resulting in a map SEGPFS
(Figs. 4b3, 4a). To create the skeleton map S, we ﬁrst generate WM and
CSF distance maps with the same distance measure used for PBT to
allowasymmetrical structures.We thenﬁnd areaswith high divergence
of the gradientﬁeld, resulting in amap SR. Thismap is normalizedwith-
in a low and a high boundary slow=0.5 and shigh=1.0 resulting in the
skeleton map S (Bouix and Kaleem, 2000), with & as a logical AND op-
erator:
SR ¼ ∇Δ WMDð Þ










The skeleton map accurately represents the sulci that have been
blurred in the tissue segmentation process. We correct all voxels of
SEG≥1 by:
SEGPFS ¼ SEGPF−max 1;2−Sð Þ SEGPF≥1ð ÞÞ ð15Þ
(Fig. 4b3). The changing of GM voxels to CSF voxels leads to an un-
derestimation of the GM volume and local thickness, which will be
considered later. The corrected segment map SEGPFS can now be









The above equation is solved iteratively using an initial potential
image with Dirichlet boundary conditions. The WM (SEGPFS≥2.5)
forms the higher potential boundary with values of 1, whereas the
CSF (SEGPFS≤1.5) represents the lower potential boundary with
values of 0. To accelerate convergence, all GM voxels are initialized
with a potential of 0.5. Eq. (17) is applied only to GM voxels
(SEGPFS>1.5 and SEGPFSb2.5) and simply describes the mean of the
six direct neighbors of a voxel:




ψi xþ Δx; y; zð Þ þ ψi x−Δx; y; zð Þþ
ψi x; yþ Δy; zð Þ þ ψi x; y−Δy; zð Þþ





The solution has converged when the error ε=(ψi−1−ψi)/ψi−1 is
below a threshold value of 10−3. After generating the potential
image, we calculate the gradient ﬁeld N of the Laplace map as the
simple normalized two-point difference for each dimension. For ex-
ample, along the x-direction the normalized potential difference Nx
is calculated as follows:
Nx ¼ Δψ=Δxð Þ=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Δψ=Δxð Þ2 þ Δψ=Δyð Þ2 þ Δψ=Δzð Þ2;
q
ð18Þ
Δψ x; y; zð Þ=Δx ¼ ψ xþ Δx; y; zð Þ−ψ x−Δx; y; zð Þ½ =2: ð19Þ
Three normalized potential difference maps are then created: Nx,
Ny, and Nz (Fig. 4b3 — blue vectors). From these maps, we calculate
gradient streamlines for every GM voxel. A streamline s is a vector
of points s1,…,sn that describes the path from the starting point s1 to
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a border. The following point, si+1, of si is estimated by using the
Euler's method, or by adding the weighted normalized gradient
N(si) to si:
siþ1 ¼ si þ hNx sið Þ þ hNy sið Þ þ hNz sið Þ: ð20Þ
The weight h describes the step size of the streamline calculation
and was set to 0.1 mm as a compromise between speed and quality.
For every GM voxel v, we calculate the streamline sWM(v) starting at
the position of v to the WM boundary and other streamline sCSF(v)
from v to the CSF boundary. To calculate sCSF(v), it is necessary to
use the inverse gradient ﬁeld. The length of a streamline L(s) can be
found by summing the Euclidean distance of all points si to their suc-
cessor si+1:
L sð Þ ¼∑n−1i¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
siþ1;x−si;x
 2 þ siþ1;y−si;y
 2 þ siþ1;z−si;z
 2r
: ð21Þ
We correct for errors introduced by the skeleton S using the vol-
ume difference between the uncorrected tissue segment SEGPF and
the corrected tissue segment SEGPFC.
LC sð Þ ¼ L sð Þ þ SEGPF sn;x; sn;y; sn;z
 
−SEGPFC sn;x; sn;y; sn;z
 
: ð22Þ
The summation of the length of both streamlines sWM(v) and
sCSF(v) gives the GM thickness at voxel v (Figs. 4b5 and b6). The
RPM can also be calculated using the values for the lengths of
sWM(v) and sCSF(v), with all WM voxels set to one:
GMT vð Þ ¼ L sWM vð Þ
 
þ LC sCSF vð Þ
 
; ð23Þ
PP vð Þ ¼ LC sCSF vð Þ
 
=GMT vð Þ þ SEGPFC vð Þ > 2:5ð Þ: ð24Þ
(Figs. 4b7 and b8). Finally, the CS surface is generated at a resolution
of 0.5 mm from the PP map and reduced to around 300,000 nodes
using standard Matlab functions. Each vertex of the mesh is assigned
a thickness value via a linear interpolation of the closest GMT map
values.
Spherical phantoms
A variety of spherical phantoms were used for validation. For the
standard gyral case, the spherical phantom consisted of a cortical
GM ribbon around a WM sphere in the center of the tissue map
(Fig. 5). To explore the ability to reconstruct blurred sulcal regions,
a second spherical phantom was constructed such that it contained
a cortical GM ribbon sandwiched in between two WM regions: the
center sphere and an outer shell. Between the ribbon boundaries, a
small gap allows testing of the inﬂuence of the presence of CSF. To
simulate asymmetrical structures, the size of the second ribbon was
deﬁned as a ratio of the size of the ﬁrst GM ribbon. To realize this
phantom with PVE, a distance map SPD that measures the distance
from the center of the volume at a resolution of 1×1×1 mm3 is
used to create the tissue map TS:
TPVE v; rð Þ ¼
1 ; if SPD vð Þ≤ r−0:5ð Þ
r þ 0:5−SPD vð Þ ; if SPD vð Þ > r−0:5ð Þ & SPD vð Þb r þ 0:5ð Þ;




TSPVE v; r; t; sw; rspð Þ ¼ innerWM sphereþ inner GM sphereþ CSF sphereþ
outer GM sphereþ outerWM sphere
¼ TPVE v; rð Þ þ TPVE v; r þ tð Þ þ 1
þ 1−TPVE v; r þ t þ swð Þð Þþ
1−TPVE v; r þ t þ swþ t=rspð Þ  1−rspð Þð Þð Þð Þ
ð26Þ
where v is voxel of TS, r gives the inner boundary radius, t describes the
thickness, sw is the sulcus width, and rsp is the relative sulcus position.
Thickness is only evaluated for the inner ribbon because for asymmetri-
cal structure the outer ribbon has a different thickness and curvature.
Table 1 shows the values of each parameter to be tested. To test
one parameter, all other parameters were ﬁxed to standard values.
Fig. 4. Subﬁgure (a) shows a ﬂow diagram of the Laplacian approach, where subﬁgure (b1–b8 with simpliﬁed titles) shows 2D illustrations of the volume maps of subﬁgure (a). First, a
skeleton based on the WM distance map (see Fig. 3b2) is used to reconstruct blurred sulcal regions (b1–b3). Next, the Laplace equation is solved in the GM area and a vector ﬁeld N is
generated (b3). This vector ﬁeld allows the creation of streamlines that follow the vectors to each boundary to measure the distance (b4–b6). To avoid an underestimation due to sulcus
reconstruction (b5), the CSF distance L(sCSF(v)) was corrected for changes from the sulcus reconstruction (Eq. (22)). The addition of both distance maps gives the cortical thickness map
GMT that allows the creation of the percentage position map PP, which in turn is used to create the CS and map cortical thickness onto the surface.
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The range of values chosen for the parameters was based on anatom-
ical and technical considerations.
Brain phantoms
To ensure an equal thickness for the brain phantom, it is necessary
to expand sulcal regions such that they are able to achieve full thick-
ness without intersections. To accomplish this, a CS of a healthy adult
test subject was generated with Caret (Van Essen et al., 2001) and
manually corrected for geometrical and topological errors (Fig. 6b).
Twenty iterations of weighted nearest neighbor surface-based
smoothing (included in the Caret package) were used to remove
high frequency structures that can lead to problems in later ma-
nipulation steps (Figs. 6c, a1). A graph-based distance measure
Dgb is used to create a distance map that describes the distance
with sub-voxel accuracy to a given iso-surface that was generated
via Matlab iso-surface functions. The initial surface was linearly in-
terpolated once to reduce missed measurements. This distance
map allows ﬁnding the new inner boundary at half distance
(Fig. 6a2). From this new inner boundary, we estimated the new
outer boundary based on the distance map generated from the
inner boundary. If a sulcus is too small to allow increased thick-
ness without intersections, then it is blurred (Fig. 6a3). From this
new outer boundary, a new distance map allows the creation of
the ﬁnal central boundary (Fig. 6a4). The distance map BPD from
the central boundary now allows the creation of a segment image
with WM, GM, and CSF (Fig. 5a5) (for a resolution of 0.5×0.5×
0.5 mm3):
TBPVE v; rð Þ ¼
3 ; if BPD vð Þ≥ −t=2−0:25ð Þ
−t=2−0:25þ BPD vð Þ ; if BPD vð Þb −t=2−0:25ð Þ & BPD vð Þ > −t=2þ 0:25ð Þ
2 ; if BPD vð Þ≤ −t=2þ 0:25ð Þ & BPD vð Þ≥ t=2−0:25ð Þ
t=2þ 0:25−BPD vð Þ ; if BPD vð Þb t=2−0:25ð Þ & BPD vð Þ > t=2þ 0:25ð Þ





The default parameters (2.5 mm thickness, 1×1×1 mm3 resolu-
tion, 0% noise) were modiﬁed individually, resulting in 14 thickness
levels, 9 noise degrees, and 7 isotropic and 7 anisotropic grid resolu-
tions. The dataset is available under http://dbm.neuro.uni-jena.de/
phantom/.
Collins phantoms
To test different thickness levels on one surface and stability for
images interferences, 6 BrainWeb T1-weighted phantom datasets
(1-mmresolution)with 1%, 3%, 5%, 7%, 9%noise and 20% inhomogeneity
Fig. 5. Spherical phantom validation matrix: Two spherical phantom types – one for the gyral case (CGW) and one for the blurred sulcal case (WGW) – were used with different
parameters for each method. The rows and columns are used to describe curvature (given by inner radius) and thickness values under varying conditions (see Table 1 and Fig. 7).
Table 1
Overview of parameters for the brain phantom test cases. For each test case, the anatomically expected range of each parameter was tested while all other parameters remained
constant. The bracketed values give the number of test cases for each parameter. In most cases, only one default value was used. Because the cortex contains both blurred (CGW)
and non-blurred (WGW) regions, both cases were tested. When testing sulcal width and position, more than one default value was necessary due to high variance in the results. For
example, a symmetrical sulcus will produce better results than an asymmetric sulcus.
Parameter Curvature Thickness PVE vs no PVE V vs. S Type Sulcus width rel. sulcus pos
Ranges 1.0:0.01:5.0 (401) 0.0:0.01:5.0 (501) 0 1 (2) V S (2) CGW WGW (2) 0.0:0.01:2.0 (200) 0.2:0.001:0.8 (601)
Defaults 2.5 (1) 2.5 (1) 1 (1) S (1) CGW WGW (2) 0.0:0.50:1.0 (3) 0.3:0.2:0.7 (3)
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were compared to a dataset without noise and inhomogeneity (Collins
et al., 1998).
Real data
The sample data set included 12 brain scans of the same healthy
adult subject performed on two different 1.5 T Siemens Vision scanners
within one year. Both scanners used 3Dmagnetization prepared gradient
echo (MP-RAGE) T1-weighted sequences of 160 sagittal slices with voxel
dimensions 1×1×1 mm and FOV=256 mm. Scanner 1 parameters
were TR/TE/FA=11.4 ms/4.4 ms/15°, and Scanner 2 parameters were
TR/TE/FA=15 ms/5 ms/30°.
Each reconstructed surface of the 12 scanswas compared to an aver-
age scan to estimate the surface reconstruction and thickness errors,
similar to the analysis used for the Collins phantom. Ideally, all recon-
structions should be identical, and they should produce identical thick-
ness measurements.
Results
Four different test matrices were used to validate PBT; these re-
sults were then compared to the Laplacian approach and, wherever
applicable, to FreeSurfer. The ﬁrst test consisted of the set of spherical
phantoms, which were used to test the approaches over a wide set of
parameters under simple but precise conditions. The second test,
consisting of the brain phantoms, was used to explore the performance
of the approaches under the more realistic condition of a highly convo-
luted surfacewith equal thickness. For the third test,weused the Collins
phantomwith different noise levels, both to addmore realism and to di-
rectly compare the results to the FreeSurfer software package. Finally,
we used real MR data of one subject for a test–retest of all three
methods.
Spherical phantoms
Over all test parameters, PBT shows better results than the Laplacian
approach for both thickness estimation and surface generation (Fig. 7a).
As expected, both methods have higher RMS error for thickness estima-
tion than for surface generation, both produce better results with PVE,
and both perform better for the simpler gyral case compared to the sulcal
case. The voxel-based results of the Laplacian approach are much worse
than after projection to the surface, whereas PBT produced equally
accurate results due to the smoothness parameter of the projection.
Compared to gyral regions, sulcal regions show higher RMS error,
which is strongly related to the width of the sulcal gap and its relative
position.
Predicted by the sampling theorem, both show a strong increase of
RMS error below sampling resolution for thickness measurements,
but not for surface generation (Figs. 7b and c).
Furthermore, the Laplacian approach had larger ﬂuctuations of error
across the test cases. Relatively small variations of the test parameters
led to vastly different error values (Fig. 7c above 2.5 mm). This strong
variation can only be found if the step size of the parameter is very
small — around 0.01 mm. Especially, asymmetrical structures (Fig. 7d)
and small sulcal gaps (Fig. 7e) vastly increase the RMS error of the
Laplacian approach.
For the Laplacian approach, we were able to produce good results
such as those published in the literature only for cases with relatively
large CSF regions and low asymmetry, whereas PBT produced more
exact and stable results over the full range of test parameters.
Brain phantoms
For the brain phantoms, if the two approaches are compared, the PBT
method has much lower RMS error for the thickness measurements and
similar RMS error for the surface position compared to the Laplacian
method (Fig. 8). The errors occur mostly in sulcal regions where the sul-
cus reconstruction step cut strongly into the fundi of the sulci such that
that a complete correction was not possible (Fig. 8a). However, using
a weaker sulcus reconstruction step or stronger corrections led to thick-
ness overestimation, more defects, and greater RMS errors, thus it was
Fig. 6. Brain phantom generation: Subﬁgure (a) illustrates the generation process for
the brain phantom, the difference between the original and ﬁnal surface (a.I), and
problems for higher thickness levels (a.II), whereas (b) to (f) show the changes from
the individual surface to the brain phantom. A smoothed individual surface of a healthy
adult (a.1) is transformed by distance operations to a surface that allows the creation of a
t-mm thick cortical ribbon (a.5). This process removes high-frequency WM structures
(a.2) and enlarges sulcal regions (a.3) to ensure an actual thickness level between 0.5
and 4.0 mm. Larger thicknesses destroy most of sulcal structures of a normally folded
brain (a.II).
Fig. 7. Spherical phantom: PBT results in lower RMS error for all test categories, compared
to the Laplacian approach (a). Below sampling resolution, both methods show a predict-
able increase of thickness measurement error due to the sampling theorem (c),
whereas the position error stays stable (b). Most errors happen for sulcal cases with
low sulcus width (d) and higher asymmetries (e).
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impossible to circumvent this problem. Generally, the largest errors oc-
curred for anisotropic resolutions, thickness levels below the sampling
resolution, and higher noise levels. It can be assumed that these factors
would apply to any cortical data set, and thus should be considered before
applying any cortical reconstruction method.
Collins phantom
The advantage of using an additional Collins phantom is that the
two approaches described here (PBT and Laplacian) can be compared
to a commonly used approach for both reconstructing cortical surfaces
and measuring thickness, e.g., FreeSurfer. To summarize the ﬁndings,
the PBT approach had comparable or lower RMS error compared to
both the Laplacian and FreeSurfer approaches (Fig. 7, Supplementary
Fig. A1). If the noise level is increased, all thickness measures also
had increasing error. A two-sample unpaired t-test showed no signiﬁ-
cant differences of the RMS position error between PBT and Laplacian
(t=−0.048, df=8, p=0.963) and PBT and FreeSurfer (t=1.348,
df=8, p=0.215). A signiﬁcant difference in thickness between PBT
and Laplacian was found (t=−2.95, df=8, p=0.019), but not for
PBT vs. FreeSurfer (t=−0.944, df=8, p=0.374). Furthermore, the
PBT method provides an advantage in terms of reduced numbers of to-
pological defects (an average of 15.1 for PBT, compared to 28.2 for
Laplacian and 18.5 for FreeSurfer). PBT had signiﬁcantly fewer defects
compared to the Laplacian approach (t=−8.656, df=10, pb0.001),
but not compared to FreeSurfer (t=−1.481, df=10, p=0.182). The
defects associated with the Laplacian and PBT approaches were mostly
bridges between two gyri and were removed by the topology correc-
tion. These results were highly dependent upon the quality of the ini-
tial tissue segmentation, the implications of which are discussed
more fully in the Discussion section (Fig. 9).
Inline supplementary Fig. A1 can be found online at http://dx.doi.
org/10.1016/j.neuroimage.2012.09.050.
Twelve scans of one subject
As a ﬁnal approach for quantifying the performance of three ap-
proaches (PBT, Laplacian, FreeSurfer), we analyzed twelve separate
scans of a single brain, then compared the results to an averaged scan
of the same brain. Since the elapsed time between scans was less than
one year, cortical thickness should be unchanged. Again, the PBT ap-
proach provided some advantages over the other methods (Fig. 10, Sup-
plementary Fig. A2). First, the PBT approach is comparable to or better
than other approaches in terms of the RMS thickness measurement er-
rors (Fig. 10c; PBT: 0.39±0.02 mm; Laplacian: 0.64±0.02 mm;
FreeSurfer: 0.53±0.05 mm), and the RMS position error of the CS re-
constructions was similar to the other two approaches (Fig. 10d; PBT:
0.50±0.05 mm; Laplacian: 0.54±0.05 mm; FreeSurfer: 0.60±
0.23 mm). There was no signiﬁcant difference in the RMS position
error between PBT and the Laplacian approach (t=−1.922, df=22,
p=0.067) and PBT and FreeSurfer (t=−1.409, df=22, p=0.172),
whereas the difference of the RMS thickness error was signiﬁcant
(t=−8.177, df=22, pb0.001). A major difference between the PBT
and Laplacian approaches compared to FreeSurfer is a general underes-
timation of thickness in the motor cortex (Fig. 10b). Finally, the PBT ap-
proach produced far fewer topological defects per hemisphere
compared to Laplacian (t=−6.036, df=24, pb0.001) and FreeSurfer
(t=−4.030, df=24, pb0.001) (Fig. 10a; PBT: 21.5; Laplacian: 34.6;
FreeSurfer: 54.6).
Inline supplementary Fig. A2 can be found online at http://dx.doi.
org/10.1016/j.neuroimage.2012.09.050.
All calculations were done on an iMac 3.4 GHz Intel Core i7 with
8 GB RAM and Matlab 7.12. For both hemispheres with a resolution
of 0.5 mm and with topology error correction, PBT needed around
20 min, whereas the Laplacian approach takes around 2 h. Although
the FreeSurfer processing pipeline is structured differently than the
PBT and Laplacian approaches, rendering comparison difﬁcult, an es-
timate of the time to perform cortical reconstruction and thickness
measurement is several hours.6
Discussion
For nearly all test cases, PBT had much lower thickness and position
errors than the Laplacian approach, because PBTuses an inherentmodel
that detects sulci, whereas the Laplacian method requires an explicit
sulcus reconstruction step that changes the tissue class of sulcal voxels
and may lead to the introduction of additional errors, even if these tis-
sue class changes are compensated for within the algorithm. The differ-
ent tests of the spherical phantom clearly show that the strong errors of
the Laplacian approach only happen in asymmetric sulcal regions, al-
though both methods are based on the same Eikonal distance measure
that accounts for the sulcal gap. Because the real cortex also contains
asymmetrical structures, it is important that the thickness measure is
able to accurately evaluate these asymmetries (Das et al., 2009; Fischl
and Dale, 2000; Kim et al., 2005). In addition, the brain phantoms indi-
cate errors on the fundi of the sulci for the Laplacian method, whereas
the continuous model of PBT allows a stable estimation over the whole
cortex.
The correct reconstruction of blurred sulci is still a challenging
process, since the result depends strongly on the used method and
its parameters (Acosta et al., 2008, 2009; Cardoso et al., 2011; Dale
et al., 1999; Das et al., 2009; Han et al., 2004; Hutton et al., 2008;
Kim et al., 2005; MacDonald et al., 2000; Scott and Thacker, 2005).
The shown results of the different methods allow only a rough im-
pression about the quality of the sulcus reconstruction step, by show-
ing that the modeling of sulcal blurring leads to results that are closer
to the simulated cortical thickness. Most differences in these methods
are visible especially on the fundi of the sulci, which is where some ap-
proaches have thickness over- or underestimation. Although other au-
thors, i.e. (Das et al., 2009; Hutton et al., 2008; Kim et al., 2005),
illustrate the reconstruction of blurred regions for principle examples,
this is the ﬁrst paper that introduces a way to numerically validate an
algorithm using not only simple cases with well-known parameters
and without fundi, but also for highly convoluted surfaces with fundi.
Compared to surface-based approaches, PBT does not need exten-
sive surface deformation or self-intersection tests, which are necessary
for both Freesurfer (Dale et al., 1999) and CLASP (Kim et al., 2005). In
contrast to FreeSurfer, PBT is able to use tissue segmentation images
produced using any segmentation approach, allowing a separate devel-
opment of the segmentation algorithms and thus making this process
more transparent. Furthermore, this allows the use of segmentation im-
ages for other imaging modalities such as T2, PD (Ashburner and
Friston, 2005; Zhang et al., 2001), DTI (Liu et al., 2007), and other
methods that take account of special contrast properties in disease
states such as multiple sclerosis (Khayati et al., 2008; Wu et al., 2006),
white matter hyper-intensities (Admiraal-Behloul et al., 2005; Gibson
et al., 2010), or tumors (Kaus et al., 2001; Prastawa et al., 2004), or for
other species (Andersen et al., 2002). As a result, the input of PBT and
other segment-based methods depends strongly on the results of
the segmentation. The tests with the spherical and brain phantoms
were independent from the segmentation process, because the seg-
mentation images were directly simulated, whereas the Collins phan-
tom and the real dataset include a segmentation step. Evidence of the
strong inﬂuence of the segmentation algorithm on results may be
seen with the Collins phantom. Since the tissue boundaries are simu-
lated, these phantoms included artiﬁcially precise tissue classiﬁcation
and resulted in much more similar thickness measurements for all
methods than for the real data set (especially in the motor cortex).
6 https://surfer.nmr.mgh.harvard.edu/fswiki/ReconAllRunTimes
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Furthermore, PBT allows a direct voxel-based analysis, potentially
in combination with other voxel-based data (Hutton et al., 2009), and
it may also be used to measure the thickness of the WM and CSF
[HBM2010]. The voxel-based thickness estimation of PBT and other
methods allows the easy creation of the central surface, which has
better properties than the WM or pial surface. Previous approaches
generally reconstruct a surface at a tissue boundary, which is either
the WM surface or the pial surface. In one sense, such a reconstruc-
tion makes sense, since the intensity gradient in these regions can
be used to estimate the position of the surface. However, due to the
PVE, the boundaries often contain voxels with more than one tissue
class and thus render it impossible to determine the precise location
of the surface within that voxel. In the approach suggested here, the
effect of PVE is somewhat reduced, since the central surface is
reconstructed simply at the 50% distance boundary between the
GM/WM and GM/CSF boundaries. This effect is responsible for the
constant RMS position error below the sampling resolution, whereas
thickness errors grow much stronger, because the PVE and neighbor
information can only code the exact position of one boundary. For in-
stance, for the 1D case of a voxel v and its left and right neighbors vl
and vr, where v=2.25, vl=2, and vr=3, the WM boundary is exactly
described between v and vr, but if vl=1, then there are two bound-
aries within v and it is unclear howmuch GM is within v. It is possible
that there is only GM and WM in v, the WM boundary is at the same
position, and the CSF boundary is exactly between v and vl. But it is also
possible that there is some CSF in v, and v contains three tissue classes
and both boundaries. As a result, thickness RMS errors grow strongly
for thickness levels below the sampling resolution.
Independent of the chosen reconstruction method, the general
structure of the CS lends advantages that do not exist in the other surface
reconstructions. First, the CS has a lower “frequency” content, or fewer
ﬁnely detailed regions, since it is the average of the WM structure with
its strong gyri and the pial surface with its deep sulci. Due to this charac-
teristic of the CS, itmay have fewer topological defects and it tends to lose
less anatomical detail when smoothed. Since brain surfaces usually must
be smoothed to remove stair artifacts and noise, the CS provides a distinct
advantage over the other reconstructions. Secondly, another advantage
of the CS is that it may be directly reconstructed from the data and thus
leads to a more uniform distribution of vertices across the surface,
which may be perturbed in a method that uses a deformation process
to reconstruct a surface at a tissue boundary.
Before performing intersubject comparisons, the brain surface
meshesmust usually be free of topological defects, and there are several
approaches available to retrospectively correct topological errors either
in volume space or directly on the surface (Kriegeskorte and Goebel,
2001; Segonne et al., 2007; Shattuck and Leahy, 2001; Yotter et al.,
2009, 2011). Despite the availability of these correction methods, it is
desirable to minimize both the size and number of topological defects,
since non-idealities in the correction step can often introduce errors.
In this respect, the PBT approach is the best choice, since it produced
the lowest number of defects, and the defects were also relatively
small. Despite using the same segmentation images, the Laplacian
approach resulted in a large number of defects, mostly due to
overestimation of thickness in sulcal regions and thus the formation of
bridges. A detailed discussion of the corrections of topology defects
via spherical harmonics can be found in (Yotter et al., 2011).
Necessity of a full phantom test suite
Comparing different software packages is never easy, because there
will always remain some differences in processing the data, i.e. the re-
striction of FreeSurfer to 1.0 mm resolution for all volumes whereas
PBT and the Laplacian approach can also use higher resolutions (here
0.5 mm). Especially, the different segmentation routines limited the
comparison between FreeSurfer and both other approaches. Further-
more, all methods based on different thickness deﬁnitions can also
lead to slightly different results (Lerch and Evans, 2005; MacDonald et
al., 2000).
Fig. 8. Brain phantom: Subﬁgure (a) shows the resulting surfaces for a simulated thickness of 2.5 mm, with an isotropic resolution of 1×1×1 mm3 and no noise. PBT produced
overall good results (left), whereas the Laplacian approach showed strong underestimation in sulcal regions due to the sulcus reconstruction step (right), even if sulcus error cor-
rection was used (middle). The Laplacian approach (b — red) produced much higher thickness RMS errors than PBT (b — blue). Low sample resolution, anisotropic resolutions, and
noise may increase the RMS error for both thickness measurements as well as CS position (c–e).
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Because visual inspection of surfaces gives only subjective, badly
reproducible, and often limited impressions of the reconstruction
quality (Kabani et al., 2001; Xu et al., 1999), we developed a complete
test suite containing several parameters that could be varied to fully
characterize both surface reconstruction and thickness measurement
approaches. Although previous approaches tested a small number of
phantom objects (Acosta et al., 2009; Das et al., 2009; Miller et al.,
2000), it is apparent from our results that it is necessary to test several
parameters to gain information about an algorithm's performance,
especially for special cases such as sulcal blurring. It could be further
argued that simple geometrical objects provide only limited infor-
mation about performance that cannot be extrapolated to cortical
surfaces, thus it is appropriate to include pseudo-cortical surfaces
with constant thickness over the whole cortex in the test suite. Unlike
the previous methods (Liu et al., 2008), our cortical ribbon has an
equal thickness and a more realistic structure. This constant thickness
theoretically allows a direct comparison between different thickness
measurement algorithms.
Using phantoms with equal thickness has the fundamental advan-
tage that an equal ribbon allows theoretically similar thickness mea-
surements, independent of the deﬁnition of the thickness measure.
An illustration may clarify this point. Let t be the simulated thickness
of a convoluted brain-like ribbon with equal thickness. First, for
nearest-neighbor-based methods (i.e. Tnear (MacDonald et al., 2000)
for surface-based methods or nearest voxel for voxel-based
methods), it is obvious that the nearest connection between both
sides is given by the deﬁned thickness t. Second, the Tnormal
(MacDonald et al., 2000) metric that measures the distance between
both sides of the ribbon via the surface normal will measure the same
thickness t, because of the well-deﬁned structure of this ribbon, i.e.,
both boundaries have the same curvature by deﬁnition. Third, the
streamline of the Laplacian approach will be equal to the surface nor-
mal, because they depend on the vector ﬁeld given by the Laplace ﬁl-
ter, which in turn depends on the curvature of both boundaries that are
equal by deﬁnition. Fourth, the Tlink (MacDonald et al., 2000) metric is
deﬁned for surfaces with equal numbers of vertices. Here, one surface
is the result of a deformation of the other surface. The deformation is
mostly based upon a ﬁeld given by the intensity and/or by the surface
normal or another Laplace vectorﬁeld (Kim et al., 2005). Because the in-
tensity is equal within the ribbon, only the surface normal or the vector
ﬁeld can be used for the deformation. As a result, the deformation is
similar to the streamlines of the Laplacian approach that are similar to
the surface normal.
The PVE approximation of the phantom generation based on dis-
tance maps leads to errors that depend on the resolution, the intensi-
ty (given by the distance), and the angles of the voxel to the
coordinate system. The highest possible error for a resolution of
1×1×1 mm3 happens for a diagonal voxel within the middle slice,
and is, with a volume error below 0.05 mm3, comparable to other ap-
proximationmethods (Acosta et al., 2009) in which the object is ren-
dered ﬁrst to 0.1×0.1×0.1 mm3 and then down-sampled back to
1×1×1 mm3. The advantage of using distance maps is the much
lower memory demand and faster computation.
In the approach used here, segmentation images were directly
simulated to avoid inﬂuences from the segmentation algorithm.
However, it is possible to simulate a T1 image based on the tissue
Fig. 9. Collins phantom: Diagram (a) shows the mean number of defects per hemisphere for PBT (blue), Laplacian (red), and FreeSurfer (green). Subﬁgures (b–d) show the ground
truth surface of the Collins phantom noise test for PBT (left surface), Laplacian (middle surface), and FreeSurfer (right surface), in which the color map codes the cortical thickness of
the ground truth surface (b), the mean thickness RMS error of all noise levels compared to the ground truth surface (c), and the mean distance RMS error of all noise levels to the
ground truth surface (d). A supplementary ﬁgure, including medial and lateral views of both hemispheres, is available online.
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maps (Aubert-Broche et al., 2006), which would be useful for testing
other methodological approaches using this test suite.
Conclusion
In this paper, we have presented a newmethod that allows for the
simultaneous reconstruction of the CS and measurement of cortical
thickness. Our PBTmethod is based on (probability) maps of a standard
CSF–GM–WM tissue segmentation and has several advantages over the
previous methods, such as direct estimation of the CS, comparable or
lower errors, and fewer topological defects. We introduce a framework
for thoroughly validatingmethods developed for surface reconstruction
and thickness estimation, which quantiﬁes the performance of the
methods over a wide range of thickness levels and other parameters
such as sampling resolution, noise, curvature, and PVE. The test frame-
work explores performance both for the simple case of a sphere and
also for nearly normal folded cortices with uniform thickness. Finally,
we used real MR images from several scans of the same subject to com-
pare bothmethods to FreeSurfer. The results indicate that the quality of
our CS reconstructions and thickness estimations is comparable, and
may be superior in certain respects, to other methods.
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1.4 Surface and Shape Analysis 
Robert Dahnke and Christian Gaser   
Abstract   
During evolution, the brain becomes more and more complex. With increasing volume, the 
surface area expands to a disproportionately greater extent through the development of a 
species-specific but individual folding pattern. As shaping of the brain is virtually complete in 
early development, this permits the adult brain to be the subject of shape analysis to 
investigate its development. Other surface properties such as thickness alter significantly over 
the entire lifetime and in diseases, and reflect the current state of the brain. This chapter offers 
an introduction to individual development theories and models, surface reconstruction 
techniques, and shape measures to describe surfaces properties. 
Key words: surface, shape, measures, folding, gyrification, MRI, brain, thickness, curvature, 
development, aging, evolution, morphometry, structure 
1. The mammalian brain 
The beginning of systematic studies of the human brain in the 19th century raised questions 
about the link between anatomical structure and its function and how obvious folding affects 
its abilities 1-9. During evolution and development, the enlargement of the brain coincides with 
increased and more individual folding that comprises a non-linear enlargement of surface area 
that correlates with increased intellectual capabilities 6-9. The individual shape of the brain, 
especially for larger species, requires nonlinear registration techniques to compare different 
brain structures 10-12. Besides highly individual pattern folding, population- and disease-
specific pattern have been found that are the product of early development 8,9,13-15.  
The brain is arranged in two major classes of tissue, gray matter (GM) and white matter 
(WM), which are surrounded by cerebrospinal fluid (CSF) and packed within the skull (Figure 
1A). The GM can be seen as the processing region with a large number of neurons that are 
connected by myelinated dendrites that form WM fiber tracts and allow high-speed connection 
between different regions. In contrast, CSF serves as a physical buffer that allows geometrical 
changes in brain development and aging. The surface area of the cortex, a strong folded ribbon 
of GM that surrounds the WM, is particularly increased during both individual and evolutional 
development 5-9,14 (Figure 1B and 1C). The cortex can be described as an organized surface 
whose folding allows a large surface to fit compactly within the cranium 7,13,16-18. The 
gyrification process that creates outward (gyri) and inward (sulci) folding during 
embryogenesis is still under discussion 9,14,15,18,19. The closer connectivity within the gyri and 
the obvious similarities in the folding pattern of smaller species and major structures led to the 
expectation that the gyri process related things 8,13,18. The cortex of the cerebrum (neocortex) 
is organized into six layers with regional variation in thickness and different functional 
processing. Its structure further depends on the local folding and compensate for the number 
of layer specific neurons, where imaginary cortical units contain the same amount of neurons 
per layer 1,5,13,20 (GM blocks A, B, C in Figure 2B). I.e., a cortical unit on top of a gyrus has a 
larger outer and smaller inner surface area with thicker inner and thinner outer layer (region C 
in Figure 2C), whereas a cortical unit on the bottom of a suclus has a smaller outer and larger 
inner surface area with thicker outer and thinner inner layer (region B in Figure 2C). It can 
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therefore be expected that local folding only has a limited influence on function and can be 
seen as a simple product of energy-minimizing processes related to brain growth 14,15,19,21. 
 
 
Figure 1: The human cerebrum (A) is a highly folded structure that can be macroscopically 
described as a ribbon of gray matter (GM) that surrounds a core of white matter (WM). This GM ribbon 
(neocortex) is around 2 to 4 mm thick and organized into six regions- and function-specific layers that 
contain different types of neurons and can be simply described as a processing region, whereas the 
WM is a high-speed connection between different brain regions. With increasing size, the brain evolves 
in a species-specific folding pattern (B) with increased individual influences (C) that occur early during 
an individual’s development and stay relatively constant over an individual’s lifetime, whereas other 
parameters such as thickness change significantly during development and aging (C). 
Magnetic resonance imaging (MRI) and automatic preprocessing techniques allow in vivo 
analysis of the macroscopic brain structure in the field of computational morphometry of even 
large cohorts 10,22. Early regional manual measures were extended to automatic whole brain 
techniques such as voxel-based (VBM) 10, region-based (RBM) 23-25, deformation-based 
(DBM) 26, and surface-based morphometry (SBM) 12,22,23,27 that allow the detection of even 
subtle changes in the brain structure. In the last decade, the volume of the GM in particular as 
well as the cortical thickness has become an important biomarker for development 28, aging 
29,30, plasticity 31, and a number of different diseases 32. At this point, SBM allows essential 
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improvements compared to VBM or DBM by (i) additional measures that describe the shape 
of the brain 18,33,34, (ii) dissection of GM volume into thickness and area 35, (iii) improved 
registration and partitioning (region alignment) 36, (iv) correct anatomical smoothing 32,37,38, 
(v) mathematical shape modeling 14,15,18,21,39, and (vi) combining different MRI modalities 
such as functional imaging (fMRI) that focuses on task-specific activation of cortical areas 38, 
diffusion imaging (dMRI) to analyze WM fiber tracts 40, and structural weightings such as T1, 
T2, PD, and quantitative imaging (qMRI) 41 to analyze tissue-specific properties such as 
myelination 42, WM hyperintensities or lesions in multiple-sclerosis 43. Although VBM is very 
sensitive to subtle GM changes in brain plasticity, it lacks the function to describe complex 
folding pattern and its development, whereas DBM partially covers folding differences as well 
as volume changes that impede analysis. RBM on the other hand allows the combination of 
different techniques but depends on the atlas maps.  
Prior to the technical description of surface reconstruction, modification, and measures, a 
small introduction to brain development, its underlying biomechanical processes, and 
modeling will be described here. For a detailed introduction, see chapter 2.2 (development) 
and chapter 2.3 (normal aging).  
2. Brain development, plasticity, and aging 
It is expected that brain folding follows the same biomechanical rules in all mammals, but 
the process itself is still undergoing significant research 6,8,9,14,19,44. The development of the 
cerebrum undergoes three major periods: (i) the ballooning stage, (ii) the gyrification phase, 
and (iii) a subsequent scaling in childhood and adolescence. Further changes in the healthy 
adult brain are recognized as plasticity (short-time) and aging (long-time). The early 
ballooning phase is relatively similar between species including an enlargement by radial and 
tangential tissue growth (Figure 2), whereas gyrification is species-specific and shows higher 
tangential than radial growth that causes folding with more individual patterns in larger brains 
8,9,14. 
Phase I: ballooning 
The ballooning phase from human gestation week (HGW) 0 to 15 is described by an 
intensive radial enlargement of the ventricle that compensates the simultaneous tangential 
growth of the intermediate zone and increases the brain surface without significant folding, 
where only the longitudinal and Sylvian fissures become prominent by bendinga. In HGW 5 to 
20, neurons are generated in the ventricular zone and migrate to the skull, where they create 
the structure of the cortical layer. At this time, the cortex shows a radial dMRI pattern, 
indicating low connectivity within the cortex 9,14,44, with the first large fiber tracts becoming 
visible in the WM 40.  
Phase II: gyrification 
After ballooning and layer building, the neurons in the cortex start forming connections 
and the radial dMRI pattern gets lost 40. Without intensive ventricular enlargement, the 
tangential growth becomes prominent and causes bucklingb. Gyrification starts with major 
structures such as the central sulcus 14. External forces due to limitations of the skull and 
                                                
a bending = forces below the developing cortex (in the WM) 
b buckling = forces within the developing cortex (in the GM) 
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meninges were found to have minor effects 2,9,14,15,19, and it is presumed that gyrification 
depends on internal forces of WM connectivity (the axial tension theory 13) or tangential 
growth of the GM (the buckling theory) 3,7. Recent experimental and computational growth 
models 15,18,19,39 have shown promising results to explain the natural folding as an energy-
minimizing process of surface expansion that relies on the stiffness of the inner core, the 
growing-rate, and local thickness, where thinner regions and faster growing rates increase 
folding and stiffer cores trigger more complex structures 15,19,39. As far as the cortex, it has a 
lower limit of thickness of about 0.4 mm 6, gyrification generally only occurring for brains 
larger than 3 cm (about 10 cm3).  
 
  
Figure 2: An illustration of human brain development and aging (A). It is initiated with the ballooning 
phase that strongly increases the area of the ventricular zone by both radial and tangential growth, 
where neuroepithelial cells are generated by cell division and migrate to the marginal zone forming a 
columnar migration and cortical layer pattern 1,5,45. The ongoing migration and initiation of the cortical 
connection increase the tangential growth by about HGW 20 (B) and gyrification shapes major 
structures such as the central sulcus. Because the Sylvian fissure lies hidden behind the subcortical 
structures, such as the basal ganglia and the thalamus, it profits less from neuronal migration and is 
finally overgrown by the surrounding brain regions (B). In humans, gyrification has nearly finished 
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around birth and radial and tangential growth is balanced again, leading to a scaling of brain size with 
tissue growth and surface area enlargement (A). Over an individual’s lifetime, the WM keeps growing 
up to the age of around 40 years, whereas the cortex shrinks slightly every year. In aging, the WM also 
shrinks and shows tissue degeneration that appears in MRIs as WM hyperintensities (WMHs) with GM-
like intensities. Overall, the tissue atrophy is accompanied by an enlargement of the ventricle, that 
helps to keep the shape of the brain relatively constant. The local folding (bending and buckling) 
compresses and stretches the cortical layers shown in (C) by keeping the volumes of each layer of the 
imaginary cortical columnar units A, B, and C relatively similar and facilitates the increasing individual 
local folding pattern in higher species 1,5,45. For comparison colorized real MR slices are shown in 
subfigure D. 
Phase III: further scaling 
The folding is nearly completed around birth in humans 46 and both tangential and radial 
growth is balanced again 47, whereas gyrification starts after birth in other species such as 
ferrets 19.  
Adulthood and aging  
Over an individual’s lifetime, the cortex shrinks slowly every year, whereas the WM 
continues to grow up to the age of around 40 years. The WM can show further degeneration as 
evidenced by MRI as WM hyperintensity with GM-like intensities in aging, as well as in 
diseases such as multiple sclerosis. Beside the global trend of tissue atrophy, brain plasticity 
allows an increase in local tissue volume. For elderly and people with neurodegenerative 
diseases such as Alzheimer’s disease, accelerated tissue atrophy was reported 30. Overall, 
tissue atrophy accompanies an enlargement of the ventricle and sulcal CSF that keeps the 
brain in a general shape within the skull. 
Interim conclusion 
Finally, we can conclude that the gyrification of the cortex in most mammals occurs most 
significantly during the second and third trimester of pregnancy most likely by local tangential 
growth of GM tissue after initial lamination at the end of the first trimester. As far as the fact 
that the folding pattern stays relatively constant over an individual’s lifetime, it is expected to 
be possible to understand developmental processes and diseases even in the adult brain. For 
further information about development and aging, refer to chapter 2.2 (development) and 
chapter 2.3 (normal aging).  
3. Folding theories and models 
Folding processes can be found in most biological structures that require area enlargement, 
and it was shown that brain folding is also driven by biomechanical concepts that can be 
described by mathematical models 3,6,15,19. It is assumed that the surface structure is driven by 
the organization of processing 13,18,48, that it is similar in mammals 6,8,9,19, and that folding 
abnormality such as lissencephaly or polygyria can help to understand the gyrification process 
3,13,14,19. A summary of mammal brain evolutional and abstract brain structure modeling is 
presented by Hofman 6, whereas a good introduction of up-to-date folding models can be 
found in previous reports 8,9,19. There are two major types of gyrification theories: (i) the 
axonal tension theorem and (ii) the active growth models. 
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The axonal tension model 13 is based on the idea that neurological processing is more 
strongly correlated to gyri than sulci and that both sides of a gyrus are strongly connected by 
fibers that trigger the folding process to minimize connectivity costs. Although this theory 
looks elegant and has garnered support 17, it has four major drawbacks: (i) the predicted radial 
connections have not been observed macroscopically 19, rather in diffusion images 49, where 
most fibers run in radial direction, rather between the opposing sides of gyri, (ii) the predicted 
tension has not been observed in macroscopic cuts 21, (iii) perforation of the WM after 
neuronal migration and before the onset of gyrification did not lead to less folding 2, and 
finally (iv) mathematical folding models without the simulation of axonal fiber tensions 15,18 
have proved to be successful. 
In active growth models, cortical folding is just a side product of cortical enlargement and 
external and internal constraints 3,7,9,15,18,19,39. In recent years, different computational folding 
models were introduced with varying combinations of radial and tangential growth 
14,15,18,21,39,49, thickness 39, stiffness 19,39, growing speed 19, and external constraints such as the 
skull or meninges 9,49.  
The work of Tallinen 15 was especially noteworthy and he investigated the development of 
specific folding patterns depending on WM stiffness, GM thickness, and the growing speed 
that allowed the creation of a naturally 3D folding pattern. It is further supported by the 
continuous work of the groups of Budday 14,39, Bayly 19, Toro 18, and Nie 49. The idea of 
folding prediction based on real MRIs that allows validation by longitudinal studies in 
neonates is also remarkable49. 
4. Surface creation 
The development of the brain as an organized surface has clearly outlined the potential of 
surface-based analysis, leading to the development of several software packages for automatic 
surface reconstruction and analysis of MRIs. Surface meshes are graph structures that describe 
a shape by a set of vertices V and faces F that connect the vertices. V is a nv × 3 vector of the 
xyz-coordinates of each point, whereas F describes the triangles by a nf × 3 vector of vertex-
indices (Figure 3): 
 S = [V,F].   (1.1) 
Individual meshes can be generated on a regular volume grid by marching cubes or 
isosurface algorithms that generally require further pre- and post-processing. Surface measures 
are stored as vertex or face-wise vectors C that can be visualized as surface textures and 
analyzed similarly to VBM. Validation of surface reconstruction and measures is typically part 
of the method proposal and often includes simulated 50,51, scan-rescan 51, expert-classification 
36, or large-scale datasets 52. The quality of the generated meshes and measures depends on the 
method used 27, the reconstructed structure and region 11,20, as well as the quality of the input 
data 47,53. In general, structural data that is suitable for VBM analysis also allows an adequate 
SBM analysis. The generation and analysis of surface measures will be part of sections 5 and 
6, as the focus in this chapter is on mesh generation, modification, and mapping. Surfaces are 
usually generated using volumetric scans and require three major processing steps: (i) voxel-
based preprocessing, (ii) the generation and optimization of individual meshes, and (iii) the 




Figure 3: The preprocessing of structural MRIs often contains a voxel-based part that classifies the 
tissues and registers each brain to a template (A). The processed images support the reconstruction of 
surfaces that facilitates further surface-based measures. Similar to the voxel-based processing, a 
registration to a template mesh is required. For the final analysis, the VBM, DBM, and SBM data are 
smoothed to reduce individual variance and guarantee Gaussian distribution for statistical testing or 
average region-wise RBM analysis. (B) Surface meshes consist of vertices that are connected by faces 
and include multiple surface measures. (C) Smoothing on the surfaces is closer to the anatomical 
structure of the cortex and can improve analysis, especially in regions with deep folds 32,37.  
4.1. Voxel-based preprocessing 
The voxel-based preprocessing is required to estimate mappings between individual and 
common brain templates (registration, see chapter 1.1), to classify different tissues 
(segmentation, see chapter 1.2) and prepare data for surface reconstruction.  
The classification of WM, GM, and CSF is driven by image intensity and a priori 
knowledge 10,22,54 and generally comprehends the extraction of the brain 10,54, the handling of 
image interferences such as noise 10,55 and inhomogeneity 10, and in some cases also the 
registration 54. Popular software packages such as BrainSuitec, FSLd, MIPAVe,, SPMf 10,54, and 
VBM8/CATg applied common Gaussian-mixture, maximum-likelihood, maximum a 
posteriori probability, and expectation maximization models 10,40,54,56. To increase accuracy 
and stability, recent approaches use brain-specific properties such as topological constrains 57, 
multimodal input images 10,54, longitudinal modeling 58, species or aging-specific templates 
and parameters 12,58, or other concepts entirely 59. The segmentation can further be used for 
intensity normalization of MRIs 43.  







Spatial registration estimates a mapping between the individual brain and common 
templates 60. They are typically realized as iterative processes and start with affine 
transformations and low frequency deformations that are systematically increased to reduce 
the anatomical variance of the subjects 46. Atlas maps that partition brains into different 
regions are often manually obtained in the native (subject) space and mapped to an average 
template space 24 or are directly generated in the template space 25. Besides manual-defined 
atlas maps, automatic parceling methods e.g., fMRI and dMRI connectivity maps have also 
been suggested 61,62. 
 
4.2. Mesh generation 
Shape analysis requires surfaces with identical topology with the same faces and a similar 
number of vertices that can be achieved in two manners. The direct approach (top-down) uses 
an existing template mesh and deforms it to the individual anatomy 63-65. This type of surface 
deformation works well for simple unfolded objects such as the skull 66, but runs into 
problems in the case of strongly folded structures 27. Therefore, bottom-up methods dominate 
surface reconstruction with the creation of individual objects and registrations to an average 
mesh, typically a sphere 11,12,21,22,27,51,56,67,68.  
Due to its wide set of cognitive function, the reconstruction of the neocortex of both 
cerebral hemispheres is most relevant and different reconstruction pipelines have been 
purposed, such as BrainSuite 69, BrainVoyagerh 68, Careti 12, CATj, ASP/CLASPk 27,63, 
FreeSurferl 11, and MIPAVm 67. Most methods reconstruct the GM-WM (inner/WM) surface 
that allows a better initial representation of the folded brain than the GM-CSF (outer/Pial) 
boundary that is often blurred in sulcal regions 22,27,56,63,67,68,70. They fixed and optimized the 
mesh topology and deformed it to the CSF-GM boundary to estimate cortical thickness 
27,37,63,71. Some methods prefer the central surface to represent the cortex 12,51,67. The central 
surface runs in the middle of the cortex and is the average of the inner and outer surface and is 
therefore less noisy compared to either the inner or outer surface. 
Another approach is applied by BrainVisan that uses the WM surface to create independent 
surfaces of the major sulci to estimate and compare their morphology 48,69. Besides the cortex, 
reconstruction of other brain structures such as ventricles 72, hippocampi 73, basal ganglia 73, or 
fiber tracts 74 have been proposed.  
4.3. Mesh modification 
The modification of surface meshes is required to optimize the initial meshes, prepare the 
surface registration, and create modified meshes for specific shape measures. Surface meshes 
can be modified in different ways, with the most important including: (a) smoothing and 
inflation, (b) deformation, (c) remeshing, (d) decomposition, and (e) averaging (see Figure 4). 











Figure 4:  The surface creation and many shape measures require modification of the surface, e.g., 
to create smoother unfolded versions, repair the topology, or reduce the resolution for faster 
processing. The most typical operations are illustrated here for the central surface CS in 2D (A) and 3D 
(B): smoothing averages the coordinates of each vertex with its neighbors and remove artifacts, 
anatomical details, or the folding pattern (a). Deformation moves the vertices based on internal (e.g., 
mesh connectivity) and external forces (e.g., tissue intensities) (b). Remeshing 
(reduction/refinement/repair) changes the complexity and topology of the mesh (c). Parameterization 
comprises the analysis and synthesis of signals by sums of simpler trigonometric functions (d). 
Averaging mix normalized meshes with different vertex positions but identical structures to create a 
common mesh (e).  
 (a) Smoothing and inflation 
Smoothing of mesh geometry reduces noise and artifacts by averaging the coordinates of 
neighbored vertices. At the same time, it removes anatomical details and unfolds the surface 
with growing number of iterations 12,37,75. 
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 (b) Deformation 
The movement of mesh vertices (deformation) allows small refinements by anatomical 
details, e.g., to handle longitudinal changes 49,64, midscale deformation such as the 
transformation of the brain surface position (e.g., from the GM-WM to the GM-CSF boundary 
22,27,56,67,70), as well as large changes such as the transformation from one individual surface to 
another one 63,65,66. The deformation is controlled by internal (e.g., mesh connectivity) and 
external forces (e.g., vector fields based on image intensity). 
 (c) Remeshing and Repairing 
Remeshing describes the modification of the mesh structure by resolution and topology 
changes. Remeshing algorithms can reduce or increase the number of vertices and faces by 
preserving geometry, topology, and other properties to optimize computational and anatomical 
constrains, e.g., to guarantee a uniform sampling distance of the mesh after topology 
correction or deformation 76. Due to noise, artifacts, blood vessels, and resolution limits, the 
initial surface often contains topological defects (holes and handles), islands (unconnected 
components), singular vertices or complex edges, gaps, overlaps, intersections, or inconsistent 
orientations that require repairing by geometrical or topological correction of the mesh 68,77.  
 (d) Parameterization 
The Fourier analysis and synthesis describes the representation, approximation, and 
reconstruction of signals by sums of simpler (trigonometric) functions. It allows the 
application of spherical harmonics (a fast Fourier transformation on the sphere) for objects 
that can be simplified as a folded sphere such as the cortical hemispheres 33,78. The fraction of 
specific frequency can be used for shape characterization 78, specific folding measures (see 
section 4.5), and to remove specific frequency patterns (e.g., artifacts) 33,77.  
 (e) Averaging 
After surface registration (see next section), the relations between the vertices of multiple 
meshes allow the creation of an average mesh with the topology of one of the meshes and a 
mix of the coordinates of the linked vertices 63,67,75. The average mesh can be used for folding 
measures, data representation, and visualization.  
4.4. Spatial normalization and spherical registration of meshes 
To compare individual meshes, a stable mapping to a common template (e.g., a sphere) is 
required 16,36,75. The surface registration is the minimization of surface properties and shape 
featureso for small (intra-individual) 28, medium (inter-individual) 16,36,75, or large (inter-
species) folding patterns 16. Although voxel-based registration works with high accuracy, 
surface-based registration profits by the improved characterization of the cortex by surface 
measures and matching techniques with advanced alignment of individual structures.    
                                                
o Mesh properties such as the area and inner angles of each face. 
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4.5. Surface measures 
There are various ways to describe structural properties of one or more multiple shapes: (a) 
projection of volumetric data, (b) (cortical) thickness, (c) surface relations, (d) curvature, (e) 
depth, (f) (span) width, (g) parameterization, and (h) landmarks (see Figure 5). 
  
   
Figure 5:  Conceptual surface measures: (a) intensity, (b) thickness, (c) surface relation, (d) 
curvature, (e) depth, (f) span(width), (g) parameterization, and (h) landmarks. Shown is the 2D 
illustration of the central (CS), inner (IS), outer surface (OS), and unfolded versions such as the hull 
surface SH, its counterpart SiH, and the filtered unfolded surface SF. 
 (a) Value extraction 
The extraction of intensity can be used to process volumetric data from different MRI-
modalities such as T1, T2, PD, dMRI, qMRI, or fMRI at different layer-specific positions, 
e.g., to characterize local myelinization 42, fiber orientation (DTI tensor field vs. surface 
normal) 79, fiber density 80, or tract geometry 81. For further information and discussion, see 
chapter 2.4 (cytoarchitectonic tissues and MRI-based signal intensities).  
 (b) Thickness 
One of the best known and most frequently used shape measures is the cortical thickness 
(sometimes also named cortical depth) that describes the width of the GM ribbon as the voxel- 
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or surface-based distance between the inner and outer boundary. There are multiple metrics to 
estimate the thickness, most important are the (average) nearest neighbor Tnear (FreeSurfer) 
37,63,71, the surface normal Tnormal 63, the coupled surface Tlink 27,37,63, the Eikonal TEikonal 51,67, 
and the Laplacian metric TLaplacian 51,82. Although these metrics lead to slightly different results 
that should not be confused, similar patterns have been observed 29,32,35,51,52,63,80,83. For further 
information and discussion, see chapter 1.2 (cortical thickness).  
 (c) Surface relations 
The complexity of a shape can be measured in relation to simplified unfolded version(s) 
with removed local details by (i) smoothing, (ii) morphologic operations such as closing or 
opening, (iii) averaging, (iv) down-sampling, or (v) other low-frequency representations such 
as spherical harmonics 84. The most famous surface relation-based complexity measures are 
the gyrification index (GI) and the fractal dimension (FD).  
The GI was first defined as the relation between the length of the folded contour and its 
envelope contour within a slice 85. With growing computational possibilities, the GI was 
automated regional surface-based 86 and continuous surface-based measures 18,87. The GI was 
applied in the context of evolution 17, development, aging, and diseases 18.  
The FD is a complexity ratio that describes how details in a pattern change with the scale at 
which it is measured 88. The classic example is given by measuring the coastline of England 
that increases with finer scaling, recording more and more local details. In a similar way, the 
cortical folding of the brain can be partially characterized by describing the local enlargements 
by increased folding 89. The FD of the brain can be defined by reducing volume 89 or mesh 
resolution 84. FD has been applied to normal development and aging 89, as well as in the 
context of diseases 84.  
The principle advantage of these measures is the intrinsic handling of the object size that 
allows simple comparisons for different individual and evolutional development stages 85,88. 
Interestingly, GI and FD end up with a similar complexity of about 2.5 for the human brain 
84,87. 
 (d) Curvature 
The local curvature of a surface can be illustrated in 2D as a circle that fits the local 
contour. In 3D, the so-called principal curvaturesp are estimated for each vertex and allow the 
definition of a wide set of folding measures, with the four most prominent: (i) the (absolute) 
mean curvatureq 90,91, (ii) the Gaussian curvaturer 86,90, (iii) the shape indexs 90, and (iv) the 
curvednesst 90. In most cases, the cortical curvature is described as the average of the curvature 
of the inner and outer surface that is equivalent to the curvature of the central surface 91. 
Because the principle curvatures depend on brain size 78,91, more complex measures try to 
incorporate normalization factors 86,90. Nevertheless, most curvature measures correlate 
strongly, and restriction to the best fitting and simplest measures is recommended. Curvature 
                                                







measures were successfully used to describe changes in normal development, aging, and 
various diseases 86,90,91. 
 (e) Depth 
The brain surface can be seen as a 3D signal 84 and its folding can be described by its 
frequency and amplitude.. The amplitude can be characterized as the distance to a simplified 
surface, typically the hull surface of each hemisphere 82. Similar to thickness, multiple 
distance metrics are available: the nearest neighbor 16, the Eikonal 67, the Laplacian 82, and the 
geodesic distance metric 92. The nearest neighbor metric can cross sulci and gyri and therefore 
have lower values (especially in the Sylvian fissure), whereas the geodesic distance have the 
highest values 92. Sulcal depth changes have been found in normal development, aging, and in 
various diseases 92.  
 (f) (Span)width 
Besides the sulcal depth as a folding amplitude, the frequency of folds is also an interesting 
parameter that allows various measures including width, span, diameter, or thickness that 
describe the full or half distance between two sides of a gyrus or sulcus 6,83,93. The width of the 
WM of a gyrus describes the local amount of myelinated fibers and how strong a region is 
connected to other regions 83, whereas the width of the CSF within a sulcus facilitates the 
investigation of local atrophy of WM and GM 93. 
 (g) Parameterization 
A more abstract way of describing the folding is given by the spectral analysis of shape 
features 46,78. Even complex signals can be described by simpler signals, e.g., the 
decomposition into a set of cosine or sine waves of different wavelength. This can be done by 
analyzing stepwise unfolded versions of the surface by Laplace-Beltrami 94, Spherical 
Harmonic 33,34,84, or Wavelet decomposition 34. The spectral analysis of shape features allows 
a focus on specific spatial frequency bands that give the most important information to 
describe differences in the folding pattern 46,78, where especially the second and third folding 
degree is relevant and not the basic shape of the brain or head 78. It is important to mention 
that low folding reconstruction (Fourier synthesis, see Figure 4B) creates an abstract pattern 
that supports no straightforward interpretation e.g., as a development pattern 95. 
Parameterization has been applied in the context of development, aging, and various diseases 
46,78. 
 (h) Landmarks 
Besides global and continuous measurement, the subdivision of the cortex into gyral and 
sulcal regions 62,96, or the extraction of surface landmarks such as sulcal bottom lines and pits, 
or gyral crones and peaks 97-99 were developed to support region-based analysis 69,96, to extract 
further anatomical features 97,98, or to improve registration accuracy 36. The classification of 
special regions and structures can be further improved by other modalities such as dMRI 61 
and fMRI 62. In particular, BrainVisa focuses on the analysis of sulcal surfaces and allows the 
estimation of sulcus-specific measures of length, width, and folding 23,93,99. 
 Interim conclusion 
There are many approaches that describe different properties of the surface shape, 
reflecting new opportunities, as well as challenges for morphologic brain analysis, due to 
overlapping and similar measures, variable dependency of brain size (scaling invariance), and 
highly abstract measures that do not allow straightforward interpretation. A clear theory about 
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the anatomical background of shape changes and the behavior of the applied measures is 
therefore essential.  
4.6. Surface analysis (SBM) 
Surface analysis, especially the cortical thickness and folding measures, have become an 
important aspect of structural brain imaging. Similar to VBM, SBM can be evaluated globally, 
by regions, or continuously over the whole surface. Beyond that, it allows new and more 
subtle measures, anatomical correct registration and smoothing, and direct interaction with 
mathematical folding models. 
In the previous chapter, several different types of surface measures were introduced. In 
particular, shape measures allow questions to be answered that VBM does not support. SBM 
allows the simplified decomposition of the GM volume VGM into surface area AGM and 
thickness TGM:  
 VGM  = AGM · TGM,        (1.2) 
where the local folding can be neglected due to the expected compensation by the alteration of 
the cortical layers 1,13,20. The decomposition of volume is especially important in brain 
development, with increasing surface area (tangential growth), but decreasing cortical 
thickness due to WM formation that impedes GM volume analysis.  
The cortex is an organized surface 13,18,48 making surface registration preferable compared 
to volume-based methods. Besides, the registration and, in particular, the smoothing benefit 
from the surface-based organization of the brain, where the surface distance between the top 
of opposing gyri is in most cases more than twice the direct distance 32,37,38 and a typical 8 mm 
volume-based smoothing blurred opposing sulci and gyri 37,71,75 (see Figure 3). Smoothing has 
the general effect of rendering the data to be more normally distributed and thereby increases 
the validity of the subsequent statistical tests and reduces outliers by noise, artifacts, or 
preprocessing errors 32,37,38. 
Recent computational folding models demonstrated that gyrification depends on surface 
properties and that such models are capable of forecasting individual folding pattern 
development 15,18,19,39,49. Hence, they also predict which circumstances lead to current folding 
patterns and can be used to understand developmental diseases such as autism spectrum 
disorder, or schizophrenia 18,84. Surface measures are therefore an important source of 
validating and improving cortical folding models. On the other hand, folding models can help 
to refine surface generation by further constraints or improve brain phantoms such as the brain 
web phantom 50 by supporting anatomical changing (longitudinal) phantoms for method 
evaluation. 
The major drawbacks of SBM are: (i) the high complexity, which makes it vulnerable to 
noise, artifacts, and errors, (ii) the considerable computational demands, and (iii) the 
sophisticated interpretation of some folding measures. Surface preprocessing is more complex 
and therefore in general more error-prone and it is expected to be less sensitive (due to its 
constraints), as well as less robust (because of its complexity), especially for subtle changes in 
brain plasticity. On the other hand, constraints can improve the robustness and the increased 
complexity comes along with more characteristic measures, anatomical advanced registration 
and smoothing that may compensate this handicap 35,84. Because of the high amount of 
available measures, the challenge is to focus on measures that describe the expected changes 
or the use of big data techniques. A general limit of some gyrification measures is given by the 
arbitrary definition of unfolded structures, different metrics, and normalization factors. Many 
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folding measures use unfolded structures that include the Sylvian but not the inter-hemispheric 
fissure, which might therefore bias the results. Furthermore, some folding measures are 
limited in describing the correct localization of changes that depend on deep WM tracts or the 
ventricle. Different metrics, e.g., for thickness or curvature, lead to slightly varying results, 
that limit the comparisons of different studies. It is also relevant to know if the used measures 
are intrinsic scaling invariant such as most relation measures that compare a folded and 
unfolded surface of the same subject, in contrast to most absolute measures, such as thickness, 
curvature, folding depth, and width, that depend on brain size and require covariates such as 
the total intra-cranial volume (TIV) for scaling normalization in the analysis 83.  
Similar to VBM, SBM relies on the quality of the original data, with recent studies showing 
a clear influence of image quality on structural measures, with lower quality leading to GM 
underestimation 100 making quality assurance an important side aspect of the analysis 47,53. 
4.7. Conclusion 
Shape properties are one of the key factors to understand the causes and effects of 
individual and evolutional folding development 14,15,18,19,21,22. Because folding is mostly 
affected by early development, shape measures have a high potential to investigate 
developmental dysfunctions even in the adult brain. Surfaces come along with a wide set of 
new or improved measures and an anatomical convenient registration and smoothing model. 
The description of surface characteristics by surface measures is essential for enhanced 
mathematical folding models that can simultaneously improve surface reconstruction, 
measures, and their validation 15,18,19,84. Surface analysis offers a number of new measures 
with various definitions and properties that require careful evaluation, especially of abstract 
shape measures 46,78,84. 
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The central surface (CS) of the brain 
cortex may have analytical advantages 
compared to boundary surfaces between 
the gray matter (GM) and either the white 
matter (WM) or cerebrospinal  uid (CSF) 
(Liu et al., 2008). Here, we present a new 
method that allows an anatomically correct 
reconstruction of the CS using a projection-
based thickness (PBT) algorithm. It is based 
on CSF-GM-WM tissue segmentation and 
requires no explicit sulcal reconstruction. 
A test suite of phantoms with known 
thickness, resolution, and noise levels is 
used for validation.
METHODS
MRI images are  rst segmented into di erent tissue 
classes using toolbox (http://dbm.neuro.uni-jena.de). The 
resulting segmentation is  rst manually separated into 
hemispheres and  lled in the ventricular and subcortical 
regions. For each GM voxel, the distance from the GM/WM 
boundary is projected through the GM using a standard 
graph-based distance method (Figures 3b2 & 3b3). The 
result is a GM distance map whose values at the GM/
CSF boundary represent the GM thickness. These values 
at the GM/CSF boundary are then projected back to the 
GM/WM boundary (Figure 3b5). The voxels with the 
median GM thickness, found by examining the ratios 
of the forward- and reverse-projected maps, can then 
be used to locate the central surface. As a basis for comparison, we constructed another CS 
using a Laplace-based thickness measure on the original  lled tissue segmentation map 
(Jones et al., 2001). This method requires an explicit sulcal reconstruction step (Bouix et. 
al., 2000) and a correction step for underestimated measurements. The thickness map is 
generated by calculating the length of the Laplace streamlines that traverse the GM band. 
For validation, there were two types of spherical phantoms: a “gyral” case with WM/GM/
CSF and a “sulcal” case WM/GM/WM. Furthermore, a brain phantom with high convolution 
and uniform thickness is used to simulate di erent thickness, noise, and resolution levels 
(Figure 4). All phantoms were processed using the PBT method and Laplace method. Three 
di erent surfaces were identi ed in the volumetric data: the GM/WM boundary, the GM/
CSF boundary, and the CS. Since the location of these surfaces in the volumetric data of the 
phantoms is known, the two data sets could be directly compared.
Central Surface Reconstruction 
using a Projection Scheme
Robert Dahnke, Rachel Aine Yotter, Christian Gaser
Structural Brain Mapping Group, Department of Psychiatry
Friedrich-Schiller-University of Jena, Germany
RESULTS
The location of the CS in volumetric space 
identi ed using the PBT method is exact 
and stable over a wide range of resolution, 
thickness, and noise levels, when compared 
with the original location of the CS in the 
phantoms (Figure 5 & 6). Figure 7 shows surface 
maps of the distance error for both the PBT 
and Laplace method. For most cases, the PBT 
method outperforms the Laplace method; however, for lower thickness values, there is 
a slight underestimation. Figure 7 shows the results of CS reconstruction. Figure 5 shows 
the mean distance error and standard deviation for the suite of phantoms. Lowering the 
resolution results in the same mean distance error but with higher standard deviation (i.e., 
more noise). The addition of Gaussian noise leads to both a higher standard deviation and 
an underestimation of mean values, if no noise correction during segmentation is used.
Overall, the PBT method allows an accuracy comparable or better to the Laplace method for 
gyral regions, because the used distance measure overcomes grid restrictions of standard 
voxel-based distance measures. In sulcal regions, the PBT method produces more exact 
and stable results than the Laplace method, because it does not require the error-prone 
sulcus reconstruction step. Misdetections for thickness levels below sampling resolution 
are expected due to the sampling theorem. To get a correct topology for further analysis 
a topology correction (Yotter et all., 2010) is necessary.
CONCLUSIONS
We have presented a new method that allows an exact, stable and fast estimation of the CS 
within MRI volumetric data. As an additional bene t, the PBT method also delivers an accurate 
GM thickness measurement (Dahnke et. al., 2010). Future work involves developing an automatic 
method to  ll the ventricular and subcortical regions. It may also be of interest to compare 
surface reconstructions directly using a metric such as the Hausdor  distance.
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Formel 1: succ...
Gyral case: Sulcal case:c) Projection scheme:
1) Initial case:
There are no neighbors of v that are successors of v 
(Eq. 6, succ(v)). So v use its own distance as thickness.
N1) d + 0.70 < d + 0.36  = d1 < d + 1.75
N4) d + 0.50  < d + 0.32  = d2 < d + 1.25
N1 and N4 are siblings  (both have a to similar 
distance) and no successors. N2 and N3 have 
no values, because they contain no GM . So v 










If there are successors of v available, then the thickness






, if D(v) + a1 * D26 (n) < D(n) < D(v) + a2 * D26 (n)
, else
N1) d + 0.50 < d + 0.32 = d1 < d + 1.25
N2) d + 0.70 < d + 1.33 = d2 < d + 1.75
N3) d + 0.70  < d + 0.90  = d3 < d + 1.75
N4) d + 0.50  < d + 0.36  = d4 < d + 1.25
Only N2 and N3 are far enough away to be 
successors and the mean of  their thickness 
gives thickness of v. N1 and N4 are only siblings.
N1) d + 0.70 < d + 0.16  = d1 < d + 1.75
N1 is the only neighbor with higher distance, but it is 
only a siblings  (it have a too similar distance) and no 
successors and v use its own distance as thickness.
N1) d + 0.50 < d + 0.90 = d1 < d + 1.25
N2) d + 0.70 < d + 1.33 = d2 < d + 1.75
N3) d + 0.70  < d + 0.71  = d3 < d + 1.75
N4) d + 0.50  < d + 0.32  = d4 < d + 1.25
Only N3 is far enough away to be a successor, so  v 
gets its thickness value. N1, N2 and N4 are only 
siblings of v, because their distance is too low.  
v
sibling of v 
successor of v
neighbor of v that is outside GM



















































































































































































































































































































b2) WMD b3) CSFDb1) SEG b4) GMTI = min(WMD+0.5,CSFD) 
b5)  GMTP b6) GMTD = WMD + CSFD b7) GMTF = min(GMTI ,GMTD ) b8) PP = (GMT-WMD)/GMT
sulcal overestimation








a) Algorithm ow diagram
Input  SEG image (b1)
WM and CSF distance 
calculation (b2 & b3)
GMT initialisation (b4)
GMT projection (GMTP) &
direct GMT estimation
(GMTD; b5 & b6)
combination of GMTP and GMTD (b7)
Calculation of percentage 
position (b8)
Central Surface (CS) estimation 















but still connected in 
3D




3) Sulcal blurring 4) Final CS position 5) Final IS and OS I) Original vs. nal CS II) problematic simulation of higher
 thickness levels of step 2 and 5, 
 with a bad representation of the IS











































Illustration based on  „Gray’s Anatomy of the Human Body“, 1918
coronal slice of the 
left hemisphere
Fig. 1: Cortical macro- and microstructure of the cerebral cortex, a 
highly folded sheet of gray matter (GM), lies inside the cerebrospinal 
ﬂ uid (CSF) and surrounds a core of white matter (WM). Inwardly folded 
regions are called sulci whereas outwardly folded areas are denoted 
as gyri. There are three common surfaces to describe this sheet: the 
outer surface (OS), the inner surface (IS), and the central surface 
(CS). The CS roughly corresponds to the cytological lamina (or layer) 
IV and allows a better representation of the cortical GM sheet and 






Tissue Segmentation (SPM) &
SEG generation
Separation into left hemisphere, 
right hemisphere, and cerebellum 
Masking of SEG per hemisphere & lling 
of subcortical regions
Creation of the central surface (CS) 
with cortical thickness information







Fig. 2: Flow diagramm of major processing steps.
Fig. 3: Subﬁ gure (a) shows a ﬂ ow diagram of the PBT approach, where subﬁ gure (b) show 2D illustrations of the volume 
maps of (a). Our me hod u ed the successor relation given by the WM istance (b2) to project thickness values from the 
outer boundary (b4) over the whole GM (b5). WM distance is estimated with a graph-based method that allows using of PVE 
information’s. We additio ally use the direct GM thickness GMTD (b6) – which is overestimated in blurred area , bu  helps 
to reduce artifacts like blood vessels – to create a ﬁ nal map GMTF (b7) with minimal thickness of both thickness maps. If v 
has no successors, it uses its own distance as thickness, else it uses the mean thickness of its successors. After estimation 
of cortical thickness,  perce tage po ition map PP is generated to create the CS and a cortical thickness map.
Fig. 4: Illustration of the brain phantom generation (a1 - a5), the major changes (aI & aII), and real changes of the 
phantom surface (b-f). 
Fig. 6: Results of the spherical (a) and brain phantoms (b) for different different parameter (blue = PBT, red = Laplace).
4) 2.50 mm thickness, 1.00x1.00x1.00 mm3, 10% noise
2) 2.50 mm thickness, 0.75x0.75x1.78 mm3, 0% noise
2) 1.25 mm thickness, 1.00x1.00x1.00 mm3, 0% noise






Fig. 3) Shown are some of the resulting central surfaces for dierent simulated parameters. Blue areas are to close to the WM, whereas red 
areas are to close to the CSF.








mean surface position for 








mean SD for spherical  
and brain phantoms 
Fig. 5: Mean error (left) and standard deviation (right) for 
all phantoms.
Fig. 8:  Brain phantom surfaces of real MR images.
INTRODUCTION
Cortical thickness estimation can provide clinically relevant information with respect to 
several neurodegenerative diseases, such as Alzheimer’s disease (Thompson et. al., 
2004) and schizophrenia (Kuperberg et. al., 2003). Previously, most cortical thickness 
measurements have focused solely on grey matter (GM) thickness. Here, we present a 
method that allows, besides GM thickness, also the thickness estimation of white matter 
(WM) and cerebrospinal ﬂ uid (CSF). All thickness measurements are projected onto a 
common surface (the central surface, or CS), allowing direct comparison of thicknesses 
of all tissue classes. A test suite of phantoms is used for validation.
METHODS
A projection-based thickness (PBT) method was ﬁ rst used to locate 
and reconstruct the CS from volumetric data (Dahnke et. al., 2010). 
Brieﬂ y, the PBT method uses a graph-based method on tissue 
segmentation images to ﬁ nd the median GM thickness location 
and reconstruct the CS. An additional beneﬁ t of this method is the 
generation of an accurate GM thickness measurement. The thickness 
measurements for the CSF and the WM are also found using a similar 
projection-based thickness measurement (Figure 1). To estimate the 
WM thickness, a graph-based method is used to project the thickness 
values from the WM/GM boundary to the inner space. Since only 
the WM thickness in gyral regions are of interest, the values were 
thresholded to 2 mm. These values are then projected back towards 
the WM/GM boundary, such that the WM voxels at the boundary are 
labeled with the local WM thickness. By accounting for the thickness 
of the GM between the CS and the WM/GM boundary, these values 
can then be further projected onto the CS directly. The thickness of the CSF is projected onto the CS 
similarly, with the skull as the outer boundary. These CSF thickness measurements also required 
an additional correction of half of the local GM thickness, due to blurring near the skull boundary. It 
may also be desirable to smooth the thickness measurements to reduce inter-subject variability. The 
type of smoothing would depend on the type of analysis being conducted. For these simulations, 
an optional Gaussian smoothing step was used. For validation, there were two types of spherical 
phantoms: a “gyral” case with WM/GM/CSF and a “sulcal” case with WM/GM/WM. Furthermore, a 
brain phantom with high convolution and uniform thickness is used to simulate different thickness, 
noise, and resolution levels. The thickness values for all tissue classes were known for the phantoms, 
allowing for direct evaluation of the thickness measures using the PBT method.
RESULTS
Figures 2 and 3 show the results of our PBT 
and the Laplace method. PBT produces 
more exact and stable results for nearly all 
phantoms and parameters. All thickness 
values are normalized by the expected 
thickness value. Figure 4 shows the resulting 
brain phantom surface with their normalized 
thickness for different parameter.
Brain Tissue Thickness Estimation
using a Projection Scheme
Robert Dahnke, Rachel Aine Yotter , Gabriel Ziegler, Christian Gaser
Structural Brain Mapping Group, Department of Psychiatry
Friedrich-Schiller-University of Jena, Germany
By examining surface maps of all three thickness measures, preliminary results suggest 
that atrophy from disease states can be highlighted. In Figures 5 and 7, subject A23 is from 
a scan of a schizophrenic patient, and the thickness pattern of this subject deviates from 
the thickness pattern of healthy subjects. It may also be possible to examine inter-species 
differences between the ratios of the three thickness measures (Figure 5b).
Smoothing helps to reduce the variability arising from individual folding patterns, 
especially for WM and CSF thickness measurements (Figure 6). By smoothing, 
variability that arises from imaging quality is also reduced (Figure 7).
CONCLUSIONS
We have presented a new method that allows estimation of all brain tissue classes that allows 
a more complete description of cortical change based on local thickness of CSF, GM, and 
WM. Cortical thickness has been found to correlate with the progress of neuropsychiatric 
disorders. Usually, the local thicknesses of different tissue classes have not been directly 
compared. Since the projection-based thickness method can measure the thickness of 
all tissue classes locally, it is possible to extract the ratio of thicknesses across the brain 
surface. For instance, atrophy could be marked not only by a decrease in GM thickness, 
but also an increase in CSF thickness (Kochunov, 2010). By examining the ratios between 
all three tissue classes, it may be possible to extract more subtle patterns of structural brain 
changes due to disease or environmental manipulation. Preliminary results suggest that 
this may be the case, but more subjects are needed before drawing a deﬁ nite conclusion. 
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Fig. 2: Normalized thickness error (left) and standard 
deviation (right) for all phantoms.







CSFT =  CSF thickness
WMT  =  WM thickness
GMT  =  GM thickness
Fig. 3: Results of the spherical (a) and brain phantoms (b) (blue = PBT, red = Laplace).
b) c)
a4) 2.50 mm thickness, 1.00x1.00x1.00 mm3, 10% noise
a3) 2.50 mm thickness, 0.75x0.75x1.78 mm3, 0% noise
a2) 1.25 mm thickness, 1.00x1.00x1.00 mm3, 0% noise











CSFT =  CSF thickness
WMT  =  WM thickness
GMT  =  GM thickness
Fig. 1 Subgure (a) shows some of the resulting surfaces for dierent simulated parameters (for GM thickness). Blue areas are to close too thin, 
whereas red areas are too thick. The top row of subgure (b) shows the mean normalized thickness and bottom row of subgure (b) shows the 
mean of the standard deviation of each case of the phantoms. Subgure c shows the denition of the CSF, GM and WM thickness.
Fig. 4: Brain phantom surfaces for different test cases.
Fig. 6: WM, GM and CSF thickness maps with varying 
iterations of Gaussian smoothing.
WMT L2 Gauss 50 iterations: GMT Gauss 50 iterations: CSFT Gauss 50 iterations:
GMT Gauss 100 iterations: CSFT Gauss 100 iterations:
WMT L2 Gauss 200 iterations: GMT Gauss 200 iterations: WMT Gauss 200 iterations:
Fig. 3: WM, GM and CSF thickness with dierent iterations of Gaussian smoothing.
WMT L2 Gauss 100 iterations:
 1.0 1.17 1.33 1.5 1.67 1.83 2.0  1.0 1.67 2.33 3.0 3.67 4.33 5.0  0.0 0.33 0.66 10 1.33 1.66 2.0mm mm mm
Fig. 7: WM, GM and CSF thickness maps for three different 
subjects with 200 iterations of Gaussian smoothing.
CG WMT: CG GMT: CG CSFT:
A23 WMT: A23 GMT: A23 CSFT:
C WMT: C GMT: C CSFT:
 1.0 1.17 1.33 1.5 1.67 1.83 2.0  1.0 1.67 2.33 3.0 3.67 4.33 5.0  0.0 0.33 0.66 10 1.33 1.66 2.0
Fig. 4) WM, GM and CSF thickness for three dierent subjects with 200 iterations of Gaussian smoothing.
mm mm mm
a) Human b) Chimpanzee
 1.0 1.17 1.33 1.5 1.67 1.83 2.0
 1.0 1.67 2.33 3.0 3.67 4.33 5.0
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 0.0 0.17 0.33 0.5 0.67 1.83 1.0






















Fig. 5: Dorsal view of W , GM, and CSF thickness maps for four different subjects (a) and a chimpanzee 
(b) with 200 iterations of Gaussian smoothing.
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INTRODUCTION
A strong relation between cortical convolution and cognitive development is known 
to exist between species (Hoffmann et. al., 1989). However, a relevant problem is 
how to quantify brain convolution accurately. To describe brain convolution, Zilles 
et al. deﬁ ned the gyriﬁ cation index (GI) as the relation between the inner and outer 
contour within a slice of a brain (Zilles et. al., 1988). Most previous approaches to 
measure the GI or other metrics related to convolution have some sort of drawback, 
for instance, requiring manual interaction which reduces measurement repeatability, 
using only coronal slices which may introduce an acquisition bias, etc. Here, we 
present a fully automatic method that overcomes these limitations. Furthermore, 
this method includes a local estimation of the GI that can be used to analyze brain 
subregions selectively.
METHODS
The algorithm uses a novel approach that relies on solving the Laplace equation. 
First, the MRI data is segmented using VBM8 into three different tissue classes: 
white matter (WM), grey matter (GM), and cerebrospinal ﬂ uid (CSF). Although any 
boundary can be used to measure GI, we chose to use the central surface (CS). 
The tissue segmentation maps are used to locate the CS within the GM using a 
projection-based thickness method (Dahnke et al., 2010). A hull volume is then 
created from the CS using a morphometric closing operation (Figure 1).
Using the CS and hull volume maps, the Laplace equation is solved for the 
spaces between the two surfaces in volumetric space (Jones et. al., 2001), 
such that a one-to-one vertex mapping between the CS and the hull surfaces is 
created. Figure 1 illustrates the method for a 2D slice. Calculation of the GI takes 
advantage of the fact that the Laplace equation ﬁ eld lines increase in density in 
regions of high convolution. To calculate the GI, these vertices are transformed 
into mesh representations of the two surfaces. For each vertex, an area value is 
assigned based on the average area of neighboring polygons. Finally, the local 
GI is calculated by calculating the area ratio of corresponding vertices. When 
calculated directly, this GI measure contains large values due to the inclusion 
of high-frequency folding patterns. These large values distort the GI estimation 
such that it no longer provides valid information. Gaussian smoothing of sulcal/
gyral areas reduces the effect of the high-frequency contributions and provides 
a more representative GI measure.
For validation, the global GI is calculated using the ratio of total surface areas 
of the CS mesh and an isosurface. The isosurface is found by ﬁ rst calculating 
the average MRI intensity value from the volumetric hull surface, then creating a 
new surface at that intensity value. The global GI is then compared to the local 
vertex-speciﬁ c GI values.
RESULTS
Global GI is around 2.25, whereas local values strongly depend on the regional 
folding pattern. The Laplace ﬁ eld forces all streamlines to the center of the sulci, 
which leads to highly nonlinear increases in GI values. Gaussian smoothing of the 
areas reduces the nonlinearity, thus improving the results. Figure 3 shows different 
test surfaces after Gaussian smoothing with 50, 200, and 800 iterations.
CONCLUSIONS
We have presented a new method that allows the estimation of the gyriﬁ cation 
index on a local level for 3D surfaces to describe brain convolution. In comparison 
to other local curvature measures, this method allows a one-to-one connection 
between the cortical surface and the hull. Previous measures often did not have 
a direct correspondence between the cortical surface and the hull (Schaer et. al., 
2008), while others relied on other shapes such as sphere or triangles (Toro et. 
al. 2008). As a side note, although the hull was generated using a morphometric 
closing operation, it is possible to generate a hull using the skull or by using another 
approach such as spherical harmonics (Yotter et al. 2010). In conclusion, these 
initial results suggest that it may be possible to extract meaningful convolution 
information within highly speciﬁ c brain subregions.
Acknowledgements
R.D, R.Y., & C.G. are supported by the German BMBF grants 01EV0709 & 01GW0740.
REFERENCES
Dahnke, R. (2010), ‚Central surface reconstruction using projection scheme‘, HBM2010 , no. 1809.
Jones, S. (2000), ‚Three-dimensional mapping of cortical thickness using Laplace‘s equation‘, 
Human brain mapping, vol. 11, no. 1, pp. 12-32.
Schaer, M. (2008), ‚A surface-based approach to quantify local cortical gyriﬁ cation‘, IEEE 
transactions on medical imaging, vol. 27, no. 2, pp. 161-170.
Toro, R. (2008), ‚Brain size and folding of the human cerebral cortex’‘, Cereb Cortex, vol. 18, no. 10, pp. 2352-2357.
Yotter, R. (2010), ‚Surface Fractal Dimension Metric from Spherical Harmonic Analysis‘, HBM2010.
Zilles, K. (1988), ‚The human pattern of gyriﬁ cation in the cerebral cortex‘, Anatomy and Embryology, 
vol. 179, no. 2, pp. 173-179.
E-mail: robert.dahnke@uni-jena.de PDF of the poster is available at: http://dbm.neuro.uni-jena.de/HBM2010/Dahnke03.pdf
Fig. 1 Projection of each vertex of the central surface to the boundary of the hull (left).
Hull representation of the central surface (red line in a) (right) with gyrication index.
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Qualitatively, the local GI provides information about the convolution in various 
brain regions. Figure 2 shows a surface map of the local GI values for three human 
subjects and a chimpanzee, while Figure 4 shows sagittal surface maps of three 
human subjects. Inter-subject variations are clear, but a general pattern is common 
among the healthy human subjects. Subject A23, a schizophrenic patient, also 
shows a large difference in local GI compared to healthy subjects, but this is a 
preliminary result which cannot be generalized to other schizophrenic patients 
without further study.
Promisingly, computation times were reasonable, requiring around 15 minutes for 




Fig. 2) Hemispheric dierences of Lapalce-based GI for three Humans (a) and one Chimpanzee (b).
  All GIs were calculated for a hull surface of the entire brain and smooted with 200 iterations.
a) Human b) Chimpanzee
 1.0 1.5 2.0 2.5 3.0 3.5 4.0
A23
Fig. 3 Impact of smoothing for Laplace based Gyrication Index (GI)
50 iterations 200 iterations 800 iterations
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Colin) CG) A23)
GI*=2.15 GI*=2.04 GI*=2.39
* global GI of the CS and its hullFig. 4) Laplace based Gyrication Index of three subjects with 400 iterations of surface based Gaussian smoothing.





Optimizing automated preprocessing streams for brain 
morphometric comparisons across multiple primate species
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INTRODUCTION
MR techniques have delivered images of brains from a wide array of species, ranging 
from invertebrates to birds to elephants and whales. However, their potential to serve as 
a basis for comparative brain morphometric investigations has rarely been tapped so far 
(Christidis and Cox, 2006; Van Essen & Dierker, 2007), which also hampers a deeper 
understanding of the mechanisms behind structural alterations in neurodevelopmental 
disorders (Kochunov et al., 2010).  One of the reasons for this is the lack of computational 
tools suitable for morphometric comparisons across multiple species. In this work, we aim 
to characterize this gap, taking the surface morphology of primate brains as an example.
METHODS
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Fig. 5: Brain surface morphology of individual subjects, as obtained  from the automated processing pipeline, arranged 
within a schematic primate phylogeny. Cerebral lobes and the cerebellum are coloured uniformly to illustrate some of the 
challenges posed by cross-species morphometry - namely, to identify, delineate and compare homologous structures.
CONCLUSIONS
Automated processing pipelines for surface-based morphometry still require considerable 
adaptations to reach optimal performance across brains of multiple species, even within 
primates (cf. Fig. 5). However, most contemporary datasets have a better signal-to-noise 
ratio than the ones used here, which provides for better segmentations and cortical 
surface reconstructions. Considering further that cross-scanner variability is well below 
within-species differences (Stonnington, 2008), the prospects look good for comparative 
evolutionary analyses of cortical parameters, and gyriﬁ cation in particular. In order to 
succeed, however, computational efforts on comparative morphometry depend on high-
quality imaging data from multiple species being more widely available.
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Fig. HE: Visualization of evolution of brains in primates based on the inner surface. The lobes, the sylvian 
















Figure 3 shows that noise reduction was generally necessary but, at least for 
these noisy data, anisotropic ﬁ ltering (SUSAN, diffusion ﬁ lter, Rician ﬁ lter) provided 
little improvement over simple isotropic ﬁ ltering. While several segmentations 
worked well in individual species, our focus was on cross-species optimization 
of the processing pipeline, and none of the tested segmentations performed 
uniformly well in all 11 species. The performance could be improved by some of the 
denoising approaches and by deviating systematically from the default parameters 
recommended for processing human brains (cf. Fig. 4). Depending on the size of 
the brains and on the processing path, it took a double-core 2.4GHz iMac from 
about two minutes (squirrel monkeys) to half an hour (humans) to generate the 
white matter surface from the T1 image. Nonetheless, the resulting surfaces always 
necessitated topology correction and - often considerable - manual cleanup.
Fig. 2: The denoising and segmentation parts of the 
processing streams tested on the Rilling and Insel 
dataset. Initially, they were run with the default settings, 
and the parameters then systematically varied to 
identify settings that were robust and applicable across 
the range of tested species.
Using a legacy dataset comprising MR scans 
from eleven species of haplorhine primates 
acquired on the same scanner (Rilling & 
Insel, 1998), we tested different automated 
processing streams, focusing on denoising 
and brain segmentation. Newer multi-
species datasets are not currently available, 
so our experiments with this decade-old 
dataset (which had a very low signal-to-
noise ratio by contemporary standards) can 
serve to highlight the lower boundary of the 
current possibilities of automated processing 
pipelines. After manual orientation into 
Talairach space, an automated bias correction 
was performed using CARET (Van Essen et 
al., 2001) before the brains were extracted 
with FSL BET (Smith, 2002; Fig. 1) and either 
smoothed by an isotropic Gaussian Kernel, 
FSL SUSAN (Smith, 1996), an anisotropic 
diffusion ﬁ lter (Perona & Malik, 1990), an 
optimized Rician non-local means ﬁ lter 
(Gaser & Coupé, 2010), or not at all (Fig. 2 
& 3). Segmentation of the brains (Fig. 2 & 
4) was performed separately by either FSL 
FAST (Zhang, 2001) without atlas priors, 
or using an Adaptive Maximum A Posteriori 
Approach (Rajapakse et al., 1997). Finally, 
the white matter surface was extracted with 
CARET, and inspected for anatomical and 
topological correctness. 
Fig. 4: Comparison of segmentation algorithms. First three from left: FSL FAST with 400+200, 200+100 
and 400+200+200+100 iterations for bias correction ﬁ eld smoothing. Right: Adaptive Maximum A Posteriori 
Approach (AMAP). Top row: Capuchin monkey. Bottom: Chimpanzee.
Fig. 3: Noise reduction (see also Fig. 2). From left to right: None, isotropic Gaussian Kernel, FSL-SUSAN, anisotropic 
diffusion ﬁ lter, optimized Rician non-local means ﬁ lter. Top row: Capuchin monkey. Bottom: Chimpanzee.
Fig. 1: Brains before (left) and after (right) brain 
extraction with FSL-BET. Top row: Capuchin monkey 
(Vincent). Bottom: Chimpanzee (Lulu; scanned with a 
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RESULTS
We test our method for normal adult and child brains, but also for extremely deformed brains with 
large ventricles. Figure 2 shows slices of different subjects with the T1-data as background and the 
personal atlas SLAB as colored overlay. The SEGPF map was used to generate surfaces with PBT 
(Dahnke et al. 2010). Figure 3 shows improvements of our method compared to VBM8.
INTRODUCTION
Skull-stripping and partitioning in major regions are important tasks for further analysis of MRI data 
that still allows improvements (Han et al., 2007; Sadananthan et al. 2010; Zhao et al, 2010). We have 
developed a new method to refine the SPM segmentation (Ashburner et al., 2005) by a improved 
removal of non-brain tissues, and to separate the brain into major regions. The method uses atlas, 
distance and intensity information, and was validated for normal and abnormal brains of subjects 
with different age.
METHODS
As input, the label map SEG and the anatomical bias corrected T1 image of the VBM8 toolbox 
(http://dbm.neuro.uni-jena.de) of SPM8 (Ashburner et al., 2005) are required (Figure 1). Dartel 
normalization (Ashburner et al., 2007) is used to project the atlas map ALAB onto subject space. It 
allows identification of major WM regions, and creation of an individual atlas map SLAB. 
After this first alignment, a graph-cut algorithm is used to allocate GM/WM voxels around these 
regions. To remove blood vessels and meninges the graph-cut of cerebral structures only allows small 
increases of the image intensity for clustered of neighbors to the start voxels. Remaining voxels are 
set to GM if they are close to the WM or added as blood vessel to the SLAB map. For further blood 
vessel detection, morphological operations, distance, and thickness information are used.
To find the ventricle, the bottleneck method (Mangin et al., 1996) is used. CSF voxels in the ventricular 
ALAB regions get a high potential, whereas voxels that belong to the background, cerebellum or 
brainstem represent low potential. The Laplace equation is solved within the CSF with Dirichlet 
boundary conditions. The biggest left and right component of voxels with more than 70% of the 
high potential were added as ventricle to the SLAB map. 
For subcortical structures, GM and WM voxels of subcortical and ventricular ALAB regions get high 
potential, whereas non-ventricular CSF is used as the negative potential. A threshold of 95% for 
the high potential is used to locate subcortical regions in the GM and update the SLAB map.
For surface reconstruction, ventricles and subcortical structures are filled and non-brain tissues 
are removed, resulting in a map SEGPF. Morphological operations are used in the neighborhood 
of the corrected regions to allow continuous structures.
Finally, the graph-cut algorithm divides each region into its left and right component, starting 
from the highest tissue class in SEGPF.
Partitioning of the brain using graph-cut
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Input images:  T1 image, VBM8 segment 
map SEG and atlas map ALAB.
Creation of TSEG image as a combination 
of the T1 and SEG image.
Identication of main structures in the TSEG 
images with help of atlas information.
Alignment of WM tissue with graph-cut.
Estimation of GM tissues around the main 
structures with graph-cut. Detection of 
blood vessels and meninges.
Identication of the ventricle and deep GM 
structures, and alignment of CSF.
Closing of the ventricle and deep GM 
structures for later surface reconstruction.
Bilateral alignment of all structures using 
graph-cut.
DARTEL projection of the atlas map to 
subject space.
Fig. 1: Algorithm ow diagram (with input and output images and sub-steps)
Removal of blood vessels and meninges. 





Fig. 2: Volumes of a normal child (far left), a normal adult (middle left), a normal old (middle right), 





Fig. 3: Standard VBM8 segmentation (left) contains more blood vessels (manually colored) than our 







Results for Study #221:
Dice coecient 0.9706 ± 0.0041
Jaccard index 0.9430 ± 0.0076
Sensitivity 0.9542 ± 0.0105
Specicity 0.9979 ± 0.0009
Fig. 4: Shown are results for 40 subjects processed using the SVE (Segmentation Validation Engine). 
More detailed results are available at http://sve.loni.ucla.edu/archive/study/?id=221.
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CONCLUSIONS
The new introduced method is able to improve the results of the default SPM8 segmentation 
and allows the separation of the brain into different atlas-based regions. Due to the DARTEL 
normalization, regional alignments have a high accuracy. Compared to Zhao et al., 2010, and 
Liang et al., 2007, it allows the alignment of major structures, as well as the correction for blood 
vessels and meninges and filling of subcortical structures and ventricles. 
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Figure 3: Stand rd VBM8 segm ntation (left) contains 
more blood vessels (manually colored) than our 
method (right). Further colors on the right surface 
indicate the different regions.
Figure 3: Shown are results for 40 subjects processed using the SVE (Segmentation Validation Engine). More 
detailed results are available at http://sve.loni.ucla.edu/archive/study/?id=221.
Figure 1: Algorithm flow diagram (with input and output images and sub-steps)
Figure 2: Volumes of a healthy child (far left), a healthy adult (middle left), a healthy old (middle right), and a 
patient (far right) at different axial levels (top row: AC+20 mm, bottom row : AC-20 mm).
SVE sesults for study #221:
Dice coefficient 0.9706 ± 0.0041
Jaccard index  0.9430 ± 0.0076
Sensitivity   0.9542 ± 0.0105
Specificity   0.9979 ± 0.0009
The Segmentation Validation Engine (Shattuck et 
al. 2009) was used for further evaluation (Figure 
4). Because the manual tracing method of blood 
vessels, meninges and CSF is not fully clear an 
interpretation of the results is problematic. In (Rehm 
et al., 2003) two experts created tracings with and 
without blood vessels, leading to big visible results 
in the volume rendering, but only small differences 
in Dice similarity (below 0.02). 
Calculation times are around 8 minutes on a 2.4 GHz iMac.
Standard VBM8 segmentation (left) contains more 
blood vessels (manually colored) than our method 
(right). Further colors on the right surface indicate the 
different regions.
RESULTS
As expected, both methods have a higher RMS error for thickness 
estimation than for surface generation, both produce better 
results with PVE, and both perform better for the simpler gyral 
case compared to the sulcal case especially with small sulcal gap 
or strong asymmetries. Predicted by the sampling theorem, both 
show a strong increase of RMS error below sampling resolution 
for thickness measurements, but not for surface generation. 
INTRODUCTION
Several properties of the human brain cortex, e.g., cortical thickness 
and gyri cation, have been found to correlate with the progress 
of neuropsychiatric disorders. The central surface (CS) of the brain 
cortex has analytical advantages compared to boundary surfaces 
between the gray matter (GM) and either the white matter (WM) 
or cerebrospinal  uid (CSF) (Liu et al., 2008).
Here we present an improved version of our PBT method (Projection 
Based Thickness; Dahnke et al., 2010) that allows an anatomically 
correct estimation of the cortical thickness and reconstruction 
of the CS that based on a CSF-GM-WM tissue segmentation 
without explicit use of a sulcus reconstruction. A framework 
with di erent kinds of phantoms is used for validation. 
Tissue thickness and central surface estimation 
using a projection scheme
Robert Dahnke, Christian Gaser
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CONCLUSIONS
We have presented an improvement of our PBT method, which 
allows an exact, stable and fast estimation of the cortical thickness 
and the central surface.
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Illustration based on  „Gray’s Anatomy of the Human Body“, 1918









CSF, GM and WM by VBM8
(www.dbm.neuo.uni-jena.de/vbm/)
Separation into left hemisphere, right 
hemisphere, and cerebellum 
Filling of subcortical regions and 
interpolation to 0.5x0.5x0.5 mm3
Creation of the CS with cortical 







Figure 1: THE CORTEX: Shown is an illustration of the cortical macro- and microstructure. The cerebral 
cortex is a highly folded sheet of gray matter (GM) that lies inside the cerebrospinal fluid (CSF) and 
surrounds a core of white matter (WM). Inwardly folded regions are called sulci whereas outwardly folded 
areas are denoted as gyri. There are three common surfaces to describe this sheet: the outer surface, the 
inner surface, and the central surface (CS). The CS roughly corresponds to the cytological lamina (or layer) 
IV and allows a better representation of the cortical GM sheet and improved accuracy of cortical surface 
measurements. Cortical thickness describes the distance between the inner surface and outer surface and 
is related to cortical development and diseases such as Alzheimer’s.
Figure 2: MAIN FLOW DIAGRAM: Shown is a flow diagram of the pre-processing steps of the CS and thick-
ness estimation. A tissue segmentation algorithm (from VBM8) is used to create a segmentation image SEG 
from an anatomical image. This segmentation image is used for (manual) separation of the cortex into two 
hemispheres and removal of the cerebellum with hindbrain, resulting in a map SEP. This map creates the 
map SEGPF’, a masked version of SEG with filled ventricular and subcortical regions. Both approaches used 
an interpolated version of the map SEGPF’ to create a CS with a cortical thickness value of each vertex. The 
red subfigure shows blurred sulcal regions, where CSF voxels were detected as GM due to noise removal 
included in the segmentation algorithm. These blurred regions need an explicit reconstruction of the outer 
surface for the Laplacian approach, whereas PBT uses an inherent scheme to account for these regions.
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Figure 3: Two spherical phantom types – one for the gyral case (CGW) and one for the blurred sulcal case (WGW) – were 
used with dierent parameters for each method. The rows and columns are used to describe curvature (given by inner 
radius) and thickness values under varying conditions (Table 1).
Table 1: Overview of parameters for the brain phantom test cases. For each test case, the anatomically expected range of 
each parameter was tested while all other parameters remained constant. The bracketed values give the number of test 
cases for each parameter. In most cases, only one default value was used. Because the cortex contains both blurred (CGW) 
and non-blurred (WGW) regions, both cases were tested. When testing sulcal width and position, more than one default 
value was necessary due to high variance in the results. For example, a symmetrical sulcus will produce better results than 
an asymmetric sulcus.
parameter curvature thickness PVE vs no PVE V vs. S type sulcus width rel. sulcus pos  
ranges 1.0:0.01:5.0 (401) 0.0:0.01:5.0 (501) 0 1 (2) V S (2) CGW WGW (2) 0.0:0.01:2.0 (200) 0.2:0.001:0.8 (601)
defaults  2.5 (1)  2.5 (1) 1 (1) S (1) CGW WGW (2) 0.0:0.50:1.0 (3) 0.3:0.2:0.7 (3)
LP thickness RMS error
LP position RMS error
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5












0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5















PBT thickness RMS error







a)  mean RMS error rates under dierent conditions
curvaturethickness vs. 
position (dark)










c)  thickness RMS error of thickness test
thickness (mm)
b) position RMS error of thickness test
d) thickness RMS error for changing sulcus width e) thickness RMS error depending on the relative sulcus pos. 
thickness (mm)
sulcus width (mm) relative sulcus position























0.2 0.3 0.4 0.5 0.6 0.7 0.8
 
sym.asym. asym.
LP thickness RMS error
LP position RMS error
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5












0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5















PBT thickness RMS error







a)  mean RMS error rates under dierent conditions
curvaturethickness vs. 
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c)  thickness RMS error of thickness test
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Figure 3: Two spherical phantom types – one for the gyral case (CGW) and one for the blurred sulcal case (WGW) – were 
used with dierent parameters for each method. The rows and columns are used to describe curvature (given by inner 
radius) and thickness values under varying conditions (Table 1).
Table 1: Overview of parameters for the brain phantom test cases. For each test case, the anatomically expected range of 
each parameter was tested while all other parameters remained constant. The bracketed values give the number of test 
cases for each parameter. In most cases, only one default value was used. Because the cortex contains both blurred (CGW) 
and non-blurred (WGW) regions, both cases were tested. When testing sulcal width and position, more than one default 
value was necessary due to high variance in the results. For example, a symmetrical sulcus will produce better results than 
an asymmetric sulcus.
parameter curvature thickness PVE vs no PVE V vs. S type sulcus width rel. sulcus pos  
ranges 1.0:0.01:5.0 (401) 0.0:0.01:5.0 (501) 0 1 (2) V S (2) CGW WGW (2) 0.0:0.01:2.0 (200) 0.2:0.001:0.8 (601)
defaults  2.5 (1)  2.5 (1) 1 (1) S (1) CGW WGW (2) 0.0:0.50:1.0 (3) 0.3:0.2:0.7 (3)
LP thickness RMS error
LP position RMS error
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a)  mean RMS error rates under dierent conditions
curvaturethickness vs. 
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c)  thickness RMS error of thickness test
thickness (mm)
b) position RMS error of thickness test
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a) mean number of topology 
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c) thickness RMS error:
d) position RMS error:
Figure 6: COLLINS PHANTOM: Diagram (a) shows the mean number of defects per hemisphere for PBT (blue), 
LP (red), and FS (green). Subfigures (b-d) show the ground truth surface of the Collins phantom noise test for PBT 
(left surface), LP (middle surface), and FS (right surface), in which the color map codes the cortical thickness of 
the ground truth surface (b), the mean thickness RMS error of all noise levels compared to the ground truth 
surface (c), and the mean distance RMS error of all noise levels to the ground truth surface (d).
Figure 7: REAL DATA: Diagram (a) show the mean number of defects per hemisphere for PBT (blue), LP (red), 
and FS (green). Shown in (b-d) are PBT (left column), LP (middle column), and FS (right column) surfaces with 
(b) cortical thickness calculated for the average surface, (c) mean thickness RMS error of all scans compared to 
the thickness of the average surface, and (d) mean distance RMS error of all scans to the average surface. 
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Figure 6: COLLINS PHANTOM: Diagram (a) shows the mean number of defects per hemisphere for PBT (blue), 
LP (red), an  FS (green). Subfigures (b-d) show the ground truth surface of the Collins phantom noise test for PBT 
(left surface), LP (middle surface), and FS (right surface), in which the color map codes the cortical thickness of 
the ground truth surface (b), the mean thickness RMS error of all noise levels compared to the ground truth 
surface (c), and the mean distance RMS error of all noise levels to the ground truth surface (d).
Figure 7: REAL DATA: Diagram (a) show the mean number of defects per hemisphere for PBT (blue), LP (red), 
and FS (green). Shown in (b-d) are PBT (left column), LP (middle column), and FS (right column) surfaces with 
(b) cortical thickness calculated for the average surface, (c) mean thickness RMS error of all scans compared to 
the thickness of the average surface, and (d) mean distance RMS error of all scans to the average surface. 
Figure 1: THE CORTEX: Shown is an illustration of the cortical macro- and microstructure. The 
cerebral cortex is a highly folded sheet of gray matter (GM) that lies inside the cerebrospinal 
ﬂ uid (CSF) and surrounds a core of white matter (WM). Inwardly folded regions are called sulci 
whereas outwardly folded areas are denoted as gyri. There are three common surfaces to 
describe this sheet: the outer surface, the inner surface, and the central surface (CS). The CS 
roughly corresponds to the cytological lamina (or layer) IV and allows a better representation 
of the cortical GM sheet and improved accuracy of cortical surface measurements. Cortical 
thickness describes the distance between the inner surface and outer surface and is related to 
cortical development and diseases such as Alzheimer’s.
Figure 3: Two s herical phanto  types – one for the gyral cas  (CGW) and one for th  blurred
sulcal case (WGW) – were used with different parameters for each method. The rows and 
columns are used to describe curvature (given by inner radius) and thickness values under 
varying conditions (Table 1).
Table 1: Overview of parameters for the brain phantom test cases. For each test case, the 
anatomically expec ed range of each parameter was tested while all other parameters remained 
constant. The brack ted values giv  th  number of te t ases for each parameter. In most 
c s s, only one efault value was used. Because th  cortex contains both bl rred (CGW) and
non-blurred (WGW) regions, both cases were tested. When testing sulcal width and position, 
more than one default value was necessary due to high variance in the results. For example, a 
symmetrical sulcus will produce better results than an asymmetric sulcus.
Figure 4: BRAIN PHANTOM: Subﬁ gure (a) shows the resulting surfaces for a simulated thickness 
of 2.5 mm, with an isotropic resolution of 1x1x1 mm3 and no noise. PBT produced overall good 
results (left), whereas the LP approach showed strong underestimation in sulcal regions due to 
the sulcus reconstruction step (right), even if sulcus error correction was used (middle). LP (b - 
red) produced much higher thickness RMS errors than PBT (b - blue). 
Figure 7: Some problems include step artifacts for anisotropic resolutions that are not apparent 
when using an isotropic resolution (a), as well as topological defects for the LP approach that are 
not present using PBT (b). Subﬁ gure (c) show the PBT without (top) and with blurring (bottom) 
correction of WM in gyral regions. 
Figure 5: COLLINS PHANTOM: Diagram (a) shows t e mean number of defects per hemisphere 
for PBT (blue), LP (red), and FS (green). Subﬁ gures (b-d) show the ground truth surface of the 
Collins ph tom noise test for PBT (left surfac ), LP (middle surface), and FS (right surface), 
in which the color map codes the cortical thickness of the ground truth surface (b), the mean 
thickness RMS error of all noise levels compared to the ground truth surface (c), and the mean 
distanc  RM  error of all noise levels to t e ground truth surface (d).
Figure 6: REAL DATA: Diagram (a) show the mean number of defects per hemisphere for PBT 
(blue), LP (red), nd FS (gre n). Shown i  (b-d) are PBT (le t column), LP (middle column), 
and FS (right column) surfaces with (b) cortical thickness calculated for the average surface, 
(c) mean thickness RMS error of all scans compared to the thickness of the average surface, 































Illustration based on  „Gray’s Anatomy of the Human Body“, 1918
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re 1: THE CORTEX: Shown is an illustration of the cortical macro- nd microstru ture. The c rebral
cortex is a highly folded sheet of gray matter (GM) that lies inside the cerebrospinal fluid (CSF) and 
surrounds a core of white matter (WM). Inwardly folded regions are called sulci whereas outwardly folded 
areas are denoted as gyri. There are three common surfaces to describe this sheet: the outer surface, the 
inn r surface, and the central su face (CS). The CS roughly corresponds to t e cytol gical lamina (or layer)
IV and allows a better representation of the cortical GM sheet and improved accuracy of cortical surface 
measurements. Cortical thickness describes the distance between the inner surface and outer surface and 
is related to cortical development and diseases such as Alzheimer’s.
Figure 2: MAIN FLOW DIAGRAM: Shown is a flow diagram of the pre-processing steps of the CS and thick-
ness estimation. A tissue segmentation algorithm (from VBM8) is used to create a segmentation image SEG 
from an anatomical image. This segmentation image is used for (manual) separation of the cortex into two 
hemispheres and removal of the cerebellum with hindbrain, resulting in a map SEP. This map creates the 
map SEGPF’, a masked version of SEG with filled ventricular and subcortical regions. Both approaches used 
an interpolated version of the map SEGPF’ to create a CS with a cortical thickness value of each vertex. The 
red subfigure shows blurred sulcal regions, where CSF voxels were detected as GM due to noise removal 
included in the segmentation algorithm. These blurred regions need an explicit reconstruction of the outer 
surface for the Laplacian approach, whereas PBT uses an inherent scheme to account for these regions.
re 2: MAIN FLOW DIAGRAM: Shown is a ﬂ ow diagram of th  pre-processing steps of the 
CS and thickness estimation. A tissue segmentation algorithm (from VBM8) is used to create 
a segmentation image SEG from an anatomical image. This seg entation image is used for 
(manual) separ tion of the cortex into two hemispheres and emoval of the cerebellum with
hindbrain, resulting in a map SEP. This map creates the map SEGPF’, a masked version of SEG 
with ﬁ lled ventricular and subcortical regions. Both approaches used an interpolated version of 
the map SEGPF’ to create a CS ith a cortical thickness value of each vertex. The red subﬁ gure 
shows blurred sulcal regions, where CSF voxels were detected as GM due to noise removal 
included in the segmentation algorithm. These blurred regions need an explicit reconstruction 
of the outer surface for the Laplacian approach, whereas PBT uses an inherent scheme to 
account for these regions.
METHODS
VBM8 tissue segmentation (http://dbm.neuro.uni-jena.de) is used 
to create a segmented image SEG from an anatomical image. 
SEG is separated into left and right hemispheres, and ventricular 
and sub-cortical regions were  lled (Dahnke et al., 2011). 
PBT uses the successor relationship of the WM distance (WMD) 
to project the values from the CSF boundary – that describe 
the loc  thickness – over the whole GM, resulting in a GM 
thickness map MT. The relation be ween the GMT and WMD 
maps llow the creation of  percentage position (PP) map 
that is used to create the CS in the middle of the GM.
To take better into account asymmetrical regions and partial 
volume information, the graph-based distance measure was 
replaced by an eikonal-based distance measure. Furthermore, 
PBT now also corrects blurred gyri that may be addressed, 
similarly to the idea proposed in (Cardosos et al., 2011) for 
segmentation re nement.
For comparison, an implementation of th  Laplacian thickness 
measure (LP) (Jones et al., 2001) is used on the same input 
map SEGPF, but includes a sulcus reconstruction scheme 
(Bouix et. al., 2000).
For validation, a set of spherical phantom with varying radius, 
thickness, sulcus position, and sulcus width, and a set of brain 
phantom with varying thickness, oise, and resolution are 
tested. In addition we compare the Collins brain phantom 
with di erent noise levels (Collins et al., 1998), and a real dat  
set of 12 scans of the same healthy subject to FreeSurfer (FS) 
(Fischl et al., 1999).
For the brain phantoms, the largest errors occurred for anisotropic 
resolutions, thickness levels below the sampling resolution, and 
higher noise levels (Figure 4). Compared to the LP it shows much 
better results in sulcal regions where it does not need the explicit 
sulcus reconstruction.
A major di erence between the PBT and LP approaches 
compared to FS is a general underestimation of thickness in the 
motor cortex of the real dataset that depends on the di erent 
segmentation of FS (Figure 6).
In contrast to FS, PBT is able to use tissue segmentation images 
produced using any segmentation approach, allowing a separate 
development of the segmentation algorithms and thus making 
this process more transparent. Furthermore, this allows the use 
of segmentation images for other imaging modalities such as 
T2, PD or DTI, and other methods that take account of special 
contrast properties in disease states.
Furthermore, PBT allows a direct voxel-based analysis, potentially 
in combination with other voxel-based data (Hutton et al., 2009), 
and it may also be used to measure the thickness of the WM 
and CSF (Dahnke et al., 2010).
Before performing intersubject comparisons, the brain surface 
meshes must usually be free of topological defects, and there 
are several approaches available to retrospectively correct 
topological errors (Kriegeskorte et al., 2001; Segonne et al., 
2007; Yotter et al., 2010). 
Besides the implicite reconstruction of the outer boundary, 
PBT allows also a similar reconstruction of the inner boundary 
(Figure 7c). This helps especialy for thin WM structures that 
are due to the PVE not prominent enough and can lead to 
overestimation of cortical thickness in gyral regions (Figure 7c 
bottom). A similar idea was used in (Cardosos, et al., 2011) to 
increase segmentation quality.
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Figure 4: BRAIN PHANTOM: Subgure (a) shows the resulting surfaces for a simulated thickness of 2.5 mm, with an isotro-
pic resolution of 1x1x1 mm3 and no noise. PBT produced overall good results (left), whereas the LP approach showed 
strong underestimation in sulcal regions due to the sulcus reconstruction step (right), even if sulcus error correction was 
used (middle). LP (b - ed) produced much higher thickness RMS errors than PBT (b - blue). 
Figure 5: Some problems include step artifacts for anisotropic resolutions that are not apparent when using an isotropic 
resolution (a), as well as topological defects for the LP approach that are not present using PBT (b). Subgure (c) show the 

































     
    
    




a) Brain phantom step artifacts (both PBT and LP)
b) Topological defects (real data): GMT
GMTN
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sulcus reconstruction then without (top)
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Figure 4: BRAIN PHANTOM: Subgure (a) shows the resulting surfaces for a simulated thickness of 2.5 mm, with an isotro-
pic r solution of 1x1x1 mm3 and no noise. PBT produced overall good results (left), whereas the LP approach showed
strong underestimation in sulcal regions due to the sulcus reconstruction step (right), even if sulcus error correction was 
used (middle). LP (b - red) produced much higher thickne s RMS errors than PBT (b - blue). 
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resolution (a), as well as topological defects for the LP approach that are not present using PBT (b). Subgure (c) show the 

































     
    
    




a) Brain phantom step artifacts (both PBT and LP)
b) Topological defects (real data): GMT
GMTN
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 -1.5 -1.0 -0.5 0.0 0.5 1.0 1.5 mm c) Less overestimations with (bottom) additional 
sulcus reconstruction then without (top)
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On the Collins phantom (Figure 5) and the real dataset (Figure 6), 
PBT had comparable or lower RMS error and less topology defects 
co pared to both the LP and FS. 
RESULTS
For validation the Collins phantom (Collins et. al. 1998) with 
di erent noise level and inhomogeneity was used (Table 
1). Because the phantom based on a segmentation and has 
thereby a good GM-WM contrast, the results are limited to test 
segmentation stability (Table 1). Besides this we used the IBSR2 
dataset (http://www.cma.mgh.harvard.edu/ibsr/) to compare the 
method for more realistic conditions. Further single MR scans 
without ground truth segmentation were used for visual tests.
INTRODUCTION
Segmentation of brain tissue into white matter (WM), gray matter 
(GM) and cerebrospinal  uid (CSF) is an important issue for 
studying cortical morphology and brain functions (Ashburner, 
2005). After removing the noise and inhomogeneity, a Gaussian 
mixture model allows the tissue segmentation (Ashburner, 2000). 
However, even if the nonuniformity was removed completely, 
the tissue-contrast can be very poor. GM regions with high iron 
concentration, like the motor cortex and the occipital regions 
(Haacke, 2005), often have increased intensities that lead to 
misclassi cations.
Here we present a new method that allows adaption of local 
intensity di erences. Since these alterations happen relatively 
smooth within a tissue class, a region growing approach can 
be used to identify the segments more correctly. The extracted 
intensities a ord corrections of the local image intensity.    
METHODS
Input is a noise- and bias-corrected image (Figure 1a), and a brain 
mask (Dahnke et al., 2011). We start with clearly classi able regions 
that are described by low gradients and class speci c intensities 
that are estimated by a Gaussian mixture model (Figure 1b). 
Then, a region growing that aligns voxel with similar intensity is 
used to dilate each class. A maximum distance and the speci c 
intensities of other classes limit the region growing (Figure 1c).
Nevertheless, it is possible that two classes align the same voxel. 
Because most neighborhoods contain class speci c voxels, a small 
overlap is unproblematic and still allows a clear separation. We 
choose a 5x5x5 voxel box neighborhood.
After  nding the major tissue segments, we can estimate the local 
intensity of each class voxel by averaging voxels of the same class 
within its neighborhood. To remove outliers only voxels within a SD 
below 80% of the maximum SD of the neighborhood are used.
As a result, each class voxel now contains the local intensity of 
its class (Figure 1d). To transfer these values to other non-class 
voxels, i.e. to get the GM value for a WM voxel, we estimate the 
hull of each class by morphological operations and set all outer 
voxels to the median class intensity. A Laplace  lter with Dirichlet 
boundary condition is used to estimate the local intensity for all 
non-class voxels within the hull (Figure 1e). To avoid hard edges 
each class image is smoothed (Figure 1f ). Finally, the input image 
T is scaled by the class maps, resulting in a map TSEG, with WM=3, 
GM=2, CSF=1, and background=0 (Figure 1g). After a second noise 
correction a CSF-GM-WM tissue segmentation with a MRF  lter 
is used to create the  nal segmentation (Figure 2).
Calculation times with skull stripping, bias- and noise-correction 
take 4 minutes without, and 5 minutes with local adaption at 
1mm resolution.
Local Adaptive Segmentation
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CONCLUSIONS
We have presented a new method that allows a local adaptive 
segmentation for varying tissue contrast and a way to appraise 
the quality of the segmentation based on the contrast between 
the tissue classes.
Another similar idea of local adaptive segmentation is presented 
on poster 672 (Gaser et. al. 2012). Compared to the here 
described method, it use ROIs to locally equalize the histogram 
before segmentation. 
Although both methods show visual improvements and good 
preliminary quantitative results for the Collins Phantom and 
IBSR database, further evaluation is necessary for a detailed 
understanding of the local changes of the PVE for the GM/CSF 
and GM/WM boundaries and depending measures like cortical 
thickness.
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Furthermore, our method allows the description of local tissue 
contrast (Figure 4) that may be able to identify special regions or to 
quantify local segmentation quality. Higher segmentation errors are 
expected in regions with low contrast (red) and results have to be 
handled more carefully than for regions with good contrast (blue).
Figure 1: Main steps of the local adaptive segmentation algorithm. Initial segmentation and regions 
growing have the strongest inﬂ uence on the ﬁ nal result. Overlapping of different tissue classes 
is possible (i.e. in subcortical structures), but unproblematic, if happens only for small areas. To 
control the smoothness of the results, the size of the neighborhood and the ﬁ lter size are used 
(Figure 3). The intensity distance allows quantify the result of the segmentation (Figure 4). 
Figure 2: Results of our local adaptive segmentation for 4 persons (a-d). In each subﬁ gure the 
top left images shows the original bias corrected image and its segmentation below, whereas 
the right side shows the intensity scaled version of the original on the top and its segmentation 
below. For all segment images (bottom of each subﬁ gure) and the intensity scaled image (top 
left) the colors are coded in the following way: dark red is WM, yellow is GM, cyan is CSF, and 
dark blue is background. 
Figure 3: Besides the region initialization, and region-growing parameter, the size of the neighborhood 
for the class intensity estimation and the smoothing size inﬂ uences the results. Small neighborhoods 
(left) and low smoothing (top) lead to very hard boundaries that strongly depend on the estimated 
segments. Higher neighborhoods and higher smoothing (bottom) reduces local sensitivity a little 
bit, but helps to increase the stability.
Figure 4: Shown are the original bias corrected image (a), the intensity corrected image (b) and 
the inverted contrast map (c) that describes the contrast between the estimated tissue classes. 
Higher segmentation errors are expect in regions with low contrast (red) and results have to 
handled more carefully than for regions with good contrast (blue).
a) bias-corrected T1 b) initial segments
c) region growing 
d) value estimation of in-class voxels in the neighborhood  
e) completing of non-class voxels via Laplace-smoothing
f) filteringg) TSEG
Figure 1: Main steps of the local adaptive segmentation algorithm. Initial segmentation and regions growing have 
the strongest influence on the final result. Overlapping of different tissue classes is possible (i.e. in subcortical 
structures), but unproblematic, if happens only for small areas. To control the smoothness of the results, the size 
of the neighborhood and the filter size are used (Figure 3). The intensity distance allows quantify the result of the 
Figure 2: Results of our local adaptive segmentation for 4 persons (a-d). In each subgure the top left images shows the original 
bias corrected image and its segmentation below, whereas the right side shows the intensity scaled version of the original on 
the top and its segmentation below. For all segment images (bottom of each subgure) and the i tensity scaled image (top left) 
the colors are coded in the following way: dark red is WM, yellow is GM, cyan is CSF, and dark blue is background. 
a) Collins (average T1)1  b) Young2
d) Old4c) Aduld highres3
1)  http://imaging.mrc-cbu.cam.ac.uk/imaging/MniTalairach
2)  http://fcon_1000.projects.nitrc.org/indi/adhd200/
3)  http://www.spl.harvard.edu/publications/item/view/2037 
4)  http://www.oasis-brains.org
dataset    Collins phantom     IBSR2
method kappa(CSF) kappa(GM) kappa(WM) kappa(CSF) kappa(GM) kappa(WM)
SPM8  0.7683±0.0326 0.8770±0.0471 0.9000±0.0465 0.0750±0.0422 0.7492±0.1321 0.8095±0.0985
VBM8  0.7487±0.0213 0.9172±0.0231 0.9392±0.0194 0.1283±0.0446 0.7870±0.0235 0.8571±0.0213
FSL  0.7281±0.0507 0.8918±0.0618 0.9307±0.0469 0.1244±0.0461 0.7822±0.0538 0.8655±0.0259
our method 0.7491±0.0192 0.9014±0.0383 0.9362±0.0323 0.1387±0.0459 0.8328±0.0271 0.8330±0.0366
Table 1: Results of the segmentation of the Collins phantom1 with 0, 1, 3, 5, 7, 9% noise and 0, 20, 40, 80 % inhomo-
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Figure 3: Besides the region initialization, and region-growing parameter, the size of the neighborhood for the 
class intensity estimation and the smoothing size influences the results. Small neighborhoods (left) and low smoo-
thing (top) lead to very hard boundaries that strongly depend on the estimated segments. Higher neighborhoods 
and higher smoothing (bottom) reduces local sensitivity a little bit, bu  elp  t  increas  the stabili y.
Figure 4: Shown are the original bias corrected image (a), the intensity corrected image (b) and the inverted contrast map 
(c) that d scribes the con rast between the stimat d tissue classes. Higher s gmentation errors are expect in regions 




Figure 2: Results of our local adaptive segmentation for 4 persons (a-d). In each subgure the top left images shows the original 
bias corrected image and its segmentation below, whereas the right side shows the intensity scaled version of the original on 
the top and its segmentation below. For all segment images (bottom of each subgure) and the intensity scaled image (top left) 
the colors are coded in the following way: dark red is WM, yellow is GM, cyan is CSF, and dark blue is background. 
a) Collins (average T1)1  b) Young2
d) Old4c) Aduld highres3
1)  http://imaging.mrc-cbu.cam.ac.uk/imaging/MniTalairach
2)  http://fcon_1000.projects.nitrc.org/indi/adhd200/
3)  http://www.spl.harvard.edu/publications/item/view/2037 
4)  http://www.oasis-brains.org
dataset    Collins phantom     IBSR2
method kappa(CSF) kappa(GM) kappa(WM) kappa(CSF) kappa(GM) kappa(WM)
SPM8  0.7683±0.0326 0.8770±0.0471 0.9000±0.0465 0.0750±0.0422 0.7492±0.1321 0.8095±0.0985
VBM8  0.7487±0.0213 0.9172±0.0231 0.9392±0.0194 0.1283±0.0446 0.7870±0.0235 0.8571±0.0213
FSL  0.7281±0.0507 0.8918±0.0618 0.9307±0.0469 0.1244±0.0461 0.7822±0.0538 0.8655±0.0259
our method 0.7491±0.0192 0.9014±0.0383 0.9362±0.0323 0.1387±0.0459 0.8328±0.0271 0.8330±0.0366
Table 1: Results of the segmentation of the Collins phantom1 with 0, 1, 3, 5, 7, 9% noise and 0, 20, 40, 80 % inhomo-
geneity, and real datasets of the IBSR2 database (http://www.cma.mgh.harvard.edu/ibsr/). 
Table 1: Results of the segmentation of the Collins phantom¹ with 0, 1, 3, 5, 7, 9% noise and 0, 
20, 40, 80 % inhomogeneity, and real datasets of the IBSR2 database.
Preliminary results on real images indicate that the intensity 
scaling is able to improve the segmentation quality with lower 
underestimation of the GM in the motor cortex and a better 
r present tion of subcortical GM (Fi ure 2).
Figure 3 shows the impact of the neighborhood and  lter size. 
A small neighborhood and low smoothing lead to harder results, 
whereas higher values lead to smoother images with less local 
di erences.
INTRODUCTION
Advantages of higher  eld strength scanners come along 
with increased intensity inhomogeneity or bias (Belaroussi 
2006; Vovk 2007) that require retrospective correction due 
to individual dependencies (Manjon 2007).
Here we present a new, robust, accurate and reliable in-
homogeneity correction for T1 weighed brain MR images. 
The iterative process uses a local maximum  lter within 
a stepwise-reconstructed white matter (WM) segment to 
approximate the bias  eld. For WM estimation a brain ex-
traction routine and a k-means classi er is used.
For validation the coe  cient of variation (CV) and the tissue 
segments were compared to N3 (Sled 1998; Boyes 2008), 
N3 with FSL BET (Smith 2002) and FSL FAST, and SPM8 
(new segment, Ashburner 2005) for simulated and real MR 
images. SVE (Segmentation Validation Engine - Shattuck 
2009) was used for evaluation of the brain extraction.
METHODS
The algorithm starts with a noise correction (Manjon 2010), 
assuming that “image = bias * scan + noise” (Sled 1998). 
The bias correction process contains two main compo-
nents, a fast initial bias correction and brain extraction, 
and the  nal iterative bias correction procedure (Fig. 1).
The initial bias correction starts with a rough maximum-
based bias correction of all low frequency objects at a reso-
lution of around 16 mm. This allows the coarse identi ca-
tion of the major part of WM, as the biggest, high intensity, 
and low gradient region of the head at 4 mm resolution. 
A region growing is used to complete the brain-mask and 
a k-means estimation identi es the cerebrospinal  uid 
(CSF), gray matter (GM), and WM peaks on a resolution of 
2 mm. The WM segment is used for the  nal maximum-
based bias correction at 4 mm. 
The iterative part now refines the WM segmentation to 
avoid overestimation in high intensity GM structures, 
like the basal ganglia. Furthermore, bias field smooth-
ness is accommodated to the estimated strength of the 
initial correction with a low regularization for strong 
fields and a high regularization for low fields. The pro-
cess runs until the changes of the coefficient of varia-
tion (CV) is below 0.001. 
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Fig. 1) Flow diagram of the brain-based bias correction (B3C) algorithm.
An initial rough maximum-based bias correction of all low frequency objects is used to nd the 
brain and the white matter (WM) for the second bias correction (left). This segment map is rened in 
the iterative process (right), followed by the nal brain extraction. 
brain-based bias correction (B3C)
initial bias 
correction



























The CV was estimated for an eroded WM segment to avoid 
partial volume e ects (PVE) on the GM/WM boundary. 
Only the WM segment was used, because the GM segment 
is often a ected by the PVE, depends on the subject age, 
and contains real intensity variations in regions like the 
basal ganglia, the motor cortex or the occipital lobe. After 
the inhomogeneity correction the  nal brain extraction 
is performed. 
RESULTS
24 simulated images of Brain Web Phantom (BWP) (Collins 
1998) with varying noise (3% and 9%),  elds (A, B, and C) 
and  eld strength (±40% and ±100), were used for basic 
evaluation (Fig. 2). 
The generated tissue segments have a good agreement 
with the ground truth segments (Fig. 3). Low segmenta-
tion results of FSL depend strongly on inaccurate skull-
stripping of BET.     
Brain extraction was tested with the SVE with quite good 
results for an algorithm without any prior maps (Jaccard: 
0.940 ± 0.010, Dice 0.9695 ± 0.005, Sensitivity: 0.998 ± 
0.001, Speci city: 0.952 ± 0.013). 
Calculation times depend on the image size and inhomo-
geneity, but were typically below 3 minutes on a standard 
computer (initialization ~30s + iterations ~90s +  nal brain 
extraction ~ 60s).
Figure 4 shows 3 examples of the original and the images 
corrected using our method. For  higher  eld strength 
(7T) further improvements are necessary to avoid local 
undercorrections in  ne structures and overcorrections 
in subcortical structures.
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Fig. 1 Flow diagram of the brain-based bias correction (B3C) 
algo ithm. An initial rough maximum-based bias correction of all low 
frequency objects of an input image (T) is used to ﬁ nd the brain and 
its tissue classes (paT) for the second bias correction (left). This 
segment map is reﬁ ned in an iterative process (pb#T) (right). The 
ﬁ nal bias corrected image (mbT) and the ﬁ nal segmentation (pb#T) 
are used for the ﬁ nal brain extraction (pbT). 
Fig. 4 Shown are the noise corrected T1 images (top row), and the 
results of the B3C bias correction (bottom row) for three example 
images with 3.0T (A,B) and 7.0T (C).
Fig. 2 Results of the inhomogeneity correction for the brain web 
phantom. Figure A shows the mean CV of the eroded WM segment 
(CV(eWM)) for both noise levels. Figure B shows the mean and 
standard deviation of the CV for different segments. 
Fig. 2) Results of the inhomogeneity correction for the brain web phantom.
Fig. 3) Segmentation results of the inhomogeneity correction for the brain web phantom.
 CV(eWM) CV(GM) CV(WM) CV 
Original 0,117 ± 0,058 0,176 ± 0,063 0,130 ± 0,059 0,153 ± 0,060
B3C (init - maT) 0,030 ± 0,013 0,081 ± 0,009 0,038 ± 0,010 0,060 ± 0,009
B3C (nal - mbT) 0,013 ± 0,006 0,087 ± 0,005 0,027 ± 0,004 0,057 ± 0,003
FSL 0,043 ± 0,024 0,091 ± 0,022 0,052 ± 0,024 0,071 ± 0,022
N3 0.051 ± 0.045  0.115 ± 0.042 0.063 ± 0.044 0.090 ± 0.043
SPM 0,012 ± 0,009 0,072 ± 0,006 0,027 ± 0,007 0,049 ± 0,006
 kappa (CSF) kappa (GM) kappa (WM) kappa (GM+WM)
FSL 0,556 ± 0,046 0,694 ± 0,090 0,760 ± 0,095 0,938 ± 0,024
SPM 0,704 ± 0,065 0,827 ± 0,074 0,852 ± 0,066 0,922 ± 0,010
B3C (init - maT) 0,727 ± 0,051 0,834 ± 0,066 0,851 ± 0,075 0,961 ± 0,005
B3C (nal - mbT) 0,711 ± 0,016 0,849 ± 0,058 0,873 ± 0,051 0,950 ± 0,019
A
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Fig. 3 Segmentation results of the inhomogeneity correction for the 
brain web phantom.
Fig. 2) Results of the inhomogeneity correction for the brain web phantom.
Fig. 3) Segmentation results of the inhomogeneity correction for the brain web phantom.
 CV(eWM) CV(GM) CV(WM) CV 
Original 0,117 ± 0,058 0,176 ± 0,063 0,130 ± 0,059 0,153 ± 0,060
B3C (init - maT) 0,030 ± 0,013 0,081 ± 0,009 0,038 ± 0,010 0,060 ± 0,009
B3C (nal - mbT) 0,013 ± 0,006 0,087 ± 0,005 0,027 ± 0,004 0,057 ± 0,003
FSL 0,043 ± 0,024 0,091 ± 0,022 0,052 ± 0,024 0,071 ± 0,022
N3 0.051 ± 0.045  0.115 ± 0.042 0.063 ± 0.044 0.090 ± 0.043
SPM 0,012 ± 0,009 0,072 ± 0,006 0,027 ± 0,007 0,049 ± 0,006
 kappa (CSF) kappa (GM) kappa (WM) kappa (GM+WM)
FSL 0,556 ± 0,046 0,694 ± 0,090 0,760 ± 0,095 0,938 ± 0,024
SPM 0,704 ± 0,065 0,827 ± 0,074 0,852 ± 0,066 0,922 ± 0,010
B3C (init - maT) 0,727 ± 0,051 0,834 ± 0,066 0,851 ± 0,075 0,961 ± 0,005
B3C (nal - mbT) 0,711 ± 0,016 0,849 ± 0,058 0,873 ± 0,051 0,950 ± 0,019
A
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CONCLUSIONS
B3C was able to produce exact and stable results for a 
wide set of test data. It outperforms N3 and FSL, and yields 
similar results to SPM, without using prior information that 
can produce errors for atypical anatomy. The skull strip-
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E  cacy of preprocessing methods of MR images strongly depend 
on the quality of the input data (Collins 1998, Ashburner 2000). 
Higher noise or inhomogeneities (Fig. 1) leads to reduced seg-
mentation quality (Fig. 2).  
Especially studies with imaging data from multiple sites often 
have varying image properties due to di erent manufactures, 
sequences, protocols, and quality assurance (QA) procedures 
(Kohler 2006). 
As a result, large projects like ADNI (www.adni-info.org) or NIH 
NBD (Evans 2006) established a strict multi center QA (MCQA). 
MCQA helps to increase the reproducibility, consistency, sensitiv-
ity and speci city of the acquired dataset, and reduce intra- and 
inter-center variance by harmonizing, optimizing and standard-
izing data management, routines, image protocols and image 
properties. Scans of an arti cial phantom allows tracking of a 
wide set of scanner properties like signal to noise ratio (SNR) and 
tissue contrast.
But MCQA is a time consuming, and therefore expensive process 
that overshoots the possibilities of most smaller projects and it is 
in general not possible for data share projects like INDI (fcon_1000.
projects.nitrc.org) or NISALS (nedigs05.nedig.uni-jena.de). 
Especially for rare diseases data sharing is the only way to increase 
sample size to get signi cant results. But also small single site 
studies can bene t from retrospective QA by verifying the image 
quality in the publication process to point out their results from 
previous studies.
Here we present the preliminary results of a new retrospective 
QA approach that quanti es image quality in terms of quality 
measures (QM) based on preprocessing methods. For evalua-
tion, the QMs were tested on synthetic images with well-known 
properties.
METHODS
For characterization of the preprocessing quality, both image noise 
and tissue inhomogeneities play prominent roles. The Brain Web 
Phantom (Collins 1998) allows simulation of di erent noises and 
inhomogeneities and is often used for the validation of prepro-
cessing methods. Although, most preprocessing methods work 
very well, the accuracy often is reduced for higher noise levels or 
stronger inhomogeneities. 
Noise is estimated as local standard deviation for low frequency 
regions and divided by the mean white matter (WM) intensity. 
Because the background can contain other artifacts or was set 
to zero by a skull stripping, the WM segment is used. 
Also for inhomogeneity estimation only the WM segment is used, 
because it is less in uenced by the partial volume e ect, subject’s 
age, and real intensity variations, e.g. often observed for the gray 
matter (GM) in the basal ganglia, the motor cortex or the occipi-
tal lobe. Then, the inhomogeneity is described as the standard 
deviation of the intensity scaled image.
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Preprocessing routines optimize and normalize images and are 
therefore a good way to compare datasets with di erent prop-
erties (Ashburner 2000). They remove the noise, correct for in-
homogeneities, remove the non-brain tissue and classify the re-
maining tissue. But preprocessing can also fail or produce worse 
results that can be detected with a covariance analysis (CA, Fig. 
5), which can help to reduce the variance within the dataset, but 
not to quantify the image quality.
Most other preprocessing measures like volume, thickness, and 
folding depend strongly on the individual anatomy and have 
therefore only a limited value as QM. Nevertheless, the tissue 
classi cation allows a good characterization of the original im-
age and the changes in the preprocessing.
CONCLUSIONS
The presented quality measures are the  rst promising steps to-
wards a more quality driven and transparent preprocessing of 
structural neuroimaging data. The retrospective quality assur-
ance will be part of the VBM12 toolbox and should help to detect 
problematic datasets for manual removal and for quanti cation 
of the  nal dataset of a study.
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Fig. 1 Examples of the BrainWebPhantom (BWP, Collins 1998) with 0% noise 
(top), 9% noise (bottom), 0% inhomogeneity (left), 100% inhomogeneity ﬁ eld 
C (middle), and -100% inhomogeneity ﬁ eld B (right). 
Fig. 4) Individual dependencies were tested with 20 normal simulated brains of 
different subjects. The QMs showed nearly no variation between the subjects 
and low variations between different segmentation approaches. 
method     noise  bias   contr  CV(G)  CV(W)  CV(GW)
Ground Truth  0,030 ± 0,000 0,011 ± 0,001 0,199 ± 0,003 0,053 ± 0,004 0,025 ± 0,002 0,039 ± 0,003
FSL    0,031 ± 0,000 0,012 ± 0,001 0,191 ± 0,005 0,045 ± 0,002 0,025 ± 0,001 0,035 ± 0,002
SPM8    0,030 ± 0,000 0,010 ± 0,001 0,183 ± 0,004 0,058 ± 0,003 0,034 ± 0,002 0,046 ± 0,002
VBM8    0,031 ± 0,000 0,014 ± 0,002 0,188 ± 0,004 0,049 ± 0,002 0,030 ± 0,001 0,039 ± 0,001
Fig. 2 Subgure (A) shows the covariance analisis of the normalized T1 data (left) and the segment 
images (right) that can help to identify preprocessing errors (dark lines). Two examples are shown in 
subgure (B). Subgure (C) shows the variance for dierent contrast (left) that were removed in the 
segmenation process (right).
Fig. 1 Algorithm ow diagramm of the preprocessing pipeline of VBM12 with quality assurance as 































Correction of noise with local 
adaptive and non-adaptive non 
local means (NLM) ﬁlter
Correction of inhomogeneities, 
intensity scaling and brain 
extraction
Segmentation of CSF, GM, and 
WM tissue classes with further 
HMRF ﬁltering
Using of Normalization to warp 
an atlas map to the individual 
space for further individual 
alignment of brain structures
Registration and normalization of 
all images to an
Estimation of cortical thickness 
and reconstruction of the central 
surface (inclusive topology corr.) 
Validation of preprocessing steps 
with covariance analysis and 
estimation of preprocessing 
bas d quality measures
Further surface-based measures.
Fi . 5) (A) shows the covariance alisis of the normalized T1 d ta (l ft) and the 
segment images (right) that can help to identify preprocessing errors (dark lines). Two 
examples are shown in (B). (C) shows the variance for different contrast (left) that was 
removed in the segmentation process (right).
Fig. 6) Shown are 2 images of the same subject (ALVIN1 - Kempton 
2011), who was scanned with different scanners and protocols (A). Noise, 
inhomogeneity, and global tissue intensities were corrected (B) resulting in the 
ﬁ nal segmentation (C). Although the preprocessing can reduce the variance 
between both images strongly, the hindbrain and the cerebellum show less 
details on the right side.
    noise bias  contrast  noise bias  contrast
original (A)  0.0228 0.1149 0.3012  0.0147 0.1013 0.1599




Fig 7)  (A) shows 8 axial slice of one of the 9 subject of the ALVIN dataset 
(Kempton 2011 - Fig. 1c) that were scanned using 8 different protocols on a 
1.5T GE (top row) and a 3.0T GE scanner (bottom row). A MANOVA of noise, 
inhomogeneity, and contrast allows a good separation between the protocols 
with visual differences (B). (C) shows a MANOVA of noise, inhomogeneity 




1 2 3 4
5 6 7 8
Fig. 3) Results of an ANOVA for a dataset with 186 simulated images of the 
Brain Web Phantom with different noise levels, inhomogeneity ﬁ elds and 
strength. (A) presents the results for the noise estimation, (B) shows the results 
of the inhomogeneity.





























































































































The test with the brain web phantom (BWP) shows that the noise and 
inhomogeneity measures work quite well and only require a factor 
to scale them (Fig. 3, Fig. 4).  The estimation of the inhomogeneity 
shows greater di erences for the negative bias  eld that is probably 
related to di erent intensity scaling for the phantom simulation. 
Fig. 2 Reduced segmentation quality of VBM8 and FSL FAST (N3 + BET + 
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INTRODUCTION
Detection of white matter (WM) hyperintensities (WMHs) is 
an important task in Multiple Sclerosis [1,2], and in elderly 
subjects [3,4]. Although, light WMHs can be seen in normal 
aging, severe WMHs are linked to cognitive de cits depend-
ing on the location of the WMHs. The neuropathology of 
WMHs is diverse and can be related to ischemia, demyeli-
nation, amyloidosis, in ammation, and other causes.
WMHs are visible as local increasing signal intensity of the 
WM in T2, PD, and especially FLAIR images or decreasing 
intensity in T1 images (Fig. 1A). Strong intensity changes of 
large regions can lead to misclassi cation in common tis-
sue segmentations, and nonlinear normalization (Fig. 1B). 
Therefore, a correction of the WMHs for the segmentation 
is required. Most WMHs segmentation routines require T1 
and T2/PD/FLAIR maps of the same subject. However, most 
anatomic datasets contain only T1 images and can not 
processed by these methods. Therefore, we developed a 
method that can detect WMHs using only T1 data. It based 
on the assumption that strong WMHs are located next to 
the ventricle, or surrounded by WM, have GM intensity, 
but do not belong to subcortical structures.
METHODS
Figure 2 shows a algorithm  ow diagram of this method. 
3 input images are required: (1) the uncorrected CSF-GM-
WM segmentation; (2) the bias and noise corrected, inten-
sity normalized T1 scan; (3) and a atlas map with labeled 
ventricles, subcortical structures, brainstem and cerebel-
lum. VBM12 [5] was used for segmentation and Dartel [6] 
to project the atlas map into subject space.
Segmenation of WM-T1-Hypointensities
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Morphological operations and regions-growing re ne 
the atlas regions. Now, a further region growing is used 
to  nd GM voxel between the ventricle and the normal 
WM that do not belong to cortical or subcortical GM. 
Morphological operations  ll WMHs that are surrounded 
by WM. The detected WMHs allows a correction of the 
segmentation. 
For validation the normal and MS BWP (Brain Web Phan-
tom [7]) with 3%/9% noise and ±40%/±100% inhomoge-
neity of  eld A/B/C were used.
For real data evaluation, images of the OASIS database 
[8] were used, and visual classi ed in 5 WMHs groups 
(OWMH0 - no WMHs; ... ; OWMH4 - very large WMHs; Fig. 
3B). It is expected that OWMH4 disrupt the nonlinear nor-
malization. BWP MS lesion of degree 1 and 2 are related 
to OWMH1, lesions of degree 3 are related to OWMH2.
RESULTS
For the healthy BWP the mean Kappa of CSF, GM, and WM 
showed no difference (without WMHs correction 0.904; 
with WMHs correction 0.905), whereas the correction was 
produced slightly better results for the MS phantoms (with-
out WMHs correction 0.858; with WMHs correction 0.860; 
Fig. 3A). Although, the lesions of the BWP are relatively 
small in size and intensity change and not comparable 
to the problems in real datasets, it shows that there are 
no big negative effects using the WMHs correction for 
subjects with no or less WMHs.
Figure 3B shows the results for one OASIS subject of each 
class. For OWMH<4 improvements in the segmentation 
are visible. For OWMH4 with very large ventricle and very 
thin WM structures, the WMHs segment show stronger 
false positive results. The WMHs correction lead to visual 
improvements of the nonlinear normalization all cases 
(Fig. 4A). 
Calculation time was around 30 seconds per subject.
The estimated relative WMHs volume WMHV show a sig-
ni cant correlation to the expert rating WMHE (ANOVA 
p<0.0001, Fig. 5C). WMHE and WMHV also show signi cant 
correlations to MMSE (ANOVA p<0.001; no Fig.) and CDR 
scores (ANOVA p<0.001; Fig. 5A & 5B). It is expected that 
local analysis of the WMHs can give further information for 
individual changes. Also the relative CSF volume shows a 
high correlation (ANOVA p<0.0001, Fig. 5D).
CONCLUSIONS 
The detection of WMHs is an important task in MR image 
processing. Especially severe WMHs require corrections for 
correct preprocessing. Our method was able to improve 
the results of the segmentation and normalization on the 
visual and the numeric level.
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Figure 1: (A) White matter hyperintensity (WMHs; red circles) of 
an old male of the IXI-study (IXI497) for a T1 (left), T2 (middle), 
and PD MR scan(right). (B) Segmentation with failed nonlinear 




Figure 3: (A) BWP with 3% noise, 40% inhomogeneity of ﬁ eld 
A and no (normal), mild (msles1), moderate (msles2), and 
severe MS lesions (msles3), with the original T1 image (top 
row), , and the corrected segmentation (CSF=1, GM=2, WM=3, 
WMHs=4). (B) WMHs grouping for scans of the OASIS database 
(OWMHs0 - no WMHs; OWMHs1 - small WMHs; OWMHs2 - 
medium WMHs; OWMHs3 - large WMHs; OWMHs4 - very large 
WMHs) with example scan of each group with original T1, and 
corrected segmentation. The grouping is simpliﬁ ed and mostly 
driven by the size of the lesion, the location pattern (local vs. 
global), and the expected preprocessing effect (separation 
between group 3 and 4). 
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B
OWMH0 OWMH1 OWMH2 OWMH3 OWMH4 


























Figure 5: ANOVA to analyse the correlation of the expert (A), the 
automatic relative WMHs volume rating (B), and the relative CSF 
volume (D) for the CDR (clinical dementia rating). C shows the 
correlation between expert and automatic WMHs rating.
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Figure 4:  Normalization problem for subjects with strong WMHs 
without correction (left side of each subject, right side with 
correction). 
OASIS 031 OASIS 110
Figure 2: Algorithm ﬂ ow diagram with maps of major processing 
steps. After reﬁ nement of the atlas map, region-growing and 
morphological operations are used to ﬁ nd and correct the WMHs.
segmentation
corrected segmentation
noise- and bias-corrected, 
intensity normalized T1 
image
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Figure 2: Algorithm ow diagram with maps of major processing steps. After renement of the atlas 
map, region-growing and morphological operations are used to nd and correct the WMH.
INTRODUCTION
Accuracy and robustness of MR studies depend directly on 
the quality of the acquired imaging data (1-4). Furthermore, 
the images quality depends on imaging hardware (1-5), 
software (2-5), work processes (6) and speci c research ob-
jectives (7-10). This is especially relevant for multi-center 
studies and data sharing projects that have to deal with a 
variety of di erent properties (7-10).
In (5) we showed how to measure the images quality pa-
rameters such as noise, inhomogeneity, and resolution in 
the preprocessing process. To simplify handling we devel-
oped a single rating (IQM) based on di erent quality mea-
sures (QM). We have evaluated this rating for synthetic and 
real data showing that it is more accurate compared to the 
single QMs and that it allows an objective, optimized and 
accelerated quality assurance even for non-experts.
METHODS
First, all QMs were scaled as simple school marks (Table 1). 
The scaling was performed on the basis of theoretical as-
pects and the analysis of synthetic and real MRI data (Table 
2). Finally, the QMs were merged into one single rating 
by using a weighted root mean square (RMS) equation to 
control the impact of each QM and to weight a poor mea-
surement stronger than a good one.
The relation between the QM and the preprocessing qual-
ity (described by the average Kappa) was modeled as a 
linear equation “Kappa = QM * w”, where w describes the 
in uence or weighting of each QM. Then the equation was 
solved by a least square approach for w for the BWP data-
set. Thus, the results worked well for the BWP, but not for 
the real life data. Therefore, the simple weighting of w=[0.5 
0.0 0.5]’ for “IQM=QM * w” with “QM=[NCR ICR RES]” (Noise 
Contrast Ratio, Inhomogeneity Contrast, RESolution (5)) was 
used as far as the inhomogeneity had marginal e ects for 
most preprocessing methods that allowed a nearly loss-less 
correction. 
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The average Kappa of 5 di erent tissue segmentations of 
the BWP (Brain Web Phantom) dataset with 300 images 
with varying noises, inhomogeneity and resolutions were 
used to create 3 quality levels for testing the average re-
constructed quality against IQM and the single QMs.
Furthermore, a human expert classi ed images of 5 di er-
ent sites into 3 quality levels - no, slight, and strong inter-
ferences (removing necessary) - for group wise evaluation. 
Then the IXI dataset was used to test for age and sex e ects, 
whereas the OASIS and ADHD200 datasets were used to 
test for disease e ects. Finally, the INDI dataset was used 
to compare the images qualities regarding di erent scan-
ning sites.
To show the correlation between image quality and the 
 nal analysis parameter, we estimated the relative GM vol-
ume as global measurements.
RESULTS
The BWP Kappa groups clearly showed that the IQM 
allows a better prediction of image and preprocessing 
qualities than a single QM and that lower image qual-
ity comes along with a slightly underestimated relative 
GM volume. The measurements show a similar behav-
ior for the real expert groups like the BWP. However, 
one major difference is that all real dataset have nearly 
the same resolution around 1 mm. As a result the noise 
measurements NCR allow a similar good rating like the 
IQM. Therefore, the strong reduction of the relative GM 
volumes for lower image qualities is more interesting (all 
groups have a similar age range and health status).
The IXI dataset clearly shows that there are no age or 
sex effects for the IQM. As expected a clear relative GM 
volume reduction in aging is visible. There are small dif-
ferences between healthy and non-healthy subjects and 
also outliers with low image quality have often less GM. 
The comparison of the INDI center shows great visual 
and measurable differences in image quality. Because 
the mean age varies strongly for each site, a comparison 
to the relative GM volume is not applicable here.
CONCLUSIONS 
The detection of WMHs is an important task in MR image 
processing. Especially severe WMHs require corrections for 
correct preprocessing. Our method was able to improve 
the results of the segmentation and normalization on the 
visual and the numeric level.
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Fig 1:  Examples of the BrainWebPhantom (BWP) without image interference, with 9% noise, with 100% 
inhomogeneity, and lower slice thickness (A).  Low image quality reduced classication accuracy (B).  The 
loss of accuracy depends on the method and the strength of the respective interference  (B).  Quality 
measures can identify and describe such systematic dierences to exclude outliers.
Fig 1:  Examples of the BrainWebPhantom (BWP) without image 
interference, with 9% noise, with 100% inhomog ity, and lower 
slice thickness (A).  Low image quality reduced classiﬁ cation 
accuracy (B).  The loss of accuracy depends on the method and 
the strength of the respective interference  (B).  Quality measures 
can identify and describe such systematic differences to exclude 
outliers.
Fig. 2:  The VBM12 school mark rating system (A) is used to describe dierent quality measures (QM) in 
a common space.  Dierent QMs can be simply averaged with a weigthing w to controll the inuence 
of each QM (B).  Table 3 (C) gives an overview of the used datasets. 
Mark Meaning
1.0 - 1.5 perfect
1.5 - 2.5 good 
2.5 - 3.5 average (light interferences) 
3.5 - 4.5 poor (noticable interferences)
4.5 - 5.5 critical (low res. or problematic interferences)
>5.5 unacceptable (low res. or  severe interferences)
Dataset Images Reference Datasource
ADHD 948 - http://fcon_1000.projects.nitrc.org/indi/adhd200
BWP 145 Collins (1998) http://brainweb.bic.mni.mcgill.ca/brainweb
INDI 1179 - http://fcon_1000.projects.nitrc.org
IXI 555 - http://www.brain-development.org
OASIS 436 Marcus (2007) http://www.oasis-brains.org
QM  1.0 6.0 w
NCR 0.05 0.40 0.5
ICR 0.05 1.00 0.0
RES 0.50 3.00 0.5
NCR (Noise Contrast Ratio)
ICR (Inhomogeneity Contrast Ratio)
RES (resolution)
A  Table 1: VBM12 school mark rating system B  Table 2:  QM scaling
C  Table 3: Datasets and their sources
Fig. 2:  The VBM12 school mark rating system (A) is used to 
describe differ quality easures (QM) in a c mmon space. 
Different QMs can be simply averaged with a weigthing w to control 
the inﬂ uence of each QM (B).  Table 3 (C) gives an overview of 
the used datasets.
Fig. 3:  The BWP data was preprocessed by 5 dierent segmentations (SPM8, SPM12, VBM8, VBM12, 
FSL4).  The reconstruction quality (described by Kappa) was used to create 3 quality groups (group 1: 
Kappa>=0.9 with 31 images, group 2: Kappa 0.9-0.8 with 71 images, group 3: Kappa<0.8 with 43 
images).  (A) shows the image quality rating of dierent QM (left, NCR (Noise Contrast Ratio), ICR 
(Inhomogeneity contrast ration, RES (RMS resolution)) and the relative GM volume.  To test real data, an 
expert classied images of 5 dierent sites into 3 quality levels:  no (61 images), slight (42 images), and 
strong interferences (31 images).  Examples of the no and strong artifact groups are shown in (C).  
Lower image quality correlatets with reduced relative GM volume in simulated and real images. 
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Fig. 3:  The BWP data was preprocessed by 5 different 
se mentations (SPM8, SPM12, VBM8, VBM12, FSL4).  The 
reconstruction quality (described by Kappa) was used to create 
3 quality groups ( roup 1: Kappa>=0.9 with 31 imag , group
2: Kappa 0.9-0.8 with 71 images, group 3: Kappa<0.8 with 43 
images).  (A) shows the image quality rating of different QM 
(left, NCR (Noise Contrast Ratio), ICR (Inhomogeneity contrast 
ration, RES (RMS resolution)) and the relative GM volume.  To 
test real data, an expert classiﬁ ed images of 5 different sites into 
3 quality levels:  no (61 images), slight (42 images), and strong 
interferences (31 images).  Examples of the no and strong artifact 
groups are shown in (C).  Lower image quality correlates with 
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D    IQM for dierent sites of the INDI data sharing project
B C
Fig. 4:  For our nal QM IQM (top row) we test for inuences of age (A), sex (B), and health status (C) in 
contrast to the relative GM volume (bottom row). Especially data sharing projects like INDI have to deal 
with strongly varying MR protocols with very high, but also marginal image quality. (D) show the results 
for the renamed sites and visual examples of the worst (site A,B) and best center (site D).
 ADHD OASIS 
 ADHD OASIS 
ig. 4:  For our ﬁ nal QM IQM (top row) w  test for inﬂ uences of 
age (A), sex (B), and health status (C) in contrast to the relative 
GM volume (bottom row). Especially data sharing projects like 
INDI have to deal with strongly varying MR protocols with very 
high, but also marginal image quality. (D) show the results for the 
renamed sites and visual examples of the worst (site A,B) and 
best center (site D).
INTRODUCTION
The correction of image interferences such as noise and inhomogeneity is an important 
aspect for an accurate and robust tissue classi cation (1-2). Here, we present a method to 
correct slice speci c artifacts also called slice-by-slice inhomogeneity (3, Fig. 1A) that can 
cause severe problems during preprocessing (Fig. 1B). Although, such interferences are 
not common today, the correction of a ected images is still essential to obtain correct 
classi cations (3).
METHODS
Our approach is based on the assumption that the average tissue intensity should be simi-
lar for slices next to each other (neighbor slices). We expect that the interferences then 
have a multiplicative character like other inhomogeneity, too. Furthermore, we assume 
that the artifact has a high frequency character in slice direction and a low frequency 
character within the slice. Therefore, we used the relation between the average intra- and 
inter-slice gradients within the white matter (WM) as an optimization criterion:
 cg =  mean( abs( [ gx(WM(:)) , gy(WM(:)) , gz(WM(:)) ] )) /   
   mean( abs( [ gx(WM(:)) ; gy(WM(:)) ; gz(WM(:)) ] )),
where cg result in a 1x3 vector were values greater 1.01 mark directions with slice artifacts.
First, the average tissue intensity of the whole image has been estimated and was then used 
to create a lower and upper boundary of the major tissue classes that should be used to 
estimate the average tissue intensity and also to describe the strength of the slice artifact. 
Voxel outside the boundaries were set to the average slice intensity similar to (4, Fig. 2B). 
After that a low pass  lter was used to correct the bias within the slice and the average in-
tensity has been normalized by the average intensity of the neighbor slices. Corrections of a 
slice or its iteration were only applied, if the gradient of the interslice could be signi cantly 
reduced by the correction. The process can be run for each image direction (typically only 
for the slice direction) and its strength can be controlled by the size of the low pass  lter.
For evaluation, we used the standard BWP (5) dataset (3% noise, 40% inhomogeneity,  eld A; 
Fig. 2A) and added a random 2D low-frequency interference for each slice (Fig. 2B). We cre-
ated 20 modi ed images to compare the results of CAT12 preprocessing (6) for the images 
with and without correction. Furthermore, the IBSR1 dataset (7) and a MR baboon dataset (8) 
that show such kind of artifacts were used for visual and numerical validation.
RESULTS
Figure 3 shows the results of the BWP validation (A) and one example record without and 
with slice artifact (B) and the corresponding segmentations (C). For images without inter-
ferences a small reduction of the segmentation accuracy can be measured if the correction 
is used (A). This mostly depend on the relative simple concept behind this correction that 
use the full object of a slice to estimate an average intensity of the slice. As far as the tis-
sue distribution change slightly of each slice also small errors were introduced. Therefore, 
the correction should be only used for image with a slice specific interference and only 
for the slice direction. Because, this kind of artifacts only occurred in special MR protocols 
the manual correction is acceptable. Figure 4 shows the results of the correction for IBSR1 
datasets (A), that also shows an improvement although most images are only available in 
a resampled template space.  Figure 5 shows a real dataset of a baboon without and with 
correction (A) and their corresponding segmentations (B). In contrast to (3) our approach 
does not require tissue probability map and can also handle inconstant intensity offsets.
CONCLUSIONS 
We have presented a semiautomatic method that can correct slice artifacts and helps to 
improve preprocessing accuracy. The function is available in the CAT12 toolbox (6).
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Fig. 1:  Images with dierent interferences - noise, inhomogeneiy, and slice artifacts.  Although slice 
artifacts are relatively rare, they can reduce segmentation quality strongly.   
Fig. 1:  Images with different interf nces: n e, inhomogeneity, and sli e artifacts.  Although slice 
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Fig. 2:   Algorithm ow diagram of the slice artifact correction. Iterative processing in forward and 
backward direction for the most problematic image direction. The correction is only applied, if an 
improvement of the optimization criteria (similar strength of the xyz gradients) can be measured, 
because the correction of non existing artifacts can introduce further light inhomogeneities.  
for/backward 
correction
Fig. 2:   Algorith  ﬂ o  diagram of the slice artifact correction. Iterative processing in forward and 
back ard direction for the ost problematic image direction. The correction is only applied, if an 
i r t f t  ti i ti  rit ri  (si ilar strength of the xyz gradients) can be measured, 
se the correction of non existing artifacts can introduce further light inh mogeneities.  
A
Fig. 3:  The BWP  was used to simulate slice specic interferences by multiplying each slice by a random 
2d low-frequency inhomogeneities (2 BWP quality levels (3% noise, 40% inhomogeneity, 7% noise, 80% 
inhomogeneity), 3 amplitude levels, 3 frequency types, 3 directions). (A) shows the conclusion of the 
VBM12 segmentation of 56 simulated datasets, whereas B shows examples of for each major test 
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Fig. 3:  The BWP was used to simulate slice speciﬁ c int rferences by multiplying each slice by a 
random 2D low-frequency inhomogeneities (2 BWP quality levels (3% noise, 40% inhomogeneity, 
7% noise, 80% inhomogeneity), 3 amplitude levels, 3 frequency types, 3 directions). (A) shows the 
conclusion of the CAT12 segmentation accuracy (average Kappa of GM and WM) of 56 simulated 
datasets, whereas B shows examples of for each major test parameter. Real artifacts typically have 
an amplitude around 20% of the signal intensity.
Fig. 5:  Slice artifacts of three baboon datasets before (left) and after correction (right).  
A B C
Fig. 4:  A shows Kappa results of a VBM12 segmenation without and with slice correction of IBSR1 data.  
Examples IBSR1 images before (B-left) and after correction (B-right).  The correction was limited, 
because only resampled data of the rotated original images was available and the overall relative poor 








Fig. 5:  Slice artifacts of three baboon datasets before (left) and after correction (right).  
A B C
Fig. 4:  A shows Kappa results of a VBM12 segmenation without and with slice correction of IBSR1 data.  
Examples IBSR1 images before (B-left) and after correction (B-right).  Th co rection was limited,
becaus  only resa pled data of the ro ated original images was available and the overall relative poor








Fig. 4:  A shows Kappa results of  CAT12 segme tation without and with slice correction of IBSR1 
data.  Examples IBSR1 images before (B-left) and after correction (B-right).  The correction was 
limited, because only resampled data of the rotated original images was available and the overall 
relative poor image quality.  C shows a private dataset of a child.
Fig. 5:  Slice artifacts of three babo  datasets b fore (left) and after correction (right).  
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INTRODUCTION
The classi cation of brain tissue (segmentation) and spatial nor-
malization (registration) is one of the key issues of data prepro-
cessing in magnetic resonance imaging (MRI) 1,2 to analyze struc-
tural changes in the brain in lifetime and evolution 3,4 (Figure 1). 
The continuous improvement of MRI acquisition demands the 
ongoing adjustment and enhancement of preprocessing meth-
ods 1,2, especially of routines like the segmentation that strongly 
in uence following stages such as surface reconstruction 5. 
Here, we present our new segmentation pipeline of the SPM12 
CAT toolbox W1,W2. For validation synthetic and real datasets 
were used and compared to SPM12 and VBM8 W3.
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Figure 1:  The cerebral cortex (A) is a highly folded sheet of gray 
matter (GM) that lies inside the cerebrospinal ﬂ uid (CSF) and surrounds 
a core of white matter (WM) those dramatic changes over lifetime 
and between species can be captured in vivo by magnetic resonance 
imaging (MRI).  
For statistical analysis a preprocessing (B) is required that has to 
classify the brain tissues (segmentation), reconstruct surfaces and 
shape measures and establish a mapping between individual and 
group space (spatial registration).  
Preprocessing is still a challenging process due to continuously 
improvements in scanner and computer technology, varying MR 
protocols, image interferences, and anatomical properties, where 
new extraordinary scans can uncover problematic behavior, e.g., 
problems in high contrast data such as in an older VBM8 version 
(C top) or incorrect classiﬁ cation of WM lesions as GM in older brains 
that trigger registration errors (C bottom yellow arrow). 
Figure 2:   Shown is the algorithm ﬂ ow diagram of the voxel-
based preprocessing of CAT that starts with a correction of image 
interferences (denoising, interpolation, inhomogeneity correction, 
afﬁ ne registration) followed by the initial SPM12 segmentation Ycls 
and registration Yi‘ based on the SPM tissue probability map (TPM) 
YTPM.  The tissue classiﬁ cation Ycls is further reﬁ ned and used for a 
global (Ym) and local intensity normalization (Ymi) of the input data. 
The spatial registration Yi is used to map an atlas YCAT to the individual 
space Yl that is adapted and used  for region speciﬁ c operation and 
a following surface reconstruction. 
After brain extraction the AMAP approach of VBM8 is used to create 
a prior independent segmentation Ycls‘‘‘  that is further corrected by 
a cleanup routine that removes blood vessels and meninges. The 
ﬁ nal segmentation Ycls‘‘‘‘ is used for Dartel/Shooting registration to 
the IXI555 template YIXI555. Finally, the image quality is rated and the 
processed data is exported or used for surface- and region-based 
preprocessing. 
The degree of corrections are controlled by the main parameter 
LASstr, WMHCstr, gcutstr,  and cleanupstr to allow small adaptations 
for experienced user.
Figure 3:  Segmentation accuracy of different preprocessing methods 
and version (S=SPM, V=VBM, C=CAT) on the BWP (left) and on 
real dataset (right).  Although, most methods work well on the BWP, 
real images especially of unusual protocols or anatomies can lead 
to severe preprocessing problems (Kappa < 0.7).
Figure 4:  Even though the BWP has its limitations is a gold standard in 
preprocessing validation and allows to test for speciﬁ c image properties.
Figure 5:  Using ground truth data further allows to tests speciﬁ c 
parameter, e.g., the LASstr that has no effects on the BWP but on 
real scans, where the GM can have varying intensities.    
Figure 6:  Preprocessing examples of SPM8 , SPM12, VBM8, and CAT12 









































































- initial segmentation & spatial registration
SANLM noise correction
Interpolation in case of low resolution
Ane preprocessing (APP)
- bias correction & skull-stripping
Global & local 
intensity normalization
local adaptive segm. (LAS) 





Dartel / (optimized) Shooting
Further processing
- Write output images
- Quality assurance
- Surface pipeline 
- XML export of regional data 
- XML export of parameter
- CAT preprocessing report
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METHODS
The voxel-based preprocessing of CAT starts with a denois-
ing and initial inhomogeneity correction to stabilize the 
SPM12 preprocessing that creates the initial segmentation 
and registration. The segmentation is re ned and used for 
(local) intensity normalization of the anatomical image 6. 
A template independent AMAP approach 7 generates the  -
nal segmentation that is used for spatial registration to the 
IXI555 template by Dartel or Shooting 8,9. 
The spatial adaptive non-local-means (SANLM) denoising  lter 10 
was further modi ed by a local correction  eld to avoid to 
strong  ltering. Low resolution images are interpolated for 
more accurate and robust results. The a  ne preprocessing 
(APP) includes an initial inhomogeneity correction and brain 
extraction routine that increases the robustness of SPM12 
preprocessing. The (local) intensity correction combines 
morphological operations, atlas, distance, and gradient infor-
mation to revise the initial tissue maps to approximate and 
normalize local tissue intensity to reduce protocol and age 
related dependencies 6, e.g., by iron quantity in basal ganglia. 
For further re nements and later surface reconstruction an 
atlas map with major brain regions (e.g., hemispheres, cer-
ebellum) is mapped to the individual space and adapted by 
region growing and morphological operations for individual 
anatomy 11. The brain extraction used morphological opera-
tions, graph-cut, and region-growing routines to improve the 
brain mask 11. The AMAP approach includes a noise-controlled 
MRF- lter. Finally, a cleanup routine removes remaining blood 
vessels and meninges in prede ned regions. The degrees of 
corrections are controlled by one parameter to allow small 
adaptations by users. 
For basic validation 33 variations of the brain web phantom 12 
(BWP) with 6 noise levels (0,1:2:9%), inhomogeneity  elds with 6 
levels (0:20:100%), 5 interpolated and 9 resolution levels, 2 PD, 2 
T2, and 3 worst-case (WC) datasets were used. Furthermore, expert 
segmentations of speci c slices of 145 public and private images 
were created to test the preprocessing under realistic conditions 
for multiple protocols with di erent contrasts, interferences and 
varying subject properties, e.g., age, sex, and health.
RESULTS
Figure 3 and 4 show the results of the validation of the BWP 
and expert datasets, whereas the figure 5 focus on the valida-
tion of the LASstr parameter that also point out the well known 
limitations of the BWP to simulate the anatomical details such 
as GM intensity variations.  For both synthetic and real data-
sets CAT achieved a highly accurate segmentation described 
by Kappa statistic of the GM tissue class. The calculation time 
for voxel-based preprocessing is about 15 minutes per sub-
ject for 1 mm T1 images.   Examples of different datasets with 
different image quality and extreme individual deviations 
from normal healthy control subjects and major revisions is 
shown in figure 6.  
CONCLUSIONS 
The results demonstrate that CAT allows an highly accurate and robust 
preprocessing. In contrast to SPM12 it is less biased by the tissue prob-
ability map and allow more anatomical details (e.g., see cerebellums 
in  gure 6) that are important for surface-based preprocessing.
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INTRODUCTION
Quantitative high-resolution magnetic resonance 
imaging (MRI) facilitates non-invasive mapping 
of myelination and iron content and supports 
deeper understanding of the structure-function 
relationship in the human cortex [10, 13, 17, 16]. 
The analyses of intra-cortical structures requires 
highly accurate image acquisition and prepro-
cessing [13, 14, 15], where increased noise and 
enhanced anatomical details pose new chal-
lenges for standard processing pipelines and 
subsequent image analysis [7, 10, 14]. 
Here, we present a method to adaptively  lter 
noise while preserving the anatomical details 
and reducing the in uence of blood vessels in 
high resolution data. We validated our approach 
by assessing the improvements of three widely 
used processing software packages compared 
to a gold-standard segmentation. 
METHODS
Healthy volunteers were scanned on a 7 Tesla 
scanner (Siemens Healthineers, Germany) using 
a multi-parameter mapping protocol with 0.4 
mm isotropic resolution [11, 14]. Four scans of 
34 were selected to represent the spectrum of 
data quality: an average across three sessions 
(S1) and single-scans without (S2), with light (S3) 
and severe motion-artefacts (S4). Quantitative 
PD, R1, and R2* maps (Fig. 1 B) were generated 
using the method described in [17].
 Quantitative image optimization
Signal dropout at 7 Tesla in the inferior tem-
poral lobes and cerebellum causes remaining 
inhomogeneities and increases noise [14] that 
requires post-processing (Fig. 1 A). Our pro-
cedure starts with the Uni ed Segmentation 
scheme [1] that is used for to estimate the bias 
 eld in edge-free regions and approximate 
missed values by a Laplacian- lter that further 
guarantees  eld smoothness []. Global intensity 
normalization [] and edge  lters are used to 
identify and correct blood vessels. A skull-strip-
ping (graph-cut) and cleanup routine removed 
non-brain tissue. Finally, the images were de-
noised with a spatial adaptive non-local means 
[8] and a partially adaptive median  lter.  The 
corresponding script is available in the expert 
mode of the Computation Anatomy Toolbox 
(CAT12) for the Statistical Parametric Mapping 
(SPM12) software package in MATLAB.
Standard preprocessing soft-
ware and parameter
For voxel- and surface-based analyses the CAT12 
, FreeSurfer  and SPM12  software packages. In 
CAT12 the resolution parameter was modi ed to 
antive resolution and the light a  ne preprocess-
ing (APP) was used. FreeSurfer [5] was used with 
the hires  ag and expert- le. Because the skull-
stripping failed at 0.4 mm, it was deactivated and 
skull-stripped data with an average white matter 
intensity of 200 was used. The number of smooth-
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Figure 1:  High-resolution data often suffer from increased inhomogeneity and noise [14] even 
in quantitative MRI data that affect standard preprocessing routines required for structural 
analyses. Therefore, a novel post-processing algorithm was developed (A) that reduces remaining 
noise, inhomogeneities, and blood vessels in the PD, R1, and R2* maps (B and D). To validate 
the improvements and evaluate the different standard preprocessing routines, a gold-standard 
segmentation was generated by an expert (C). 
Figure 2:  Shown are the results of the segmentation of three different segmentation pipelines 
(CAT12, FreeSurfer and SPM12) on the original (A and R1) and optimized images (cA, cR1, ciA) 
of four different subjects with varying image quality (S1 to S4). The results sorted by weighting 
(A), segmentation (B) and subject (C). The results of the different segmentations for an axial slice 
of subject S1 (D). 
ing iterations for surface in ation was increased to 
100 and the number of topology correction steps 
was reduced to 10. Because SPM12 does not sup-
port surface reconstruction, the CAT12 pipeline for 
SPM segmentation (available in the expert mode) 
was applied.
Validation concept
For validation, an expert segmented representative 
slices of four subject with the Slicer software package 
that were used as gold-standard (Fig. 1 C). Cohen’s 
Kappa [2] was estimated to measure the agreement 
between gold-standard and each segmentation. 
In addition to the voxel-based preprocessing, we 
investigated the results of surface reconstruction 
and thickness estimation that is expected to show 
a be normally distributed pattern between 2 to 4 
mm in young adults [6]. 
RESULTS
Overall, the obtained segmentations were more 
accurate and stable for corrected data compared to 
the original data, where the R1 protocol achieved 
the best scores (Fig. 2 A). CAT12 achieved the 
best Kappa score and visual results compared 
to the other segmentations but showed signifi-
cant problems with high-intensity blood vessels 
in the original data.  (Fig. 2 B). Especially SPM12 
benefits from our corrections resulting in more 
accurate and robust results. In FreeSurfer the 
segmentation of even large white matter com-
ponents were incomplete and the sub-cortical 
segmentation led to large differences compared 
to the other segmentations. The high-quality S1 
scan was effected only slightly by our prepro-
cessing, whereas low SNR single-scan data ben-
efited strongly (Fig. 2 C). Although scan S4 was 
not suitable for analysis due to its strong motion 
artefacts, it verified that our pipeline is robust to 
severe image interferences. 
Lacking a gold-standard the evaluation of the 
surface-based preprocessing focuses on expected 
and well-known results, such as a normally dis-
tributed thickness pattern. Overall, all methods 
resulted in relatively similar and plausible thick-
ness measurements. Failed preprocessing due to 
blood vessels by CAT12 caused the high peak of 
low values of about 0.75 mm in the R1 protocol, 
whereas the cR1 and ciA protocol showed the 
most reasonable results (Fig. 3 A). Without our 
preprocessing SPM12 overestimated thickness 
(Fig. 3 B) caused by less accurate classification 
of gyral WM (Fig. 3 D). FreeSurfer created a noisy 
surface at 0.4 mm resolution, especially without 
our corrections (Fig. 3 D). Processing with CAT12 
and SPM12 takes about two hours, whereas 
FreeSurfer required about one week in case of 
optimal image quality and multiple weeks for 
images with light motion artefacts that impacted 
the topology correction [12].  The higher visual 
overlap between segmentation and underlying 
anatomy, the sharper cortical thickness distri-
bution and the continuous unfiltered pattern 
of the prepared images present a solid basis for 
further analysis. 
CONCLUSIONS 
We have shown that adaptive noise  ltering and the correction of small-scale anatomical details (e.g. blood 
vessels) signi cantly improves segmentation accuracy on high resolution multi-parametric, quantitative 
maps. This is an important step towards in vivo mapping and characterization of intra-cortical structures using 
high-resolution, quantitative MRI. In future a general voxel-based analysis with larger sample size is planned, 
including the generation of high-resolution template datasets. Furthermore, a surface-based gold-standard 
is required to validate surface position and thickness results.
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