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CONTACT DUAL PAIRS
ADARA MONICA BLAGA, MARIA AMELIA SALAZAR, ALFONSO GIUSEPPE TORTORELLA, AND CORNELIA VIZMAN
Abstract. We introduce and study the notion of contact dual pair adopting a line bundle approach to contact
and Jacobi geometry. A contact dual pair is a pair of Jacobi morphisms defined on the same contact mani-
fold and satisfying a certain orthogonality condition. Contact groupoids and contact reduction are the main
sources of examples. Among other properties, we prove the Characteristic Leaf Correspondence Theorem for
contact dual pairs which parallels the analogous result of Weinstein for symplectic dual pairs.
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1. Introduction
Tracing back to S. Lie [22], the notion of dual pair of Poisson maps (symplectic dual pairs) has its modern
origin in the works of Weinstein [38], on the local structure of Poisson manifolds, and Howe [14], on rep-
resentation theory in connection with quantummechanics. Symplectic dual pairs are important in Poisson
geometry and geometric mechanics. For instance, they naturally pop up in relation with: Morita equiva-
lence of Poisson manifolds, bifoliations and superintegrable Hamiltonian systems, as well as momentmaps
and symplectic reduction.
Jacobi structures, introduced independently by Kirillov [16] and Lichnerowicz [21], encompass, gener-
alizing and unifying, several geometric structures, like Poisson, (locally conformal) symplectic, and (gener-
ically non-coorientable) contact. Following [24] a Jacobi bundle is a line bundle L → M equipped with a
Jacobi structure {−,−}, i.e. a Lie bracket on Γ(L) which additionally is a differential operator (DO) in each
entry. Then a Jacobi manifold is a manifold with a Jacobi bundle over it. In this paper, inspired by [6], we
adopt the line bundle approach to contact and Jacobi geometry. The conceptual backgrounds of this ap-
proach are represented by the gauge algebroidDL of a line bundle L → M and the associated der-complex
of L-valued Atiyah forms and graded Lie algebra of multi-differential operators (cf. Appendix A.1).
There exists a close relation between Poisson/symplectic and Jacobi/contact geometry. On one hand,
contact structures are viewed as the odd-dimensional analogue of symplectic structures and, on the other
hand, Poisson structures can be seen as a contravariant generalization of symplectic structures, with the
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latter being the non-degenerate case of the former. In addition, following Lichnerowicz’s philosophy,
one can also view Jacobi structures as a “contravariant” generalization of contact structures, with the
latter being the non-degenerate case of the former. This close relation between Poisson/symplectic and
Jacobi/contact geometry makes it pretty natural to wonder what, if any, is the contact analogue of sym-
plectic dual pairs. This paper aims at introducing, on conceptually well-grounded basis, and systematically
investigating the concept of contact dual pairs.
Dual pairs in symplectic and Poisson geometry. The symplectic dual pairs are the source of in-
spiration in handling contact dual pairs. Here, following [27], we recollect their main properties. Let
(Mi , {−,−}i ) be Poisson manifolds, for i = 1, 2, and (M,ω) be a symplectic manifold, with {−,−} the
corresponding non-degenerate Poisson structure onM . A pair of Poisson maps
(M1, {−,−}1) (M,ω) (M2, {−,−}2)
φ1 φ2
(1.1)
is called a (Lie–Weinstein) symplectic dual pair, or simply symplectic dual pairs, if the distributions kerTφ1
and kerTφ2 are the orthogonal complement of each other w.r.t. ω. Diagram (1.1) forms a Howe symplectic
dual pair if the Poisson subalgebras φ∗1C
∞(M1) and φ
∗
2C
∞(M2) of C
∞(M) are the centralizer of each other
w.r.t. {−,−}. Unlike the Lie–Weinstein definition, which is a local condition, the Howe definition has a
global character. The relation between these two notions has been investigated in [26].
If two Poisson manifolds fit into a symplectic dual pair, their local structures are very closely related.
Indeed, let us assume that, in diagram (1.1), the Poisson maps φ1 and φ2 are surjective submersions (i.e. the
dual pair is full) with connected fibers. Then the relationS2 = φ2(φ
−1
1 (S1)) establishes a 1-1 correspondence
between the symplectic leaves S1 of M1 and S2 ofM2. Further, if ω1 and ω2 are the symplectic structures
inherited by S1 and S2 respectively, then they are related as follows
ι∗Kω = φ1 |
∗
Kω1 + φ2 |
∗
Kω2,
whereK := φ−11 (S1) = φ
−1
2 (S2), and ιK : K → M is the inclusion. Finally, the transverse Poisson structures
to S1 and S2 turn out to be anti-isomorphic. These properties of symplectic dual pairs lead to introduce
and investigate the Morita equivalence of Poisson manifolds [39].
One source of examples are the symplectic groupoids. Additionally, symplectic dual pairs also naturally
emerge from reduction of symplectic manifolds with symmetries. Let us consider a Lie group G acting
freely, properly, and by symplectomorphisms on (M,ω). Assume further that the action is Hamiltonian
with Ad∗ equivariant moment map J : M → g∗. Then one gets the symplectic dual pair
(M/G, {−,−}M/G ) (M,ω) (g
∗, {−,−}+),
q J
where {−,−}+ is the +-Lie-Poisson bracket on g
∗ and {−,−}M/G is the quotient Poisson structure onM/G.
Finally, we point out that the notion of symplectic dual pairs generalizes to the setting of Dirac struc-
tures. In particular, this generalization, introduced in [3], has allowed to obtain alternative proofs of the
normal form theorem around Dirac transversals and the existence of symplectic realizations [13].
Dual pairs in contact and Jacobi geometry. Let (Mi , Li , {−,−}i ) be Jacobi manifolds, with i = 1, 2,
and (M,H) be a contact manifold. Set L := TM/H and denote by ϑ the corresponding L-valued contact
form, by cH the associated curvature form, and by {−,−} the corresponding non-degenerate Jacobi struc-
ture on L → M (see Section 2 for a brief review of contact and Jacobi geometry). Then a (Lie–Weinstein)
contact dual pair (or simply contact dual pair) is a pair of Jacobi morphisms
(M1, L1, {−,−}1) (M,H) (M2, L2, {−,−}2),
Φ1 Φ2
(1.2)
with underlying maps M1 M M2
φ1 φ2
, such that the following three conditions hold:
(i) the contact distributionH is transverse to both kerTφ1 and kerTφ2,
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(ii) the pull-back sections Φ∗1λ1 and Φ
∗
2λ2 Jacobi commute, for all λ1 ∈ Γ(L1) and λ2 ∈ Γ(L2),
(iii) H ∩ kerTφ1 andH ∩ kerTφ2 are the orthogonal complement of each other w.r.t. cH .
The main motivating examples are contact groupoids. Indeed, the very definition is modelled so that the
source and the target map of any contact groupoid form a contact dual pair. Nevertheless, a more compact
and geometrically insightful description of contact dual pairs is obtained by means of the interpretation of
the L-valued contact form ϑ as an L-valued symplectic Atiyah form ϖ. Indeed, Proposition 4.4 shows that
diagram (1.2) is a contact dual pair iff the kernels of the induced gauge algebroid morphisms DΦ1 : DL →
DL1 and DΦ2 : DL → DL2 are the orthogonal complement of each other w.r.t. ϖ, i.e.
kerDΦ1 = (kerDΦ2)
⊥ϖ
. (1.3)
This characterization of contact dual pairs immediately leads to other two equivalent descriptions. First,
Proposition 4.6 rephrases the orthogonality condition (1.3) into the language of Dirac–Jacobi geometry.
Even though this rephrasing already plays a crucial role in this paper (e.g. in the proof of Theorem 5.14),
the generalization of contact dual pairs to the setting of Dirac–Jacobi structures will only be addressed in
a separate short note [31]. Second, Proposition 4.8 establishes a 1-1 correspondence between the contact
dual pairs and the so-called homogeneous symplectic dual pairs.
Diagram (1.2) is a Howe contact dual pair if the Lie subalgebras Φ∗1Γ(L1) and Φ
∗
2Γ(L2) of Γ(L) are the
centralizer of each other w.r.t. {−,−}. In contrast to the Lie–Weinstein definition, which is a local condi-
tion, the Howe definition is a global condition. In parallel with the analogous results for symplectic dual
pairs [26], Proposition 4.9 studies the non-trivial relation between these two notions of dual pair.
The main result of the paper is the Characteristic Leaf Correspondence, according to which the local
structures of two Jacobi manifolds fitting into a contact dual pair are very closely related. It consists of
three parts, in close analogy to Weinstein’s results for symplectic dual pairs [38]. Let us assume that
the underlying maps φ1 and φ2 in diagram (1.1) are surjective submersions (i.e. the dual pair is full) with
connected fibers. Then the relation S2 = φ2(φ
−1
1 (S1)) establishes a 1-1 correspondence between the char-
acteristic leaves S1 of M1 and S2 of M2 (see Theorem 5.4). Further, Theorem 5.5 proves that S1 and S2
are either both contact or both l.c.s., and describes the relation between their inherited (transitive Jacobi)
structures. Finally, Theorem 5.14 shows that the transverse structures to S1 and to S2 are anti-isomorphic.
These properties of contact dual pairs seem to suggest the introduction and the investigation of Morita
equivalence for Jacobi manifolds. This suggestive idea will be pursued by the authors in a future work.
In addition to contact groupoids, as pointed out by Theorem 6.10, another source of examples is rep-
resented by contact reduction. In this paper we consider contact actions of contact groupoids on contact
manifolds. As a special case, let us consider a Lie group G acting freely, properly, and by contactomor-
phisms on (M,H). Assume further that the orbits are transverse to H . Then one gets a moment map
J : M → P(g∗) (also called Jacobi moment map in [29, Def. 2.27]) and the following contact dual pair
(M/G, L/G, {−,−}M/G ) (M,H) (P(g
∗),OP(g∗)(1), {−,−}P(g∗ )),
q J
where (P(g∗),OP(g∗)(1), {−,−}P(g∗)) is the Jacobi manifold of Example 2.10, and the quotient line bundle
L/G → M/G is equipped with the quotient Jacobi structure {−,−}M/G .
Structure of the paper. Section 2 gives a brief review of contact and Jacobi geometry. Section 3 intro-
duces contact dual pairs with motivating examples coming from contact groupoids. Section 4 studies the
first properties of contact dual pairs, like the alternative equivalent description in terms of Dirac–Jacobi
geometry, the identification with homogeneous symplectic dual pairs and the relation between contact
dual pairs and Howe contact dual pairs. Section 5 discusses the main result of the paper, namely the Char-
acteristic Leaf Correspondence. Section 6 describes in detail how contact dual pairs naturally emerge from
the reduction of contact manifolds with symmetries. The paper also contains two appendices. Appendix A
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recalls basic facts about differential operators (DOs) and the conceptual backgrounds of the line bundle ap-
proach to contact and Jacobi geometry. Appendix B summarizes the alternative, but equivalent, approach
to contact and Jacobi geometry inspired by the “symplectization/Poissonization trick”.
2. A Review of Contact and Jacobi Geometry
This section gives a very brief review of (the line bundle approach to) contact and Jacobi geometry. It
recalls the (possibly non-standard) terminology and the background material that we will systematically
adopt and use later on in the paper. In doing so, we will freely use the language of jets and differential
operators (DOs) on line bundles as summarized in Appendix A. In addition to [16] and [21], our main
references for this material are [6, 19, 18, 29, 33].
2.1. Contact Manifolds. For any manifoldM , there is a canonical 1-1 correspondence between:
(1) pre-contact distributions H onM , i.e. hyperplane distributionsH ⊂ TM ,
(2) pre-contact forms ϑ onM , i.e. nowhere zero 1-forms ϑ ∈ Ω1(M ;L) with values in some line bundle
L → M , unique up to line bundle isomorphisms.
Clearly in one direction this correspondence works by setting L := TM/H and ϑ (X ) = X mod H , for all
X ∈ X(M), and in the opposite direction it works by settingH = kerϑ .
LetH be a pre-contact distribution onM and let ϑ be a corresponding L-valued pre-contact form onM .
The associated curvature 2-form cH ∈ Γ(∧
2H ∗ ⊗ L) is defined by
cH(X ,Y ) := ϑ [X ,Y ], for all X ,Y ∈ Γ(H).
The curvature form measures the failure of H to be integrable. Indeed, by the Frobenius Theorem, H
is integrable iff cH = 0. So H is called maximally non-integrable if cH is non-degenerate, i.e. the vector
bundle morphism c♭
H
: H → H ∗ ⊗ L is an isomorphism, with inverse denoted by c
♯
H
: H ∗ ⊗ L → H . If
this is the case, then dimM = odd, andH and ϑ are said to be, not just pre-contact, but properly contact.
Definition 2.1. A contact manifold is a manifold equipped with a contact structure which is equivalently
given by either a contact distributionH or a corresponding contact form ϑ .
Remark 2.2. For future reference, let us recall that a line bundle isomorphism Φ : L1 → L2, covering
φ : M1 → M2, determines the module isomorphism Φ
∗ : Ω•(M2;L2) → Ω
•(M1;L1), covering the algebra
isomorphism φ∗ : Ω•(M2) → Ω
•(M1), given by (Φ
∗ω2)x = (Φx )
−1 ◦ ω2,φ(x ) ◦ ∧
kTxφ, for all k ≥ 0, ω2 ∈
Ω
k (M2;L2), and x ∈ M1. Further, if Φ is just a regular line bundle morphism (cf. Remark 2.7), Φ
∗ is still
well-defined, even though it is not an isomorphism.
The duality between distributions and forms seen in the description of contact manifolds is reflected in
the description of their contactomorphisms.
Definition 2.3. Let Hi be a contact distribution on Mi and ϑi ∈ Ω
1(Mi ;Li ) be a corresponding contact
form, with i = 1, 2. A contactomorphism is equivalently given by either:
(1) a diffeomorphism φ : M1 → M2 such thatH2 = φ∗H1 := (Tφ)H1, or
(2) a line bundle isomorphism Φ : L1 → L2 over φ : M1 → M2, such that ϑ1 = Φ
∗ϑ2 := Φ
−1 ◦ ϑ2 ◦ (Tφ).
Let (M,H) be a contact manifold and ϑ ∈ Ω(M ;L) be a contact form corresponding to the contact
distributionH . Denote by X(M,H) ⊂ X(M) the Lie algebra of infinitesimal contactomorphisms of (M,H),
i.e. those vector fields whose flow consists of local contactomorphisms. It turns out thatX(M,H) is formed
exactly by the contact vector fields of (M,H), i.e. those X ∈ X(M) such that [X , Γ(H)] ⊂ Γ(H), and so it
fits in the short exact sequence of R-linear maps
0 X(M,H) X(M) Γ(H ∗ ⊗ L) 0,
incl ϕ
(2.1)
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where X(M) → Γ(H ∗ ⊗ L), X 7→ ϕX , is the 1st-order linear differential operator (DO) defined by ϕX (Y ) =
ϑ [X ,Y ], for all Y ∈ Γ(H). Further c
♯
H
: H ∗ ⊗ L → H ⊂ TM splits (2.1), so that X(M) = Γ(H) ⊕ X(M,H)
and there is a unique R-linear isomorphism
Γ(L)
∼
→ X(M,H), λ 7→ Xλ, such that ϑ (Xλ) = λ.
Additionally, X(−) is a 1st-order DO from L to TM , sending each line bundle section λ to its associated
Hamiltonian vector field Xλ . Indeed, for all λ ∈ Γ(L) and f ∈ C
∞(M), one gets that
Xf λ = f Xλ + c
♯
H
((df )|H ⊗ λ). (2.2)
Hence a contact structure determines the bracket
{−,−} : Γ(L) × Γ(L) → Γ(L), (λ, µ) 7→ {λ, µ} := ϑ (Xλ,Xµ ),
which is both a Lie bracket and a 1st-order linear bi-DO from L to L, and so it is a Jacobi structure on L
(cf. Definition 2.5). Actually,H and ϑ are fully encoded by their associated Jacobi structure {−,−}.
Example 2.4 (The trivial line bundle case). LetH be a contact distribution onM and let ϑ be a corre-
sponding L-valued contact form onM . Assume that L is the trivial line bundle RM := M ×R→ M . In this
case ϑ becomes a nowhere zero real-valued 1-form onM and cH coincides with −(dϑ )|H . So the maximal
non-integrability ofH reduces to the ordinary condition defining coorientable contact structures, i.e.
ϑ ∧ (dϑ )n is a volume form onM2n+1 .
Further, in this special coorientable case, there is a distinguished contact vector field which is nowhere
tangent toH , the so-called Reeb vector field E := X1.
Consider, for i = 1, 2, two coorientable contact manifolds (Mi ,Hi ), with Hi = kerϑi , for some ϑi ∈
Ω
1(Mi ). Then a contactomorphism (M1,H1) → (M2,H2) can also be described as a pair (φ,a) formed by
a diffeomorphism φ : M1 → M2 and a nowhere zero function a ∈ C
∞(M1), the so-called conformal factor,
such that ϑ1 = aφ
∗ϑ2. So, in this setting, a contactomorphism is also denoted by (φ,a) : (M1,H1) →
(M2,H2) and if, additionally, a = 1, then it is said to be a strict contactomorphism.
2.2. Jacobi Manifolds.
Definition 2.5. A Jacobi bundle [24] over a manifold M is a line bundle L → M equipped with a Jacobi
structure (or Jacobi bracket), i.e. a Lie bracket {−,−} : Γ(L) × Γ(L) → Γ(L) which additionally satisfies the
following two equivalent conditions
(1) it is a 1st-order linear bi-differential operator on L → M ,
(2) it is local, i.e. supp({λ, µ}) ⊂ supp(λ) ∩ supp(µ), for all λ, µ ∈ Γ(L).
Then a Jacobi manifold (M, L, {−,−}) is a manifoldM with a Jacobi bundle (L, {−,−}) over it.
In this paper, for any line bundle L → M , we will use the following identification of the Jacobi structures
on L → M with the Maurer–Cartan elements of the graded Lie algebra ((D•L)[1], [[−,−]]) formed by the
multi-DOs from L to L w.r.t. the Schouten–Jacobi bracket (cf. Appendix A.1).
Proposition 2.6 ([33, Proposition 2.7]). For any line bundle L → M , the relation
{λ, µ} = J(j1λ, j1µ), for all λ, µ ∈ Γ(L),
establishes a 1-1 correspondence between the Jacobi structures {−,−} on L → M and the Jacobi bi-DOs J on
L → M , i.e. those J ∈ D2L such that [[J ,J]] = 0.
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Remark 2.7. For the reader’s convenience we recall here the notion of regular vector bundle morphism.
Specifically, a vector bundle morphism Φ : E1 → E2, covering a smooth map φ : M1 → M2, is called
regular if its restriction on fibers Φx : E1,x → E2,φ(x ) is a linear isomorphism for all x ∈ M1. Consequently,
Φ
∗ : Γ(E2) → Γ(E1), λ 7→ Φ
∗λ, the pull-back of sections along Φ, is well-defined by setting
(Φ∗λ)x := (Φx )
−1(λφ(x )) ∈ E1,x , for all x ∈ M1 and λ ∈ Γ(E2).
Equivalently, the regular vector bundle morphism Φ : E1 → E2 can also be seen as a pair formed by a
smooth map φ : M1 → M2 and a vector bundle isomorphism F : φ
∗E2 → E1, covering the identity map
idM1 : M1 → M1, so that now Φ
∗λ = F ◦(φ∗λ), for all λ ∈ Γ(E2). Further, it is easy to see that vector bundles
with regular vector bundle morphisms form a category.
Definition 2.8. A Jacobi morphism Φ : (M1, L1, {−,−}1) −→ (M2, L2, {−,−}2) is a regular line bundle
morphism Φ : L1 → L2, covering φ : M1 → M2, such that, for all λ, µ ∈ Γ(L2),
Φ
∗{λ, µ}2 = {Φ
∗λ,Φ∗µ}1. (2.3)
Let (M, L, {−,−}) be a Jacobi manifold. Denote by J ∈ D2L the Jacobi bi-DO corresponding to {−,−}
(cf. Proposition 2.6) and by J ♯ : J 1L → DL the associated vector bundle morphism over idM : M → M ,
with DL = (J 1L)∗ ⊗ L → M denoting the gauge algebroid of L (cf. Appendix A.1). Any section λ ∈ Γ(L)
determines a Hamiltonian DO ∆λ := J
♯(j1λ) and a Hamiltonian vector field
Xλ := (σ ◦ J
♯)(j1λ) = σ (∆λ) ∈ X(M), (2.4)
with σ : DL → TM denoting the symbol. They are also equivalently defined by the following identities:
∆λµ = {λ, µ} and {λ, f µ} = Xλ(f )µ + f {λ, µ},
for all λ, µ ∈ Γ(L) and f ∈ C∞(M). So one gets the Lie algebra morphisms Γ(L) → D(L), λ 7→ ∆λ , and
Γ(L) → X(M), λ 7→ Xλ , which are also 1st-order linear DO from L to DL and TM respectively.
Remark 2.9. For further reference, notice that, if Φ : (M1, L1, {−,−}1) → (M2, L2, {−,−}2) is a Jacobi
morphism covering φ : M1 → M2, then, for any section λ ∈ Γ(L2), the following identities hold
(DΦ) ◦ ∆Φ∗λ = ∆λ ◦ φ and (Tφ) ◦ XΦ∗λ = Xλ ◦ φ. (2.5)
Indeed, the first identity above is just a rephrasing of Equation (2.3) defining the Jacobi morphisms, and
the second identity follows from the first one by taking the symbol componentwise.
Example 2.10 (The projectivization P(g∗) [29]). Given a Lie algebra g, the projectivization P(g∗) =
(g∗ \ {0})/R× inherits a Jacobi bracket {−,−}P(g∗) on OP(g∗)(1), the dual of the tautological line bundle τ
over P(g∗) (τ[µ] = 〈µ〉, µ ∈ g
∗ \ {0}). The bracket comes from the natural identification of Γ(OP(g∗)(1))
with C∞
hom
(g∗ \ {0}), the space of (degree 1) homogeneous smooth functions on g∗ \ {0}, and the fact that
C∞
hom
(g∗ \ {0}) is a subalgebra of C∞(g∗ \ {0}) with the linear Poisson bracket {−,−}+. The identification
takes a section β ∈ Γ(OP(g∗)(1)), and identifies it with the homogeneous function Fβ on g
∗ \ {0} defined by
Fβ (µ) := 〈β([µ]), µ〉. With this, the projection map g
∗ \ {0} → P(g∗), µ 7→ [µ] becomes a Jacobi morphism
with bundle component given by
Φ : R × (g∗ \ {0}) → OP(g∗)(1), Φ(t , µ) : 〈µ〉 → R, sµ 7→ st .
Alternatively, (P(g∗),OP(g∗)(1), {−,−}P(g∗)) can be seen as the dehomogenization of (g
∗, {−,−}+) (cf. Ap-
pendix B).
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The trivial line bundle case. A Jacobi pair [21] on a manifold M is a pair (Π,E) formed by a bivector
field Π ∈ X2(M) and a vector field E ∈ X(M) such that [[Π,Π]] = 2E ∧ Π and [[E,Π]] = 0, where [[−,−]]
denotes the Schouten–Nijenhuis bracket on multivector fields onM .
Proposition 2.11 ([16, Lemma 3]). For any manifoldM , the following relation
{ f ,д} = Π(df , dд) + iE (f dд − дdf ), for all f ,д ∈ C
∞(M),
gives a 1-1 correspondence between Jacobi structures {−,−} on RM → M and Jacobi pairs (Π,E) onM .
Let {−,−} be a Jacobi structure on RM → M and let (Π,E) be the corresponding Jacobi pair onM . Then
the Jacobi manifold (M,RM , {−,−}) is also denoted by (M,Π,E). The vector field E measures the failure
of {−,−} to be a Poisson structure or, equivalently, of Π to be a Poisson bivector. Indeed,
{ f ,дh} − { f ,д}h − д{ f ,h} = дhE(f ), for all f ,д,h ∈ C∞(M),
and so {−,−} satisfies the Leibniz rule if and only if E = 0. Furthermore, E = X1, i.e. E is the distinguished
Hamiltonian vector field corresponding to the distinguished section 1 ∈ C∞(M) = Γ(RM ). In general, for
any f ∈ C∞(M), the associated Hamiltonian vector field Xf can be rewritten as
Xf = Π
♯(df ) + f E.
Let (Πi ,Ei ) be a Jacobi pair on Mi , with corresponding Jacobi structures {−,−}i on RMi → Mi , for
i = 1, 2. In view of Remark 2.7, a Jacobi morphism Φ : (M1,RM1 , {−,−}1) → (M2,RM2 , {−,−}2) reduces
to a pair (φ,a) formed by a map φ : M1 → M2 and a nowhere zero function a ∈ C
∞(M1), the so-called
conformal factor, such that, for all f ,д ∈ C∞(M2),
{aφ∗ f ,aφ∗д}1 = aφ
∗{ f ,д}2.
So, in this setting, a Jacobi morphism is also denoted by (φ,a) : (M1,Π1,E1) → (M2,Π2,E2) and if, addi-
tionally, a = 1, then it is said to be a strict Jacobi morphism.
Non-degenerate Jacobi structures. As seen in Section 2.1, a contact structure is fully encoded by its
associated Jacobi structure. In this way, as we are going to recall below following [36, Section 3], contact
structures identify with the so-called non-degenerate Jacobi structures.
Definition 2.12. A Jacobi structure {−,−} on L → M is called non-degenerate if the corresponding Jacobi
bi-DO J ∈ D2L is non-degenerate, i.e. the associated vector bundle morphism J ♯ : J 1L → DL is an
isomorphism.
Let L → M be a line bundle. The relation J ♯ = ϖ♯ establishes a 1-1 correspondence between non-
degenerate bi-DO J ∈ D2L = Γ(∧2(J 1L)∗ ⊗ L) and non-degenerate L-valued Atiyah forms ϖ ∈ Ω2L =
Γ(∧2(DL)∗ ⊗ L). Further it turns out that, within this correspondence, the Jacobi identity for {−,−} (or
equivalently [[J ,J]] = 0) holds if and only if ϖ is dD -closed. This leads to the following.
Proposition 2.13. There is a canonical 1-1 correspondence between non-degenerate Jacobi structures J =
{−,−} on L → M and L-valued symplectic Atiyah forms ϖ.
The relation ϖ = dD (ϑ ◦ σ ), or equivalently ι1ϖ = ϑ ◦ σ , establishes a 1-1 correspondence between the
L-valued pre-contact forms ϑ on M and those dD -closed L-valued Atiyah 2-forms ϖ such that (ι1ϖ)x ,
0x ∈ (DxL)
∗ ⊗ Lx ≃ J
1
xL, for all x ∈ M . Further, within this correspondence, ϑ is contact, i.e. kerϑ is
maximally non-integrable, if and only if ϖ is non-degenerate. This leads to the following.
Proposition 2.14 ([36, Prop. 3.3]). There is a canonical 1-1 correspondence between L-valued symplectic
Atiyah forms ϖ and L-valued contact forms ϑ .
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From the combination of Propositions 2.13 and 2.14, one ends up with the following.
Proposition 2.15 ([16, Sect. 4]). For any line bundle L → M , there is a canonical 1-1 correspondence between
non-degenerate Jacobi structures on L and L-valued contact forms onM .
2.3. Locally Conformal Symplectic Structures. Besides Poisson and contact, another class of Jacobi
structures is given by the locally conformal symplectic structures. Following [35, App. A], and so slightly
generalizing [34], we adopt a line bundle approach to these structures.
Definition 2.16. A locally conformal symplectic (or l.c.s.) structure on a manifold M consists of a line
bundle L → M , a representation ∇ of TM on L, and a d∇-closed non-degenerate 2-form ω ∈ Ω
2(M ;L).
Then a l.c.s. manifold (M, L,∇,ω) is a manifoldM equipped with a l.c.s. structure (L,∇,ω) over it.
Clearly a l.c.s. manifoldM is even-dimensional.
In the coorientable case, i.e. when L = RM , a l.c.s. structure reduces to a pair (η,ω) ∈ Ω
1(M) × Ω2(M)
s. t. η is closed, ω is non-degenerate, and dω + ω ∧ η = 0. So, in the coorientable case, one recovers the
notion of l.c.s. structure as given in [34]. In particular, a symplectic structure is nothing but a l.c.s. structure
with L = RM and ∇X = X .
For any l.c.s. structure (L,∇,ω) on M , there exists an associated Jacobi structure {−,−} on L → M
defined in the following way. First, for any section λ ∈ Γ(L), there exists a Hamiltonian vector field
Xλ := ω
♯(d∇λ) ∈ X(M). (2.6)
Then the associated Jacobi structure {−,−} : Γ(L) × Γ(L) → Γ(L) is defined by
{λ, µ} := ω(Xλ,Xµ ) = (d∇λ)(Xµ ).
Such a bracket satisfies the Jacobi identity because d∇ω = 0, and it is a bi-DO since X(−) : Γ(L) → X(M) is
a DO from L to TM with, in particular,
Xf λ = f Xλ +ω
♯(df ⊗ λ), (2.7)
for all λ ∈ Γ(L) and f ∈ C∞(M). Further, it is easy to see that this Jacobi structure fully encodes the
l.c.s. structure we started with. For more details, we refer the reader to [35, App. A].
3. Contact Dual Pairs
In this Section we initiate our investigation of contact dual pairs. More specifically, Definitions 3.1
and 3.5 introduce Lie–Weinstein contact dual pairs (simply called contact dual pairs) and Howe contact
dual pairs respectively. The latter are the local version and the global version respectively of dual pairs of
Jacobi morphisms. Further, as the main source of motivating examples for contact dual pairs, Theorem 3.12
shows that any contact groupoid naturally gives rise to a contact dual pair.
3.1. Contact Dual Pairs. Let (Mi , Li , {−,−}i ) be Jacobi manifolds, for i = 1, 2, and let (M,H) be a contact
manifold. Let ϑ ∈ Ω1(M ;L) be a contact form corresponding to H . We denote by cH the associated
curvature form and by {−,−}H the corresponding non-degenerate Jacobi structure on L → M . Consider
a pair of Jacobi morphisms
(M1, L1, {−,−}1) (M,H) (M2, L2, {−,−}2),
Φ1 Φ2
(3.1)
with underlying mapsM1
φ1
←− M
φ2
−→ M2.
Definition 3.1. Diagram (3.1) forms a contact dual pair if:
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(1) H is transverse to both kerTφ1 and kerTφ2, i.e.
H + kerTφ1 = TM = H + kerTφ2, (3.2)
(2) Φ∗1λ1 and Φ
∗
2λ2 Jacobi commute, for all λ1 ∈ Γ(L1) and λ2 ∈ Γ(L2), i.e.
{Φ∗1Γ(L1),Φ
∗
2Γ(L2)}H = 0, (3.3)
(3) the φ1-vertical part H1 := H ∩ kerTφ1 and the φ2-vertical part H2 := H ∩ kerTφ2 of H are the
cH-orthogonal complement of each other, i.e.
(H1)
⊥cH
= H2. (3.4)
Further, the contact dual pair (3.1) is called full if both of the underlying maps φ1 : M → M1 and φ2 : M →
M2 are surjective submersions.
For the first motivating example of this definition, namely contact groupoids, we refer the reader to
Section 3.2. In the following, with reference to the pair of Jacobi morphisms (3.1), we will denote by
Pi ⊂ Γ(L) the C
∞(Mi )-module and Lie subalgebra formed by the pull-back sections along Φi :
Pi := Φ
∗
i Γ(Li ) = {Φ
∗
i λi : λi ∈ Γ(Li )}, for i = 1, 2. (3.5)
Proposition 3.2. Let (3.1) be a contact dual pair. The distribution kerTφ1 (resp. kerTφ2) is generated by the
contact vector fields Xλ , with λ ∈ P2 (resp. λ ∈ P1), i.e.
kerTφ1 = span{XΦ∗2λ2 : λ2 ∈ Γ(L2)} and kerTφ2 = span{XΦ
∗
1λ1
: λ1 ∈ Γ(L1)}. (3.6)
In particular, the maps φ1 : M → M1 and φ2 : M → M2 have constant rank, with
1 + rankφ1 + rankφ2 = dimM . (3.7)
If additionally the contact dual pair (3.1) is full, the following dimensional relation holds
1 + dimM1 + dimM2 = dimM . (3.8)
Proof. Fix x ∈ M . Using Equation (2.2) and the identityH
⊥cH
i = c
♯
H
(H ◦i ), one gets the following
{Xλ,x : λ ∈ Pi } = 〈XΦ∗i µi,x 〉 ⊕ H
⊥cH
i,x , (3.9)
for any choice of local frames µi of Li → Mi around φi (x), with i = 1, 2. Condition (2) in Definition 3.1
allows to compute
XΦ∗
1
λ1(φ
∗
2 f2) · Φ
∗
2λ2 = {Φ
∗
1λ1,Φ
∗
2(f2λ2)}H − (φ
∗
2 f2) · {Φ
∗
1λ1,Φ
∗
2λ2}H
(2)
= 0,
for all λ1 ∈ Γ(L1), λ2 ∈ Γ(L2) and f2 ∈ C
∞(M2), and similarly exchanging indices 1 and 2. So one gets
{Xλ,x : λ ∈ P1} ⊂ kerTxφ2 and {Xλ,x : λ ∈ P2} ⊂ kerTxφ1. (3.10)
The latter inclusions are actually equalities. Indeed, using Condition (1) in Definition 3.1, one gets that
dimHi,x = −1 − rank(φi )x + dimM, (3.11)
for i = 1, 2, and then, using Condition (3) in Definition 3.1, one can compute
dim{Xλ,x : λ ∈ P1}
(3.9)
= 1 + dimH
⊥cH
1,x
(3)
= 1 + dimH2,x
(3.11)
= dim(kerTxφ2),
and similarly exchanging indices 1 and 2. Now, the latter and Equation (3.10) prove that Equation (3.6)
holds. Finally from Equation (3.11) it also follows that
−1 + dimM = rankH
(3)
= dimH1,x + dimH2,x
(3.11)
= −2 + 2 dimM − rank(φ1)x − rank(φ2)x .
This shows that also Equation (3.7) holds, and so concludes the proof. 
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For future reference, we single out also the following by-product of the proof of Proposition 3.2.
Corollary 3.3. In a contact dual pair (3.1), for any x ∈ M , the following identities hold
kerTxφ1 = 〈XΦ∗2λ2,x 〉 ⊕ H
⊥cH
2,x and kerTxφ2 = 〈XΦ∗1λ1,x 〉 ⊕ H
⊥cH
1,x , (3.12)
where λ1 (resp. λ2) is any local frame of L1 → M1 (resp. L2 → M2) around φ1(x) (resp. φ2(x)).
Example 3.4 (The trivial line bundle case). Let us assume that, in diagram (3.1), all the line bundles
L = TM/H , L1 and L2 are the trivial ones. So that, in particular, the contact structure onM is coorientable,
i.e. H = kerϑ for some distinguished ϑ ∈ Ω1(M). Further, for i = 1, 2, the Jacobi structure {−,−}i on
Li reduces to a Jacobi pair (Πi ,Ei ) on Mi and the Jacobi morphism Φi reduces to the pair formed by the
smooth map φi : M → Mi and the conformal factor ai ∈ C
∞(M). Therefore diagram (3.1) can also be
depicted in the following way
(M1,Π1,E1) (M,ϑ ) (M2,Π2,E2).
(φ1,a1) (φ2,a2)
(3.13)
Under these assumptions, it is easy to see that, in Definition 3.1, Condition (2) can be replaced by the
following pair of conditions:
(2.a) the conformal factors a1 and a2 Jacobi commute, i.e. {a1,a2}H = 0,
(2.b) Xa1 ∈ Γ(kerTφ2) and Xa2 ∈ Γ(kerTφ1).
Diagram (3.13) is called a strict contact dual pair if in addition a1 = a2 = 1, i.e. both of the maps φ1 and φ2
are strict Jacobi morphisms. In this case, the Reeb vector field E = Xa1 = Xa2 belongs to kerTφ1 ∩ kerTφ2,
and so E1 = E2 = 0 (cf. Remark 2.9), and the Jacobi structures onM1 and M2 are properly Poisson.
Now, if (3.13) is a contact dual pair, the direct sum decompositions (3.12) hold globally, i.e.
kerTφ1 = 〈Xa2〉 ⊕ H
⊥cH
2 and kerTφ2 = 〈Xa1〉 ⊕ H
⊥cH
1 , (3.14)
where the RHS are the pseudo-orthogonal [20] of kerTφ2 and kerTφ1 w.r.t. (a2)
−1ϑ and (a1)
−1ϑ respectively.
Consequently, in the Definition 3.1, Condition (3) can be replaced by (3.14).
The notion of contact dual pair is local in the following sense. Diagram (3.1) is a contact dual pair if and
only if, for any x ∈ M and any open neighbourhood V of x in M , there exists an open neighbourhood U
of x inV such that the following is a contact dual pair
(M1, L1, {−,−}1) (U ,H|U ) (M2, L2, {−,−}2).
Φ1 Φ2
(3.15)
However, there is also the notion of Howe contact dual pair which is global. We notice that Condition (2)
in Definition 3.1 can be equivalently rewritten as
P1 ⊂ P
c
2 (or P2 ⊂ P
c
1 ), (3.16)
where the superscript c denotes the centralizer in Γ(L) w.r.t. the Jacobi bracket {−,−}H . Inspired by this,
as in the symplectic setting, we introduce the following global version of contact dual pair.
Definition 3.5. Diagram (3.1) is a Howe contact dual pair if the following conditions hold:
(1) H is transverse to both kerTφ1 and kerTφ2, i.e.H + kerTφ1 = TM = H + kerTφ2,
(2) P1 and P2 centralize each other w.r.t. the Jacobi bracket {−,−}H , i.e.
Pc1 = P2 and P
c
2 = P1. (3.17)
As above, the Howe contact dual pair (3.1) is called full if both of the underlying maps φ1 : M → M1 and
φ2 : M → M2 are surjective submersions.
In Section 4.3, we will describe the relationship between these two notions of contact dual pairs: the
local one in Definition 3.1 and the global one in Definition 3.5.
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3.2. Contact Groupoids. The first main motivating examples for our definition of contact dual pairs are
contact groupoids [9, 15]. Contact groupoids play an analogous role in Jacobi geometry to the one played
by symplectic groupoids in Poisson geometry. They arise as “desingularizations” of Jacobi manifolds, in
the sense that, up to certain technical conditions, a Jacobi manifoldM integrates to a contact groupoid.
Let G ⇒ G0 be a Lie groupoid with structure maps s, t : G → G0,m : G
(2) := Gs×tG → G, u : G0 → G,
and i : G → G. One says that a distribution H ⊂ TG is multiplicative, if H is a wide Lie subgroupoid
of the tangent groupoid TG ⇒ TG0, or in other words TG0 ⊂ H , H · H ⊂ H and H
−1 ⊂ H , where
the multiplication and the inversion are those of TG ⇒ TG0. Correspondingly, given a representation
L0 → G0 of G, a form ϑ ∈ Ω
1(G; t∗L0) is multiplicative if
(m∗ϑ )(д,h) = (pr
∗
1 ϑ )(д,h) + д · (pr
∗
2 ϑ )(д,h), (3.18)
for all (д,h) ∈ G(2), where pr1, pr2 : G
(2) → G denote the standard projections.
In this setting, the duality between forms and distributions in the description of contact structures
viewed in Section 2.1 specializes in the following way.
Lemma 3.6 ([7, Lemmas 3.6 and 3.7]). Let ϑ ∈ Ω1(G; t∗L0) by a multiplicative form. If ϑ is regular in the
sense of [7], i.e. ϑд : TдM → L0,tд is surjective, for all д ∈ G, then the hyperplane distribution H := kerϑ
is multiplicative, and moreover, any multiplicative hyperplane distribution arises in this way. In particular,
there is a 1-1 correspondence between multiplicative contact distributions and multiplicative contact forms.
As part of this lemma, the fact thatH is wide implies thatH is transverse to both the s and the t fibers:
H + kerTs = TG = H + kerTt . (3.19)
Hence L := TG/H is canonically isomorphic to kerTs/H s and to kerTt/H t , where H s := H ∩ kerTs
andH t := H ∩kerTt . Setting L0 := L|G0 , left and right translations induce regular line bundle morphisms
S : L → L0 and T : L → L0 respectively, covering s : G → G0 and t : G → G0 respectively. This gives rise
to the representation ofG on L0, such thatд·(Sдλд) = Tдλд , for allд ∈ G and λд ∈ Lд , and to the line bundle
isomorphism L → t∗L0, λд 7→ (д,Tдλд). Then the quotient bundle map ϑ : TG → L, uд 7→ uд +Hд , can
be interpreted as a form ϑ ∈ Ω1(G; t∗L0) which turns out to be multiplicative (cf. [7, Lemma 3.7]).
The above Lemma 3.6 motivates the next definition.
Definition 3.7. A contact groupoid is a Lie groupoid G ⇒ G0 equipped with a multiplicative contact
structure which is equivalently given by either a multiplicative contact distributionH or a multiplicative
contact form ϑ (cf. Lemma 3.6).
Example 3.8. Let G ⇒ G0 be a Lie groupoid, with Lie algebroid A ⇒ M . It is easy to see that the
symplectic groupoid ofA∗, i.e. the cotangent groupoidT ∗G ⇒ A∗ equipped with the canonical symplectic
form ωG , is homogeneous. Hence, by the dehomogenization procedure in Appendix B, one obtains the
contact groupoid (P(T ∗G),ϑ ) ⇒ (P(A)∗,OP(A∗)(1), {−,−}) (cf. Corollary B.7). In particular, when A = g
is a Lie algebra and G = G is a Lie group with Lie algebra g, then the projectivized cotangent bundle
P(T ∗G)⇒ P(g∗) is a contact groupoidwhere the Jacobi structure on P(g∗) is that described on Example 2.10.
Remark 3.9. Keeping the same notations of Lemma 3.6, we point out, for later use in Section 6, that the
regular line bundle morphisms S,T : L → L0, covering respectively s, t : G ⇒ G0, can be viewed as the
source and the target of a certain trivial-core line bundle groupoid L⇒ L0 over G ⇒ G0 (for the definition
of trivial-core line bundle groupoid see [12, Def. 4.1] and references therein). The latter is determined by
the property that the line bundle isomorphism L → t∗L0 induced by T is a groupoid isomorphism from
L⇒ L0 to the action groupoid t
∗L0 ⇒ L0 associated with the representation of G on L0. So, understanding
the isomorphism L ≃T t
∗L0, the structure maps of L⇒ L0 are:
S(д,v) = д−1 · v, T (д,v) = v, M((д,v), (h,д−1 · v)) = (дh,v), I (д,v) = (д−1,д−1 · v), U (v) = (tд,v),
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for all д ∈ G and v ∈ L0,tд . Finally, if we now look at ϑ as taking values in L ≃T t
∗L0, then, through a
straightforward computation, Equation (3.18) can be equivalently rephrased as follows
M∗ϑ = Pr∗1 ϑ + Pr
∗
2 ϑ , (3.20)
where Pr1, Pr2 : LS×T L → L are the projections. The latter will be useful later in proving Proposition 6.8.
Remark 3.10. As a continuation of Remark 3.9, notice also that there is a unique full-core line bundle
groupoid L ⇒ 0G0 such that L → t
∗L0 is a line bundle groupoid isomorphism from L ⇒ 0G0 to the line
bundle groupoid t∗L0 ⇒ 0G0 whose structure maps are the following
S(д,v) = 0s(д), T (д,v) = 0t (д), M((д,v), (h,w)) = (дh,v + д ·w), I (д,v) = (д
−1
,−д−1 · v), U (0x ) = (x, 0x ).
Now, as pointed out by Drummond and Egea [11], Condition (3.18) (and so also Condition (3.20)) is equiv-
alent to the multiplicativity of ϑ viewed as a form on G with values in the line bundle groupoid L⇒ 0G0 .
Contact groupoids naturally give rise to contact dual pairs as explained in the following Theorem 3.12.
Let G ⇒ G0 be a contact groupoid, with multiplicative distribution H and corresponding multiplicative
contact form ϑ ∈ Ω1(G; t∗L0), where L := TG/H , and L0 := L|G0 . Denote by {−,−} the Jacobi structure
on L → G associated to the multiplicative contact structure on G. We need first to recall the following.
Proposition 3.11 ([6, Th. 1][4, Sect. 3.5]). There exists a unique Jacobi structure {−,−}0 on L0 → G0 such
that the following two equivalent conditions are satisfied:
(1) T : (G, L, {−,−}) → (G0, L0, {−,−}0) is a Jacobi morphism, covering t : G → G0,
(2) S : (G, L, {−,−}) → (G0, L0,−{−,−}0) is a Jacobi morphism, covering s : G → G0.
Theorem 3.12. The regular line bundle morphisms S : L → L0 and T : L → L0, covering s : G → G0 and
t : G → G0 respectively, form a full contact dual pair:
(G0, L0,−{−,−}0) (G, L, {−,−}) (G0, L0, {−,−}0).
S T
(3.21)
Proof. In view of Proposition 3.11, diagram (3.21) is a well-defined pair of Jacobi morphisms covering
surjective submersions. Concerning the conditions in Definition 3.1, it satisfies Condition (1) because of
Equation (3.19), and Condition (3) because, as it is well-known (cf. [6, Proposition 5.1]),
H s = (H t )⊥cH . (3.22)
Furthermore, in a contact groupoid, X(−) : Γ(L) → X(G,H) induces the following R-linear isomorphisms
Γ(L0) → X(G,H)
l , λ 7→ XS ∗λ and Γ(L0) → X(G,H)
r , λ 7→ XT ∗λ,
where X(G,H)l (resp. X(G,H)r ) denotes the space of left (resp. right) invariant contact vector fields of
(G,H) (see [6, Corollary 5.2] up to the appropriate modifications for the map S). From this and the fact
that, in any Lie groupoid, left invariant vector fields commute with right invariant vector fields, we obtain
that
{S∗Γ(L0),T
∗
Γ(L0)}H = 0.
So, diagram (3.21) also satisfies Condition (2) in Definition 3.1, and this completes the proof. 
Example 3.13 (The trivial line bundle case). Let H be a multiplicative contact structure on a Lie
groupoid G ⇒ G0 as above. Further let us assume that the contact structure is coorientable, i.e. all the
involved line bundles are the trivial ones. In this setting, the representation of G → G0 on RG0 → G0
reduces to multiplicative function f ∈ C∞(G), where multiplicativity meansm∗ f = pr∗1 f + pr
∗
2 f , and the
multiplicative contact form reduces to an ordinary real-valued contact form ϑ ∈ Ω1(G) such that
m∗ϑ = pr∗1 ϑ + (pr
∗
1 e
f ) pr∗2 ϑ . (3.23)
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Moreover, the regular line bundle morphisms I : RG → RG , S : RG → RG0 and T : RG → RG0 reduce to
the pairs (i, ef ), (s, ef ) and (t , 1) respectively. So, the Jacobi structure {−,−}0 onRG0 → G0 is characterized
by the property that both target t and source s are Jacobimaps, from (G0,ϑ ) to (G0, {−,−}0), with conformal
factors 1 and −ef respectively.
4. Properties of Contact Dual Pairs
This section continues the study of contact dual pairs. The interpretation of contact forms with values
in a line bundle L → M as L-valued symplectic Atiyah forms (cf. Proposition 2.14) leads to a more compact
and geometrically insightful description of contact dual pairs. Indeed, as proven in Proposition 4.4, the list
of the three different conditions in Definition 3.1 can be summarized by a single orthogonality condition.
This immediately leads to other equivalent descriptions of contact dual pairs. First, Proposition 4.6 recasts
the notion of contact dual pairs in the language of Dirac–Jacobi geometry. Second, using the “symplecti-
zation/Poissonization trick” (see Appendix B), Proposition 4.8 establishes a 1-1 correspondence between
the contact dual pairs and the homogeneous symplectic dual pairs (in the sense of Definition 4.7). Finally,
Proposition 4.9 investigates the non-trivial relation existing between the local version (Definition 3.1) and
the global version (Definition 3.5) of contact dual pairs.
4.1. Contact dual pairs and symplectic Atiyah forms. The aim of this section is to obtain a more
compact description of contact dual pairs by making use of symplectic Atiyah forms.
Let (M,H) be a contact manifold, with H = kerϑ for a contact form ϑ ∈ Ω1(M ;L). Denote by J =
{−,−}H the corresponding non-degenerate Jacobi structure on L → M and by ϖ the corresponding L-
valued symplectic Atiyah form (cf. Propositions 2.14 and 2.15). Further consider a pair of Jacobi morphisms
(M1, L1, {−,−}1) (M,H) (M2, L2, {−,−}2),
Φ1 Φ2
(4.1)
with underlying maps M1 M M2
φ1 φ2
.
Lemma 4.1. For all x ∈ M and i = 1, 2, the following identities hold
(kerDxΦi )
◦
=
{
j1x (Φ
∗
i λi ) : λi ∈ Γ(Li )
}
⊂ J 1xL, (4.2)
(kerDxΦi )
⊥ϖ
=
{
(∆Φ∗i λi )x : λi ∈ Γ(Li )
}
⊂ DxL, (4.3)
where the superscript ◦ denotes the annihilator w.r.t. the natural duality pairing 〈−,−〉 : DL ⊗ J 1L → L.
Moreover, for all x ∈ M and i = 1, 2, one also gets the following identities:
σ−1(Hx ) = 〈1x 〉
⊥ϖ and σ−1(kerTxφi ) = 〈1x 〉 ⊕ kerDxΦi , (4.4)
with σ : DL → TM denoting the symbol map.
Proof. Working with local coordinates on Mi and local frames of Li → Mi , it is easy to see that Equa-
tion (4.2) holds. Then Equation (4.3) follows immediately from Equation (4.2) because of the fact that
ϖ♯ = J ♯ (cf. Proposition 2.13) and (kerDΦi )
⊥ϖ
= ϖ♯((kerDΦi )
◦). Finally Equation (4.4) is a straightfor-
ward consequence of the identities ϑ ◦ σ = ι
1
ϖ, σ ◦ DΦi = Tφi ◦ σ and (DxΦi )1x = 1φi (x ). 
Lemma 4.2. Condition (2) in Definition 3.1 holds if and only if (kerDΦ1)
⊥ϖ ⊂ kerDΦ2.
Proof. It is a straightforward consequence of the identities (4.2) and (4.3). 
Lemma 4.3. For i = 1, 2,H is transverse to kerTφi if and only if 〈1〉
⊥ϖ is transverse to kerDΦi .
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Proof. Since σ−1(H) = ker(ι
1
ϖ) = 〈1〉⊥ϖ and σ−1(kerTφi ) = 〈1〉 ⊕ kerDΦi , one can compute:
σ−1(H + kerTφi ) = 〈1〉
⊥ϖ
+ kerDΦi .
Hence, since σ is surjective, one gets thatH + kerTφi = TM if and only if 〈1〉
⊥ϖ
+ kerDΦi = DL. 
Proposition 4.4. Diagram (4.1) is a contact dual pair if and only if kerDΦ1 and kerDΦ2 are the orthogonal
complement of each other w.r.t. ϖ, i.e.
(kerDΦ1)
⊥ϖ
= kerDΦ2. (4.5)
Proof. Since 1 < kerDΦi , for i = 1, 2, we get that, if (kerDΦ1)
⊥ϖ
= kerDΦ2, then (kerDΦ1)
⊥ϖ ⊂ kerDΦ2
and 〈1〉⊥ϖ is transverse to both kerDΦ1 and kerDΦ2. So, in view of Lemmas 4.2 and 4.3, we can assume that
Conditions (1) and (2) in Definition 3.1 hold, and prove that, under this assumption, kerDΦ1 = (kerDΦ2)
⊥ϖ
becomes equivalent to Condition (3) in Definition 3.1.
Sinceσ−1H = 〈1〉⊥ϖ , the symbolmapσ : DL → TM induces a vector bundle isomorphism 〈1〉⊥ϖ/〈1〉 −→
H , covering the identity map idM : M → M . Further, since σ preserves the Lie brackets, and ϖ :=
−dD (ϑ ◦ σ ), it is easy to see that this isomorphism identifies the curvature form cH on H with the non-
degenerate 2-form induced by ϖ on 〈1〉⊥ϖ/〈1〉. Hence we get that
H1 = (H2)
⊥cH ⇐⇒ σ−1(H1) = (σ
−1(H2))
⊥ϖ
, (4.6)
where, let us recall,Hi := H ∩ kerTφi . For i = 1, 2, using Equation (4.4), we can easily compute
σ−1Hi = σ
−1(H) ∩ σ−1(kerTφi )
(4.4)
= 〈1〉⊥ϖ ∩ (〈1〉 ⊕ kerDΦi ) = 〈1〉 ⊕ (〈1〉
⊥ϖ ∩ kerDΦi ).
Additionally, using Lemma 4.3 and Condition (1) in Definition 3.1, we can also compute:
(σ−1Hi )
⊥ϖ
= 〈1〉⊥ϖ ∩ (〈1〉 + (kerDΦi )
⊥ϖ ) = 〈1〉 ⊕ (〈1〉⊥ϖ ∩ (kerDΦi )
⊥ϖ ).
Hence we get the following chain of equivalences
σ−1H1 = (σ
−1H2)
⊥ϖ ⇐⇒ 〈1〉⊥ϖ ∩ kerDΦ1 = 〈1〉
⊥ϖ ∩ (kerDΦ2)
⊥ϖ ⇐⇒ kerDΦ1 = (kerDΦ2)
⊥ϖ (4.7)
where, in the last step, we have used Lemma 4.2, Condition (2) in Definition 3.1, and again the fact that
1 < kerDΦi . Finally, combining together Equations (4.6) and (4.7), we conclude thatH1 = (H2)
⊥cH if and
only if kerDΦ1 = (kerDΦ2)
⊥ϖ . 
As a consequence of Proposition 4.4 and Equation (4.3) in Lemma 4.1, one obtains the following.
Corollary 4.5. Let diagram (3.1) be a contact dual pair. The subbundle kerDΦ1 (resp. kerDΦ2) is generated
by the Hamiltonian DOs ∆λ , with λ ∈ P2 (resp. λ ∈ P1), i.e.
kerDΦ1 = span{∆Φ∗2λ2 : λ2 ∈ Γ(L2)} and kerDΦ2 = span{∆Φ
∗
1λ1
: λ1 ∈ Γ(L1)}. (4.8)
The compact characterization of contact dual pairs provided by Proposition 4.4 admits the following,
similarly compact, re-interpretation in terms of Dirac–Jacobi geometrywhich will play a central role in the
proof of Theorem 5.14. We suggest the reader to give a look at Appendix A.3 (and references therein) for
definitions and properties of the operations on Dirac–Jacobi structures (like gauge transformations, push-
forward and pull-back) which appear in both the statement and the proof of the following proposition.
Proposition 4.6. The following pair of Jacobi morphisms, defined on the same contact manifold,
(M1, L1,J1 = {−,−}1) (M, L,ϑ ) (M2, L2,J2 = {−,−}2),
Φ1 Φ2
forms a contact dual pair if and only if
Φ
!
1 GrJ1 = RϖΦ
!
2 Gr(−J2), (4.9)
where ϖ ∈ Ω2L denotes the symplectic Atiyah form corresponding to ϑ (cf. Proposition 2.14).
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Proof. Let us start showing that Equation (4.5) implies Equation (4.9). First of all, through a straightforward
computation, it is easy to see that, for i = 1, 2,
Φi
!
Φi! Grϖ = kerDΦi + Grϖ ∩ (kerDΦi )
⊥
= kerDΦi + Rϖ ((kerDΦi )
⊥ϖ ), (4.10)
where the superscripts ⊥ϖ (resp. ⊥) denotes the orthogonal complement in the gauge algebroidDL (resp. the
omni-Lie algebroid DL) w.r.t. the symplectic Atiyah form ϖ (resp. the standard bilinear form 〈〈−,−〉〉).
Further, since Φi is a Jacobi morphism, one gets that, for i = 1, 2,
Φi
! GrJi = Φi
!
Φi! Grϖ. (4.11)
Now, combining together Equations (4.5), (4.10) and (4.11), one immediately obtains Equation (4.9).
Let us continue showing that Equation (4.9) implies Equation (4.5). Since Φi is a Jacobi morphism, it is
easy to see that, in particular,
ϖ♯ prJ Φ1
! GrJ1 = (kerDΦ1)
⊥ϖ
,
ϖ♯ prJ RϖΦ2
! Gr(−J2) = kerDΦ2.
From the latter, and Equation (4.9), easily follows Equation (4.5). 
4.2. Contact dual pairs and homogeneous symplectic dual pairs. This section aims at identifying
the contact dual pairs with the so-called homogeneous symplectic dual pairs. In doing so we will freely
use the “symplectization/Poissonization trick” as summarized in Appendix B.
Definition 4.7. A homogeneous symplectic dual pair is a symplectic dual pair (cf. Section 1)
(P1, {−,−}1) (P ,ω) (P2, {−,−}2)
φ1 φ2
such that the manifolds P , P1 and P2 are equipped with principal R
×-bundle structures, and both the sym-
plectic and Poisson structures, as well as the Poisson maps are homogeneous (cf. Definition B.1).
The following result extends, from Lie groupoids to dual pairs, the 1-1 correspondence existing between
contact groupoids and homogeneous symplectic groupoids (cf. Corollary B.7).
Proposition 4.8. The homogenization functor (and the dehomogenization functor, in the opposite direction)
establishes a 1-1 correspondence between 1) contact dual pairs and 2) homogeneous symplectic dual pairs.
Proof. In view of Proposition B.5 the homogenization functor (and the dehomogenization functor, in the
opposite direction) establishes a 1-1 correspondence between:
• pairs of Jacobi morphisms defined on the same contact manifold
(M1, L1, {−,−}1) (M,H) (M2, L2, {−,−}2),
Φ1 Φ2
(4.12)
whereH = kerϑ , for ϑ ∈ Ω1(M ;L), with corresponding symplectic Atiyah form ϖ ∈ Ω2L ,
• pairs of homogeneous Poisson maps defined on the same homogeneous symplectic manifold
(L˜1, {−,−}L˜1 ) (L˜, ϖ˜) (L˜2, {−,−}L˜2).
Φ˜1 Φ˜2
(4.13)
Now, in view of Proposition 4.4, it only remains to check that, in this setting, the following conditions are
equivalent:
• kerDΦ1 and kerDΦ2 are the orthogonal complement of each other w.r.t. ϖ,
• kerT Φ˜1 and kerT Φ˜2 are the orthogonal complement of each other w.r.t. ϖ˜ .
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Denote, for i = 1, 2, by π : L˜ → M and πi : L˜i → Mi the bundle projections, and by φi : M → Mi
the underlying maps for Φi : L → Li . Fix arbitrarily x ∈ M and ν ∈ L˜x . By the very definition of
homogenization functor and symplectization (cf. Section B), the R-linear isomorphism π̂ν : Tν L˜ → DxL
transforms the symplectic form ϖ˜ν on Tν L˜ into the symplectic form 〈ν ,ϖx 〉 on DxL (cf. Equations (B.1)
and (B.3)). Further it fits in the following commutative diagram, for i = 1, 2:
Tν L˜ TΦ˜i (ν )L˜i
DxL Dφi (x )Li
π̂ν
Tν Φ˜i
π̂
i, Φ˜i (ν )
DxΦi
Consequently, the symplectic isomorphism π̂ν : (Tν L˜, ϖ˜ν ) → (DxL, 〈ν ,ϖx 〉) transforms kerTν Φ˜i and
(kerTν Φ˜i )
⊥ϖ˜ into kerDxΦi and (kerDxΦi )
⊥ϖ respectively. This completes the proof. 
4.3. The relation between local and global contact duality. The relation existing between the two
notions of contact dual pairs (the local one inDefinition 3.1 and the global one inDefinition 3.5) is described
in the next Proposition inspired by the analogous result for symplectic dual pairs (cf. [26, Theorem 4]).
Proposition 4.9. Assume, with reference to diagram (3.1), that the maps M1
φ1
←− M
φ2
−→ M2 are surjective
submersions. Then:
(1) if diagram (3.1) is a contact dual pair, with underlying maps having connected fibers, then it is also a
Howe contact dual pair,
(2) if diagram (3.1) is a Howe contact dual pair, with 1 + dimM1 + dimM2 = dimM , then it is also a
contact dual pair.
Proof. (1) In view of Equation (3.16), and for symmetry reasons, it is enough to prove one of the two
inclusions Pc1 ⊂ P2 and P
c
2 ⊂ P1. We will focus on proving the first inclusion. So fix λ ∈ Γ(L) and assume
that λ is in the centralizer of P1 := Φ
∗
1Γ(L1). Actually, this assumption can be equivalently rephrased as
∆λ := J
♯(j1λ) ∈ Γ(kerDΦ1).
Further, by means of kerDΦ1 = (kerDΦ2)
⊥ϖ (cf. Proposition 4.4) and (kerDΦ2)
⊥ϖ
= J ♯((kerDΦ2)
◦), the
latter becomes
j1λ ∈ Γ((kerDΦ2)
◦).
Hence, because of Equation (4.8), the connectedness hypothesis implies that the section λ is constant on
the fibers of φ2 : M → M2, so that λ = Φ
∗
2λ2, for some (unique) λ2 ∈ Γ(L2).
(2) If diagram (3.1) is a Howe contact dual pair, then, in particular, Condition (2) in Definition 3.1 holds,
namely {Φ∗1λ1,Φ
∗
2λ2}H = 0, for all λ1 ∈ Γ(L1) and λ2 ∈ Γ(L2). In view of Lemma 4.2, the latter is completely
equivalent to the following condition
(kerDΦ1)
⊥ϖ ⊂ kerDΦ2.
Now the hypothesis, and the identity rank(kerDΦi ) = rank(kerTφi ), for i = 1, 2, allow to compute
rank((kerDΦ1)
⊥ϖ ) = 1 + dimM − rank(kerTφ1) = 1 + dimM1 = dimM − dimM2 = rank(kerDΦ2),
and so (kerDΦ1)
⊥ϖ
= kerDΦ2 as we needed to prove, in view of Proposition 4.4. 
Remark 4.10. For future reference it will be helpful to notice that the proof of Proposition 4.9 (2) does
not use the full Condition (2) from Definition 3.5 but only one of the two identities P1 = P
c
2 and P2 = P
c
1 .
Consequently, if H is transverse to both kerTφ1 and kerTφ2, the underlying maps M1
φ1
←− M
φ2
−→ M2
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are surjective submersions with connected fibers, and 1 + dimM1 + dimM2 = dimM , then the following
conditions are equivalent:
(1) P1 is the centralizer of P2 w.r.t. {−,−}H , i.e. P1 = P
c
2 ,
(2) P2 is the centralizer of P1 w.r.t. {−,−}H , i.e. P2 = P
c
1 .
Hence, in this case, diagram (3.1) is a Howe contact dual pair if and only ifH is transverse to both kerTφ1
and kerTφ2, and one of the above Conditions (1) and (2) holds.
5. Characteristic Leaf Correspondence
This section discusses one of the main results of this paper, namely the Characteristic Leaf Correspon-
dence Theorem which parallels the analogous result obtained by Weinstein [38, Section 8] for symplectic
dual pairs. It actually consists of three parts. First, Theorem 5.4 shows that, given a full contact dual
pair, if the underlying maps have connected fibers, then there exists a 1-1 correspondence between the
characteristic leaves of the two legs of the diagram. Second, Theorem 5.5 proves that the corresponding
characteristic leaves are either both contact or both l.c.s., and exhibits the relation existing between their
inherited (transitive Jacobi) structures. Third, using the Dirac–Jacobi geometric description of contact dual
pairs (cf. Proposition 4.6), Theorem 5.14 shows that the transverse structures to corresponding character-
istic leaves are anti-isomorphic. In order to obtain these results, we also provide a very brief review of the
local structure of Jacobi manifolds.
5.1. Characteristic Foliation. Let {−,−} be a Jacobi structure on a line bundle L → M , with corre-
sponding Jacobi bi-DO J ∈ D2L. The characteristic distribution of the Jacobi manifold (M, L, {−,−}) is the
smooth singular distribution C ⊂ TM generated by the Hamiltonian vector fields, i.e.
C := span{Xλ : λ ∈ Γ(L)} = (σ ◦ J
♯)(J 1L).
In particular, if C = TM , the Jacobi structure is called transitive. By Equations (2.2) and (2.7) contact and
l.c.s. structures are transitive Jacobi structures (see also the following Propositions 5.2 and 5.3).
Proposition 5.1 (Characteristic Foliation Theorem [16]). For any Jacobi manifold (M, L, {−,−}), the
characteristic distribution C is integrable à la Stefan–Sussmann. For any integral leaf S of C, also called
characteristic leaf of (M, L, {−,−}), there exists a unique transitive Jacobi structure on the restricted line
bundle L|S → S such that the inclusion L|S → L is a Jacobi morphism.
The dimensional relation rank(DL) = 1+dimM and the skew-symmetry of J ∈ D2L = Γ(∧2(J 1L)∗ ⊗L)
imply that: the Jacobi bi-DO J is non-degenerate if and only if the Jacobi structure {−,−} is transitive
and M is odd-dimensional. This, together with Proposition 2.15, leads to the following.
Proposition 5.2. There is a canonical 1-1 correspondence between transitive Jacobi structures on L → M ,
with dimM = odd, and L-valued contact forms onM .
Let L → M be a line bundle, with dimM = even. As recalled in Section 2.3, a l.c.s. structure (∇,ω)
on L → M is fully encoded by the associated Jacobi structure {−,−}. Moreover, the latter is always
transitive. Indeed, for all λ ∈ Γ(L), the two associated Hamiltonian vector fields, the one w.r.t. (∇,ω) and
the other one w.r.t. {−,−}, coincide. So, in view of Equation (2.7), the Hamiltonian vector fields generate
TM . Conversely, for any transitive Jacobi structure {−,−} on L → M , there exist a TM-connection ∇ on
L → M and a non-degenerate ω ∈ Ω2(M ;L) uniquely determined by
ω(Xλ,Xµ ) = ∇Xµλ = {λ, µ}, (5.1)
for all λ, µ ∈ Γ(L). The Jacobi identity for {−,−} implies that (∇,ω) is actually a l.c.s. structure on L → M ,
i.e.∇ is flat and d∇ω = 0, and clearly its associated Jacobi structure is {−,−}. This leads to the following.
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Proposition 5.3. There is a canonical 1-1 correspondence between transitive Jacobi structures on L → M ,
with dimM = even, and l.c.s. structures on L → M .
5.2. Characteristic Leaf Correspondence. Let us begin by stating two of the three main theorems of
this Section 5, and explain some examples where these results can be applied. We leave the proofs of these
two theorems for the end of the current Section 5.2.
Theorem 5.4 (Characteristic Leaf Correspondence I). In a full contact dual pair
(M1, L1, {−,−}1) (M,H) (M2, L2, {−,−}2),
Φ1 Φ2
(5.2)
with underlying maps M1 M M2,
φ1 φ2
the singular distribution D := kerTφ1 + kerTφ2 on M is
smooth and integrable à la Stefan–Sussmann. Further, if φ1 : M → M1 and φ2 : M → M2 have connected
fibers, then the relations φ−11 (S1) = S = φ
−1
2 (S2) establish 1-1 correspondences between
• the integral leaves S of D, and
• the characteristic leaves Si ofMi , with i = 1, 2.
In particular, if S1 and S2 correspond to each other as above, i.e. S2 = φ2(φ
−1
1 (S1)), then they have the same
codimension, and either they are both even-dimensional or they are both odd-dimensional.
Let S1 be a characteristic leaf of M1 and let S2 be the corresponding characteristic leaf of M2, as in
Theorem 5.4. Set S := φ−11 (S1) = φ
−1
2 (S2), ℓ := L|S → S and ℓi := Li |Si → Si , for i = 1, 2. Then the
restriction Φi |S : ℓ → ℓi is a regular line bundle morphism, covering the surjective submersion φi |S :
S → Si , with i = 1, 2.
Theorem 5.5 (Characteristic Leaf Correspondence II). Let S1 and S2 correspond to each other as in
Theorem 5.4, with S = φ−11 (S1) = φ
−1
2 (S2). Denote by IS : ℓ → L the line bundle embedding covering the
inclusion ιS : S → M . Then there are only the following two possible cases.
(1) Si is odd-dimensional with inherited ℓi -valued contact formϑi , for i = 1, 2. Then the following relation
holds:
I ∗Sϑ = Φ1 |
∗
Sϑ1 + Φ2 |
∗
Sϑ2 ∈ Ω
1(S; ℓ). (5.3)
(2) Si is even-dimensional with inherited l.c.s. structure (ℓi ,∇
i ,ωi ), for i = 1, 2. Then there exists a unique
representation ∇ of TS on ℓ → S such that, for all λi ∈ Γ(Li ) and i = 1, 2,(
∇X
Φ
∗
i
λi
|S
)
◦ Φi |
∗
S
= Φi |
∗
S
◦ ∇iXλi
, (5.4)
i.e. ∇ is the pull-back of ∇i along Φi |S : ℓ → ℓi , for i = 1, 2. Further the following relation holds
d∇(I
∗
Sϑ ) = Φ1 |
∗
Sω1 + Φ2 |
∗
Sω2 ∈ Ω
2(S; ℓ), (5.5)
where (Ω•(S; ℓ), d∇) denotes the de Rham complex of TS with values in the representation ∇.
Remark 5.6. Notice that Equations (5.3) and (5.5) involve the graded module morphisms I ∗
S
: Ω•(M ;L) →
Ω
•(S; ℓ) and Φi |
∗
S
: Ω•(Si ; ℓi ) → Ω
•(S; ℓ), over the graded algebra morphisms ι∗
S
: Ω•(M) → Ω•(S) and
φi |
∗
S
: Ω•(Si ) → Ω
•(S), induced (as in Remark 2.2) by the regular line bundle morphisms IS : ℓ → L and
Φi |S : ℓ → ℓi respectively, covering φi |S : S → Si and ιS : S → M respectively.
Remark 5.7. As for symplectic dual pairs [1, Theorem E.15], results similar to Theorems 5.4 and 5.5
hold true when, in the full contact dual pair (5.2), only one of the two underlying maps has connected
fibers. Assuming that φ2 has connected fibers, to each characteristic leaf S1 ⊂ M1 one associates the
so-called pseudoleaf S ′2 := φ2(φ
−1
1 (S1)) of M2, whose connected components are characteristic leaves of
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(M2, L2, {−,−}2). Then, generalizing Theorem 5.4, there exists a 1-1 correspondence between the charac-
teristic leaves S1 of M1 and the pseudoleaves S
′
2 of M2. Furthermore, also the statement of Theorem 5.5
keeps holding true, up to replacing the characteristic leaves S2 with the pseudoleaves S
′
2 ofM2.
Example 5.8. If the contact dual pair comes from a contact groupoid (G,H)⇒ G0, then the characteristic
leaf correspondence is the identity. Indeed, the foliation C is precisely given by the image via the differen-
tial of the target t of span{XT ∗λ : λ ∈ Γ(L0)}, which, by Proposition 3.2, is equal to kerTs. Hence, the leaves
of C coincide with the orbits of the groupoid i.e. the immersed submanifoldsOx := t(s
−1(x)) ⊂ G0, x ∈ G0.
It’s now an easy exercise to see that t(s−1(Ox )) = s(t
−1(Ox )) = Ox .
Example 5.9 (The sphere of su(3)). Consider the Lie algebra su(3) = {A ∈ M3(C) : A+A
∗
= 0, tr(A) = 0}
whose 1-connected Lie group is the compact Lie group SU(3) = {U ∈ M3(C) : UU
∗
= I , det(U ) = 1}. Let
S(su(3)∗) be the sphere on su(3)∗ for the bi-invariant inner product 〈A,B〉 = − tr(AB). Using this inner
product we identify su(3) with its dual, and define the maps s¯, t : SU(3) × S(su(3)∗) → S(su(3)∗) by setting
t : (U ,A) = Ad∗U A, s¯(U ,A) := A¯, where the bar denotes the complex conjugation. These maps define a
(non-strict) full contact dual pair
S(su(3)∗) SU(3) × S(su(3)∗) S(su(3)∗),
s¯ t
(5.6)
with the property that the characteristic leaf correspondence, as in Theorem 5.4, is not the identity map.
This can be seen as follows: in view of [40, Example 2.3], the maps s, t : SU(3) × S(su(3)∗) → S(su(3)∗),
where s(U ,A) := A, are the source and target of the contact groupoid SU(3)×S(su(3)∗) over S(su(3)∗), hence
the induced map on the leaf spaces is the identity (cf. Remark 5.8). On the other hand, s¯ is the composition
of s with the Poisson automorphism of S(su(3)∗) given by conjugation, which, as shown in [23], induces a
non-trivial map on the leaf space of the Lie–Poisson sphere S(su(3)∗).
Example 5.10 (The trivial line bundle case). Let us assume that in the full contact dual pair (5.2) all
the line bundles, L = TM/H , L1 and L2, are the trivial ones. So diagram (5.2) can be rewritten as
(M1,Π1,E1) (M,ϑ ) (M2,Π2,E2),
(φ1,a1) (φ2,a2)
(5.7)
where ϑ ∈ Ω1(M) gives the contact structure onM and, for i = 1, 2, Jacobi pair (Πi ,Ei ) encodes the Jacobi
structure onRMi and φi : M → Mi is a Jacobi map with connected fibers and conformal factorai ∈ C
∞(M).
Let the characteristic leaves S1 ⊂ M1 and S2 ⊂ M2 correspond to each other as in Theorem 5.4, with
S = φ−11 (S1) = φ
−1
2 (S2). Then the only two possible cases (cf. Theorem 5.5) look as follows.
(1) Si is odd-dimensional with ϑi ∈ Ω(Si ) the inherited coorientable contact structure, for i = 1, 2.
Then the following relation holds
i∗Sϑ = a1 |S · (φ1 |
∗
Sϑ1) + a2 |S · (φ2 |
∗
Sϑ2). (5.8)
(2) Si is even-dimensional, with (ηi ,ωi ) the inherited l.c.s. structure on RSi , for i = 1, 2. Then there is
a unique closed 1-form η ∈ Ω1(S) such that
η = −ai |
−1
S
dai |S + φi |
∗
S
ηi , on kerTφi , (5.9)
for i = 1, 2. Further the following relation holds
d(ι∗
S
ϑ ) − (ι∗
S
ϑ ) ∧ η = a1 |S · (φ1 |
∗
S
ω1) + a2 |S · (φ2 |
∗
S
ω2). (5.10)
Coming back to the proofs of the theorems, we remark that, as pointed out by Blaom in [1, App. E], the
Symplectic Leaf Correspondence Theorem (cf. Section 1) relies on a technical lemma about integrability
and integral foliation of the pull-back of a singular distribution. The same holds true also for the char-
acteristic leaf correspondence in contact dual pairs. On this regard recall that, for a singular distribution
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C ⊂ TN and a smooth map φ : M → N , the pull-back distribution of C along φ is the singular distribution
onM given by φ∗C := (Tφ)−1C ⊂ TM .
Lemma 5.11 ([1, Corollary E.8]). If φ is a submersion and C ⊂ TN is smooth/integrable, then φ∗C is
smooth/integrable. Further, if φ is a surjective submersion with connected fibers and C is integrable, then the
relation K = φ−1(S) establishes a 1-1 correspondence between the integral leaves S of C and the integral
leaves K of φ∗C.
For our aims it will be helpful to point out also the following result (cf. [1, Lemma E.11] for its analogue
in the Poisson setting).
Lemma 5.12. Let Φi : (M, L,ϑ ) → (Mi , Li , {−,−}i ) be a Jacobi morphism covering φi : M → Mi . Ifϖ ∈ Ω
2
L
denotes the symplectic Atiyah form corresponding to ϑ (cf. Proposition 2.14) and Ji ∈ D
2Li denotes the Jacobi
bi-DO corresponding to {−,−}i (cf. Proposition 2.6), then one obtains, for any x ∈ M ,
(DxΦi )
−1(imJ
♯
i ) = kerDxΦi + (kerDxΦi )
⊥ϖ . (5.11)
Proof. Fix x ∈ M . Since Φi : (M, L,ϑ ) → (Mi , Li , {−,−}i ) is a Jacobi morphism, in particular we have
(DxΦi )(∆Φ∗i λi )x = (∆λi )φi (x ), for all λi ∈ Γ(Li ) (cf. Remark 2.9). Hence we can easily compute
(DxΦi )
−1(imJ
♯
i ) = kerDxΦi + {(∆Φ∗i λi )x : λi ∈ Γ(Li )} = kerDxΦi + (kerDxΦi )
⊥ϖ ,
where in the very last step we have made use of Equation (4.3). 
Proof of Theorem 5.4. Combining together Proposition 4.4 and Lemma 5.12 we obtain, for any x ∈ M , that
(DxΦ1)
−1(imJ
♯
1 ) = (DxΦ2)
−1(imJ
♯
2 ) = kerDxΦ1 + kerDxΦ2. (5.12)
So, applying the symbol map σ : DL → TM to both sides of the latter, we get the following
(Txφ1)
−1(im(σ ◦ J
♯
1 )) = (Txφ2)
−1(im(σ ◦ J
♯
2 )) = kerTxφ1 + kerTxφ2. (5.13)
In the last step we have also used the following two identities. First, σ (kerDxΦi ) = kerTxφi , which is a
straightforward consequence of Equation (4.4), and second, σ ((DxΦi )
−1(imJ
♯
i )) = (Txφi )
−1(im(σ ◦ J
♯
i ))
which follows from the fact that Φi is a Jacobi morphism (cf. Remark 2.9). In view of Equation (5.13), the
singular distribution D := kerTφ1 + kerTφ2 is the pull-back distribution, along φi , of the characteristic
distribution Ci := im(σ ◦ J
♯
i ), with i = 1, 2. So the stated 1-1 correspondences follow by simply applying
Lemma 5.11 to this setting. Finally, a dimension count that uses the dimensional relation in Equation (3.8)
proves the last statement of the theorem. 
Proof of Theorem 5.5. Since Si is a characteristic leaf of (Mi , Li , {−,−}i ), we get that
Dℓi = σ
−1(TSi ) = (〈1〉 + imJ
♯
i )|Si . (5.14)
Further, since rank(Dℓi ) = 1 + dimSi , and Ji is skew-symmetric (so that rank(imJ
♯) is even), Equa-
tion (5.14) can be rewritten as follows:
Dℓi =
{
(〈1〉 ⊕ imJ
♯
i )|Si , if dimSi=even,
(imJ
♯
i )|Si , if dimSi=odd.
(5.15)
Using the hypothesis S = φ−1i (Si ), and the fact that σ ◦ (DΦi ) = (Tφi ) ◦ σ , we can also write:
Dℓ = σ−1(TS) = σ−1(Tφi )
−1(TSi ) = (DΦi )
−1σ−1(TSi ) = (DΦi )
−1(Dℓi ). (5.16)
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Combining together Equations (5.12), (5.15) and (5.16), we get
Dℓ =
{
(〈1〉 ⊕ (kerDΦ1 + kerDΦ2))|S , if dimSi=even,
(kerDΦ1 + kerDΦ2)|S , if dimSi=odd,
(5.17)
where, in the case dimSi = even, we have also used the fact that Φ
∗
i ◦ 1 = 1 ◦ Φ
∗
i .
Notice that Equation (5.17), when dimSi = even, provides a splitting of the short exact sequence
0 −→ 〈1〉
incl
−→ Dℓ
σ
−→ TS −→ 0
and so, it is also equivalent to the existence of a (unique) TS-connection ∇ on ℓ → S such that
{∇ξ ∈ Dx ℓ : x ∈ S, ξ ∈ TxS} = (kerDΦ1 + kerDΦ2)|S .
In view of Equations (2.5), (4.8) and (5.1), the definition of ∇ can be rephrased as in Equation (5.4), i.e.(
∇X
Φ
∗
i
λi
|S
)
◦ Φi |
∗
S
≡ Φi |
∗
S
◦
(
∆λi |Si
)
= Φi |
∗
S
◦ ∇iXλi
: Γ(ℓi ) → Γ(ℓ), (5.18)
for all i = 1, 2, and λi ∈ Γ(Li ). Further, as a straightforward consequence of the Jacobi identity for {−,−},
we also get that the TS-connection ∇ on ℓ is flat.
Nowwe are ready to prove the relations (5.3) and (5.5). First, sinceΦi : (M, L, {−,−}) → (Mi , Li , {−,−}i )
is a Jacobi morphism, for all λ′i , λ
′′
i ∈ Pi := Φ
∗
i Γ(Li ), with i = 1, 2, we can write:
ϖ(∆λ′i ,∆λ
′′
i
)|S =
{
(Φi |
∗
S
ωi )(Xλ′i ,Xλ
′′
i
), if dimSi = even,
(Φi |
∗
S
ϖi )(∆λ′i ,∆λ
′′
i
), if dimSi = odd,
(5.19)
where, in accordance with Proposition 2.14,ϖ denotes the L-valued symplectic Atiyah form corresponding
to the contact form ϑ ∈ Ω1(M ;L) and, if dimSi = odd, ϖi denotes the ℓi -valued symplectic Atiyah form
corresponding to the contact form ϑi ∈ Ω
1(Si ; ℓi ). Further, because of Condition (2) in Definition 3.1, we
also get that, in particular,
ϖ(∆λ′1 ,∆λ
′′
2
)|S = ϖ(∆λ′2 ,∆λ
′′
1
)|S = 0. (5.20)
Fix arbitrarily x ∈ M and λ′i , λ
′′
i ∈ Pi := Φ
∗
i Γ(Li ), with i = 1, 2, and set
δ ′i := (∆λ′i )x , δ
′′
i := (∆λ′′i )x ∈ DxL, and ξ
′
i := (Xλ′i )x , ξ
′′
i := (Xλ′′i )x ∈ TxS.
Further define δ ′ := δ ′1+δ
′
2, δ
′′ := δ ′′1 +δ
′′
2 ∈ DxL and ξ
′ := ξ ′1+ ξ
′
2, ξ
′′ := ξ ′′1 + ξ
′′
2 ∈ TxS. In the following,
we will consider separately the cases dimSi = even and dimSi = odd.
Let us start with the case dimSi = even. Using the defining property (5.2) of ∇, we can compute:
(d∇(I
∗
S
ϑ ))(ξ ′, ξ ′′) = (d∇(I
∗
S
ϑ ))(ξ ′1, ξ
′′
1 ) + (d∇(I
∗
S
ϑ ))(ξ ′2, ξ
′′
1 ) + (d∇(I
∗
S
ϑ ))(ξ ′1, ξ
′′
2 ) + (d∇(I
∗
S
ϑ ))(ξ ′2, ξ
′′
2 )
(5.20)
= ϖ(δ ′1,δ
′′
1 ) + ✘✘
✘
✘ϖ(δ ′1, δ
′′
2 )︸    ︷︷    ︸
=0
+
✘
✘
✘
✘ϖ(δ ′2, δ
′′
1 )︸    ︷︷    ︸
=0
+ ϖ(δ ′2, δ
′′
2 )
(5.19)
= (Φ1 |
∗
S
ω1)(ξ
′
1, ξ
′′
1 ) + (Φ2 |
∗
S
ω2)(ξ
′
2, ξ
′′
2 )
= (Φ1 |
∗
Sω1 + Φ2 |
∗
Sω2)(ξ
′
, ξ ′′),
where, in the very last step, we have used Equation (3.6) in Proposition 3.2. In view of the identity TxS =
kerTxφ1 + kerTxφ2, and the arbitrariness of ξ
′
1, ξ
′′
1 ∈ kerTxφ2 and ξ
′
2, ξ
′′
2 ∈ kerTxφ1, the latter means
exactly that d∇(I
∗
S
ϑ ) = Φ1 |
∗
S
ω1 + Φ2 |
∗
S
ω2, as we needed to prove.
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Let us continue with the case dimSi = odd. We can compute:
ϖ(δ ′,δ ′′)
(5.20)
= ϖ(δ ′1,δ
′′
1 ) + ✘✘
✘
✘ϖ(δ ′1, δ
′′
2 )︸    ︷︷    ︸
=0
+
✘
✘
✘
✘ϖ(δ ′2, δ
′′
1 )︸    ︷︷    ︸
=0
+ ϖ(δ ′2, δ
′′
2 )
(5.19)
= (Φ1 |
∗
S
ϖ1)(δ
′
1, δ
′′
1 ) + (Φ2 |
∗
S
ϖ2)(δ
′
2, δ
′′
2 )
= (Φ1 |
∗
S
ϖ1 + Φ2 |
∗
S
ϖ2)(δ
′, δ ′′),
where, in the very last step, we have used Equation (4.8) in Corollary 4.5. In view of the special case of
Equation (5.17), for dimSi = odd, and the arbitrariness of δ
′
1, δ
′′
1 ∈ kerDxΦ2 and δ
′
2, δ
′′
2 ∈ kerDxΦ1, the
latter means exactly that I ∗
S
ϖ = Φ1 |
∗
S
ϖ1 + Φ2 |
∗
S
ϖ2. Since both sides are 2-cocycles in the der-complex
(Ω•
ℓ
,dD ), the latter can also be equivalently rephrased as I
∗
S
(ϑ ◦ σ ) = Φ1 |
∗
S
(ϑ1 ◦ σ ) + Φ2 |
∗
S
(ϑ2 ◦ σ ), up to
applying component-wise the contracting homotopy ι
1
of the der-complex (cf. Appendix A.2). Finally, the
surjectivity of the symbol maps implies that I ∗
S
ϑ = Φ1 |
∗
S
ϑ1 + Φ2 |
∗
S
ϑ2, and this completes the proof. 
5.3. Transverse Structure to Corresponding Characteristic Leaves. The study of the local structure
of Jacobi manifolds was initiated by Dazord, Lichnerowicz and Marle [10]. In particular, they proved the
existence of certain structures transverse to the characteristic leaves of a Jacobi manifold. More recently,
this result has been generalized to Dirac–Jacobi manifolds by Vitagliano [36]. In this section we describe
the transverse structures to corresponding characteristic leaves in a contact dual pair; for this purpose,
we present below, without proof, a proposition that, following mainly [36], describes the transverse struc-
ture to characteristic leaves of a Jacobi manifold. We follow the notation and operations described in the
Appendix A.3 about the Omni-Lie algebroid and Dirac–Jacobi structures.
Proposition 5.13. Let S be a characteristic leaf of a Jacobi manifold (M, L,J = {−,−}).
1) Let x ∈ S and let Q ⊂ M be a submanifold transverse to S at x , with TxM = TxS ⊕ TxQ . Denote by
IQ : L|Q → L the regular line bundle morphism, covering iQ : Q → M , given by the inclusion. Then IQ
! GrJ
is a Dirac–Jacobi structure on LQ → Q . Specifically:
• if S is a l.c.s. leaf, there exists a unique Jacobi structure JQ on LQ → Q such that IQ
! GrJ = GrJQ ,
• if S is a contact leaf, then IQ
! GrJ is of homogeneous Poisson type (cf. [30, Definition 2.14]).
2) Let x,y ∈ S and let Q, P ⊂ M be submanifolds transverse to S at x and y respectively, with TxM =
TxS ⊕TxQ andTyM = TyS ⊕TyP . Then there exists a local line bundle isomorphism Φ : L|Q → L|P , covering
φ : Q → P , such that φ(x) = y and DΦ(IQ
! GrJ) = IP
! GrJ .
For more details, including a proof, we refer the reader to [36, Propositions 6.8 and 6.9] (see also [30]).
Theorem 5.14 (Characteristic Leaf Correspondence III). Consider a full contact dual pair
(M1, L1,J1 = {−,−}1) (M, L,ϑ ) (M2, L2,J2 = {−,−}2)
Φ1 Φ2
(5.21)
whose underlying maps M1 M M2
φ1 φ2
have connected fibers. Let S1 ⊂ M1 and S2 ⊂ M2 be
corresponding characteristic leaves, as in Theorem 5.4. Then the transverse structures to S1 and S2 are anti-
isomorphic. More specifically, for any xi ∈ Si and Qi ⊂ Mi submanifold transverse to Si at xi , withTxiMi =
TxiSi ⊕ TxiQi , for i = 1, 2, there exists a local line bundle isomorphism Ψ : L1 |Q1 → L2 |Q2 , covering a local
diffeomorphism ψ : Q1 → Q2, such thatψ (x1) = x2 and
DΨ(IQ1
! GrJ1) = −(IQ2
! GrJ2), (5.22)
where IQi : Li |Qi → Li denotes the inclusion, for i = 1, 2, and DΨ is the isomorphism of omni-Lie algebroids
D(L1 |Q1) → D(L2 |Q2) determined by Ψ (see Appendix A.3).
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Proof. Set S = φ−11 (S1) = φ
−1
2 (S2). In view of Theorem 5.4, it is possible to choose x ∈ φ
−1
1 (x1) ∩φ
−1
2 (x2) ⊂
S, and additionallyQ ⊂ M , a submanifold transverse to S at x , such thatTxM = TxS ⊕ TxQ and
TxQ ⊂ Hx := kerϑx . (5.23)
Notice that we can assume this last property of Q because of Condition (1) in Definition 3.1. Then, for
i = 1, 2, the submanifoldQi := φi (Q) ⊂ M is transverse to Si at xi withTxiMi = TxiSi ⊕TxiQi . Denote by
IQ : L|Q → L and IQi : Li |Qi → Li , for i = 1, 2, the regular line bundle morphisms given by the inclusions.
Up to replacing M and Mi with suitable neighbourhoods of x and xi respectively, one can assume, for
i = 1, 2, that Φi : L → Li induces a line bundle isomorphism Ψi : L|Q → Li |Qi , covering a diffeomorphism
ψi : Q → Qi , such that
Φi ◦ IQ = IQi ◦ Ψi . (5.24)
Now, denoting by ϖ ∈ Ω2L the symplectic Atiyah form corresponding to ϑ according to Proposition 2.14,
and making use of Proposition 4.6, one can easily compute
Ψ1
!IQ1
! GrJ1
(5.24)
= IQ
!
Φ1
! GrJ1
(4.9)
= IQ
!RϖΦ2
! Gr(−J2) = RI ∗
Q
ϖ IQ
!
Φ2
! Gr(−J2)
= IQ
!
Φ2
! Gr(−J2)
(5.24)
= Ψ2
!IQ2
! Gr(−J2) = Ψ2
!(−(IQ2
! GrJ2)).
Abovewe also used the fact that I ∗Qϖ = 0 because of Equation (5.23). The latter implies thatDΨ(IQ1
! GrJ1) =
−(IQ2
! GrJ2), where Ψ : L1 |Q1 → L2 |Q2 is the line bundle isomorphism defined by Ψ := Ψ2 ◦ Ψ
−1
1 . 
6. Contact Dual Pairs from Contact Reduction
In addition to contact groupoids, another source of examples for contact dual pairs is represented by
contact reduction. Following [40], we introduce and study, in the generically non-coorientable case, con-
tact actions of contact groupoids on contact manifolds (see Proposition 6.2 and Definition 6.5). As an
interesting special case, we also consider, in Proposition 6.8, a Lie group G acting by contactomorphisms
on a contact manifold (M,H) such that the G-orbits are transverse to H . The main result of this sec-
tion, namely Theorem 6.10, proves that contact dual pairs naturally emerge from free, proper, and contact
actions of source-connected contact groupoids on contact manifolds. Finally, as a by-product of the lat-
ter, Corollary 6.12 gives an alternative proof of a result (cf. [40, Theorem 4.4]) first proven, by different
techniques, in the coorientable case.
6.1. Contact actions by Lie groupoids. Let G ⇒ G0 be a Lie groupoid, with structure maps s, t : G →
G0, m : G
(2) → G, u : G0 → G, i : G → G, and let J : M → G0 be a smooth map. Recall that a (left)
action [25, Definition 3.2] of the Lie groupoid G ⇒ G0 on the manifold M with moment map J : M → G0
consists of a map
Φ : Gs×JM → M, (д,x) 7→ Φд(x) = д · x, (6.1)
such that the following action axioms are satisfied, for all (h,д) ∈ G(2) and (д,x) ∈ Gs×JM :
J(д · x) = t(д), (hд) · x = h · (д · x), J(x) · x = x . (6.2)
Additionally, the action Φ is called free if, for any x ∈ M , the stabilizer group of x is trivial, and it is called
proper if the map Gs×JM → M ×M , (д,x) 7→ (д · x,x), is proper.
Remark 6.1. The action of the Lie groupoid G ⇒ G0 on itself by left translations is an instance of (left)
action with moment map t : G → G0.
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Assume now that M and G are equipped with a contact distribution HM and a multiplicative con-
tact distribution HG respectively. Set LM := (TM)/HM , L := (TG)/HG and L0 := L|G0 . Denote by
ϑM ∈ Ω
1(M ;LM ) the corresponding contact form on M (cf. Section 2.1) and by ϑG ∈ Ω
1(G; t∗L0) the
corresponding multiplicative contact form on G (cf. Section 3.2).
Proposition 6.2. For the action Φ in Equation (6.1), the following two conditions are equivalent.
(1) For all (ξ ,u) ∈ T (Gs×JM), with u ∈ HM , one gets that (TΦ)(ξ ,u) ∈ HM iff ξ ∈ HG .
(2) There exists a fatmomentmap Jˆ : LM → L0, i.e. a regular line bundle morphism, covering J : M → G0,
such that, for all (д,x) ∈ Gs×JM ,
ϑM ◦T(д,x )Φ = (ϑG ◦T(д,x )prG) + д · (ϑM ◦T(д,x )prM ), (6.3)
where prG : Gs×JM → G and prM : Gs×JM → M are the standard projections. In a more compact
way, the latter can also be rewritten as follows:
(Φ∗ϑM )(д,x ) = (pr
∗
GϑG)(д,x ) + д · (pr
∗
MϑM )(д,x ). (6.4)
Remark 6.3. Notice that Equation (6.3) makes sense because the fat moment map Jˆ : LM → L0 identifies
LM with J
∗L0. Indeed, in Equation (6.3), not only the first summand of its RHS takes values in L0,t (д), but
also its LHS and the second summand of its RHS take values in L0,J(д ·x ) = L0,t (д) = д ·L0,J(x ). Above we have
also used the representation of G on L0 induced by the multiplicative contact structure (cf. Section 3.2).
Remark 6.4. For later use in Section 6.3, we point out that, with the same assumptions as above, for any
choice of a fat moment map Jˆ as in Proposition 6.2 (2), there exists a unique fat action Φˆ : LS×JˆLM → LM .
By fat action we mean an action Φˆ of the line bundle groupoid L ⇒ L0, as introduced in Remark 3.9, on
LM with moment map Jˆ which is additionally a regular line bundle morphism from LS×JˆLM → Gs×JM to
LM → M covering Φ : Gs×JM → M . Indeed such Φˆ is uniquely determined as follows
Jˆд ·x (Φˆ(λд , λx )) = д · (Jˆx (λx )), (6.5)
for all (д,x) ∈ Gs×JM , λд ∈ Lд and λx ∈ LM,x such that S(λд) = Jˆx (λx ).
Proposition 6.2, whose proof is presented below, justifies the following definition of contact action.
Definition 6.5. An actionΦ, as in Equation (6.1), of the contact groupoid G ⇒ G0 on the contact manifold
M with moment map J : M → G0 is called contact if it satisfies the equivalent conditions (1) and (2) in
Proposition 6.2.
Remark 6.6. The action of the contact Lie groupoid G ⇒ G0 on itself by left translations is an example
of contact (left) action with moment map t : G → G0, and fat moment mapT : L → L0 (cf. Section 3.2).
One way to produce contact actions of Lie groupoids is as follows. Let (Γ,ωΓ)⇒ Γ0 be a homogeneous
symplectic groupoid (cf. Definition B.6) and let (G,H) ⇒ G0 be the corresponding contact groupoid
obtained by dehomogeneization (cf. Corollary B.7), so that, in particular, G = Γ/R× and G0 = Γ0/R
×. Let
(P ,ωP ) be a homogeneous symplectic manifold (cf. Definition B.1) and let (M,HM ) be the corresponding
contact manifold obtained by dehomogeneization (cf. Proposition B.5), so that, in particular, M = P/R×.
Consider additionally a (left) action of the Lie groupoid Γ ⇒ Γ0 on the manifold P , with moment map
J : P → Γ0,
Φ : Γs×JP → P , (γ ,p) 7→ Φγ (p) = γ · p. (6.6)
This action is called homogeneous if both J : P → Γ0 and Φ : Γs×JP → P are R
×-equivariant, where the
fibered product Γs×JP is equipped with the diagonal R
×-action. Further, the action Φ is called symplectic
if Φ∗ωP = pr
∗
Γ
ωΓ + pr
∗
PωP , where prΓ : Γs×JP → Γ and prP : Γs×JP → P are the standard projections.
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Proposition 6.7. Let the action Φ, as in Equation (6.6), be homogeneous and symplectic. Then it gives rise,
by dehomogeneization, to a contact action Φ˜ of the contact groupoid (G,HG) ⇒ G0 on the contact manifold
(M,HM ), with moment map J˜ : M → G0,
Φ˜ : Gs×J˜M → M, (д,x) 7→ Φ˜д(x) = д · x, (6.7)
which are defined by J˜([p]) = [J(p)] and [γ ] · [p] = [γ · p], for all (γ ,p) ∈ Γs×JP .
Since the proof of Proposition 6.7 works along the same lines as the afore-mentioned correspondence
between contact groupoids and homogeneous symplectic groupoids (see [2, Theorem 5.8]), we omit it.
Proof of Proposition 6.2. (1) ⇒ (2). The trasversality property of contact groupoids (see Equation (3.19)),
together with Condition (1), guarantees that there exists a unique regular line bundle morphism Jˆ : LM →
L0, covering J : M → G0, such that
(Jˆx ◦ ϑM,x ◦T(Jx,x )Φ)(ξJx , 0x ) = ϑG,Jx (ξJx ), (6.8)
for all x ∈ M and ξJ(x ) ∈ kerTJ(x )s. Additionally, such Jˆ satisfies also the following two conditions
(Jˆд ·x ◦ ϑM,д ·x ◦T(д,x )Φ)(ξд , 0x ) = ϑG,д(ξд), (6.9)
(Jˆд ·x ◦ ϑM,д ·x ◦T(д,x )Φ)((TsдΣ)(Tx J)ux ,ux ) = д · (Jˆx ◦ ϑM,x (ux )), (6.10)
for all (д,x) ∈ Gs×JM , ξд ∈ kerTдs andux ∈ TxM , where Σ is any local Legendrian bisection of (G,HG)⇒
G0 with Σ(sд) = д. Indeed, setting ξд = (T(tд,д)m)(ξtд , 0д), with ξtд ∈ kerTtдs, one can easily compute:
(Jˆд ·x ◦ ϑM,д ·x ◦T(д,x )Φ)(ξд , 0x ) = (Jˆд ·x ◦ ϑM,д ·x ◦T(д,x )Φ)((T(tд,д)m)(ξtд , 0д), 0x )
(6.2)
= (Jˆд ·x ◦ ϑM,д ·x ◦T(tд,д ·x )Φ)(ξtд , 0д ·x )
(6.8)
= ϑG,tд(ξtд) = ϑG,д(ξд),
and this proves Equation (6.9). Further, Condition (1) allows to assume w.l.o.g. thatux = (T(Jx,x )Φ)(ξJx , 0x ),
for some arbitrary ξJx ∈ kerTJxs. Then, setting ξд := (Tд,sдm)((TsдΣ)(Tsдt)ξJx , ξJx ) ∈ kerTдs, one can
compute:
(Jˆд ·x ◦ ϑM,д ·x ◦T(д,x )Φ)((TsдΣ)(Tx J)ux ,ux ) = (Jˆд ·x ◦ ϑM,д ·x ◦T(д,x )Φ)((TsдΣ)(TJx t)ξJx , (T(Jx,x )Φ)(ξJx , 0x ))
= (Jˆд ·x ◦ ϑM,д ·x ◦T(д,x )Φ)(ξд , 0x )
(6.9)
= ϑG,д(ξд) = ϑG,д((Tд,sдm)((TsдΣ)(Tsдt)ξJx , ξJx ))
(3.18)
= д · (ϑG,Jx (ξJx ))
(6.8)
= д · ((Jˆx ◦ ϑM,x ◦T(Jx,x )Φ)(ξJx , 0x )) = д · ((Jˆx ◦ ϑM,x )ux ),
and this proves Equation (6.10). Finally, because of the direct sum decomposition
T(д,x )Gs×JM = (kerTдs × {0x }) ⊕ {((TsдΣ)(Tx J)ux ,ux ) : ux ∈ TxM}, for all (д,x) ∈ Gs×JM,
Equation (6.3) follows directly from Equations (6.9) and (6.10). This completes the proof of Condition (2).
(2) ⇒ (1). Fix (д,x) ∈ Gs×JM and (ξ ,u) ∈ T(д,x )(Gs×JM). Assume further that u ∈ HM . Then Condi-
tion (2) guarantees that
(T(д,x )Φ)(ξ ,u) ∈ HM ⇔ 0 = (Φ
∗ϑM )(ξ ,u)
(6.4)
= (pr∗G ϑG)(ξ ,u) + д ·✭✭✭
✭
✭
✭
(pr∗ ϑM )(ξ ,u) = ϑGξ ⇔ ξ ∈ HG ,
and this proves Condition (1). 
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6.2. Contact actions by Lie groups. This section shows that, under a certain transversality condition,
any action by contactomorphisms of a Lie group G on a contact manifold is fully encoded into a contact
action (see Definition 6.5) of the contact groupoid P(T ∗G) ⇒ P(g∗) of Example 3.8 on the same contact
manifold.
LetG be a Lie group, with Lie algebra g, and letM be a manifold. Consider a (left) action ofG onM
ϕ : G ×M → M, (д,x) 7→ ϕд(x) = д · x, (6.11)
with induced Lie algebra action ζ : g→ X(M), X 7→ ζ (X ). Assume, additionally, thatM is equipped with
a contact structure, equivalently given by the contact distributionH and the contact form ϑ ∈ Ω1(M ;L).
Proposition 6.8. Let the Lie group action ϕ , as in Equation (6.11), satisfy the following two conditions
(1) the Lie group G acts by contactomorphisms on (M,H), i.e. (Tϕд)H = H , for all д ∈ G,
(2) the G-orbits are transverse to the contact distribution H , i.e. TM = H + span{ζ (X ) : X ∈ g}.
Then it gives rise to a contact action Φ˜ : P(T ∗G)s×J˜M → M of the contact groupoid P(T
∗G) ⇒ P(g∗) on the
contact manifold (M,H), with moment map J˜ : M → P(g∗), which are defined as follows:
J˜(x) = [ηx ◦ ϑx ◦ ζ ], [αд] · x = д · x, (6.12)
for all x ∈ M , д ∈ G, ηx ∈ L
∗
x and αд ∈ T
∗
дG, such that J˜(x) = s[αд] ≡ [αд ◦TeRд].
Proof. As for any Lie group action, one can construct the cotangent lift of ϕ to a Lie group action ofG on
the cotangent bundle T ∗M
G ×T ∗M, (д,νx ) 7→ (T
∗
xϕд)νx := νx ◦ (Txϕд)
−1
.
Further, as it is well-known, this action is Hamiltonian w.r.t. the canonical symplectic form ωM := dλM ,
where λM ∈ Ω
1(T ∗M) is the Liouville 1-form, and it has the following coadjoint equivariant moment map,
which is fiberwise R-linear,
J : T ∗M → g∗, νx 7→ J(νx ) := νx ◦ ζ .
Now one can construct the following action of T ∗G ⇒ g∗ on T ∗M , with moment map J : T ∗M → g∗,
Φ : T ∗Gs×JT
∗M → T ∗M, (αд ,νx ) 7→ (T
∗
xϕд)νx ,
and, as it is easy to see, this action is homogeneous and symplectic.
Using the line bundle isomorphism TM/H → L induced by the contact form ϑ ∈ Ω1(M ;L), one also
identifies L∗ with H 0 ⊂ T ∗M , the annihilator of H . Condition (1) means exactly that Φ preserves L∗.
Therefore, by restriction, Φ induces an action, still denoted by Φ, of T ∗G ⇒ g∗ on L∗, with moment map
obtained by restriction of J to L∗, and still denoted by J. Unwrapping the identifications, one gets that the
moment map is explicitly given by
J : L∗ → g∗, ηx 7→ J(ηx ) = ηx ◦ ϑx ◦ ζ , (6.13)
and the action Φ : T ∗Gs×JL
∗ → L∗ is completely determined as follows
〈Φ(αд ,ηx ),ϑд ·x (uд ·x )〉 = 〈ηx ,ϑx ((Txϕд)
−1uд ·x )〉, (6.14)
for all αд ∈ T
∗
дG, ηx ∈ L
∗
x , such that J(ηx ) = s(αд) := αд ◦ TeRд , and uд ·x ∈ Tд ·xM . Additionally,
Condition (2) means exactly that, for any x ∈ M , the R-linear map Jx : L
∗
x → g
∗ is injective. Therefore, by
restriction,Φ induces a homogeneous symplectic action, still denoted byΦ, of the homogeneous symplectic
groupoid T ∗G \ 0G ⇒ g
∗ \ {0} on the homogeneous symplectic manifold L∗ \ 0M , with R
×-equivariant
moment map J : L∗ \ 0M → g
∗ \ {0}.
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Finally, applying to the current setting the dehomogeneization procedure described in Proposition 6.7,
one obtains a contact action Φ˜ of the contact groupoid P(T ∗G)⇒ P(g∗) on the contact manifoldM withmo-
ment map J˜ : M → P(g∗). It is now easy to see that, in view of Equations (6.13) and (6.14), the expressions
of J˜ and Φ˜ agree with the ones given in Equation (6.12) 
6.3. Global contact reduction. This section shows that contact dual pairs naturally emerge from reduc-
tion of contact manifolds with symmetries. We begin by stating the main results and leave their proofs,
split in a series of smaller lemmas, for the end of the current Section 6.3.
The next proposition extends, to the non-coorientable case, a result first obtained in [40, Section 4.2].
Proposition 6.9. Let the contact action Φ be free and proper. Then there exists a unique Jacobi structure
on the quotient line bundle LM/G → M/G, denoted by {−,−}M/G , such that the quotient map qˆ : LM →
LM/G, regular line bundle morphism covering the quotient map q : M → M/G, is a Jacobi morphism from
(M, LM , {−,−}M ) to (M/G, LM /G, {−,−}M/G).
Theorem 6.10. Let Φ be a free, proper and contact action of a source-connected contact groupoid (G,HG)⇒
G0 on a contact manifold (M,HM ), with moment map J : M → G0. Then the quotient bundle map qˆ : LM →
LM/G, covering q : M → M/G, and the fat moment map Jˆ : LM → L0, covering J : M → G0, form the full
contact dual pair
(M/G, LM/G, {−,−}M/G) (M, LM , {−,−}M ) (G
J
0, LGJ0
, {−,−}GJ0
),
qˆ Jˆ
(6.15)
where GJ0 ⊂ G0 denotes the open G-invariant image ofM by J.
Remark 6.11 (Contact actions by Lie group). Consider a free and proper action of a connected Lie
group G on a contact manifold (M,H) s. t. G acts by contactomorphisms and the G-orbits are transverse
toH . As shown in Proposition 6.8, this gives rise to a contact action Φ˜ : P(T ∗G)s×JM → M of the source-
connected contact groupoid P(T ∗G)⇒ P(g∗) on the contact manifold (M,H), with a certain moment map
J : M → P(g∗). Fix an associated fat moment map Jˆ : LM → OP(g∗)(1), covering J˜ : M → P(g
∗), as in
Proposition 6.2, whereOP(g∗)(1) denotes the dual of the tautological line bundle over P(g
∗). Together with
the quotient bundle map qˆ : LM → LM/G, covering q : M → M/G, they form the full contact dual pair
(M/G, L/G, {−,−}M/G ) (M, LM , {−,−}M ) (P(g
∗)J˜,OP(g∗)(1), {−,−}P(g∗ )),
qˆ Jˆ
(6.16)
where P(g∗)J˜ ⊂ P(g∗) denotes the openG-invariant image ofM by J˜.
The following is a straightforward consequence of Theorems 5.4 and 6.10 and Example 5.8. So we obtain
an alternative proof of a result which was first proven, by different techniques, in the coorientable case
(cf. [40, Theorem 4.4]).
Corollary 6.12 ([40, Theorem 4.4]). Let Φ be a free, proper and contact action of a source-connected contact
groupoid G ⇒ G0 on a contact manifold (M,HM ), with moment map J : M → G0, as in Theorem 6.10. Then,
the characteristic leaves of (M/G, LM/G, {−,−}M/G) are given by
J
−1(Ox )/G, for x ∈ G
J
0 := J(M),
where Ox := t(s
−1(x)) ⊂ G0 is the coadjoint orbit of G through x . Moreover, J
−1(Ox )/G is either a contact
leaf if the dimension of Ox is odd, or is a l.c.s. leaf if the dimension of Ox is even.
Coming back to the proofs of Proposition 6.9 and Theorem 6.10, we split them into a series of Lemmas
having their own interest. The next lemma extends to the non-coorientable case a result first obtained
in [40, Remark 3.2.i) and Lemma 3.3].
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Lemma 6.13. For any contact action Φ, as in Definition 6.5, the fat moment map Jˆ : LM → L0, covering
the moment map J : M → G0, is a G-equivariant Jacobi morphism. In particular, for all λ ∈ Γ(L0) and
(д,x) ∈ Gs×JM , we have:
(∆
Jˆ∗λ)д ·x = (∆t ∗λ)д · 0x and (XJˆ∗λ)д ·x = (Xt ∗λ)д · 0x , (6.17)
where the dot · denotes, on the LHS, the induced action of the derivation Lie groupoid DL ⇒ DL0 (cf. [12,
Section 4.2]) on DLM , with moment map D Jˆ : DLM → DL0, and, on the RHS, the induced action of the
tangent Lie groupoid TG ⇒ TG0 on TM , with moment map T J : TM → TG0.
Proof. We claim that it is sufficient to prove (the RHS of) Equation (6.17). Indeed, the latter, which is
equivalent to X
Jˆ∗λ = Φ∗(Xt ∗λ, 0), for all λ ∈ Γ(L0), allows us to compute
({Jˆ∗λ1, Jˆ
∗λ2}M )д ·x = (ϑM )д ·x
(
Φ∗([Xt ∗λ1 ,Xt ∗λ2 ], 0)
) (6.3)
= (ϑG)д[Xt ∗λ1 ,Xt ∗λ2] + д · ((ϑM )x0)
=
(
{t∗λ1, t
∗λ2}G
)
д = (t
∗{λ1, λ2}0)д = (Jˆ
∗{λ1, λ2}0)д ·x ,
for all λ1, λ2 ∈ Γ(L0), and (д,x) ∈ Gs×JM . This actually means that, as needed, Jˆ is a Jacobi morphism from
(M, LM , {−,−}M ) to (G0, L0, {−,−}0).
Fix now an arbitrary section λ ∈ Γ(L0). The contact vector field Xt ∗λ generates a one-parameter group
{ψϵ }ϵ ∈R of local contactomorphisms of (G,HG ). Similarly, the Hamiltonian DO ∆t ∗λ := J
♯
G
(j1(t∗λ)) gen-
erates a one-parameter group {Ψϵ }ϵ ∈R of local Jacobi automorphisms of (G, L, {−,−}G ≃ JG), covering
{ψϵ }ϵ ∈R. In view of Proposition 3.2 and Theorem 3.12, the ψϵ ’s preserve the s-fibers of G, and so we can
define a one-parameter group {wϵ }ϵ ∈R of local diffeomorphisms ofM by settingwϵ := Φ◦ (ψϵ ◦ J, idM ), for
all ϵ ∈ R. Similarly, we can consider the one-parameter group {Wϵ }ϵ ∈R of local line bundle automorphisms
of LM → M , covering {wϵ }ϵ ∈R, which is well-defined by settingWϵ := Φˆ ◦ (Ψϵ ◦ Jˆ, idLM ), for all ϵ ∈ R.
In order to complete the proof of Equation (6.17), it is enough to show that {Wϵ }ϵ ∈R consists of Jacobi
automorphisms of (M, LM , {−,−}M ≃ JM ) and it is generated by ∆Jˆ∗λ := J
♯
M
(j1(Jˆ∗λ)).
Fix x ∈ M , ϵ ∈ R, and set x¯ := J(x). Then we can compute:
(W ∗ϵ ϑM )x = (Wϵ )
−1
x ((ϑM )wϵ (x ) ◦T(ψϵ (x¯ ),x )Φ ◦ (Tx¯ψϵ ◦Tx J, idTxM )
(6.3)
= (Wϵ )
−1
x
(
(ϑG)ψϵ (x¯ ) ◦Tx¯ψϵ ◦Tx J + (ψϵ (x¯)) · (ϑM )x
)
= (ϑM )x . (6.18)
In the last two steps above we have used the following two facts: 1) {Ψϵ }ϵ ∈R consists, by construction,
of Jacobi automorphisms of (G, LG, {−,−}G), i.e. Ψ
∗
ϵϑG = ϑG , and 2) G0 is a Legendrian submanifold in
G, so that Jˆ∗ϑG = 0. Equation (6.18) means exactly that {Wϵ }ϵ ∈R consists of Jacobi automorphisms of
(M, LM , {−,−}M ). Further we can compute:
ϑM
(
d
dϵ
wϵ (x)
)
= ϑM
(
TΦ((Xt ∗λ)ψϵ (x¯ ), 0x )
) (6.3)
= ϑG((Xt ∗λ)ψϵ (x¯ ))︸             ︷︷             ︸
λt (ψϵ (x¯ ))
+ ψϵ (x¯)·(ϑM (0x ))
(6.2)
= λJ(wϵ (x )) = (Jˆ
∗λ)wϵ (x ).
The latter means that the one-parameter group {wϵ }ϵ ∈R of contactomorphisms of (M,HM ) is generated by
the contact vector fieldX
Jˆ∗λ , or equivalently the one-parameter group of Jacobi automorphisms {Wϵ }ϵ ∈R of
(M, LM , {−,−}M ) is generated by the Hamiltonian differential operator ∆Jˆ∗λ . This completes the proof. 
Remark 6.14. Let us recall that any action Φ, as in Equation (6.1), of the Lie groupoid G ⇒ G0 onM , with
moment map J : M → G0, induces an infinitesimal action [17] of the associated Lie algebroid A ⇒ G0 on
M , with moment map J : M → G0, denoted by
ζ : Γ(A) → X(M), a 7→ ζ (a), (6.19)
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such that ζ (a)д ·x := (a
r )д · 0x , for all a ∈ Γ(A) and (д,x) ∈ Gs×JM , where the dot · denotes the induced
action of TG ⇒ TG0 on TM , with moment map T J : TM → TG0. Then the action Φ is called locally free
at x ∈ M if the R-linear map ζx : AJ(x ) → TxM , aJ(x ) 7→ ζ (a)x , is injective. Further recall that, as for any
contact groupoid (cf. [6, Theorem 1]), there exists a canonical isomorphism from the Lie algebroidA⇒ G0
of G ⇒ G0 to the Lie algebroid J
1L0 ⇒ G0 of the Jacobi manifold (G0, L0, {−,−}G0) identifying Xt ∗λ with
j1λ, for all λ ∈ Γ(L0). Understanding this latter identification, the RHS of Equation (6.17) means that
ζ (j1λ) = X
Jˆ∗λ, for all λ ∈ Γ(L0). (6.20)
The next lemma extends to the non-coorientable case a result first obtained in [40, Lemma 3.5].
Lemma 6.15. The contact action Φ is locally free at x ∈ M if and only if the following two conditions hold:
(1) J : M → G0 is a submersion at x , and
(2) kerTx J is transverse toHM,x .
Proof. Fix x ∈ M , and set x¯ := J(x) ∈ G0. Equation (6.20) allows us to factorize ζx : Ax¯ ≃ J
1
x¯L0 → TxM ,
ax¯ 7→ (ζa )x , as follows
Ax¯ ≃ J
1
x¯L0 TxM
J 1xLM
ζx
(Dx Jˆ)
∗ σ◦J♯
(6.21)
where (Dx Jˆ)
∗ denotes the R-linear map J 1x¯L0 ≃ ((DL0)
∗ ⊗ L0)x¯ → J
1
xLM ≃ ((DLM )
∗ ⊗ LM )x , j
1
x¯λ 7→ j
1
x (Jˆ
∗λ).
Moreover, we denote byσ : DLM → TM the symbolmap and byJ ∈ D
2LM ≡ Γ(∧
2(J 1LM )
∗⊗LM ) the non-
degenerate Jacobi bi-DO on LM → M corresponding to the contact structure on M (cf. Proposition 2.15).
Hence, since kerσ = 〈1〉 and, by construction, J ♯(σ ∗ϑ ) = 1, we get that the contact groupoid action Φ is
locally free at x if and only if the following conditions hold:
(1′) (Dx Jˆ)
∗ : J 1x¯L0 → J
1
xLM is injective, and
(2′) the intersection of 〈(σ ∗ϑM )x 〉 and im[(Dx Jˆ)
∗] is trivial, i.e. 〈(σ ∗ϑM )x 〉 ∩ im[(Dx Jˆ)
∗] = {0x } ⊂ J
1
xLM .
In order to conclude the proof, it will be sufficient to prove that conditions (1′) and (2′) are equivalent
to conditions (1) and (2) respectively. The equivalence of conditions (1′) and (1) can be easily checked,
e.g. working with local frames and local coordinates, so we will concentrate on the remaining equivalence.
The natural LM -valued pairing between J
1LM and DLM allows us to write
{〈(σ ∗ϑM )x 〉∩im((Dx Jˆ)
∗)}◦ = 〈(σ ∗ϑM )x 〉
◦
+{im[(Dx Jˆ)
∗]}◦ = σ−1(kerϑM )x+kerDx Jˆ = σ
−1((HM )x+kerTx J).
Since σ : DLM → TM is surjective, the latter shows that 〈(σ
∗ϑM )x 〉 and im[(Dx Jˆ)
∗] intersect trivially in
J 1xLM if and only if (HM )x and kerTx J are transverse in TxM . This proves the remaining equivalence of
conditions (2′) and (2), and so concludes the proof. 
The next lemma extends to the non-coorientable case a result first obtained in [40, Lemma 4.5].
Lemma 6.16. Let Σ be a local Legendrian bisection of G ⇒ G0, with rΣ := t ◦ Σ the induced local diffeomor-
phism of G0. Consider the local line bundle automorphism rˆΣ of LM → M , covering the local diffeomorphism
rΣ ofM , which are defined by rΣ := Φ ◦ (Σ ◦ J, idM ) and rˆΣ := Φˆ ◦ (Σ ◦ J ◦ π , idLM ). Then rˆΣ is a local Jacobi
automorphism of (M, LM , {−,−}M ), or, equivalently, rΣ is a contactomorphism of (M,HM ), i.e. locally
rˆ ∗
Σ
ϑM = ϑM .
Proof. Fix an arbitrary x ∈ M belonging to the domain of rΣ, and set x¯ := J(x). Then we can compute:
(rˆ ∗
Σ
ϑM )x = (rˆΣ)
−1
x (ϑM ◦TxrΣ) = (rˆΣ)
−1
x (ϑM ◦TΦ ◦ (Tx¯Σ ◦Tx J, idTxM ))
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= (rˆΣ)
−1
x (
✭
✭
✭
✭
✭
✭
✭
✭✭
(ϑG)Σx¯ ◦Tx¯Σ ◦Tx J + (Σ(x¯)) · (ϑM )x ) = (ϑM )x ,
where, just in the last step, we used the fact that Σ is a Legendrian embedding in G. 
Lemma 6.17. Through any point of the contact groupoid G ⇒ G0 there exists a local Legendrian bisection.
Proof. Fix arbitrarilyд ∈ G. We will prove that there exists a local Legendrian bisection of G ⇒ G0 passing
through д. Let us choose a Lagrangian subspaceV of the symplectic linear space ((HG)д , (cHG )д) which is
transverse to both (HG ∩ kerTs)д and (HG ∩ kerTt)д . By Darboux theorem for contact manifolds, there
exist local coordinates (x i ,u,yi ) on G, centered at д, such that HG = ker
(
du − yidx
i
)
locally around д,
and V = 〈 ∂∂y1

д
, . . . , ∂∂yn

д
〉. Therefore u = x1 = . . . = xn = 0 defines a Legendrian submanifold of G
which is transverse to both the s-fibers and the t-fibers locally around д. 
Proof of Proposition 6.9. First let us recall that, as C∞(M/G) ≃ q∗(C∞(M/G)) coincides with the space
C∞(M)G ⊂ C∞(M) of G-invariant functions on M , similarly Γ(LM/G) ≃ qˆ
∗(Γ(LM/G)) coincides with the
space Γ(LM )
G ⊂ Γ(LM ) of G-invariant sections of LM → M .
In the following, we will show that Γ(LM )
G is a Lie subalgebra of (Γ(LM ), {−,−}M ). As a consequence,
for any λ ∈ Γ(LM )
G , the associated contact vector field Xλ will be q-projectable. Hence, the Lie bracket
{−,−}M/G induced by {−,−}M on Γ(LM/G) will be automatically a bi-DO, i.e. it is actually a Jacobi struc-
ture on LM/G → M/G.
It is easy to see that, for any λ ∈ Γ(LM ), the following conditions are equivalent:
(1) λ is G-invariant, i.e. λ ∈ qˆ∗[Γ(LM/G)] ≃ Γ(LM )
G ⊂ Γ(LM ),
(2) rˆ ∗
Σ
λ = λ, for all local Legendrian bisections Σ of G ⇒ G0.
Further, Lemma 6.16 guarantees that, for all sections λ1, λ2 ∈ Γ(LM ), and all local Legendrian bisections
Σ, if rˆ ∗
Σ
λ1 = λ1 and rˆ
∗
Σ
λ2 = λ2, then we also have rˆ
∗
Σ
{λ1, λ2}M = {rˆ
∗
Σ
λ1, rˆ
∗
Σ
λ2}M = {λ1, λ2}M . So Γ(LM )
G is
closed w.r.t. {−,−}M , and this concludes the proof. 
Lemma 6.18. Let the contact action Φ be free and proper. Assume further that G is source-connected. Then
the subspaces qˆ∗(Γ(LM/G)), Jˆ
∗(Γ(L0)) ⊂ Γ(LM ) centralize each other w.r.t. {−,−}M , i.e.
qˆ∗(Γ(LM/G)) = [Jˆ
∗(Γ(L0))]
c and Jˆ∗(Γ(L0)) = [qˆ
∗(Γ(LM/G))]
c . (6.22)
Proof. In view of the dimensional relation 1 + dim(M/G) + dimG0 = dimM , it is enough to prove only
one component of Equation (6.22) (cf. Remark 4.10). Specifically, we will restrict to prove its RHS, namely
that qˆ∗(Γ(LM/G)) is the centralizer of Jˆ
∗(Γ(L0)) in (Γ(LM ), {−,−}M ). As recalled above, the sections of
L/G → M/G are identified by pull-back via qˆ to the G-invariant sections of LM → M . So we are going to
prove that a section λ ∈ Γ(LM ) is G-invariant if and only if λ belongs to the centralizer of Jˆ
∗(Γ(L0)).
In view of Proposition 3.2 and Theorem 3.12, we have that kerTs = span{Xt ∗λ′ : λ
′ ∈ Γ(L0)}, and addi-
tionally we have assumed that G is source-connected. Hence Lemma 6.13, and specifically Equation (6.17),
implies that, for any λ ∈ Γ(LM ), the following two conditions are equivalent:
a) λ is G-invariant, i.e. λд ·x = д · λx , for all (д,x) ∈ Gs×JM ,
b) λ is invariant under the one-parameter group ψt of local line bundle automorphisms of LM → M
generated by ∆
Jˆ∗µ , for all µ ∈ Γ(L0).
As a consequence of Proposition A.1, Condition b) can be equivalently rewritten as
c) λ commutes with Jˆ∗µ in (Γ(LM ), {−,−}M ), for all µ ∈ Γ(L0).
The latter means exactly that λ belongs to the centralizer of Jˆ∗(Γ(L0)) in (Γ(LM ), {−,−}M ), and so this
concludes the proof. 
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Proof of Theorem 6.10. In view of Proposition 4.9 (2) and the dimensional relation 1+dim(M/G)+dimG0 =
dimM , it is enough to prove that diagram (6.15) forms a full Howe contact dual pair.
The quotient bundle map qˆ : LM → LM/G and the moment bundle map Jˆ : LM → L0 are Jacobi
morphisms in view of Proposition 6.9 and Lemma 6.13 respectively. Since the groupoid action is free and
proper,the quotient map q : M → M/G is a surjective submersion and the moment map J : M → G0 is a
submersion (see Condition (1) in Lemma 6.15).
We prove now that kerT J and kerTq are both transverse to HM . Since the contact groupoid action is
free (and a fortiori locally free), the fibers of the moment map J : M → G0 are transverse toHM (see con-
dition (2) in Lemma 6.15). As a consequence of Lemma 6.13, and in particular (the RHS of) Equation (6.17),
we get that, for any section λ ∈ Γ(L0), the contact vector field XJˆ∗λ is tangent to the G-orbits, and so the
fibers of the quotient map q : M → M/G are transverse toHM .
Finally, Lemma 6.18 assures that qˆ∗(Γ(LM/G)) and Jˆ
∗(Γ(L0)) centralize each other in Γ(LM )w.r.t. {−,−}M .
So diagram (6.15) is a full Howe contact dual pair, and this concludes the proof. 
Appendix A. Differential Operators and Atiyah Forms of a Line Bundle
This Appendix sets the notation and collects some basic facts about jets and differential operators (DOs)
of a line bundle L → M . In particular, it provides a quick review of what represents the conceptual
background of the line bundle approach to Jacobi (and Dirac–Jacobi) geometry. Therefore, it describes the
gauge algebroid (and the omni-Lie algebroid) of L, with the associated graded Lie algebra of multi-DOs on
L and the der-complex of L-valued Atiyah forms. Our main references for this material are [18, 33, 36].
A.1. The Gauge Algebroid. Given a line bundle L → M , we recall that a first order linear differential
operator (DO) from L to L can be seen as a R-linear map  : Γ(L) → Γ(L) such that, for some (necessarily
unique) X ∈ X(M), the following Leibniz rule holds
(f λ) = X (f )λ + fλ,
for all f ∈ C∞(M) and λ ∈ Γ(L). The vector field X is called the symbol of  and is denoted by σ, or also
σ (). In this paper, all the DOs are assumed to be first order linear. As stated in the next proposition, the
DOs from L to L can also be viewed as infinitesimal line bundle automorphisms of L → M .
Proposition A.1 ([12, Lemma 2.2]). For any line bundle L → M , the following relation
λ =
d
dϵ

ϵ=0
Φ
∗
ϵλ, for all λ ∈ Γ(L), (A.1)
establishes a 1-1 correspondence between DOs  from L to L and one-parameter groups of local line bundle
automorphisms {Φϵ }ϵ ∈R of L → M .
The space of DOs from L to L is denoted by DL and it can be identified with the space of sections of
the vector bundle DL := (J 1L)∗ ⊗ L, i.e. the space of vector bundle morphisms, over idM , from the first jet
bundle J 1L to L. In particular, for any x ∈ M , the corresponding fiber of DL, denoted by DxL, consists of
R-linear maps δ : Γ(L) → Lx s.t. for some (necessarily unique) ξ ∈ TxM the following Leibniz rule holds
δ (f λ) = ξ (f )λx + f (x)δλ, (A.2)
for all f ∈ C∞(M) and λ ∈ Γ(L). The vector bundle DL → M is an illustration of a Jacobi algebroid (cf.,
e.g., [33, Definition 1.3]) and it is called the gauge algebroid (or Atiyah algebroid) of L. Indeed, it is naturally
equipped with a Lie algebroid structure ([−,−], ρ) and a representation ∇ on the line bundle L → M .
Specifically, we have:
[,∆] :=  ◦ ∆ − ∆ ◦, ρ() = σ, ∇ = , (A.3)
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for all ,∆ ∈ DL. A regular line bundle morphism Φ : L1 → L2 (cf. Remark 2.7), over φ : M1 → M2,
determines a vector bundle morphism DΦ : DL1 → DL2, over φ : M1 → M2, by setting
(DΦ)δ := Φx ◦ δ ◦ Φ
∗ ∈ Dφ(x )L2, (A.4)
for all x ∈ M1 and δ ∈ DxL1. Additionally, DΦ : DL1 → DL2 is a Jacobi algebroid morphism, i.e. it is a
Lie algebroid morphism and it is compatible with the representations (of DLi on Li , for i = 1, 2), in the
sense that (DΦ)∇δ = ∇(DΦ)δ , for all δ ∈ DL1. Further, the above constructions define a functor from the
category of line bundles (with regular line bundle morphisms) to the category of Jacobi algebroids.
For any line bundle L → M , out of the structures (A.3) existing on DL, one can also construct the
Schouten–Jacobi bracket [[−,−]] (see, e.g., [33, Section 1.3.1] for its explicit definition). In particular, [[−,−]]
is a graded Lie bracket on the shifted graded space (D•L)[1], where D•L := Γ(∧•(J 1L)∗ ⊗ L) is the graded
space of skew-symmetric multi-DOs from L to L. Indeed, for any k ∈ N, DkL consists of the skew-
symmetric multi-linear maps  : Γ(L)×k → Γ(L) which are a DO in each entry separately. In particular,
D0L = Γ(L) and D1L = DL. In this paper, all the multi-DOs are assumed to be skew-symmetric.
A.2. The Der-Complex. For any line bundle L → M , the associated der-complex (Ω•L, dD ) is the Lie alge-
broid de Rham complex ofDLwith coefficients in its representationL (cf. [28]). Hence Ω•L = Γ(∧
•(DL)∗⊗L)
is the space of the so called L-valued Atiyah forms, with, in particular, Ω0L = Γ(L) and Ω
1
L = Γ(J
1L), and
dD , the so-called der-differential, is given by the Chevalley–Eilenberg formula
(dDη)(∆0, . . . ,∆k ) =
∑
i
(−)i∆i (η(∆0, . . . , ∆̂i , . . . ,∆k )) +
∑
i<j
(−)i+jη([∆i ,∆j ],∆0, . . . , ∆̂i , . . . , ∆̂j , . . . ,∆k )
for all k ∈ N, η ∈ ΩkL and ∆0, . . . ,∆k ∈ DL, where the “hat” denotes omission. In particular,dD : Ω
0
L → Ω
1
L
coincides with the first jet prolongation j1 : Γ(L) → Γ(J 1L), λ 7→ j1λ. A regular line bundle morphism
Φ : L1 → L2, over φ : M1 → M2, determines a cochain morphism Φ
∗ : (Ω•L2 , dD ) → (Ω
•
L1
, dD ) by setting
(Φ∗η)x (δ1, . . . ,δk ) := Φ
−1
x (ηφ(x )((DΦ)δ1, . . . , (DΦ)δk )), (A.5)
for all k ∈ N, η ∈ Ωk
L2
, x ∈ M1, and δ1, . . . , δk ∈ DxL1. As on any Lie algebroid de Rham complex,
there exists on the der-complex (Ω•L, dD ) a well-defined Cartan calculus. In addition to the der-differential
dD : Ω
•
L → Ω
•+1
L , the structural operations of this calculus are given, for any  ∈ DL, by the contraction
ι : Ω
•
L → Ω
•−1
L and the Lie derivative L : Ω
•
L → Ω
•
L . The structural relations of such a calculus are:
[dD , ι] = L, [L,L∆] = L[,∆], [L, ι∆] = ι[,∆], [ι, ι∆] = 0,
for all ,∆ ∈ Γ(DL), where, on the LHS, [−,−] denotes the graded commutator. Consequently, the der-
complex (Ω•L, dD ) is acyclic with a contracting homotopy given by ι1, i.e. L1 = [dD , ι1] is the identity map
on Ω•L . Here by 1 ∈ DL we denote the DO which acts like the identity map, i.e. 1λ = λ, for all λ ∈ Γ(L).
A.3. The Omni-Lie Algebroid. Following [36], we recall that, for any line bundle L → M , the associated
omni-Lie algebroid is the vector bundle DL := DL ⊕ J 1L → M , with the standard projections denoted by
prD : DL → DL and prJ : DL → J
1L, which is further equipped with:
• 〈〈−,−〉〉 : DL ×
M
DL → L, the L-valued non-degenerate symmetric product on DL defined by
〈〈(,α), (∆, β)〉〉 = ιβ + ι∆α , for all ,∆ ∈ Γ(DL), α , β ∈ Γ(J
1L),
• [[−,−]] : Γ(DL) × Γ(DL) → Γ(L), the Dorfman-like bracket on Γ(DL) defined by
[[(,α), (∆, β)]] = ([,∆],Lβ − ι∆dDα), for all ,∆ ∈ Γ(DL), α , β ∈ Γ(J
1L).
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An isomorphism of omni-Lie algebroids DL1 → DL2 is a pair (Ψ,Φ) of vector bundle isomorphisms Ψ :
DL1 → DL2 and Φ : L1 → L2, covering the same diffeomorphism φ : M1 → M2, such that
prD ◦Ψ = DΦ ◦ prD , Ψ
∗[[w1,w2]] = [[Ψ
∗w1,Ψ
∗w2]], Φ
∗〈〈w1,w2〉〉 = 〈〈Ψ
∗w1,Ψ
∗w2〉〉,
for all w1,w2 ∈ Γ(DL). Let us just recall that, in particular, each line bundle isomorphism Φ : L1 → L2,
covering φ : M1 → M2, determines the isomorphism (DΦ,Φ) of omni-Lie algebroids DL1 → DL2, where
DΦ : DL1 → DL2, (δ ,α) 7→ ((DΦ)δ ,Φ ◦ α ◦ (DΦ)
−1).
Each closed L-valued Atiyah 2-formϖ, i.e.ϖ ∈ Ω2L with dDϖ = 0, determines the automorphism (Rϖ , idL)
of the omni-Lie algebroidDL, where Rϖ is called the gauge transformation byϖ and it is defined as follows
Rϖ : DL → DL, (δ ,α) 7→ (δ ,α +ϖ
♭(δ )).
Actually these two kinds of automorphisms generate the entire automorphism group of the omni-Lie al-
gebroid DL (cf. [30, Lemma 2.6]).
A Dirac–Jacobi structure on L → M consists of a vector subbundle L ⊂ DL which is both Lagrangian
w.r.t. 〈〈−,−〉〉, i.e. L = L⊥, and involutive w.r.t. [[−,−]], i.e. [[Γ(L), Γ(L)]] ⊂ Γ(L). Notice that, if L ⊂ DL
is a Dirac–Jacobi structure, then also its opposite −L := {(δ ,−α) : (δ ,α) ∈ L} ⊂ DL is a Dirac–Jacobi
structure.
For the reader’s convenience we conclude this section recalling that a regular line bundle morphism
Φ : L → L′, covering a φ : M → M ′, gives rise to the operation of pull-back and push-forward. For any
linear family L ⊂ DL, the push-forward of L along Φ is the linear family Φ!L ⊂ φ
∗(DL′) such that
(Φ!L)x = {((DxΦ)δ ,α
′) ∈ (DL′)φ(x ) : (δ ,Φ
−1
x ◦ α
′ ◦ DxΦ) ∈ Lx }, for any x ∈ M .
For any linear family L ′ ⊂ DL′, the pull-back of L ′ along Φ is the linear family Φ!L ′ ⊂ DL such that
(Φ!L ′)x = {(δ ,Φ
−1
x ◦ α
′ ◦ DxΦ) ∈ (DL)x : ((DxΦ)δ ,α
′) ∈ L ′φ(x )}, for any x ∈ M .
Appendix B. Symplectization/Poissonization of contact/Jacobi structures
Closely following [2], this Appendix summarizes an alternative, but equivalent, approach to contact and
Jacobi geometry. This approach, inspired by the “symplectization/Poissonization trick”, plays a crucial role
in Sections 4.2 and 6.2. Specifically, in this appendix, we first introduce, in Definition B.1, the category of
homogeneous symplectic (resp. Poisson) manifolds and then we describe, in Proposition B.5, the equiva-
lence of categories existing between the latter and the category of contact (resp. Jacobi) manifolds.
Let P be a principal R×-bundle, with action h : R× × P → P , (t ,p) 7→ ht (p), quotient M := P/R
× and
bundle map π : P → M . One can introduce the following spaces:
• theC∞(M)-submoduleC∞
lin
(P) ⊂ C∞(P) of those functions f on P which are degree 1 homogeneous,
i.e. h∗t f = t f , for all t ∈ R
×,
• X•
hom
(P) ⊂ X•(P), theC∞(M)-submodule and Lie subalgebra formed by the homogeneous multivec-
tor fields, i.e., for any k ∈ N, by those X ∈ Xk (P) such that h∗tX = t
1−kX , for all t ∈ R×,
• Ω•
hom
(P) ⊂ Ω•(P), the C∞(M)-submodule and cochain subcomplex formed by the homogeneous
differential forms, i.e. by those ω ∈ Ω•(P) such that h∗tω = tω, for all t ∈ R
×.
In particular, a Poisson/symplectic structure on P is called homogeneous if it is given by a homogeneous
Poisson bivector/symplectic form. So, one can introduce the homogeneous Poisson/symplectic category.
Definition B.1. A homogeneous symplectic (resp. Poisson)manifold is a principalR×-bundle equippedwith
a homogeneous symplectic (resp. Poisson) structure. A homogeneous symplectomorphism (resp. Poisson
map) is a R×-equivariant symplectomorphism (resp. Poisson map).
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For our aims it is convenient to recall the equivalence of categories existing between: (1) the category
of line bundles, with regular line bundle morphisms, and (2) the category of principal R×-bundles, with
R
×-equivariant maps.
In one direction (1) ⇒ (2) there exists the homogenization functor [37]. For any line bundle L → M ,
the associated principal R×-bundle L˜
π
→ M is given by the slit dual of L, i.e. L˜ := L∗ \ M , where we
canonically identifyM with the image of the zero section of L∗ → M . For any regular line bundlemorphism
Φ : L1 → L2, the associated R
×-equivariant map Φ˜ : L˜1 → L˜2 is given by the fiberwise adjoint of Φ,
i.e. Φ˜(νx ) := νx ◦ Φ
−1
x , for all x ∈ M1 and νx ∈ L˜1,x .
In the other direction (2) ⇒ (1) there exists the dehomogenization functor [37]. For any principal R×-
bundle P
π
→ M , the associated line bundle P˜ → M is given by the dual of the tautological bundle, i.e. P˜ :=
OP/R×(1) → M . Equivalently, P˜ is given by the associated bundle for the action R
× ×R→ R, (t , s) 7→ t−1s,
i.e. P˜ = (P ×R)/R×. For anyR×-equivariant map Ψ : P1 → P2, the associated regular line bundle morphism
Ψ˜ : P˜1 → P˜2, is given by Ψ˜[(p, s)] = [(Ψ(p), s)], for all (p, s) ∈ P1 × R.
For any line bundle L → M and principal R×-bundle P , there exist a canonical line bundle isomorphism
L ≃ OL˜/R×(1) and a canonical R
×-equivariant diffeomorphism P ≃ OP/R×(1). The latter defines natural
transformations between the identity functors and the compositions of homogenization and dehomoge-
nization functors. This leads to the following.
Proposition B.2. The homogenization and dehomogenization functors establish an equivalence of categories
between the category of line bundles and the category of principal R×-bundles.
Let L → M be a line bundle. If π denotes the bundle map L˜ := L∗ \ M → M , then the pull-back line
bundle π ∗L → L˜ is trivial. Indeed, there exists a regular line bundle morphism π̂ : RL˜ → L, covering
π : L˜ → M , which is defined by ν(π̂ (ν , s)) = s, for all ν ∈ L˜ and s ∈ R. Equivalently, π̂ is determined by the
fact that, by pull-back, it induces the C∞(M)-module isomorphism Γ(L) → C∞
hom
(L˜), λ 7→ λ˜ := π̂ ∗λ, such
that, for all x ∈ M , νx ∈ L˜x , and λ ∈ Γ(L),
λ˜(νx ) = νx (λx ). (B.1)
Further, there exist regular vector bundle morphisms, both denoted by π̂ and covering π : L˜ → M ,
∧•TL˜ L˜
D•L := ∧•(J 1L)∗ ⊗ L M
π̂ π
∧•T ∗L˜ L˜
∧•(DL)∗ ⊗ L M
π̂ π (B.2)
which are determined by the following properties. The one on the LHS induces by pull-back the C∞(M)-
module and Lie algebra isomorphism (D•L)[1] → X•
hom
(L˜)[1],  7→ ˜ := π̂ ∗. The one on the RHS
induces by pull-back the C∞(M)-module and cochain isomorphism Ω•L → Ω
•
hom
(L˜), ϖ 7→ ϖ˜ := π̂ ∗ϖ, s. t.(j1λ1, . . . , j1λk ) = ˜(dλ˜1, . . . , dλ˜k ), ϖ(δ1, . . . ,δk ) = ϖ˜(δ˜1, . . . , δ˜k ), (B.3)
for all k ∈ N,  ∈ DkL, ϖ ∈ Ωk
L
, and λ1, . . . , λk ∈ Γ(L), δ1, . . . , δk ∈ DL.
Definition B.3. The Poissonization of a Jacobi manifold (M, L, {−,−}) is the homogeneous Poisson mani-
fold (L˜ = L∗ \M, {−,−}L˜) such that, if J ∈ D
2L is the Jacobi bi-DO corresponding to {−,−} (cf. Proposi-
tion 2.6), then J˜ ∈ X2
hom
(L˜) is the homogeneous Poisson bivector field corresponding to {−,−}L˜ .
Unravelling Definition B.3, {−,−}L˜ is equivalently characterized as the unique (homogeneous) Poisson
structure on L˜ such that π̂ : (L˜,RL˜, {−,−}L˜) → (M, L, {−,−}) is a Jacobi morphism, i.e.
{λ˜, µ˜}L˜ =
{λ, µ}, for all λ, µ ∈ Γ(L).
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Further, for any regular line bundle morphism Φ : L1 → L2, it turns out that Φ : (M1, L1, {−,−}1) →
(M2, L2, {−,−}2) is a Jacobi morphism if and only if Φ˜ : L˜1 → L˜2 is a (homogeneous) Poisson map.
Definition B.4. The symplectization of a contact manifold (M, L,ϑ ) is the homogeneous symplectic man-
ifold (L˜, ϖ˜), where ϖ ∈ Ω2L is the symplectic Atiyah form corresponding to ϑ (cf. Proposition 2.14).
Unravelling Definition B.4, symplectization ϖ˜ , seen as a non-degenerate Poisson structure, coincides
with the Poissonization of ϖ, seen as a non-degenerate Jacobi structure. Further, since canonically L ≃
TM/H , with H = kerϑ , one identifies L˜ with symplectic submanifold H ◦ \ M of (T ∗M,ωM ), where H
◦
denotes the annihilator ofH inT ∗M . Under this identification, it is easy to see, e.g. in local coordinates, that
the symplectic form induced by ωM onH
◦ \M coincides with ϖ˜ . In conclusion, we obtain the following.
Proposition B.5. The homogenization and dehomogenization functors define an equivalence of categories
between the Jacobi/contact category and the homogeneous Poisson/symplectic category.
For future reference, we point out that Proposition B.5 specializes to the setting of Lie groupoids.
Definition B.6. A homogeneous symplectic groupoid [2] is a symplectic groupoid (G,ω) ⇒ G0 equipped
with a principal R×-bundle structure s. t. R× acts on G by groupoid morphisms and ω is homogeneous.
Then the following corollary extends to the non-coorientable case, the analogous result first obtained
for coorientable contact groupoids (see [8, Proposition 2.4]).
Corollary B.7 ([2, Theorem 5.8]). Homogenization and dehomogenization establish a 1-1 correspondence
between contact groupoids and homogeneous symplectic groupoids.
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