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Abstract
Let p be an odd prime and qp(a) = (ap−1 − 1)/p be the Fermat quotient with base a, p  a. The main
purpose of this paper is to investigate the fourth power problem of qp(2) and deduce an explicit formula
represented by a linear combination of Mirimanoff polynomial values.
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1. Introduction
Throughout this paper, we suppose that p is an odd prime, qp(a) is the Fermat quotient with
base a (a ∈ Z, p  a) defined by
qp(a) := a
p−1 − 1
p
∈ Z
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Gm(X) :=
p−1∑
i=1
Xi
im
. (1.1)
The Mirimanoff polynomial is often defined by ϕm(X) =∑p−1i=1 im−1Xi (m ∈ Z). However,
for convenience’ sake, we adopt here (1.1) as the definition of this polynomial, and therefore we
have Gm(X) ≡ ϕp−m(X) (mod p).
Fermat quotients and Mirimanoff polynomials have been extensively studied in connection
with Kummer’s criteria for the first case of Fermat’s Last Theorem and various type congruences
related to Fermat quotients and Mirimanoff polynomials have been devised by many authors (for
details, see Ribenboim [6]).
Let Bm be the mth Bernoulli number in the even suffix notation defined by the recurrence
relation
∑m
i=0
(
m+1
i
)
Bi = 0 with B0 = 1, i.e., B0 = 1,B1 = − 12 ,B2 = 16 ,B3 = 0,B4 = − 130 , . . . .
It is easily seen that B2k+1 = 0 and (−1)k−1B2k > 0 for any k  1.
It was already known early in the 20th century that (see, e.g., Bachmann [3])
qp(2) ≡ −12G1(2) (mod p). (1.2)
For the square of qp(2), the second author of this paper conjectured that for p  5
(
qp(2)
)2 ≡ −G2(2) (mod p) (1.3)
and a complete proof for this conjecture was later given by Granville [5]. Subsequently, in their
paper [4] Dilcher and the second author extended (1.3) to the cube of qp(2) by showing that if
p  5, then, in an equivalent form,
(
qp(2)
)3 ≡ −3G3(2) − 78Bp−3 (mod p). (1.4)
All above results for the square and cube of qp(2) were extended in [2] to any base a with
p  a in a natural way.
The topic of our paper was motivated by above results concerning powers of qp(a). Is it
possible to deduce any formulas for more higher powers of qp(a)?
In the present paper, we will first derive an important polynomial congruence modulo p in-
cluding Bernoulli numbers and Mirimanoff polynomials (Theorem 3.2). Applying this, we will
deduce an explicit formula for the fourth power of qp(2) represented by a linear combination of
Mirimanoff polynomial values at X = 2 (Theorem 3.3). More precisely, we will show that for
any p  7,
(
qp(2)
)4 ≡ −12G4(2) + 2 p−4∑
k=0
(
p − 3
k
)
BkG3+k(2) + 74Bp−3G1(2) (mod p). (1.5)
We want to emphasize that the method we used to obtain (1.5) is based on a new idea applying
a special convolution relation for Mirimanoff polynomials, which is quite different from the
“anti-derivative method” formerly used.
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In this section, as a preliminary, we shall define various type polynomials and present some
necessary properties and mutual relations of these polynomials in order to derive our main theo-
rems in the next section.
The following lemma concerning partial fraction decomposition can be easily shown by a di-
rect calculation:
Lemma 2.1. Let w, z be any complex numbers with wz(w+ z) = 0. Then, for any integer N  1,
1
(w + z)zN =
(−1)N
wN
(
1
w + z +
N∑
r=1
(−1)rwr−1
zr
)
. (2.1)
We now define, for integers m 0 and n 1,
Tm(n) := 1m + 2m + · · · + nm.
As properties of Tm(p − 1) with p an odd prime, one can state the following
Lemma 2.2. Let m 0 be an integer and p be an odd prime  3. Then
Tm(p − 1) ≡
{
0 (mod p) if p − 1  m,
−1 (mod p) if p − 1 | m. (2.2)
In particular, if m 1 is odd, then
1
p
Tm(p − 1) ≡
{
0 (mod p) if p − 1  m − 1,
−m2 (mod p) if p − 1 | m − 1. (2.3)
Proof. Assume that m 1 since (2.2) is trivial for m = 0. By the Euler–MacLaurin summation
formula, we see
Tm(n) = 1
m + 1
m∑
k=0
(
m + 1
k
)
(n + 1)m+1−kBk. (2.4)
On the other hand, the von Staudt–Clausen Theorem asserts that, for k  1, if p − 1  k, then Bk
is p-integral, and also if p − 1 | k, then pBk is p-integral, more precisely pBk ≡ −1 (mod p).
Therefore, letting n = p − 1 in (2.4), we obtain
Tm(p − 1) = 1
m + 1
m∑
k=0
(
m + 1
k
)
pm+1−kBk ≡ m2 p
2Bm−1 + pBm
(
mod p2
)
.
Since B2k+1 = 0 for any k  1, we know that (2.2) follows for each m 1.
Next assume that m 1 is odd. If m = 1, then 1
p
T1(p−1) ≡ B1 ≡ − 12 (mod p). If m 3, then
Bm = 0 and hereby 1pTm(p − 1) ≡ m2 pBm−1 (mod p), which proves (2.3) by the von Staudt–
Clausen Theorem. 
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CN(X,M) :=
M∑
μ=1
Xμ
M∑
i=1
Xi
iN(i + μ),
BN(X,M) :=
M∑
i=1
Xi
iN(i + M + 1) ,
VN(X,M) := CN(X,M) + XM+1BN(X,M) =
M∑
i=1
Xi
iN
M+1∑
μ=1
Xμ
i + μ,
Gm(X,M) :=
M∑
i=1
Xi
im
(m ∈ Z),
SN(X,M) :=
N∑
r=1
(−1)r+1Gr(X,M)GN+1−r (X,M).
Lemma 2.3. With above notations, we have
CN(X,M) =
M∑
μ=1
Xμ
μN
M∑
i=1
Xi
i + μ, (2.5)
BN(X,M) = (−1)
N
(M + 1)N
M∑
i=1
Xi
i + M + 1 +
N∑
r=1
(−1)N−r
(M + 1)N−r+1 Gr(X,M). (2.6)
Proof. We easily obtain (2.5) from the definition of CN(X,M) exchanging i for μ. For the
proof of (2.6), substitute w for M + 1 and z for i in (2.1), and sum over i = 1,2, . . . ,M after
multiplying by Xi . Then we get
BN(X,M) = (−1)
N
(M + 1)N
M∑
i=1
Xi
(
1
i + M + 1 +
N∑
r=1
(−1)r (M + 1)r−1
ir
)
= (−1)
N
(M + 1)N
(
M∑
i=1
Xi
i + M + 1 +
N∑
r=1
(−1)r (M + 1)r−1Gr(X,M)
)
,
which proves (2.6). 
Proposition 2.4. It follows that
VN(X,M) = (−1)N−1SN(X,M) + (−1)NCN(X,M) + XM+1BN(X,M). (2.7)
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M∑
i=1
Xi
(μ + i)iN =
M∑
i=1
(−1)NXi
μN
(
1
μ + i +
N∑
r=1
(−1)rμr−1
ir
)
= (−1)
N
μN
M∑
i=1
Xi
μ + i + (−1)
N
N∑
r=1
(−1)r
μN+1−r
M∑
i=1
Xi
ir
= (−1)
N
μN
M∑
i=1
Xi
μ + i + (−1)
N
N∑
r=1
(−1)r
μN+1−r
Gr(X,M).
Therefore, it follows from (2.6) that
VN(X,M) = (−1)N
M+1∑
μ=1
Xμ
μN
M∑
i=1
Xi
μ + i + (−1)
N−1
M+1∑
μ=1
Xμ
N∑
r=1
(−1)r+1
μN+1−r
Gr(X,M)
= (−1)N−1SN(X,M) + (−1)N−1XM+1
N∑
r=1
(−1)r+1
(M + 1)N+1−r Gr(X,M)
+ (−1)N
M∑
μ=1
Xμ
μN
M∑
i=1
Xi
μ + i + (−1)
N X
M+1
(M + 1)N
M∑
i=1
Xi
M + 1 + i
= (−1)N−1SN(X,M) + (−1)NCN(X,M) + XM+1BN(X,M),
and we are done. 
Here, we note that if N  2 is even, then SN(X,M) vanishes, and hereby we get VN(X,M) =
CN(X,M) + XM+1BN(X,M) in this case.
Corollary 2.5. For any odd integer N  1, we have
2CN(X,M) = SN(X,M), (2.8)
VN(X,M) = 12SN(X,M) + X
M+1BN(X,M). (2.9)
Proof. From the definition of VN(X,M), we know that (2.7) deduces (2.8). On the other hand,
applying (2.7), we get at once (2.9) from (2.8). 
For the special case for M = p − 1, we put for simplification
CN(X) := CN(X,p − 1) =
p−1∑
μ=1
Xμ
p−1∑
i=1
Xi
iN(i + μ),
VN(X) := VN(X,p − 1) =
p−1∑ Xi
iN
p∑ Xμ
i + μ,i=1 μ=1
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p−1∑
i=1
Xi
im
(m ∈ Z),
SN(X) := SN(X,p − 1) =
N∑
r=1
(−1)r+1Gr(X)GN+1−r (X).
Proposition 2.6. For an odd N with 1N  p − 2, we have
VN(X) ≡ 12SN(X) + X
pGN+1(X) (mod p). (2.10)
Proof. Using (2.9) for M = p − 1, we obtain
VN(X) = 12SN(X) + X
pBN(X,p − 1). (2.11)
Hence, substituting
BN(X,p − 1) =
p−1∑
i=1
Xi
iN(i + p) ≡
p−1∑
i=1
Xi
iN+1
≡ GN+1(X) (mod p)
into (2.11), we immediately get (2.10). 
3. Main results
In this section, we will investigate special relations entwined Bernoulli numbers and Miri-
manoff polynomials and derive a convolution congruence for Mirimanoff polynomials (Theo-
rem 3.2). Further, applying this, we will prove the formula stated in (1.5) for the fourth power
of qp(2) (Theorem 3.3).
For a positive integer N , we define anew two polynomials
UN(X) :=
p−1∑
i=1
Xi
i
i∑
j=1
1
jN
,
WN(X) :=
p−N−1∑
j=0
(
p − N
j
)
BjGN+j (X).
Proposition 3.1. Let N be an odd integer with 1  N  p − 2 and define δN := 0 for N =
1,3, . . . , p − 4 and δp−2 := −1. Then, it follows that
VN(X) ≡
(
Xp − 1)(GN+1(X) − UN(X))+ δNXp (mod p), (3.1)
GN+1(X) − UN(X) ≡ 1
N
WN(X) (mod p), (3.2)
VN(X) ≡ 1
N
(
Xp − 1)WN(X) + δNXp (mod p). (3.3)
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the proofs of the first two congruences.
We know from (2.3) that, for an odd N with 1N  p − 2,
1
p
p−1∑
i=1
1
iN
≡ 1
p
Tp(p−1)−N(p − 1) ≡
{0 (mod p) if p − 1  N + 1,
−p(p−1)−N2 ≡ N2 (mod p) if p − 1 | N + 1.
The case p − 1 | N + 1 occurs only when N = p − 2, and then N2 ≡ −1 ≡ δp−2 (mod p).
Otherwise, we know 1
p
∑p−1
i=1
1
iN
≡ 0 ≡ δN (mod p). Under these observations, we can calculate
VN(X) as follows:
VN(X) =
p−1∑
i=1
Xi
iN
p−1−i∑
j=1
Xj
i + j +
Xp
p
p−1∑
i=1
1
iN
+
p−1∑
i=1
Xi
iN
p∑
j=p−i+1
Xj
i + j
≡
p−1∑
i=1
1
iN
p−1∑
j=i+1
Xj
j
+ Xp
p−1∑
i=1
1
iN
i∑
j=1
Xj
j
+ δNXp
≡
p−1∑
i=1
1
iN
p−1∑
j=1
Xj
j
+ (Xp − 1)p−1∑
i=1
1
iN
i∑
j=1
Xj
j
+ δNXp
≡ (Xp − 1)p−1∑
i=1
Xi
i
p−1∑
j=i
1
jN
+ δNXp
≡ (Xp − 1)p−1∑
i=1
Xi
i
(
1
iN
−
i∑
j=1
1
jN
)
+ δNXp
≡ (Xp − 1)(GN+1(X) − UN(X))+ δNXp (mod p),
as desired in (3.1).
On the other hand, using the Euler–MacLaurin summation formula (2.4) we have
UN(X) =
p−1∑
i=1
Xi
i
i∑
j=1
1
jN
≡
p−1∑
i=1
Xi
i
(
ip−N−1 + 1
p − N
p−N−1∑
k=0
(
p − N
k
)
ip−N−kBk
)
≡ GN+1(X) − 1
N
p−N−1∑
k=0
(
p − N
k
)
Bk
p−1∑
i=1
Xi
iN+k
≡ GN+1(X) − 1
N
WN(X) (mod p),
which yields (3.2). This completes the proof of the proposition. 
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the functional identity (cf. (3.3) in Agoh [1])
(
v + v
ev − 1
)
Gk
(
Xev
)= v p−1∑
i=1
(
i∑
j=0
ejv
)
Xi
ik
+ v
ev − 1Gk(X),
where k is any integer. Noting that v
ev−1 (|v| < 2π ) is the generating function of Bernoulli num-
bers and [ dm
dvm
Gk(Xe
v)]v=0 = Gk−m(X) (m  0), differentiate both sides m-times with respect
to v and put v = 0. Then we have
mGk−(m−1)(X) +
m−1∑
j=0
(
m
j
)
BjGk−(m−j)(X) = m
p−1∑
i=1
(
i∑
j=1
jm−1
)
Xi
ik
.
Taking k = p and m = p − N in particular, we easily get (3.2).
Now we are able to state the following theorem, in which a special convolution congruence
for Mirimanoff polynomials is given:
Theorem 3.2. Let N and δN be as in Proposition 3.1. Then we have
SN(X) + 2XpGN+1(X) ≡ 2
N
(
Xp − 1)WN(X) + 2δNXp (mod p). (3.4)
Proof. The theorem obviously follows from (2.10) and (3.3). 
When N = p − 2, it is possible to calculate Sp−2(X) by (3.4) in the concrete. Indeed, since
Wp−2(X) = Gp−2(X) − Gp−1(X) ≡∑p−1i=2 (i − 1)Xi (mod p), we have
Sp−2(X) ≡ 2
p − 2
(
Xp − 1)Wp−2(X) − 2XpGp−1(X) − 2Xp
≡ −(Xp − 1)p−1∑
i=2
(i − 1)Xi − 2Xp
p−1∑
i=1
Xi − 2Xp
≡
p−1∑
i=2
(i − 1)(Xi + X2p−i)− 2Xp (mod p).
Applying Theorem 3.2, we can derive an explicit formula for the fourth power of qp(2) by
means of Mirimanoff polynomial values at X = 2. We will now reappear (1.5) with a proof.
Theorem 3.3. For any odd prime p  7, we have
(
qp(2)
)4 ≡ −12G4(2) + 2 p−4∑
k=0
(
p − 3
k
)
BkG3+k(2) + 74Bp−3G1(2) (mod p). (3.5)
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S3(2) + 4G4(2) ≡ 23
p−4∑
k=0
(
p − 3
k
)
BkG3+k(2) + 4δ3 (mod p), (3.6)
where we know δ3 = 0 for any p  7. Substituting S3(2) = 2G1(2)G3(2)− (G2(2))2 for G1(2),
G2(2) and G3(2) from (1.2), (1.3) and (1.4), respectively, we easily arrive at (3.5). 
When p = 5, letting δ3 = −1 in (3.6), it is also possible to deduce a similar congruence
to (3.5) for the fourth power of q5(2). However, in this case, we can directly calculate (q5(2))4 =
34 ≡ 1 (mod 5).
At the end of this paper, we would like to comment that it is still open whether more higher
powers of qp(2) can be expressed by means of Mirimanoff polynomial values at X = 2, as well
as it was shown in (1.2)–(1.5).
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