Toward hyper-resolution land-surface modeling: The effects of fine-scale topography and soil texture on CLM4.0 simulations over the Southwestern U.S. Abstract Increasing computational efficiency and the need for improved accuracy are currently driving the development of ''hyper-resolution'' land-surface models that can be implemented at continental scales with resolutions of 1 km or finer. Here we report research incorporating fine-scale grid resolutions into the NCAR Community Land Model (CLM v4.0) for simulations at 1, 25, and 100 km resolution using 1 km soil and topographic information. Multiyear model runs were performed over the Southwestern U.S., including the entire state of California and the Colorado River basin. The results show changes in the total amount of CLM-modeled water storage, and changes in the spatial and temporal distributions of water in snow and soil reservoirs, as well as changes in surface fluxes and the energy balance. To inform future model progress and continued development needs and weaknesses, we compare simulation outputs to station and gridded observations of model fields. Although the higher grid-resolution model is not driven by high-resolution forcing, grid resolution changes alone yield significant improvement (reduction in error) between model outputs and observations, where the RMSE decreases by more than 35%, 36%, 34%, and 12% for soil moisture, terrestrial water storage anomaly, sensible heat, and snow water equivalent, respectively. As an additional exercise, we performed a 100 m resolution simulation over a spatial subdomain. Those results indicate that parameters such as drainage, runoff, and infiltration are significantly impacted when hillslope scales of 100 m or finer are considered, and we show the ways in which limitations of the current model physics, including no lateral flow between grid cells, may affect model simulation accuracy.
Introduction
Terrestrial energy and water budgets have profound influences on the overall behavior of the climate system. Monitoring and simulation of these processes are critical for many important applications, including agricultural productivity forecasting, flood and drought forecasting, and water resources management. To adequately address critical modeling challenges associated with these processes, there is a need for landsurface models (LSMs) that can be implemented globally, or over very large domains, with resolutions ofand predictions for local management. Wood et al. [2011] have stated that development of such models is a grand challenge to the hydrologic community.
Because the grid size in distributed models will have a direct effect on information content and the accuracy of simulation output [Kuo et al., 1999] , studying the effects of model resolution on model responses is an essential step in improving our community modeling efforts [Famiglietti and Wood, 1994] . Already, higher resolution grid size in models has been shown to improve topographic characteristics, wetness index, and outflow [Zhang and Montgomery, 1994; Wolock and Price, 1994; Wolock and McCabe, 2000] . Such a high grid-resolution model also helps to improve simulated runoff and other hydrologic parameters by incorporating different runoff mechanisms at varying scales [Kuo et al., 1999; VanderKwaak and Loague, 2001; Haddeland et al., 2002; Vivoni et al., 2005] . High-resolution LSMs additionally improve urban area simulations [Oleson et al., 2010a] , as well as snow water equivalent and snow covered area variations in mountainous regions [Christensen et al., 1998; Meierdiercks et al., 2010] . To adequately address critical energy balance and water cycle applications, a high spatial resolution LSM on the order of 100 m to 1 km could potentially be useful [Wood et al., 2011] .
Recent studies applying LSMs at resolutions approaching 1 km have been performed at regional scales, including COSMO-CLM [Meissner and Gerd, 2009] , and the NASA Land Information System (LIS) [Kumar et al., 2006] , and at catchment scales approaching even higher resolution [Christensen et al., 1998; Giorgi, 1990; Jin et al., 2010; Jones et al., 1995; Rigon et al., 2006; Skamarock et al., 2005] . Still, increasing the spatial resolution of LSMs to reach finer scales for large domains remains a priority that has not yet been met [Bierkens et al., 2015] . Recent developments have allowed us to increase the spatial resolution of global land-surface models to 10-50 km [van Roosmalen et al., 2010] , yet this may be insufficient for resolving the complex terrain and slope information that is needed for significant model improvements. One of the primary challenges of modeling at high resolution is computational resources and lack of input and forcing data sets at this resolution [Famiglietti et al., 2009; Kollet et al., 2010; Kumar et al., 2006] . Global LSMs are all highly parameterized, and most are lumped single-column models that operate outside of the spatial range for which the governing equations were derived. This is done with the underlying assumption that the equations still capture the basic behavior of the system for which we can find effective parameters. In fact, a lot of these parameterizations and assumptions may not be suitable for accurate high-resolution modeling, and there is a need for further study to quantify their effects.
One way to approach the challenge of better global modeling is to adopt a more established and widely used global LSM for high resolution and to draw lessons from the results. In this study, we aim to examine the effects of increasing spatial resolution of topography and soil texture in a widely used LSM with a particular focus on hydrologic and energy budget processes. We have eased the inherent data and computational limitations by creating our own high-resolution data sets, and by focusing on a single aspect of model development: how subgrid-scale parameterizations affect model results at increasingly finer scales.
The scientific goal of this paper is to demonstrate that high-resolution simulations over a large domain with the accompanying high-resolution topographic and soil texture data differ from coarser resolution simulations using a popular land-surface model. A secondary aim of this work was to develop and test a 1 km resolution model over the Southwestern U.S., which will be used for future research applications. The region was selected because of the rich data availability and the wide range of regional microclimates within the domain. We apply the National Center for Atmospheric Research (NCAR) Community Land Model version 4 (CLM4.0) [Oleson et al., 2010b] at 0.01
(1 km) resolution over the Southwestern U.S., and at 100 m resolution for a nested subdomain located along the California Central Valley and Sierra Nevada foothills. We test the effects of 1 km topographic and soil texture information in CLM4.0 and the spatial sensitivity of the water and energy cycle variables that depend on these fields. The resulting model outputs are analyzed to understand how model physics is affected by changing model grid resolution. Model outputs are also compared to regional observations to provide qualitative direction for model improvements, and information on the effects of grid resolution and surface data sets for reducing model error.
(0.23 3 0.31 ) and ''normal global model scale'' or 100 km (0.9 3 1.25 ). The model was run for 6 years (2000) (2001) (2002) (2003) (2004) (2005) , for which good forcing and observation data sets were available. The model uses year 2000 surface observation data as the starting reference by default.
Additionally, a ''hillslope scale'' 100 m resolution, 1 year simulation from 1 January 2003 to 31 December 2003 was conducted within a small test area to evaluate the model physics and spatial sensitivity of the model outputs.
Model Description
This study is based on simulations of CLM4.0 [Oleson et al., 2010a] , the land component of the NCAR Community Earth System Model (CESM 1.0.4). Its hydrology scheme has been updated from the earlier CLM3.5 version and includes a revised numerical solution of Richard's equation Zeng and Decker, 2009] . The new CLM4.0 version also has a revised soil evaporation parameterization that removes the soil resistance term introduced in CLM3.5, and has increased the number of subsurface layers to 15, with the top 10 layers (0-3.8 m) hydrologically active, and the lower five layers (3.8-42 m) described as thermal slabs that are hydrologically inactive and are modeled as an unconfined aquifer. The 3.8 m depth for the hydrologically active soil layer is assumed constant throughout the simulated region. An irrigation model was added [Leng et al., 2013] , as well as an urban land unit type and associated urban canyon model for the study of urban climate and heat islands [Oleson et al., 2008 [Oleson et al., , 2010a which improves CLM's potential as high-resolution land-surface modeling tool.
The snow model in CLM4.0 has been significantly modified with the incorporation of SNICAR (SNow and ICe Aerosol Radiation), which represents the effect of aerosol deposition (e.g., black and organic carbon and dust) on albedo, introduces a grain-size-dependent snow aging parameterization, and permits vertically resolved snowpack Zender, 2005, 2006; Flanner et al., 2007] . The new snow model also includes a new density-dependent snow cover fraction parameterization , a revised snow burial fraction over short vegetation [Wang and Zeng, 2009] , and corrections to snow compaction [Lawrence et al., 2008] . These changes are explained in detail in the CLM4.0 technical report [Oleson et al., 2010a] and the CLM4.0 users guide [Kluzek, 2012] .
Fundamental to the CLM4.0 hydrology is the fractional saturated/impermeable area (f sat ) estimation, which is determined by the topographic characteristics and soil moisture state of a grid cell [Niu and Yang, 2006] : f sat 5 12 f frz ; 1 ð Þ f max expð20:5f over ZrÞ 1 f frz ;1 (1) where f max is the maximum saturated fraction of the grid cell with respect to soil moisture; f over is the decay factor (m
21
); Zr (m) is the water table depth; and f frz , 1 is the impermeable area fraction in frozen soil for the top layer. The maximum saturated fraction, f max is defined as the discrete cumulative distribution function (CDF) of the topographic index/wetness index (TI) when the grid cell mean water table depth is zero [Niu et al., 2005] . It is calculated as the percent of a grid cell where TI is larger than or equal to the grid cell mean TI, and is calculated explicitly for each grid cell at the resolution that the model is run using the USGS 1/3 arc sec (10 m) National Elevation Data set (NED, data available from USGS) using the process described in Quinn et al. [1995] and Wolock and McCabe [2000] . TI is defined as
where A is the upstream contributing area per unit contour length and b is the grid cell topographic slope angle [Beven and Kirkby, 1979] . TI is a small value for steep slopes and high value for flat regions, resulting in f max being a smaller value for the more hilly grid cells (steeper slopes) and larger for grid cells with flat topography. Drainage or subsurface runoff (q drai ) is calculated using the SIMTOP scheme [Niu et al., 2005] with a modification to account for reduced drainage in frozen soils. Surface runoff (q over ) consists of overland flow due to saturation excess (Dunne runoff) and infiltration excess (Hortonian runoff), and the maximum soil infiltration capacity is determined from soil texture and soil moisture [Entekhabi and Eagleson, 1989] . Creating high-resolution surface data sets is one of the largest challenges associated with hyper-resolution land-surface modeling. Topography is one of the most important parameters in determining surface water flow, and is a key control on soil moisture variability at high resolution [Famiglietti et al., 1998; Mohanty, 2012a, 2012b] . A previous analysis of TOPMODEL results has shown that model predictions of the depth to the water table, the ratio of overland flow to total flow, peak flow, and variance and skew of predicted stream flow was all affected by the digital elevation model (DEM) resolution [Wolock and Price, 1994] . Soil texture also plays an important role in the calculation of soil conductivity parameters, and studies have shown that improving soil depth information improves land-surface modeling results [Gochis et al., 2010] .
Following Oleson et al. [2010a] , surface data sets were created at each spatial resolution for topography and soil texture. In previous studies, use of a 1/3 arc sec DEM data set is viewed as a ''reasonable compromise'' between the need for fine-grained accuracy and the demands of a high data volume [Wolock and McCabe, 2000; Zhang and Montgomery, 1994] . The topographic data for the model runs in this study were generated at 1 km and 100 m resolutions using 1/3 arc sec (10 m) resolution data available from USGS National Elevation Data set. TI values were calculated from 1/3 arc sec DEM using the ArcGIS TM software following the method described in Quinn et al. [1995] . The resulting 1/3 arc sec resolution TI was used to calculate f max values at 0.01 (1 km) resolution using the method described by Niu et al. [2005] (Figure 2 ). The mean values of the 1 km resolution topography are also lower than those of the coarser resolution topography, as a larger number of steep slopes are captured in the high-resolution data. For steeper slopes, the TI calculated tends to be lower, and thus the f max values are lower.
The high-resolution soil texture data set was produced using the STATSGO [Miller and White, 1998 ] data set at a 30 arc sec resolution. Higher (100 m) resolution SSURGO data sets were not available for the whole domain so a nearest neighbor interpolation was used to create soil texture data at 100 m resolution. Figure  3 shows the percentage sand value and f max calculated at 1 km resolution compared to coarser resolution data. For the 100 m resolution simulation, f max was calculated at 3 arc sec (100 m) resolution for the smaller region (Figure 1 , inset), while soil texture remained at the 30 arc sec resolution.
Except for the topographic and soil texture data, which were calculated at 1 km resolution by the authors, all other surface and aerosol input data were provided by the NCAR CESM forcing data set library at 0.23 3 0.31 resolution [Oleson et al., 2010b; Lawrence and Chase, 2007] .
Model Forcing
Simulations at each resolution were forced with the 1/8 (0.125 3 0.125 ) resolution, 1 January 1979 to 31
December 2010 hourly atmospheric forcing data from the North American Land Data Assimilation System (NLDAS-2) atmospheric data [Mitchell et al., 2004] rather than the usual T62 resolution NCAR provided forcing data [Qian et al., 2006] . The NLDAS-2 domain, spatial resolution, computational grid, terrain height, and land mask in NLDAS-2 are identical to NLDAS-1 [Mitchell et al., 2004] . The initialization files were created after spin-up of the model from bare soil at each resolution to reach thermal and hydrologic equilibrium [Lo et al., 2008] ; in this case, the models were spun-up for 21 years from 1979 to 1999.
Observation Data
The model outputs were compared with observation data to test the improvements in the higher resolution model. Soil moisture observation data were obtained from the US Department of Agriculture-Agriculture Research Service [Jackson et al., 2010] site at Reynolds Creek, the Soil Climate Analysis Network (SCAN) site at Lynhart Ranch, and the FLUXNET sites at Tonzi Ranch and Vaira Ranch [Oak Ridge National Lab, 2013] .
Sensible heat and Latent heat observations were obtained from the FLUXNET sites at Tonzi Ranch and Vaira Ranch. Groundwater observation data were obtained from various wells maintained by the California Department of Water Resources (DWR) and the US Geological Survey (USGS). DWR has hundreds of monitoring wells in California and USGS has a few sites in this region as well. Most wells did not have enough observations during the model run time period and were excluded from our analysis.
Snow water equivalent data were obtained from the National Snow and Ice Data Center (NSIDC) Snow Data Assimilation System SNODAS data base.
The Terrestrial Water Storage Anomaly (DTWS) was calculated from NASA's Gravity Recovery and Climate Experiment (GRACE) data at the University of Texas at Austin, Center for Space Research (CSR) [Wahr et al., 2004] , and the accompanying error estimates were constructed from level-3, Release 05 (RL-05) GRACE gridded land solutions, available on the GRACE Tellus website (www.grace.jpl.nasa.gov). The level-3 GRACE Tellus data have been scaled by signal loss estimates from a land-surface model to achieve a 1 approximation of DTWS.
Computational Considerations
There were considerable computational and storage considerations for the 1 km resolution model to run over the SWUS region (1200 3 1120 grid cells). We used the 360-node computer cluster, Lawrencium, at Lawrence Berkeley National Laboratory for the model runs, which took 2 wall clock days to complete for each year of model simulation with 500 GB of output data. A global run at this resolution (18,000 3 36,000 grid cells) or higher would require very large (>500 times) computational and storage resources. This computation would be very expensive and more experiments need to be performed to validate the highresolution model thoroughly before larger runs are undertaken. Thus, we first endeavored to test the model over the smaller domain of the Southwestern U.S.
Results
Model output from the 1 km resolution simulations was compared with the 25 and 100 km resolution simulations and also with observations. We used the mean values (Table 1 ), Pearson's correlation coefficient (r) ( Table 2) , Root Mean Square Error (RMSE) ( Table 3) , and model Bias (Table 4 to show agreement across simulations and to quantify reduced errors associated with higher resolution simulations. Results from the 100 m 3.1. Soil Moisture At higher resolution, the maximum saturated area (f max ) decreases, this should lead to decreases in the fractional saturated area (f sat ), and consequently. Figure 3 shows a 17% decrease in mean f max value and Figure 4 shows a 10% decrease in the mean f sat value at 1 km resolution, as compared to at 20 km resolution simulation. It also leads to a decrease in runoff, increased mean infiltration values, and thus an increase in mean soil moisture content (Table 1) . Increasing resolution also increases the distribution range of f max and f sat values seen in Figures 3 and 4 , respectively, as a more wider variety of slopes are taken into consideration. The water table depth at a location also affects the f sat distribution, and the regions with deep water table and the regions with shallow water table depth are reflected by the bimodal shape of the histogram. The f sat distribution affects the soil moisture content and a similar bimodal distribution is found for the surface (upper layer) soil moisture content distribution ( Figure 5 ), the bimodal distribution here is reflective of the wet and dry regions and also of the seasons.
Model simulations at 100 m, 1 km, and 100 km for 2003-2005 are compared to observations at three FLUX-NET sites: Tonzi Ranch, Vaira Ranch, and Reynolds Creek ( Figure 6 ). All simulations follow the observed seasonal trend fairly well, but the 1 km resolution simulation shows marked improvement over the 25 and 100 km resolution simulations especially when short term trends and sudden variations in soil moisture are taken into account. The model-to-observation correlation coefficients for the Tonzi Ranch FLUXNET site are 0.9291 for 1 km, 0.7761 for 25 km, and 0.7763 for 100 km, thus showing an improvement of 19.7% over the 1 and the 25 km resolution simulations (Figure 6a ). Improvements in the correlation coefficients of 15.5% and 43.2%, respectively, were seen in the Vaira Ranch site and the Reynolds Creek site (Figures 6b and 6c ).
Comparing mean values for all sites the 1 km resolution simulation showed an improvement of 23% in correlation coefficient (Table 2 ) and a 35% improvement in RMSE (Table 3 ) compared to the 20 km resolution simulation.
Snow Water Equivalent
Maps of time-averaged snow water equivalent (SWE) for the entire comparison period (Figure 7) show an increasingly complex spatial structure in SWE with increasing model resolution. The increased heterogeneity includes higher maxima in individual grid-cell SWE amounts with higher variability across the domain, as well as a higher total SWE amount across the domain (Table 5 ). There is a scale dependent difference in the CLM4.0-derived timing of snow pack accumulation and depletion rates resulting in changes to the seasonality of snow storage (Figure 8 ). Table 2 ). The RMSE between the SNODAS and CLM4.0 is 0.081 m at 1 km resolution, 0.091 m at 25 km resolution, and 0.117 at 100 km resolution (Table 3 ). This shows that there is some improvement in the timing of snow accumulation and snowmelt with the higher resolution model simulation, and a low bias in snow amount for the coarser model resolutions. Figure 9 shows the distribution of the time-mean snow water equivalent within the domain for all three resolutions. The 1 km resolution simulation shows a more continuous spread of snow amount across the domain, indicating more heterogeneity in grid cell snow compared to the 25 and 100 km simulations. This is due to the improved distribution of temperatures across the domain, whose time-mean distribution is also shown in Figure 9 . The dependence of snow cover on temperature affects the total amount of snow within the domain, due to the heterogeneous topography in the 1 km simulation allowing for a higher number of cold grid cells.
Water Table Depth
The water table depth (Zr) values obtained from the models are compared with observation data obtained from dozens of well sites with daily measurement data maintained by the California Department of Water Resources and the USGS. The Zr calculation in CLM4.0 has a very high level of parameterization and thus increasing resolution has a minimal effect, as shown in Figure 10 , where 1, 25, and 100 km resolution simulations yield similar results. CLM4.0 reasonably well predicts when there is a shallow (<4 m) water table within the region, as it calculates the amount of water in the top 10 active soil layers to approximately 4 m below the surface. However, the model has difficulty in deeper regions.
Because Zr is estimated by the water balance through a reservoir system [Oleson et al., 2010a] in CLM4.0 it does not vary substantially from the initial value. To illustrate this impact, outputs from four regions with different Zr profiles from shallow to very deep are plotted in Figure 10 . The Zr in CLM4.0 remains constant at a very shallow level of 3-5 m and has significantly less variation throughout the region. The results indicate that regions where Zr is shallow (Figure 10a ) the CLM4.0-calculated Zr is closer to observation values, but in places where Zr is below 5-6 m, the CLM4.0-calculated Zr completely misses the observed trend (Figures 10b, 10c , and 10d).
Terrestrial Water Storage
Monthly Terrestrial Water Storage (TWS) in the combined Sacramento and San Joaquin River Basins was calculated for the three resolutions using CLM4.0 output. A river basin mask was created for each model resolution to match the GRACE resolution (1 3 1 ) basin map for extracting the output data. Mean-monthly CLM4.0 data were then used to generate the TWS time series for these river basins from 1 January 2003 to 31 December 2005 by summing the model-based groundwater, soil moisture content, and snow water equivalent at each time step.
Generally, our results show that as model resolution increases, the magnitude of TWS and its variability increases. This is due to the decrease in runoff as described in section 3.1, and also to changes in SWE as described in section 3.2. The relatively little change in Zr across resolutions does not contribute to TWS differences between resolutions.
We calculated the model terrestrial water storage anomaly (DTWS) and compared these results with the Gravity Recovery and Climate Experiment (GRACE)-derived monthly observation of DTWS (Figure 11 ), where DTWS was calculated as the difference between the mean-monthly values and the mean over the years [2003] [2004] [2005] . The GRACE observations and their accompanying error estimates were obtained from the latest Table 2 ). The DTWS RMSE values also show significant improvement at higher resolution, where 1 km is 210 mm, 25 km is 290 mm, and 100 km is 260 mm. The 1 km resolution shows an improvement of 40% in the correlation coefficient as compared to the 25 km resolution, and it shows an improvement of 35% in RMSE values when compared to the 100 km resolution (Table 3 ). Even though the 1 km RMSE and correlation coefficient shows significant improvement, the RMSE values are still very high. This may be attributed to less than satisfactory groundwater processes within CLM4.0, as groundwater variation is by far the largest contributor to the DTWS calculation.
Sensible and Latent Heat Fluxes
Increasing the model grid resolution and adding more realistic topographic detail generally improves the model temperature simulation by creating more realistic elevations and surface slopes. The change in runoff driven by changes in f max affects the amount of moisture available for evaporation, which in turn affects the division of sensible and latent heat fluxes. In regions with relatively more water and sufficient energy input, the higher resolution model consumes more energy in latent heating.
The sensible heat and latent heat calculated in the CLM4.0 simulations were compared with observations obtained from the FLUXNET sites at Tonzi Ranch and Vaira Ranch for the period [2003] [2004] [2005] . The observation-to-model correlation coefficients for sensible heat show that the 1 km resolution simulation has approximately a 10% improvement over the 25 and 100 km resolutions for both the Tonzi and Vaira Ranch sites (Figures 12  and 13) . Similarly for the latent heat values, the 1 km resolution simulation shows approximately 20% improvement in correlation coefficient compared to coarser resolution outputs (Table 2 ). (Table 3) . Observation-to-model Bias (Table 4) suggests no significant trend between the model bias and model resolution, thus implying that the increase in spatial resolution does not lead to any systematic errors in CLM4.0. The improved 1 km RMSE can be attributed to better resolved surface heterogeneities such as slope and height, which are not captured at 100 or 25 km resolution. The CLM4.0-simulated sensible and latent heat values at 1, 25, and 100 km follow the observed seasonal variation closely thus showing that the model physics at seasonal scale are the same at various resolutions and the main difference between the outputs occurs at higher temporal resolution and spatial resolution. In comparing the 100 m resolution with the 1 km resolution, the subsurface drainage and infiltration rates should decrease and the surface runoff rate should increase with steeper slopes; hence, the biases in these rates should also increase as we move toward steeper slopes. It can be seen in Figures 15d, 15e , and 15f that the bias does become stronger as we move from gentle terrain to steeper slopes. It is also important to note that when the biases are plotted against the 1 km resolution slope data there is no clear trend in the biases (Figures 15a, 15b, and 15c ). They show a positive correlation coefficient between subsurface drainage and infiltration, and a negative correlation for surface runoff values. Figures 15d, 15e , and 15f that the relationship between the bias in model outputs and 100 m resolution topographic data is robustly significant, while in Figures 15a, 15b , and 15c the 1 km resolution topographic data do not show such a relationship. An analysis between the coarser resolution simulations over the entire Southwestern U.S. domain with the coarser topographic data did not indicate such a relationship (not shown). This demonstrates that the slope information is not completely relayed even at the 1 km resolution to CLM4.0 for these variables and the full effect of realistic topography on runoff, infiltration, and drainage can be improved by reaching the true hillslope scale of 100 m or less.
The CLM4.0 model physics do not include lateral subsurface flow. Several studies have suggested the need to consider lateral flow as land-surface model resolution becomes finer [Kollet and Maxwell, 2008; Krakauer et al., 2014] . To test the effects of the nolateral-flow assumption on model hydrology, we examine the distribution of simulated water table depths for a single day in the winter season, 30 January 2003, Figure 16 ). The water table depths show spatial patterning consistent with the spatial distribution of soil textures and with gradients in topography. Since soil texture information was included at a coarser resolution of 30 arc sec (1 km), which is the highest resolution currently available for simulations with 10 m topographic information, and because lateral flow is not included, there is spatial heterogeneity in water table depths that would likely not persist with lateral flow included.
However, these lateral gradients are relatively small over most of the model domain. (Figure 16 ). Approximately 21% of model grid cells showed a significant gradient in water table heights (>0.3%) during the wettest period, while certain regions (<1% of the domain) showed a gradient-or more accurately, a discontinuity-in water table depths of more than 1 m. The rest of the domain showed no 
Discussion
Our results help to identify several scale-based and nonscale-based problems in CLM4.0 model parameterizations. For parameterizations used in snow formation, drainage, runoff, and infiltration, the change in resolution has a significant impact, especially when hillslope scales of 100 m are considered. For the parameterization of water table depth, simulation results were not improved by high-resolution topographic and soil data.
Model outputs also do not show much improvement in correlation values or RMSE with observations as the model resolution increases from 100 to 25 km. This is likely because there is little difference in Soil moisture content is calculated by Richard's equation in CLM4.0 and represents an important test of model resolution on the hydrologic cycle, as it is heavily influenced by the resolution of slope and soil texture. Near-surface soil moisture is a key variable within coupled atmospheric and terrestrial hydrologic models used for climate simulations, as it represents a residual of the fluxes in the water balance. Since soil moisture influences the partitioning of moisture and energy fluxes at the land surface, it has important feedbacks on the energy and water cycles over timescales ranging from hourly to interannual [Reichle et al., 2002] .
The results show some improvement in the CLM4.0 simulation at 1 km resolution for surface parameters such as the soil moisture content and sensible heat when compared to observations. These variables are highly affected by the soil texture and surface topography and improve when higher resolution topographic and soil texture data are inputted because of changes in the topography represented in f max . At the resolutions discussed, all simulations follow the seasonal patterns closely with observations. This is expected, as the atmospheric forcing data, which drives the seasonal to annual patterns, is the same for all cases. This result indicates that the model physics perform similarly at all resolutions, and that improvement in the correlation at higher resolution with observations is likely due to the resolution of the input topography and soil texture.
The simulation of snow water equivalent and snow cover area in CLM4.0 is highly sensitive to spatial resolution, and topographic effects could contribute substantially to the water balance through snow storage. There was 74% more snow across the study domain at 1 km, as compared to 25 km resolution, for the 2005 simulation. The effect of topography on snow alters the timing and magnitude of snowmelt runoff generation, and has immediate implications for CLM4.0-based water resource applications. In coarser resolution CLM4.0 simulations, where complex mountain terrain is represented as a broad plateau, altered snowmelt, and runoff generation leads to a change in the duration of the snow season and a bias in total snow amount across the domain. This supports previous work showing that subgrid heterogeneity in surface characterizations plays a major role in snow formation and melt [Jin and Miller, 2007] . Consequently, the CLM4.0 density-dependent snow cover fraction may require significant calibration to be effectively employed at coarse scales (e.g., 0.25 ).
Snow cover can have a cumulative impact on long-range coupled climate simulations through land-surface and atmosphere feedbacks and changes in the timing and magnitude of freshwater input to the oceans. and diffuse ground (a g;K ) albedos in the CLM4.0 are weighted combinations of ''soil'' and snow albedos:
where f sno is the fraction of the ground with snow cover . These directly affect the direct and diffuse radiative fluxes absorbed by the vegetation and land surface. In order to obtain any reasonable accuracy in higher order processes (such as the effects of black carbon or grain-size snow aging), these albedos need to be faithfully approximated to achieve the correct base line (first order) snow amount for the grid cells within the study region.
The higher resolution model fails to show any improvement in the simulated water table depth. This can be explained by the water table depth calculation in CLM4.0, which is highly parameterized with a specific yield fixed at 0.2 throughout, an initial amount of water in the aquifer is fixed at 4800 mm, and the water table is initialized at 1 m below the bottom active soil layer. This parameterization, combined with a lack of lateral groundwater flow and lack of information on subsurface stratigraphy in CLM4.0, makes it very difficult to accurately calculate water table depth variations. It also forces the water table depth to remain mostly shallow throughout the region.
Niu et al. [2007] showed that the CLM may need to spin-up for more than 250 years in order to obtain an equilibrium water table depth in arid regions, with as little as 3 years in wet regions. The dynamic aquifer in CLM4.0 is helpful in this matter, but can also result in nonrealistic water table simulations since it has a nonrealistic specific yield [Lo and Famiglietti, 2010] . Model spin-up is currently an active field of research, with a wide-range of spin-up timescales for different models, different regions and different initial conditions [Cosgrove et al., 2003] . In efforts focused on accurate simulation of water table depths, or to create realistic model outputs, spin-up would certainly be an important issue (considering a hypothetical model that contained realistic groundwater withdrawals and irrigation). In the current work, a several hundred year spin-up time is impractical considering the computational intensity of the model runs.
Since there is no evidence of difference across resolutions in water table variability after a short spin-up, we conclude that it does not impact the cross-resolution comparison of water tables in this specific experiment.
Increased resolution in CLM4.0 significantly improves the terrestrial water storage anomaly, DTWS. The DTWS value in the 1 km resolution simulation shows significant improvement when compared to GRACE satellite observation data for the Sacramento-San Joaquin Basin. This can be attributed to changes in runoff, snow, and soil moisture at this scale.
Differences between the 100 m and 1 km resolution runoff, infiltration, and drainage are mainly due to the change in the topographic surface data. However, the CLM4.0 simulation for the Southwestern U.S. at 100 m resolution requires significant computational resources for the creation of surface data at 100 m, and terabytes of output data that require storage. Such limitations made this simulation a significant challenge. For these reasons, the 100 m simulation was restricted to a small test domain within the Southwestern U.S. study region.
The topographic slope data in the 100 m resolution simulation has a significant impact on the division of surface water between runoff, infiltration, and drainage. These values were negligibly impacted by the increase in model resolution from 100 to 1 km, as the hillslopes that affect them are smoothened out, even at 1 km resolution topography. Between the 1 km and 100 m resolution model outputs, the biases are significantly correlated with the topographic data resolution. This result validates the initial hypothesis that the hillslope scale heterogeneities affecting these variables can only be captured at spatial scales of 100 m resolution and finer. While the 1 km resolution version of CLM4.0 works well for surface parameters, such as sensible heat and soil moisture, the resolution needs to be at 100 m or finer to actually see the effect of slope on variables such as runoff, drainage, and infiltration. Ideally, 100 m would be a more preferred scale to capture the hillslope scale hydrologic processes, though there remain limitations in obtaining input data at this resolution. Our results indicate that lateral flow between grid cells is an In previous work on scale variance in hydrology [e.g., Beven and Kirkby, 1979; Wood et al., 1988; Wood, 1994, 1995] , the theme that the regional water balance can change with domain grid resolution has been well explored. The results presented in the current paper, namely that the amount of water remaining in the basin changes as we change resolution, are a direct indication that there are issues with the subgrid-scale parameterizations of topography, indicating model structural error in the top-model framework underlying these simulations. These results would affect both runoff and evaporative fluxes out of the grid cell, altering the domain water balance at different resolutions. This provides further motivation for the continued exploration of these issues in hydrologic and land-surface modeling, and highlights the CLM4.0 as a specific model likely susceptible to the influence of scale variant model structural error across heterogeneous topography.
Still, because few robust observations of water cycle variables across multiple scales for the same domain and time exist, it is difficult to characterize or generalize scaling errors. It is also difficult to know what direct steps should be taken to improve the subgrid approximation influence on a coarse model simulation of a specific region, other than simply running at a higher resolution with accurate forcing. As observational data sets continue to improve, and complimentary measurements of similar quantities can be made across scales at the same time for the same location (e.g., with soil moisture observations from the recently launched NASA SMAP mission [Brown et al., 2013] ), the opportunity to more carefully evaluate the assumptions and uncertainty of the top-model framework will become available.
Conclusion
Hyper-resolution land-surface modeling is a growing field of exploratory research. It is not an endeavor that can be completed in a single paper. In order to be successful as a movement, hyper-resolution modeling will require enhanced observational efforts. To measure the expected value of future investments in observational campaigns, it is important to measure the relative impact of individual data sets on model predictions. The impact of high-resolution topography and soil texture was measured in this study.
Many processes in the CLM4.0 are represented in an empirical fashion, and increasing model grid resolution, while proven here to be helpful, is ultimately only one aspect of model testing and improvement. More accuracy in model forcing at the required simulation resolutions is also a critical step toward producing accurate results. Also, active calibration of the model using reliable and consistent observations of model states and fluxes is important. The results we show help to demonstrate the critical scales for which important hydrological processes, such as snow water equivalent, soil moisture content, and runoff, begin to more accurately capture the magnitude of the terrestrial water balance for the entire domain. This demonstrates that grid resolution itself is also a critical component of accurate model simulations, and for hydrologic budget closure. Parameter calibration efforts may be fruitless (or at least less effective) if an appropriate model resolution is not achieved first, as shown in previous studies [Ke et al., 2012; Tesfa et al., 2014] .
Correct implementations of surface flow in hyper-resolution hydrologic models will also require better representation of the subsurface. The importance of subsurface and surface water dynamics for land surface and land atmosphere exchanges has been addressed by various studies [see, e.g., York et al., 2002; Bierkens and van den Hurk, 2007] . These studies suggest that there exists a strong linkage between the mass, energy, and momentum balances of the subsurface and the land surface, which require integration of two different paradigms.
The results presented in this numerical experiment are encouraging, but also point out the limitations in improving an LSM by just increasing spatial resolution and surface data sets. As was shown with the water table depth analysis, there is a need to develop parameterizations at the required resolution, or scalable parameterizations, and to improve the way variables, are calculated in the CLM4.0 physics, and that lateral flow between grid cells is possibly an important process at resolutions approaching 100 m. As we increase the model resolution, correct implementations of surface flow will also require much better representation of the subsurface soil texture and stratigraphy. 
