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Apparently, the oldest available evidence of the effort of
human being for optimization comes back to the year 300
B.C., when Euclid of Alexandria tried to ﬁnd the minimum dis-
tance between a point and a line. Today, it is fully accepted for
us that optimization is being applied widely in different
branches of science, industry and commerce. As time went
by, the need of resolving various problems, regarding the num-
ber of objective functions, being constrained or unconstrained
and the solution duration, optimization techniques have
undergone many changes.
Moreover, optimization algorithms, specially the evolution-
ary ones, have some both advantages and disadvantagescompared to each other. Hence, it could not be claimed that
a speciﬁc algorithm is able to successfully solve all optimiza-
tion problems. Thus, researchers use hybrid algorithms in
which two (several) ones are combined to maintain the advan-
tages of both (all) used algorithms. For instance, Arumugam
et al. proposed a new real coded genetic algorithm to compute
optimal control of a class of hybrid systems [1]. Elliott et al.
used standard and hybrid genetic algorithms for optimization
of modeling aviation fuel oxidation [2]. Gao et al. applied a
new parallel hybrid algorithm combining NSGA-II with SQP
for multi-objective optimization of the periodic operation of
the naphtha pyrolysis process [3]. Luo et al. proposed a hybrid
genetic algorithm for synthesis of heat exchanger networks [4].
Liu et al. utilized an effective hybrid particle swarm optimiza-
tion for batch scheduling of polypropylene processes [5].
Abd-el-wahed employed an integrating particle swarm optimiza-
tion with genetic algorithms for solving nonlinear optimization
problems [6]. Katagiri et al. proposed a hybrid algorithm based
on tabu search and ant colony optimization for k-minimum
spanning tree problems [7]. Zhao et al. used an effective
hybrid genetic algorithm with ﬂexible allowance technique
Nomenclature
Ptc probability of the traditional crossover
N population size
c1; c2; k1; k2; k3; r1; r2 2 ½0; 1 random values
2 ½0; 1 random values
~xmaxðtÞ upper bounds of searching domain
~xminðtÞ lower bounds of searching domain
t 2 ½0; 1 random value
~xiðtÞ position of particle i at iteration t
~viðtÞ velocity of particle i at iteration t
C1 cognitive learning factor
C2 social learning factor
W inertia weight
~xpbesti personal best position of the particle i
~xgbest position of the best particle
ZAC purchase cost for the compressor
ZCC purchase cost for the combustion chamber
ZGT purchase cost for the turbine
ZAP purchase cost for the air preheater
ZHRSG purchase cost for the heat recovery steam gen-
erator
ma mass ﬂow rate of air
mg mass ﬂow rate of gas
mst mass ﬂow rate of steam
c unit cost ($/kJ)
_C cost rate associated with a stream ($/s)
CRF capital recovery factor
H speciﬁc enthalpy
LHV Lower Heating Value
_m mass ﬂow rate
p pressure
rCP compressor pressure ratio
T temperature
Tpz adiabatic ﬂame temperature in the primary
zone
U overall heat transfer coefﬁcient
_W power
DTlmi mean logarithmic difference temperature of
component i
CO carbon monoxide gas
NOx nitrogen oxides gases
Greek letters
w the H/C atomic ratio
h dimensionless temperature T=Tref
p dimensionless pressure (p=pref)
/ equivalence ratio
s residence time in the combustion zone
u maintenance factor
Subscripts
ref reference environment
a stream of air
g stream of gas
cp compressor
APH air pre heater
ec economizer
ev evaporator
344 M.J. Mahmoodabadi et al.for constrained engineering design optimization [8]. Narimani
et al. applied a new hybrid optimization algorithm for
multi-objective optimal power ﬂow by considering generator
constraints and multi-fuel type [9]. Abarghooee utilized a
new hybrid bacterial foraging and simpliﬁed swarm optimiza-
tion algorithm for practical optimal dynamic load dispatch
[10]. Sayah and Hamouda employed a hybrid differential evo-
lution algorithm based on particle swarm optimization for
nonconvex economic dispatch problems [11].
During last decades, some of the exergoeconomic specialists
(C. Frangopoulos, G. Tsatsaronis, A. Valero, and M. Von
Spakovsky) decided to develop optimization methods on the
standard CGAM problem which its name is an acronym of
the names of these scientists. For practical engineering applica-
tions, it is usually necessary to solve the optimization problems
involving several objective functions. Thermodynamic (e.g.
maximum efﬁciency, minimum fuel consumption, and mini-
mum irreversibility), economic (e.g. minimum cost per unit
of time and maximum proﬁt per unit of production) and envi-
ronmental (e.g. limited emissions and minimum environmental
impact) are the objectives in the optimum design process of the
CGAM problem [12–14].
For three basic reasons, classical optimization methods are
not applicable to the multi-objective optimization of this prob-
lem [15]. Most of them take lots of time to reach the result.
 Answers given from these methods are not much different
from one another.
 Most of them are unable to handle the multi-objective
problems.
Hence, in the recent decade, many researchers have
returned their attention to stochastic methods (such as evolu-
tionary algorithms) for optimization of such problems. In
[16], a particle swarm optimization algorithm has been applied
to optimize a CGAM problem. The cost function of invest-
ment and fuel is introduced as a single-objective function
and the CGAM problem is optimized economically. Also,
Hammache et al. have utilized a multi-objective self-adaptive
algorithm for optimizing the modiﬁed CGAM problem [17].
Atashkari et al. have applied a multi-objective artiﬁcial bee
colony algorithm to optimize the same CGAM problem [18].
Soltani et al. have implemented genetic algorithms for multi-
objective optimization of a CGAM problem [19].
In the present research, a new hybrid algorithm ﬁrst intro-
duced in [20] is used to optimize the CGAM problem. It is
based on a combination of the Particle Swarm Optimization
(PSO) and Genetic Algorithm (GA), and as we see in [20],
has been successfully implemented for Pareto optimum design
of a ﬁve-degree of freedom vehicle vibration model.
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The aforementioned hybrid algorithm uses GA [21] (mutation,
traditional crossover, and multiple-crossover) and PSO [22]
operators. The selection of these operators for each particle
or chromosome is based on a fuzzy probability in the every
iteration [20]. In the following, a brief review of this successful
algorithm is provided.
2.1. Traditional crossover
This operator, in an ordinary GA, tries to create new individ-
uals called children from the parents available in the mating
pool. A traditional crossover operator ﬁrstly selects two
parents (chromosomes) from mating pool at random. Then,
it creates two children from the selected chromosomes and
subsequently, replaces them together. The crossover operator
is usually applied to a number of parent pairs to mate [23].
Here, this number is determined as
Ptc N
2
, where Ptc and N
are the probability of the traditional crossover and the popu-
lation size, respectively. Let ~xiðtÞ and ~xjðtÞ be two randomly
selected chromosomes, and ~xiðtÞ has the smaller ﬁtness value
than ~xjðtÞ, the traditional crossover formula would be:
~xiðtþ 1Þ ¼ ~xiðtÞ þ c1ð~xiðtÞ ~xjðtÞÞ
~xjðtþ 1Þ ¼ ~xjðtÞ þ c2ð~xiðtÞ ~xjðtÞÞ
ð1Þ
where c1 and c2 2 ½0; 1 are random values. After calculation of
Eq. (1), superior between ~xðtÞ and ~xðtþ 1Þ should be selected.
2.2. Multiple-crossover
This operator was devised in [23] for the ﬁrst time and uses
three chromosomes. If Pmc is the probability of multiple-
crossover, then
Pmc N
3
would be the number of the chromo-
somes to be changed. Let ~xiðtÞ, ~xjðtÞ and ~xkðtÞ represent three
randomly selected chromosomes while ~xiðtÞ has the smallest
ﬁtness value among them. Then, the formulae of multiple-
crossover are:
~xiðtþ 1Þ ¼ ~xiðtÞ þ k1ð2~xiðtÞ ~xjðtÞ ~xkðtÞÞ
~xjðtþ 1Þ ¼ ~xjðtÞ þ k2ð2~xiðtÞ ~xjðtÞ ~xkðtÞÞ
~xkðtþ 1Þ ¼ ~xkðtÞ þ k3ð2~xiðtÞ ~xjðtÞ ~xkðtÞÞ
ð2Þ
where k1, k2, and k3 2 ½0; 1 are random values. After calcula-
tion of Eq. (2), superior between ~xðtÞ and ~xðtþ 1Þ should be
selected.2.3. Mutation
Mutation operator changes the value of a number of chromo-
somes in the population. This number is determined as
Pm N, where Pm and N are the probability of mutation
and the population size, respectively. This operator guarantees
variety in the population and reduces the probability of the
algorithm converging to local optima. Let ~xiðtÞ represent a
randomly selected chromosome, then the mutation formula
is deﬁned as [20]:
~xiðtþ 1Þ ¼ ~xminðtÞ þ tð~xmaxðtÞ ~xminðtÞÞ ð3Þwhere ~xmaxðtÞ and ~xminðtÞ are respectively the upper and lower
bounds of each domain, and t 2 ½0; 1 is a random value. After
calculation of Eq. (3), superior between ~xðtÞ and ~xðtþ 1Þ
should be selected.
2.4. Particle swarm optimization
PSO was originally developed by Kennedy and Eberhart via
inspiration of social behavior of birds within a ﬂock [22].
Although PSO, as a population based search algorithm, was
initially adopted for balancing weights in neural networks
[24]; it quickly became a very popular global optimizer,
majorly, in problems with real design variables [25,26].
If ~xiðtÞ represents the position of a particle, it will change by
adding a velocity ~viðtÞ to it, i.e.:
~xiðtþ 1Þ ¼ ~xiðtÞ þ~viðtþ 1Þ ð4Þ
The velocity vector reﬂects the socially exchanged informa-
tion and, generally, is deﬁned as in following:
~viðtþ 1Þ ¼ W~viðtÞ þ C1r1ð~xpbesti ~xiðtÞÞ þ C2r2ð~xgbest ~xiðtÞÞ
ð5Þ
where C1 is the cognitive learning factor. C2 is the social learn-
ing factor. W is the inertia weight. ~xpbesti is the personal best
position of the particle i, ~xgbest is the position of the best parti-
cle, and r1; r2 2 ½0; 1 are random values.
2.5. Deﬁnitions
A multi-objective optimization problem is deﬁned as
Minimization of the vector of the objective functions
~fð~xÞ ¼ ½f1ð~xÞ; f2ð~xÞ; . . . ; fkð~xÞ that ~x ¼ ½x1; x2; . . . ; xnT is the
vector of design variables and fi : R
n ! R; i ¼ 1; . . . ; k are
the objective functions.
Deﬁnition 1. Given two vectors ~x;~y 2 Rk we say that ~x 6 ~y if
~xi 6 ~yi for i ¼ 1; . . . ; k and that ~x dominates ~y (denoted by
~x  ~y) if ~x 6 ~y and ~x–~y.
Deﬁnition 2. A vector of decision variables ~x 2 v  Rn is non-
dominated with respect to v, if there does not exist another
~x0 2 v such that ~fð~x0Þ  ~fð~xÞ.
Deﬁnition 3. A vector of decision variables ~x 2 F  Rn (F is
the feasible region) is Pareto-optimal if it is non-dominated
with respect to F.
Deﬁnition 4. The Pareto optimal set p is deﬁned by
p ¼ f~x 2 Fj~x is Pareto optimalg.
Deﬁnition 5. The Pareto front pF is deﬁned by
pF ¼ f~fð~xÞ 2 Rkj~x 2 pg.2.6. Multi-objective optimization algorithm
Details of the algorithm implemented for multi-objective
optimization are illustrated in the following. After randomly
generating the population at the beginning, and consequently,
evaluating the ﬁtness values for all members, the ﬁrst archive
346 M.J. Mahmoodabadi et al.could be created. In the every iteration, the inertia weight, the
learning factors, and the operator’s probabilities would be cal-
culated. Then, some randomly selected chromosomes are
changed by genetic algorithm operators (traditional crossover,
multiple-crossover, and mutation). Now, the chromosomeFigure 1 The ﬂowchart of the used algorithm for multi-objective
optimization problem.group may be treated as a swarm and each chromosome
corresponds to a particle. In other words, other chromosomes
that are not selected for genetic operations could be corre-
sponded to those particles and would be enhanced by PSO.
Eventually, the archive should be updated and pruned [20].
This cycle repeats until the user-deﬁned stopping criterion is
complied (Fig. 1).
3. CGAM problem modeling
3.1. Thermodynamic model
The CGAM problem refers to a cogeneration plant which pro-
vides 30 MW of electricity and 14 (kg/s) of saturated steam at a
20-bar pressure, illustrated in Fig. 2(a). Also, the temperature
variations of air preheater and heat recovery steam generator
(HRSG) are shown in Fig. 2(b).
In order to avoiding the formation of sulfuric acid and cor-
rosion of tubes, the temperature of exhaust gases must be more
than 400 K. Other speciﬁcations and operating conditions of
the CGAM problem are according to Ref. [27]. Moreover, this
article considers the following assumptions:
(a) All processes are steady-state.
(b) The law of ideal gas is used for the air and combustion
gases.
(c) The pressure drop of combustion chamber, air preheater
and HRSG are given.
(d) Heat loss in combustion chamber is 2% of LHV and the
other processes are considered to be adiabatic.
3.2. Economic model
The rate of costs corresponded to the equipment can be deter-
mined by the following equation. The formulation for calculat-
ing the purchase cost (Z) for the components are [27]:
Compressor:
ZAC ¼ c11  _ma
c12  gAC
 
 rcp  logðrcpÞ ð6Þ
Combustion chamber:
ZCC ¼ c21  _ma
c22  p3p4
 !
 1þ exp c23T4  c24ð Þ½  ð7Þ
Turbine:
ZGT ¼ c31  mg
C32  ggt
 
 log p4
p3
 
 1þ exp c33T4  c34ð Þ½  ð8Þ
Air preheater:
ZAPH ¼ c41 _mg  ðh5  h6Þ
UDTlmAPH
ð9Þ
Heat recovery steam generator:
ZHRSG ¼ c51
_QEC
DTlmEC
 0:8
þ
_QEV
DTlmEV
 0:8 !
þ c52 _mst þ c53 _m1:2g
ð10Þ
Figure 2 A schematic of CGAM problem (a), and its temperature proﬁles in air preheater and heat recovery steam generator (b).
Table 1 Economic model variables.
Device Economic model variables (cij)
Compressor c11 = 39.5 $/(kg/s), c12 = 0.9
Combustion chamber c21 = 25.6 $/(kg/s), c22 = 0.995, c23 = 0.18 (K
1), c24 = 26.4
Turbine c31 ¼ 266:3 $=ðkg=sÞ; c32 ¼ 0:92; c33 ¼ 0:036 ðK1Þ; c34 ¼ 54:4
Air pre heater c41 ¼ 2290 $=ðm1:2Þ; c42 ¼ 0:018 ðkW=m2 KÞ
HRSG c51 ¼ 3650 $=ðkW=KÞ0:8; c52 ¼ 11; 820 $=ðkg=sÞ; c53 ¼ 658 $=ðkg=sÞ0:5
Optimization of power and heating systems 347where economic model variables (cij) are deﬁned in Table 1
_ma; _mg, and _mst are the mass ﬂow rates of air, gas and steam
respectively. h5 and h6 are the speciﬁc enthalpies of streams 5
and 6. DTlm is the logarithmic temperature difference. _QEC
and _QEV represent the heat transfer rate in economizer and
evaporator, respectively. The investment cost ﬂow rate ( _ZT)
is given by:
_ZT ¼ Zi  CRF u ðN 3600Þ ð11Þ
where Zi is the purchased cost of the component i, CRF is the
annual capital recovery factor (CRF ¼ 18:2%), N represents
the number of the hours of plant operation per year
(N= 8000 h). /= 1.06 is the maintenance factor, and fuel
cost ﬂow rate ( _CF) is given by:
_Cf ¼ _mf  cf  LHV ð12Þ
where cf ¼ 0:000004 ð$=kJÞ is the unit cost of fuel [27].
3.3. Environmental modeling
Since determining pollutant emissions is essential to organize
an environmental objective function, an extra model, based
on semi-analytical correlations, is added here to the thermoe-
conomic model. The adiabatic ﬂame temperature at the
primary zone of the combustion chamber is derived from the
expression introduced in [28] as Eq. (13).
Tpz ¼ Ara  expðbðrþ kÞ2Þ  p x  h y  w z ð13Þwhere p is a dimensionless pressure (p=pref that p being the
combustion pressure p3, and pref = 1 atm). h is a dimensionless
temperature T=Tref (T being the inlet temperature T3, and
Tref ¼ 300 K); w is the H/C atomic ratio (w= 4, the fuel being
pure methane); h is the dimensionless temperature. The factors
consisting of A, b; k; ai; bi and ci are constants presented in
[28,29]. In order to have an accurate prediction, four sets of
constants for the following ranges.
0:3 < / < 1 and 0:92 < h < 2:0 ð14Þ
0:3 < / < 1 and 2 < h < 3:2 ð15Þ
1 < / < 1:6 and 0:92 < h < 2:0 ð16Þ
1 < / < 1:6 and 2 < h < 3:2 ð17Þ
Also, x, y and z are polynomial functions of r introduced
by:
x ¼ a1 þ b1rþ c1r2 ð18Þ
y ¼ a2 þ b2rþ c2r2 ð19Þ
z ¼ a3 þ b3rþ c3r2 ð20Þ
The adiabatic ﬂame temperature is used in the semi-
empirical correlations proposed by Rizk and Mongia [29] to
determine the pollutant emissions in grams per kilogram of
fuel:
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0:15 1016  ðsÞ0:5  exp  71100
Tpz
 
p0:053
Dp3
p3
 0:5
0
B@
1
CA ð21Þ
_mCO ¼
0:179 109  exp 7800
Tpz
 
p23  s Dp3p3
 0:5
0
B@
1
CA ð22Þ
where s is the residence time in the combustion zone (s is
assumed constant and is equal to 0.002 s); Tpz is the primary
zone combustion temperature; p3 is the combustor inlet pres-
sure; Dp3=p3 is the non-dimensional pressure drop in the com-
bustor (Dp3
p3
¼ 0:05 as is assumed in the CGAM problem). Note
that the primary zone temperature is used in the NOx correla-
tion instead of the stoichiometric temperature, since the
maximum attainable temperature in premixed ﬂames is Tpz,
as pointed out by Lefebvre [30]. CCo2 and CNOx are equal to
0:02086 $=kg-fuel and 6:853 $=kg-fuel, respectively.
4. Multi-objective optimization of CGAM problem
In this section, the described optimization algorithm is
applied for multi-objective design of the CGAM problem.
Thermodynamic, economic, and environmental objectives are
considered for the optimum design process. Also, the cost of
pollution damage is supposed to be added directly to the
investment and fuel cost function. Therefore, two objective
functions are stated as:
(1) Exergetic efﬁciency:
_Wnet þ _mgðe9  e8Þ
0.8gII ¼ _mfef ð23Þ0.5 0.505 0.51 0.515 0.52 0.525 0.53 0.535 0.54
Exrgeic efficiency   (2) Total cost rate (thermoenvironomic):
X
Figure 4 Pareto fronts for different unit costs of fuel (/= 0.64_Cfuel&investment ¼ _Cf þ
i
_Zi þ _Cenv ð24Þand NOx ¼ 0:05 g=kg-fuel).
2.4
2.6
NO
x
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NO
x
 =0.07 gr/(Kg-fuel)Compressor pressure ratio, efﬁciency of the air preheater,
and temperature of the combustion products entering the gas
turbine have been selected as design variables, each of which
need to be in a given range as below.
(1) Compressor pressure ratio:2
2.2
 ($
/s
)
NO
x
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p2
p1
< 16 ð25Þ
Efﬁciency of the air preheater:
1.8te(2)1.6
al
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t r
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1.4To
t(3) Temperature of the combustion products entering the
gas turbine:1
1400 < T4 < 1650 ð27Þ0.5 0.505 0.51 0.515 0.52 0.525 0.53 0.535 0.540.8
Exrgeic efficiency   
Figure 5 Pareto fronts for different emissions (/= 0.64 and
cf ¼ 0:004 $=kg-fuel).5. Results and discussion
As an outcome of using the multi-objective hybrid algorithm,
the Pareto optimal fronts with several fuel-to-air equivalence
Optimization of power and heating systems 349ratios have been shown in Figs. 3–5, knowing that the popula-
tion size and maximum iteration are set at 30 and 200,
respectively.
Fig. 3 obviously shows that increasing the equivalence ratio
leads to higher Pareto fronts for cf ¼ 0:004 $=kg-fuel and
NOx ¼ 0:05 g=kg-fuel. That is because of inevitable increase
of the total cost rate and deﬁnitely not desired. This behavior
is perhaps due to the reduction of the equivalence ratio
resulted in decreasing the adiabatic ﬂame temperature; thus,
reduces harmful emissions and it leads to reduction of the envi-
ronmental cost rate.
Fig. 4 shows the obtained Pareto fronts for the effect of
different unit costs of fuel for /= 0.64 and NOx ¼
0:05 g=kg-fuel via the multi-objective hybrid algorithm. As
we see; raising unit fuel-costs leads to a rise in cost rate and
drives the Pareto fronts higher which is also not desired. At
lower values of exergetic efﬁciency, difference between Pareto
fronts is very clear; but at higher values, fronts converge
together. This afﬁrms qualiﬁed investment for compensating
the rise of unit cost of fuel.
Fig. 5 shows the effect of different emissions on the Pareto
front diagram for /= 0.64 and cf ¼ 0:004 $=kg-fuel.
Increasing of the emission makes the environmental cost rate
and in turn, the total cost rate increase too.
6. Conclusion
In this work, a new hybrid algorithm based on GA and PSO
operators was successfully applied to a thermal system called
the CGAM problem. Considering exergetic efﬁciency and total
cost rate as objective functions, and compressor pressure ratio,
efﬁciency of the air preheater and temperature of the combus-
tion products entering the gas turbine as decision variables, the
Pareto frontier graphs are determined. Results have illustrated
that fewer equivalence ratios have more desirable effects on
performance of the system economically, exergetically, and
environmentally. As well, a rise in both the unit fuel-cost
and the emission is harmful for the performance of the system;
but it can be compensated by utilizing high qualiﬁed
investments.
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