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Abst rac t - -Th is  paper is to complete and improve the work reported in [1,2], using the Lanczos 
v-method (in Coleman's version) to approximate he Bessel functions Yo(z) and ]I1 (z). We introduce 
symbolic representations of the scaled Faber polynomials on any fan-shaped section of the complex 
plane. These Faber polynomials are used as the perturbation terms in the r-method. Numerical 
comparison among the power series, the Chebyshev series and the T-method are conducted to show 
the accuracy improvement achieved by this new version of the T-method. Some concluding remarks 
and suggestions on future research are given. 
Keywords--Automated T-method, Bessel functions, Symbolic Faber polynomials, Chebyshev 
series. 
1. INTRODUCTION 
In [1,2] Zhang and Belward employed the Lanczos T-method, with numerical Faber polynomials 
up to degree 15 as the perturbation terms, to approximate the Bessel functions Yo(z) and Yl(Z) 
(essentially Yn(z) of integer order n through the recurrence formula) on the complex plane. 
They showed that the T-method is superior to both the Chebyshev series and the power series 
approximations, up to the degree (15) of the available approximations. They also made some 
remarks on the limitations of the numerical Faber polynomials and on the expectation of higher 
order approximations ( ee [1]). 
One limitation of the numerical Faber polynomials i that their coefficients are of considerably 
larger magnitude than the coefficients of the approximating polynomials. In finite precision 
computation, it is possible that some intermediate rounding errors may be introduced uring the 
computation of the coefficients of the approximating polynomials. Furthermore, the coefficients 
of the approximating polynomials change as the region of the approximation or the degree of the 
approximation change. Different approximation coefficients must be computed from the relevant 
degree of the Faber polynomials restricted to the specific region of the complex plane. The 
computation by using the T-method with numerical Faber polynomials i tedious. 
The unavailability of the higher order Faber polynomials limited full evaluation of the effec- 
tiveness of the T-method. However, because of the good performance demonstrated by the lower 
order r-method approximations, we expect that similar results should be obtained for higher 
order approximations. 
The author would like to thank J. P. Coleman for some useful discussions ofFaber series approximations through 
electronic mail. I am greatly indebted to D. G. M. Anderson for his valuable comments on the paper. 
Typeset by .A~-TEX 
63 
64 J. ZHANG 
This paper is to show, through numerical experiment, that the above expectation is not fully 
satisfied. We tailor the explicit Faber polynomials, published by Gatermann et al. [3,4], into sym- 
bolic representations of the scaled Faber polynomials to work with the T-method. Our approach 
makes it possible to represent the solution of a differential equation (with suitable boundary 
conditions) by a finite polynomial, which is an exact solution to the perturbed equation. For 
convenience, we will refer to the T-method which uses the scaled symbolic Faber polynomials de- 
veloped in this paper as the automated T-method. In contrast, he T-method which employs the 
numerical Faber polynomial coefficients tabulated by Coleman and Smith [5,6] will be referred 
to as the numerical T-method. Thus the results and conclusions reported in [1,2] were obtained 
from the numerical T-method. 
We introduce the symbolic representations of the scaled Faber polynomials and the appropri- 
ately modified T-method (the automated T-method) in Section 2. Numerical accuracy compar- 
isons and analyses are conducted in Section 3. Conclusions are given in Section 4. We also give 
some suggestions on future research in this direction in Section 5. 
2. SYMBOLIC  FABER POLYNOMIALS  
AND THE AUTOMATED T -METHOD 
Extensive research as been undertaken to obtain Faber polynomials for different regions of 
the complex plane [3-10]. Recently Faber polynomials have been used to construct semi-iterative 
methods for solving systems of linear equations [11-13]. Near-minimax polynomial approxima- 
tions have been obtained by truncating the Faber series [14-17] and by employing Faber polyno- 
mials as the perturbation terms in the Lanczos T-method [1,2,18,19]. Rational approximations 
based on Faber series have been reported in [20,21]. The work of Gatermann et al. [3,4] is most 
relevant o our current work. They published explicit Faber polynomials of degree up to 20 
(see [3]). In this paper, we modify their representations i to some scaled Faber polynomials to 
work with the T-method. 
The circular sector Se in the complex plane, as defined in [3], has an opening angle of 20, a 
unit radius and the positive x-axis as its central ray. The transfinite diameter of Se, as defined 
by Coleman and Smith [5], is 
The parameter 
4 
for 0 ¢0,  
(1) 
for 0=0.  
c=- -  2 - -  
7r 
is used by Gatermann et al. to represent the symbolic Faber polynomials on a circular sector of 
arbitrary opening angle 20. 
A Faber polynomial ~n(z) of degree n restricted to Se may be represented as
= ekz k. (2) 
k=O 
Gatermann et al. did not explicitly tabulate the Faber polynomials. Instead, for a Faber polyno- 
mial of degree n, they gave n - 1 auxiliary polynomials Po, P l , . . . ,  Pn-1 of degrees ranging from 0 
to n - 1. Here Pi, i = 0, 1,... ,n - 1 are polynomials in c. These auxiliary polynomials have the 
following relationship with the Faber polynomial of degree n: 
~n(z) = z n + (1 - c)~orz '~-1 +plr2z n-2 ÷. . .  ÷pk_ l rkz  n-k +. . .  ÷pn_lrn]. (3) 
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Comparing (3) with (2), we have the coefficients for ~n(z), the Faber polynomial of degree n in 
the conventional sense, as 
(4) 
5k -- (1 - c)pn_(k+l)r ~-k, k = 0, 1 , . . . ,n -  1. 
In practice, we frequently need to work on a disk of radius R, with R ¢ 1. In many cases, this 
disk is further divided into several circular sections, different symbolic representations are used 
for different circular sections. A general fan-shaped circular section of opening angle 20, between 
the ray {z : z E C ,argz  = 0~} and the ray {z : z c C, a rgz  = 02}, with radius R, is defined as 
s0(0 , 02, R) = {z : z c, Izl R,0  argz  _~ 02}, (5) 
here 0 = (02 - 01)/2. It follows that  So = So(-O, O, 1). 
The Faber polynomial of degree n for the circular section So(01, 02, R) is modified from (2) as 
@n (~)  = ~Ck~-kz  k, (6) 
k=0 
here ~ = Rexp(~i) ,  and ~3 = 0 + 01. This choice of ~ ensures that  z/~ is a real variable 
on the central ray {z : z E C, argz  = /3} of the section So(O~,02,R), and -1  < z/X <_ 1 
for z e S0(01,02,R)N {z : z c C, argz  = ~3}. This transformation maps the circular section 
S0(01,02, R) onto the circular sector So exactly. 
Sometimes, we have to change the variable in order to accommodate even or odd functions 
(solutions). The new transformation usually takes the form t = zm/M, which is an m-fold 
mapping. An angle of 0 in the z plane corresponds to an angle of mO in the t plane. This may 
be reflected by modifying ~ so that  
~m Rm 
M - M exp(mt3i). 
Hence, we define a scaled Faber polynomial of degree n for a fan-shaped circular section 
So(01,02, R' in the complex plane C in terms of the new variable 1 t (= z) as 
= k, (7) 
k=0 
where ck, k = 0 ,1 , . . . ,n  are given by 
~n z )-Tt 
= M~R -m~ exp(-mn~i), 
ck = (1 - c)pn_(k+l)rn-k~ -k
---- (1 -- c)p~_(k+l)r~-kMkR -ink exp(-mk/3i), k :O ,1 , . . . ,n -1 .  
(s) 
In practical applications, we may choose R and M such that  [),[ > 1. In this case, Ck are smaller 
in magnitude than gk, for k -- 1 , . . . ,  n, so the Faber coefficients are better scaled. 
Unless otherwise indicated explicitly, we will work on a fan-shaped circular section (referred 
to hereafter as a circular sector for convenience) So(01,02, R) of the complex plane C and the 
functions of concern are analytic on it. The scaled Faber polynomials (7) and the scaled Faber 
coefficients (8) will be used and will be referred to as the Faber polynomials and Faber coefficients. 
1For appl icat ion convenience, we change the variable of the Faber polynomial  from z to t. Th is  is not the 
transformation i troduced above. 
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We advise readers to consult [1,2] for a complete description of the numerical T-method ap- 
proximations of Yo(z) and Yl(z). However, we indicate here that the automated T-method, which 
uses our symbolic Faber polynomials just developed above, is much simpler (e.g., the parameter A 
is no longer appears explicitly). For example, in the T-method approximations for Y0(z), with 
M = 4, m = 2, the perturbed equations (8) and (16) of [1] can be written, respectively, as 
and 
t + y (t) = T n(t), (9) 
d [tdfn(t) 2 ] 
d--t k dt + yn(t) + fn(t) = T*~n(t). (10) 
The most important distinction between the numerical and the automated r-methods is that the 
solutions from the automated T-method are no longer the approximate solutions of the perturbed 
equations (9) and (10). In fact, they are the exact solutions of (9) and (10), respectively. 
3. ACCURACY COMPARISONS AND ANALYSES 
We will do numerical experiments similar to those Zhang and Belward did in [1,2], but using the 
automated T-method to compute the coefficients of the approximating polynomials. Since Zhang 
and Belward's work showed the superiority of the T-method approximations of low order and 
the similar performance of approximations for Y0 (z) and Yl(Z), and since the maximum errors of 
the approximate solutions obtained from the numerical and automated T-methods are very close 
for low order approximations, we will report the results for approximations from 13 th up to 17 th 
degree for Yo(z) only. The Chebyshev coefficients of Jo(z) and Y0(z) are taken from [22,23]. 
The coefficients of both the direct and integrated forms of the T-method are computed symboli- 
cally by the automated v-method on a PC-486 using the Mathematica 2 package (version 2.2.1). 
These symbolic coefficients are finally evaluated numerically and truncated to 16 digits of accu- 
racy (double precision). These truncated coefficients are then used to form suitable polynomial 
approximations of the T-method. The computation are then done on a SUN SPARCstation 1+ 
using Fortran 77 programming language in double precision (unless otherwise indicated). The ap- 
proximating polynomials of the T-methods and power series are evaluated by a process of nested 
multiplication so that intermediate rounding errors are minimized [24, p. 9]. The Chebyshev 
series is evaluated by the recurrence formula detailed in [23,24, p. 9]. The errors are obtained 
by sampling on the boundary (with 10 -2 _< [z[ _< 8 and step length 10 -2) and by comparing 
our approximation results with a very accurate routine (at least 25 digits of accuracy), which 
sums coefficients of the power series to the 100 th degree in quadruple precision (the quadruple 
precision power series coefficients are also computed using Mathematica). 
It is not convenient to speak of the degree of the approximations in our accuracy comparisons 
as they are in three different forms. We take the approach of Zhang and Belward [1,2] to speak of 
terms. An approximation with n terms is of degree (n - 1) in terms of (z/2) 2 for the T-method, 
it is of degree (n - 1) in terms of z 2 for the power series (in our polynomial representations) and 
of degree 2(n - 1) in terms of the Chebyshev polynomials. 
The first quadrant of the complex plane is divided into six equal-spaced sectors of 15 ° each. 
Different approximation coefficients are computed for each sector (see [1,2]). Hereinafter, the 
parameters for the (scaled symbolic) Faber polynomials are chosen as M -- 4, m = 2, R = 8. For 
the six sector division of the first quadrant, ~ is chosen as ~ = 7.5°(15°)82.5°. The maximum 
errors for the first and sixth sectors are given in Tables 1 and 2. N/A in the tables stands for 
"not applicable" or "not available due to technical difficulties." 
From Table 1 of the approximations on the first sector, we note that there are some obvious 
discrepancies between the current data and those reported in Table 1 of [1]. Our results how some 
2Mathematica is a registered trademark of Wolfram Research. 
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Table 1. Maximum errors of approximations for Yo(z) on the first sector $7.5o 







Power series Chebyshev series Direct T-method Integrated T-method 
7.45(-06) 3.37(-10) 3.55(-11) 7.98(-11) 
5.60(-07) 1.33(-11) 1.05(-12) 2.67(-12) 
3.68(-08) 4.55(-13) 5.84(-14) 1.23(-13) 
2.13(-09) 1.50(--14) 5.40(-14) 5.82(-14) 
1.10(--10) 1.90(-15) 7.42(-14) N/A 
Table 2. Maximum errors of approximations for Yo(z) on the sixth sector S~,.5o 







Power series Chebyshev series Direct T-method Integrated T-method 
1.32(-05) 1.59(-09) 2.16(-09) 2,94(-10) 
9.50(-07) 5.64(-11) 3.46(-11) 9.42(-12) 
6.01(-08) 2.31(-12) 1.51(-12) 5.35(-13) 
3.37(-09) 8.80(-13) 4.59(-13) 3.87(-13) 
1.68(- 10) N/A 4.62(- 13) N/A 
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slight accuracy improvement on the Chebyshev series and the direct T-method approximations 
with 14 and 15 terms (they are the highest orders of approximations available from the numerical 
T-method). This slight improvement probably resulted from removing intermediate rounding 
errors (using the automated T-method) and by advances in computer hardware (although the 
machines are the same brand, the one we used here was more recently released). We are surprised 
that the automated T-method in its integrated form performs o disappointingly on the first sector. 
This is the first report (at least in the context of complex polynomial approximations) to show 
that the integrated form of the T-method may not be better than the direct form. The results 
are even worse than those reported in [1]. We have checked the computational processes of the 
numerical and the automated T-methods carefully. We are sure that the discrepancies are caused 
by the different forms of the data representation and computation employed by two completely 
different packages. 
The most notable results from Table 1 are the limitation of the T-method approximations 
in finite precision computation. The direct T-method with 16 terms reaches its accuracy lim- 
itation 5.40(-14). With the same number of terms, the Chebyshev series gives a better re- 
sult 1.50(-14). Moreover, with one more term (18 TM) added in the series, the Chebyshev series 
achieves one more digit of accuracy (1.90(-15)). This demonstrates the superb performance of 
the Chebyshev series when the argument is purely real or real-dominated. 
From Table 2 of the approximations on the sixth sector, the integrated form of the w-method 
shows better performance than the direct form, as expected. Furthermore, both forms of the 
w-method beat the Chebyshev series with approximations of more than 14 terms. This fact 
can be readily explained as the Chebyshev series employs the classical Chebyshev polynomials 
(real argument), the rapid deterioration of the improvement in approximation accuracy as the 
argument tends to purely imaginary or imaginary-dominated is not unexpected. This also shows 
the advantage of using Faber polynomials of complex argument, instead of using the classical 
Chebyshev polynomials or Legendre polynomials (see [25] for T-method approximations of real 
variable), as the perturbation terms. 
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It comes without surprise that the approximations bythe Chebyshev series and both forms of 
the T-method achieve significantly better accuracy than that by the power series. 
Comparing the data in Table 1 and Table 2 with those of Table 1 and Table 3 in [1], we can 
see that the relative superiority of the T-method and the Chebyshev series are quite different 
for the low and high order approximations. For the low order approximations, the T-method 
is overwhelmingly better that the Chebyshev series. For the high order approximations, the 
advantage of the T-method is not prevalent. 
A reason for the slowdown of the accuracy improvement of the high order T-method approxima- 
tions has been suggested by Coleman [19]. A polynomial approximation f (t) from the T-method 
may be considered as the sum of the truncated power series with (n + 1) terms, and another poly- 
nomial, with the same number of terms, which approximates the neglected higher order terms of 
the power series. As n increases, the coefficients of fn(t) tend to those of the power series. Hence 
the numerical evaluation of f~(t) for large R and high order suffers the limitations experienced 
by the power series. 
4. CONCLUSIONS 
We presented the symbolic representations of the scaled Faber polynomials on any fan-shaped 
circular region of the complex plane. These purpose-tailored symbolic Faber polynomials were 
used as the perturbation terms in the automated T-method. We have shown that the automated 
T-method (in both direct and integrated forms), with the appropriate symbolic representations 
of the Faber polynomials, achieves better approximation results than the numerical T-method 
(except he abnormal results in Table 1). Furthermore, the automated T-method allows us to 
manipulate the approximation process and the applicable regions more easily and efficiently than 
ever before. The drawbacks of the numerical T-method we experienced in [1,2] have been overcome 
or largely alleviated. 
The automated T-method may be used to represent (or compute) solutions of many other 
differential equations with suitable boundary conditions in any circular section of the complex 
plane, when the perturbation polynomials appropriate o the region ave used. We have computed 
approximating polynomial solution of moderate degrees on arbitrary circular section Se (~91, 82, R) 
for some other differential equations. In particular, the T-method approximations for Yn (z) imply 
that the same approximations have been applied to Jn(z). 
The advantages and disadvantages of the T-method and the Chebyshev series approximations 
have been discussed by Zhang and Belward in [1] without he availability of the symbolic om- 
putation. One of the difficulties of the T-method is that it must re-evaluate all the coefficients 
for approximating polynomials of different degrees. This is cumbersome in comparison with 
the easy truncation of the Chebyshev series. The automated T-method should ease this burden 
considerably. 
The most time-consuming work of implementing the automatic T-method is to input the coef- 
ficients of the auxiliary functions P0,Pl,.. . ,  P~-I correctly, but this work needs to be done only 
once .  
5. SUGGEST IONS ON FUTURE RESEARCH 
With the automated T-method, the applicable region may be extended to other shapes. Other 
polynomials such as the complex Chebyshev polynomials may also be chosen as the perturbation 
terms (see [18] for some reports and limitations of employing the complex Chebyshev polynomials 
as the perturbation terms in the T-method). 
One promising way to achieve asy manipulation of accuracy is to represent a function by the 
Faber series. This approach was investigated by Ellacott [16,17] and Coleman [19]. Coleman 
showed that the Faber series and the v-method give similar numerical results for low order 
approximations. Since the Faber series is difficult to evaluate numerically, he preferred the 
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T-method. However, with the availability of the symbolic computation approach, we may be able 
to represent he coefficients of the Faber series symbolically and evaluate them less painfully. We 
are currently extending our research to this direction. 
Another possible advantage of using Faber series is to mitigate the slowdown of the accuracy 
improvement experienced by the high order T-method approximations as noted at the end of 
Section 3. 
Although it is possible to choose suitable R and M in the symbolic Faber polynomial represen- 
tations to accommodate the approximation of z of large magnitude, a more attractive approach 
may be using the transformation t = R/z to map the exterior of a disk to the interior and 
then applying the appropriate T-method. Coleman gave some clues at the end of [19], but both 
Coleman and the current author have not been aware of any work being done in this research 
direction. For the Bessel functions Jn(z) and Y~(z), it may be a good idea to handle the Hankel 
functions H~n(Z) and H2(z), as Coleman and Monaghan did for the Chebyshev approximations 
(see [22]). Research work in this direction is in progress (see [26]). 
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