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Abstract
This thesis addresses the mathematical modelling of end-to-end packet delay for Quality of
Service (QoS) provisioning in multi-hop wireless networks. The multi-hop wireless technology
increases capacity and coverage in a cost-effective way and it has been standardised in the
Fourth-Generation (4G) standards.
The effective capacity model approximates end-to-end delay performances, including Com-
plementary Cumulative Density Function (CCDF) of delay, average delay and jitter. This model
is first tested using Internet traffic trace from a real gigabit Ethernet gateway.
The effective capacity model is developed based on single-hop and continuous-time com-
munication systems but a multi-hop wireless system is better described to be multi-hop and
time-slotted. The thesis extends the effective capacity model by taking multi-hop and time-
slotted concepts into account, resulting in two new mathematical models: the multi-hop effec-
tive capacity model for multi-hop networks and the Mixed Continuous/Discrete-Time (MCDT)
effective capacity model for time-slotted networks.
Two scenarios are considered to validate these two effective capacity-based models based
on ideal wireless communications (the physical-layer instantaneous transmission rate is the
Shannon channel capacity): 1) packets traverse multiple wireless network devices and 2) packets
are transmitted to or received from a wireless network device every Transmission Time Interval
(TTI). The results from these two scenarios consistently show that the new mathematical models
developed in the thesis characterise end-to-end delay performances accurately.
Accurate and efficient estimators for end-to-end packet delay play a key role in QoS pro-
visioning in modern communication systems. The estimators from the new effective capacity-
based models are directly tested in two systems, faithfully created using realistic simulation
techniques: 1) the IEEE 802.16-2004 networks and 2) wireless tele-ultrasonography medical
systems. The results show that the estimation and simulation results are in good agreement in
terms of end-to-end delay performances.
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Introduction
Multi-hop wireless technology enables communications between base stations and sub-
scriber stations through one or more relay stations. An example of multi-hop wireless
networks is shown in Fig 1.1. In contrast to the deployments of wired backhaul links, the
technology provides a cost-effective way for increasing network capacity and coverage.
As a result, such a technology is supported by many mainstream wireless standards,
such as the Long Term Evolution-Advanced (LTE-A) release 10 [1], the IEEE 802.16j
[2] and the IEEE 802.11s [3].
In practise, providing Quality of Service (QoS) guarantees is a fundamental com-
ponent of broadband wireless networks because network operators or service providers
aim to deliver satisfactory Internet service to end users. The end-to-end packet delay is
a QoS metric and is especially important for delay-sensitive applications, such as Voice
over Internet Protocol (VoIP), interactive gaming and video conferencing.
This first chapter of the thesis describes the work motivation (Section 1.1), the
main contributions (Section 1.2) and the thesis structure (Section 1.3), and lists author
publications derived from research work (Section 1.4).
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1.1 Motivation
Usually, a large number of traffic flows are carried across networks simultaneously.
Each flow requires servicing according to specified QoS requirements. Each flow passes
several network devices (routers or switches) along its route from the source node to
the destination node.
The general idea that serves as a basis for all QoS support methods is as follows:
the arrival rate is usually unchangeable; the service rates (provided by the processors
and interfaces of network devices) are non-uniform among different traffic classes; it is
possible to introduce multiple service classes and to ensure that the service rate of each
class is based on its QoS requirements. Fig. 1.2 shows a simplest case that all flows
are divided into two classes: 1) delay-sensitive traffic (real-time or synchronous traffic)
and 2) elastic traffic that can tolerate significant delays (asynchronous traffic).
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The most important factors that directly influence end-to-end delay are the arrival
rate and the service rate. The exact relation between them can be established by
the effective capacity model, which is proposed by Wu and Negi [4] in 2003. Unlike
the conventional definition of capacity, the effective capacity assumes the existence of
buffers, which causes delays, and may be considered as the capacity that is constrained
by delay. The effective capacity model translates the effects of a time-varying service
rate to end-to-end packet delay distribution or Complementary Cumulative Density
Function (CCDF) of packet delay.
The effective capacity model is suitable for single-hop wireless systems, the effective
capacity model motivates us to investigate the following problems/questions:
• The end-to-end delay of any packet increases after passing a device. What are
the exact effects of the number of devices, which a flow has to pass through, on
the end-to-end delay distribution of the flow?
• Some communication systems (like most of Third-Generation (3G) and Fourth-
Generation (4G) systems) transmit packets every Transmission Time Interval
(TTI). Is the effective capacity model still valid to describe delay-constrained
behaviours in such systems?
In addressing these problems, research led to a set of contributions listed below and
resulted in associated publications listed in Section 1.4.
1.2 Main Contributions
This thesis focuses on the theoretical advancements of the effective capacity model
to provide accurate characterisations of delay performances in various system mod-
els, which allows accurate and simple design of QoS supported systems. The main
contributions of this work are listed below:
• Validation of the effective capacity model using real Internet data in
a wired network (Chapter 3 based on paper 7 in Section 1.4): a publicly-
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available Internet traffic trace over gigabit Ethernet is downloaded. The trace
contains information on arrival time and size of every packet over the collection
period. The Lindley equation [5] is a general form of describing the evolution of
delay processes. Hence, in this thesis, the use of the Lindley equation to analyse
the trace is reported. The results show that the tail distribution of packet delay
is indeed exponentially distributed.
• Proposal of the multi-hop effective capacity model (Chapter 4 and paper 2
in Section 1.4): on the basis of the single-hop effective capacity model, the multi-
hop effective capacity is developed to characterise multi-hop delay performance.
New mathematical formulae are derived, including CCDF of delay, average delay
and jitter. The model is tested by computer simulations. The results show that
the mathematical formulae and simulation results are in good agreement, thus
validate the newly proposed model.
• Proposal of the Mixed Continuous/Discrete-Time (MCDT) effective
capacity model (Chapter 5 based on papers 8, 5 and 4 in Section 1.4): the
conventional effective capacity model was developed based on continuous-time
models. For time-slotted communication systems, such as packet-switched net-
works, a better representation will be using a MCDT description. In this thesis,
the conventional effective capacity model are revised, resulting in the new MCDT
effective capacity. New mathematical formulae are derived, including of CCDF of
delay, average delay and jitter. The CCDF of packet delay is characterised by two
functions, namely the probability of non-empty buffer and the success probability
of a connection. A set of simulation experiments are established. The simulation
results of delay distributions with estimates obtained from the conventional and
revised models are compared. The results indicate that the model proposed in
thesis always gives better estimation and suggest that the conventional model of
[4] is inaccurate for wireless time-slotted communications.
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• Design of a cross-layer multi-hop IEEE 802.16-2004 simulation plat-
form (Chapter 6 based on papers 6 and 3 in Section 1.4): a new Simulink cross-
layer multi-hop simulation platform that integrates network layer, link layer and
the IEEE 802.16-2004 physical-layer standard is developed. Simulation results
for 1) three-hop scenarios under different traffic load conditions and 2) single-hop
scenarios with non-Automatic Repeat reQuest (ARQ) traffic are reported. The
simulation results and estimation results from the estimators of Chapters 4 and
5 are in good agreement, which suggests the availability of the estimators for
estimating end-to-end delay distributions in real systems.
• Design of a wireless medical tele-ultrasonography system (Chapter 7
based on paper 9 in Section 1.4): end-to-end delay is an important considera-
tion in the design of wireless tele-ultrasonography systems because these types
of applications are delay-sensitive and have critical delay constraints. A cross-
layer simulation platform is built to 1) represent a scenario of remote medical
ultrasound video streaming over the IEEE 802.16-2004 networks and 2) transmit
a real ultrasound medical video. The simulation results and estimation results
from the estimator of Chapter 5 are in good agreement, thus this example verifies
the theoretical and modelling development of the thesis by experimentation.
1.3 Organisation of the Thesis
Following this introductory chapter, the remainder of the thesis is organised as follows.
Chapter 2 first provides an overview of three concepts that are related to the the-
sis areas of investigation title and its research topic: the multi-hop wireless network;
packet delay and end-to-end delay modelling. Specifically, section 2.2 discusses the
technical background of the multi-hop wireless technology; its implementation types;
its advantages and disadvantages and standards that use this technology. Section 2.3
explains the definition of a packet delay and its statistical characterisations. Section
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2.4 introduces various modelling techniques of end-to-end delay, including the network
calculus theory, the effective capacity model and the Lindley equations.
Chapter 3 analyses a real Internet traffic trace over gigabit Ethernet to validate
the effective capacity model. An Ethernet is modelled as a G/G/1 queueing network
in Section 3.2. Section 3.3 explains 1) the use of the Lindley equation and the traffic
trace for deriving end-to-end packet delay; 2) the basis analysis of the trace, including
the traffic load and packet size distributions and 3) the use of regression method to fit
the CCDFs of end-to-end packet delay. The empirical and fitted CCDFs of end-to-end
packet delay from the trace are plotted in Section 3.4.
In Chapter 4, a multi-hop wireless network is modelled as a queueing network in
Section 4.2. The multi-hop effective capacity model is formally proposed in Section
4.3. A simulation platform and an estimation algorithm based on the model (multi-
hop effective capacity-based model) are developed in Section 4.4. Simulation results
and estimation results are then compared and discussed in Section 4.5.
In Chapter 5, a general wireless time-slotted communication system is modelled as
a MCDT queueing model. In Section 5.3, the conventional effective capacity model is
adapted to the MCDT effective capacity model. A simulation platform and an esti-
mation algorithm based on the model (MCDT effective capacity-based estimator) are
developed in Section 5.4. Simulation results and estimation results are then compared
and discussed in Section 5.5.
Chapter 6 presents an application: estimation of the end-to-end delay performances
in Worldwide Interoperability for Microwave Access (WiMAX) systems. Section 6.2
explains the building blocks of the simulation platform that is based on the IEEE
802.16-2004 standard. The accuracy of the multi-hop effective capacity-based estimator
and the MCDT effective capacity-based estimator is tested in this platform. Simulation
results and estimation results are then compared and discussed in Section 6.3.
Chapter 7 tests presents another application: estimation of the end-to-end frame
delay in wireless tele-ultrasonography medical system. Section 7.2 introduces a wireless
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tele-ultrasonography medical system and its system model. In Section 7.3, the details
of the simulation platform are described. Results are illustrated and discussed with
respect to Medical Quality of Service (M-QoS) metrics in Section 7.4.
In Chapter 8, the thesis is summarised in Section 8.1 and future research directions
are suggested in Section 8.2.
1.4 List of Publications
The contributions presented in Chapter 1.2 have led to two journal papers (one under
review) and seven conference papers. All publications are listed in chronological order:
1. Yu Chen, Jia Chen and Yang Yang, “Multi-hop Delay Performance in Wireless
Mesh Networks”, MONET 2008, Vol. 13 (published before the PhD started)
2. Yu Chen, Yang Yang and Izzat Darwazeh, “A Cross-Layer Analytical Model
of End-to-end Delay Performance for Wireless multi-hop Environments”, IEEE
GLOBECOM 2010, Miami, USA, December 2010
3. Yu Chen and Izzat Darwazeh, “End-to-end Delay Performance Analysis in IEEE
802.16j Mobile multi-hop Relay (MMR) Networks”, IEEE ICT 2011, Ayia Napa,
Cyprus, May 2011
4. Yu Chen and Izzat Darwazeh, “Effective Capacity (EC) Model in Fixed-length
Packet-switching Systems”, LCS, September 2011
5. Yu Chen and Izzat Darwazeh, “Poster Abstract: Effective Capacity Model in
the Discrete Time Domain”, EWSN 2012, Trento, Italy, Feb 2012
6. Yu Chen and Izzat Darwazeh, “An Estimator for Delay Distributions in Packet-
based Wireless Digital Communication Systems”, IEEE WCNC 2013, Shanghai,
China, April 2013
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7. Yu Chen and Izzat Darwazeh, “Quality of Service (QoS) Analysis of an Internet
Traffic Trace Over gigabit Ethernet”, IEEE ICT 2013, Casablanca, Morocco, May
2013
8. Yu Chen and Izzat Darwazeh, “Mixed Continuous/Discrete Time Effective Ca-
pacity Model for Wireless Slotted Communication Systems”, the IEEE transac-
tion on Wireless Communications (submitted March 2013)
9. Yu Chen, Nada Philip, Robert Istepanian and Izzat Darwazeh, “End-to-end
Delay Distributions in Wireless Tele-ultrasonography Medical Systems”, IEEE
GLOBECOM 2013, Atlanta, USA, December 2013 (accepted)
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Multi-hop Wireless Networks,
End-to-End Packet Delay and
Modelling of Packet Delay
2.1 Introduction
Congestion and queues are generic features of packet-switched networks. As shown
in Fig. 2.1, the packet-switching principle assumes the presence of buffers at the in-
put/output interface of each packet switch/router. Packet buffering at times of network
congestion is the main mechanism for supporting and smoothing bursty data traffic, en-
suring better throughput for these types of networks when compared to circuit-switched
networks [6]. This feature was the main reason for the popularity of packet-switched
networks in general and Internet Protocol (IP) networks in particular for connecting
computers.
The drawback of using buffers is that they also introduce unpredictable and variable
delays when packets traverse across networks; the main source of problems for delay-
sensitive traffic. Before the late 1990s, data networks mainly transferred “elastic”
(non time-sensitive) traffic in traditional applications such as File Transfer Protocol
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(FTP), e-mail and web browsing. The rapid growth of popularity in time-sensitive
applications, especially Voice over Internet Protocol (VoIP), interactive gaming and
video conferencing, stimulated the development and deployment of tools that can to
some extent compensate for such negative effects of queueing.
Quality of Service (QoS) metrics reflect negative effects of congestion in packet-
switched networks and are usually related to three network performance metrics [6, 7]:
1. Delay: Packets are delivered to destination nodes with delays, which may vary
from packet to packet (one measure is jitter). As suggested by the thesis title,
the random behaviour of end-to-end packet delay is the focus of this work;
2. Throughput (or delivered data rate): Different traffic types require different
data rates. Data rate is measured on some time interval as a result of dividing
the volume of successfully transmitted data by the interval duration.
3. Loss: Packets fail to reach their destinations. Losses can occur in the physical
layer, link layer and/or network layer [8].
This chapter first provides an overview of the multi-hop wireless technology in
Section 2.2. The concept of a packet delay and its statistical characterisations are
discussed in the next Section 2.3. The basic techniques of end-to-end delay modelling
are presented in Sections 2.4. Literature review for specific topics is further introduced
at the beginning of each chapter from Chapter 3 to Chapter 7.
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2.2 Multi-hop Wireless Networks
The main distinguishing characteristic of a multi-hop wireless network is its capabil-
ity of self-organisation and multi-hop communications [9]; these introduce hierarchical
network architectures [10]. Multi-hop wireless networks have two categories:
1. Mobile Multi-hop Relay (MMR) networks and
2. Wireless Mesh Networks (WMNs).
Figs. 2.2a and 2.2b show two examples of MMR networks and WMNs.
In MMR networks, the network architecture consists of base stations, relay stations
and subscriber stations. A relay station is not directly connected to wired infrastructure
and has the minimum functionality necessary to support multi-hop communications.
The important aspect is that subscriber station to subscriber station communication
paths have to include a base station or a relay station.
In WMNs, traffic can be routed through other subscriber stations and can also occur
directly between them. Nodes are comprised of mesh routers and mesh clients and thus
routing process is controlled not only by base stations or relay stations but also by
subscriber stations. Each node can forward packets on behalf of other nodes that may
not be within direct wireless transmission range of their destination. A system that has
a direct connection to backhaul services outside the mesh network is termed a mesh
base station. All the other systems are called mesh subscriber stations. Commercial
deployment scenarios of the wireless mesh technology were studied in [10].
2.2.1 Advantages and Challenges of the Multi-hop Wireless
Technology
Compared to centralised networks that only support single-hop communications (Fig.
2.2c shows an example of centralised networks), the multi-hop wireless technology
brings many benefits:
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• Flexibility in routing traffic: The capability of choosing the right routing path
would greatly save bandwidth resources by localising the traffic (similar to the
Internet routing protocols).
• Capacity enhancement: The cell edge area and dead zone area (caused by the
radio blockage) usually have lower Signal-to-Interference-and-Noise ratio (SINR)
values than other areas inside the cell. Therefore, deploying relay nodes or mesh
routers in such area overcomes this problem and improve the system performance.
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• Further capacity gain: The multi-hop architecture introduces the space diversity
so it enables cooperative multiple-input multiple-output [11] technology. Other
advanced techniques can be incorporated into multi-hop architectures to further
enhance capacity, such as cognitive radio [12] and adaptive precoding [13].
• Scalability: Nodes act as repeaters to transmit data from nearby nodes to peers
that are too far away to reach [14], resulting in a network that can span large
distances, especially over rough or difficult terrain.
• Reliability: Resilience to unit failure with the provision of backup paths.
• Cost-saving: Deploying relay stations or mesh routers is more economically ef-
fective than deploying base stations, making the multi-hop wireless technology
an ideal solution for network operators (especially for those cash-strapped Inter-
net Service Providers (ISPs) and carriers) to roll out robust and reliable wireless
broadband service access with acceptable up-front investment [14].
• Energy efficiency: The multi-hop architecture can significantly reduce the energy
consumption in situations where users want to make a lot of high data-rate con-
nections. When there is no traffic, relay stations or mesh routers may further
save energy by switching to the low-energy stand-by mode [15].
• Potential for very high spectral efficiencies: In physical mesh realisation, direc-
tional antennas and smart antennas could be used to improve the transmission
in multi-hop wireless networks [16, 17].
However, the multi-hop wireless technology also introduces some challenges:
• QoS guarantees: The end-to-end delay is associated with channel conditions and
number of hops, both of which are difficult to be guaranteed.
• Security in WMNs: Until now, there has been no centralised trusted authority
to distribute a public key in WMNs due to its distributed system architecture
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[18]. Without a convincing security solution, the wireless mesh technology may
not be able to succeed because customers may lack the incentive to subscribe to
unreliable services.
• Timing synchronisation in time division multiple access (TDMA) Systems [19]:
TDMA systems have a high requirement for the time synchronisation, but in a
distributed multi-hop network, accurate synchronisation within the global net-
work is difficult to achieve.
• Support for routing functionality and propriety signalling : The unique character-
istics of multi-hop wireless networks suggest that they demand a specific solution
to the support for routing functionality and propriety signalling, which is still an
open question [20].
2.2.2 Implementation Types of the Multi-hop Wireless Technology
On the basis of the Open Systems Interconnection (OSI) 7-layer model, there are three
types of the multi-hop wireless technology [21]:
1. The layer-1 relay (the relay station is called a booster or repeater): As shown
in Fig. 2.3a, it is an amplify-forward type of relay technology. radio frequency
signals received on the downlink from the base station are amplified and transmit-
ted to the mobile station. In a similar manner, radio frequency signals received
on the uplink from the mobile station are amplified and transmitted to the base
station.
2. The layer-2 relay: As shown in Fig. 2.3b, it is a decode-forward type of relay
technology. radio frequency signals received on the downlink from the base station
are demodulated and decoded and then encoded and modulated again before
being sent on to the mobile station.
3. The layer-3 relay: As shown in Fig. 2.3c, it also performs demodulation and
decoding of radio frequency signals received on the downlink from the base sta-
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Figure 2.3: Types of relay networks
tion, but then goes on to perform processing (such as ciphering and user-data
concatenation/segmentation/reassembly) for retransmitting user data on a ra-
dio interface and finally performs encoding/modulation and transmission to the
mobile station.
The layer-1 relay is the simplest type of relay so it makes for low-cost implementation
and short processing delays. However, the layer-1 relay amplifies inter-cell interference
and noise together with desired signal components thereby deteriorating the received
SINR and reducing the throughput-enhancement gain [21].
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The layer-2 and layer-3 relays perform the demodulation and decoding processing
at relay stations, which overcomes the drawback in layer-1 relay of deteriorating re-
ceived SINR caused by amplification of inter-cell interference and noise. Therefore,
these two types can achieve a better throughput-enhancement. On the other hand,
these two types require more processing resources, including modulation/demodula-
tion, encoding/decoding processing, and radio-control functions (like mobility control,
retransmission control by Automatic Repeat reQuest (ARQ), and user-data concatena-
tion/segmentation/reassembly), all of which increase manufacture cost and processing
delay. In contrast to the layer-2 relay, the layer-3 relay is more flexible because it pro-
cesses packets in layer 3 so that it is capable of performing the traffic routing function.
However, such a mechanism will further increase processing delay.
2.2.3 Multi-hop Wireless Technology in Standards
In this section, mainstream wireless standards that uses the multi-hop wireless technol-
ogy are briefly introduced; standards include Long Term Evolution-Advanced (LTE-A),
the IEEE 802.16j and the IEEE 802.11s.
2.2.3.1 LTE-A
The LTE-A is standardised by the 3rd Generation Partnership Project (3GPP) Release
10 [1]. The LTE-A is a software upgrade for the Long Term Evolution (LTE) networks;
and this standard requires peak download rates over 1gigabit, which fully supports the
4G requirements based on the International Telecommunication Union – Radiocom-
munication Sector (ITU-R). There are several key improvements and additions of new
features to the LTE, among which is the MMR technology.
A number of potential deployment scenarios are of interest to major operators
[22]. Although not all of them were prioritised for Release 10 relay specification, the
discussion is helpful for scenario identification of future relay and related technologies.
The potential usages of the MMR technology are as follows [21]:
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1. Extending the coverage area to mountainous and sparsely populated regions (rural
area and wireless backhaul scenarios): For extending coverage to such areas, the
MMR technology is a more economical solution than deploying fixed-line backhaul
links. The MMR technology should also be effective for providing temporary
coverage when earthquakes or other disasters strike or when major events are
being held (emergency or temporary coverage scenario), i.e., for situations in
which the deployment of dedicated fixed-line backhaul links is difficult.
2. Urban scenarios: In urban areas, the MMR technology can be an effective so-
lution when the installation of utility poles or laying of cables inside buildings
become difficult in some countries and regions. Furthermore, pico base stations
and femtocells can be used for urban hot spots, dead spots, and indoor hot spots.
3. Group mobility scenario: relay stations can be installed on vehicles like trains or
buses to reduce the volume of control signals from moving mobile stations.
2.2.3.2 IEEE 802.16j
The IEEE 802.16 is a series of wireless broadband standards with several releases of
these standards to support new technologies. The commercialised brand name of the
IEEE 802.16 standard is Worldwide Interoperability for Microwave Access (WiMAX)
[23]. The WiMAX technology offers high data rates over a relatively large coverage area
and its recent developments from both academia and industry are surveyed in [24].
As one specific standard of the IEEE 802.16 standard family, the IEEE 802.16j was
released in 2009 to support the MMR operation in answer to the current deployment
issues:
1. Coverage limitations or low SINR at cell edge caused by significant signal atten-
uation at high spectrum
2. Poor signal reception due to shadowing or even coverage holes
3. Limited spectrum
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The standard allows for the MMR architecture to work with traditional cellular archi-
tectures and to offer substantial reduction in unit price and better spectral utilisation,
thereby providing competitive system performance [25]. The basic idea is that the
WiMAX Mobile Devices in unfavourable locations can communicate with base stations
through the intermediate relay stations at high data rates. relay stations may be fixed,
nomadic or mobile. The main targeted usage scenarios of the MMR technology are
fixed infrastructure, in-building coverage, temporary coverage and coverage on mobile
vehicle usage [26].
2.2.3.3 IEEE 802.11s
The IEEE 802.11s is within the standard family of the IEEE 802.11 (sometimes known
as Wi-Fi). The IEEE 802.11s has the protocols that build interoperable wireless links
and multi-hop paths between multiple access points and is still in the revision stage on
July 2013.
The basic ideas of the IEEE 802.11s is that 1) it uses 802.11-based physical-layer
devices and link-layer protocols for providing the functionality of an Extended Service
Set (ESS) mesh network, and 2) it includes some amendments for mesh networking,
defining how wireless devices can interconnect to create an ad-hoc network. An example
of the architecture of the IEEE 802.11s wireless mesh networks is shown in Fig. 2.4.
As seen from the figure, the IEEE 802.11s contains three types of entities [27]:
1. mesh point: a mesh point supports the mesh services (i.e., the mesh formation
as well as the operation of the mesh network, including the path selection and
frame forwarding);
2. mesh access point: a mesh access point is an access point with the mesh point
functionality, thus providing both mesh services and access point services;
3. mesh portal point: a mesh portal point is a portal with the mesh point func-
tionality, thus interfacing the mesh network to other external networks. Although
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Figure 2.4: An IEEE 802.11s wireless mesh network [20]
there is only one mesh portal point in the figure, the architecture should allow
the existence of multiple mesh portal points.
Mesh points, mesh access points and mesh portal points are interconnected via peer-
to-peer mesh links, while each station and mesh access point pair are connected via
downlink/uplink. The IEEE 802.11s does not change any behaviour of non-mesh sta-
tions so mesh access points look like normal access points to non-mesh stations. The
mesh portal point provides a MAC bridging functionality between a mesh network and
non-802.11 external networks.
2.3 End-to-End Packet Delay
End-to-end packet delay is the time taken for a packet to be transmitted across a
network from source to destination; its formal definition is given below:
End-to-end packet delay Denote by En the time instant of the n
th packet arrival
(the last bit or the most significant bit of the packet has been received) at a network
and denote by Vn the time instant of the n
th packet departure (the last bit or the most
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significant bit of the packet has been transmitted) from the network. The end-to-end
delay of the nth packet Dn (or the delay of the packet arrives at instant En, D(En))
can be mathematically calculated from
Dn = D(En) = Vn − En (2.1)
An example of packet arrivals and departures is shown in Fig. 2.5. It worth noting
that
• The notation of D(En) is commonly used in fluid traffic models (see the next
Section 2.4.1);
• D∞ or D(∞) denotes the end-to-end delay when a system reaches its steady state;
• Packet is an object concept. It can refer to a IP packet, a video frame (see
Chapter 7) and so on.
In most communication systems, end-to-end packet delay are random variables because
packet arrivals and departures are stochastic processes.
An end-to-end delay process {Dn, n ≥ 1} is an ordered sequence of packet end-to-
end delays from the 1st packet; and it is a stochastic process. Consider a realisation
{d1, d2, d3, · · · , dN} of an end-to-end delay process with N samples.
A realisation is a single instance of a stochastic process. Any arguments that apply
to a sample path also apply to the process as a whole [28].
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through out this thesis, if a set of capital letters with indexes refers to a stochastic
process, the set of the same small letters with indexes refers to a realisation of this
stochastic process.
Fig. 2.6a shows the end-to-end delays of the first 100 packets from an Internet traffic
trace (this topic will be discussed in more detail in Chapter 3).
The basic probability concepts considered in this thesis are:
1. Probability Density Function (PDF) of end-to-end delay The PDF of the
random variable D∞ , denoted by fD∞(x) is the function that gives the likelihood
of D∞ taking the value x, for any real number x:
fD∞(x) =
d
dx
Pr{D∞ ≤ x} (2.2)
2. Complementary Cumulative Density Function (CCDF) of end-to-end delay
The CCDF of a random variable D∞ is the function that gives the probability of
D∞ being greater than a real number x. By definition, its value can be computed
as the integral of the PDF from x to ∞:
Pr{D∞ > x} =
∫ ∞
x
fD∞(t)dt (2.3)
3. Empirical CCDF of end-to-end delay Let {d1, d2, d3, · · · , dN} be a realisa-
tion of an end-to-end delay process with N samples. The empirical CCDF of
end-to-end delay is a function of x, which equals the decimal fraction of the
observations that are greater than x:
Pˆr{D∞ > x} =
number of elements in the realisation ≤ x
N
=
1
N
N∑
i=1
1{di ≤ x}
(2.4)
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where 1{di ≤ x} is the indicator of event {di ≤ x}, defined as
1{di ≤ x} =


1 if di ≤ x
0 if di > x
(2.5)
Fig. 2.6b shows a CCDF of the first 100 packets.
4. End-to-end delay distribution In this thesis, it is the same concept as the
CCDF of end-to-end delay.
5. Stationary delay process The stationarity indicates that the packet delay statis-
tics are not time dependent, i.e., every packet delay has the identical distribution;
6. Ergodic delay process The ergodicity indicates that the sample mean of a re-
alisation converges to the expectation of any packet delay.
Furthermore, the descriptive statistics of end-to-end delays are more frequently used
in practise [6] and it includes
1. Average end-to-end delay, µˆD: the value is expressed as the sum of all delays
{d1, d2, d3, · · · , dN}, divided by the total number of all measurements (N):
µˆD =
∑N
i=1 di
N
(2.6)
In this thesis, estimates are typically written by adding a circumflex over the
symbols.
2. Jitter, σD: the value represents the average deviation of delays from the average
delay:
σˆD =
√√√√ 1
N − 1
N∑
i=1
(di − µˆD)2 (2.7)
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3. Maximum delay bound Dmax: it is the value that packet delays must not
exceed with a predefined probability, ǫmax:
Pr{D∞ > Dmax} ≤ ǫmax (2.8)
To elaborate on the third item of maximum delay bound, suppose the maximum
delay and the predefined probability are specified to be 100 ms and 0.95, respectively.
To obtain an assessment that serves as evidence of the quality of the network operation,
it is sensible to use the concept of the empirical CCDF of end-to-end packet delay (2.4)
and introduce the following requirement:
Pˆr{D∞ > 100 ms} ≤ 0.95 (2.9)
Depending on the application type, it is possible to use a specific set of descriptive
statistics. For example, consider music broadcasting over the Internet. Since this
service is not interactive, it tolerates significant delays for individual packets, sometimes
of several minutes. However, delay variation for music broadcasting must not exceed 100
to 150 ms; otherwise, the playback quality is significantly degraded [6]. As a result, the
QoS requirements for this case must include limitations on the average delay variation.
2.3.1 QoS Requirements of Packet Delay in Standards
In this section, the QoS requirements of packet delay in the LTE, the IEEE 802.16 and
the IEEE 802.11 are briefly introduced.
2.3.1.1 LTE
The LTE standard provides QoS provisioning from the ground up. The concept of Traf-
fic Forwarding Policy (TFP) denotes a set of pre-configured traffic handling attributes
within a particular user plane network element, for example, a Radio Access Network
(RAN)-TFP includes several attributes such as a link layer protocol model (acknowl-
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Figure 2.6: Packet delays and empirical CCDF of packet delay
edged or unacknowledged), a power setting and a default uplink maximum bit rate; a
gateway-TFP includes a default downlink maximum bit rate. A RANs or a gateway
usually support a number of TFPs. Furthermore, QoS Class Identifier (QCI) is associ-
ated with a TFP. Table 2.1 lists the set of standardised QCIs and their characteristics
[29].
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Table 2.1: Standardised QCIs for LTE [22]
QCI Packet delay (ms) Packet loss Services
1 100 10−2 Conversational voice
2 150 10−3 Conversational voice (live streaming)
3 50 10−3 Real-time gaming
4 300 10−6 Non-conversational video (buffered
streaming)
5 100 10−3 IP Multimedia Subsystem (IMS) sig-
nalling
6 300 10−6 Video (buffered streaming)
7 100 10−3 Voice, video (live streaming) and interac-
tive streaming
8/9 300 10−6 TCP-based (e.g., WWW, e-mail), FTP
and P2P
2.3.1.2 IEEE 802.16
The IEEE 802.16 standard defines several traffic types and each type has its specific
QoS requirements. Table 2.2 lists all service classes and their requirements [30].
2.3.1.3 IEEE 802.11e
Since the original IEEE 802.11 lacks the support of QoS, the IEEE 802.11e is a supple-
ment to enhance QoS performance [31].
In general, the IEEE 802.11e defines two ways of characterising QoS, namely, priori-
tised and parametrised QoS. Prioritised QoS is expressed in terms of relative delivery
priority. Parametrised QoS, on the other hand, is a strict QoS requirement that is
expressed in terms of quantitative values, such as data rate, delay bound and jitter
bound.
2.4 Modelling of End-to-End Packet Delay
A switch or router of Fig. 2.1 can be simply modelled as a queueing system like Fig.
2.7. The system can be generally described using Kendall’s notation [32, 33] (it is the
standard notation used to describe and classify a queueing node) as A/S/c/K/D, in
which
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Table 2.2: 802.16e QoS service classes, specifications and applications [23]
QoS Category QoS Specification Applications
Unsolicited Grant
Service (UGS)
maximum sustained rate, maxi-
mum latency tolerance, jitter tol-
erance
VoIP
Real-Time Polling
Service (rtPS)
minimum reserved rate, maxi-
mum sustained rate, maximum
latency tolerance, traffic priority
Streaming Audio or Video
Extended Real-Time
Polling Services (ErtPS)
minimum reserved rate, maxi-
mum sustained rate, maximum
latency tolerance, jitter toler-
ance, traffic priority
Voice with silence suppression
(VoIP)
Non-Real-Time Polling
Service (nrtPS)
minimum reserved rate, maxi-
mum sustained rate, traffic prior-
ity
File Transfer Protocol (FTP)
Best-Effort Service (BE) maximum sustained rate, traffic
priority
Data Transfer, Web Browsing
and so on
Figure 2.7: A queueing model
• A denotes an inter-arrival distribution;
• S denotes a service-time distribution;
• c denotes the number of servers;
• K denotes the buffer size (the maximum bits that a buffer can hold);
• D denotes a queue discipline.
The study of the behaviours of queueing models is called queueing theory. The
first paper on queueing theory was published in 1909 by Danish mathematician Agner
Krarup Erlang [34]. Since then, the queueing theory has been continuously studied
and has extensive results [33]. Moreover, the network calculus theory is a new branch
of queueing theory pioneered by R.L.Cruz [35, 36]. The theory gives a theoretical
framework for analysing performance guarantees in computer networks and includes the
48
CHAPTER 2
effective capacity model, which characterise end-to-end delay distributions in wireless
networks.
In this section, different types of data flow models are first introduced in Section
2.4.1. Calculating end-to-end delays based on data flow models are presented in Section
2.4.2. The network calculus theory and the effective capacity model are explained in
Section 2.4.3 and 2.4.4, respectively. In Section 2.4.5, the Lindley equation is intro-
duced. This equation will be extensively used throughout the thesis.
2.4.1 Data Flow Models
Consider there are two types of time domain, i.e., continuous time and discrete time.
Data flow models can be classified into two models:
1. continuous-time model: t ∈ R+0 = [0,∞);
2. discrete-time model: the model is time-slotted and is observed only at slot
boundaries. t ∈ N = {0, 1, 2, 3, ...}.
In real systems, there is always a minimum granularity (bit, word, cell or packet), there-
fore discrete time could always be assumed [37]. However, it is often computationally
simpler to consider continuous time.
Continuous-time models could be characterised by the following stochastic processes
with their formal definitions used in this thesis:
1. arrival process {A′(t), t ≥ 0}: A′(t) is the arrival rate at time t,
2. cumulative arrival process {A(t), t ≥ 0}: A(t) is the total number of bits
arrived over the time interval [0, t), i.e., A(t) =
∫ t
0 A
′(τ)dτ ,
3. service process {S˜′(t), t ≥ 0}: S˜′(t) is the service rate (the server is capable to
serve) at time t,
4. cumulative service process {S˜(t), t ≥ 0}: S˜(t) is the number of bits that the
server is capable to serve over the time interval [0, t), i.e., S˜(t) =
∫ t
0 S˜
′(τ)dτ ,
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5. actual service process {S′(t), t ≥ 0}: S′(t) is the actual service rate (the server
actually served) at time t,
6. cumulative actual service process {S(t), t ≥ 0}: S(t) is the number of bits
that is actually served by the server over the time interval [0, t), i.e., S(t) =∫ t
0 S
′(τ)dτ .
and for discrete-time models, the following processes are used
1. arrival process {A′[n], n ≥ 1}: A′[n] is the number of bits arrived during slot n
and is a constant because of the assumption of the constant bit arrival rate,
2. cumulative arrival process {A[n], n ≥ 1}: A[n] is the total number of bits
arrived from slot 1 to slot n, i.e., A[n] =
∑n
i=1A
′[i],
3. service process {S˜′[n], n ≥ 1}: S˜′[n] is the number of bits that the server is
capable to serve during slot n,
4. cumulative service process {S˜[n], n ≥ 1}: S˜[n] is the number of bits that the
server is capable to serve from slot 1 to slot n, i.e., S˜[n] =
∑n
i=1 S˜
′[i],
5. actual bit service process {S′[n], n ≥ 1}: S′[n] is the number of bits that is
actually served by the server during slot n,
6. cumulative actual service process {S[n], n ≥ 1}: S[n] is the number of bits
that is actually served by the server from slot 1 to slot n, i.e., S[n] =
∑n
i=1 S
′[i].
Fig. 2.8 shows realisations of cumulative processes in these two data flow models.
Furthermore, there are two types of traffic source models [37]:
1. fluid traffic model: packet sizes are infinitesimally small or packets are arrived
bit by bit;
2. packetised traffic model: packets have non-negligible sizes.
Fluid or packetised traffic models can exist in continuous-time or discrete-time models.
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Figure 2.8: Examples of data flow models
2.4.2 End-to-End Packet Delay in Fluid and Packetised Models
As shown in Fig. 2.8a, if it is the fluid traffic model and the queue discipline is First-In
First-Out (FIFO), the end-to-end delay of the packet arrives at t, d(t), is the horizontal
difference between the realisations of a cumulative arrival process {a(t), t ≥ 0} and a
cumulative actual service process {s(t), t ≥ 0}:
d(t) = inf
τ≥0
{a(t) ≤ s(t+ τ)} (2.10)
and q(t) is the vertical difference.
The packetised traffic model is a more realistic model than the fluid traffic model
because packet sizes are usually non-negligible in practical situations. This model
further allows us to study queueing delays of packets. In telecommunication and data
networks, the end-to-end packet delay Dn usually consists of four elements [38]:
1. Transmission delay D
(t)
n : the time taken for a packet to be transmitted at the
transmitter
2. Radio propagation delay D
(r)
n : the time taken for a packet to reach its receiver
3. Signal processing delay D
(s)
n : the time taken for a packet to be decoded at the
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Figure 2.9: An example of traffic and service characterisation
receiver
4. Queueing delay D
(q)
n : the time take for a packet to wait in buffers or the time
between the packet arrival instant and the instant when the first bit or the least
significant bit was sent.
Their mathematical relation can be simply expressed as
Dn = D
(t)
n +D
(r)
n +D
(s)
n +D
(q)
n (2.11)
Assuming that the radio transmission delay and signal processing delay are small
enough to neglect, (2.11) becomes
Dn = D
(t)
n +D
(q)
n (2.12)
2.4.3 Network Calculus Theory
Pioneered by R. Cruz [35], the network calculus theory is a analysis tool for the QoS
guarantees in wired networks, such as the Asynchronous Transfer Mode (ATM) net-
works and the Internet.
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The traffic characterisation in the network calculus theory requires that the amount
of data (i.e., bits as a function of time ) produced by a source conform to an upper
bound, called the traffic envelope Γ(t). Similarly, the service characterisation Ψ(t) for
guaranteed service in the network calculus theory is a guarantee of a minimum service
rate. Functions Γ(t) and Ψ(t) are specified in terms of certain traffic and service
parameters, respectively.
The examples of traffic and service characterisations are provided as below, starting
with the concept of the leaky bucket. A leaky bucket is a device that shapes the arrival
rate A′(t). The bucket of this device is initially empty and it can hold up to σ(s) bits.
The bucket also has a hole and leaks at a rate of λ
(s)
s bit per second (λ
(s)
s is termed as
the sustainable rate) when it is not empty.
• Traffic envelop Γ(t): a traffic envelope characterises the source behaviour in
the following manner: over any window of size t, the cumulative arrival process
does not exceed Γ(t) (see Fig. 2.9). For example, the Usage Parameter Control
(UPC) parameters used in ATM systems [39] are specified by
Γ(t) = min{λ(s)p t, λ
(s)
s t+ σ
(s)} (2.13)
where λ
(s)
p , λ
(s)
s and σ(s) are the peak data rate, the sustainable rate and the
leaky-bucket size, respectively [40].
• Service characterisation Ψ(t): Like Γ(t) is the upper bound of the cumulative
arrival process, a network service characterisation Ψ(t) gives a lower bound of
the cumulative actual service process. Ψ(t) has the property that Ψ(t) ≤ S(t)
for any time t. Both Γ(t) and Ψ(t) are negotiated during the admission control
and resource reservation phase. An example of a network service characterisation
is the service specification (R-SPEC) curve used for guaranteed service on the
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Internet [41, 40]:
Ψ(t) =
(
λ(c)s (t− σ
(c))
)+
(2.14)
where (x)+ = max{x, 0}, λ
(c)
s is the constant service rate, and σ(c) is the delay
error term (due to propagation delay, link sharing and so on).
As shown in Fig. 2.9, the traffic envelop consists of two segments; the first segment
has a slope equal to the peak source data rate λ
(s)
p , while the second segment has a
slope equal to the sustainable rate λ
(s)
s , with λ
(s)
s < λ
(s)
p . σ(s) is the axis intercept
of the second segment. Γ(t) has the property that A(t) ≤ Γ(t) for any time t. The
service characterisation curve Ψ(t) also consists of two segments: the horizontal segment
indicates that no packet is being serviced due to delay errors while the second segment
has a slope equal to the service rate λ
(c)
s .
2.4.3.1 Min-Plus Operation
The min-plus operation associates A(t), S˜(t) with S(t) [42, 37, 43]:
S(t) = min
0≤s≤t
{A(t− s) + S˜(s)} (2.15)
This operation is extensively used in the network calculus theory. Moreover, if we
replace min in (2.15) into addition, and addition into multiplication, (2.15) will be
transformed into the conventional convolution operation:
f ∗ g(t) =
∫ t
0
f(t− s)g(s)ds, 0 ≤ t ≤ ∞ (2.16)
2.4.4 Effective Capacity Model
Unlike wireline links that typically have bounded sources and capacities (see Section
2.4.3), wireless channels have low reliability and time-varying capacities, which may
cause severe QoS violations. Therefore, it is better to characterise wireless channels
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from a statistical view point.
The effective capacity model is an analysis tool for modelling the end-to-end delay
in a stochastic manner and it was proposed by Wu and Negi in 2003 [4]. After the
advent of the effective capacity model, numerous efforts were made to
1. calculate the effective capacity function in various communication systems and
channels [44, 45, 46, 47, 48, 49],
2. use the effective capacity function to optimised systems [50, 51, 52, 53, 54, 55, 56],
3. develop applications based on the model and estimator [57, 58, 59, 60, 61, 62, 63,
64, 65, 66],
4. revise the model for more realistic communication scenarios [57].
The following property is needed in the propositions for all effective capacity-based
models. Let {X(t), t ≥ 0} be a stochastic process. The asymptotic log-moment gener-
ation function of X(t) is used in the large deviation theory [67] and it is given by
ΛX(θ) = lim
t→∞
1
t
logE[e−θ
∫
t
0 X(τ)dτ ] (2.17)
Property 2.4.1 1. The asymptotic log-moment generation function of X(t), ΛX(θ),
is finite for all θ ∈ (−∞,∞)
2. ΛX(θ) is differentiable for all θ ∈ (−∞,∞)
The conventional effective capacity model appeared in [4] is introduced in Section
2.4.4.1. The Effective Bandwidth-Effective Capacity (EB-EC) model and the packetised
effective capacity model with a leaky bucket are based on the work in [57] and these
are introduced in Sections 2.4.4.2 and 2.4.4.3, respectively.
2.4.4.1 Conventional Effective Capacity Model
In simple words, the effective capacity model associates effective capacity functions and
constant arrival rates with CCDFs of packet end-to-end delay.
55
CHAPTER 2
Let r(t) be the instantaneous channel capacity at time t and {r(t), t ≥ 0} is sta-
tionary. The effective capacity function of −r(t) is defined as
α(c)(θ) =
Λ−r(θ)
θ
= lim
t→∞
1
t
logE[e−θ
∫
t
0 r(τ)dτ ] (2.18)
Consider a queue of infinite buffer size supplied by a constant data rate source (the
constant data rate is µ). If the property 2.4.1 holds for {r(t), t ≥ 0} and there is a
unique solution θ∗ for the equation
α(c)
(
θ
µ
)
= µ (2.19)
then the probability of the packet delay D(∞) exceeding a delay bound Dmax can be
estimated by [68]
Pr{D(∞) ≥ Dmax} ≈ e
−θ∗Dmax (2.20)
From (2.20), the tail distribution of packet queueing delay is exponentially bounded.
Let α(c)
−1
(µ) be the inverse function of α(c)(θ). The following equation holds based
on (2.19)
θ
µ
= α(c)
−1
(µ) (2.21)
Given a traffic load µ, the solution θ∗ of (2.19) can be obtained from (2.21):
θ∗ = µ
(
α(c)
−1
(µ)
)
(2.22)
Since the solution θ∗ is a function µ, θ∗ is denoted as θ(c)(µ) in this thesis.
Furthermore, it is found that for smallDmax, the following equation is more accurate
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[69] than (2.20) is:
Pr{D(∞) ≥ Dmax} ≈ γ
(c)(µ)e−θ
(c)(µ)Dmax (2.23)
where γ(c)(µ) is regarded as the probability of the packet delay being greater than zero
when the queueing system has reached the steady state, i.e.,
γ(c)(µ) = Pr(D(∞) > 0) (2.24)
(2.23) is the mathematical modelling of packet delay in the effective capacity model.
In (2.23), γ(c)(µ) is called the probability of non-empty buffer and θ(c)(µ) is called the
QoS exponent of a connection.
2.4.4.2 Effective Bandwidth-Effective Capacity Model
In this section, the EB-EC model, which is a effective capacity-based end-to-end delay
distribution modelling with variable bit-rate sources, is introduced. Specifically, the
arrival process {A′(t), t ≥ 0} is
• a type of fluid traffic,
• stationary and
• PDF of the arrival rate A′(t) (in bit) is exponentially decaying with its effective
bandwidth function known
In simple words, the effective bandwidth function characterises the asymptotic
behaviour of a queueing system. The concept of effective bandwidth was
first proposed independently in [70, 71, 72] and was initially developed for
high-speed digital networks. The general framework of the theory, including
the computation of the effective bandwidth for Markov processes and other
general processes and the associated calculus, was carried out in [73, 74, 75,
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76, 77, 78, 79]. The effective bandwidth theory has been used to analyse
various traffic sources [76, 69, 80], queueing models [81, 75, 82] and networks
[83, 84].
For convenience, the definition of the effective bandwidth is replicated here. Assume
that the arrival process {A′(t), t ≥ 0} is stationary and the asymptotic log-moment
generating function of the arrival process, defined as
ΛA′(θ) = lim
t→∞
1
t
logE[eθ
∫
t
0 A(τ)dτ ] (2.25)
exists for all θ ≥ 0. Then, the effective bandwidth function of the arrival process is
defined as
α(s) =
ΛA′(θ)
θ
, ∀θ > 0 (2.26)
From the previous section, the effective capacity function of a wireless capacity process
{r(t), t ≥ 0}, α(c)(θ), is given by (2.18).
Further assume that the log-moment generating functions of the channel Λ−r(θ)
and the arrival process ΛA′(θ) satisfy Property 2.4.1. If the following equation
α(s)(θ) = α(c)(θ) (2.27)
has a unique solution θ∗1, the distribution of end-to-end delay D(∞) satisfies
lim
Dmax→∞
log Pr{D∞ > Dmax}
Dmax
= −θeb (2.28)
where θeb = θ
∗
1α
(s)(θ∗1)
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For small Dmax, the CCDF of packet delay can be expressed as
Pr{D(∞) ≥ Dmax} ≈ γebe
−θebDmax (2.29)
where γeb is called the probability of non-empty buffer and θeb is called the QoS exponent
of a connection.
2.4.4.3 Packetised Effective Capacity Model with a Leaky Bucket
In the previous sections 2.4.4.1 and 2.4.4.2, fluid traffic model is assumed. This section
introduces the packetised effective capacity model with a leaky bucket, which is for
• packetised traffic model
• constrained by a leaky bucket
The effective capacity function of a wireless capacity process {r(t), t ≥ 0} is charac-
terised by α(c)(θ); the log-moment generating functions of the channel Λ−r(θ) satisfies
Property 2.4.1. Given a traffic flow having maximum packet size Lmax and constrained
by a leaky bucket with bucket size σ(s) and token generating rate λ
(s)
s , the distribution
of end-to-end delay D(∞) satisfies
lim
Dmax→∞
log Pr{D∞ > Dmax}
Dmax − Lmax/λ
(s)
s − σ(s)/λ
(s)
s
= −θlb (2.30)
where θlb is the unique solution of the following equation
α(c)
(
θ
λ
(s)
s
)
= λ(s)s (2.31)
2.4.5 Lindley Equation
The Lindley equation describes the evolution of queueing systems. It has two versions:
the first one is for generating realisations of delay processes (introduced in Section
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2.4.5.1); the second one is for generating realisations of queue length processes (intro-
duced in Section 2.4.5.2).
2.4.5.1 Lindley Equation for Delay Processes
The first Lindley equation for the waiting times of the customers was proposed in 1952
by D. V. Lindley [5]. Since the equation is applied to any G/G/1/∞/FIFO queueing
model, it is often regarded as a general form for
• delay processes
• continuous-time or discrete-time models
• packetised traffic models only
Let Tn, Cn and D
(q)
n denote the random variables of the nth inter-arrival time
(the time difference between the nth packet arrival instant and (n+ 1)st packet arrival
instant), the service time of the n packet and the queueing delay value of the nth packet,
respectively.
For a G/G/1/∞/FIFO queueing model, D
(q)
n is given by the first version of the
Lindley equation:
D(q)n = max{0, D
(q)
n−1 + Cn−1 − Tn−1} (2.32)
Eq. (2.32) is a recursive equation, stating the relation between the queueing delay of
the nth and (n− 1)st packets with effect of the service time of the (n− 1)st packet and
the (n − 1)st inter-arrival time. If Tn or Cn is a random variable, D
(q)
n is a random
variable.
On the basis of (2.12), the end-to-end delay of the nth packet is given by
Dn = Cn +D
(q)
n (2.33)
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2.4.5.2 Lindley Equation for Queue Length Processes
In a time-slotted queueing system, a queue length process {Q[n], n ≥ 1} is an ordered
sequence of queue lengths from the slot 1; and it is a stochastic process. The second
Lindley equation is for
• queue length processes
• discrete-time models only
• fluid or packetised traffic models
Denote by Q[n] the queue length at the n+ 1st slot boundary. Qn is a random variable.
For a G/G/1/∞ queueing model, Q[n] is given by the second version of the Lindley
equation:
Q[n] = max{0, Q[n− 1] +A′[n]− S˜′[n]} (2.34)
Similar to the attributes of (2.32), (2.34) is also a recursive equation that is used for
calculating queue length processes. Moreover, it is worth noting that in contrast to the
first Lindley equation, (2.34) does not require the FIFO assumption.
In summary, suppose that we are interested in an end-to-end delay process {Dn, n ≥
1} in a queueing system. The effective capacity-based models answers the question of
what the probability Pr{Dn > Dmax} will be while the Lindley equation answers the
question of what a realisation of the delay process {dn, n ≥ 1} will be.
Furthermore, the three effective capacity-based models (introduced in Sections
2.4.4.1, 2.4.4.2 and 2.4.4.3) are suitable for different cases. The conventional effec-
tive capacity model is the simplest version but serves as the basis of the other two
effective capacity-based models. For fluid traffic model, the EB-EC model is a general
model with a relatively weak constraints on the arrival process and the service process.
For packetised traffic model, the model in Section 2.4.4.3 is not as general as the EB-EC
model for fluid traffic model in the sense that the traffic source must be constrained by
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a leaky bucket.
2.5 Conclusions
The concept of QoS is tied with packet-switching communication systems and QoS
metrics include packet delay, through and packet loss ratio. When delay-sensitive
traffic is carried in systems, mechanisms for providing end-to-end delay guarantees are
needed.
In general, this chapter surveyed three concepts that relates to this thesis, namely
multi-hop wireless networks (Section 2.2), packet delay (Section 2.3) and mathematical
modelling of packet delay (Section 2.4).
The multi-hop wireless technology is a natural combination of centralised networks
and ad-hoc networks. This technology answers many tough issues encountered in wire-
less communication systems, like dead zone problem and the deployment in the harsh
terrain. In Section 2.2, the architecture of multi-hop wireless networks from the system
and network perspective was introduced. Its advantages, challenges were thoroughly in-
vestigated, together with its three types of implementations. This section was finalised
by an introduction of the multi-hop wireless technology in the LTE-A, the IEEE 802.16j
and the IEEE 802.11s standards.
The concept of end-to-end packet delay and its use in assessment of network per-
formance was carefully studied in Section 2.3. This section was also ended with an
introduction of the QoS provisioning in the LTE, the IEEE 802.16e and the IEEE
802.11 standards.
Mathematically modelling the end-to-end delay was shown in the last section (Sec-
tion 2.4). The system model, the data flow models and the network calculus theory
were first introduced. As the extensions of the network calculus theory that model
end-to-end packet delay distributions, three basic models are explained: 1) the effec-
tive capacity model, 2) the effective bandwidth-effective capacity model and 3) the
packetised effective capacity model with a leaky bucket. These three models will be
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used for our model development from Chapters 3 to 7. The Lindley equation for de-
scribing the evolution of end-to-end packet delay and queue length was introduced in
Section 2.4.5.1. This equation will be used in the next chapter to validate the the
packetised effective capacity model with a leaky bucket (the third basic model) and in
the Chapters 6 and 7 for developing realistic simulation platforms.
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End-to-End Packet Delay
Analysis of an Internet Traffic
Trace over Gigabit Ethernet
3.1 Introduction
Modelling end-to-end packet delay in Internet Protocol (IP) networks depends on the
statistical nature of the packet inter-arrival and packet size distributions. Self-similar
[85, 86], long-range dependent [87], heavy-tail distributed [88] and Poisson[89] models
are assumed to characterise traffic statistics. Some complicated simulators and the
Monte-Carlo method are used to evaluate Internet performances [90]. However, such
research is too theoretical to be of practical use.
The packetised effective capacity model with a leaky bucket (see Section 2.4.4.3)
shows that the tail distributions of end-to-end packet delay are exponentially bounded.
On the other hand, the Lindley equation (see 2.4.5.1) characterises end-to-end packet
delay in any G/G/1/∞/FIFO queueing systems [5]. The use of the Lindley equation
to analyse the Internet traffic traces was first reported by Park et al. in 2005 [91]. This
equation has been used to analyse data/voice services of CDMA 2000 systems [92].
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Figure 3.1: System model of a gigabit Ethernet system
In this chapter, the Lindley equation is applied to an Internet traffic over gigabit
Ethernet to 1) analyse the end-to-end packet delay performances and 2) validate the
effective capacity model. The traffic trace is publicly downloadable from the University
of Massachusetts Amherst (UMASS) trace repository [93]. Most results discussed in
this chapter have been published in the ICT 2013 conference proceedings [94].
In Section 3.2, a gigabit Ethernet gateway is modelled as a queueing system. The
methodology used in this chapter is explained in Section 3.3. This section includes
the explanation of the fitting distribution technique, the Internet traffic trace used in
this chapter and calculating end-to-end packet delay using the Lindley equation. The
results and discussion are presented in Section 3.4. Section 3.5 concludes this chapter.
3.2 System Model
A gigabit Ethernet system can be modelled as a G/G/1/∞/FIFO queueing model, as
shown in Fig. 3.1. Packets are randomly generated from higher layers and are first
stored in a buffer and later served by one server. The capacity of the server is fixed
to a constant value c; in a gigabit Ethernet system, such a value equals 1 gigabit. The
buffer size is assumed to be infinite. Packets in the buffer are served in a fair manner,
which is the First-In First-Out (FIFO) discipline.
Let Vn and Ln denote the random variables of the n
th packet arrival instant and of
the size of the nth packet, respectively. Fig. 3.1 also shows an example of a sequence of
packets arriving at the queueing system. The arrivals are a sequence of unequal-height
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Figure 3.2: Steps of validating the effective capacity model
impulses, which are randomly scattered in a time line; the heights of impulses indicate
respective packet sizes.
Let Tn and Cn denote the random variables of the n
th inter-arrival time (the time
difference between the nth packet arrival instant and (n + 1)st packet arrival instant)
and the service time of the n packet, respectively. Their values can be calculated from
the following equations
Tn = Vn+1 − Vn (3.1)
Cn =
Ln
c
(3.2)
For any G/G/1 queueing systems, the inter-arrival and service distributions are as-
sumed to be general.
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3.3 Method
The distribution fitting method [95] is the fitting of a probability distribution to a series
of data and will be used to validate the effective capacity model. Fig. 3.2 shows the
detailed steps of such a method.
Steps 1, 2 and 3 are a procedure of plotting empirical distribution. Step 1 involves
data gathering, basic data manipulation, which will enhance data quality, and eval-
uation, including some measures of data. Step 2 uses Lindley’s equation to obtain
a series of packet delays. Step 3 is to plot empirical distributions from the series of
packet delay. The basic data analysis is carried out in step 4. In step 5, the empirical
Complementary Cumulative Density Function (CCDF) obtained in Step 3 is fitted by
the regression method. The fitted distribution giving a close fit is supposed to lead to
good predictions.
3.3.1 Internet Traffic Trace over Gigabit Ethernet
An Internet traffic trace over gigabit Ethernet from UMASS trace repository [93] was
downloaded. This trace is from a fibre gigabit Ethernet connection entering UMASS
on 14th, November, 2004. The monitoring infrastructure consists of passive taps that
redirect the signal from the underlying Gigabit fibre link. The tapped signal passes
through regeneration equipment and is finally fed into an Endace R© Data Acquisition
and Generation (DAG) card in a special-purpose PC. The DAG card strips off the
TCP/IP headers of the packets, affixes an accurate time stamp on the header-record
and writes it to a file.
The total size of the file is 382 MB. Wireshark was used to filter out the information
of arrival instants and packet sizes out from the file and then sort packets based on
their arrivals. After processing the file, 11,976,472 packet arrival instants and sizes were
obtained over a period of 81.63 seconds.
For the purpose of testing stationarity, the trace is first divided into twelve groups
so each of which has 1,000,000 packets except the last group of 976,473 packets. In
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each group except the last one, the information of packet arrival instants and packet
sizes are as follows:
v = {v1, v2, v3, · · · v1000000} (3.3)
l = {l1, l2, l3, · · · l1000000} (3.4)
Eqs. (3.3) and (3.4) are the information needed to carry out analysis in this chapter.
3.3.2 Calculating End-to-End Packet Delay
The Lindley equation associates packet inter arrivals and service times with end-to-end
packet delays. On the basis of (3.1) and (3.2), the sequences of packet arrival instants
(3.3) and packet sizes (3.4) are first translated to the sequences of inter arrivals t and
service times c:
t = {(v2 − v1), (v3 − v2), · · · (v1000000 − v999999)} (3.5)
c = {
l1
c
,
l2
c
, · · ·
l999999
c
} (3.6)
Denote by d
(q)
n and dn the queueing delay and the end-to-end packet delay of the
nth packet. Assume the queueing delay of the first packet is 0. For a G/G/1/∞/FIFO
queueing model, d
(q)
n is given by the first version of the Lindley equation (see Section
2.4.5.1 for further discussion):
d(q)n = max{0, d
(q)
n−1 + cn−1 − tn−1} (3.7)
By recursively using (3.7), a sequence of packet queueing delay is obtained by
d(q) = {d
(q)
1 , d
(q)
2 , d
(q)
3 , · · · d
(q)
1000000} (3.8)
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Figure 3.3: Traffic load over time
Finally, the sequence of end-to-end packet delay d is given by
d = {(d
(q)
1 + c1), (d
(q)
2 + c2), (d
(q)
3 + c3), · · · (d
(q)
1000000 + c1000000)} (3.9)
3.3.3 Basic Analysis of the Trace
Fig. 3.3 shows traffic loads per second over the collection period (81.63 seconds). It
is clear that the traffic loads are fairly constant during this period. For the entire
duration, the average inter-arrival time and the standard deviation of the inter-arrival
time are 6.90 µs and 13.85 µs, respectively, which indicates that the traffic does not
have Poison-distributed inter-arrival times.
On the basis of (3.4), the histograms of packet sizes in twelve groups are shown in
Fig. 3.4. The Y-axes in the figure are the frequency density (the height of a rectangle is
equal to the frequency divided by the width of the interval). In the trace, the minimum
packet size is 64 bytes and the maximum packet size Lmax is 1518 bytes, which conform
to the standard of Ethernet II. Moreover, these two types of packets (64-byte and
1518-byte packets) are mostly common in the trace. Such observations conform to the
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Figure 3.4: Histograms of packet sizes in 12 groups
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Table 3.1: Descriptive statistics of end-to-end packet delay in 12 groups of the Internet
traffic trace
Group Packet range Avg. E2E delay (µs) Jitter (µs)
1 1 – 999,999 12.21 6.84
2 1,000,000 – 1,999,999 12.37 6.94
3 2,000,000 – 2,999,999 12.22 6.84
4 3,000,000 – 3,999,999 12.32 6.87
5 4,000,000 – 4,999,999 12.37 6.87
6 5,000,000 – 5,999,999 12.35 6.98
7 6,000,000 – 6,999,999 12.56 7.01
8 7,000,000 – 7,999,999 12.55 7.02
9 8,000,000 – 8,999,999 12.40 6.91
10 9,000,000 – 9,999,999 12.43 6.98
11 10,000,000 – 10,999,999 12.55 7.06
12 11,000,000 – 11,976,4721 12.44 6.98
finding for wide-area Internet traffic reported by Thompson et al [96].
3.3.4 Regression Method
It is shown in the packetised effective capacity model with a leaky bucket (see Chapter
2, Section 2.4.4.3) that the tail distributions is exponentially bounded. Therefore, when
the maximum delay bound Dmax is large enough, the logarithm of CCDF of queueing
delay can be linearised to
Y = θlbDmax +B (3.10)
where Y = ln(Pr{D∞ > Dmax}) and B is the y-intercept of (3.10). Using the least
squares approach, one finds the parameters θlb and B from a linear regression of Y on
Dmax so the CCDF is fully defined.
3.4 Results and Discussion
Fig. 3.5 shows the empirical and fitted CCDFs of end-to-end packet delay from twelve
groups. The x-axes are delay bound (the unit is microsecond) and the y-axes are Delay
Bound Violation Probability (DBVP) in log scale. The empirical results are shown
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Figure 3.5: Empricial CCDFs of packet end-to-end delay in 12 groups
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Table 3.2: Estimated θlb in 12 groups of the Internet traffic trace
Group Packets θˆlb
1 1 – 999,999 181729.12
2 1,000,000 – 1,999,999 179675.90
3 2,000,000 – 2,999,999 178971.23
4 3,000,000 – 3,999,999 182850.23
5 4,000,000 – 4,999,999 183696.01
6 5,000,000 – 5,999,999 169973.27
7 6,000,000 – 6,999,999 176069.23
8 7,000,000 – 7,999,999 174413.12
9 8,000,000 – 8,999,999 182666.81
10 9,000,000 – 9,999,999 172803.58
11 10,000,000 – 10,999,999 170361.33
12 11,000,000 – 11,976,4721 169831.43
in red solid lines while the fitted CCDFs are plotted in black lines with circle marks.
From the figures, the empirical and estimated CCDFs are well matched especially
when a delay bound is greater than 20 µs and less than 50 µs, indicating that the tail
distributions of end-to-end packet delay are all exponentially bounded. Tables 3.1 and
3.2 list descriptive statistics of end-to-end delays and estimated θlbs in twelve groups,
respectively.
3.5 Conclusions
In this chapter, the packetised effective capacity model with a leaky bucket (see Chapter
2, Section 2.4.4.3) was validated via a publicly available Internet traffic trace from a
gigabit Ethernet system. The trace was downloaded from UMASS trace repository and
it contains the information of packet arrival instances and packet length sizes.
The distribution fitting technique was adopted and its detailed steps were explained
in Section 3.3. The traffic trace was first divided into twelve groups for the purpose
of testing stationarity. In Section 3.3.2, the Lindley equation was applied to obtain
twelve sequences of end-to-end packet delay from the trace. The basic analysis of the
trace was carried out in Section 3.3.3, including twelve packet size histograms. The
results show that the majority of packets have either extremely small or large packet
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sizes, which is a typical pattern of the Internet traffic. In Section 3.3.4, the procedure
of obtaining fitted CCDF based on the empirical CCDF and the least square approach
was described.
In Section 3.4, twelve empirical and fitted CCDFs of end-to-end packet delay were
plotted. It was found that tails of the empirical CCDFs of packet queueing delay are
exponentially bounded, validating the packetised effective capacity model with a leaky
bucket. Furthermore, as shown in Tables 3.1 and 3.2, the end-to-end delay process
from the trace may be wide-sense stationary because across all twelve groups,
1. the average end-to-end delay values and jitter values fluctuate slightly,
2. the estimated values of θlb are fairly consistent.
Finally, the conclusion drawn in this chapter is based on a trace from a wired
network. However, the empirical results presented in chapter may suggest that tail
distributions of packet delay in wireless networks will be exponentially distributed.
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Multi-hop Effective Capacity
Model for Multi-hop Wireless
Networks
4.1 Introduction
The modelling techniques mentioned in Chapter 2, Section 2.4 is based on single-hop
queueing systems/communication systems; the effective capacity model was validated in
Chapter 3 for the Internet traffic over gigabit Ethernet. However, a multi-hop wireless
network can be modelled as a series of queues.
The modelling of end-to-end packet delay in multi-hop systems is complicated by
many interrelated factors that jointly determine the final results, and these factors
includes 1) hop numbers, 2) the arrival distribution at each queue, 3) the service dis-
tribution at each queue, and 4) the dependence between nodes [97].
Conventionally, the studies of end-to-end packet delay in multi-hop networks have
been carried out by using the classic queueing theory. In the literature, queue-length
behaviours in queueing networks are extensively studied on the basis of Jackson net-
works [98, 99]. Methods of calculating average end-to-end delay in queueing networks
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are presented in [100, 101]. However, due to the high complexity of queues behaviour in
different nodes within wireless multi-hop networks, the realistic analysis of delay per-
formance using the classic queueing theory becomes intractable [38]. For this reason,
only simplified cases are considered, such as one-dimension-and-linear networks [102]
and average end-to-end packet delay [101].
Apart from the classic queueing theory, the network calculus theory is a recent-
developing theory, providing deep insights into flow problems, and the properties of
delay and buffer dimensioning associated with networking [37, 103]. The theory mostly
considers bounded sources and services so end-to-end delay characterisations are too
loose to be useful [104, 105, 43, 106]. Furthermore, the effects of hop numbers are
studied in [107, 108, 109].
In this chapter, the Effective Bandwidth-Effective Capacity (EB-EC) model (see
Chapter 2, Section 2.4.4.2) is extended to model the end-to-end delay distributions,
average delay and jitter in multi-hop wireless networks. Most results discussed in this
chapter have been published in the GLOBECOM 2010 conference proceedings [110].
The rest of this chapter is organised as follows: Section 3.2 introduces the system
model of a multi-hop wireless network. The multi-hop effective capacity model and
analysis of multi-hop delay performance are given in Section 4.3. Analytical and sim-
ulation results are then compared and discussed in Section 4.5. Finally, Section 4.6
concludes the chapter.
4.2 System Model
A system model with a three-hop routing path is shown in Fig. 4.1. Each node can be
modelled as a queueing system (the box at the bottom of Fig. 4.1). To make the system
model more like a routing path, rather than the one-dimension-and-linear routing path,
two traffic correlation indices, pa and pd are introduced. For example, arrival traffic
of each node is comprised of two parts: one is from its previous node and the other is
from its local area or other sources that are outside the routing path. Therefore, the
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Figure 4.1: A 3-hop System Model
arrival traffic correlation index pa is defined as
pa =
Traffic Flow P
Traffic Flow P + Traffic Flow L
(4.1)
Similarly, traffic inside the buffer of each node has two destinations: one is the next
node and the other is outside the routing path. The departure traffic correlation index
pd is defined as
pd =
Traffic Flow N
Traffic Flow N + Traffic Flow O
(4.2)
Finally, packets from different sources are mixed and buffered in a single buffer and
are served based on the First-In First-Out (FIFO) policy. The buffer size in each node
is assumed to be infinite. Each node uses dedicated frequency bands to transmit and
receive signals so the channel collision is eliminated in our model.
4.3 Multi-Hop Effective Capacity Model
4.3.1 Effective Bandwidth-Effective Capacity Model
Since the arrival rate is not the constant, the EB-EC model (see Chapter 2, Section
2.4.4.2) is chosen. The EB-EC model shows that when the queueing system reaches its
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steady state, the Complementary Cumulative Density Function (CCDF) of the packet
delay D(∞) can be approximated by
Pr(D(∞) ≥ Dmax) ≈ γebe
−θebDmax , (4.3)
where γeb and θeb are probability of non-empty buffer and the QoS exponent of a
connection.
4.3.2 Multi-hop Effective Capacity Model
For the H-hop scenario, suppose that wireless nodes are ordered by the sequence in
which the packet traverses along the H-hop path and are numbered from 1 to H. The
following lemma is an instant result:
Lemma 4.3.1 The Probability Density Function (PDF) of a packet delay Di(∞) at
the ith node is
fi(t) = γiθi exp (−θit) + (1− γi)δ(t), {i ∈ N : i ≤ H}, (4.4)
where γi and θi are the probability of non-empty buffer and the QoS exponent of a
connection at the ith node.
Proof At the ith node, the probability of Di(t) exceeding a delay bound Dmax satisfies
Pr{Di(t) > Dmax} ≈ γie
−θiDmax (4.5)
The Cumulative Density Function (CDF) of a packet delay is
Pr{Di(t) ≤ Dmax} = 1− Pr{Di(t) > Dmax} (4.6)
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So by definition, the PDF of a packet delay at the irmth node is given by
fi(t) =
d(1− γi exp (−θix))
dx
(4.7)
= γiθi exp (−θit) + (1− γi)δ(t) (4.8)
Assume that packet delay values in each node are independent. By using Lemma
4.3.1, the following proposition is given to characterise end-to-end delay distribution:
Proposition 4.3.2 The H-hop CCDF is estimated by
Pr (
H∑
i=1
Di > x) = 1−
∫ x
0
f1(t) ∗ f2(t)... ∗ fi(t)dt (4.9)
where “*” stands for convolution, and fi(t) is the PDF of node h.
For a proof of Proposition 4.3.2, see Appendix A.1.
Since proposition 4.3.2 involves multiple integrals, making delay bound violation
probability uneasy to compute numerically, the proposition below introduces a discrete-
form equation which speeds up the calculation.
Proposition 4.3.3 The discrete-form equation is the same as (4.9) in Proposition
4.3.2 when
∀i, j ∈ {i, j ∈ N : i, j ≤ H}, ifi 6= j, thenθi 6= θj
, and is
Pr (
H∑
i=1
Di > x) =
H∑
i=1

 H∏
j=1,j 6=i
(1 +
γjθi
θj − θi
)

 γie−θix (4.10)
For a proof of Proposition 4.3.3, see Appendix A.2.
Note that in the case when i 6= j, but θi = θj (means two distributions are identical),
we could easily mitigate the problem by slightly changing either the value of θi or the
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Figure 4.2: Steps of validating the effective capacity model
value of θj .
Finally, the average delay and jitter are derived as:
Corollary 4.3.4 The average delay and jitter can be expressed as
E[D] = E
[
H∑
i=1
Di
]
=
H∑
i=1
γi
θi
(4.11)
σ =
√√√√Var
(
H∑
i=1
Di
)
(4.12)
=
√√√√ H∑
i=1
(
2γi
θ2i
−
(
γi
θi
)2)
(4.13)
For a proof of Corollary 4.3.4, see Appendix A.3.
4.4 Method and Simulation Platform
The distribution fitting method will be used to validate the multi-hop effective capacity
model. The detailed steps of this method is shown in Fig. 4.2.
Steps 1, 2 and 3 are the procedure for plotting empirical distribution. Step 1
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Figure 4.3: System model for point-to-point packet transmissions
(Sections 4.4.1 and 4.4.2) involves simulator development with the simulator being able
to record end-to-end packet delay. Steps 2 and 3 are to plot empirical distributions from
the collected packet delays from the simulator. In step 4 (Section 4.4.3), the parametric
method is use to generate the fitted CCDFs of packet delays. The empirical CCDFs
and fitted CCDFs are compared. The fitted distribution giving a close fit is supposed
to lead to good predictions.
4.4.1 Simulation Platform
MATLAB is used to develop the simulation platform based on the system model of Fig.
4.1 and the Monte-Carlo method to evaluate the delay performance over a wireless 3-
hop path. Furthermore, the arrival traffic correlation index is assumed to equal the
departure traffic correlation index, i.e., pa = pd = p.
The source node generates fixed-size packets at a constant rate towards different
destinations, and other nodes generate packets (at every time slot, the number of
packets generated is a random variable and has the Bernoulli distribution) to imitate
the process of traffic coming from the node themselves and other sources outside the
network. Each node gets packets destined to itself, and the destination node collects
packets from the source node and analyses the CCDF of delay, average delay and jitter.
The system model at each node is shown in Fig. 4.3 (the system model is identical
to the simulation platform in [4]). The average Signal-to-Noise Ratio (SNR) is fixed in
each simulation run and the instantaneous channel gain g[n] is perfectly known at the
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transmitter side. The transmission rate r[n] at each time slot could be approximated
by the Shannon capacity:
r[n] ≈ B log2(1 + |g[n]|
2 × SNRavg) (4.14)
By using sophisticated modulation and coding schemes, it is possible to approach
the Shannon capacity of a wireless channel [111, 112].
The equivalent AWGN channel capacity is defined as,
rAWGN = B log2(1 + SNRavg) (4.15)
⇒ B =
rAWGN
log2(1 + SNRavg)
(4.16)
Thus, by substituting B in (4.14) with (4.15), we have
r[n] =
rAWGN log2(1 + |g[n]|
2 × SNRavg)
log2(1 + SNRavg)
(4.17)
The first-order auto-regressive (AR(1)) model is used to generate correlated random
channel gain (g[n]) sequence as the Rayleigh fading channel,
g[n] = κ× gn−1 + ν[n], (4.18)
where ν[n] is the complex random variable, having the normal distribution N(0, 1) in
real and imaginary parts. The coefficient κ is determined by [4]
κ = 0.5Ts/Tc , (4.19)
where Ts is the sampling rate, and Tc is the coherent time that is a function of maximum
Doppler rate fm.
82
CHAPTER 4
Table 4.1: Simulation parameters
Parameters Values
Channel Model Rayleigh Distr.
Average SNR, SNRavg 5 dB and 15dB
AWGN channel capacity, cAWGN 100kbps
Maximum Doppler rate, fm 30Hz
Traffic Load, µ 75 and 85 kbps
Time Slot, Ts 1/µ
Traffic Correlation 0.25 and 1
Hop Number, H 3
Assume the radio ray hitting the mobile at an angle β. The vehicle motion with
respect to the incoming ray introduces a Doppler frequency shift [113]
fm =
v cosβ
λ
(4.20)
Considering λ = c/f0, (4.20) becomes
v =
fm
f0 cosβ
· c (4.21)
4.4.2 Simulation Settings
For simulation purpose, we use different traffic loads (light traffic load (µ = 75kbps)
and heavy traffic load (µ = 85kbps)), traffic correlation (p = 0.25 and p = 0.75) and
Signal-to-Noise Ratio (low SNR (SNR = 5dB) and high SNR (SNR = 15dB)) cases
to evaluate the performance. The maximum Doppler rate is set to be 30Hz (if the
centre frequency is 2.4 GHz (e.g. devices using ISM bands are mostly operating at 2.45
GHz), the speed of the node is 3.75m/s). We take 100kbps as the channel capacity
under AWGN channel condition [114]. Table 4.1 lists simulation parameters used in
the chapter.
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4.4.3 Multi-hop Effective Capacity-based Estimator
On the basis of (4.10), (4.11) and (4.12), CCDF of delay, average delay and jitter can
be estimated if the estimated values of γi and θi in each hops are known. Suppose
each node is observed every time slot (the duration of a slot is Ts seconds) for a total
N slots over a period of (NTs) seconds. For the node i, three quantities are recorded
at the nth(n ≥ 1) slot boundary: the indicator of whether the buffer is non-empty
1{Qi[n] > 0} (1 if the buffer is non-empty and 0 otherwise), the queue length Qi[n]
and the number of bits arrived A′i[n]. After the observation, we have one realisation of
an indicator process {1{Qi[n] > 0}, n ≥ 1}, one of a queue length process {Qi[n], n ≥ 1}
and one of an arrival process, each of which have N samples, i.e.,
1{qi > 0} = {1{qi[1] > 0},1{qi[2] > 0},1{qi[3] > 0}, · · · ,1{qi[N ] > 0}} (4.22)
qi = {qi[1], qi[2], qi[3], · · · , qi[N ]} (4.23)
a′i = {a
′
i[1], a
′
i[2], a
′
i[3], · · · , a
′
i[N ]} (4.24)
In the end, the same estimation technique in [4] is applied to estimate γi and θi:
µˆ =
1
NTs
N∑
j=1
a′i[j] (4.25)
γˆi =
1
N
N∑
j=1
1{qi[j] > 0} (4.26)
θˆi =
γˆ · µˆ×N∑N
j=1(qi[j])
(4.27)
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and CCDF of delay, average delay and jitter can be estimated by
Pr Dˆ > x) =
H∑
i=1

 H∏
j=1,j 6=i
(1 +
γˆj θˆi
θˆj − θˆi
)

 γˆie−θˆix (4.28)
Ê[D] =
H∑
i=1
γˆi
θˆi
(4.29)
σˆ =
√√√√ H∑
i=1
(
2γˆi
θˆ2i
−
(
γˆi
θˆi
)2)
(4.30)
4.5 Results and Discussion
Fig. 4.4 shows the simulation results and estimation results based on Chapter 4.4.3 un-
der various conditions. The X-coordinates are delay bounds (the unit is milli seconds),
and the Y-coordinates are delay bound violation probabilities. The analytical and sim-
ulation results are shown in solid lines and in dashed lines with markers, respectively.
Moreover, results of different traffic correlations are pointed out by upper arrows with
traffic correlation indices underneath.
As seen from Fig. 4.4, the estimation results based on Chapter 4.4.3 give accurate
estimates of CCDF of packets in all simulation scenarios, indicating that the multi-hop
effective capacity model is suitable for modelling end-to-end packet delay in wireless
mesh networks. Table 4.2 lists the estimated γh and θh at each node.
Table 4.3 lists the average delay and jitter from simulation results and estimation
results from Chapter 4.4.3. It can also be further concluded that the estimation algo-
rithm developed in this chapter performs well under different conditions.
In another perspective, as partially mentioned in [114], traffic loads and traffic cor-
relation indices and SNR affect the delay performance. The answer to the performance
being degraded by increasing traffic load is quite intuitive, and it is because in the same
time period, more packets arrives at the system when the traffic load condition is heav-
ier, leading to the severer queueing delay if the service rate is unchanged (as we have
in our case). The reason for the degraded performance by decreasing SNR is intuitive
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Figure 4.4: Empirical and fitted CCDFs of end-to-end packet delay
as well. It is because in the same time period, less packets are served, leading to the
severer queueing delay. The reason for the effect of traffic correlation (although have
not been proved yet) may be attributed to the input traffic pattern. In other words,
more burstiness of input traffic (by making traffic correlation indices r bigger) would
more easily turn its buffer into idle state and more easily waste the service, which in
turn worsens the delay performance.
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Table 4.2: Estimated γh and θh from the multi-hop effective capacity-based estimator
Wireless Situation 3-hop effective capacity model
Traffic load (kbps) r γˆ1 γˆ2 γˆ3 θˆ1 θˆ2 θˆ3
75 0.25 0.69 0.81 0.81 317.92 370.86 371.70
75 1 0.69 0.80 0.83 323.36 266.00 234.76
85 0.25 0.96 0.98 0.98 32.38 27.39 28.44
85 1 0.96 0.98 0.98 32.38 19.53 17.35
Table 4.3: Descriptive statistics of end-to-end delays
Wireless Situation Average delay (ms) Jitter (ms)
Traffic load (kbps) r Sim. Est. Sim. Est.
75 0.25 6.6 6.5 5.2 4.8
75 1 8.7 8.7 5.9 6.3
85 0.25 99.5 100 55.2 59.3
85 1 136.9 136.8 64.9 83
4.6 Conclusions
In this chapter, the multi-hop effective capacity model was developed based on the
single-hop EB-EC model to characterise delay performances in multi-hop wireless net-
works. Specifically, CCDF of a packet delay, average delay and jitter over multi-hop
wireless path were derived in Section 4.3.
The distribution fitting technique was adopted and its detailed steps were explained
in Section 4.4. The procedure of building a simulation platform was described in Section
4.4.3. An estimator based on this multi-hop effective capacity model was developed in
Section 4.4.3.
The simulation and estimation results were shown in Section 4.5. Impacts of delay
performance from different traffic correlations, traffic loads and SNR cases were also
considered and discussed. The results showed that our estimator provides good esti-
mates of CCDF of packets, average delay, and jitter, and gave a key insight into the
QoS provisioning for multi-hop wireless networks.
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Mixed Continuous/Discrete-Time
Effective Capacity Model for
Wireless Slotted Communication
Systems
5.1 Introduction
The conventional effective capacity model (see Chapter 2, Section 2.4.4.1) is based
on continuous-time system models. The model 1) shows tail distributions of packet
queueing delay to be exponentially bounded and 2) approximates the Complemen-
tary Cumulative Density Function (CCDF) of packet queueing delay by two functions,
namely the probability of non-empty buffer and the QoS exponent of a connection.
Unlike Ethernet systems described in Chapter 3, some real communication systems
are time-slotted, for example, frames in Universal Mobile Telecommunications Systems
(UMTSs) or High Speed Packet Access (HSPA) systems are transmitted every Trans-
mission Time Interval (TTI). Such systems may be modelled as a discrete-time queueing
model [115, 116]. Studies of delay distribution approximations in discrete-time queue-
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ing models have conventionally been carried out by using the classic queueing theory
[117, 118, 119, 120, 121]. Recent research includes the Bayesian inference for a Geo/G/1
discrete-time queue [122, 123] and the maximum likelihood inference for discretely ob-
served Markov jump processes [124]. These approaches are accurate in estimating delay
distributions but are rather computationally inefficient.
The aim of this chapter is to re-investigate the effective capacity model for slotted
systems. In this chapter, Mixed Continuous/Discrete-Time (MCDT) models are used
and such models are discrete-time system models with consideration of slot time (this
modelling technique is used in [125]). In discrete-time queueing models, the possible
values of packet queueing delay can only be non-negative integers. Similarly, the possi-
ble values of packet queueing delay in MCDT models can only be non-negative integers
multiplied by slot time. Consequently, tail distributions of packet queueing delay in
mixed continuous/discrete time models is formally shown to be geometrically bounded.
A mixed continuous/discrete time effective capacity model is proposed to approximate
the CCDF of packet queueing delay by two functions, namely the probability of non-
empty buffer and the success probability of a connection. The mathematical formulae
of average packet delay and jitter are also derived in this chapter.
Finally, we develop a discrete-time simulation platform and conduct a set of sim-
ulation experiments. The empirical CCDFs of packet queueing delay , average delay
and jitter are compared with that from the conventional and revised effective capacity
models. The results indicate that the revised MCDT model, unlike the conventional ef-
fective capacity model, always give close estimations for different channel models. Most
results discussed in this chapter were submitted to the IEEE transaction on wireless
communications [121, 126, 127].
The remainder of this paper is organised as follows: Section 5.2 introduces modelling
of wireless slotted communication systems as MCDT queueing models. In Section 5.3,
the conventional effective capacity model is adapted to the MCDT effective capacity
model. Section 8.2.1.1 discusses the MCDT Effective Bandwidth-Effective Capacity
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Table 5.1: Notations and definitions
Notation
for MCDT
models
Notation
for CT
models
Definition
A(t;Ts) A(t) cumulative bit arrival over the time interval [0, t)
A′(n;Ts) A
′(t) bit arrival at time t or during slot n
α(c)(θ;Ts) α
(c)(θ) Effective Capacity function
D(n;Ts) D(t) delay experienced by the packet arrives at time t or at the
beginning of slot n
γ(c)(µ;Ts)/γm γ
(c)(µ)/γ probability of non-empty buffer
Kmax Dmax delay bound
k normalised delay bound
Ψ(t;Ts) Ψ(t) service characterisation curve
p(c)(µ;Ts) or
pm
success probability of a connection
Q(t;Ts) Q(t) queue length at time t
S(t;Ts) S(t) cumulative actual bit service over the time interval [0, t)
S′(n;Ts) S
′(t) actual bit service
σ
(c)
m σ(c) delay error term of a service characterisation curve
Ts slot time
S˜(t;Ts) S˜(t) cumulative bit service over the time interval [0, t)
S˜′(n;Ts) S˜
′(t) bit service at time t or during slot n
θ(c)(µ;Ts) θ
(c)(µ)/θ QoS exponent of a connection
yn (n+ 1)
st slot boundary
(EB-EC) model and delay distribution characterisation. Analytical and simulation
results are then compared and discussed in Section 5.5. Finally, Section 4.6 concludes
the chapter. The notations for MCDT models and their counterparts for continuous-
time (CT) models are listed in Table 5.1 in alphabetical order.
5.2 System Model
Fig. 5.1 shows the data link layer with interfaces to adjacent layers of a transmitter/re-
ceiver pair of a wireless communication system. On the transmitter side, the packet
generator in the network layer generates packets and pushes them to the queue in the
data link layer. The physical interface retrieves packets from the queue and sends them
to the receiver over the wireless channel. The transmitter part can be represented by
a queueing model, which is shown in Fig. 7.2. The queue size is assumed to be in-
finite and the queue discipline is First-In First-Out (FIFO). If the queueing model is
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Figure 5.1: A transmitter/receiver pair of a wireless communication system
continuous-time, packet arrivals and departures can take place at any time. An example
is shown in Fig. 5.3.
When the system of Fig. 5.1 is time-slotted (the transmitter/receiver pair operates
every time interval), the transmitter part is better described as a discrete-time queueing
model. We take slot 1 as the first slot and define the nth slot boundary yn as the
beginning of slot (n + 1) so y0 is the first slot boundary. A discrete-time queueing
model operates at every slot boundary. By the convention for discrete-time queueing
models [28], packet arrivals occur after a slot boundary while departures take place
before a slot boundary. Fig. 5.4 shows an example.
In this chapter, we use a mixed continuous/discrete time queueing model. Such a
model is an extension of the discrete-time queueing model, in which all events, including
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ServerPacketgenerator Buffer
Figure 5.2: A queueing model
Time axis
Arrival DepartureArrival
Figure 5.3: Packet arrivals and departures in a continuous-time queueing model
arrivals and departures, are measured in time units rather than slots. In detail, the
extension is achieved by using the slot time Ts defined as the duration of a slot with
units of seconds. As direct results, slot n is the time interval [(n − 1)Ts, nTs) and the
slot boundary yn is equivalent to nTs second.
Finally, uncertainties of the wireless channel between the transmitter and receiver
reduce transmission reliability. We assume an ideal transmission, i.e., the instantaneous
channel capacity is based on Shannon’s channel capacity. We follow [4] and further
assume a fluid traffic model (in a fluid traffic model packet lengths are infinitesimally
small) of a constant bit arrival rate µ.
5.3 Mixed Continuous/Discrete-Time (MCDT) Effective
Capacity Model
The continuous-time queueing models and mixed continuous/discrete time queueing
models have differences and commonalities. The end-to-end delay and queue length
in these two models have different attributes. They are discussed in Section 5.3.1
and their differences are the main motivation for developing a new model based on
mixed continuous/discrete time queueing models. Section 5.3.2 illustrates a common
attribute between both models, i.e., end-to-end delay characterisation, which bridges
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Figure 5.4: Packet arrivals and departures in a discrete-time queueing model
the gap between the conventional effective capacity model and the new model. In the
last section (Section 5.3.3), we propose our mixed continuous/discrete-time effective
capacity model.
5.3.1 End-To-End Delay and Queue Length in Continuous-Time
Queueing Models
In a continuous-time queueing model, D(t) and Q(t) are denoted as the end-to-end
delay of the packet arrives at time t and the queue length at time t, respectively. Their
values are closely related to the following stochastic processes:
1. arrival process {A′(t), t ≥ 0}: A′(t) is the bit arrival rate at time t (since we
assume a constant bit arrival rate in Section 5.2, A′(t) equals µ),
2. service process {S˜′(t), t ≥ 0}: S˜′(t) is the bit service rate (the bit rate that the
server is capable to serve) at time t,
3. actual service process {S′(t), t ≥ 0}: S′(t) is the actual bit service rate (the actual
bit rate that is actually served by the server) at time t,
4. cumulative arrival process {A(t), t ≥ 0}: A(t) is the total number of bits arrived
over the time interval [0, t), i.e., A(t) =
∫ t
0 A
′(τ)dτ ,
5. cumulative service process {S˜(t), t ≥ 0}: S˜(t) is the number of bits that the server
is capable to serve over the time interval [0, t), i.e., S˜(t) =
∫ t
0 S˜
′(τ)dτ ,
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6. cumulative actual service process {S(t), t ≥ 0}: S(t) is the number of bits that is
actually served by the server over the time interval [0, t), i.e., S(t) =
∫ t
0 S
′(τ)dτ .
As shown graphically in Fig. 5.5, D(t) is the horizontal difference between {A(t), t ≥ 0}
and {S(t), t ≥ 0} and its possible values can be any non-negative real number:
D(t) ∈ [0,∞) (5.1)
Q(t) is the vertical difference.
For a mixed continuous/discrete queueing model, we use D(n;Ts) and Q(t;Ts) to
denote the end-to-end delay of the packet arrives just after the beginning of slot n and
the queue length at time t, respectively. We also have
1. arrival process {A′(n;Ts), n ≥ 1}: A
′(n;Ts) is the number of bits arrived during
slot n and is a constant because of the assumption of the constant bit arrival rate,
2. service process {S˜′(n;Ts), n ≥ 1}: S˜
′(n;Ts) is the number of bits that the server
is capable to serve during slot n,
3. actual service process {S′(n;Ts), n ≥ 1}: S
′(n;Ts) is the number of bits that is
actually served by the server during slot n.
The cumulative arrival process {A(t;Ts), t ≥ 0}, cumulative bit service process {S˜(t;Ts), t ≥
0} and cumulative actual bit service process {S(t;Ts), t ≥ 0} have the same definitions
as {A(t), t ≥ 0}, {S˜(t), t ≥ 0} and {S(t), t ≥ 0}.
As shown in Fig. 5.6, D(n;Ts) is still the horizontal difference between {A(nTs), n ≥
0} and {S(nTs), n ≥ 0}; Q(t) is still the vertical difference and its value changes only
at slot boundaries.
In Fig. 5.6, the realisations of a cumulative bit arrival process and a cumulative
actual bit service process are staircase functions. Therefore, the possible values of
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D(n;Ts) can be any non-negative integers multiplied by Ts:
D(n;Ts) ∈ {0, Ts, 2Ts, 3Ts, · · · } (5.2)
The change of the possible values of end-to-end delay (from (5.1) to (5.2)) motivates
us to re-investigate the conventional effective capacity model.
5.3.2 End-to-End Delay Characterisation
According to [4], for a given 0 < ǫ ≤ 1, the end-to-end delay characterisation is defined
as the probability bound on a delay bound Dmax satisfies
sup
t
Pr{D(t) > Dmax} ≤ ǫ (5.3)
where supt is the least upper bound of a set. Since D(t) is the horizontal difference
between A(t) and S(t), and A′(t) is a constant, the end-to-end delay characterisation
is associated with the service characterisation.
A service characterisation curve is defined as
Ψ(t) = (µ(t− σ(c)))+ (5.4)
where σ(c) is the delay error term [4]. During a busy period (the buffer is non-empty),
if the beginning of the period is set as time 0 and let σ(c) equal the delay bound Dmax,
we have
sup
t
Pr{S(t) < Ψ(t)} = sup
t
Pr{S˜(t) < Ψ(t)} (5.5)
= sup
t
Pr{D(t) > Dmax} (5.6)
The first equation holds because when the queue is busy, the bit service process is the
same as the actual bit service process. The second equation holds because both the
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events of {D(t) > Dmax} and events of {S(t) < Ψ(t)} indicate the shaded area of Fig.
5.5, in other words, they are the same events.
Similarly, for a given 0 < ǫ ≤ 1, the end-to-end delay characterisation in mixed
continuous/discrete time queueing models is defined as the probability bound on a
delay bound Kmax satisfies
sup
n
Pr{D(n;Ts) > Kmax} ≤ ǫ (5.7)
Since {0, Ts, 2Ts, · · · } are the possible values ofD(n;Ts), they should also be the possible
values that delay bounds Kmax can choose from.
A new service characterisation curve for mixed continuous/discrete time queueing
models is defined as
Ψ(t;Ts) = (µ(Ts⌊t/Ts⌋ − σ
(c)
m ))
+ (5.8)
Ψ(t;Ts) is a staircase function.
During a busy period in a mixed continuous/discrete time queueing model (shown
in Fig. 5.6), if the beginning of the period is set as time 0 and let σ
(c)
m equal the delay
bound Kmax, the following equations are can be derived
sup
nTs
Pr{S(nTs;Ts) < Ψ(nTs;Ts)} (5.9)
= sup
nTs
Pr{S˜(nTs;Ts) < Ψ(nTs;Ts)} (5.10)
= sup
nTs
Pr{D(n;Ts) > Kmax} (5.11)
using the same reasons for (5.6).
The consistency between (5.6) and (5.11) suggests the eligibility of adapting the con-
ventional effective capacity model for mixed continuous/discrete time queueing models.
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Figure 5.5: Graphical interpretations of D(t) and Q(t) in a continuous-time queueing
model
5.3.3 Mixed Continuous/Discrete-Time Effective Capacity Model
Assume that the bit service process {S˜′(n;Ts), n ≥ 0} is stationary and the asymptotic
log-moment generating function of S˜(t;Ts), defined as
Λ(−θ;Ts) = lim
n→∞
1
n
logE[e−θS˜(n;Ts)] (5.12)
exists for all θ > 0. The effective capacity function is defined as
α(c)(θ;Ts) =
−Λ(−θ;Ts)
θ
, for all θ (5.13)
Consider a mixed continuous/discrete time queue supplied by a packet generator of
a constant bit arrival rate µ. If there is a unique solution θ(c)(µ;Ts) of the equation
α(c)(θ;Ts) = µ (5.14)
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the probability of D(n;Ts) exceeding a delay bound Kmax satisfies
sup
n
Pr{D(n;Ts) > Kmax} ≈ γ
(c)(µ;Ts)e
−θ(c)(µ;Ts)Kmax , (5.15)
Kmax ∈ {0, Ts, 2Ts, · · · } (5.16)
γ(c)(µ;Ts) is again called the probability of non-empty buffer because
γ(c)(µ;Ts) = sup
n
Pr{D(n;Ts) > 0} (5.17)
= sup
t
Pr{Q(t;Ts) > 0} (5.18)
and θ(c)(µ;Ts) is the QoS exponent of a connection.
If we substitute e−θ
(c)(µ;Ts) and Kmax in (5.16) with (1 − p
(c)(µ;Ts))
1/Ts and kTs,
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we have
sup
n
Pr{D(n;Ts) > kTs} ≈ γ
(c)(µ;Ts)(1− p
(c)(µ;Ts))
k, (5.19)
k ∈ {0, 1, 2, · · · } (5.20)
The tail distribution of packet end-to-end delay in (5.19) is geometrically bounded be-
cause the distribution of D(n;Ts) given D(n;Ts) > 0 is approximately a geometric
distribution. So p(c)(µ;Ts) in (5.19) is called the success probability of a connection.
γ(c)(µ;Ts) and p
(c)(µ;Ts) are functions of the constant bit arrival rate µ and the slot
time Ts. They both define our proposed mixed continuous/discrete time effective ca-
pacity model. For the rest of paper, we will use γm and θm, which are shorthand for
γ(c)(µ;Ts) and p
(c)(µ;Ts), respectively.
Finally, the average delay and jitter in a MCDT queueing system are derived as:
Proposition 5.3.1 The average delay and jitter can be expressed as
average delay = µD = E[D] =
γm
pm
· Ts (5.21)
jitter = σD =
√
E[D − µ]2 =
√√√√(2(1− pm)γm
p2m
+
γm
pm
−
(
γm
pm
)2)
· Ts (5.22)
For a proof of Proposition 5.3.1, see Appendix A.4.
5.4 Method and Simulation Platform
The same methodology explained in Chapter 4, Section 4.4 is adopted in this chapter.
Furthermore, apart from the multi-hop architecture, the simulation platform is identical
to the one in Chapter 4.
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Table 5.2: Simulation parameters
Parameter Value
Average channel capacity (Kbps), rAGWN 100
Average SNR (dB) 15
Channel model Rayleigh or
Rice Distribu-
tion
Constant bit arrival rate (Kbps), µ 75
K factor: K 3
Maximum Doppler rate (Hz), fm 5 or 10
Slot time (ms), Ts 5 or 10
Total packets generated in each simulation 1 Million
5.4.1 Simulation Settings
Two different slot times are used: 1ms (1ms is used in [4]) and 10ms (10ms is one
option of TTI in the UMTS standard [128]); two types of fading channels are used:
Rayleigh fading channel that represents non-line-of-sight communications and Rician
fading channel that represents line-of-sight communications; two different Doppler rates
are used: 5Hz and 10Hz (suppose the carrier frequency is 2.4GHz and the angle of arrival
is 0 degree. 5Hz and 10Hz maximum Doppler rates correspond to 6.25m/s and 12.5ms/
of node speed, respectively). The other simulation parameters are listed in Table 7.2
in alphabetical order. We have eight simulation runs in total and collect realisations of
the delay process and queue length process from each simulation.
5.4.2 MCDT Effective Capacity-based Estimator
Suppose we observe a wireless slotted communication system at every slot boundary
for a total N slots over a period of (NTs) seconds. At the n
th(n ≥ 1) slot boundary, we
record two quantities: the indicator of whether the buffer is non-empty 1{Q(nTs;Ts) >
0} (1 if the buffer is non-empty and 0 otherwise), the queue length Q(nTs;Ts). There-
fore, we have one realisation of an indicator process {1{Q(nTs;Ts) > 0}, n ≥ 1} and
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one of a queue length process {Q(nTs;Ts), n ≥ 1}, each of which have N samples, i.e.,
1{q > 0} = {1{q[1] > 0},1{q[2] > 0},1{q[3] > 0}, · · · ,1{q[n] > 0}} (5.23)
q = {q[1], q[2], q[3], · · · , q[N ]} (5.24)
The indicator process and the queue length process are two stochastic processes and
are assumed to be stationary and ergodic.
It is shown in [129] that if the bit service process {S˜′(n;Ts), n ≥ 1} is stationary and
ergodic and E[S˜′(n;Ts) > µ], then the queue length process {Q(nTs;Ts), n ≥ 1}
converges in distribution to a random variable Q(∞;Ts) when n goes to ∞
and will eventually agree with a stationary and ergodic process. Furthermore,
1{Q(nTs;Ts) > 0} is 1 when Q(nTs;Ts) > 0 and is 0 otherwise. Hence, a station-
ary and ergodic queue length process suggests a stationary and ergodic indicator
process.
In Sections 5.4.2.1 and 5.4.2.2, we adapt the conventional estimator of [4] to esti-
mate γm and θm of the mixed continuous/discrete time EC model. The computational
complexity performances of the conventional estimator and the revised estimator are
compared in Section 5.4.2.3.
5.4.2.1 Estimator for γm
The following equation is a standard result if an indicator process is stationary and
ergodic:
E[1{Q(Ts;Ts) > 0}] = E[1{Q(nTs;Ts) > 0}] (5.25)
= lim
N→∞
1
N
N∑
i=1
1{Q(iTs;Ts)} (5.26)
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The expectation of 1{Q(Ts;Ts) > 0} is equivalent to Pr{Q(Ts;Ts) > 0} because
E[1{Q(Ts;Ts) > 0}] = Pr{Q(Ts;Ts) = 0} · 0 (5.27)
+ Pr{Q(Ts;Ts) > 0} · 1 = Pr{Q(Ts;Ts) > 0} (5.28)
From (5.18), γm is unbiasedly estimated by
γˆm =
1
N
N∑
i=1
1{qi > 0} (5.29)
5.4.2.2 Estimator for pm
If a queue length process is stationary and ergodic, the delay process {D(n;Ts), n ≥ 1}
is also stationary and ergodic. Consequently, the CCDF of D(n;Ts) is identical to that
of D(1;Ts) and (5.19) becomes
sup
n
Pr{D(n;Ts) > kTs} = Pr{D(1;Ts) > kTs} (5.30)
≈ γm(1− pm)
k, k ∈ {0, 1, 2, · · · } (5.31)
In (5.31), the distribution of D(1;Ts) given D(1;Ts) > 0 approximates a geometric
distribution, so the expectation of D(1;Ts) given D(1;Ts) > 0 is the reciprocal of pm.
The expectation of D(1;Ts) can be easily derived as
E[D(1;Ts)] =
Tsγm
pm
(5.32)
On the other hand, because of the property of stationarity and ergodicity, the ex-
pectation of queue length E[Q(Ts;Ts)] is the sample mean of a realisation with infinitely
long samples, i.e.,
E[Q(Ts;Ts)] = lim
N→∞
1
N
N∑
i=1
qi (5.33)
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Hence, the unbiased estimator for E[Q(Ts;Ts)] is given by
̂E[Q(Ts;Ts)] = qˆ =
1
N
N∑
i=1
qi (5.34)
Furthermore, Little’s law gives a simple relation among the bit arrival rate and the
expectations of queue length and queueing delay by [130]
E[Q(Ts;Ts)] = µ · E[D(1;Ts)] (5.35)
By combining (5.32), (5.34) and (5.35), we have an unbiased estimator for pm:
pˆm = µ
Tsγˆm
qˆ
(5.36)
5.4.2.3 Computational Complexities of the Conventional Estimator and
the Revised Estimator
Given the same realisations s of (5.23) and q of (5.24), the conventional estimators for
γ and θ in [4] are estimated as follows:
γˆ =
1
N
N∑
i=1
1{qi > 0} (5.37)
θˆ =µ
γˆ
qˆ
(5.38)
Since (5.29) and (5.37) are exactly the same and the ratio of (5.36) to (5.38) is Ts, we
conclude that the computational complexities of the conventional estimator and the
revised estimator are the same.
5.5 Results and Discussion
Fig. 5.7 shows results of CCDFs of packet end-to-end delay in various values of Ts (1ms,
5ms and 10 ms). The figures of the left column are results under Rayleigh fading channel
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(a) Rayleigh fading channel, Ts=1ms
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(b) Rician fading channel, Ts=1ms
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(c) Rayleigh fading channel, Ts=5ms
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(d) Rician fading channel, Ts=5ms
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(e) Rayleigh fading channel, Ts=10ms
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(f) Rician fading channel, Ts=10ms
Figure 5.7: Empirical and fitted CCDFs of end-to-end packet delay under different
fading channels
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Table 5.3: Estimated γ(µ), θ(µ), γm(µ;Ts) and pm(µ;Ts) from the revised and conven-
tional estimator
Wireless Situation Revised Estimator Conventional Estimator
Channel fm (Hz) Ts (ms) γˆm pˆm γˆ θˆ
Rayleigh 5 1 0.61 0.05 0.61 51.55
Rayleigh 5 5 0.51 0.22 0.51 44.52
Rayleigh 5 10 0.40 0.38 0.40 37.72
Rayleigh 10 1 0.58 0.10 0.58 98.05
Rayleigh 10 5 0.40 0.38 0.40 75.44
Rayleigh 10 10 0.28 0.57 0.28 56.88
Rician 5 1 0.38 0.04 0.38 38.83
Rician 5 5 0.31 0.18 0.31 35.62
Rician 5 10 0.26 0.33 0.26 32.55
Rician 10 1 0.36 0.08 0.36 75.26
Rician 10 5 0.26 0.33 0.26 65.10
Rician 10 10 0.18 0.55 0.18 54.98
and the ones of the right column are results under Rician fading channel. Furthermore,
each figure contains results of 5Hz and 10Hz maximum Doppler rates. x-axes are delay
bound in millisecond and y-axes are the delay bound violation probability in log scale.
Empirical CCDFs are obtained from the realisations of delay processes.
From the figures, the fitted CCDFs from the revised estimator are always closer to
the empirical CCDFs than that from the conventional estimator. Specially under the
10Hz maximum Doppler rate in Fig. 5.7e, the estimation result given 60ms delay bound
from the revised estimator achieves one order of magnitude improvement comparing
with the estimate from the conventional estimator. This finding indicates that the
MCDT effective capacity model is more suitable for modelling packet delay in time-
slotted wireless communication systems. Table 5.3 lists the estimated γ(c)(µ)s, θ(c)(µ)s,
γms and θms in all simulation scenarios.
Table 5.4 lists the average delay and jitter from simulation results, estimation results
from conventional and revised estimations in all simulation scenarios. It can also be
concluded that the MCDT effective capacity model developed in this chapter gives
better characterisation of delay performance than the conventional effective capacity
model.
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Table 5.4: Descriptive statistics of end-to-end packet delay
Wireless Situation Average Jitter
delay (ms) (ms)
Channel fm (Hz) Ts (ms) Sim. Sim. Est. Est. [4]
Rayleigh 5 1 11.92 17.43 17.90 17.56
Rayleigh 5 5 11.37 17.94 19.53 18.02
Rayleigh 5 10 10.73 18.51 21.30 18.61
Rayleigh 10 1 5.93 8.98 9.26 8.94
Rayleigh 10 5 5.37 9.26 10.65 9.31
Rayleigh 10 10 4.92 9.98 12.20 9.98
Rician 5 1 9.73 20.24 20.16 19.91
Rician 5 5 8.67 18.96 20.29 19.19
Rician 5 10 7.85 18.10 20.51 18.50
Rician 10 1 4.77 9.98 10.20 9.96
Rician 10 5 3.93 9.05 10.26 9.25
Rician 10 10 3.20 8.48 10.30 8.61
Furthermore, the differences between estimates from both estimators when Ts=10ms
are much more significant than that when Ts=1ms. Such a finding is intuitive because
when Ts = 0, a mixed continuous/discrete time queueing model becomes a continuous-
time queueing model and both estimators will eventually produce the same estimate.
5.6 Conclusions
In this chapter, we model wireless slotted communication systems as MCDT queueing
models. Such a model is an extension of the discrete-time queueing model, which further
considers the effect of slot time. In Section 5.3, the conventional effective capacity
model was adapted to MCDT queueing models. An MCDT effective capacity model
was proposed to approximate the CCDF of packet end-to-end delay by two functions,
namely the probability of non-empty buffer and the success probability of a connection.
An estimation algorithm for these two functions was developed in this chapter as well.
The distribution fitting technique (the same as one in Chapter 4 Section 4.4) was
adopted. The procedure of building a simulation platform was described in Section
4.4.3. An estimator based on this MCDT effective capacity model was developed in
Section 4.4.3.
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In Section 5.5, several simulations with different slot times, wireless channel models
and maximum Doppler rates were carried out. The simulation results showed that
the revised estimator was accurate in estimating CCDFs and was much more accurate
than the conventional estimator when slot times are long (10ms slot time). This is
attributed to the fact that the conventional estimation algorithm is developed based
on continuous-time queueing models, which do not behave in a time-slotted manner.
In summary, the MCDT effective capacity model is an appropriate tool for analysing
delay performances in wireless slotted communication systems.
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Estimation of End-to-End Delay
Distributions in the IEEE
802.16-2004 Networks
6.1 Introduction
The simulation platforms built in Chapters 4 and 5 were based on ideal point-to-point
communications. The cross-layer simulation concept is a new way to consider the
Quality of Service (QoS) in networks [131]. The cross-layer design shares information
between not necessarily adjacent levels; it is used to achieve optimistic performance
[132, 133, 134]. In the literature, research on network performance in the IEEE 802.16j
Mobile Multi-hop Relay (MMR) networks is limited to the analysis of network through-
put and average packet delay [135, 136, 25, 137, 138, 139, 140].
In this chapter, a new realistic cross-layer simulation platform is developed using
Simulink and it integrates the IEEE 802.16-2004 physical layer, a simplified link layer
and network layer to introduce the concept of multi-hop architectures.
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Figure 6.1: Cross-layer simulation platform based on the IEEE 802.16-2004
Simulink, developed by the MathWorks, Inc. is a data flow graphical programming
language tool for modelling, simulating and analysing multi-domain dynamic sys-
tems. Other simulators also have sufficient communication structures but Simulink
is chosen due to its wide availability.
Such a simulation platform enables users to answer the essential question posed in
this thesis: is it possible to use the multi-hop effective capacity model and Mixed
Continuous/Discrete-Time (MCDT) effective capacity model to estimate end-to-end
delay performances in realistic communication scenarios? Most results discussed in this
chapter have been published in the ICT 2011 conference proceedings and the WCNC
2013 conference proceedings [65, 141].
The rest of the chapter is structured as follows: Section 6.2 explains the important
building blocks of the simulator and how the Lindley equation is used. Results for
multi-hop scenarios and single-hop scenarios are illustrated and discussed in Sections
6.3. Section 6.4 concludes the chapter.
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6.2 Simulation Platform
One major difference between the pure physical-layer simulation and cross-layer simu-
lation is the assumption of traffic patterns. In detail, the pure physical-layer simula-
tion assumes there are always binary bits coming from the upper-layer, whereby the
objective of such simulation is to investigate Bit Error Rate (BER). The cross-layer
simulation uses a queue that provides memory to store extra bits until such bits can
be transmitted. By using this method, from the physical-layer simulation view point,
the assumption that there is a continuous stream of binary bits will be invalid (except
for the special case when the buffer in the link layer is assumed to be of infinite ca-
pacity). Therefore the physical-layer has to be idle for statistically distributed time
periods when there are no bits to serve. Conversely, from the link-layer point of view,
the network may take different forms of the packet inter-arrival time distribution and
the packet departure distribution. Therefore, the objective of the cross-layer simulation
is to investigate QoS performances.
The simulation platform is developed based on the layer-3 type of implementations
(discussed in Chapter 2, Section 2.2.2) and the system model of Fig. 4.1 to resemble
the IEEE 802.16j (discussed in Chapter 2, Section 2.2.3.2). However, it contains some
modifications:
1. Each node uses dedicated frequency bands to transmit and receive signals;
2. The scalable OFDMA and the Multiple-Input Multiple-Output (MIMO) tech-
nologies are not implemented although they are supported in the IEEE 802.16j
standard;
3. There will no packet overhead insertion in each layer.
The operations performed at each node are shown in Fig. 6.1 and details in each layer
are explained in Sections 6.2.1, 6.2.2 and 6.2.3.
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Figure 6.2: The IEEE 802.16j Physical-layer Implementation
6.2.1 Physical-layer Implementation of the IEEE 802.16-2004
Fig. 6.2 shows the physical-layer building blocks based on the IEEE 802.16-2004 stan-
dard. The standard uses Orthogonal Frequency-Division Multiple Access (OFDMA)
as the primary channel access mechanism to mitigate the Non-Line-Of-Sight (NLOS)
effect. Other contemporary technologies are also used, including Forward Error Cor-
rection (FEC), consisting of a Reed-Solomon (RS) outer code concatenated with a
rate-compatible inner convolutional code (CC), Data interleaving and Adaptive Modu-
lation and Coding (AMC) scheme. The IEEE 802.16-2004 simulation model is available
in the Simulink library[142] and is integrated in our simulator.
6.2.2 Link-layer Implementation
As shown in Fig. 6.1, the Automatic Repeat reQuest (ARQ) scheme is used to ensure a
reliable transmission because bit errors are unavoidable in real-world communications
and so are packet errors. There are several ways to detect an erroneous packet in
a computationally-efficient manner, such as using Cyclic Redundancy Check (CRC).
However, an ideal assumption is assumed in our simulation, i.e., the ACK indicator is
computed by comparing the received packet and the original packet transmitted.
Since the AMC scheme is in use, the service rate at slot n, which is denoted by r[n],
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is calculated based on the feedback on the estimated Signal-to-Noise Ratio (SNR) of a
wireless channel at slot (n− 1) that is estimated at the receiver side. Therefore, r[n] is
time-varying.
Finally, the Lindley equation for queueing length processes (2.34) (see Chapter 2,
Section 2.4.5.2) is adopted to calculate the sequences of queue length and departure
bits. When ARQ scheme is switched on, the following algorithm is implemented (this
algorithm and the next one are written in Matlab code because any Simulink model is
able to execute Matlab codes).
i f ( ack [ n−1] == 1)
s [ n ] = min( q [ n−1] + a [ n ] , r [ n ] ) ;
q [ n ] = max(0 , q [ n−1] + a [ n ] − r [ n ] ) ;
else
s [ n ] = min( q [ n−1] + a [ n ] + s [ n−1] , r [ n ] ) ;
q [ n ] = max(0 , q [ n−1] + a [ n ] + s [ n−1] − r [ n ] ) ;
end
When ARQ scheme is switched off (the non-ARQ scheme is mainly for multimedia
services that are delay-sensitive but accept some packet loss in data streams [143]), an
alternative algorithm is implemented:
s [ n ] = min( q [ n−1] + a [ n ] , r [ n ] ) ;
q [ n ] = max(0 , q [ n−1] + a [ n ] − r [ n ] ) ;
6.2.3 Layer-3 Relay Implementation
Since packets departed from each node have two possible destinations:
1. the next node along the routing path
2. other nodes outside the routing path
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Table 6.1: Simulation parameters
Parameter Value
Bandwidth (MHz) 3.5
Channel model Rician three-path distribution
Delay vector (ms) [0 0.4 0.9]*1e-3
Gain vector (dB) [0 -5 -10]
3-hop Scenario
Average SNR (dB) 15
Average traffic load (Mbps) 2.08 or 2.60
K-factor 3
Maximum Doppler rate (Hz) 10
OFDM symbol time: Ts (ms) 0.072
Simulation time (seconds) 15
Traffic correlation index: p 25% or 75%
Single-hop Scenario
Average SNR (dB) 9 or 12
Constant inter-arrival time (slot) tc 1
K-factor 0.5
Maximum Doppler rate: fm (Hz) 0.5
OFDM Symbol time: Ts 4.96 ms
Simulation time (second) 30
Traffic load (Mbps) 2.12
The cross-layer emulator in Fig. 6.1 acts as a routing decision maker that decide if a
packet is to be relayed to its following node or not. In the mean time, each node will
generate a certain amount of packets that emulates either local traffic or traffic from
other sources outside the routing path.
6.2.4 Simulation Settings
6.2.4.1 Multi-hop Scenarios
Consider every channel between relay stations has a strong Line-of-Sight (LoS) com-
ponent. In the simulation, the Rician fading channel is assumed. Four simulation sce-
narios are investigated: 1) light traffic load and weak traffic correlation (µ = 2.12Mbps
and p = 0.25), 2) light traffic load and strong traffic correlation (µ = 2.12Mbps
and p = 0.75), 3) heavy traffic load and weak traffic correlation (µ = 2.65Mbps and
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p = 0.25) and 4) heavy traffic load and strong traffic correlation (µ = 2.65Mbps and
p = 0.75). Other values of simulation parameters are listed in Table 6.1.
6.2.4.2 Single-hop Scenarios
According to the deployment details described in [27, 144], the wireless bandwidth
in simulation is 3.5 MHz, a physical-layer frame contains 69 OFDM symbols and its
duration is 4.968ms. Packets in the link-layer buffer are served and new packets arrive
at the buffer every 4.968 ms. The packet generator generates a constant input rate
with a constant packet length of 10,000 bits.
Two scenarios are simulated: the average SNR is 9dB and the average SNR is 12
dB (values of the receiver SNR assumptions are proposed in Table 266 of the IEEE
802.16e amendment of the standard [145]). A three-path Rician fading channel model
is assumed to represent Line-of-Sight (LoS) communications. Table 6.1 lists simulation
parameters used in the paper.
6.3 Results and Discussion
The results in the multi-hop and single-hop IEEE 802.16-2004 network are presented in
Sections 6.3.1 and 6.3.2, respectively. For multi-hop scenarios, the estimator developed
in Chapter 4, Section 4.4.3 is adopted to estimate delay performances. For single-hop
scenarios, the estimator developed in Chapter 5, Section 5.4.2 is adopted.
6.3.1 Multi-hop Scenarios
Fig. 6.3 show the simulation and analysis results under different traffic loads. The
X-coordinates are Delay Bounds (the unit is milliseconds), and the Y-coordinates are
Delay Bound Violation Probabilitys (DBVPs). Simulation results are shown in red
solid lines, while estimation results are shown in blue dashed lines. Moreover, results of
different traffic correlations are grouped and pointed out by upper arrows with traffic
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Figure 6.3: Empirical and fitted CCDFs of end-to-end packet delay
correlation indices underneath. Table 6.3 summarises the simulation and estimation
results of average delay and jitter under different conditions.
On the basis of the results in figures and tables, simulation results well match the
estimation results, showing the accuracy of the multi-hop effective capacity model.
Additionally, the results indicate that the delay performance will be affected by tuning
the value of traffic load or traffic correlation index, which is thoroughly discussed in
[114].
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Table 6.2: Estimated parameters from the multi-hop effective capacity-based and
MCDT effective capacity-based estimators
Wireless Situation 3-hop effective capacity model
3-hop scenario
µ (Mbps) r SNR (dB) γˆ1 γˆ2 γˆ3 θˆ1 θˆ2 θˆ3
2.08 0.25 15 0.17 0.29 0.32 872.33 604.41 569.58
2.08 0.75 15 0.16 0.30 0.33 857.87 604.92 585.01
2.60 0.25 15 0.49 0.53 0.53 388.90 287.47 322.65
2.60 0.75 15 0.50 0.53 0.54 387.28 256.84 274.42
MCDT effective capacity model
Single-hop scenario
γˆm pˆm
2.12 1 9 0.51 0.17
2.12 1 12 0.12 0.56
Table 6.3: Descriptive statistics in different wireless situations
Wireless Situation Avg. E2E delay Jitter
3-hop scenario
µ (Mbps) p SNR (dB) Sim. (ms) Est. (ms) Sim. (ms) Est. (ms)
2.08 0.25 15 1.24 1.24 2.16 1.85
2.08 0.75 15 1.25 1.25 2.16 1.85
2.60 0.25 15 4.76 4.76 5.17 4.67
2.60 0.75 15 5.32 5.32 5.40 5.22
Single-hop scenario
2.12 1 9 15.22 25.23 24.59
2.12 1 12 1.08 3.51 3.55
6.3.2 Single-hop Scenarios
Fig. 6.4 shows simulation and estimation results when the SNR of the wireless channel
is 9 dB and 12 dB. The X-coordinate is the queueing delay (the unit is milli seconds)
and the Y-coordinate is the Delay Bound Violation Probability (the unit is percentage).
There are three lines in each figure, the simulation result is shown in solid circles, the
estimation result obtained from revised estimation algorithm is plotted in a line with
squares and the line with cross symbols is from the conventional algorithm. It is clear
that for both simulation scenarios, the revised estimation algorithm gives results that
are very close to those obtained from full cross-layer simulations, and are more accurate
than those estimated by Wu’s estimation algorithm.
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Figure 6.4: Empirical and fitted CCDFs of end-to-end packet delay
Table 6.3 compares simulation results with estimation results regarding the average
end-to-end delay and jitter, which validates the accuracy of the revised estimation
algorithm. Besides, the BER results are 7.7e-3 and 3.4e-3 for 9 dB scenario and 12 dB
scenario, respectively. in this chapter, we only measure BERs and refer the discussion
of the effects of BER performance to [146, 147, 148].
6.4 Conclusions
In this chapter, a realistic cross-layer simulation platform was designed. The plat-
form was implemented using Simulink, however, it is generic nature would allow it to
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be equivalently implemented using other simulation/mathematical modelling software.
The simulator implements the key building blocks in physical, link and network layers
and is used to 1) evaluate the link-layer end-to-end delay performance and verify the
performances of the multi-hop effective capacity model and MCDT effective capacity
model.
Two scenarios were considered: multi-hop communication systems with ARQ and
single-hop communication systems with non-ARQ. In the first scenario, different traffic
loads and traffic correlations were conceived. In the second scenario, different channel
conditions were conceived.
In each scenario, delay values of every packet were collected to obtain Complemen-
tary Cumulative Density Function (CCDF) of a packet delay, average delay and jitter.
The simulation results of delay performances and estimation results from the methods
in Chapters 4.4.3 or 5.4.2 are in good agreement, indicating that it may be appropriate
to use the multi-hop effective capacity model and MCDT effective capacity model to
characterise delay performances for relay wireless communication systems.
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Estimation of End-to-End Frame
Delay Distributions in Wireless
Tele-ultrasonography Medical
Systems
7.1 Introduction
Ultrasonography systems are commonly used in medical diagnosis for various medical
conditions [149]. What is termed as wireless tele-ultrasonography medical systems
are the systems that transmit the ultrasonic images over wireless telecommunication
networks. The nature of the images and the application necessitates specialised system
design parameters including Quality of Service (QoS).
In wireless tele-ultrasonography medical systems, the concept of Medical Quality
of Service (M-QoS) was introduced in [150]. M-QoS was defined as the “augmented re-
quirements of critical mobile health-care applications with respect to traditional wireless
QoS requirements” and considers diagnostic image quality, frame rate and end-to-end
delay [150]. Table 7.1 shows an example of M-QoS metrics for a tele-ultrasonography
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scenario. The major drive for defining end-to-end delay constraints is because in video
streaming applications, if a video frame does not arrive on time, the play out process
will pause, which is a highly undesired effect.
Earlier work in this area focused on video quality enhancement using Q-learning
approach [150, 151, 152] or cross-layer adaptation to wireless transmission medium
[153, 154, 155]. Evaluations of average end-to-end delay and jitter were carried out in
[156, 157, 158]. However, the work mentioned above did not study end-to-end delay
distributions, which provide complete information of end-to-end delay.
In this chapter, it is the first time that the effective capacity technique is adopted
to characterise and estimate end-to-end delay distributions in wireless medical systems.
The estimator developed in Chapter 5, Section 5.4.2 is directly applied to such systems.
To validate the accuracy of the estimation algorithm, a cross-layer simulation platform
is built to represent a wireless tele-ultrasonography medical system. The platform
includes link-layer functions and physical-layer implementations that follow the fixed
Worldwide Interoperability for Microwave Access (WiMAX) standard. Furthermore, a
real ultrasound medical video from a portable ultrasound machine is MPEG-2 encoded
and is transmitted in the platform. The simulation results from the platform are
compared with the estimation results from the estimation algorithm. Most results
discussed in this chapter were accepted to be presented in the GLOBECOM 2013
conference [159].
The rest of the chapter is structured as follows: Section 7.2 introduces a wireless
tele-ultrasonography medical system and its system model. In Section 7.3, the details of
the simulation platform is described. Results are illustrated and discussed with respect
to M-QoS metrics in Section 7.4. Section 7.5 concludes the chapter.
7.2 System Model
A wireless tele-ultrasonography medical system is shown in Fig. 7.1. Such a system is
composed of an expert site, a wireless communication media and a patient site. Ultra-
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Table 7.1: m-QoS for a tele-ultrasonography scenario [146]
m-QoS metrics Acceptable values
end-to-end delay < 350 ms
Frames per second (FPS) > 5
Image quality (PSNR) > 36 dB
Image quality (SSIM) > 0.9
Ultrasound frame sizes 4×CIF (4CIF) (704×576)
(x × y pixels) Common Intermediate Format (CIF) (352×288)
Quarter CIF (QCIF) (144×176)
Video
encoder
Video
decoder
Encoded
video
frames
Patient station Expert station
Compressed
video
frames
Communication media
Original
video
frames
IP Network
Encoded
video
frames
Figure 7.1: Wireless tele-ultrasonography medical system
sound videos are generated on patient sites and are transmitted through communication
networks to expert sites for diagnosis. Video encoder and decoder are used to compress
raw videos and make them suitable for transmission. Further details on this system are
described in [160, 161].
The communication media block in Fig. 7.1 may be modelled as a queueing model.
Fig. 7.2 shows a system model of a wireless tele-ultrasonography medical system model.
As seen in the figure, raw video frames are a sequence of fix-sized frames that are gen-
erated from the video generator every tc seconds; the video encoder encodes raw video
frames and output encoded video frames (compressed variable-length binary sequences)
every tc seconds. The queue discipline is assumed to be First-In First-Out (FIFO) and
queue size is assumed to be infinite.
Consider High Speed Packet Access (HSPA) andWiMAX systems, in which physical-
layer frames are transmitted every Transmission Time Interval (TTI). Let Ts denote
the duration of a slot (or a TTI). For such systems, the queueing model in Fig. 7.2 is
better described as being Mixed Continuous/Discrete-Time (MCDT) (MCDT queueing
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Figure 7.2: System model of a wireless tele-ultrasonography medical system
systems are discrete-time systems with consideration of slot time Ts and described in
Chapter 5, Section 5.3). By convention, frames arrive after slot boundaries and depart
before slot boundaries [28].
7.3 Simulink Simulation Platform
Fig. 7.3 shows a cross-layer Simulink simulation platform based on the system model
of Fig. 7.2. Since it is a single-hop scenario, the network layer can be safely ignored
and the platform only implements three layers, namely, physical layer, link layer and
application layer. The physical-layer implementation is identical to the implementation
described in Chapter 6.2.1.
Similar to Chapter 6.2.2, the link-layer implementations include a link-layer queue
and radio-control functions (retransmission control by Automatic Repeat reQuest (ARQ),
and video frame segmentation/reassembly). The encoded video frames are stored in
a link-layer buffer. By following the assumptions made in Section 7.3, the queue dis-
cipline is set to be FIFO and the queue size is set to be large enough so that queue
overflow is eliminated.
In the implementation, an extra process, which is different from that in Section
6.2.2, is required to solve the following two questions: 1) what bits should be sent and
2) when the bits should be sent.
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[0 1 0 0 1 1 1 0 ....bitstream:
index: 1 2 3 4 5 6 7 8 ....
idx[3] idx[4]
Figure 7.4: Indexing operation
The first problem is solved by a vector bitstrem, and the second is addressed by a
vector idx. Fig. 7.4 shows an example vector bitstrem that contains the information of
a medical video. The values of idx[n] and idx[n-1] are used to indicate which bits should
be sent at slot n, i.e., bitstream[idx[n-1] + 1, idx[n]]. The values of idx[n] and idx[n-1],
together with queue length and output bit length, are calculated from the algorithm
(this algorithm is written in Matlab code) below:
i f ( ack [ n−1] > 0)
s [ n ] = min( q [ n−1] + a [ n ] , r [ n ] ) ;
q [ n ] = max(0 , q [ n−1] + a [ n ] − r [ n ] ) ;
idx [ n ] = idx [ n−1] + s [ n−1] ;
else
s [ n ] = min( q [ n−1] + a [ n ] + s [ n−1] , r [ n ] ) ;
q [ n ] = max(0 , q [ n−1] + a [ n ] + s [ n−1] − r [ n ] ) ;
idx [ n ] = idx [ n−1] ;
end
MPEG-2 encoder is used for video compression. Its implementations are shown in
Fig. 7.3 and are based on the ISO/IEC 13818-2 standard [162].
7.3.1 Simulation Settings
The raw video captured from a portable ultrasound machine has a frame rate of 25
FPS. According to the system model described in Section 7.3, the encoded video (the
124
CHAPTER 7
Table 7.2: Simulation parameters
Parameter Value
MPEG-2 encoder
Chroma sub-sampling format 4:2:0
Frame type pattern I P P P P
Motion vector search Logarithmic type
Scales for I and P-frames 5 or 7
Fixed WiMAX network
Average SNRs (dB) 7, 12 or 19
Bandwidth: BW (MHz) 3.5
Channel model Rician three-path channel
Delays of three paths (ms) [0 0.4 0.9]*1e-3
Gains of three paths (dB) [0 -5 -10]
K-factor 0.5
Maximum Doppler rate (Hz) 0.5
Simulation time (second) 30
TTI or slot time: Ts (ms) 4.968 (69 OFDM symbols)
video frames are fed into the link-layer block) also has a frame rate of 25 FPS so tc is
40 ms in this case.
Three wireless environments are used: average SNRs of 7 dB (low SNR), 12 dB
(medium SNR) and 19 dB (high SNR). Together with two different scale factors,
there are six simulation scenarios. Parameters for the MPEG-2 encoding and the fixed
WiMAX network are listed in Table 7.2.
7.4 Results and Discussion
The basic video analysis is carried out and presented in Section 7.4.1. In Section
7.4.2, the simulation results are contrasted with those obtained from the estimator (see
Chapter 5, Section 5.4.2).
7.4.1 Analysis of Video Qualities
The raw video is of resolution 320 x 240 (nearly a CIF). Properties of the raw video
are summarised in the second column of Table 7.3.
125
CHAPTER 7
Table 7.3: Video properties, qualities and compression ratios among
raw videos and compressed videos
Raw video Scale = 5 Scale = 7
Data compression ratio 1:1 118.62:1 132.31:1
Frame rate (fps) 25 — —
Frame size 320×240 —1 —
(pixels×pixels)
PSNR (dB) ∞ 41.66 39.06
SSIM 1 0.977 0.964
Total frames 750 — —
Video length (second) 30 — —
1 Same as the raw video
Two quantisation scale factors (5 and 7) for I and P-frames are used. The scale
factor has a trade-off between quality and compression. The average Peak Signal-to-
Noise Ratio (PSNR) values, Structural Similarity (SSIM) indices and data compression
ratios using these two scale factors are listed in Table 7.3. It is shown that 1) both
of their image qualities meet the requirements of M-QoS and 2) the scale factor of 7
results in better compression but at the expense of worse quality.
Fig. 7.5a shows video frame lengths when Scales are 5 and 7. As seen from the
figure, the frames when Scale is 5 are always larger than that when Scale is 7.
Figs. 7.5b, 7.5c and 7.5d show the comparative visual results for the first frame
of three videos. The frame from the raw video is reported in Fig. 7.5b; the MPEG-2
decoded frames are shown in Figs. 7.5c and 7.5d. By visual inspection, it can be seen
that Fig. 7.5c presents a higher visual quality than Fig. 7.5d because Fig. 7.5c is
decoded from the encoded video with the scale factor of 5.
7.4.2 Performance of the Estimator
Since there are 750 frames in the ultrasound video, 750 samples of frame delays will be
obtained in each simulation.
Table 7.4 shows delay performances in each simulation scenario. It is seen that
when the SNR is 7 dB and the scale factor is 5, the average end-to-end delay fails
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Figure 7.5: Video frame lengths and comparative visual results of medical video images
((c) and (d) after MPEG-2 decoding)
to meet the 350 ms delay requirement. In such a situation, the system is not stable
because the bit rate coming to the system is higher than the system capacity, making
the system overloaded. The average end-to-end delays of the other five scenarios are
well below the threshold of 350 ms. However, the average delay when the SNR is 7
dB and the scale factor is 7 is considerably high and 30% of video frames experienced
delay more than 350 ms. The system in this situation is heavily loaded due to the low
system capacity when the SNR is low. Table 7.4 also lists estimated average delays
and jitters in different scenarios. On the basis of the results from the five stable system
scenarios, it can be concluded that the estimation algorithm provides good estimates
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Figure 7.6: Empirical and fitted CCDFs of end-to-end frame delay
under all wireless situations.
Considering the system under the SNR of 7 dB and the scale factor of 5 is unstable,
empirical and fitted Complementary Cumulative Density Functions (CCDFs) of end-to-
end delay for the rest of the five simulation scenarios are plotted only in Fig. 7.6. The
X-axes are delay bounds (the unit is ms), and the Y-axes are Delay Bound Violation
Probabilitys (DBVPs). The simulation results of CCDFs of end-to-end delay are shown
in red lines, while the fitted results are shown in blue lines with circle marks. Results
are grouped into three figures under three SNR values and in each figure, results of
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Table 7.4: Descriptive statistics of end-to-end frame delays
Wireless Average end-to Jitter DBVP of 350ms
Situation -end delay (ms) (ms) end-to-end delays
SNR (dB) Scale Sim. Sim. Est. 9.4e-1
7 5 2287.27 1449.23 2299.16 3.0e-1
7 7 204.53 148.14 216.63 0
12 5 7.65 14.20 13.78 0
12 7 5.51 11.16 10.59 0
19 5 6.9 8.94 7.04 0
19 7 6.94 9.31 7.08 0
Table 7.5: Estimated parameters from the MCDT effective capacity-based estimator
Wireless Situation MCDT effective capacity model
SNR (dB) Scale γˆm pˆm
7 5 1 0.0022
7 7 1 0.0226
12 5 1 0.2654
12 7 1 0.3225
19 5 1 0.5216
19 7 1 0.5196
different scale factors are pointed. Estimated parameters of the probability of non-
empty buffer γˆm and the successful probability of a connection pˆm in each scenario are
included in Table 7.5 for reference. Note that all γms equal 1. It is because when frame
sizes are non-negligible, the frame transmission delays will be non-negligible, resulting
in non-zero end-to-end frame delays.
As seen from the figures, all simulation results are no smooth when compared to
the one million packet simulation in Chapter 5; the value of 750 frame delay samples is
not a large number that could reduce the bumpiness of results. Apart from the issue of
smoothness, the estimation results show similar trends against simulation results with
the exception of case when SNR is 19 dB. It may be explained by taking the fact that
when the system is heavily loaded, the system needs more time to reach stability.
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7.5 Conclusions
This chapter presented an application of using effective capacity technique for wireless
tele-ultrasonography medical systems.
A cross-layer simulation platform was built to represent a wireless tele-ultrasonography
medical system. A real ultrasound medical video from a portable ultrasound machine
was used as a data source. The video was first MPEG-2 encoded and then transmit-
ted via a platform that integrates link-layer functions and fixed WiMAX physical-layer
implementations.
The estimator was tested in six simulation scenarios of different channel conditions
and quantisation scale factors. The results showed that in most cases the estimation
results are close to simulation results in terms of average delay, jitter and CCDF of
packet end-to-end delay.
The effective capacity-based estimation algorithm is appropriate to estimate end-
to-end delay distributions for wireless ultrasound video streaming. Since the MPEG-2
video compression algorithms and codecs combine spatial image compression and tem-
poral motion compensation, different types of raw videos will have different compression
ratios. The images of the ultrasound video used in this chapter are highly correlated,
which results in higher compression ratios comparing with normal videos. However, the
effective capacity model and the estimation algorithm do not specifically depend on any
types of videos. Therefore, the finding in this chapter further suggest the potential ca-
pability of the estimation algorithm for other types of video streaming applications
with different end-to-end delay distributions.
Finally, the work reported in this chapter although limited to study basics on ul-
trasound medical videos, the estimator would be applicable to different systems where
there is required bounded end-to-end delay. The estimation results would guide the
designer of such systems so that required QoS provisions are obtained.
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Conclusions
Multi-hop wireless technology, Quality of Service (QoS) provisioning and Transmission
Time Interval (TTI) are three concepts wildly used in modern communication systems.
End-to-end packet delay is a key QoS metric; the effective capacity model is a delay-
constrained capacity that relates the wireless capacities to the end-to-end link-layer
packet delay distributions. The thesis extends the effective capacity model to charac-
terise delay distributions in multi-hop wireless networks and time-slotted networks that
transmit packets every TTI.
8.1 Summary of the Thesis
Chapter 1 introduced the research topic of this thesis and the motivations behind the
research. In Chapter 2, technical and research overviews of three concepts that directly
relate to our research topic were given, namely, the multi-hop wireless networks, end-
to-end packet delay and modelling of end-to-end packet delay.
As the basic model of the thesis, the effective capacity model gives characterises
packet delay performances in wireless single-hop networks, i.e., mathematical formulae
of Complementary Cumulative Density Function (CCDF) of delay, average delay and
jitter of delay. Specifically, the model states that under certain conditions, the tail
distributions of packet delay are exponentially bounded; the CCDF of packet delay can
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Figure 8.1: Theoretical progression of the effective capacity model; extensions of this
thesis in shaded boxes
be characterised by two functions, namely, the probability of non-empty buffer and the
QoS exponent of a connection. Since the model is limited to constant rate and fluid
traffic sources, it was extended to effective-bandwidth sources (Effective Bandwidth-
Effective Capacity (EB-EC) model) and packetised traffic sources from a leaky bucket
(packetised effective capacity model with a leaky bucket).
The packetised effective capacity model with a leaky bucket was first tested using
an publicly available Internet traffic trace over gigabit Ethernet from the University of
Massachusetts Amherst (UMASS). The Lindley equation was used to analyse the trace
and produced a sequence of packet delays, which further produced the empirical CCDF
of packet delay. The results showed that the tail distribution is indeed exponentially
bounded, which validates the EB-EC model in a wired network.
All extensions of the model and theoretical progressions of the effective capacity
model are shown in Fig. 8.1. The extensions developed in this thesis are shown in
light-blue boxes.
The development of the multi-hop effective capacity model was in Chapter 4. The
model gives mathematical formulae of CCDF of end-to-end delay, average delay and
jitter in multi-hop wireless environments. For the H-hop scenario (packets traverse
H nodes along a route), the CCDF of end-to-end delay can be characterised by 2H
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functions: H functions of the probability of non-empty buffer and H functions of the
QoS exponent of a connection. A cross-layer (link layer and physical layer) multi-
hop simulator was built and the capacity of the physical layer is based on Shannon’s
capacity. The empirical CCDFs and the fitted CCDFs of end-to-end delay based on
the model are in good agreement.
The Mixed Continuous/Discrete-Time (MCDT) effective capacity model was de-
veloped in Chapter 5 and it formulates the CCDF of end-to-end delay, average delay
and jitter in wireless time-slotted communication systems. One distinct attribute of
such systems is that the systems transmits packets every TTI so they are better rep-
resented as MCDT models (discrete-time models with consideration of slot time). The
conventional effective capacity model was developed based on continuous-time models,
making themselves not suitable for MCDT models. The new MCDT effective capacity
model characterise the CCDF of packet end-to-end delay by two functions, namely the
probability of non-empty buffer and the success probability of a connection. A cross-
layer (link layer and physical layer) discrete-time simulator was built and the capacity
of the physical layer is based on Shannon’s capacity. The empirical CCDFs and the
fitted CCDFs of end-to-end delay based on the MCDT model are in good agreement,
which is not the case for fitted CCDFs based on the conventional effective capacity
model.
In Chapter 6, a realistic cross-layer simulation platform is built using Simulink
and it integrates the IEEE 802.16-2004 physical layer and a simplified link layer that
supports the multi-hop architecture. Such a simulation platform is used to validate the
multi-hop effective capacity model and the MCDT effective capacity model in a more
practical context. Delay performances from the simulation and estimation results were
in good agreement, indicating that it may be appropriate to use the multi-hop effective
capacity model and MCDT effective capacity model to characterise delay performances
for multi-hop wireless communication systems.
One critical factor in tele-ultrasonography medical services is the end-to-end frame
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delay. Chapter 7 showed an example of using the effective capacity technique to esti-
mate delay distributions in wireless tele-ultrasonography medical systems. The cross-
layer simulation platform developed in Chapter 6 was further improved to enable de-
terministic bits transmission. Furthermore, a real ultrasound medical video from a
portable ultrasound machine is MPEG-2 encoded and is transmitted through the plat-
form. The simulation results showed that in most cases the estimation results are close
to simulation results in terms of delay distributions, indicating it is appropriate to
use the MCDT EB-EC model to estimate end-to-end delay performances for wireless
medical video streaming.
8.2 Future Work
In this section, future research directions are pointed out.
8.2.1 Theoretical Advancements of the Effective Capacity Model
As indicated in Fig. 8.1, two aspects of the effective capacity model that have not been
developed theoretically are the MCDT EB-EC model and the multi-hop MCDT EB-EC
model. These two models are sketched in Sections 8.2.1.1 and 8.2.1.2, respectively.
8.2.1.1 MCDT Effective Bandwidth-Effective Capacity model
In Chapter 5, it is formally shown that in a time-slotted wireless communication system,
if the limits of the asymptotic logarithmic moment generating function of variable
arrival rate A′(n;Ts)
ΛA(θ;Ts) = lim
n→∞
1
n
logE
[
eθ
∑
n
i=1 A
′(i;Ts)
]
(8.1)
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exists and the asymptotic logarithmic moment generating function of negative variable
service rate −S˜′(n;Ts)
ΛS˜(θ;Ts) = limn→∞
1
n
logE
[
e−θ
∑
n
i=1 S˜
′(i;Ts)
]
(8.2)
exists, the CCDF of end-to-end delay in single-hop MCDT EB-EC model may be
approximated by
Pr(D(∞) ≥ kTs) ≈ γ(µ;Ts)(1− p(µ;Ts))
k,
k ∈ {0, 1, 2, · · · }
(8.3)
This model may be validated via simulations using cross-layer (physical layer and link
layer) simulators in which the physical-layer capacity is based on
• the Shannon’ capacity or
• the IEEE 802.16-2004 standard (see Chapter 6)).
8.2.1.2 Multi-hop MCDT EB-EC model
In an H-hop scenario, nodes are ordered by the sequence in which a packet traverses
from the source to the sink, and are numbered from 1 to H (same as the system model
of Fig. 4.1). Assume that the nodes in the routing path are time-synchronised and
the slot time Ts in each node is the same. From (8.3), the Probability Mass Function
(PMF) of queueing delay at i-th (1 ≤ i ≤ H) node is expressed as
pi(k) = Pr(Di = kTs) = γipi(1− pi)
k−1u(k − 1) + (1− γi)δ(k) (8.4)
Further assume that 1) the delay experienced by a specific packet in any nodes are
independent and 2) in each node, the limits of the asymptotic logarithmic moment gen-
erating functions of variable arrival rate ΛA(θ;Ts) and variable service rate ΛS˜(−θ;Ts)
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Figure 8.2: Network architecture for QoS provisioning in multi-hop wireless networks
exist. The H-hop CCDF is approximated by
Pr(
H∑
i=1
Di > kTs) = 1−
n∑
k=0
p1(k) ∗ p2(k) · · · pH(k) (8.5)
where “*” stands for convolution.
This model may be validated via simulations using cross-layer (physical layer and
link layer) simulators in which the physical-layer capacity is based on
• the Shannon’ capacity or
• the IEEE 802.16-2004 standard (see Chapter 6)).
8.2.2 Qos Provisioning in Multi-hop Wireless Networks
Fig. 8.2 illustrates an example of the network-centric QoS provisioning architecture in
a 3-hop communication link. In such communication networks, functions of handling
QoS can be broadly divided into two planes, namely a control plane (controls the status
of every call session) and a data plane (deals with data which are physically stored in
the buffer). Components within these two planes are introduced as follows:
1. Control plane
• call admission controller : Each time a call setup request is initiated, the call
admission controller determines whether or not the new call can be accepted
while guaranteeing the QoS of established calls. In some service models, the
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call admission controller is also responsible for computing and allocating an
equivalent bandwidth and buffer based on the traffic specification of the call;
2. Data plane
• Clipper : The clipper decides which packet to drop when congestion occurs;
• Scheduler : The scheduler decides the order of packet transmission.
Latency-based scheduler, clipper and call admission controller have been extensively
studied in the literature [163, 164, 165, 166] and they use the concept of maximum delay
bound. It is natural to utilise the simple estimators developed in this thesis for these
components in multi-hop wireless networks. Such an area requires studies and would
be expected to lead to optimised multi-hop network design.
Overall, this thesis addressed mathematical development, modelling and simulation-
based verification of the important QoS metric of delay, in wireless networks. It is hoped
that the work described in this thesis will be helpful to future wireless network designer
and operators in a move to satisfy the ever increasing hunger for bandwidth with the
ever increasing demand of “excellent quality”.
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Appendix
A.1 Proof of Proposition 4.3.2
Pr(
H∑
h=1
Dh ≤ z) = Pr(
H−1∑
h=1
Dh +DH ≤ z)
=
x
x+y≤z
f∑H
h=1
(x, y) dx dy
(
H−1∑
h=1
Dh and DH are 2 r.v., and are denoted as X and Y )
=
∫ +∞
−∞
[∫ z−y
−∞
f∑H
h=1
(x, y) dx
]
dy
=
∫ +∞
−∞
[∫ z
−∞
f∑H
h=1
(t− y, y) dt
]
dy( let x = t− y)
=
∫ z
−∞
[∫ +∞
−∞
f∑H
h=1
(t− y, y) dy
]
dt
=
∫ z
−∞
f∑H−1
h=1
(t) ∗ fH(t) dt( Independence Assumption )
= · · · =
∫ z
0
f1(t) ∗ f2(t)... ∗ fH(t) dt
(A.1)
By substituting z with x and using the property that Pr (
∑H
h=1Dh > x) = 1 −
Pr(
∑H
h=1Dh ≤ x), we have proposition 3.2.
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A.2 Proof of Proposition 4.3.3
The mathematical induction is used to prove (4.10)) is true. When h = 1,
Pr(
1∑
h=1
Dh > x) = Pr(D1 > x) = γ1 exp (−θ1x) (A.2)
which is the same as (4.3).
Next we want to show that if Pr (
∑H
h=1Dh > x) is true for an arbitrary hop number,
H, Pr (
∑H+1
h=1 Dh > x) is also true. It is equivalent to prove Pr (
∑H
h=1Dh ≤ x) for all H
greater than 1 is true, which is more clearer to demonstrate in this case. Thus, assume
that for an arbitrary hop number, H, Pr (
∑H
h=1Dh ≤ x) is also true. We then derive
Pr (
∑H+1
h=1 Dh ≤ x) by using Proposition 4.3.2. Let Fh(x) = Pr(
∑H
h=1Dh ≤ x)
Pr(
H+1∑
h=1
Dh ≤ x) = FH+1(x)
=
∫ x
−∞
fH+1(t) ∗ f∑H
h=1
(t)dt = fH+1(t) ∗
∫ x
−∞
f∑H
h=1
(t)dt = fH+1(t) ∗ Fh(t)
= (1− γH+1)Fh(x) +
∫ x
0
Fh(x− τ)γH+1θH+1e
−θH+1τdτ = (1− γH+1)Fh(x)+
∫ x
0

1− H∑
h=1

 H∏
i=1,j 6=h
(1 +
γjθi
θj − θi
)

 γie−θi(x−τ)

 · (γH+1θH+1e−θH+1τ) dτ
= (1− γH+1)Fh(x) +
γH+1θH+1
−θH+1
e−θH+1τ
∣∣∣x
0
−
H∑
h=1

 H∏
i=1,j 6=h
(1 +
γjθi
θj − θi
γH+1θH+1γi)

 e−θix
θH+1 − θi
· e−(θH+1−θi)τ
∣∣∣x
0
= (1− γH+1)Fh(x) + γH+1(1− e
−θH+1x)+
H∑
h=1

 H∏
i=1,j 6=h
(1 +
γjθi
θj − θi
γH+1θH+1γi)

 (e−θH+1x − e−θix)
θH+1 − θi
= 1−
H+1∑
h=1

 H+1∏
i=1,j 6=h
(1 +
γjθi
θj − θi
)

 γie−θix
(A.3)
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which means FH+1(x) holds.
Therefore, FH(x) and (4.10) are true for all H starting with 1.
A.3 Proof of Corollary 4.3.4
E[D] = E
[
H∑
h=1
Dh
]
=
H∑
h=1
E[Dh] =
H∑
h=1
∫ +∞
−∞
tfh(t)dt =
H∑
h=1
γh
θh
(A.4)
σ =
√√√√Var
(
H∑
h=1
Dh
)
=
√√√√ H∑
h=1
Var (Dh) =
√√√√ H∑
h=1
(E[D2h]− E
2[Dh]) (A.5)
=
√√√√ H∑
h=1
(∫ ∞
0
t2fh(t)dt−
(
γh
θh
)2)
=
√√√√ H∑
h=1
(
2γh
θ2h
−
(
γh
θh
)2)
(A.6)
A.4 Proof of Proposition 5.3.1
From (5.19), the PMF of queueing delay is expressed as
p(k) = Pr(D = kTs) = γmpm(1− pm)
k−1u(k − 1) + (1− γm)δ(k) (A.7)
Suppose Ω is the sample space of D and let X be a function defined as
X(ω) = ω/Ts (A.8)
then, X is the normalised discrete random variable of D and its sample space is
{0, 1, 2, . . . }
Moreover, the mean and standard deviation of X and mean and standard deviation
of D have the following relations.
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µX = µD/Ts (A.9)
σX = σD/Ts (A.10)
By using a standard result, i.e.,
∞∑
i=0
xi =
1
1− x
when |x| < 1
The Probability Generating Function (PGF) of X is given by
ΠX (s) = E[s
X ] =
∞∑
k=0
skp(k)
= −γm +
γmpm
(1− pm)
·
1
1− (1− pm)s
According to the behaviour of PGF, the normalised mean and jitter of X are given
µX = E[X] = Π
′
X(1) =
γm
pm
(A.11)
σX =
√
E[X − µ]2 =
√
Π′′X(1) + µX − µ
2
X
=
√(
2(1− pm)γm
p2m
+
γm
pm
−
(
γm
pm
2
))
(A.12)
By substituting µX in (A.9) with (A.11) and σX in (A.10) with (A.12), we have
Proposition 5.3.1.
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