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Índice general 1
1. INTRODUCCI ÓN 3
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ÍNDICE GENERAL 2
3.2.3. Algunas Propiedades de los Conjuntos y Estructuras Mul-
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4.4.3. Ćalculo de lośIndices de Acoplamiento Fuerte y Débil de
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Este trabajo se centra en la Recuperación de Informacíon contenida en la Web
y de la manipulacíon y representación de esta información, especialmente de los
campos textuales, mediante formas intermedias atractivaspara el usuario, con el
fin de facilitar la consulta y la exploración.
El objetivo es crear una herramienta de visualización que permita al usuario
navegar a trav́es del contenido de una base de información y realizar consultas de
una forma sencilla y eficiente.
Para ello, se han realizado experimentos reales sobre una base de datos en la
que se ha almacenado información sobre noticias extraı́das de Internet. Para la rea-
lización de estos experimentos, se ha seleccionado una muestra pequẽna de tuplas,
sobre la cual hemos probado el funcionamiento de los métodos que se expondrán
a lo largo del desarrollo de este trabajo.
1.1. Planteamiento del Problema
Con el creciente uso de Internet y las nuevas Tecnologı́as, cada vez es mayor
la cantidad de información que se acumula y que no llega a transformarse en in-
formacíon útil para el usuario.
Este problema se daba originalmente con datos estructurados, lmacenados en
bases de datos relacionales. Posteriormente, con el accesoa Internet, este proble-
ma se repite para datos no estructurados o semi-estructurados, lmacenados en
diferentes sistemas de información (Mar08).
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No existe una forma de procesar y visualizar toda la información de manera
eficiente y siempre queda información a la que el usuario es incapaz de acceder.
Con el fin de permitir el acceso a la información, los sistemas basados en
Taggingpermiten al usuario categorizar las fuentes de información mediante las
denominadas etiquetas otags, con el fin de poder recuperarlas posteriormente, lo
cual es un ḿetodo bastante cuestionable (ver subsección (2.1.2)),.
A su vez, estos sistemas han popularizado una herramienta devisualizacíon
de texto denominada “Tag Cloud”, en la que habitualmente lo que se visualiza
son las etiquetas ḿas frecuentemente asignadas por los usuarios, pero que a vecs
tambíen se construye a partir de t´ rminos extráıdos del texto. La utilización de
esta herramienta crece exponencialmente y son cada vez más los sitios web que
la incorporan en sus páginas, a pesar de las numerosas y conocidas deficiencias
tanto (ver subsecciones (2.1.3) y (2.1.8).
Resumiremos estas deficiencias en las siguientes:
Con respecto a la identificacíon del contenido.La Tag Cloudmuchas ve-
ces lleva a concepciones erróneas sobre el contenido de la información (ver
subseccíon (2.1.5)
Con respecto a la seḿantica. Los t́erminos ḿas frecuentes no son los más
discriminantes y los términos ḿas populares no tienen porqué ser los ḿas
relevantes, sin embargo, son estos los que aparecen representados en laTag
Cloud(ver subsección (2.1.3), que adeḿas tampoco permite inferir relacio-
nes entre conceptos.
Con respecto a la teoŕıa. No est́a definida mateḿaticamente, aunque algu-
nos autores han presentado un modelo formal para describirla (ve (Xex09)),
pero este modelo no se ajusta a latag cloudtradicional que encontramos en
la web. Esta falta de definición acarrea numerosos problemas teóricos. A
pesar de ello, podemos ver su utilización con fines analı́ticos.
Con respecto al ḿetodo.No existe un ḿetodo est́andar para su generación.
1.2. Objetivos
El objetivo principal es facilitar la b́usqueda de información al usuario a trav́es
de un entorno amigable, que le resulte atractivo y fácil de usar y que facilite la ex-
ploracíon visual de la información permitiendo la identificación del contenido.
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Por otro lado, se pretende incrementar la cantidad y calidadde la informacíon
recuperada a través de este entorno y solventar los principales problemas identi-
ficados en latag cloudy en su estructura subyacente, estimando que latag cloud
es de las herramientas más utilizadas en la Web para estos propósitos, si no la que
más.
Para ello, pretendemos aprovechar el llamativo diseño de laTag Cloud, que
tanto éxito ha tenido y sigue teniendo en la Web y solventar sus deficiencias,
uniéndolo por un lado a la funcionalidad de la denominada Estructura-AP, desa-
rrollada en el curso de otra investigación en nuestro grupo (Ver sección (2.2)) y
por otro lado, creando lo que se denomina la “Estructura Multitérmino”(ver sub-
seccíon (4.4.2)).
La estructura multit́ermino es una forma de procesar la información que pue-
de verse empleada y visualizada en forma detag cloudmultitérmino en algunos
pocos sitios web, pero que sin embargo, carece de un modelo matemático y de
un método est́andar de extracción. Nosotros la hemos definido matemáticamen-
te (ver seccíon (3)) y hemos realizado una modificación del Algoritmo “APriori”
(ver subsección(3.3.2)) para su generación.
Veremos como mediante la estructura multitérmino y la estructura-AP resol-
veremos los principales problemas presentes en la generación y visualizacíon de
la tag cloudtradicional, otag cloudque aparece con ḿas frecuencia representa-
da en la Web y también cúando utilizar la estructura-AP para procesar el texto y
cuándo la estructura multitérmino (ver sección (4), subsección (4.4.1)). En reali-
dad, ambas son formas diferentes de procesar el texto, según el inteŕes del usuario
en cada momento, pero realizaremos su visualización de la misma manera, en for-
ma detag cloud.
Centraremos los objetivos con respecto a la mejora de latag clouden los
siguientes aspectos:
Identificación del contenido.Permitir la identificacíon del contenido me-
diante el uso de componentes multitérmino.
Seḿantica. Permitir la discriminacíon entre t́erminos mediante sus térmi-
nos relacionados y facilitar el reconocimiento de las relaciones entre con-
ceptos. Esto también se consigue permitiendo el uso de componentes mul-
titérmino. Como sabemos, los términos ḿas frecuentes son los peores dis-
criminantes, v́ease el caso de “sistema”; si permitimos componentes mul-
titérmino, se podrı́a tener “sistema operativo” y “sistema nervioso”, con lo
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que se habrá inferido seḿantica y permitido relacionar conceptos como “sis-
tema” y “nervioso” o “sistema” y “operativo”.
Teorı́a. Presentar una base matemática śolida para definir los procedimien-
tos mediante los cúales se procesar´ y manipulaŕa la informacíon.
Método.Presentar un ḿetodo est́andar para la extracción de la informacíon
que seŕa procesada y representada en el entorno de visualización y navega-
ción.
1.3. Desarrollo del trabajo
En el caṕıtulo 2, veremos los antecedentes tanto de latag cloudcomo de la
estructura-AP.
Para latag cloudse comenzar´ con una revisión bibliogŕafica, luego se ha-
blaŕa de los sistemas basados entaggingcomentando sus aspectos positivos
y negativos y luego se introducirá la tag cloudtal como la conocemos, co-
mentando sus caracterı́sticas, ventajas e incovenientes, nociones sobre el
disẽno, ańalisis de los ḿetodos existentes para la extracción de etiquetas,
etc. Posteriormente se hablará de de latag cloudmonot́ermino “versus” la
tag cloudmultitérmino. Se terminar´ explicando algunas técnicas declus-
tering y herencia en latag cloud, la data cloudo tag cloudpropuesta por
(Kou09a) para datos estructurados y se expondrá las conclusiones alcan-
zadas tras esta revisión.
A continuacíon, se introduciŕa mediante un breve resumen la estructura-AP,
para lo cual será necesario establecer el concepto de conjunto-AP y algunas
de sus propiedades. Se comentarán algunas propiedades de la estructura-
AP y se terminaŕa hablando del acoplamiento de conjuntos de términos con
estructuras-AP.
En el caṕıtulo 3, se establecerán los modelos mateḿaticos de la estructura-
AP ponderada y la estructura multitérmino ponderada.
Seŕa necesario establecer una ponderación de la estructura-AP para poder
visualizar ésta en forma detag cloud. Se empezar´ definiendo lositem-
setsponderados que compondrán los conjuntos-AP ponderados, para definir
posteriormente la estructura-AP ponderada y algunas de suspropiedades y
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se veŕa la visualizacíon deésta en forma detag cloud.
Como de la estructura multitérmino no hay antecedentes, se empezará de-
finiendo los conjuntos monotémino y multit́ermino. Los conjuntos mul-
titérmino porque serán los que compongan las estructura multitérmino y
los conjuntos monotérmino porque son los que componen la estructura mo-
not́ermino, que es la estructura subyacente bajo latag cloudque vemos
visualizada en la web otag cloudmonot́ermino y que también nos pare-
ce importante definirla, puesto que la usaremos para la comparación con la
estructura-AP y estructura multitérmino y hasta el momento carece de defi-
nición.
Para entender los conjuntos monotérmino y multit́ermino, se establecerá la
definición de componente monotérmino y componente multitérmino. Tras
definir los conceptos de estructura monotérmino y multit́ermino, se comen-
taŕan algunas propiedades de los conjuntos y estructuras multitérmino.
Posteriormente y al igual que para la estructura-AP, con el fide poder vi-
sualizar la estructura monotérmino y multit́ermino en forma detag cloud, se
definiŕa un modelo para la estructura monotérmino y multit́ermino pondera-
da. Para estáultima se establecerá la definicíon de secuencia de elementos
ponderada oitem-seqponderada, ya que estasitem-seqsseŕan las que com-
pongan los conjuntos multitérmino ponderados. Se verá una visualización
tanto de la estructura monotérmino ponderada como de la estructura mul-
titérmino ponderada en forma detag cloudy finalmente se analizar´ n algu-
nas propiedades de la estructura multitérmino ponderada y el acopliento de
conjuntos multit́ermino con estructuras multitérmino, considerandóındices
para la medida de este acoplamiento.
En el caṕıtulo 4 se veŕa un ejemplo pŕactico de ćomo, a partir de la infor-
macíon contenida en una base de datos, se generarı́an la estructura-AP, la
estructura monotérmino y la estructura multitérmino, con sus respectivas
ponderaciones y ćomo seŕıa la visualizacíon de estas tres estructuras en for-
ma detag cloud.
Se comentaŕan paso a paso los métodos de extracción de la estructura-AP y
la estructura multit́ermino y se realizar´ una comparación entre ambas y de
ambas con la estructura monotérmino. Veremos cúando seŕa mejor utilizar
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una u otra estructura y cómo ambas mejoran la estructura monotérmino.
Finalmente se verá un ejemplo del ćalculo de lośındices de acoplamiento
de un conjunto con ambas estructuras.
En el caṕıtulo 5 o último caṕıtulo, se explicaŕan las conclusiones llevadas





Aunque la mayoŕıa de los autores y usuarios usa la terminologı́a tag cloudpara
referirse a una visualización del texto en forma de nube de palabras con distintos
tamãnos de fuente indicando la popularidad de la palabra, muy pocos conocen el
verdadero significado de las tag clouds. ¿Se extraen del texto? ¿Cúando decimos
popularidad nos referimos a la frecuencia o número de ocurrencias de la palabra
en el texto?
Para contestar estas preguntas pasaremos a distinguir entre word cloudy tag
cloud, aunque todos los autores usan la terminologı́a tag cloudde manera indis-
tinta para referirse a ambos conceptos.
Tag significa etiqueta o marca. Por lo tanto, latag cloudes una nube de eti-
quetas o marcas. Las etiquetas pueden componerse de una o más palabras y son
asignadas por el usuario para categorizar las fuentes de informacíon encontradas
en la Web. Los t́erminos en unatag cloudno son extráıdos del texto, si no que son
marcas libres que han asignado anteriormente los usuarios alas fuentes de infor-
macíon. Lastag cloudspermiten la navegación, por lo que las etiquetas trabajan
como enlaces a las fuentes de información o ṕaginas web marcadas. Cuando ha-
blamos de frecuencia de lastags, hablamos del ńumero de veces que esa etiqueta
ha sido asignada, por lo que esta frecuencia también se conoce como popularidad.
Aśı, lo que se representa en unatag cloudson las etiquetas ḿas populares.
Sin embargo, muchos trabajos que hablan de la extracción de tag clouds,
en realidad se refieren a la extracción deword clouds(Término introducido por
Vi égas y Wattenberg (Vie08)).
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El objetivo de unaword cloudes analizar el texto, permitiendo a los usuarios
el examen de documentos secuenciales de una forma rápida. Lo que se muestra
en este caso es la frecuencia de las palabras en un pasaje de texto n lugar de las
etiquetas de un sitio web.
Tambíen en laword cloudlos t́erminos pueden componerse de una, dos o más
palabras. Aunque, tradicionalmente tanto en laword cloudcomo en latag cloud
la tendencia es incluir términos de śolo una palabra.
Recientemente, han surgido gran número de herramientas para generarwo d
clouds, bien de un texto proporcionado por el usuario o bien de cualquier sitio
cuya direccíon web facilita el usuario. Ejemplos de estas herramientas son Man-
yEyes (Vie07), Wordle (Fei09) , Word Clouds (Cla09), TagCrowd (Ste06) o Tag
Cloud Generator (Nab09).
Existe una tercera nomenclatura en relación con las nubes de palabras: ladata
cloud.
Este t́ermino es introducido por Koutrika et al. (Kou09a), (Kou09b) para refe-
rirse a nubes construidas sobre bases de datos estructuradas a partir de los resulta-
dos obtenidos con la búsqueda por palabras clave, para guiar a los usuarios en el
refinamiento de esas búsquedas.
Pero otros utilizan este término con acepción diferente. En la Web podemos
encontrar referencias a ladata cloudcomo nube de datos, es decir, como nube
donde las etiquetas son dı́gitos y no palabras.
Porúltimo, haremos referencia a latext cloud, aunque son ḿas las nomencla-
turas derivadas de este tipo de visualizaciones.
Hay quien utiliza el t́ermino text cloudcomo otra forma de llamar a laword
cloud. Mayoritariamente la terminologı́a text cloudse utiliza para referirse a una
visualizacíon de la frecuencia de las palabras que constituyen un texto presentada
en forma de lista ponderada. Esta técnica es conocida por su uso para resaltar las
palabras en los discursos polı́ticos.El proṕosito de latext cloudes principalmente
la comprensíon del texto, mientras que el de latag cloudes el acceso o la navega-
ción a trav́es de la información.
Podemos encontrar de forma resumida las diferencias entretag cloud, word
cloud, data cloudy text clouden (30097)
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Una vez definidas las diferentes terminologı́as, en este trabajo se utilizará in-
distintamente el t́ermino tag cloudpor ser el coḿunmente aceptado para cual-
quiera de estos tipos de estructuras de visualización, aunque basaremos nuestro
inteŕes en laword cloudy tambíen se hablará de ladata cloudtal como la definie-
ron Koutrika et al. y de los aspectos clásicos de latag clouden el sentido estricto
del t́ermino.
2.1.1. Revisíon Bibliogr áfica
Todas las referencias que aparecen a continuación se encuentran recogidas
en la bibliograf́ıa al final de este trabajo (5). La no especificación de ṕaginas en
algunas de estas referencias se debe a que, a pesar de pertenecer a una colección
de comunicaciones o conferencias, han sido publicadas de forma aislada, bien en
la página web de alǵun congreso o bien en la página web del mismo autor.
Revisión Bibliogr áfica de laTag Cloud
Aunque el aspecto básico de latag cloud(combinacíon de palabras con dis-
tintos tamãnos) estriba desde hace más de 90 ãnos, latag cloudcon el proṕosito
que hoy le damos (representación visual de una colección de texto) tiene su pri-
mera aparicíon en el ãno 1976 en un experimento llevado a cabo por el psicólogo
social Stanley Milgram. El experimento consistió en pedirle a la gente que nom-
brara puntos de inter´ s en Parı́s con el fin de crear un mapa colectivo de la ciudad
usando diferentes tamaños de fuente para mostrar la frecuencia en que se men-
cionó cada lugar (Mil76).
Casi 20 ãnos despúes estos diagramas se creaban mediante ordenador, pero de
modo ficticio en una novela de Douglas Coupland en 1995. En estanovela uno
de los personajes hacı́ un programa para seleccionar al azar frases de su diario
electŕonico, frases que se mostraban en el libro.
En 1997, el programador Jim Flanagan, tomando las ideas de Milgram y Dou-
glas, créo un script en Perl para añ dir t́erminos de b́usqueda a su página web,
variando el tamãno de los t́erminos.
Sobre el 2001 lastag cloudsempezaron a usarse en el mundo de las finanzas,
la revista Fortune representó en un mapa el paisaje corporativo con masas circu-
lares de texto que mostraban las 500 mayores corporaciones en l mundo. Cada
nube representaba las compañ́ıas de cada paı́s (For01).
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En 2002Flickr (Lud04) que es un sitio web bastante popular basado en com-
partir imágenes entre los usuarios, empezó a necesitar una forma de clasificar
o etiquetar estas iḿagenes. Tomando la idea de Flanagan, creó una tag cloud
que mostraba la popularidad de las etiquetas usando distintos tamãnos de fuen-
te (Vie08).
Por otro lado, existen numerosos sitios web que usaban el etiquetado inclu-
so antes de que existiera, comoYahooo Open Directory (dmoz.org),que usaban
técnicas semi-autoḿaticas basadas en el control del vocabulario.
En 2005 Shaw (Sha05) representó la tag cloudcomo un grafo donde las eti-
quetas son representadas por nodos y las relaciones de similaridad entre nodos
como ejes.
En 2006 Bielenberg y Zacher (Bie05) presentaron latag cloudcon forma cir-
cular. El tamãno de la fuente y su distancia al centro representaban la importancia
de la etiqueta, pero la distancia entre etiquetas no representaba su similaridad.
En la actualidad, numerosos sitios web, entre ellosDel.icio.us(Sch03) presen-
tan un sistema de etiquetado caracterizado porque permite que cualquier usuario
pueda etiquetar cualquier recurso web de forma ciega, es decir, no puede ver las
etiquetas asignadas por otros usuarios para la misma fuented informacíon.
Revisión Bibliogr ágica de laWord Cloud
El concepto deword cloudno es tan antiguo como el concepto detag cloud.
De hecho, seguramente nació a partir déesta, aprovechando la forma de visuali-
zacíon, pero empleando esta forma en t´ rminos extráıdos del texto en lugar de en
etiquetas asignadas libremente, mediante un mismo criterio d seleccíon: la fre-
cuencia.
En esta ĺınea tenemos algunos trabajos. Por ejemplo, en 2007, Kuo et al.
(Kuo07) describieron una aplicación que se servı́a deword cloudspara resumir
los resultados de las consultas que se realizan sobre una base de datos bioḿedica.
En 2008, Víegas y Wattenberg (Vie08) criticaron lat g cloudcuando se usa
con fines analı́ticos, proponiendo laword cloudcomo herramienta de an´ lisis al-
ternativa.
Estos mismos autores, en 2009 (Vie09), presentan una herrami nt de visuali-
zacíon de texto en forma de nube, pero donde los términos se extraen directamente
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del texto, es decir, presentan una herramienta para la generación deword clouds
que actualemente es muy popular y usada por gran número de usuarios (Fei09).
Tambíen en 2009, Van Ham et al. (VH09) presentan una técnica para visulizar
word cloudsen forma de grafo.
En la actualidad, son muchas ya las herramientas que podemosenc ntrar en la
Web para la generación deword cloud, algunas de las cuales ya han sido citadas
anteriormente.
Revisión Bibliogŕafica sobrecluesteringy herencia
En 2006 Begelman et al. (Beg06) afirmaron que la búsqueda es sólo el primer
paso de la exploración y que el usuario continúa explorando, lo que es posible
únicamente si las etiquetas están agrupadas enclusters.
Tambíen se estudió agrupar las etiquetas en clusters en una tesis en 2006 en la
Universidad de Taiwan (Yu06).
Schmitz (Sch06) presentó una ontoloǵıa de facetas derivada de Flickr con mo-
delos basados en supuestos y métodos probabilı́sticos con la que también se recu-
peraban iḿagenes f́acilmente.
Hsieh et al. (Hsi06) presentaron el concepto de herencia entre tiquetas, que
permit́ıa obtener mayor información para la recomendación y la b́usqueda.
Tambíen otros autores introdujeron el mismo año la herencia entre etiquetas
en sus trabajos, como es el caso de Heymann et al. (Hey06)
En 2007 Grahl et al. (Gra07) combinan los conceptos declusteringy herencia
en lasfolksonoḿıas(Se hablaŕa de este t́ermino en la siguiente sección).
En la actualidad, sitios comoRawSugar(D’S07) especifican relaciones de he-
rencia entre etiquetas.
Flirckr utiliza clustersque proporcionan etiquetas populares agrupadas junto
a sus etiquetas relacionadas.
HubLog(VI05) permite a los usuarios la exploración entre las etiquetas rela-
cionadas deDel.icio.us.
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Netr.it (VdB09) construye una red, extensible de forma manual, de lasco-
ocurrencias de las etiquetas personales de cada usuario deFlirckr .
Semantic Cloud(Sie09) genera unatag cloudseḿantica a trav́es de t́ecnicas
clusteringy ofrece la posibilidad de recuperación en forma de herencia.
Sin embargo, la aplicación de las t́ecnicas declusteringdentro de lasfolkso-
noḿıascontińua presentando retos importantes y autores como Papadopoulos et
al. (Pap10) contińuan investigando alternativas para la aplicación de estas técni-
cas, como serı́a la construccíon de un esquema gráfico basado enclusteringpara
la identificacíon de etiquetas relacionadas.
Revisión Bibliogr áfica sobreTag CloudsMultit érmino
No existen muchos trabajos sobretag cloudsmultitérmino.
En 2006, Panunzi et al. (Pan06) realizaron un estudio para evluar la diferen-
cia entre una t́ecnica de extracción de palabras clave de un sólo término y otra
que permit́ıa extraer palabras clave de más de un t́ermino, demostrando que las
palabras de ḿas de un t́ermino se consideraban más descriptivas y permitı́an la
identificacíon del contenido.
En 2007, Don et al. (Don07) señalaron algunas desventajas de las herramientas
utilizadas en los sitios sociales como Delicious, indicando que estas se solventa-
ban con uso de “multitérminos”.
En 2008, Agili et al. (Agi08) utilizaron la técnica de Panunzi et al. (Pan06)
para la extracción de palabras clave multitérmino.
Ese mismo ãno, Watters (Wat08) créo una herramienta que permitı́a el empleo
de “multitérminos” en lugar de palabras simples.
En 2009, Vander Wal (VW05) en sublog “Off de Top: Folksonomy entries”
realiza un ańalisis de las etiquetas multitérmino, resaltando muchas de sus ventajas
frente a las etiquetas simples.
2.1.2. Sistemas Basados en Etiquetado oTaggingy Folksonoḿıa
La definicíon de folksonoḿıa seǵun Vander-Wal (VW05) es: “Unafolkso-
noḿıa es el resultado del etiquetado libre y personal de información y objetos
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(cualquier cosa con una URL) en Internet para la propia recuperación. El etique-
tado es desempeñado en un ambiente social (compartido y abierto a otros). La
accíon de etiquetar se realiza por la persona que consume la informacíon”.
Los sistemas basados en etiquetado otaggingpermiten a los usuarios catego-
rizar las fuentes de información web mediante etiquetas otags(palabras clave o
keywordelegidas libremente), con el fin de encontrar posteriormente dichas fuen-
tes de informacíon. Parece ser un modo natural de los usuarios para clasificar
objetos y una forma atractiva de descubrir nuevo material.
Mientras que los sistemas tradicionales de búsqueda, generan los resultados de
la consulta baśandose en ḿetodos deranking, por ejemplo asignando a los térmi-
nos de sus bases de datos un peso de acuerdo a su frecuencia, los sistemas basados
en etiquetado generan los resultados de la consulta recuperando todas los fuentes
de informacíon que previamente han sido etiquetadas con esa marca y ordenando
los resultados en base a distintos factores, como pueden serla actualidad con que
se ha etiquetado, el número de veces que se le ha asignado esa etiqueta o el núm -
ro de usuarios que han marcado ese recurso.
Tagginges tambíen un proceso de indexación social, donde los usuarios pue-
den compartir las etiquetas y las fuentes de información onstruyendo uńındice
social de etiquetas otagsllamadofolksonoḿıa, aśı, las etiquetas pueden ser asig-
nadas manualmente o mediante indexación autoḿatica. La indexacíon autoḿatica
se produciŕıa al compartir una fuente de información que ya ha sido etiquetada
por otros usuarios y que, al formar parte de lafolksonoḿıa, se indexaŕıa autoḿati-
camente a las etiquetas con que otros usuarios hubieran marcado previamente esa
fuente de información.
Una folksonoḿıa permite que cualquier usuario pueda acceder a cualquier
fuente de información web previamente etiquetada, basándose en dos paradig-
mas principales: IF (Information Filtering) y IR (Information Retrieval)
En IF los usuarios juegan un papel pasivo, esperando que el sist ma man-
de informacíon a trav́es deél de acuerdo con algún perfil previamente definido.
Las herramientas de etiquetado social (social bookmarking) permiten el acceso IF
desde que un usuario puede subscribirse a un conjunto de etiqu tas especı́fico v́ıa
RSS/Atom Syndicationy estar alertado cuando un nuevo recurso sea indexado con
este conjunto de etiquetas.
Por ejemplo, usamos IF cuando nos suscribimos a una lista conel fin de que el
sistema nos mande información cuando algo nuevo aparezca. Supongamos que un
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usuario est́a interesado en “viajes”, “gastronomı́a” y “música” y marca estos cam-
pos en un formulario como campos de su interés para que le envı́en informacíon a
su correo. La información que reciba habrá sido obtenida mediante IF y “viajes”,
“gastronoḿıa” y ”música” habŕan actuado como etiquetas.
Por otro lado, IR consiste en una búsqueda activa de la información, mediante
consulta y exploración. Se busca por etiquetas, obteniendo una lista ordenada de
fuentes de información en relacíon con esas etiquetas y posteriormente se escanea
o explora dicha lista. El sistema puede proveer incluso una lista de etiquetas rela-
cionadas, permitiendo la exploración de hipertexto.
Por ejemplo, usamos IR cada vez que buscamos a través de un buscador como
Google. Esta b́usqueda se considera activa. Los términos introducidos en la con-
sulta act́uan como etiquetas y el usuario es el que discrimina entre lasfuentes de
informacíon recuperadas.
Sinclair y Cardew-Hall (Sin08) realizan un estudio sobre la uti idad de lasfolk-
sonoḿıas, llegando a la conclusión de quéestas son ḿasútiles cuando la b́usqueda
es general que cuando es especı́fica. En el caso de la búsqueda especı́fica, los usua-
rios prefieren la b́usqueda por palabras clave que el mismo usuario introduce.
Aunque unafolksonoḿıa se define coḿunmente como un espacio plano de pa-
labras clave sin ninguna relación seḿantica entre etiquetas previamente definida,
diferentes estudios demuestran que las relaciones de asociación y herencia entre
etiquetas se pueden inferir desde el análisis de la co-ocurrencia (HM06).
Aspectos Positivos y Negativos de los Sistemas Basados en Etiquetado oTag-
ging
Aspectos Positivos
Una gran ventaja del etiquetado aparece cuando la información que se ne-
cesita no está bien definida, ya que facilita la exploración a trav́es de latag
cloud.
Otras ventajas de lafolksonoḿıa seǵun Hassan-Montero y Herrero-Solana
(HM06) son las siguientes:
• La folksonoḿıa refleja directamente el vocabulario de los usuarios,
lo que permite a los usuarios establecer sus necesidades real y su
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lenguaje. La mejor forma de obtener unı́ndice centrado en el usuario
es que el mismo usuario genere eseı́ndice.
• Como lasfolksonoḿıas emergen del acuerdo colectivo, las etiquetas
son ḿas precisas y meditadas y su significado más democŕatico que si
hubieran sido asignadas por una sola persona.
• Cuando el proceso de indexación se obtiene mediante agregación se
reduce la inconsistencia que existe cuando diferentes usuario utilizan
diferentes t́erminośındice para describir el mismo documento.
• Las folksonoḿıas permiten descubrir información por casualidad o
azar.
Aspectos Negativos
La dificultad de los sistemas basados en etiquetado viene cuando distintos
usuarios utilizan diferentes etiquetas para el mismo documento. Este tipo de
problema se basa fundamentalmente en el lenguaje, en las relaciones ĺexi-
cas entre las palabras, en la polisemia, sinonimia, ası́ como de la opiníon de
la persona que añade la etiqueta a una determinada fuente de información.
Teniendo en cuenta estas relaciones, la búsqueda a trav́es de unatag cloud
puede estar muy limitada, aunque puede mejorar si se le aplican t́e nicas de
clustering(Beg06).
Por otro lado, la forma de ordenar los resultados de la consulta de los siste-
mas basados en etiquetado puede no ser relevante, ya que muchos sistemas
ordenan estos resultados basándose en actualidad con que los fuentes de
informacíon han sido etiquetados o el número de usuarios que los ha eti-
quetado (Sin08).
Hsieh et al. (Hsi06) resumen en las siguientes las limitaciones de unafolk-
sonoḿıa:
1. Homonimia
2. Sinonimia (incluyendo plurales y conjugados)
3. Acrónimos
4. Espacios, śımbolos y palabras ḿultiples (ej. “nyc”, “New York”, “new-
yorkcity”,”newyork”, etc.)
5. Ruido (etiquetas irrelevantes o mal escritas)
6. Variacíon en el nivel b́asico ( etiquetas como “Perl” o “JavaScript”
pueden ser muy especı́fi as para algunos usuarios, mientras “progra-
macíon” puede ser demasiado general para otros).
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7. Etiquetas ṕublicas y privadas (“coche” es una etiqueta pública, “mi
coche” seŕıa una etiqueta privada)
Sin embargo, Wu et al. (Wu06) demostraron que es posible extraer etique-
tas con utilidad colectiva de la suma de etiquetas asignadaslibre e indivi-
dualmente, resolviendo automáticamente los problemas de ambigüedad de
etiquetas.
Por su lado, Bar-Ilan et al. (BI08) nos dicen que resulta másútil el etique-
tado estructurado, es decir, proveer etiquetas según un contexto (como re-
llenar una lista de descripciones) que el etiquetado desestructurado (ãnadir
etiquetas libremente), ya que proporciona mayor información descriptiva,
aunque presenta algunos problemas y para la recuperación de informacíon
a veces es mejor el uso del etiquetado libre.
Pero a pesar del potencial de los sistemas basados en etiquetado para IR, no
se ha investigado lo suficiente sobre la efectividad y utilidad e las folkso-
noḿıas.
Evaluación de la Utilidad de laFoksonoḿıa
Seǵun Hassan-Montero y Herrero-Solana (HM06) la efectividad puede medir-
se mediante dos par´ metros:
1. La especificidad término-etiqueta→ Número de fuentes de información
descritos por una etiqueta.
2. La exhaustividad indexación-etiqueta→ Número de etiquetas asignadas a
un recurso.
Una etiqueta “amplia” conlleva una alta recuperación de informacíon y una
baja precisíon, por lo que es acertada en la exploración (b́usqueda general) mien-
tras que una etiquetada “escasa” conlleva baja llamada y altprecisíon, lo que es
más acertada en la consulta (búsqueda especı́fica).
Suelen asignarse etiquetas amplias porque requieren menoresfuerzo cogniti-
vo, por lo que suelen tener baja especificidad, lo que las hacemejores para explo-
rar que para consultar.
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La exhaustividad en etiquetado también suele ser bastante baja, ya que en el
90 % de los casos los usuarios asignan menos de 5 etiquetas a cada re urso.
Estos hechos son razonables si se considera que el bajo costecognitivo del
etiquetado es uno de los principales factores de su popularidad.
2.1.3. Caracteŕısticas de laTag Cloud
Funciones
La tag cloudse populariźo por parte de los sistemas basados en etiquetado o
taggingcomo interfaz de recuperación visual de información, que adeḿas de una
visualizacíon del conocimiento permite la navegación (HM06).
En otras palabras, lat g cloudtraslada el vocabulario emergente de unafolkso-
noḿıa en una herramienta social de navegación (Sin08). Cuando un usuario hace
“click” con el ratón sobre una etiqueta, obtiene una lista ordenada de fuentesde
informacíon descritas por la etiqueta, ası́ como otras etiquetas relacionadas, por
lo que sirven como tablas de contenidos oı́ndices que se crean automáticamente
(Riv07).
En lastag cloudsse representan las etiquetas usadas con más frecuencia. Se
definen como colecciones de palabras usadas para representalos conceptos pre-
sentes en grandes bases de información, teniendo en cuenta la asociación entre
etiquetas, la frecuencia déestas y la actualidad, para lo que se representa cada
etiqueta con diferente tamaño y color (el tamãno de las etiquetas determina su
frecuencia, a mayor tamaño mayor frecuencia y el color su actualidad, por ejem-
plo puede utilizarse rojo brillante para la más reciente y gris oscuro para la más
antigua) (Kuo07).
Entre las funciones que desempeñan las tag clouds cabe destacar (Riv07):
La búsqueda o localización de un t́ermino espećıfico o de un concepto.
La exploracíon cuando no se tiene en mente ningú objetivo concreto.
La captura de lo esencial cuando se mira a lat g cloudy se toma conciencia
de los temas ḿas relevantes.
El reconocimiento de las entidades que probablemente están representadas.
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Las tag cloudshan ido incrementando su popularidad como visualizaciones
en ṕaginas web personales y comerciales, enblogs y en sitios que comparten
informacíon social comoFlickr y Del.icio.ous., aunque también se usa este tipo
de visualizacíon en otros muchośambitos, para analizar texto, para búsqueda o
para representar categorı́as, pero la forma de extraer los términos de latag cloud
no seŕa la misma dependiendo delámbito en que se use.
Aspectos Positivos y Negativos
Aspectos Positivos
Seǵun Hearst y Rosner (Hea08), la representación realizada a trav́es de una
tag cloudes compacta y facilita que el usuario se fije en los términos ma-
yores o ḿas importantes. Adeḿas permite que se representen simultánea-
mente hasta 3 dimensiones: las palabras, su importancia relativa y su orden
alfab́etico.
Las tag cloudscreadas a partir de etiquetas asignadas por los usuarios,
adeḿas sonútiles para reflejar las nuevas tendencias, ya que los usuario
perciben ḿas las etiquetas con mayor tamaño, con lo que se percatan cuan-
do una nueva etiqueta con gran tamaño parece dentro de lat g cloud. Esta
nueva etiqueta refleja los nuevos intereses de los usuarios.
Las tag cloudsson útiles para sugerir términos de b́usqueda y ahorrar al
usuario esfuerzo cognitivo. Esta utilidad se incrementa cuando buscamos
en ṕaginas no escritas en nuestra primera lengua.
Aspectos Negativos
Muchos han criticado lastag cloudsque derivan de lasfolksonoḿıas en
general, alegando entre otras cosas, que el hecho de que un térmi o sea
popular no significa que sea relevante, por lo que lastag cloudsa veces di-
ficultan la b́usqueda de términos realmentéutiles (Sin08).
Es dif́ıcil en unatag cloudcomparar entre sı́ las etiquetas que tienen un ta-
maño similar. Aśı mismo, se tiende a darle importancia a una etiqueta según
su tamãno, lo que puede causar problemas, ya que la longitud de la etiqueta
puede entrar en conflicto con el tamaño de la fuente, es decir, el usuario
puede confundir las etiquetas de mayor longitud con las de mayor t mãno,
por lo que la importancia vendrı́a dada en función del ńumero de caracteres
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que posee.
Otro aspecto negativo de lat g cloudes que a trav́es de ella no puede ac-
cederse a todos las fuentes de información de una base de datos de modo
directo. Si se refina la b́usqueda mediante etiquetas relacionadas, obtendre-
mos las fuentes de información que est́en etiquetadas con la etiqueta inicial
y la relacionada, con lo que si un recurso no presenta una etiqueta en la nube
inicial, es inaccesible desde la interfaz de búsqueda. El ńumero de fuentes
de informacíon ocultas desde lat g cloudse incrementa proporcionalmente
al número de fuentes de información totales (para un número fijo de eti-
quetas en la nube). En el experimento realizado por Sinclairy Cardew-Hall
(Sin08) el porcentaje de fuentes de información ocultas permanecı́a casi
constante en cada sesión con un valor aproximado al 55,5 %. Este porcen-
taje es mayor que si realizamos una búsqueda especı́fica por palabras clave
mediante el ḿetodo tradicional de b́usqueda.
A la hora de realizar una búsqueda mediante unat g cloud, es mayor el
número de consultas que se realizan que introduciendo directam nte las pa-
labras clave para buscar, incluso cuando las palabras de la consulta aparecen
en latag cloud, lo que sugiere que los usuarios se entretienen explorando el
entorno (Sin08).
Cuando las etiquetas se muestran ordenadas por su frecuenciao importan-
cia, no est́a claro que variando el tamaño de la fuente se obtengan ventajas
sobre el listado simple de los términos en orden de importancia. Quizás por
esto, este tipo de ordenación de etiquetas es poco usada.
Hassan-Montero y Herrero-Solana (HM06) además sẽnalan las siguientes
restricciones que limitan la utilidad de lat g cloudcomo interfaz de recu-
peracíon visual:
• El método para seleccionar las etiquetas se basa exclusivamente en la
frecuencia, lo que conlleva una alta densidad semántica. Los t́erminos
usados con mayor frecuencia son los peores discriminadoresy unos
pocos t́erminos tienden a dominar lat g cloudjunto con sus etiquetas
relacionadas.
• Cuando la ordenación de las etiquetas dentro de latag cloudes al-
fabética no se facilita el escaneo visual para inferir relación seḿantica
entre las etiquetas.
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En el experimento realizado por Sinclair y Cardew-Hall (Sin08) en el que
se pregunt́o a los participantes si preferı́an una interfaz de b́usqueda tra-
dicional donde el usuario introduce las palabras clave o el uso de lastag
clouds, la mayoŕıa de los participantes afirḿo preferir la interfaz tradicio-
nal, alegando que permitı́a mayor especificidad, aunque estos participantes
no teńıan ninguna experiencia anterior en etiquetado, por lo que su r spues-
ta pod́ıa deberse a que el hecho de especificar la búsqueda les resultaba más
familiar.
Evaluación de la Efectividad y del Disẽno
Evaluación de la Efectividad
Unatag cloudseŕa efectiva si se compone de etiquetas significativas. Según
Aouiche et al. (Aou09) para determinar si unatag cloudse compone de
etiquetas significativas se calcula la entropı́a:
Sea t∈ T una etiqueta de unat g cloudT:








La entroṕıa cuantifica la disparidad de pesos entre etiquetas. Siésta es baja,
la tag cloudes significativa o efectiva, si es alta significa que los pesosde
las etiquetas son uniformes lo que visualmente no es muy informativo.
Evaluaciones Realizadas sobre el Diseño
Las etiquetas en latag cloudpueden estar ordenadas alfabéticamente, por
su frecuencia o según un determinado algoritmo. También pueden ordenarse
seḿanticamente o el usuario puede especificar sus preferenciasdeclusteri-
ng. Con respecto al diseño espacial, las palabras pueden representarse en
lı́neas secuenciales, en forma de cubo, en forma de cı́rculo, etc.
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Un experimento realizado por Rivadeneira et al. (Riv07) muestra que las
etiquetas representadas en el primer cuadrante de latag cloudse recuerdan
más por el usuario que las etiquetas representadas en el restode cuadrantes
y que la proximidad de las palabras no tiene efectos a la hora de recordarlas.
Evidentemente, también se recuerdan ḿas aquellas con mayor tamaño.
Bateman et al. (Bat08) desmienten el experimento realizado por Rivadenei-
ra et al. y dicen que no hay efecto en la posición de las etiquetas dentro de
la tag clouda lo hora de recordarlas.
Otro experimento realizado por Halvey y Keane (Hal07), donde los partici-
pantes deb́ıan encontrar un paı́s en una lista de 10 paı́ses, se demostró que la
visualizacíon en las listas era mucho más ŕapida que en un diseño espacial
y que los listados alfab́eticos fueron los ḿas ŕapidos en todos los casos.
En el experimento realizado por Hearst y Rosner (Hea08), 7 de los 18 parti-
cipantes no se dieron cuenta de que latag cloudmostrada estaba organizada
en orden alfab́etico, dos de los cuales eran programadores que usaban las
tag cloudsen sus propios sitios web y solı́an explorar con ellas.
Otros investigadores realizan diseños alternativos, como Hassan-Montero y
Herrero-Solana (HM06) que proponen aplicar técnicas declusteringa latag
cloud. Para calcular la similaridad entre etiquetas utilizan la co-o urrencia
relativa entre ellas. Otros autores como Fujimura et al. (Fuj08) o Berlocher
et al. (Ber08) utilizan la similaridad del coseno como medidade similari-
dad entre etiquetas. Pero ninguno de ellos realiza ningú experimento para
evaluar el efecto de aplicar estas técnicas sobre los usuarios.
Quienes śı realizan una evaluación de los distintos diseños: seḿantico, alea-
torio y alfab́etico, son Schrammel et al. (Sch09), resultando el diseño al-
fabético el mejor valorado por los usuarios.
Otra desventaja importante de los principales diseño de lastag cloudses
que el vasto espacio en blanco entre las etiquetas las hace inapropiadas pa-
ra dispositivos con pequeñas pantallas, como PDAs o teléfonos ḿoviles
(Kas07) y seǵun muchos autores, si se comprime la nube para omitir es-
tos espacios, el resultado es antiestético (Vertag cloud3 en figura (2.1)).
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Vi égas et al. (Vie09) proponen un diseño,” Wordle” (Fei09), donde se omi-
ten los espacios en blanco entre etiquetas yéstas pueden aparecer tanto
en sentido vertical como horizontal o incluso diagonal (Vertag cloud5 en
figura(2.1)).
Kaser y Lemire (Kas07) describen diferentes algoritmos para diferentes va-
riaciones del disẽno de latag cloud.
Van-Ham et al. (VH09) introducen un nuevo diseño mediante una técnica
para construir mapas de textos sin estructura a la que llaman“phrase net”.
En ella la unidad de análisis es la frase, es decir, las relaciones entre las
palabras que son definidas en base a un modelo o al análisis sint́actico.
En la figura (2.1) se pueden ver algunos ejemplos del diseño d diferentes
tipos detag clouds
2.1.4. Las Etiquetas en laTag Cloud
Métodos para el Establecimiento de las Etiquetas
Cuando las etiquetas son asignadas libre y manualmente por los usuarios,
hay que establecer unrankingpara determinar cúales de estas etiquetas for-
maŕan parte de latag cloud.
Normalmente suele emplearse unra kingbasado exclusivamente en la fre-
cuencia absoluta o relativa de las etiquetas.
Knautz et al. (Kna99) establecieron una segunda alternativa para la cons-
trucción de esterankingque result́o ser mejor seǵun los usuarios encuesta-
dos en su experimento. Esta segunda alternativa hace uso de la fórmula:















dondeWDF es la frecuencia dentro del documento que toma logaritmos de
las ocurrencias relativas eITF es la inversa de la frecuencia de cada etique-
ta. freq(t,b) es la frecuencia con que la etiquetat se asigna a la fuente de
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Figura 2.1:Distintos disẽnos de Tag Clouds
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M el número de todas la etiquetas en lafolksonoḿıa, siendom la ocurrencia
de una etiqueta en el conjunto.
Sinclair y Cardew-Hall (Sin08) también utilizaron una segunda forma para
determinar el tamãno de las etiquetas en función de su frecuencia mediante
la siguiente f́ormula:
TagSize= 1+C · log( fi − fmin+1)
log( fmax− fmin+1)
(2.4)
dondefi es la frecuencia de la marca,fmin y fmaxson las frecuencias ḿıni-
ma y ḿaxima respectivamente yC es una constante que determina el tamaño
máximo del texto.
Cuando las etiquetas son extraı́d s del texto normalmente habr´ que realizar
primero una limpieza para eliminar las palabras superfluas.
Kuo et al. (Kuo07), generaron una aplicación para resumir los resultados de
las consultas realizadas sobre una base de datos bioméd ca. Esta aplicación,
respond́ıa contag cloudsextráıdas de los reśumenes devueltos por las con-
sultas. La generación de las etiquetas de estasg cloudsse llev́o a cabo de
la siguiente forma:
1. Se eliminan, para cada resumen, las palabras que no aportan informa-
ción: “la”, “de”, “con”, “y”, etc., aśı como las puntuaciones y sı́mbo-
los.
2. Se eliminan los sufijos, por ejemplo “funcional” se convierte n “func”,
esto se hace aplicando el algoritmo de stemming de Porter. Y estas
ráıces son las que se usan como etiquetas.
Despúes de generar la lista de etiquetas que describe la respuestade la con-
sulta, se calcula la frecuencia relativa y la actualidad de cada etiqueta. Śolo
se tienen en cuenta las etiquetas que tienen una frecuencia de al menos el
10 %. La actualidad se calcula como la media de la fecha de publicación de
los reśumenes en los que aparece esa etiqueta .
Al hacer ’click’ con el rat́on sobre una etiqueta aparece una lista de palabras
que comparte el mismo prefijo con diferentes sufijos y un enlacal onjunto
de reśumenes que contienen la etiqueta.
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Evaluación de la Utilidad de las Etiquetas
Como se ha dicho, normalmente las etiquetas se seleccionan enbas a su fre-
cuencia y este ḿetodo de selección conlleva que lastag cloudsofrezcan una ima-
gen seḿanticamente homogénea, donde la mayorı́a de las etiquetas son similares
unas a otras.
Para seleccionar las etiquetas que mejor caracterizan la colección de fuentes
de informacíon etiquetados se determina la utilidad de una etiqueta como:
La capacidad de representar cada recurso comparada con otras etiquetas
asignadas al mismo recurso.
El volumen de fuentes de información cubiertas en comparación con otras
etiquetas.
Se considera unafolksonoḿıa como un vector de fuentes de informaciónDi =
(di0, ...,din), cada una caracterizada a través de una o ḿas etiquetasTj =(t j0, ..., t jm),
ponderando de acuerdo al número de usuarios que han etiquetado. Supongamos
di j representa la frecuencia con que se ha usado cada etiquetaTj para describir el











donde n es el ńumero de fuentes de información descritas porTj y m el ńumero
de etiquetas asignadas a un diferente recurso.
2.1.5. Tag CloudMonotérmino y Tag CloudMultit érmino
Muchos autores señalan, que para convertir los resultados obtenidos tras la
mineŕıa de texto a resultados más comprensibles para el usuario y para soportar el
ańalisis de texto, debe visualizarse este texto con distintosniveles de granularidad,
permitiendo descubrir patrones o conjuntos deitemsetsfrecuentes.
Las etiquetas multitérmino son uno de los elementos másútiles en el etiqueta-
do y proporcionan la capacidad de utilizar té minos relacionados. Estas etiquetas
multitérmino proporcionan penetración en el contenido del texto al permitir que
los t́erminos relacionados puedan ir juntos (Ejemplos de términos relacionados:
inteligencia artificial, redes sociales, sistemas operativos, etc.).
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Pero las interfaces o herramientas para extraer etiquetas multitérmino son ḿas
complejas y confusas de lo que deberı́an ser. (Ver (VW09)).
Supongamos la etiqueta “red social”. Cuando una herramientar ferencia esta
etiqueta debe estar mirando ambas partes (“red” y “social”)como un śolo conjun-
to, lo que tiene un significado distinto al de los términos de forma individual.
Un estorbo coḿun en el etiquetado social es que en las etiquetas multitérmino,
los t́erminos aparecen conectados mediante guiones, puntos o escritos juntos,
sin espacios, como si fueran una sola palabra, como por ejemplo en Delicious
(Sch03). Esto rompe la construcción b́asica del usuario y son las herramientas las
que debeŕıan abrazar los ḿetodos humanos de interacción y no los humanos las
restricciones tecnol´ gicas. Adeḿas de que no permite el escaneo visual.
Otro inconveniente en la introducción de caracteres extraños en las etiquetas,
como guiones, es que se rompe el modelo conceptual.
Algunas herramientas, tratan de normalizar estos “multitérminos” para iden-
tificar itemssimilares y relevantes. Esto resulta fácil cuando los componentes del
“multit érmino” est́an escritos separados, pero requiere mucho trabajo cuando no
lo est́an.
Como hemos dicho, la mayorı́a de las herramientas de minerı́a de texto mues-
tran la frecuencia de las palabras en el texto de forma aislad, o que limita su
utilidad y eficacia, ya que:
Dificultan la identificacíon del contenido de la fuente de información (No
permiten identificar conceptos relacionados)
No permiten la b́usqueda de patrones frecuentes
No permiten la b́usqueda de términos con ḿas de una componente (mul-
titérminos)
No permiten comparar y contrastar las caracterı́s icas de diferentes patrones
de texto
No permiten identificar expresiones cercanas o repeticiones de t́ rminos con
pequẽnas variaciones
No facilitan informacíon de contexto.
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Todos estos inconvenientes se pueden solventar permitiendo el uso de “mul-
titérminos” (ver (Don07)).
Panunzi et al. (ver (Pan06)), realizaron un estudio para evaluar la diferencia
entre un t́ecnica de extracción de palabras clave de un sólo término y una t́ecnica
que permit́ıa extraer palabras clave de más de un t́ermino. Los resultados mostra-
ron que las palabras clave complejas se consideraban más descriptivas y permitı́an
la identificacíon del contenido del texto, siendo más adecuadas que las palabras
simples.
Esta t́ecnica de extracción de palabras de ḿas de un t́ermino, consistı́a primero
en calcular el peso o frecuencia de los nombres presentes en el texto. Estos nom-
bres se consideraban potencialmente ambiguos con respectoa su seḿantica y al
mismo tiempo se consideraban la “cabeza” del multitérmino. Para incrementar la
predictibilidad en la identificación del contenido, a partir de estos nombres cons-
trúıan unn-gramade t́erminos, de los cuales seleccionaban sólo los ḿas relevan-
tes a trav́es de un filtro ling̈úıstico que identificaba sólo posibles combinaciones
de “multitérminos”. Estas combinaciones debı́an cumplir tres condiciones:
El n-gramadebe contener un nombre
Un patŕon bi-t́ermino aceptable es “nombre + nombre” o “nombre + adjeti-
vo”, pero no “nombre + preposición”.
El n-gramadebe ocurrir ḿas de una vez en el texto
En la lista de salida, se consideraban las palabras clave multitérmino y las pa-
labras clave monotérmino, para producir una lista coherente y a cada palabra clave
se le asociaba un peso.
Calcularon el peso de los “multitérminos” mediante una fórmula en quéeste
era proporcional al ńumero de ocurrencias deln-gramay a la frecuencia de cada
componente del “multit́ermino” e inversamente proporcional a esteúltimo núme-
ro de ocurrencias. (Ver fórmulas en Frantzi et al. (Fra00a)).
Este algoritmo, fue usado posteriormente por autores como Agili et al. (Agi08)
para la extracción de palabras clave multitérmino.
Watters (Wat08) créo la herramienta “Cloud Mine” para su uso como asistente
en la b́usqueda web y proporcionando la capacidad de análisis del texto. Para ello,
empléo tambíen “multitérminos” en lugar de palabras simples como ocurre nor-
malmente en la mayorı́a de las visualizaciones que podemos encontrar en forma
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de tag cloud. Utilizó la herramienta “TerMine” (Fra00b), que es una herramien-
ta gratuita que podemos encontrar en la web que incorpora métodos ling̈úısticos,
estad́ısticos e informacíon de contexto para la extracción de palabras clave mul-
titérmino. Y demostŕo que los resultados empleando palabras clave multitérm no
mejoraban los resultados en que se empleaban palabras claveimpl s, ya que pro-
porcionaban contexto y orientación al usuario incrementando el nivel de signifi-
cacíon proporcionado por los ḿetodos de recuperación de informacíon.
2.1.6. Clusteringy Herencia en laTag Cloud
Algoritmo de Clustering
Seǵun el estudio de Kuo et al. (Kuo07) la forma en que mostraron lai for-
macíon con la aplicacíon para las consultas sobre la base de datos biomédica, fue
ventajosa a la hora de representar información descriptiva, pero menos efectiva
que el tradicional ḿetodo de b́usqueda a la hora de permitir a los usuarios des-
cubrir relaciones entre conceptos. La solución que propusieron para esto fue el
empleo de algoritmos declustering.
Con el fin de inferir seḿantica o relaciones entre conceptos se podrı́an aplicar
técnicas declusteringpara la construcción de latag cloud.
Knautz et al. (Kna99) observaron que los usuarios que tienenqu reformular
sus consultas utilizando argumentos de búsqueda adicionales, encuentran dificul-
tad en el uso de los operadores booleanos. En concreto, el operad r AND seŕıa
el más usado para combinar nuevos términos con los argumentos de búsqueda
iniciales. Losclustersen latag cloudproporcionan autoḿaticamente ayuda para
el uso de los operadores, ya que una consulta inicial ofrece una respuesta donde
se presentan otros argumentos, haciendo “click” en cada término delcluster, se
desarrolla autoḿaticamente una lista de t´ rminos ãnadidos a la consulta inicial.
Cuando losclustersvienen representados en forma de grafo, haciendo “click” con
el rat́on en cualquier eje entre dos términos o v́ertices, lo que se está haciendo es
añadir o adicionar ambos términos a la consulta original.
En la visualizacíon de las etiquetas enclustersrealizada por Knautz et al., se
presenta un estatus igual para todas las etiquetas, lo que dala oportunidad a las
etiquetas recientes de ser visualizadas.
Begelman et al. (Beg06) también presentan un algoritmo declusteringpara
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obtener una medida de similaridad entre etiquetas, para posteriormente aplicar las
técnicas declusteringen latag cloud.
Para ello, lo primero que hacen es una transformación de la informacíon en
una representación nuḿerica que pueda ser utilizada por el algoritmo. Esta trans-
formacíon la realizan de forma manual.
Estimación de la Medida de Similaridad entre Etiquetas
La medida de similaridad puede obtenerse de múltiples formas como son: apli-
cando el coeficiente de Jaccard, la distancia euclı́dea, la similaridad del coseno, la
similaridad de Tanimoto, la correlación de Pearson, la distancia de Hamming, etc.
(Aou09). Aunque no hay grandes diferencias entre ellas, Knautz et al. (Kna99)
descubrieron mediante un cuestionario, una pequeña preferencia en favor de la




dondeψ representa el valor de coincidencia para dos etiquetasA y B, a simbo-
liza las fuentes de información que contienen la etiquetaA, b las fuentes de infor-
macíon que contienen la etiquetaB y g las fuentes de información que contienen
ambas etiquetas. Los valores oscilan entre 0 y 1, siendo 0 la falta de similaridad y
1 la similaridad ḿaxima que puede existir entre dos etiquetas.
En el algoritmo de Begelman et al. (Beg06) para encontrar las etiquetas fuerte-
mente relacionadas basado en el número de co-ocurrencias de cualquier par de eti-
quetas, se establece un punto de corte a partir del cual se decid si la co-ocurrencia
es significativa. Esto se representa en forma de matriz, de moo que cada elemen-
to de la matriz es la co-ocurrencia entre dos etiquetas.
Para determinar el punto de corte mencionado anteriormente, se realiza un
gráfico de frecuencias para las co-etiquetas (se representa lafrecuencia de co-
ocurrencia de cada etiqueta con todas las demás), aśı como una representación de
la primera y segunda derivadas de la frecuencia. Se examina el gráfico de la prime-
ra derivada para ver donde presenta su pico más alto, que coincide con el punto en
que la segunda derivada cambia de positiva a negativa. Porúltimo, se comprueba
si el valor de este pico es suficientemente alto para ser establ cido como el punto
de corte.
El único paŕametro que debe ser optimizado es la “altura mı́ni a del pico”.
A veces la distribucíon no presenta ningún pico “suficientemente alto” o no se
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tienen suficientes datos para calcularlo, en ese caso, consideran las etiquetas que
presentan la mayor co-ocurrencia como fuertemente relacion das.
Haciendo esto para cada etiqueta en el espacio de etiquetas,s obtiene un gra-
fo G(V,E,W), donde los v́erticesV son las etiquetas, los ejesE son las relaciones
entre etiquetas yW es una matriz siḿetrica que representa el peso de cada relación
(co-ocurrencia).
Tras realizar todo esto, Begelman et al. consideran que unclusteres cualquier
conjunto de etiquetas conectadas en el grafo (teniendo en cuenta śolo las relacio-
nes o ejes con una co-ocurrencia o peso superior al punto de corte).
Porúltimo, se sugiere aplicar el algoritmo descrito por Scott White en el caso
de que aparezcanclustersmuy grandes, para dividirlos enclustersde tamãno más
pequẽno.
Otros autores, como Hassan-Montero y Herrero-Solana (HM06) definen la co-




dondeA y B son los conjuntos de las fuentes de información descritos por las
2 etiquetas yRC(A,B) se conoce como el “Coeficiente de Jaccard”. Esta medida
es la que utilizan para estimar la similaridad entre etiquetas.
Técnicas deClustering:
Existen numerosas técnicas de clustering para construir el grafoG(V,E,W).
Begelman et al. (Beg06) utilizan el algoritmo de bisección espectral y la función
de modularidad combinadas con un algoritmogreedyrecursivo.
La función de modularidad mide la calidad de unclusterparticular de nodos
en un grafo, por lo que se usa como una medida de la calidad de particionamiento.
El algoritmo basado en la bisección espectral se utiliza para biseccionar los
vértices del grafo.
El algoritmo greedy actúa del siguiente modo:
Se usa la bisección espectral para dividir el grafo en dosclusters.
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Se compara el valor de la función de modularidad del grafo original con
el grafo partido. Si este valor es mayor para el grafo partidose acepta la
partición, si no se rechaza.
Se procede del mismo modo de forma recursiva para cada partición.
Hassan-Montero y Herrero-Solana (HM06) utilizan el algoritmo de biseccíon
de las K-medias con el objetivo de clasificar las etiquetas enclusters, usando la
función de similaridad del coseno para medir modelos de co-ocurrencia ntre eti-
quetas.
En la tag cloudque presentan Hassan-Montero y Herrero-Solana, las etique-
tas similares son “vecinas” horizontalmente y losclusterssimilares son “vecinos”
verticalmente.
Knautz et al. (Kna99) afirman que son 3 las operaciones posibles a realizar
despúes de clasificar las etiquetas mediante los valores de similaridad:
1. El método de enlace simple.- Se comienza con el par de etiquetas más simi-
lares que estén contenidas en un número ḿınimo de fuentes de información.
Posteriormente se van a˜ diendo todas las etiquetas que co-ocurren con la
primera etiqueta y luego todas las que co-ocurren con la segunda, conside-
rando un valor ĺımite de similaridad. Este paso se repite para cada nueva
etiqueta hasta que no quede ninguna suelta por encima del valor ı́mite.
2. El método de enlace completo.- Se comienza también con el par de etique-
tas ḿas similares y se añaden aquellas etiquetas que co-ocurren en la misma
fuente de información.
3. El método de agrupación por la media.- Inicialmente se opera igual que con
el método de enlazado simple, pero después de construir elclusterse calcula
una media de la similaridad para eliminar deéste todas las etiquetas cuyo
valor de similaridad esté por debajo de esta media.
Seǵun un experimento realizado por estos mismos autores sobre los 3 ḿetodos,
el tercer ḿetodo parećıa ser el preferido por los usuarios.
Herencia entre Etiquetas
Hsieh et al. (Hsi06) propusieron un sistema que incorpora laherencia entre las
etiquetas. Este ḿetodo tuvo una gran llamada (número de fuentes de información
recuperados en una consulta) debido a la incorporaci´ n del concepto “distancia”,
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pero perdío en precisíon.
El sistema de Hsieh et al. incluye una interfaz de edición que permite a los
usuarios subir o comentar fuentes de información, un generador utilizado para
construir espacios de conceptos y otros módulos que se basan en este generador
para proporcionar sus servicios:
Figura 2.2:Sistema de Hsieh et al. (Hsi06)
Generador de Espacio de Conceptos
El generador de espacio de conceptos analiza el espacio de etiqu tas y esta-
blece el concepto de herencia entre las etiquetas . Esto se realiza n los siguientes
pasos:
1. Se usa un vectorTj para las etiquetast j que representa la relación entréestas
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y las fuentes de información. Cada elementoT[i] denota el ńumero de veces
que la etiqueta se ha asignado al recursoi.
2. Se ordenan los vectores de etiquetas construidos en el paso 1 atendiendo a:
a) El número de fuentes de información a las que se asigna una misma
etiqueta.
b) La suma total de veces que se ha asignado esa etiqueta si 2 etiquetas




DondeRA son las fuentes de información descritas por la etiquetaA
y RB las fuentes de información descritas por la etiquetaB. l es un
umbral entre 0 y 1 que define el lı́mite inferior del concepto “distancia”
en el concepto de herencia, esto es, si el valor del est́a más cerca de
1, entonces la distancia entre las 2 etiquetas es corta. Si elvalor de
la ecuacíon (2.8) es verdadero, entonces la etiquetaB se considera un
nodo padre de la etiquetaA. Se usa la similaridad del coseno para
determinar la distancia.
c) La primera vez que una etiquetas se usa si 2 etiquetas tienenel mismo
valor para (2.8) y paral .
3. Se usa la lista ordenada del paso anterior para establecerla herencia.
En el ejemplo de la figura (2.3) se tienen 4 etiquetas y 3 fuentes de informa-
ción. Las flechas que van de las etiquetas a las fuentes de informaci´ n indican que
las etiquetas son asignadas a las fuentes de información y el ńumero encima de la
flecha es el ńumero de veces que son asignadas.
Generador de Etiquetas Relacionadas y Analizador de Consultas
Una vez construido el concepto de herencia se pueden realizar recomendacio-
nes basadas en las etiquetas cercanas o de los nodos ancestros, descendientes y
hermanos.
EnfoqueClusteringpara el Cálculo de la Herencia de unaFolksonoḿıa.
Nos basamos en el estudio realizado por Grahl et al. (Gra07) que realizan una
clasificacíon interactiva del conjunto de etiquetas usando dos veces elalgoritmo
de las k-medias, seguida de otro algoritmo para descubrir los usuarios y fuentes
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Figura 2.3:Ejemplo de herencia (Hsi06)
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de informacíon relacionados con losclustershijos de la herencia generada.
La generacíon de la herencia entreclusterses completamente automática. El
resultado es una herencia en tres niveles de conjuntos de etiquetas. Losclusters
del nivel ḿas bajo (y ḿas detallado) son complementados por listas de los usua-
rios y fuentes de información relacionados.
No se ha proporcionado ninguna medida para la evaluación de la calidad de
losclustersseǵun este enfoque.
Construcción de losClusters
Se utiliza el algoritmo de las k-medias para calcular losc u terscon la medida
de similaridad del coseno. Se trabaja con la matriz de co-ocurrencias entre etique-
tas, por lo que las etiquetas son los objetos de este algoritmo.
Para calcular los usuarios y fuentes de información más relacionados con ca-
daclusterde etiquetas se usa el algoritmo deranking “Folkrank” presentado por
Hotho et al. (Hot06). Dado un conjunto de las etiquetas, usuarios y fuentes de
informacíon preferentes de unafolksonoḿıa, “Folkrank” calcula una clasificación
de temas que proporciona un orden descendiente en importancia de los elementos
de lafolksonoḿıa con respecto a los elementos preferentes.
Primero se transforma el hipergrafo entre los conjuntos de etiquetas, usuarios
y fuentes de información a un grafo ponderado, tripartito y sin dirigir. En este
grafo se aplica una versión de “PageRank” que tiene en cuenta el peso de los ejes.
Finalmente el algoritmo “Folkrank” calcula la clasificación por temas usando un
enfoque diferencial.
Construcción de la Herencia Conceptual
Tras eliminar algunas palabras consideradas “spam”, habergenerado el espa-
cio vector del conjunto de etiquetas y haber calculado losclu terscon la ḿaxima
granulacíon posible, se extrae para cadaclusteruna etiqueta que har´ de descrip-
tora.
Estas etiquetas descriptoras son agrupadas otra vez, ocupando la capa media
de la herencia conceptual.
Finalmente se calculan parejas de etiquetas como descriptores de estosmeta-
clustersocupando el nivel ḿas alto y general de la herencia.
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Resumiendo, en la herencia final se tiene: las parejas de etiquetas en el primer
nivel, las etiquetas descriptoras de cada pareja de etiquetas en el segundo nivel o
nivel medio y losclustersde etiquetas relacionadas con cada etiquetas descripto-
ra en el tercer óultimo nivel, el cual se completa con los usuarios y fuentes de
informacíon relacionadas con cada etiqueta.
2.1.7. Data Cloud
Definición y Generacíon
Seǵun Koutrika et al. (Kou09a), (Kou09b), lat g cloudesútil para los proṕosi-
tos de navegación y visualizacíon sobre datos sin estructura porque resaltan los
conceptos ḿas significativos. Pero por otro lado, cuando la búsqueda se realiza
sobre bases de datos estructuradas, es mejor realizarla porp lab as clave, por lo
que proponen un ḿetodo para unir esta búsqueda con las capacidades de resumen
y navegacíon de lastag cloudspara ayudar a los usuarios a acceder a la base de
datos. A la nube ocloudoriginada sobre datos estructurados, la denominandata
cloud.
A través de ladata cloudse resumen los resultados obtenidos con la búsqueda
por palabras clave sobre los datos estructurados y se guı́a a los usuarios para que
refinen estas b́usquedas, para ello ladata cloudpresenta las palabras más signifi-
cativas asociadas a los resultados de la búsqueda, permitiendo buscar en múltiples
tablas de la base de datos.
En los sitios sociales, las etiquetas son asignadas manualmente, pero en el ca-
so de las bases de datos estructuradas hay que categorizar los c mpos de texto,
decidir como agregar las mismas palabras encontradas en campos diferentes, uti-
lizar estructuras y estadı́sticas para soportar la búsqueda con nubes dinámicas, etc.
Además, como las entidades tienen estructura, la posición del t́ermino afecta a su
importancia, por lo que no servirı́a una nube basadaúnicamente en la frecuencia.
En IR, las unidades de información est́an bien definidas: son los documentos.
En las bases de datos, sin embargo, la información onceptualmente se refiere a
una sola entidad, pero puede encontrarse en diferentes relaciones, debido a la es-
tructura de la base de datos y a su normalización.
Koutrika et al. modelan la base de datosD como una colecciónV de entidades
de b́usqueda. Una entidad de búsqueda es conceptualmente un objeto complejo
con atributosB1...Bn. Un atributoBi puede ser atómico y estar almacenado en
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una columna en la base de datos o puede estar compuesto por un objeto o lista de
objetos que réunen informacíon para la b́usqueda de la entidadv. La coleccíonV
puede entenderse como una “vista” que colecta y agrupa informacíon relacionada
con una entidad individual de las relaciones almacenadas enD y la representa co-
mo una sola unidad de información.
Una consultaqse formula como una conjunción de t́erminos clave. Un término
k puede ser una sola palabra o una frase. Dada una consultaq y una coleccíonV
definida sobre la base de datosD, la respuesta paraq es el conjuntoVq⊆V que
contiene todas las entidades deV que contienen todos los términos de la consulta
q al menos una vez.
Una cuestíon muy importante es como añ dir rangos a las entidades de búsque-
da que se han ajustado al término clave. Pensando en las entidades de búsqueda
como equivalentes a “documentos” podrı́an usarse los ḿetodos derankingde la
IR est́andar. Por ejemplo, se puede calcular el pesot f · id f de cualquier t́ermino
de consultak en cualquier entidadv enVq. El término “frecuencia”t f puede cal-





dondenB es el ńumero de ocurrencias dek en un atributoB de v y nv es el
número de t́erminos env. La inversa de la frecuencia del documentoid f parak
es:






dondeN es el ńumero de entidades de búsqueda en la base de datos yNk es el
número de entidades que contienenk.
Con esto, se puede establecer una puntuación parav con referencia a la con-
sultaq sumando los pesost f · id f de todos los t́erminos de consulta env:
score(v,q) = ∑
k∈q
t fk,v · id fk (2.11)
Con este enfoque no se tiene en cuenta la posición del t́ermino de consulta. Por
ejemplo, si se busca en noticias, no tendrı́a la misma puntuación que el t́ermino
apareciera en el tı́tulo de la noticia, en el desarrollo o en los comentarios. Para
acatar esto podrı́an usarse pesos de posición.
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Un peso de posición representa la significación de la ocurrencia del término
dependiendo de su posición en el documento. Se puede transferir esta idea refi-





dondeωB es el peso para el atributoB. Estos pesos pueden pre-asignarse a los
atributos en la base de datos de forma manual o pueden determinarse autoḿatica-
mente baśandonos en un conjunto de reglas.
Construcción de laData Cloud.
Para la generación de ladata cloudse eliminan palabras como pronombres
personales, preposiciones, etc.
En teoŕıa la b́usqueda se realiza a nivel de entidades. Las entidades de búsque-
da son una abstracción útil, pero en la pŕactica se consume mucho tiempo si para
generar el conjunto de entidades que se ajusta a una consultase usa eĺındice in-
vertido basado en las tuplas, ya que habrı́ que recorrer todas las tuplas de este
ı́ndice en las que se localice la palabra clave de la consulta.En lugar de esto, se
usa uńındice invertido basado en la entidad, donde cada ocurrencia de un t́ermino
de consulta se enlaza a la entidad de búsqueda a la que conceptualmente pertenece.
Lo difı́cil es encontrar las mejores palabras para incluirlas en ladat cloud.
Paraésto se tienen varios enfoques (Kou09b):






Esencialmente, lo que se hace es medir la popularidad (número de veces que
k co-ocurre enq) de los t́erminos en los resultados de la consulta. Este es el
enfoque t́ıpico en lastag clouds, pero como hemos dicho, no resulta bueno
para lasdata cloudsya que no eśutil para el proṕosito de refinamiento de
la búsqueda.
2. Basado en la relevancia.
Con este enfoque se seleccionan aquellos términos ḿas relevantes para la
consulta sobre las entidades deVq. Se trata cada término candidatok como
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una palabra de consulta y se calcula la similaridad entrek y cada entidad
de respuestav enVq. Una puntuacíon alta significaŕıa que el t́ermino y la
entidad se ajustan por lo que la entidad serı́a un resultado relevante para
el términok. Sumando la puntuación para todas las entidades enVq encon-
traŕıamos la bondad dek paraVq:
score(k,q,Vq) = ∑
v∈Vq
t fk,v · id fk (2.14)
Como vemos, también se ha tenido en cuenta el peso dek con respecto a su
posicíon.
3. Dependiente de la consulta.
La data cloudse genera sobre los resultados de la consulta, no sobre un
subconjunto aleatorio de la base de datos. Paraésto, en el ćomputo de las
puntuaciones de los términos candidatos sólo se tiene en cuenta la consulta
inicial, con lo que la información contenida en ladata cloudestaŕa más
próxima a las necesidades del usuario:
score(k,q,Vq) = ∑
v∈Vq
(t fk,v · id fk) ·score(v,q) (2.15)
En el experimento realizado por Koutrika et al. (Kou09b), sedemostŕo que este
último método era el ḿas preciso y el menos preciso el del enfoque basado en la
popularidad, considerando la precisión como el ńumero de t́erminos relevantes en
función del ńumero total de t́erminos en la nube.
Data Cloudsa través de Cubos OLAP
Aouiche et al. (Aou09) proponen un método para crear lasdata cloudsque
consiste en pasar las entradas de la base de datos a cubos OLAPy de ah́ı a tag
clouds.
Un cubo OLAP contiene un conjunto no vacı́o de dimensiones y otro de me-
didas, normalmente se derivan de una tabla de hechos donde cada dimensíon y
medida es una columna y todas las filas (o hechos) contienen tuplas con dimen-
sión disjunta (Ver figura (2.4))
El cubo de datos soporta las siguientes operaciones:
Slice(Cortar en rodajas)→ Cuando solamente se está interesado en algunos
atributos.
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Figura 2.4:Ejemplo deTag Cloudsa partir de Cubos OLAP (Aou09)
Dice (Cortar en dados)→ Cuando se está interesado en un rango de los
valores de algunos atributos.
Roll-up(Enrollar)→ Cuando se agregan los valores de los atributos.
Drill-down (Desglosar o subdividir)→ Es la operacíon contraria a la ante-
rior.
Aouiche et al. obtienen las etiquetas otagscomo t́erminos composición de 3
palabras, donde cada palabra es una dimensión del cubo OLAP y los t́erminos tie-
nen un grosor de fuente proporcional a su importancia, evaluad esta importancia
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mediante las columnas medida.
Desde que el cubo de datos soporta las operaciones indicadasarriba, lastag
cloudstambíen las soportar´ n ya que se generan de los nuevoscuboidsobtenidos
tras aplicar las operaciones al cubo de datos. En aquellos cas en que la opera-
ción haga pasar al cubo de un estado en que posee una dimensión mayor a otro
estado en que posee otra dimensió menor (como serı́a agregar los valores de 2
atributos), tambíen disminuiŕan las palabras presentes en el término composicíon.
La generacíon de latag clouda partir del cubo OLAP según el ḿetodo pro-
puesto por Aouiche et al. es sencilla. Como solamente pueden representarse un
númerok moderado de etiquetas, se buscarán lask celdas con mayores medidas
en el cubo OLAP. Otra forma de hacerlo es estableciendo un lı́mite para la fre-
cuencia o este caso la medida, a partir del cual incluiremos la etiqueta en latag
cloud. En estéultimo tipo detag cloudel número de etiquetas presentes es varia-
ble.
Aouiche et al. establecen, después de realizar una serie de tests, que el número
k no debe superar 150 etiquetas.
Intuitivamente, un paralepı́ edo que represente las mayores medidas propor-
cionaŕa unatag cloudrazonable.
Aouiche et al. también calculan medidas de similaridad entre etiquetas. Para
ello el usuario especifica las dimensiones declusteringy se construye un para-
leṕıpedo con esas dimensiones. Por ejemplo si se elige la dimensión “Páıs” en
el ejemplo de arriba, Montreal-Abril y Toronto-Marzo se consideraŕıan cercanos
por lo que se incluiŕıan en el mismocluster. A los paraleṕıpedos se les aplicarı́
alguna de las medidas de similaridad, como por ejemplo la similar dad del coseno.
2.1.8. Conclusiones
Referentes a la identificacíon del contenido
Resulta dif́ıcil comparar los tamãnos de fuente y algunos trabajos señalan
que lastag cloudsson peores a la hora de reconocer palabras que una simple
lista vertical ordenada alfabéticamente (Riv07).
La mayor parte de las veces la visualización de latag cloudse realiza man-
teniendo un orden alfabético entre las etiquetas mientras que los usuarios
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ignoran este hecho según el estudio realizado por Hearst y Rosner (Hea08).
Diversos trabajos apuntan, que los problemas referentes a la identificacíon
del contenido, se solventarı́ n en gran medida con el uso de componentes
multitérmino.
Referentes a la seḿantica
Lastag cloudshan sido y son muy criticadas. Uno de los motivos es que los
términos populares no tienen por qué ser los t́erminos relevantes, lo que en
ocasiones puede dificultar la búsqueda.
Cuando sobre latag cloudno se emplean técnicas declustering, no es posi-
ble descubrir relaciones entre conceptos.
Referentes a la teoŕıa
Desde una perspectiva tradicional sorprende la rápida adopcíon de lastag
clouds, ya que conllevan algunos problemas teóricos, como es el hecho de
no estar definidas matemáticamente.
En algunos casos incluso, lastag cloudsse usan con fines analı́ticos, como
por ejemplo, examinar las diferencias entre discursos polı́ticos, buscando
patrones en el texto, lo que puede llevar a concepciones erróneas.
Referentes al ḿetodo
No existe un ḿetodo est́andar para la extracción de etiquetas de unat g
cloud, aunque en este trabajo se han presentado diversas t´ cnicas de extrac-
ción, seleccíon, clusteringy herencia de etiquetas utilizadas por algunos
autores. A pesar de eso, cada uno usa su propia técnica.
Referentes a su funcionalidad
Bar-Ilan et al. (BI08) sugieren orientar al usuario que va a asignar las eti-
quetas con una lista de descriptores, ya que demuestran que es másútil el
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etiquetado estructurado que el etiquetado libre.
A pesar de las deficiencias teóricas, lastag cloudsse han convertido en una
herramienta de análisis.
Se ha demostrado que lastag cloudsson mejores para explorar que cuando
la búsqueda es especı́fi a y que el uso de latag cloudconlleva realizar ḿas
consultas para una búsqueda que el ḿetodo tradicional por palabras clave
(Sin08)
Hearst y Rosner (Hea08) sugirieron que el propósito de lastag cloudsera
meramente social, ya que provee una atmósfera amigable y una forma de
entrar en un sitio complejo. Aunque otros estudios demuestran que los usua-
rios prefieren especificar los términos de b́usqueda a usar un sistema basado
en etiquetado (Sin08).
La Web 2.0 tiende a atraer a millones de usuarios que contribuyen a su
contenido, por lo que lastag cloudspueden actuar como espejo de grupos
o individuos, lo que las convierte en algo divertido en lugarde serio (Vie08).
Cuando lastag cloudsse usan fuera de sitios sociales suelen actuar como
retratos de individuos antes que de grupos. Por ejemplo, unapersona que
sube el texto de 20blogsque ha léıdo para crear una galerı́a de instant́aneas
verbales. Cada nube se acompaña de un comentario, lo que revela la perso-
nalidad delbloggero.
Vi égas y Wattenberg (Vie08) afirman que last g cloudsson una t́ecnica de
lenguaje de la comunidad que funciona en la práctica aunque no en la teorı́a.
Se desconoce porque se siguen utilizando lastag cloudsa pesar de que no pro-
porcionan beneficios cuantificables y que los usuarios son incapaces de reconocer
la forma en que las entradas se organizan en la visualización.
Sin embargo, la creciente demanda detag cloudsindica que existe una clase
importante de datos que los usuarios quieren visualizar: eltexto no estructurado.
En este trabajo, se pretende solventar gran parte de los inconvenientes de la
tag cloud, permitiendo que las etiquetas presentes en esta, puedan estar formadas
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por componentes multitérmino, en la ĺınea que se apunta en la subsección (2.1.5).
Para ello, introduciremos a continuación la estructura-AP, haciendo un breve
repaso a sus antecedentes, a los conjuntos-AP y a algunas de lpropiedades de
estos conjuntos y estructura.
En el siguiente capı́tulo, se establecerán los modelos mateḿaticos de la estructura-
AP ponderada y la estructura multitérmino ponderada.
Empezaremos definiendo lositemsetsponderados que compondrán los conjuntos-
AP ponderados, para definir posteriormente la estructura-AP ponderada y algunas
de sus propiedades.
A continuacíon se definiŕan los conjuntos monotémino y multit́ermino y se
comentaŕan algunas propiedades de los conjuntos y estructuras multitérmino.
Posteriormente se definirá un modelo para la estructura monotérmino y mul-
titérmino ponderada. Para estaúltima se establecerá la definicíon de secuencia de
elementos ponderada oitem-seqponderada.
Finalmente se analizar´ n algunas propiedades de la estructura multitérmino
ponderada y el acopliento de conjuntos multitérmino con estructuras multitérmino,
considerandóındices para la medida de este acoplamiento.
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2.2. Estructura-AP
La estructura-AP nace del hecho de que la falta de estructurade los atributos
textuales hace difı́cil su procesamiento automático para manejarlos de forma ma-
siva.
La estructura-AP se basa en la transformación del atributo textual en una es-
tructura intermedia que permita su representación de forma ḿas estructurada. Di-
cha estructura está basada en el concepto deitemsetfrecuente y sus propiedades,
llamado conjunto-AP.
Se utiliza esta forma de representación, ya que asumimos como hipótesis que
los itemsetsfrecuentes mantienen la semántica subyacente en los atributos textua-
les, ya que mantienen agrupados los términos ḿas relevantes. Una razón adicional
para utilizar la estructura deitemsetsfrecuentes como base para nuestro modelo
es que los algoritmos que se encargan de la obtención de estositemsetsson bien
conocidos y han sido implementados en distintas variantes yest́an altamente op-
timizados.
La estructura-AP es un modelo multidimensional que facilitel procesamien-
to de la seḿantica b́asica que puede obtenerse de atributos textuales, con la ayud
de una estructura de almacenamiento. Esta representació estructurada pasa por
una limpieza previa de los datos y por un proceso posterior demin ŕıa de textos.
El resultado de este proceso conduce al concepto de estructura-AP.
Es importante sẽnalar que los conceptos y operaciones pertenecientes a dicha
representación estructurada y expuestos a continuación son referencias de la tesis
doctoral del Dr. Sandro Martı́nez Folgoso (Mar08).
2.2.1. Concepto de Estructura-AP y Operaciones Asociadas
En esta subsección se comienza la exposición de las definiciones matemáticas
bases para la representación formal de los datos. Inicialmente se establece la defi-
nición y propiedades de los conjuntos que tienen la propiedad “a priori” (Agr94)
(llamados conjuntos-AP), y luego la definición de la estructura subyacente en los
textos que es la de estructura-AP (Mar06), donde se captura la seḿantica b́asica
que encierran los textos.
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Aqúı solamente van a darse algunas de las definiciones y propiedades, para
más informacíon consultar (Mar08).
Definición y Propiedades de los Conjuntos-AP
Definición 1.- Conjunto-AP
Sean X= {x1...xn} un conjunto referencial de items y R⊆ P(X) un conjunto
de itemsets frecuentes, siendo P(X) las partes de X. Se dice que R es un conjunto-
AP śı y śolo śı:
1.
∀Z ∈ R⇒ P(Z) ⊆ R (2.16)
2. ∃Y ∈ R tal que:
a)
card(Y) = maxZ∈R(card(Z))y
∄Y′ ∈ R | card(Y′) = card(Y) (2.17)
b)
∀Z ∈ R;Z ⊆Y (2.18)
El conjuntoY de cardinal maximal que caracteriza el conjunto-AP se denomi-
naconjunto generador de R. NotaremosR= g(Y), es decirg(Y) seŕa el conjunto-
AP con conjunto generadorY. LlamaremosNivel de g(Y) al cardinal deY. Ob-
viamente, los conjuntos-AP de nivel 1 son los elemento deX, se considera el
conjunto vaćıo /0 como el conjunto-AP de nivel cero.
Ejemplo 1.- Conjunto-AP
Sea X= {rosa,blanco,negro,azul, ro jo,verde,amarillo,violeta}
Sea R= ({azul},{amarillo},{violeta},{azul,amarillo},{azul,violeta},
{amarillo,violeta},{azul,amarillo,violeta}).
Entonces el conjunto generador de R es Y= ({azul,amarillo,violeta}).
Como se observa en el ejemplo anterior y teniendo en cuenta la definición de
conjunto-AP, el conjunto generadorY = {azul,amarillo,violeta} se corresponde
con el conjunto-AP de mayor cardinalidad y que incluye a su vez, todas las com-
binaciones presentes enR, tal y como se puede observar en la figura (2.5).
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Figura 2.5:Ret́ıculo del Conjunto-AP
A continuacíon se dan algunas operaciones relacionadas con el conjunto-AP
definido. Dichas operaciones serán utilizadas en la definición de otras operacio-
nes como la obtención de la estructura global de conocimiento, que encierra la
seḿantica b́asica de los datos procesados. Se comienza por la operación que veri-
fica si un conjunto-AP está incluido en otro.
Definición 2.- Inclusión de Conjuntos-AP
Sea R= g(Y) y S= g(Y′) dos conjuntos-AP con el mismo conjunto referencial
de items:
R⊆ S⇔Y ⊆Y′ (2.19)
En la definicíon se puede apreciar que, los conjuntos-APR y Sestaŕan inclui-
dos unos en otros si alguno de los dos conjuntos generadoresY Y′ est́a contenido
uno en otro.
A continuacíon se introduce una operación importante en el contexto en el que
se plantea este modelo, que es elubconjunto-AP inducidopor un conjunto deter-
minado. Esta operación se encargar´ de obtener el conjunto-AP particular que se
genera, al intersecar el retı́culo global del conjunto-AP con un conjunto dado.
Definición 3.- Subconjunto-AP Inducido
Sea R= g(Y) e Y′ ⊆ X diremos que S es elsubconjunto-AP inducido por Y’





Se puede apreciar en la definición que el subconjunto-AP inducido se obtiene
de hacer la intersección de los conjuntos generadores deR y el conjuntoY′. Ésta
interseccíon nunca será vaćıa porque el conjuntoY′ es un subconjunto del conjun-
to referencialX.
Definición y Propiedades de la Estructura-AP
Los conceptos de conjunto-AP establecidos se usan para definir la estructu-
ra de informacíon que se construye cuando se calculan itemsets frecuentes.Hay
que tener en cuenta que estas estructuras se obtienen de forma c nstructiva, gene-
rando inicialmente itemsets con cardinal igual a 1; luego´ st s se combinan para
obtener los de cardinal 2, y ası́ ucesivamente hasta obtener itemsets con cardi-
nal maximal, con un soporte mı́nimo fijado. Por tanto, la estructura final es la
de un conjunto de conjuntos-AP, que formalmente se define como estructura-AP
(MB08).
Definición 4.- Estructura-AP
Sea X= {x1...xn} un conjunto referencial de items y S= {A,B, ...} ⊆ P(X) un
conjunto de itemsets frecuentes, tal que:
∀A,B∈ S; A 6⊆ B, B 6⊆ A
Llamaremos estructura-AP del generador S, T = g(A,B, ...), al conjunto de
conjuntos-AP cuyos conjuntos generadores son A,B, ...
De la definicíon anterior queda claro entonces que: la estructura-AP no es
más que una colección de conjuntos-AP. Tal como se definió, los conjuntos ge-
neradores de la estructura-APA,B, ... no pueden estar contenidos unos en otros,
utilizando para esta interpretación la definicíon de conjunto-AP incluido que se
dio anteriormente (ver ecuación 2.2.1). Entonces, la estructura-AP quedará cons-
tituida por todos los conjuntos generadores que se obtengande l s combinaciones
deX presentes, dentro de todas las posibles (P(X)).
Hay que hacer notar que cualquier estructura-AP es un retı́culo de subcon-
juntos cuyos extremos superiores son sus conjuntos generador s. La figura (2.6)
muestra una estructura-AP global que se define comog({azul,amarillo,violeta},
{violeta,negro}). Se dan a continuación algunas definiciones y propiedades per-
tenecientes a estas nuevas estructuras.
2.2.Estructura-AP 51
Figura 2.6:Estructura-AP global
Definición 5.- Inclusión de Estructuras-AP
Sean T1, T2, dos estructuras-AP con el mismo conjunto referencial de items:
T1 ⊆ T2 ⇔∀ R conjunto-AP de T1
∃ S conjunto-AP de T2 | R⊆ S (2.21)
De esta definicíon se puede interpretar que para que una estructura-APT1
est́e contenida en otra estructura-APT2, todos los conjuntos generadores deT1
tienen que aparecer incluidos en alguno de los conjuntos generadores deT2.
A continuacíon se introduce una importante operación sobre esta estructura-
AP, la operacíon subestructura-AP inducida.Ésta no es ḿas que la estructura-AP
resultante de intersecar una estructura-AP cualquiera conun conjunto dado.
Definición 6.- Subestructura-AP Inducida
Sea la estructura-AP T= g(A1,A2, ...,An) con conjunto referencial de items
X y Y⊆ X. Definiremos laestructura-AP deT inducida por Ycomo:
T ′ = T
∧
Y = g(B1,B2, ...,Bm) (2.22)
donde
∀Bi ∈ {B1, ...,Bm} ⇒ ∃A j ∈ {A1,A2, ...,An}




∀A j ∈ {A1, ...,An} ⇒ ∃Bi ∈ {B1,B2, ...,Bm}
tal que Aj
⋂
Y ⊆ Bi (2.24)
Est́a claro queT ′ es la estructura-AP generada por aquellas intersecciones de
Y con los conjuntos generadoresT, que no est́an en contradicción con la defini-
ción de estructura-AP. El siguiente ejemplo expone estas idea.
Ejemplo 2.- Subestructura-AP Inducida
Sea X= {rosa,blanco,negro,azul, ro jo,verde,amarillo,violeta}
Sea T = g({azul, verde},{amarillo, azul},{rojo, blanco, negro},
{blanco, violeta, rosa}),
Sea Y ={rojo, blanco, violeta}
⇒ T ∧Y = g({ro jo,blanco},{blanco,violeta}).
Acoplamiento de Conjuntos de T́erminos con las Estructuras-AP
En esta sección, seŕan establecidas las definiciones necesarias para consultar
la base de datos, donde se cuenta con la estructura-AP como tipo de dato. La idea
es que el usuario expresará sus requerimientos como conjuntos de términos, para
ser consultados sobre los atributos textuales en la base de datos. Dado que dichos
atributos estaŕan representados por sus estructuras-AP particulares, algunos tipos
de acoplamientos tienen que ser dados para satisfacer las consultas sobre dichas
estructuras.
Para hacerlo, contamos con dos enfoques distintos, que definimos a continua-
ción.
Definición 7.- Acoplamiento Fuerte
Sea la estructura-AP T= g(A1,A2, ...,An) con conjunto referencial de items X







verdadero si ∃Ai ∈ {A1,A2, ...,An}
/Y ⊆ Ai
falso en otro caso
(2.25)
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Definición 8.- Acoplamiento D́ebil
Sea la estructura-AP T= g(A1,A2, ...,An) con conjunto referencial de items











falso en otro caso
(2.26)
Estas definiciones se pueden complementar dando alguna medida oı́ndice que
cuantifique estos acoplamientos. La idea es considerar que el acoplamiento de
un conjunto grande de términos tendŕa un ı́ndice mayor que uno con un menor
número de t́erminos; adicionalmente, si algún conjunto de t́erminos se acopla con
más de un conjunto generador,éste tendŕa unı́ndice mayor que el de otro, que sólo
se acopla con un sólo conjunto. Pueden establecerse dosı́ndices de acoplamiento,
con lo que tenemos las definiciones siguientes.
Definición 9.- Índice de Acoplamiento Fuerte (D́ebil)
Sea la estructura-APT = g(A1,A2, ...,An) con conjunto referencial de items
X y Y ⊆ X, se define eĺındice de acoplamiento fuerte (débil) entreY y T como
sigue:
∀Ai ∈ {A1,A2, ...,An}se denota mi(Y) = card(Y
⋂
Ai)/card(Ai), (2.27)
S= {i ∈ {1, ...,n}|Y ⊆ Ai}, (2.28)
W = {i ∈ {1, ...,n}|Y
⋂
Ai 6= /0} (2.29)
Entonces se define elı́ndice de acoplamiento fuerte y débil entreY y T como:
Índice fuerte = S(Y|T) = ∑
i∈S
mi(Y)/n (2.30)










Con el proṕosito de representar la información en forma detag cloud, lo que,
como ya se ha visto, presenta grandes ventajas en la identificación del contenido
de la informacíon representada, la navegación a trav́es déesta, la depuración de la
consulta, etc. y aprovechar la funcionalidad de la estructua-AP, se hace necesario
ponderar la estructura-AP, para poder representar posterirmente lositemsetsque
la componen con distintos tamaños de fuente según su peso o frecuencia. Para ello
definiremos lo que llamamos la “Estructura-AP Ponderada”.
El principal inconveniente de la estructura-AP, es que no exist una relacíon
de orden entre los términos que componen lositemsets, por lo que los resultados
de las consultas representados mediante esta estructura, pod ı́an no ser del todo
precisos o devolver ḿas informacíon de la que se solicita. Para solventar este in-
conveniente, definiremos lo que llamamos la “Estructura Multitérmino”, que, al
igual que la estructura-AP, deberá ser ponderada con el fin de visualizarla en forma
detag cloud, creando lo que llamamos la “Estructura Multitérmino Ponderada”.
Analizaremos las ventajas e incovenientes que poseen ambasestructuras en el
ejemplo pŕactico de comparación del caṕıtulo siguiente.




3.1.1. Definicíon de Estructura-AP Ponderada
Para definir las estructura-AP ponderada, empezaremos intrduciendo lositem-
setsfrecuentes ponderados:
Definición 10.-Itemsetponderado de un Conjunto-AP
Sea R = g(Y) un conjunto-AP con conjunto referencial de itemsX. Diremos
queĨt ⊆Y es un itemset ponderado del conjunto Y si:
Ĩt = (It ,ωt) (3.1)
dondeIt es un conjunto deitemsy ωt es el peso déste, que en nuestro caso
seŕa igual a su frecuencia de aparición en el texto (ωt ∈ N).
El peso o frecuencia de los itemsets de mayor grado, será m nor o igual que
el peso o frecuencia de los itemsets de grado menor.
Si I1 ⊆ I2 ⇒ ω1 ≥ ω2 (3.2)
Ejemplo 3.- Itemsetsponderados
Sea X= {negro, rosa, verde, azul, amarillo, naranja, violeta}
Sea R= g(Y) ={rosa, negro, violeta}
⇒ Ĩ1(R) = {rosa,(8)}, Ĩ2(R) = {negro,(10)}, Ĩ3(R) = {violeta,(16)}
Ĩ4(R) = {rosa,negro,(8)}, Ĩ5(R) = {rosa,violeta,(6)},
Ĩ6(R) = {negro,violeta,(9)}, Ĩ7 = {rosa,negro,violeta,(5)}
En este ejemplo se han extraı́do todos los posibles itemsets del conjunto R.
El d́ıgito al final de cada una de ellos indicarı́ su frecuencia de aparición en un
texto hipot́etico, es decir, su peso.
Las estructuras-AP ponderadas son estructuras-AP (ver subseccíon(2.2.1)) com-
puestas por conjuntos-AP ponderados, siendo un conjunto-AP ponderado aquel
que se compone solamente deitemsetsponderados.
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Definición 11.- Estructura-AP Ponderada
Sea X= {x1...xn} un conjunto referencial de items ỹS= {Ã, B̃, ...} ⊆ P(X) un
conjunto de itemsets frecuentes ponderados, tal que:
∀A,B∈ S; A 6⊆ B, B 6⊆ A
Llamaremos estructura-AP ponderada del generadorS̃, T̃ = g(Ã, B̃, ...), al
conjunto de conjuntos-AP cuyos conjuntos generadores sonÃ, B̃, ...
Nota.- El conjunto-AP generador̃A puede expresarse comog̃(A)










Visualización de la Estructura-AP Ponderada en forma deTag Cloud.
En la figura (3.1) podemos ver lat g cloudde la estructura-AP ponderada del
ejemplo anterior.
3.1.2. Propiedades de la Estructura-AP Ponderada
Inclusión de Estructuras-AP Ponderadas
Definición 12.- Inclusíon de Estructuras-AP Ponderadas
SeanT̃1 y T̃2 dos estructuras-AP ponderadas con el mismo conjunto referencial
de items X. Diremos quẽT1 est́a incluida enT̃2 (T̃1 ⊆ T̃2) si y śolo si:
T̃1 ⊆ T̃2 ⇔∀ R̃ conjunto-AP ponderado dẽT1,
∃ S̃ conjunto-AP ponderado dẽT2, tal queR̃⊆ S̃ (3.3)
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Figura 3.1:Representación de la tag cloud de la estructura-AP del ejemplo
4
Para aplicar esta propiedad, nos servimos de la ecuación (2.2.1) de la defini-
ción de inclusíon de estructuras-AP que se vio en el capı́tulo anterior.
Subestructura-AP Ponderada Inducida
Definición 13.- Subestructura-AP Ponderada Inducida
Sea la estructura-AP ponderadãT = g(Ã1, Ã2, ..., Ãn) con conjunto referen-
cial de items X e Y⊆ X. Definiremos la sub-estructura-AP ponderada de T, T̃ ′
inducida por Y como:
T̃ ′ = T̃ ∧Y = g(B̃1, B̃2, ..., B̃m) (3.4)
donde
∀ B̃i ∈ {B̃1, ..., B̃m} ⇒ ∃ Ã j ∈ {Ã1, ..., Ãn}
tal que Bi = A j ∩Y (3.5)
∀ Ã j ∈ {Ã1, ..., Ãn} ⇒ ∃ B̃i ∈ {B̃1, ..., B̃n}
tal que Aj ∩Y ⊆ Bi (3.6)
T̃ ′ es la estructura-AP generada por el acoplamiento deY con los conjuntos
generadores dẽT. Para ello, se hace la intersección de cadaitemsetdeY con todos
los itemsetsgenerados por(A1,A2, ...,An) de T̃. Ver la interseccíon entre conjun-
tos en (Mar08).
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En los conjuntosBi de T̃
′ irán śolo los itemsetsque no est́en completamente
incluidos en otro conjunto deBi, ya que si no serı́an redundantes y la estructura-
AP resultante no estarı́ constituidáunicamente por conjuntos maximales.
Nota.- No tiene sentido que el conjunto-APY sea ponderado, ya que normal-
mente este conjunto representará los elementos introducidos en la consulta, por lo
que el peso de lositemsetstras la intersección seŕa el mismo que tuvieran eñT.
Aclararemos estas ideas con el siguiente ejemplo.
Ejemplo 5.- Subestructura-AP Ponderada Inducida






⇒ T̃ ∧Y = g̃({rosa,amarillo},{negro,amarillo})
= ({rosa,amarillo,(7)},{negro,amarillo,(2)},{rosa,(7)},
{negro,(3)},{amarillo,(7)})
El peso de lositemsetsen la subestructura-AP ponderada inducida es el que
teńıan en la estructura-AP ponderada original. Como el peso es igual a la fre-
cuencia, se recuperarán tantas entradas con la consulta como entradas haya en la
base de datos conteniendo los elementos de la consulta. El resultado de la consul-
ta seŕıa la subestructura-AP ponderada inducida, el conjunto-APcontendŕıa los
términos de la consulta y la estructura-AP ponderada representaŕıa la informacíon
contenida en la base de datos.
Superestructura-AP Ponderada Inducida
Definición 14.- Superestructura-AP Ponderada Inducida
Sea la estructura-AP ponderadãT = g(Ã1, Ã2, ..., Ãn) con conjunto referen-
cial de items X e Y⊆ X. Definiremos la superestructura-AP ponderada de T,T̃ ′
inducida porỸ como:
T̃ ′ = T̃ ∨Ỹ = g(B̃1, B̃2, ..., B̃n) (3.7)
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donde
∀ B̃i ∈ {B̃1, ..., B̃m} ⇒ ∃ Ã j ∈ {Ã1, ..., Ãn}
tal que Bi = A j ∪Y (3.8)
∀ Ã j ∈ {Ã1, ..., Ãn} ⇒ ∃ B̃i ∈ {B̃1, ..., B̃n}


























es el peso de lositemsetsen T̃ ′ , ωIt(Ỹ) es el peso de lositemsets
generadas por̃Y y ωIt(T̃) es el peso de lositemsetsenT̃ generadas porA
k
j .
En este caso, lositemsetsque estaban presentes tanto enT̃ como eñY, apare-
ceŕan enT̃ ′ con peso igual a la suma de los pesos que presentaran enT̃ y enỸ.
Los itemsetsque estuvieran śolo enT̃ o Ỹ conservaŕan su peso.
Para ver uníon entre conjuntos consultar (Mar08).
Aqúı śı tiene sentido que el conjunto-AP sea ponderado puesto que lo que es-
tamos haciendo es añ dir informacíon a la base de datos.
Veamośesto con un ejemplo.
Ejemplo 6.- Superestructura-AP Ponderada Inducida










El peso de los nuevos itemsets que se generan y que no estaban en T̃ i en
Ỹ se calculaŕa de nuevo, en base al texto, contabilizando la frecuencia deestos
itemsets.
Unión de Estructuras-AP Ponderadas
Definición 15.- Uníon de Estructuras-AP Ponderadas
SeanT̃1 = g(Ã1, Ã2, ..., Ãn) y T̃2 = g(B̃1, B̃2, ..., B̃m) dos estructuras-AP ponde-
radas, se define la unión como:
S= T̃1∪ T̃2 = g(C̃1,C̃2, ...,C̃l) (3.11)
verificando:
∀C̃i ∈ {C̃1, ...,C̃l}; ∃ Ãp ∈ {Ã1, ..., Ãn}






ωIt(T̃1) si It(S) ∈ T̃1,
ωIt(T̃2) si It(S) ∈ T̃2
ωIt(T̃1) +ωIt(T̃2) si It(S) ∈ T̃1, T̃2
(3.13)
La unión de estructuras-AP ponderadas representarı́a l uníon de la informa-
ción contenida en dos bases de datos diferentes.
Ejemplo 7.- Unión de Estructuras-AP Ponderadas
Sea X= {negro, rosa, verde, azul, amarillo, naranja, violeta}
SeaT̃1 = g̃(Y),Y =({rosa, verde},{negro})
SeaT̃2 = g̃(Y′),Y′ =({naranja, verde},{rosa})
⇒ T̃1∪ T̃2 = g̃({rosa,verde,naran ja},{negro,naran ja,verde},{negro, rosa})
Los pesos se calcuları́ n igual que en el ejemplo anterior.
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Intersección de Estructuras-AP Ponderadas
Definición 16.- Interseccíon de Estructuras-AP Ponderadas
SeanT̃1 = g(Ã1, Ã2, ..., Ãn) y T̃2 = g(B̃1, B̃2, ..., B̃m) dos estructuras-AP ponde-
radas, se define la intersección deT̃1 y T̃2 como:
S= T̃1∩ T̃2 = g(C̃1,C̃2, ...,C̃l) (3.14)
verificando:
∀C̃i ∈ {C̃1, ...,C̃l}; ∃ Ãp ∈ {Ã1, ..., Ãn}
y B̃q ∈ {B̃1, ..., B̃m} / C̃i = Ãp∩ Ãq (3.15)
donde
ωIt(S) = ωIt(T̃1) +ωIt(T̃2) (3.16)
El peso de lositemsetsde la intersección entreT̃1 y T̃2 seŕa la suma del peso
que tuvieran eñT1 y T̃2 respectivamente. La intersección entre dos estructuras-AP
ponderadas representa los resultados comunes a la consultaque habŕıa en ambas
bases de información, por lo que se sumarı́ la frecuencia de lositemsetsen ambas
estructuras.
Ejemplo 8.- Interseccíon de Estructuras-AP Ponderadas









⇒ T̃1 ∩ T̃2 = g̃({rosa,amarillo},{negro,amarillo})
= ({rosa,amarillo,(9)},{negro,amarillo,(5)},{rosa,(12)},
{negro,(9)},{amarillo,(12)})
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3.2. Estructura Multit érmino Ponderada
La estructura multit́ermino es un modelo multidimensional similar a la estructura-
AP, pero que discrimina entre t´ rminos seǵun el orden qué stos presenten en el
texto.Al igual que la estructura-AP, esta representación pasaŕa por una limpieza
previa de los datos y por un proceso posterior de minerı́a de textos.
Para introducir la estructura multitérmino ponderada, empezaremos definien-
do la estructura multitérmino y para introduciŕesta, los conjuntos multitérmino.
Además,puesto que, la estructura monotérmino es la que ḿas se ve en la web re-
presentada en forma detag cloudmonot́ermino (a pesar de carecer de un modelo
mateḿatico subyacente), nos parece importante darle una definición y tambíen a
los conjuntos monotérmino, para ver similitudes y diferencias con los conjuntos y
estructura multit́ermino.
3.2.1. Definicíon de Conjunto Monotérmino y Conjunto Mul-
tit érmino
Empezaremos definiendo los componentes monotérmino y multit́ermino de
los conjuntos monotérmino y multit́ermino, para entender como se generan estos
conjuntos.
Componente Monot́ermino
Definición 18.- Componente Monot́ermino
Sea X= {x1,x2, ...,xn} un conjunto referencial de items. P(X) es el conjunto
de las partes de X o de las posibles combinaciones de elementos de X. Diremos
que y∈ P(X) es una componente monotérmino si:
y = (xi) ∀i ∈ [1,n] (3.17)
El cardinal de una componente es igual a la cantidad de elementos del con-
junto X que hay en la componente, por lo que el cardinal de las componentes
monot́ermino es igual a uno(card(y) = 1).
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Conjunto Monot érmino
Definición 19.- Conjunto Monotérmino
Sea X= {x1,x2, ...,xn} un conjunto referencial de items. P(X) es el conjunto
de las partes de X. Se dice que R⊆ P(X) conjunto de itemsets frecuentes es un
conjunto monot́ermino si:
∃ y∈ R t.q. y = (xi) para cualquier i∈ [1,n]
∄ z∈ R t.q. card(z) ≥ card(y) (3.18)
Componentek-término o Multit érmino
Definición 20.- Componentek-término o Multit érmino
Sea X= {x1,x2, ...,xn} un conjunto referencial de items. P(X) es el conjunto
de las partes de X. Diremos que y∈ P(X) es una componente k-término o mul-
titérmino si consta de k elementos diferentes del conjunto X, con 2≤ k≤ n.
“y” componentek-término o multit́ermino si y śolo si:
card(y) = k (3.19)
Conjunto Multit érmino
Definición 21.- Conjunto Multit érmino
Sea X= {x1,x2, ...,xn} un conjunto referencial de items y R⊆ P(X) un con-
junto de itemsets frecuentes, siendo P(X) las partes de X. Diremos que R es un
conjunto multit́ermino si:
1.
∀Z = z1,z2, ...,zk ∈ R⇒
⇒
{
(z1,z2, ...,zk−1) ∈ R
(z2,z3, ...,zk) ∈ R
para 2≤ k≤ n (3.20)
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2. ∃Y ∈ R tal que:
a)
card(Y) = maxZ∈R (card(Z)) y
∄ Y′ ∈ R | card(Y′) = card(Y) (3.21)
b)
∀Z ∈ R;Z ⊆Y (3.22)
El conjuntoY de ḿaxima cardinalidad caracteriza al conjunto multitérmino y
seŕa llamado conjunto generador deR. Se denotaŕaR= g(Y) y significa queg(Y)
seŕa el conjunto multit́ermino con conjunto generadorY.
Se denotaŕa grado deg(Y) al cardinal deY, es decir, a la cantidad de elemen-
tos del conjunto generadorY. Los conjuntos multit́ermino de grado uno son, como
hemos visto, conjuntos monotérmino y son los elementos deX. El conjunto mul-
titérmino de grado cero es el conjunto vacı́o /0.
Ejemplo 9.- Conjunto Multit érmino
Sea X= {negro, rosa, verde, azul, amarillo, naranja, violeta}.
Sea R= {(negro, azul, amarillo, rosa), (negro, azul, amarillo), (azul, amarillo,
rosa), (negro, azul), (azul, amarillo), (amarillo, rosa),(negro), (azul), (amarillo),
(rosa)}.
R seŕıa un conjunto multit́ermino de X, siendo el conjunto generador Y el
conjunto de mayor cardinalidad, Y= (negro,azul,amarillo,rosa), estando todos
los deḿas conjuntos incluidos eńeste y cumpliendo (3.20):
∀Z = (z1,z2, ...,zk) ∈ R⇒
{
(z1,z2, ...,zk−1) ∈ R
(z2,z3, ...,zk) ∈ R
para 2≤ k≤ n
Para ver mejor que se cumple esta propiedad, en la figura (3.2)se representa
el ret́ıculo de este conjunto multitérmino.
Vemos que el conjuntoY de mayor cardinalidad es la raı́z del árbol y en las
hojas aparecen los elementos de los que se compone el conjuntoY. En los niveles
intermedios están los conjuntos con grado intermedio entre el grado 1 y el grado
del conjunto generador, de forma escalonada.
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Figura 3.2:Ret́ıculo del Conjunto Multit́ermino Y={negro, azul, amarillo,
rosa}
Los conceptos de conjunto monotérmino y multit́ermino establecidos se usan
para definir la estructura de información que se construye en base a´ stos o estruc-
tura monot́ermino/multit́ermino. Para ello se calculan las secuencias frecuentes de
elementos, a las que llamaremos a partir de ahora“item-seqs” (item-sequencies)
frecuentes. La estructura multitérmino, al igual que la estructura-AP, se obtiene
de forma constructiva, generando inicialmente lasitem-seqsfrecuentes con car-
dinal igual a uno, seǵun un soporte ḿınimo establecido; luegóestas se combinan
para obtener las de cardinal dos, y ası́ sucesivamente hasta obtener lasitem-seqs
frecuentes con cardinal maximal, como veremos más adelante en la subsección
(3.3.2), donde se explica con este fin, una pequeña modificacíon del algoritmo
APriori (3.3.1). Por tanto, la estructura final es la de un conjunto de conjuntos
monot́emino o multit́ermino, que formalmente se define como estructura mo-
not́ermino o estructura multitérmino seǵun corresponda.
La definicíon de estas estructuras se introduce a continuación para comprender
el funcionamiento de algunas de las operaciones entre conjunt s que daŕan como
resultado una estructura. Posteriormente se hablará de la estructura monotérmino
y multitérmino ponderadas.
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3.2.2. Definicíon de Estructura Monotérmino y Estructura Mul-
tit érmino
Definición 22.- Estructura Monotérmino
Una estructura monotérmino es una estructura obtenida a partir de conjuntos
monot́ermino, es decir, será un conjunto de conjuntos monotérmino o teniendo en
cuenta que los conjuntos monotérmino son los elementos, un conjunto de elemen-
tos.
Sea X= {x1,x2, ...,xn} un conjunto referencial de items y S= {A1,B1, ...} ⊆
P(X) un conjunto de item-seqs frecuentes de grado uno, tal que:
A1 6= B1
Llamaremos estructura monotérmino generada por S, E1 = g(A1,B1, ...) al
conjunto de conjuntos monotérmino cuyos conjuntos generadores son A1, B1, ...
Ejemplo 10.- Estructura Monotérmino
Sea X= {negro, rosa, verde, azul, amarillo, naranja, violeta}
Sea A1 = (negro)
Sea B1 = (verde)
Sea C1 = (naranja)
Sea D1 = (violeta)
⇒ E1 = g(A1,B1,C1,D1) = {(negro), (verde), (naranja), (violeta)}
Definición 23.- Estructura Multit érmino
La estructura multit́ermino es una estructura generada a partir de conjuntos
multitérmino.
Sea X= {x1,x2, ...,xn} un conjunto referencial de items y S= {Ak,Bk, ...} ⊆
P(X) un conjunto de item-seqs frecuentes de grado mayor o igual que uno (k≥ 1),
siendo P(X) las partes de X y Ak,Bk, ... conjuntos multit́ermino tales que:
∀ Ak,Bk ∈ S; Ak * Bk,Bk * Ak y Bk 6= Ak
Llamaremos estructura multitérmino generada por S, Ek = g(Ak,Bk, ...), al
conjunto de conjuntos multitérmino cuyos conjuntos generadores son Ak,Bk, ...
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Figura 3.3:Estructura Multit́ermino
Ejemplo 11.- Estructura Multit érmino
En el ret́ıculo de la figura (3.3) podemos ver la estructura multitérmino for-
mada por los conjuntos multitérmino:
Ak = g({negro, azul, amarillo, rosa}) y
Bk = g({amarillo, rosa, verde}), o lo que es lo mismo:
Ek = g({negro, azul, amarillo, rosa},{amarillo, rosa, verde})
Ninguno de estos dos conjuntos Ak y Bk est́a completamente incluido en el
otro, aunque compartan elementos comunes.
3.2.3. Algunas Propiedades de los Conjuntos y Estructuras Mul-
tit érmino
Inclusión de Conjuntos Multit érmino
Definición 24.- Inclusíon de Conjuntos Multit érmino
Sea R= g(Y) un conjunto multit́ermino con conjunto referencial de items
X = {x1, ..,xn}.
Sea S= g(Y′) otro conjunto multit́ermino con el mismo conjunto referencial X.
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Se dice que R está incluido en S si y śolo si:
R⊆ S⇔ ∃i, j ∈ [1,k], k∈ [1,n]/









j) = (yi , ..,y j)
(3.23)
Es decir, un conjuntoR estaŕa inclúıdo en otro conjuntoS, cuando exista una
secuencia de elementos exactamente igual en el conjunto generador deSal con-
junto generador deR.
Ejemplo 12.- Inclusión de Conjuntos Multit érmino
Sea X= {negro, rosa,verde,azul,amarillo,naran ja,violeta}
Sea R= g(Y), Y = {azul,verde,negro,amarillo}
Sea S= g(Y′), Y′ = {verde,negro,amarillo}
Sea T= g(Y′′), Y′′ = {azul,negro,amarillo}
⇒ S⊆ R, T * R
Veamos:
R= {(azul, verde, negro, amarillo), (azul, verde, negro), (verde, negro, amari-
llo), (azul, verde), (verde, negro), (negro, amarillo), (azul), (verde), (negro), (ama-
rillo) }
S={(verde, negro, amarillo), (verde, negro), (negro, amarillo), (verde), (ne-
gro), (amarillo)}
T = {(azul, negro, amarillo), (azul, negro), (negro, amarillo), (azul), (negro),
(amarillo)}
Todos los elementos del conjunto S están dentro del conjunto R, pero no todos
los elementos del conjunto T están dentro de R, como es el caso del elemento
(azul, negro), que está en T , pero no está en R, a pesar de que todos los elementos
del conjunto generador de T, Y′′, aparecen en el conjunto generador de R, Y.
Acoplamiento de Conjuntos Multitérmino
Para definir el acoplamiento estableceremos previamente ladefinición formal
de secuencia de elementos.
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Definición 25.- Secuencia de Elementos oitem-seqde un Conjunto Mul-
tit érmino
Sea R = g(Y) un conjunto multitérmino con conjunto referencial de items X,
donde Y= (y1, ...,yi, ..,y j , ..,yk). Diremos queαt ⊆ Y es una secuencia de ele-
mentos del conjunto Y si:
∃i, j ∈ [1,k] tal queαt = (yi , ..,y j) (3.24)
cont ∈ [1,∑k1k] donde∑k1k≥ 3, ya que∑k1k es el ńumero ḿaximo de secuen-
cias o item-seqsque se pueden formar con los elementos del con juntoY y el
número ḿınimo deitem-seqsque se pueden formar con un conjunto multitérmino
seŕa 3 (para los conjuntos multitérmino de grado 2).
Todos los elementos de cada secuenciaαt pareceŕan enY y conservaŕan el
mismo orden.
Ejemplo 13.- Secuencia de Elementos oitem-seqde un Conjunto Mul-
tit érmino
Sea X= {negro, rosa, verde, azul, amarillo, naranja, violeta}
Sea R= g(Y) ={azul, verde}
Sea S= g(Y) = {verde,amarillo, rosa}
⇒ α1(R) = {azul},α2(R) = {verde},α3(R) = {azul.verde}
⇒ α1(S) = {verde},α2(S) = {amarillo},α3(S) = {rosa},
α4(S) = {verde,amarillo},α5(S) = {amarillo, rosa}
α6(S) = {verde,amarillo, rosa}
Definición 26.- Acoplamiento de Conjuntos Multit́ermino
Sean R y S conjuntos multitérmino con conjunto referencial X. R= g(Y), don-
de Y= (y1, ..,yk). S= g(Y′), donde Y′ = (y′1, ..,y
′
k′)∀ k,k′ ∈ [1,n].
Se define el acoplamiento entre R y S(R⌢ S) como la estructura multitérmino
M = g(βa,βb, ...), tal que:
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1.
∀ βa ∈ {β1, ...,βs} ⇒ ∃ αt ,α ′t ′ ∈Y,Y′ respectivamente,
tal que βa = αt = α ′t ′ (3.25)
2.
∀ αt ∈Y = α ′t ′ ∈Y′ ⇒∃ βa ∈ {β1, ..,βn} tal queαt ⊆ βa α ′t ′ ⊆ βa (3.26)
dondeαt es una item-seq o secuencia de elementos de Y yα ′t ′ es una secuencia de
elementos de Y′.
Es decir, el acoplamiento es igual a la estructura generada por las item-seqs
coincidentes enY eY′, eliminando aquellas que no sean maximales.
Ejemplo 14.- Acoplamiento de Conjuntos Multitérmino
Sea X= {negro, rosa, verde, azul, amarillo, naranja, violeta}
Sea R= g(Y), Y = {rosa, verde, azul, negro, amarillo, naranja}
Sea S= g(Y′), Y′ = {rosa, verde, violeta, amarillo, naranja}
Acoplamiento o item-seqs coincidentes:
βa = (y1,y2) = (y′1,y
′
2) = (rosa, verde)
βb = (y4,y5) = (y′4,y
′
5) = (amarillo, naranja)
⇒ M = R⌢ S= g({rosa,verde},{amarillo,naran ja}) = {(rosa,verde),
(amarillo,naran ja),(rosa),(verde),(amarillo),(naran ja)}
Unión de Conjuntos Multit érmino
Definición 27.- Uníon de Conjuntos Multit érmino
Sea R= g(Y) y S= g(Y′). Se define la unión de R y S como la estructura mul-
titérmino U generada por Y e Y′
U = g(R∪S) = g(Y,Y′) (3.27)
Ejemplo 15.- Unión de Conjuntos Multit érmino
Sea X= {negro, rosa, verde, azul, amarillo, naranja, violeta}
Sea R= g(Y),Y ={azul, verde, negro, amarillo}
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Sea S= g(Y′), Y′ = {rosa, verde, negro, azul}
g(Y∪Y′) = g({azul, verde, negro, amarillo}, {rosa, verde, negro, azul})=
{(azul, verde, negro, amarillo), (rosa, verde, negro, azul), (azul, verde, negro),
(verde, negro, amarillo), (rosa, verde, negro), (verde, negro, azul), (azul, verde),
(verde, negro), (negro, amarillo), (rosa, verde), (negro,azul), (azul), (verde), (ne-
gro), (amarillo), (rosa)}
Subestructura Multit érmino Inducida
Definición 28.- Subestructura Multitérmino Inducida
Sea R= g(Y) e Y′ ⊆ X, diremos que S es la subestructura multitérmino indu-
cida por Y′ si y śolo si:
S= g(Y ⌢ Y′) (3.28)
es decir,Ses una estructura multitérmino inducida porY′ si y śolo si Sest́a ge-
nerada por lasitem-seqscoincidentes enY e Y′, o dicho de otra forma, por el
acoplamiento entreY eY′ (ver ecuaciones (3.25) y (3.26)).
Ejemplo 16.- Subestructura Multitérmino Inducida
Sea X= {negro, rosa, verde, azul, amarillo, naranja, violeta}
Sea R= g(Y), Y = {rosa, verde, azul, negro, amarillo, naranja}
Sea Y′ ={rosa, violeta, negro, amarillo}
Acoplamiento o secuencias coincidentes:
βa = (y1) = (y′1) = (rosa)
βb = (y4,y5) = (y′3,y
′
4) = (negro, amarillo)
⇒ S= g(Y ⌢ Y′) = g({rosa}, {negro,amarillo}) = {(negro,amarillo), (ne-
gro), (amarillo), (rosa)}
Superestructura Multit érmino Inducida
Definición 29.- Superestructura Multitérmino Inducida
Sea R= g(Y) e Y′ ⊆ X diremos que V es la superestructura multitérmino
inducida por Y′ si y śolo si:
V = g(Y∪Y′) (3.29)
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La estructuraV seŕa la generada por la unión deY eY′, siendo la uníon la que
se ha definido anteriormente (ver ecuación (3.27)).
Ejemplo 17.- Superestructura Multitérmino Inducida
Sea X= {negro, rosa, verde, azul, amarillo, naranja, violeta}
Sea R= g(Y), Y = {rosa, verde}
Sea Y′ ={rosa, violeta, negro}
⇒ V = g({rosa, verde},{rosa, violeta, negro})
3.2.4. Definicíon de Estructura Monotérmino y Estructura Mul-
tit érmino ponderadas
Para definir las estructuras monotérmino y multit́ermino ponderadas, empeza-
remos introduciendo lasitem-seqsfrecuentes ponderadas:
Definición 30.- Secuencia de Elementos oitem-seqponderada de un Con-
junto Multit érmino
Sea R = g(Y) un conjunto multitérmino con conjunto referencial de items X.
Diremos queα̃t ⊆Y es una item-seq ponderada del conjunto Y si:
α̃t = (αt ,ωt) (3.30)
dondeαt es la secuencia definida en la ecuación (3.24) yωt es el peso désta.
Como las secuencias serán extráıdas del texto, el peso representa la frecuencia de
aparicíon de laitem-seqenél y:
El peso o frecuencia de las item-seqs de mayor grado, será m nor o igual que
el peso o frecuencia de las item-seqs de grado menor.
Si α1 ⊆ α2 ⇒ ω1 ≥ ω2 (3.31)
Ejemplo 18.-Item-seqponderada de un Conjunto Multit érmino
Sea X= {negro, rosa, verde, azul, amarillo, naranja, violeta}
Sea R= g(Y) ={rosa, negro, violeta}
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⇒ α̃1(R) = {rosa,(8)}, α̃2(R) = {negro,(5)}, α̃3(R) = {violeta,(5)}
α̃4(R) = {rosa,negro,(3)}, α̃5(R) = {negro,violeta,(4)}
α̃6(R) = {rosa,negro,violeta,(2)}
En este ejemplo se han extraı́do todas las posibles item-seqs del conjunto R.
El d́ıgito al final de cada una de ellas indicarı́ su frecuencia de aparición en un
texto hipot́etico, es decir, su peso.
Estructura Monot érmino Ponderada
Las estructuras monotérmino ponderadas, son estructuras monotérmino (ver
seccíon (3.2.2)) en las que cada conjunto monotérmino de la estructura estará for-
mado por unaitem-seqponderada de grado uno. Estos conjuntos monotérmino se
llamaŕan a su vez conjuntos monotérmino ponderados.
Definición 31.- Estructura Monotérmino Ponderada
Sea X= {x1,x2, ...,xn} un conjunto referencial de items ỹS= {Ã1, B̃1, ...} ⊆
P(X) un conjunto de item-seqs frecuentes ponderadas de grado uno, tal que:
Ã1 6= B̃1
Llamaremos estructura monotérmino generada por̃S, Ẽ1 = g(Ã1, B̃1, ...) al
conjunto de conjuntos monotérmino ponderados cuyos conjuntos generadores son
Ã1, B̃1, ...
Cada conjuntõA1 = (A1,(ωA1)) dondeA1 es el conjunto monotérmino yωA1
el peso o la frecuencia de ese conjunto.
Ejemplo 19.- Estructura Monotérmino Ponderada
Sea X= {negro, rosa, verde, azul, amarillo, naranja, violeta}
SeaÃ1 = (A1,(ωA1))= (negro, (5))
SeaB̃1 = (B1,(ωB1))= (verde, (2))
SeaC̃1 = (C1,(ωC1))= (naranja, (2))
SeaD̃1 = (D1,(ωD1))= (violeta, (8))
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⇒ Ẽ1 = g(Ã1, B̃1,C̃1, D̃1)
= {(negro,(5)),(verde,(2)),(naran ja,(2)),(violeta,(8))}
Visualización de la Estructura Monotérmino Ponderada en forma deTag
Cloud.
En la figura (3.4) podemos ver lat g cloudde la estructura monotérmino pon-
derada del ejemplo anterior.
Figura 3.4:Representación de la tag cloud de la estructura monotérmino del
ejemplo 13
Estructura Multit érmino Ponderada
Las estructuras multitérmino ponderadas son estructuras multitérmino (ver
seccíon(3.2.2)) compuestas por conjuntos multitérmino ponderados, siendo un
conjunto multit́ermino ponderado aquel que se compone solamente dei m-seqs
ponderadas.
Definición 32.- Estructura Multit érmino Ponderada
Sea X= {x1,x2, ...,xn} un conjunto referencial de items ỹS= {Ãk, B̃k, ...} ⊆
P(X) un conjunto de item-seqs frecuentes ponderadas de grado mayr o igual
que uno (k≥ 1), siendo P(X) las partes de X ỹAk, B̃k, ... conjuntos multit́ermino
ponderados tales que:
∀ Ak,Bk ∈ S; Ak * Bk, Bk * Ak y Bk 6= Ak
Llamaremos estructura multitérmino ponderada generada porS̃,Ẽk = g(Ãk, B̃k, ...),
al conjunto de conjuntos multitérmino cuyos conjuntos generadores sonÃk, B̃k, ...
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Nota.- El conjunto multit́ermino generador̃Ak puede expresarse comog̃(Ak)









Visualización de la Estructura Multit érmino Ponderada en forma deTag
Cloud.
En la figura (3.5) podemos ver lat g cloudde la estructura multitérmino pon-
derada del ejemplo anterior.
Figura 3.5:Representación de la tag cloud de la estructura multitérmino del
ejemplo 20
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3.2.5. Propiedades de la Estructura Multit́ermino Ponderada
Inclusión de Estructuras Multit érmino Ponderadas
Definición 33.- Inclusíon de Estructuras Multit érmino Ponderadas
SeañEk1 y Ẽ
k
2 dos estructuras multitérmino ponderadas con el mismo conjunto




1 ⊆ Ẽk2) si y śolo si:
Ẽk1 ⊆ Ẽk2 ⇔∀ R̃ con junto multitermino ponderado dẽEk1,
∃ S̃ con junto multitermino ponderado dẽEk2, tal queR̃⊆ S̃ (3.32)
Para aplicar esta propiedad, nos servimos de la ecuación (3.23) de la defini-
ción de inclusíon de conjuntos multitérmino que se vio en la subsección(3.2.3).
Ejemplo 21.- Inclusión de Estructuras Multit érmino Ponderadas
Sea X= {negro, rosa, verde, azul, amarillo, naranja, violeta}
Ẽk1 = g̃ ({rosa, amarillo, naranja},{azul, amarillo}, {verde})
Ẽk2 = g̃ ({rosa, amarillo}, {verde})
Ẽk3 = g̃ ({rosa, naranja}, {amarillo})
⇒ Ẽk3 * Ẽk1, peroẼk2 ⊆ Ẽk1
La tercera estructura multitérmino ponderadãEk3 no est́a incluida eñE
k
1 porque
el conjunto{(rosa, naranja)}, no est́a incluido en ninguno de los conjuntos de




Subestructura Multit érmino Ponderada Inducida
Definición 34.- Subestructura Multitérmino Ponderada Inducida





to referencial de items X e Y⊆ X. Definiremos la sub-estructura multitérmino
ponderadaẼk′ inducida por Y como:
Ẽk′ = Ẽk∧Y = g(B̃k1, B̃k2, ..., B̃km) (3.33)
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donde
∀ B̃i ∈ {B̃1, ..., B̃m} ⇒ ∃ Ã j ∈ {Ã1, ..., Ãn}
tal que Bi = A j ⌢ Y (3.34)
∀ Ã j ∈ {Ã1, ..., Ãn} ⇒ ∃ B̃i ∈ {B̃1, ..., B̃n}
tal que Aj ⌢ Y ⊆ Bi (3.35)
Ẽk′ es la estructura multitérmino generada por el acoplamiento deY con los
conjuntos generadores dẽEk. Para ello, se hace el acoplamiento de cadaitem-seq




n) deẼk, tal como vimos
en las ecuaciones (3.25) y (3.26). En los conjuntosBki de Ẽ
k′ irán śolo las item-
seqsque no est́en completamente incluidas en otro conjunto deBki , ya que si no
seŕıan redundantes y la estructura multitérmino resultante no estarı́ constituida
únicamente por conjuntos maximales.
Nota.-No tiene sentido que el conjunto multitérminoY sea ponderado, ya que
normalmente este conjunto representará los elementos introducidos en la consulta,
por lo que el peso de lasitem-seqstras el acoplamiento será el mismo que tuvieran
enẼk.
Ilustraremos estas ideas con el siguiente ejemplo.
Ejemplo 22.- Subestructura Multitérmino Ponderada Inducida






⇒ ẼK ∧Y = g̃({rosa},{negro,amarillo})
= ({rosa,(7)},{negro,amarillo,(2)},{negro,(3)},{amarillo,(7)})
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El peso de lasitem-seqsen la sub-estructura multitérmino ponderada inducida
es el que teńıan en la estructura multitérmino ponderada original. Como el peso es
igual a la frecuencia, se recuperarán tantas entradas con la consulta como entradas
haya en la base de datos conteniendo los elementos de la consulta. El resultado de
la consulta serı́a la sub-estructura multitérmino ponderada inducida, el conjunto
multitérmino contendrı́a los t́erminos de la consulta y la estructura multitérmino
ponderada representarı́ la informacíon contenida en la base de datos.
Superestructura Multit érmino Ponderada Inducida
Definición 35.- Superestructura Multitérmino Ponderada Inducida





referencial de items X e Y⊆ X. Definiremos la super-estructura multitérmino
ponderadaẼk′ inducida porỸ como:
























es el peso de lasitem-seqsenẼk′, ωαt(Ỹ) es el peso de lasitem-
seqsgeneradas por̃Y y ω
αt(Ẽk)
es el peso de lasitem-seqsenẼk generadas porAkj .
En este caso, lasitem-seqsque estaban presentes tanto enẼk como eñY, apa-
receŕan enẼk′ con peso igual a la suma de los pesos que presentaran enẼk y en
Ỹ. Lasitem-seqsque estuvieran śolo enẼk o Ỹ conservaŕan su peso.
Al igual que en superestructura-AP ponderada inducida, aquı́ śı tiene sentido
que el conjunto multit́ermino sea ponderado puesto que lo que estamos haciendo
es ãnadir informacíon a la base de datos.
3.2.Estructura Multit́ermino Ponderada 79
Ejemplo 23.- Superestructura Multitérmino Ponderada Inducida











Como vemos, laitem-seq (verde)aparećıa tanto eñEk como enỸ y su peso
era ocho y cuatro respectivamente, por lo que el peso de lait m-seq verden la
super-estructura multitérmino ponderada inducida es doce.
Propiedad 1





referencial de items X e Y, Y′ ⊆ X. Entonces:
(Ẽk∧Y)∧Y′ = Ẽk∧ (Y ⌢ Y′) (3.38)
(Ẽk∨Ỹ)∨Ỹ′ = Ẽk∨ (Ỹ∪Ỹ′) (3.39)
Ejemplo 24.-
Sea X= {negro, rosa, verde, azul, amarillo, naranja, violeta}
SeaẼk = g̃(Y), Y =({rosa, verde, azul, violeta}, {negro, amarillo},{naranja,
amarillo})
Sea Y′ =({rosa, violeta, negro, amarillo})
Sea Y′′ = ({azul, naranja, violeta, negro, rosa})
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⇒ (Ẽk∧Y′)∧Y′′ = g̃({rosa},{violeta},{negro,amarillo})∧g̃({azul,naran ja,
violeta,negro, rosa}) = g̃({rosa},{violeta},{negro})
Por otro lado:
⇒ Ẽk∧ (Y′ ⌢ Y′′) = g̃({rosa,verde,violeta},{negro,amarillo},{naran ja,
amarillo})∧ g̃({rosa},{violeta,negro}) = g̃({rosa},{violeta},{negro})
Ejemplo 25.-
Sea X= 1,2, ...,9
SeaẼk = g̃(Y),Y = ({1,2,5},{2,3})
SeaỸ′ = ({1,5})
SeaỸ′′ = ({5,3})
⇒ (Ẽk∨Ỹ′)∨Ỹ′′ = g̃({1,2,5},{1,5},{2,3})∨ g̃({5,3}) =
= g̃{(1,2,5),(1,5),(2,3),(5,3)}
Por otro lado:
⇒ (Ỹ′∪Ỹ′′) = g̃({1,5}),{5,3})
⇒ Ẽk∨ (Ỹ′∪Ỹ′′) = g̃({1,2,5},{2,3})∨ g̃({1,5},{5,3}) =
= g̃({1,2,5},{2,3},{1,5},{5,3})
Unión de Estructuras Multit érmino Ponderadas















m) dos estructuras multitérmino
ponderadas, se define la unió como:








si αt(S) ∈ Ẽk1,
ω
αt(Ẽk2)





si αt(S) ∈ Ẽk1, Ẽk2
(3.41)
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La unión de estructuras multitérmino ponderadas representarı́a la uníon de la
informacíon contenida en dos bases de datos diferentes.
Ejemplo 26.- Unión de Estructuras Multit érmino Ponderadas
Sea X= {negro, rosa, verde, azul, amarillo, naranja, violeta}
SeaẼk1 = g̃(Y),Y =({rosa, verde},{negro})
SeaẼk2 = g̃(Y
′),Y′ =({naranja, verde},{rosa})
⇒ Ẽk1 ∪ Ẽk2 = g̃({rosa,verde},{naran ja,verde},{negro})
Como se puede ver, no se ha incluido el conjunto(rosa), ya queéste forma
parte de otro conjunto maximal, el{rosa, verde}.
Acoplamiento de Estructuras Multit érmino Ponderadas















m) dos estructuras multitérmino
ponderadas, se define el acoplamiento deẼk1 y Ẽ
k
2 como el conjunto generado por:










∀C̃ki ∈ {C̃k1, ...,C̃kh}; ∃ Ãp ∈ {Ãk1, ..., Ãkn}






El peso de lasitem-seqsdel acoplamiento entrẽEk1 y Ẽ
k
2 seŕa la suma del peso
que tuvieran eñEk1 y Ẽ
k
2 respectivamente. El acoplamiento entre dos estructu-
ras multit́ermino ponderadas representa los resultados comunes a la consulta que
habŕıa en ambas bases de datos, por lo que se sumarı́a la frecuencia de lasitem-
seqsen ambas bases.
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Ejemplo 27.- Acoplamiento de Estructuras Multitérmino Ponderadas








⇒ ẼK ⌢ Ẽk2 = g̃({rosa},{negro,amarillo})
= ({rosa,(12)},{negro,amarillo,(5)},{negro,(9)},{amarillo,
(12)})
No incluimos laitem-seq (verde)porque existe otro conjunto maximal que la
















m) dos estructuras multitérmino
ponderadas con el mismo conjunto referencial de items X e Y⊆ X ⇒
Y∧ (Ẽk1 ⌢ Ẽk2) = (Y∧ Ẽkl ) ⌢ (Y∧ Ẽk2) (3.45)
Ejemplo 28.-




′′),Y′′ = ({naran ja,verde,negro},{rosa,verde})
Sea Y= ({azul,verde,negro})
⇒ Ẽk1 ⌢ Ẽk2 = g̃({negro},{rosa,verde})
⇒Y∧ (Ẽk1 ⌢ Ẽk2) = g̃({negro},{verde})
Por otro lado:
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⇒ (Y∧ Ẽk1) = g̃({azul},{verde},{negro})
⇒ (Y∧ Ẽk2) = g̃({verde,negro})
















m) dos estructuras multitérmino
ponderadas con el mismo conjunto referencial de items X e Y⊆ X ⇒
Y∧ (Ẽk1 ∪ Ẽk2) = (Y∧ Ẽk1)∪ (Y∧ Ẽk2) (3.46)
Ejemplo 29.-




′′),Y′′ = ({naran ja,verde,negro,violeta},{rosa,verde})
Sea Y= ({azul,verde,negro})
⇒ Ẽk1 ∪ Ẽk2 = g̃({rosa,verde,violeta},{naran ja,verde,negro,violeta})
⇒Y∧ (Ẽk1 ∪ Ẽk2) = g̃({verde,negro})
Por otro lado:
⇒ (Y∧ Ẽk1) = g̃({verde},{negro})
⇒ (Y∧ Ẽk2) = g̃({verde,negro})
⇒ (Y∧ Ẽk1)∪ (Y∧ Ẽk2) = g̃({verde,negro})
3.2.6. Consultando la Base de Datos: Acoplamiento de Con-
juntos Multit érmino con Estructuras Multit érmino.
Acoplamientos Fuerte y D́ebil
Definición 38.- Acoplamiento Fuerte






n) con conjunto referencial
de items X e Y⊆ X. Se define el acoplamiento fuerte entre Y y Ek como la opera-




verdadero si∃Aki ∈ {Ak1, ...,Akn}/Y ⊆ Aki
f also en otro caso
(3.47)
El acoplamiento fuerte será, por lo tanto, el que tendrá un conjuntoY con la
estructura multit́ermino Ek cuando dicho conjunto aparezca completamente in-
cluido en alguno de los conjuntos generadores deEk.
Definición 39.- Acoplamiento D́ebil




n) con conjunto referencial




verdadero si∃Aki ∈ {Ak1, ...,Akn}/Y ⌢ Aki 6= /0
f also en otro caso
(3.48)
El acoplamiento d́ebil seŕa, por lo tanto, el que tendrá un conjuntoY con la es-
tructura multit́erminoEk cuando dicho conjunto aparezca parcialmente incluido
en alguno de los conjuntos generadores deEk, es decir, el acoplamiento deY con
Ek sea distinto de cero.
Ejemplo 30.-Acoplamientos Fuerte y D́ebil
SeaX = {negro, rosa, verde, azul, amarillo, naranja, violeta}
SeaEk1 = g(Y),Y =({rosa,verde,violeta},{negro,amarillo},{naran ja,azul})
SeaY′ = ({verde,violeta})








Vemos queY′ est́a completamente incluido en el primer conjunto generador de
Ek, por lo tanto tendŕa un acoplamiento fuerte conEk. Y′′ en cambio, śolo est́a in-
cluido parcialmente eńeste primer conjunto, aunque aparezcan incluidos sus tres
elementos. Esto ocurre porque el conjunto multitérmino(rosa, verde, violeta)no
es igual que el conjunto multitérmino(violeta, rosa, verde).
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Cálculo de la Bondad de Acoplamiento:Índice de Acoplamiento Fuerte y
Débil
Este acoplamiento puede calcularse por medio de 2 formas:
1. Cálculo déındice por el promedio: Se calcula teniendo en cuenta todos los
conjuntos multit́ermino que componen la estructura multitérmino, sumando
el grado de acoplamiento de cada conjunto y dividiendo entrel número de
conjuntos.
2. Cálculo déındice por el ḿaximo: Para su ćalculo śolo se tiene en cuenta el
conjunto multit́ermino perteneciente a la estructura multitérmino con el que
mejor se acopla el conjunto de términos buscado, que seŕa el conjunto donde
la cardinalidad del acoplamiento sea mayor. Esta cardinaliad se calcula
sumando la cardinalidad de todos los emparejamientos resultantes tras el
acoplamiento del conjunto multitérmino con la estructura multitérmino.




m) con conjunto refencial
de itemsX e Y ⊆ X. Cada conjuntoAki puede expresarse como un conjunto de
secuencias oitem-seqs: Aki = (α1,α2, ...). LLamaremosδi j al valor del cardinal de
la item-seqα j del acoplamiento del conjuntoY conAki :
δi j = card(Y|α j(Aki )) (3.49)
Y γi al valor del cardinal deAki :
γi = card(Aki ) (3.50)
Calculemos la probabilidad de que el valor del cardinal de laitem-seqα j del
acoplamiento deY conAki seaδi j .
Aplicando la probabilidad de Laplace,




Con “casos posibles” nos referimos al número de posibles combinaciones de
los elementos deAki independientemente del cardinal de lasitem-seqsdel acopla-
miento deY con estos elementos. Con “casos favorables” nos referimos alnúmero
de posibles combinaciones de los elementos deAki en donde el cardinal de laitem-
seqα j del acoplamiento deY conAki esδi j .
3.2.Estructura Multit́ermino Ponderada 86
Para averiguar el ńumero de casos posibles o posibles combinaciones de los
elementos deAki , calculamos las permutaciones del cardinal deA
k
i :
casos posibles= γi! (3.52)
Para averiguar el ńumero de casos favorables también calculamos las permu-
taciones, pero en este caso no serán las permutaciones de todos los elementos de
Aki , ya que queremos obtener sólo el ńumero de posibles combinaciones donde el
cardinal de laitem-seqα j del acoplemiento deAki conY seaδi j .
El acoplamiento de dos conjuntos es igual a lasitem-seqscoincidentes en los
dos conjuntos. Como dentro de cada una de estas secuencias oitem-seqs, el orden
de los elementos es inalterable, cadaitem-seqse contaŕa como un śolo elemento
para el ćalculo las combinaciones deAki .
Con lo que el ńumero de casos favorables será l ńumero de posibles combi-
naciones de los elementos deAki menos el cardinal de laitem-seqα j del acopla-
miento deY conAki más uno (porque cadaitem-seqcuenta como un elemento):
casos favorables= [γi − (δi j −1)]! = (γi −δi j +1)! (3.53)
Con lo que:
p(δi j ) =
[γi − (δi j −1)]!
γi!
=
(γi −δi j +1)!
γi!
(3.54)
Ya tenemos la probabilidad de que el cardinal de laitem-seqα j del acopla-
miento deY conAki seaδi j . Lo que pretendemos con esto es ponderar estasitem-
seqs“fruto” del acoplamiento de forma que los emparejamientos de item-seqsde
mayor longitud (mayor cardinal) reciban más peso que los emparejamientos de
longitud menor (menor cardinal), de modo que un emparejamiento de tres ele-
mentos, reciba ḿas peso que tres emparejamientos de un sólo término.
Comop(δi j ) es menor cuanto mayor sea el cardinal deα j , multiplicaremos el
cardinal deα j por la inversa de lap(δi j ).
Definición 40.-Ćalculo del Índice de Acoplamiento Fuerte
Se define el acoplamiento fuerte entre Y y Ek como S(Y|Ek) donde:
∀Aki ∈ {Ak1, ...,Akn}, ∀α j ∈ {α1, ...,αm}, mi j (Y) =
δi j γi !(γi−δi j +1)!
γi
(3.55)
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S= {i ∈ {1, ...,n}, j ∈ {1, ...,m}| Y ⊆ Aki , α j ⊆ Aki } (3.56)
Con lo que se define:
1. Índice d́ebil por el promedio










; i, j ∈ S (3.58)
Definición 41.- Ćalculo del Índice de Acoplamiento D́ebil
Se define el acoplamiento débil entre Y y Ek como W(Y|Ek) donde:
∀Aki ∈ {Ak1, ...,Akn}, ∀α j ∈ {α1, ...,αm}, mi j (Y) =
δi j γi !(γi−δi j +1)!
γi
(3.59)
W = {i ∈ {1, ...,n}, j ∈ {1, ...,m}| Y ⌢ Ãki 6= /0, α j ⊆ Aki } (3.60)
Con lo que se define:
1. Índice d́ebil por el promedio










; i, j ∈W (3.62)
Ejemplo 31.- Cálculo del Índice de Acoplamiento Fuerte
Sea Ek = ({1,2,3,4},{2,3,1},{3,5,4})
Sea Y= ({2,3,1})
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2. Cálculo delÍndice de Acoplamiento Fuerte por el Máximo.
S(Y|Ek) = max(1) = 1
Ejemplo 32.- Cálculo del Índice de Acoplamiento D́ebil
Sea Ek = ({1,2,3,4},{2,3,1},{3,5,4})
Sea Y= ({2,3,1})
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3.3. Método de extraccíon: Algoritmos APriori y APrio-
ri Modificado Para la Generación de la Estructura-
AP y Estructura Multit érmino.
3.3.1. Algoritmo APriori para la extracci ón de la estructura-
AP
Un itemsetfrecuente es unitemsetcuyo soporte es mayor que un soporte mı́ni-
mo especificado por el usuario (Lo denotamosLk, dondek es la longitud delitem-
set).
Un itemsetcandidato es unitemsetpotencialemente frecuente (Lo denotamos
Ck, dondek es la longitud delitemset).
Algoritmo APriori
El algoritmo APriori ((How09),(Agr95)) puede utilizarse para generar todos
los itemsetsfrecuentes:
Paso 1
1. Generar lositemsetscandidatos enC1
2. Almacenar lositemsetsfrecuentes enL1
Pasok
1. Generar lositemsetscandidatos enCk a partir de lositemsetsfrecuen-
tes enLk−1
a) Unir Lk−1p conLk−1q como sigue:
insert into Ck
selectp.item1, p.item2, ..., p.itemk−1,q.itemk−1
from Lk−1p,Lk−1q
where p.item1 = q.item1, ..., p.itemk−2 = q.itemk−2, p.itemk−1 6=
q.itemk−1
b) Generar todos lositemsetscandidatos enCk a partir de la uníon
de lositemsetsenLk−1
c) Eliminar todos lositemsetscandidatos enCk donde alǵun subcon-
junto no sea unitemsetfrecuente enLk−1
d) Eliminar todos lositemsetscandidatos enCk que contengan los
mismos elementos cambiados de orden
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2. Escanear las transacciones de la base de datos para determinar el so-
porte de cadaitemsetcandidato enCk
3. Almacenar lositemsetsfrecuentes enLk
3.3.2. Modificacíon del Algoritmo APriori para la Extracci ón
de la Estructura Multit érmino
Existen numerosos algoritmos para la generación de secuencias frecuentes
en el texto, algunos de los cuales podemos verlos recogidos en el caṕıtulo 8 de
(Tan06).
El algoritmo que proponemos aquı́ en muy similar al algoritmo APriori. La
única diferencia estriba en la forma de generar lasitem-seqsenCk a partir de las
item-seqsdeLk−1 y en que aquellasitem-seqscandidatas que tengan los mismos
elementos en distinto orden, se considerarán item-seqscandidatas diferentes, por
lo tanto no se eliminar´ ninguna de ellas.
Tambíen habŕa que tener en cuenta que el cá culo del soporte se realizará de
forma diferente para lositemsetsque para lasitem-seqs, ya que para los primeros
se realiza contando las tuplas en las que aparezcan todos loselementos conteni-
dos en elitemsety para lasitem-seqsse contaŕan śolo aquellas tuplas en las que
los elementos mantengan el mismo orden que en laitem-seq. En ambos casos, se
dividirá despúes por el ńumero total de tuplas:
Paso 1
1. Generar lasitem-seqscandidatas enC1
2. Almacenar lasitem-seqsfrecuentes enL1
Pasok
1. Generar lasitem-seqscandidatas enCk a partir de lasitem-seqsfre-
cuentes enLk−1
a) Unir Lk−1p conLk−1q como sigue:
insert into Ck
selectp.item1, p.item2, ..., p.itemk−1,q.itemk−1
from Lk−1p,Lk−1q
where p.item2 = q.item1, ..., p.itemk−1 = q.itemk−2
b) Generar todas lasitem-seqscandidatas enCk a partir de la uníon
de lasitem-seqsenLk−1
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c) Eliminar todas lasitem-seqscandidatas enCk donde alguna sub-
secuencia no sea unaitem-seqfrecuente enLk−1
2. Escanear las transacciones de la base de datos para determinar el so-
porte de cadaitem-seqcandidata enCk
3. Almacenar lasitem-seqsfrecuentes enLk
Veremos el funcionamiento de estos algoritmos paso a paso enel jemplo
práctico del siguiente capı́tulo.
Caṕıtulo 4
EJEMPLO DE GENERACI ÓN,
VISUALIZACI ÓN Y
COMPARACI ÓN DE LA
ESTRUCTURA MONOT ÉRMINO,
LA ESTRUCTURA-AP Y LA
ESTRUCTURA MULTIT ÉRMINO
Supongamos que se extraen los siguientes titulares de noticias relacionadas
con el empleo de una página de Internet (ver tabla (4.1))
Se realiza la limpieza de datos, mediante la cual se eliminantérminos irre-
levantes que no aportan información como las preposiciones, conjunciones, de-
terminantes, etc. También se tendrı́a un diccionario de sińonimos y acŕonimos,
mediane el cual se sustituirı́an por unáunica palabras todas las palabras similares
o de igual significado.
En la tabla (4.2) podemos ver como quedarı́a el texto tras la limpieza de datos.
Tras esta limpieza, se tendrı́an los conjuntos de términos oitemsetsque apare-
cen en la tabla (4.3).
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TITULARES
1 Faltan funcionarios en las oficinas de empleo
2 Cuestiones sobre el empleo de los funcionarios
3 Las oficinas de funcionarios vacı́ s
4 Los funcionarios cuestionan su empleo
5 Las oficinas de empleo abarrotadas
6 Cuestionario en las oficinas de empleo
7 El empleo de los funcionarios el mejor calificado
8 Disminucíon de sueldo a los funcionarios
9 Disminucíon de empleo
10 Los funcionarios no van a la oficina de empleo
11 Cuestiones sobre el sueldo de los funcionarios
12 Los funcionarios se abarrotan frente a la oficina de empleo
13 Los funcionarios no están siempre en la oficina
14 Disminucíon de empleo y sueldo en 2010
15 Cuestionario sobre el sueldo de los funcionarios
Tabla 4.1:Muestra de titulares relacionados con el empleo
n 1er item 2o item 3er item 4o item
1 faltar funcionarios oficina empleo
2 cuestionar empleo funcionarios
3 oficina funcionarios vaciar
4 funcionarios cuestionar empleo
5 oficina empleo abarrotar
6 cuestionar oficina empleo
7 empleo funcionarios mejor calificar
8 disminuir sueldo funcionarios
9 disminuir empleo
10 funcionarios ir oficina empleo
11 cuestionar sueldo funcionarios
12 funcionarios abarrotar oficina empleo
13 funcionarios estar oficina
14 disminuir empleo sueldo 2010
15 cuestionar sueldo funcionarios
Tabla 4.2:Titulares tras la Limpieza de Datos
4.1. Generacíon de la Estructura Monotérmino
Para generar la estructura monotérmino o estructura tradicional que vemos re-
presentada en la web en forma detag cloud, lo que se hace es contar el número de
ocurrencias de cada palabra en el texto, o lo que es lo mismo, calcular la frecuen-
cia absoluta (Fi) de cada t́ermino (ver tabla (4.4)) y la estructura monotérmino
estaŕa compuesta por aquellos términos que se consideren frecuentes según un so-
porte ḿınimo establecido.
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n Itemsets
1 {faltar, funcionarios, oficina, empleo}
2 {cuestionar, empleo, funcionarios}
3 {oficina, funcionarios, vaciar}
4 {funcionarios, cuestionar, empleo}
5 {oficina, empleo, abarrotar}
6 {cuestionar, oficina, empleo}
7 {empleo, funcionarios, mejor, calificar}
8 {disminuir, sueldo, funcionarios}
9 {disminuir, empleo}
10 {funcionarios, ir, oficina, empleo}
11 {cuestionar, sueldo, funcionarios}
12 {funcionarios, abarrotar, oficina, empleo}
13 {funcionarios, estar, oficina}
14 {disminuir, empleo, sueldo, 2010}
15 {cuestionar, sueldo, funcionarios}
Tabla 4.3:Conjunto deItemsetstras la Limpieza
n Palabra Fi fi(%) = Fi/N
1 faltar 1 2’04
2 funcionarios 11 22’45
3 oficina 7 14’29
4 empleo 10 20’41
5 cuestionar 5 10’20
6 vaciar 1 2’04
7 abarrotar 2 4’08
8 mejor 1 2’04
9 calificar 1 2’04
10 disminuir 3 6’12
11 sueldo 4 8’16
12 ir 1 2’04
13 estar 1 2’04
14 2010 1 2’04
Tabla 4.4:Frecuencia Absoluta y Relativa de cada Término en el Texto
Aunque casi todos los sitios web emplean la frecuencia absoluta para deter-
minar cuando una palabra aparecerá l la tag cloud, nosotros hemos calculado
tambíen la frecuencia relativafi en tanto por ciento, siendoN el número total de
palabras en el texto, en nuestro casoN = 49.
Los generadores detag cloudque encontramos en la web ((Ste06), (Nab09),
etc.) normalmente permiten al usuario especificar la frecuen ia absoluta ḿınima
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que desean que tengan los términos que aparezcan visualizados en latag cloud
generada. Tao et al. (Tao03) apuestan por la utilización de un peso para determi-
nar el soporte, en lugar de la frecuencia absoluta. Este pesolo calculan como una
frecuencia relativa. Nosotros encontramos másútil el uso de la frecuencia relativa
que el de la absoluta, ya que sólo teniendo en cuenta el número de palabras tota-
les o extensíon del texto podremos estimar la frecuencia absoluta de cadatérmino
como alta o baja.
Suponemos que se considera que un término es relevante cuando su frecuencia
relativa es superior al 5 % (fi %) > 5%), lo que equivale a una frecuencia abso-
luta superior a 2’45 (Fi > 2′45). Como la frecuencia absoluta es un número entero
tomaremos los términos cuya frecuencia absoluta sea igual o mayor que 3 (Fi ≥ 3).









Tabla 4.5:Términos en la Estructura Monotérmino
El cardinal de esta estructura monotérmino es:
card(E1) = 6
Y la estructura monotérmino ponderada que se representará posteriormente en
forma detag cloudse expresarı́a de la siguiente forma:
⇒ Ẽ1 = g(Ã1, B̃1,C̃1, D̃1, Ẽ1, F̃1)
= {( f ucionarios,(11)),(empleo,(10)),(o f icina,(7)),(cuestionar,(5)
,(sueldo,(4)),(disminuir,(3))}
En la figura (4.1) se puede ver esta visualización en forma detag cloud. Los
distintos tamãnos de fuente indican la frecuencia de los términos.
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Figura 4.1:Visualizacíon en Forma de Tag Cloud de la Estructura Mo-
not́ermino
4.2. Generacíon de la Estructura-AP
La tabla (4.6) nos será de utilidad para la generación de la estructura-AP. Las
filas corresponden a lositemsetsgenerados en la tabla (4.3). Las columnas repre-
sentan todas las palabras que aparecen en el texto. Un “1” indica que la palabra de
la columna correspondiente está inclúıda en elitemsetde la fila correspondiente.
Itemsets falt func ofic empl cues vaci abar mejo cali dism suel ir esta 2010
1 1 1 1 1
2 1 1 1
3 1 1 1
4 1 1 1
5 1 1 1
6 1 1 1
7 1 1 1 1
8 1 1 1
9 1 1
10 1 1 1 1
11 1 1 1
12 1 1 1 1
13 1 1 1
14 1 1 1 1
15 1 1 1
Tabla 4.6:Pertenencia de Cada Palabra a losItemsetsGenerados
Para la generar los conjuntos-AP que conformarán la estructura-AP, haremos
uso del algoritmo APriori comentado anteriormente. A continuacíon podemos ver,
como funcionaŕıa paso a paso este algoritmo.
Algoritmo APriori paso a paso para la generacíon de lositemsetsfrecuentes
para formar los conjuntos-AP
Para establecer cuando unitemsetes frecuente estableceremos un soporte
mı́nimo del 20 %. El soporte de unitemset AenD, siendoD el conjunto de todos
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los itemsets, se calcula como el % de ocurrencias deA nD (How09).
1er paso.-Se generan lositemsetscandidatos enC1 o itemsetscandidatos
de grado 1.
C1 Itemset(x) Fi Supp(x)(%) = Fi/n
1 {faltar} 1 6’67
2 {funcionarios} 11 73’33
3 {oficina} 7 46’67
4 {empleo} 10 66’67
5 {cuestionar} 5 33’33
6 {vaciar} 1 6’67
7 {abarrotar} 2 13’33
8 {mejor} 1 6’67
9 {calificar} 1 6’67
10 {disminuir} 3 20
11 {sueldo} 4 26’67
12 {ir} 1 6’67
13 {estar} 1 6’67
14 {2010} 1 6’67
Tabla 4.7:Algoritmo APriori en Fase C1. ItemsetsCandidatos.
donden es igual al ńumero total de transacciones,n = 15 (ver tabla(4.3)).
A continuacíon, de entre estositemsetscandidatos, se seleccionan lositem-
setsfrecuentes en lo que se conoce como faseL1. Los itemsetsfrecuentes
seŕan aquellos cuyo soporte es igual o superior al 20 % (Supp(x) ≥ 20%).
(Ver tabla (4.8))
L1 Itemset(x) Fi Supp(x)(%) = Fi/n
1 {funcionarios} 11 73’33
2 {oficina} 7 46’67
3 {empleo} 10 66’67
4 {cuestionar} 5 33’33
5 {disminuir} 3 20
6 {sueldo} 4 26’67
Tabla 4.8:Algoritmo APriori en Fase L1. ItemsetsFrecuentes.
2o paso.-Se generan lositemsetscandidatos enC2 o itemsetscandidatos
de grado 2. Para ello, combinamos entre sı́ todos lositemsetsfrecuentes en
L1 y eliminamos aquellos en que aparezcan los mismos elementosper en
distinto orden. Para calcular la frecuencia absolutaFi de lositemsetsaśı ge-
nerados, es cuando haremos uso de la tabla (4.6), seleccionando los elemen-
tos de los que se compone cadaitemsety contando el ńumero de veces en
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que esos elementos “co-ocurren”. Una vez que conozcamosFi podremos
calcular el soporte.
C2 Itemset(x) Fi Supp(x)(%) = Fi/n
1 {funcionarios, oficina} 5 33’33
2 {funcionarios, empleo} 6 40
3 {funcionarios, cuestionar} 4 26’67
4 {funcionarios, disminuir} 1 6’67
5 {funcionarios, sueldo} 3 20
6 {oficina, empleo} 5 33’33
7 {oficina, cuestionar} 1 6’67
8 {oficina, disminuir} 0 0
9 {oficina, sueldo} 0 0
10 {empleo, cuestionar} 3 20
11 {empleo, disminuir} 2 13’33
12 {empleo, sueldo} 1 6’67
13 {cuestionar, disminuir} 1 6’67
14 {cuestionar, sueldo} 2 13’33
15 {disminuir, sueldo} 2 13’33
Tabla 4.9:Algoritmo APriori en Fase C2. ItemsetsCandidatos.
Nos damos cuenta, que en la tabla deitemsetscandidatos en la faseC2 (4.9),
est́a por ejemplo elitemset{funcionarios, oficina}, pero no el{oficina, fun-
cionarios}. Esto es porque se han eliminado lositemsetscon los mismos
elementos pero en orden diferente.
A continuacíon, se seleccionan de entre estosi emsetscandidatos lositem-
setsfrecuentes en lo que se denomina la faseL2. (Ver tabla (4.10)).
L2 Itemset(x) Fi Supp(x)(%) = Fi/n
1 {funcionarios, oficina} 5 33’33
2 {funcionarios, empleo} 6 40
3 {funcionarios, cuestionar} 4 26’67
5 {funcionarios, sueldo} 3 20
6 {oficina, empleo} 5 33’33
10 {empleo, cuestionar} 3 20
Tabla 4.10:Algoritmo APriori en Fase L2. ItemsetsFrecuentes.
3er paso.-Se generan lositemsetscandidatos enC3 o itemsetscandidatos
de grado 3. Para ello, se combinan entre sı́ todos lositemsetsfrecuentes
enL2 que tengan alǵun k-1 itemsen coḿun, en este caso, que tengan algún
elemento en coḿun y se eliminan los que resulten con los mismos elementos
y orden diferente. Podemos ver lositemsetscandidatos en la tabla (4.11)).
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C3 Itemset(x) Fi Supp(x)(%) = Fi/n
1 {funcionarios, oficina, empleo} 3 20
2 {funcionarios, oficina, cuestionar} 0 0
3 {funcionarios, oficina, sueldo} 0 0
4 {funcionarios, empleo, cuestionar} 2 13’33
5 {funcionarios, empleo, sueldo} 0 0
6 {funcionarios, cuestionar, sueldo} 1 6’67
7 {oficina, empleo, cuestionar} 1 6’67
Tabla 4.11:Algoritmo APriori en Fase C3. ItemsetsCandidatos.
De lositemsetscandidatos enC3 se seleccionan lositemsetsfrecuentes. Esto
podemos verlo en la tabla (4.12).
C3 Itemset(x) Fi Supp(x)(%) = Fi/n
1 {funcionarios, oficina, empleo} 3 20
Tabla 4.12:Algoritmo APriori en Fase L3. ItemsetsFrecuentes.
Como vemos, enL3 ya śolo tenemos unitemsetsfrecuente, que al no poder
combinarlo con ninǵun otro no se tendrı́a ninǵun itemsetscandidato enC4
y habŕıamos acabado.
Una vez generados todos lositemsetsfrecuentes, estudiarı́amos cúales son los
conjuntos-AP que contienen esositemsets. Evidentemente, elitemsetde grado su-
perior, que es elitemsetde grado tres, serı́a uno de los conjuntos-AP, ya que no
hay ninǵun otro que lo contenga. Luego, bajarı́amos de grado, para ver qué item-
setsde grado 2 no están contenidos en el conjunto-AP de grado 3 y aquellos que
no estuvieran contenidos, serı́an a su vez, conjuntos-AP e igual para lositemsets
de grado 1. En total, tendrı́amos los siguientes conjuntos-AP:
A = { f uncionarios,o f icina,empleo}
B = { f uncionarios,cuestionar}
C = { f uncionarios,sueldo}
D = {empleo,cuestionar}
E = {disminuir}
Con lo que la estructura-AP serı́a la generada por todos esos conjuntos-AP:
T = g(A,B,C,D,E)
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T = {{ f uncionarios,o f icina,empleo},{ f uncionarios,o f icina},{ f unciona−
rios,empleo},{o f icina,empleo},{ f uncionarios,cuestionar},{ f uncio−
narios,sueldo},{empleo,cuestionar},{ f uncionarios},{o f icina},{em−
pleo},{cuestionar},{sueldo},{disminuir}}
Y el cardinal de la estructura-AP escard(T) = 13
Con el fin de comparar la estructura-AP con la estructura multitérm no, lo que
nos interesa serı́a la estructura-AP ponderada (junto con la frecuencia de caa
itemset):
T̃ = g(Ã, B̃,C̃, D̃, Ẽ)
T̃ = {{ f uncionarios,o f icina,empleo,(3)},{ f uncionarios,o f icina,(5)},
{ f uncionarios,empleo,(6)},{o f icina,empleo,(5)},{ f uncionarios,
cuestionar,(4)},{ f uncionarios,sueldo,(3)},{empleo,cuestionar,(3)},
{ f uncionarios,(11)},{o f icina,(7)},{empleo(10)},{cuestionar,(5)},
{sueldo,(4)},{disminuir,(3)}
En la figura (4.2) podemos ver cómo quedaŕıa esta estructura-AP ponderada
visualizada en forma deTag Cloud.
Figura 4.2:Visualizacíon en Forma de Tag Cloud de la Estructura-AP
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4.3. Generacíon de la Estructura Multit érmino
Modificación del algoritmo APriori para generar las item-seqsfrecuentes
de los conjuntos multit́ermino.
Para la generación de lasitem-seqsfrecuentes que compondrán los conjuntos
multitérmino, se haŕa una modificacíon del algoritmo APriori empleado para la
generacíon de lositemsetsfrecuentes que componı́an los conjuntos-AP como se
coment́o en el caṕıtulo anterior.
1er paso.-Se generan lasitem-seqscandidatas enC1 o item-seqscandidatas
de grado 1 y de entre todas lositem-seqscandidatas generadas, se seleccio-
nan lasitem-seqsfrecuentes, que serán lasitem-seqsenL1. Estableceremos
un soporte ḿınimo igual al 20 % para determinar cuándo unaitem-seqes
frecuente.
Como el soporte es el mismo que establecimos para la generación de los
itemsetsfrecuentes de los conjuntos-AP, en este primer paso, tantoC1 c mo
L1 coincidiŕan con las tablasC1 y L1 generadas para los conjuntos-AP (ver
tablas (4.7) y (4.8)).
2o paso.-A partir de estasitem-seqsfrecuentes generadas enL1, buscamos
las item-seqsfrecuentes de grado 2.
La tabla que tendrı́amos, seŕıa la misma tabla que para lositemsetscandi-
datos en faseC2 (4.9), pero con el doble de elementos, es decir, por cada
itemsetde la tabla (4.9) tendrı́amos unaitem-seqcon los mismos elementos
del itemseten el mismo orden y otraitem-seqcon los elementos en orden
inverso.
Como esta tabla resulta muy extensa y muchas de esas uniones resultantes
no estaŕıan en el texto y tendrı́an un soporte igual a cero, nosotros vamos a
examinar las adyacencias de lasitem-seqsenL1 con otrasitem-seqsenL1
cuya uníon tenga un soporte distinto de cero, que son las que incluimos en
la tabla (4.13).
Para ello, hemos tomado la primeraitem-seqfrecuente de grado 1, en nues-
tro caso{funcionarios} y hemos buscado todas sus adyacencias con las
deḿas item-seqsfrecuentes de grado 1. Después haŕıamos lo mismo para
{oficina} y aśı sucesivamente.
Como examinaremos las adyacencias de todas lasitem-seqsfrecuentes, śolo
seŕa necesario examinar las adyacencias a la derecha.
4.3.Generación de la Estructura Multitérmino 102
Con lo que lasitem-seqscandidatas enC2 son los que vemos en la tabla
(4.14)
Adyacencias de item-seq(x) n Item-seqs generadas a partir de x
Adyacencias a la derecha de{funcionarios}
1 {funcionarios,oficina}
2 {funcionarios, cuestionar}
Adyacencias a la derecha de{oficina}
3 {oficina, empleo}
4 {oficina, funcionarios}
Adyacencias a la derecha de{ mpleo}
5 {empleo, funcionarios}
6 {empleo, sueldo}




Adyacencias a la derecha de{disminuir}
10 {disminuir , empleo}
11 {disminuir , sueldo}
Adyacencias a la derecha de{sueldo} 12 {sueldo, funcionarios}
Tabla 4.13:Adyacencias de lasItem-seqsde Grado 1
C2 Item-seq(x) Fi Supp(x)(%) = Fi/n
1 {funcionarios, oficina} 3 20
2 {funcionarios, cuestionar} 1 6’67
3 {oficina, empleo} 5 33’33
4 {oficina, funcionarios} 1 6’67
5 {empleo, funcionarios} 1 6’67
6 {empleo, sueldo} 1 6’67
7 {cuestionar, empleo} 2 13’33
8 {cuestionar, oficina} 1 6’67
9 {cuestionar, sueldo} 2 13’33
10 {disminuir, sueldo} 1 6’67
11 {disminuir, empleo} 2 13’33
12 {sueldo, funcionarios} 3 20
Tabla 4.14:Algoritmo APriori Modificado para Conjuntos Mul-
titérmino en Fase C2.
Y las item-seqsfrecuentes las que aparecen en la tabla (4.15)
3er paso.-Para construir lasitem-seqscandidatas enCn, buscamos lasubi-
tem-seqsde grado n-2 comunes en lasitem-seqsfrecuentes de grado n-1.
Aśı, para construir lasitem-seqscandidatas enC3 buscamos lasubitem-
seqscomunes de grado 1 en lasitem-seqsde L2 si las hubiera. En las dos
primerasitem-seqslasubitem-seqcomún es{oficina}, y respetando el orden
de adyacencia, elúnico conjunto trit́ermino que se genera de la combinación
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C2 Item-seq(x) Fi Supp(x)(%) = Fi/n
1 {funcionarios, oficina} 3 20
2 {oficina, empleo} 5 33’33
3 {sueldo, funcionarios} 3 20
Tabla 4.15:Algoritmo APriori Modificado para Conjuntos Mul-
titérmino en Fase L2.
de ambasitem-seqses{funcionarios, oficina, empleo}. Luego buscarı́amos
la subitem-seqcomún entre la primera y la terceraitem-seqy luego entre la
segunda y la tercera. Esto es lo mismo que mirar las adyacencis a la dere-
cha de lasitem-seqsdeL2. Con los que enC3 tenemos lasitem-seqsde la
tabla (4.16).
C3 Item-seq(x) Fi Supp(x)(%) = Fi/n
1 {funcionarios, oficina, empleo} 2 13’33
2 {sueldo, funcionarios, oficina} 0 0
Tabla 4.16:Algoritmo APriori Modificado para Conjuntos Mul-
titérmino en Fase C3.
Y vemos que, como ningunaitem-seqes frecuente enC3, no tendremos
ningunaitem-seqenL3 y habremos terminado.
Una vez generadas lasitem-seqsfrecuentes, estudiarı́amos cúales son los con-
juntos multit́ermino que contienen esasitem-seqs. Tendŕıamos los siguientes con-
juntos multit́ermino:
A2 = { f uncionarios,o f icina}
B2 = {o f icina,empleo}
C2 = {sueldo, f uncionarios}
D1 = {cuestionar}
E1 = {disminuir}
Y la estructura multit́ermino ponderada serı́a la generada por todos esos con-
juntos multit́ermino ponderados:
Ẽk = g(Ã2, B̃2,C̃2, D̃1, Ẽ1)
El cardinal de la estructura multitérmino escard(Ek) = 9
4.4.Comparación de la Estructura Monotérmino, la Estructura-AP y la Estructura
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Ẽk = {{ f uncionarios,o f icina,(3)},{o f icina,empleo,(5)},{sueldo,
f uncionarios,(3)},{ f uncionarios,(11)},{o f icina,(7)},
{empleo,(10)},{cuestionar,(5)},{sueldo,(4)},{disminuir,(3)}
En la figura (4.3) podemos ver visualizada en forma detag cloudesta estruc-
tura multit́ermino.
Figura 4.3:Visualizacíon en Forma deTag Cloudde la Estructura Mul-
titérmino
4.4. Comparacíon de la Estructura Monotérmino,
la Estructura-AP y la Estructura Multit érmino.
4.4.1. Diferencias entre la Estructura-AP y la Estructura Mul-
tit érmino
De la tabla (4.17) podemos deducir las siguientes diferencias entre la estructura-
AP y la estructura multit́ermino:
Vemos que, aunque la estructura-AP y la estructura multitérm no tengan el
mismo ńumero de conjuntos generadores, el grado de estos conjuntospara
la estructura-AP es superior, es decir, la estructura-AP incluye un conjunto
de grado 3 que no lo incluye la estructura multitérmino. En consecuencia,
hay muchasitem-seqsque se pierden en la estructura multitérmino con res-
pecto a la estructura-AP. Además, al perder los conjuntos de mayor grado,
se pierde precisión en las consultas.
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EST. MONOTÉRMINO ESTRUCTURA-AP EST. MULTIT ÉRMINO
Notacíon E1 T = g(A,B,C,D,E) EK = g(Ak,Bk,Ck,Dk,Ek)
A = { f uncionarios,o f icina,empleo} A = { f uncionarios,o f icina}
B = { f uncionarios,cuestionar} B = {o f icina,empleo}
Generadores No tiene C = { f uncionarios,sueldo} C = {sueldo, f uncionarios}
D = {empleo,cuestionar} D = {cuestionar}
E = {disminuir} E = {disminuir}
Cardinal 6 13 9
{ f uncionarios,(11)} { f uncionarios,o f icina,empleo,(3)} { f uncionarios,o f icina,(3)}
{empleo,(10)} { f uncionarios,o f icina,(5)} {o f icina,empleo,(5)}
{o f icina,(7)} { f uncionarios,empleo,(6)} {sueldo, f uncionarios,(3)}
Itemsets {cuestionar,(5)} {o f icina,empleo,(5)} { f uncionarios,(11)}
o {sueldo,(4)} { f uncionarios,cuestionar,(4)} {empleo,(10)}
Item-seqs {disminuir,(3)} { f uncionarios,sueldo,(3)} {o f icina,(7)}
ponderados/as {empleo,cuestionar,(3)} {cuestionar,(5)}






Tabla 4.17:Comparacíon de la Estructura Monoteŕmino, la Estructura-AP
y la Estructura Multit́ermino
El cardinal de la estructura-AP es mayor que el de la estructura m ltit́ermino.
Es por esto, que tendremos mayor número deitemsetsen la visualizacíon
de la estructura-AP que deit m-seqsen la de la estructura multitérmino.
El soporte y la frecuencia de lasitem-seqsde la estructura multitérmino
siempre es menor o igual que le soporte de lositemsetsde la estructura-AP,
por lo que un mismo conjunto de t´ rmino podŕa verse con mayor tamaño en
la visualizacíon de la estructura-AP que en la visualización de la estructura
multitérmino.
Vemos, por ejemplo, que elitemset{ f uncionarios,sueldo} aparece en este
orden de elementos en la estructura-AP, pero en orden inverso d elementos
en laitem-seq{sueldo, funcionarios} de la estructura multitérmino. Esto es
porque la estructura multitérmino tiene en cuenta el orden en que aparecen
los elementos en el texto y la estructura-AP no tiene en cuenta este orden,
por lo que el orden en que aparecen los elementos dentro de losit msets
de la estructura-AP es indiferente. En el texto, el orden en que aparecen
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los elementos delitemset{ f uncionarios,sueldo} con ḿas frecuencia, es
primero “sueldo” y luego “funcionarios”, es por esto que eseseŕa el orden
en que aparezcan estos elementos dentro de lasitem-seqsde la estructura
multitérmino.
Si un usuario introdujera en la consulta los elementos de lait m-seq{sueldo,
funcionarios} de la estructura multitérmino en orden inverso, es decir, pri-
mero “funcionarios” y luego “sueldo”, la respuesta estarı́a vaćıa, mientras
que si lo hiciera a trav́es de la estructura-AP, el sistema le devolverı́a 3 en-
tradas. Esto tendrı́a sus ventajas y sus inconvenientes:
• Ventaja principal: La consulta produce más resultados
• Inconveniente principal: Los resultados podrı́an ser menos precisos
Visualización (ver figura (4.4)
Figura 4.4:Visualizacíon de las Tres Estructuras en Forma de Tag
Cloud
¿Cuándo seŕa mejor utilizar la estructura-AP y cu ándo la estructura
multit érmino?
• Utilizaremos la estructura multitérmino para consultas donde el or-
den es importante y, por lo tanto, queramos obtener los términos en la
respuesta en el mismo orden que los hemos introducido en la cosulta.
Por ejemplo, se utilizarı́a la estructura multitérmino si se está buscando
entradas relacionadas con la oficina de empleo, pero no nos interesan
las relacinadas con empleo en la oficina, empleo de oficina, etc.
Mediante la estructura multitérmino la b́usqueda es ḿas restrictiva y
visualmente, los término en la nube aparecen menos aglomerados al
ser menores en número, por lo que es ḿas f́acil identificarlos.
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• Utilizaremos la estructura-AP cuando queremos que no importe el or-
den en que hemos introducido los términos en la consulta y que el
sistema nos devuelva todas las entradas que los contengan, idepen-
dientemente del orden que aparezcan. Serı́a l caso por ejemplo de la
búsqueda de personas, donde nos da igual que el sistema devuelva las
entradas que contengan el nombre primero y luego los apellidos o pri-
mero los apellidos primero y luego el nombre.
La visualizacíon de la estructura-AP en forma de nube presenta ma-
yor número de t́erminos que la estructura multitérmino, por lo que
seŕa más indicada cuando se est´ más interesado en explorar el en-
torno que en realizar un búsqueda concreta o cuando queremos que se
nos sugieran términos de b́usqueda o palabras asociadas.
4.4.2. ¿Ćomo Mejoran la Estructura-AP y la Estructura Mul-
tit érmino a la Estructura Monotérmino?
Tanto la estructura-AP como la estructura multitérmino ofrecen incuestinables
mejoras sobre la estructura monotérmino. Citaremos las ḿas evidentes:
Recuperan ḿas informacíon.
Ofrecen ḿas cantidad de sugerencias de búsqueda y exploración.
Permiten identificar relaciones entre conceptos y sugierent´ minos relacio-
nados con el t́ermino o t́erminos de la consulta.
Al permitir componentes multitérmino, facilitan la discriminación entre con-
ceptos.
Es ḿas f́acil identificar el contenido, debido a los componentes multitérmino.
Pensemos por ejemplo en términos como inteligencia artificial, red social,
bases de datos, sistemas operativos, etc. Estos términos tienen distinto sig-
nificado cuando sus elementos van juntos a cuando van de formaindepen-
diente, por lo que, si no se permiten componentes multitérmino, podŕıa no
idenficarse el contenido de la información que se muestra o llevar a con-
fusión, ya que estos elementos no tendrı́an porqúe aparecer juntos en la
representación, a pesar de ser componentes de un sólo término.
Est́an definidas mateḿaticamente.
Hemos explicado un ḿetodo est́andar para su generación.
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4.4.3. Ćalculo de losÍndices de Acoplamiento Fuerte y D́ebil
de un Conjunto con una Estructura-AP y con una Es-
tructura Multit érmino. Comparación
Supongamos ahora que un usuario realiza una consulta a la base de datos. Para
ver cúal de las dos estructuras (estructura-AP y estructura multitérm no) ofreceŕıa
mejores resultados a la consulta, calcularemos losı́ndices de acoplamiento fuerte
y débil.
Sea X conjunto referencial de items, X ={sueldo, empleo, cuestionar, funcio-
narios, oficina, disminuir}.




n) con conjunto referencial
de items X. Sea T= g(A1,A2, ..,Am) una estructura-AP con conjunto referencial
de items X e Y⊆ X un conjunto-AP o un conjunto multitérmino seǵun proceda.
En nuestro ejemplo:
T = g({ f uncionarios,o f icina,empleo},{ f uncionarios,cuestionar},
{ f uncionarios,sueldo},{empleo,cuestionar},{disminuir})
Ek = g({ f uncionarios,o f icina},{o f icina,empleo},{sueldo, f uncio−
narios},{cuestionar},{disminuir})
E Y seŕıa el conjunto de t́erminos introducidos en la consulta.
1. Índice de acoplamiento fuerte
El ı́ndice de acoplamiento fuerte es una medida del grado de acoplamiento
fuerte del conjuntoY con la estructura-AP o la estructura multitérmino, es
decir, el grado con que ese conjunto se ajusta al dominio activo de la ba-
se de datos, entendiendo que el dominio activo viene representado por la
estructura-AP o la estructura multitérmino seǵun corresponda. Cuando cal-
culamos eĺındice de acoplamiento fuerte lo que estamos calculando es el
grado en que todos los términos del conjuntoY (o consulta) aparecen en
la base de datos, o dicho de otro modo, la exhaustividad de la respuesta de
forma precisa.
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a) Índice de acoplamiento fuerte deY con la Estructura-AP por el pro-
medio y por el ḿaximo.
T = g({ f uncionarios,o f icina,empleo},{ f uncionarios,cuestionar},
{ f uncionarios,sueldo},{empleo,cuestionar},{disminuir})
Supongamos queY = (empleo). Ver tabla (4.18):













= 12 = 0
′5
Tabla 4.18:́Indice de Acoplamiento Fuerte de T con Y= (empleo)
Supongamos queY = ( f uncionarios,sueldo). Ver tabla (4.19):
Índ. de aco. fuerte por el promedio Índ. de aco. fuerte por el ḿaximo
S(Y|T) == 15 = 0′2 S(Y|T) = max(1) = 1
Tabla 4.19:́Indice de Acoplamiento Fuerte de T con Y=
( f uncionarios,sueldo)
Supongamos queY = ( f uncionarios,o f icina). Ver tabla (4.20)










= 33 = 0
′67
Tabla 4.20:́Indice de Acoplamiento Fuerte de T con Y=
( f uncionarios,o f icina)
b) Índice de acoplamiento fuerte deY con la Estructura Multit́ermino por
el promedio y por el ḿaximo.
Ek = g({ f uncionarios,o f icina},{o f icina,empleo},{sueldo,
f uncionarios},{cuestionar},{disminuir})
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Supongamos queY = (empleo). Ver tabla (4.21)











Tabla 4.21:́Indice de Acoplamiento Fuerte de Ek con Y= (empleo)
Supongamos queY = ( f uncionarios,sueldo). Ver tabla (4.22):
Índ. de aco. fuerte por el promedio Índ. de aco. fuerte por el ḿaximo
S(Y|Ek) = 05 = 0 S(Y|Ek) = max(0) = 0
Tabla 4.22:́Indice de Acoplamiento Fuerte de Ek con
Y = ( f uncionarios,sueldo)
Supongamos queY = ( f uncionarios,o f icina). Ver tabla (4.23)
Índ. de aco. fuerte por el promedio Índ. de aco. fuerte por el ḿaximo
S(Y|Ek) = 22 = 1 S(Y|Ek) = max(1) = 1
Tabla 4.23:́Indice de Acoplamiento Fuerte de Ek con
Y = ( f uncionarios,o f icina)
c) Comparacíon delı́ndice de acoplamiento fuerte del conjuntoY conT
y Ek. Ver tabla (4.24)
El dominio de la estructura-AP es distinto del dominio de la estructura
multitérmino y adeḿas elı́ndice fuerte se calcula de forma diferente
para una y otra estructura, ya que para la estructura multitérmino y
con el fin de ponderar el orden de los términos, se calcula teniendo
en cuenta todas las combinaciones posibles de los elementosdentro
de lasitem-seqsgeneradoras, por lo que una comparación directa del
ı́ndice fuerte para ambas estructuras no tiene mucho sentido.
4.4.Comparación de la Estructura Monotérmino, la Estructura-AP y la Estructura
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Estructura-AP T Estructura Multit érmino Ek
Índice acoplamiento fuerte Promedio Máximo Promedio Máximo
Y=(empleo) 0’17 0’5 0’25 0’25
Y=(funcionarios, sueldo) 0’2 1 0 0
Y=(funcionarios, oficina) 0’13 0’67 1 1
Tabla 4.24:Comparacíon delÍndice de Acoplamiento Fuerte de T y Ek para
Varios Conjuntos Y
En el primer y tercer caso, elı́ndice de acoplamiento fuerte es mayor
para la estructura multitérmino que para la estructura-AP. Esto sucede
porque el dominio de la estructura multitérmino en realidad es ḿas
pequẽno que el dominio de la estructura-AP y en un dominio más pe-
quẽno, el acoplamiento de un determinado conjunto, puede ser mayor
que al acoplarlo con un dominio más grande.
En el segundo caso, elı́ndice de acoplamiento fuerte con la estructura
multitérmino es cero para el promedio y para el máximo. Esto es por-
que los elementos del conjuntoY aparecen en unaitem-seqgeneradora
de la estructura multitérmino pero en orden inverso al que aparecen en
Y, luego no existe ningunaitem-seqgeneradora que se acople de for-
ma exacta con el conjuntoY enEk, donde, como ya sabemos, el orden
importa.
En todos los casos, elı́ndice de acoplamiento fuerte por el máximo es
mayor que eĺındice de acoplamiento fuerte por el promedio.
2. Índice de acoplamiento d́ebil
El ı́ndice de acoplamiento débil es una medida del grado de acoplamiento
débil del conjuntoY con la estructura-AP o la estructura multitérmino, es
decir, el grado con que ese conjunto se ajusta al dominio activo de la ba-
se de datos, entendiendo que el dominio activo viene representado por la
estructura-AP o la estructura multitérmino. Cuando calculamos elı́ndice de
acoplamiento d́ebil lo que estamos calculando es el grado en que los térmi-
nos del conjuntoY (o consulta) aparecen en la base de datos, aunque al ser
débil no tienen que aparecer exactamente todos los términos de la consulta,
si no que bastarı́a con que aparecieran algunos de ellos. Esteı́ndice tambíen
mide la exhaustividad de la respuesta pero sin que esta respuesta sea del
todo precisa.
4.4.Comparación de la Estructura Monotérmino, la Estructura-AP y la Estructura
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a) Índice de acoplamiento débil deY con la Estructura-AP por el prome-
dio y por el ḿaximo.
T = g({ f uncionarios,o f icina,empleo},{ f uncionarios,cuestionar},
{ f uncionarios,sueldo},{empleo,cuestionar},{disminuir})
Supongamos queY = (empleo). Ver tabla (4.25):
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Tabla 4.25:́Indice de Acoplamiento D́ebil de T con Y= (empleo)
Supongamos queY = ( f uncionarios,sueldo). Ver tabla (4.26):












Tabla 4.26:́Indice de Acoplamiento D́ebil de T con Y =
( f uncionarios,sueldo)
Supongamos queY = ( f uncionarios,o f icina). Ver tabla (4.27)
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Tabla 4.27:́Indice de Acoplamiento D́ebil de T con Y =
( f uncionarios,o f icina)
b) Índice de acoplamiento débil deY con la Estructura Multit́ermino por
el promedio y por el ḿaximo.
Ek = g({ f uncionarios,o f icina},{o f icina,empleo},{sueldo,
f uncionarios},{cuestionar},{disminuir})
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Supongamos queY = (empleo). Ver tabla (4.28)










= 14 = 0
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Tabla 4.28:́Indice de Acoplamiento D́ebil de Ek con Y= (empleo)
Supongamos queY = ( f uncionarios,sueldo). Ver tabla (4.29):
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Tabla 4.29:́Indice de Acoplamiento D́ebil de Ek con Y =
( f uncionarios,sueldo)
Supongamos queY = ( f uncionarios,o f icina). Ver tabla (4.30)














Tabla 4.30:́Indice de Acoplamiento D́ebil de Ek con Y =
( f uncionarios,o f icina)
c) Comparacíon delı́ndice de acoplamiento débil del conjuntoY conT y
Ek. Ver tabla (4.31)
Vemos como todos lośındices est́an comprendidos entre cero y uno.
Y tambíen se cumple en todos los casos que elı́ndice por el ḿaximo
es mayor o igual que elı́ndice por el promedio.
El dominio de la estructura-AP es distinto del dominio de la estruc-
tura multit́ermino y adeḿas lośındices se calculan de forma diferente
para una y otra estructura, ya que para la estructura multitérmino y
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Estructura-AP T Estructura Multit érmino Ek
Índice acoplamiento d́ebil Promedio Máximo Promedio Máximo
Y=(empleo) 0’17 0’5 0’25 0’25
Y=(funcionarios, sueldo) 0’37 1 0’37 0’5
Y=(funcionarios, oficina) 0’27 0’67 0’5 1
Tabla 4.31:Comparacíon delÍndice de Acoplamiento D́ebil de T y Ek para
Varios Conjuntos Y
con el fin de ponderar el orden de los términos, se calcula teniendo
en cuenta todas las combinaciones posibles de los elementosdentro
de los conjuntos generadores, por lo que una comparación directa del
ı́ndice d́ebil para ambas estructuras no tiene mucho sentido.
Destacar que en la estructura multitérmino elı́ndice ḿaximo para la
segundaitem-seq, Y={funcionarios, sueldo}, no es 1 porque la es-
tructura multit́ermino distingue para{funcionarios, sueldo} y {sueldo,
funcionarios} y adeḿas este segundo es el orden en que aparecen es-
tos elementos en laitem-seqgeneradora que los contiene.
ParaY = { f uncionarios,o f icina} el ı́ndice ḿaximo para la estructura
multitérmino es 1 y para la estructura-AP 0’67, esto es porque en el
dominio de la estructura multitérmino existe unaitem-seqgeneradora
que es igual que el conjuntoY, por lo que este acopları́ perfectamente,
mientras que en la estructura-AP el conjunto generador con el que
acopla el conjuntoY se compone de tres términos.
3. Comparacíon de lośIndices Fuerte y D́ebil
Porúltimo, compararemos losı́ndices fuerte y d́ebil para la estructura-AP y
la tag cloudmultitérmino (ver tablas (4.32) y (4.33)).
Ind.Acoplamiento fuerte Ind. Acoplamiento débil
Estructura-AP T Promedio Máximo Promedio Máximo
Y=(empleo) 0’17 0’5 0’17 0’5
Y=(funcionarios, sueldo) 0’2 1 0’37 1
Y=(funcionarios, oficina) 0’13 0’67 0’27 0’67
Tabla 4.32:Comparacíon de lośIndices de Acoplamiento Fuerte y Débil pa-
ra T para Varios Conjuntos Y
Tanto para la estructura-AP como para la estructura multitérm no se cumple:
4.4.Comparación de la Estructura Monotérmino, la Estructura-AP y la Estructura
Multit érmino. 115
Ind.Acoplamiento fuerte Ind. Acoplamiento débil
Estructura Multit érmino Ek Promedio Máximo Promedio Máximo
Y=(empleo) 0’25 0’25 0’25 0’25
Y=(funcionarios, sueldo) 0 0 0’37 0’5
Y=(funcionarios, oficina) 1 1 0’5 1
Tabla 4.33:Comparacíon de lośIndices de Acoplamiento Fuerte y Débil pa-
ra Ek para Varios Conjuntos Y
Todos lośındices est́an comprendidos entre 0 y 1.
El ı́ndice por el ḿaximo es mayor o igual en todos los casos que el
ı́ndice por el promedio.
El ı́ndice de acoplamiento débil por el ḿaximo es mayor o igual para
todos los casos que elı́ndice de acoplamiento fuerte por el máximo.
El ı́ndice de acoplamiento débil por el promedio es mayor o igual para
todos los casos que elı́ndice de acoplamiento fuerte por el promedio
para la estructura-AP. Sin embargo, hay un caso en la estructura mul-
titérmino en el que eĺındice de acoplamiento débil por el promedio
es menor que eĺındice de acoplamiento fuerte por el promedio y es
el caso deY={funcionarios, oficina}. Esto ocurre porque el conjunto
Y se acopla perfectamente con una de lositem-seqgeneradoras de la
estructura multit́ermino, por lo que eĺındice de acoplamiento fuerte se
calcula teniendo en cuenta solamente este conjunto generador. En el
cálculo deĺındice de acoplamiento débil se tienen en cuenta todos los
conjuntos generadores con los que el conjuntoY se acopla parcialmen-
te, es por esto que el grado de acoplamiento con el total de conjunt s
resulta menor. Esto nos lleva a darnos cuenta, que sólo tiene sentido
calcular eĺındice de acoplamieno débil cuandoY no se acopla com-
pletamente con ninguno de los conjuntos generadores, ya quepara so




En este trabajo se han presentado dos alternativas a la estructura monot́ermino
representada en format g cloudencontrada en la Web y que presenta numerosos
inconvenientes como podemos ver en la subsección (1.1) y que son descritos con
profundidad a lo largo de este trabajo.
Estas alternativas son la estructura-AP y la estructura multitérmino. Ambas
solventan los principales inconvenientes de la estructuramonot́ermino y la vi-
sualizacíon en forma detag cloudmultitérmino solventa los problemas de la vi-
sualizacíon de ambas en forma detag cloudmonot́ermino. El uso de una u otra
estructura, dependerá de ciertos requerimientos del usuario, como pueden ser el
orden de los t́erminos en la consulta, lo que apuntarı́a hacia el uso de la estructura
multitérmino o una mayor exhaustividad de la respuesta, para lo queseŕıa más
recomendable el uso de la estructura-AP.
La gran ventaja de la estructura-AP y la estructura multitérmino sobre la es-
tructura monot́ermino de debe a que permiten el uso de términos con ḿultiples
componentes o “multitérminos”, lo que permite la identificación del contenido de
las fuentes de información sobre las cuales se construyen y ofrecen una mayor
seḿantica:
Son ḿas descriptivas,
facilitan la inferencia de relaciones entre conceptos
ayudan en la discriminación de los t́erminos, etc.
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Además, ambas estructuras han sido definidas matemáticamente y es posible
generarlas con dos ḿetodos est́andar que también han sido definidos y cuyo fun-
cionamiento ha sido explicado al emplearlos en el ejemplo dea s ccíon (4).
En este ejemplo, se ha realizado una comparativa de estas dose tructuras para
poder discernir con mayor profundidad sus similitudes y diferencias y a su vez,
han sido comparadas con la estructura monotérmino, con lo que hemos puesto de
manifiesto las ventajas cuantificables que se aprecian sobreésta.
Son innumerables los trabajos futuros a los que da pie esta breve introduccíon
a la probleḿatica del tratamiento seḿantico de la información recuperada de in-
ternet con fines de consulta y a la solución que se ofrece.
Destacaremos la realización de una propuesta teórica de la estructura-AP pon-
derada con mayor profundidad de la que se ha empleado en este trabajo, analizan-
do un mayor ńumero de propiedades, estudiando la asociatividad, conmutatividad,
etc. de estas estructuras.
De igual forma, quedarı́a pendiente ampliar la teorı́a de la estructura mul-
titérmino, estudiando todas las propiedades inherentes aésta.
Otro posible estudio, serı́a el del papel de la ponderación en el ćalculo de los
ı́ndices de acoplamiento.
Aunque aqúı se ha utilizado una modificación del algoritmo APriori para ge-
nerar lasitem-seqsfrecuentes, serı́a conveniente el uso de otros algoritmos de ge-
neracíon de secuencias, comprobando su funcionamiento en variadas colecciones
de texto, para comparar estos algoritmos y ver cuál de ellos resulta ḿas eficiente.
Tambíen se plantea variar los criterios para la visualización de la estructura-AP
y la estructura multit́ermino en forma detag cloud, criterios tales como:
El orden alfab́etico de los t́erminos.
El color deéstos
Su direccíon horizontal y/o vertical dentro de lat g cloud, etc.
con el fin de ver qúe visualizacíon es la ḿas atractiva y cúal facilita más la
identificacíon del contenido.
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En esta ĺınea, se propone calcular el tamaño de los t́erminos dentro de latag
cloudmultitérmino mediante alguna fórmula donde se tenga en cuenta la frecuen-
cia, pero tambíen la longitud déestos, ya que está demostrado que se confunde la
longitud del t́ermino con el tamãno de la fuente, lo que a veces dificulta la identi-
ficación de los t́erminos ḿas relevantes.
Por otro lado, podrı́a calcularse el peso de los términos en la lı́nea que apun-
taban Koutrika et al. (Kou09a), dándole distinta puntuación al t́ermino seǵun éste
aparezca en un atributo u otro de la base de datos. Por ejemplo, en una base de
datos de noticias, no será igual de relevante un término que aparezca en el “titula-
res” a otro que aparezca en “comentarios”.
Como trabajo futuro, se plantea también, la consideración de mecanismos de
clusteringy herencia dentro de la visualización de los t́erminos de lastag clouds
multitérmino.
Se propone como trabajo futuro realizar el experimento de Aouiche et al.
(Aou09), que pasaron la información de bases de datos a cubos OLAP y de ahı́ a
tag cloudscon “multitérminos”.
Tambíen podŕıa considerarse el uso de etiquetas difusas dentro de latag cloud
multitérmino y la aplicacíon del ańalisis formal de conceptos.
Como tareas ḿas inmediatas se pretende llevar a cabo la implementación de un
sistema que manipule el texto tal como se ha explicado, a través de estructuras-AP
y estructuras multit́ermino, d́andole la opcíon al usuario de especificar si quiere
que se haga con una u otra estructura y lo visualice en forma det g cloudmul-
titérmino, aśı como la comprobación de su funcionamiento sobre una base de
datos creada en Oracle a partir de las noticias de “Digg” (Ros04).
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covery and Data Mining, páginas 661–666. ACM, 2003.
[VdB09] Van den Broeck, W. y Cattuto, C. netr.it. http://www.netr.it/, 2009.
[VH09] Van-Ham, F., Wattenberg, M., y Viégas, F. Mapping Text with Phra-
se Nets.IEEE Transaction on Visualization and Computer Graphics,
15:1169–1176, 2009.
[VI05] Von-Isenburg, M. Hub Log. http://hublog.hubmed.org/archives/0010
49.html, 2005.
[Vie07] Viegas, F. y Wattenberg, M. ManyEyes. http://manyeyes.alphaworks.
ibm.com/manyeyes/, 2007.
[Vie08] Viegas, F. y Wattenberg, M. TIMELINES Tag clouds andthe case for
vernacular visualization.Interactions, 15:49–52, 2008.
[Vie09] Viegas, F., Wattenberg, M., y Feinberg, J. Participatory Visualization
with Wordle.IEEE Transactions on Visualization and Computer Grap-
hics, 15:1137–1144, 2009.
BIBLIOGRAFÍA 124
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