In this paper, properties of projection and penalty methods are studied in connection with control problems and their discretizations. In particular, the convergence of an interior-exterior penalty method applied to simple state constraints as well as the contraction behavior of projection mappings are analyzed. In this study, the focus is on the application of these methods to discretized control problem.
Introduction
The numerical treatment of optimization problems in function spaces, such as optimal control with partial differential equations, requires appropriate discretizations as well as adapted methods for solving the finite dimensional 24 A. Cegielski and C. Grossmann optimization problems obtained by discretization. As a rule these finite dimensional problems are of huge dimension, but have a specific sparse structure. In the paper, for such optimization problems we study the behavior of two classes of optimization algorithms, namely projection type methods and a specific interior-exterior penalty technique, and combinations of projection and penalty methods where state constraints are handled by penalties and projections are applied to control constraints. In particular, Fejér monotonicity is proved for one projection method applied to augmented problems that occur in penalty methods.
Let Ω ⊂ R n be some bounded convex polyhedron with the boundary Γ. We denote by V = H 1 0 (Ω) the Sobolev space of functions that have square integrable generalized derivatives and vanishing traces on the boundary. Let H = L 2 (Ω). Both spaces are real Hilbert spaces that together with the dual V * = H −1 (Ω) of V = H 1 0 (Ω) form a Gelfand triple
Here we identify H * = H. Further, let ≤ denote the natural almost everywhere pointwise semi-ordering in H and let z ∈ H be given. As an underlying model for our study we consider the weak formulation related to the following optimal control problem:
(1) J(y, u) = 1 2 Ω (y − z) 2 + α 2 Ω u 2 → min ! subject to − ∆y = u in Ω, y = 0 on Γ, a ≤ u ≤ b, y ≤ f.
Here α > 0 denotes a given regularization parameter, a, b ∈ H, f ∈ W 2,∞ (Ω) and we suppose a < b almost everywhere in Ω. Further, we assume that the feasible set of (1) is nonempty. In relation to the Poisson equation in (1) we define a continuous linear mapping S : H → V by Su = y, where y ∈ V is the unique solution of the variational equation
with the bilinear form a :
Properties of projection and penalty methods for ...
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The existence and uniqueness of the solution y of (2) for any u ∈ H follows immediately from Lax-Milgram's lemma (cf. [6] ). By using the mapping we can express the weak formulation of the problem (1) as an abstract optimization problem
Here (·, ·) denotes the inner product in H. Analytical results, in particular optimality conditions, for optimal control problems of the form (4) are given in [12] . Now we apply a discretization technique for the states and controls. As a method of choice we consider piecewise linear C 0 finite elements on a regular triangulation of Ω. We denote the Lagrange basis functions related to all inner grid points of the triangulation by ϕ j , j = 1, . . . , N . As discrete spaces V h ⊂ V and H h ⊂ H we defined
and
respectively. Corresponding to this we denote
As the discrete problem we consider
where
Since V h ⊂ V, variational equation (7) is a conforming finite element discretization of (2) and as in the continuous case Lax-Milgram's lemma guarantees the existence and uniqueness of its solution y h ∈ V h . Further,
denote the L 2 -projection of the related functions a, b, f, z to the discrete space V h , i.e.,
and similarly for the other L 2 -projections.
As a general property of the given data (as already assumed for the continuous problem (4)) we also suppose that the feasible set of the discrete problem (5) is nonempty. Under relatively weak conditions the feasibility in (5) can be derived asymptotically from the feasibility of (4) for sufficiently fine discretizations. For quantitative estimates and a detailed convergence analysis of control constrained problems we refer to e.g., [2, 11] . A more complicated case of state constraints is analyzed in e.g. [1, 4] . The discrete Dirac measures that form the proper discretization of the Lagrangian multiplier used in [4] have a related representation as Lagrangian multipliers for the finite dimensional pointwise inequalities.
Since piecewise linear finite elements are used the occurring inequality constraints a h ≤ u h ≤ b h reduce to bounds at the grid points of the triangles only, i.e.,
Similarly, the state constraints are in the discrete case equivalent to
All the discrete functions under consideration can be expressed by their representations in finite dimensional coordinates, e.g., by u = (u j ) N j=1 ∈ R N for the controls u h and by y = (y j ) N j=1 ∈ R N for the states y h . Similarly, a, b, f denote the coordinate vectors related to a h , b h and f h , respectively. In general, we use boldface symbols in the case of finite dimensional representations, e.g.,
With the stiffness matrix A = (a ij ) and the mass matrix B = (b ij ) given by
respectively, we can define the finite dimensional representation J :
In this reduced form y has been eliminated via the Ritz-Galerkin equations Ay = Bu which are equivalent to (7). It should be mentioned that the discrete problems are essentially of the same type as the continuous ones if we replace the continuous spaces and operators by the proper discrete ones. Hence, most of the following properties of (4) hold in a similar way for its discrete version (5).
Penalties for discrete state constraints
While the control constraints are easy to handle by projection methods this is not so for state constraints, even for the simple type as considered in (4). Here we apply a specific penalty technique to (5) to include discrete state constraints into the objective functional. We incorporate the discrete state constraints via the penalty like term
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Here s > 0 denotes a penalty parameter and γ j > 0 denote parameters which have to be chosen such that γ j >λ j , j = 1, . . . , N , whereλ h = (λ j ) ∈ R N is the optimal Lagrangian multiplier vector related to the state constraints of the discrete problem (5). Then for s → 0+ problem (11) approximates (5) as shown below. The interior-exterior penalty method used in (11) was introduced and analyzed by Kaplan [8] . Here we study the properties of this methods under the specific structure of the discrete control problem and provide a different convergence proof. In particular, unlike in [8] , in this paper we include only some of the constraints, namely state constraints, via the penalty into the auxiliary objective while control constraints as well as the state equations are included unchanged into the penalty problem.
Before we evaluate the derivative of Φ h (S h u h ) let us express Φ h via an integral, namely
If we express the discrete problem (5) in finite dimensional coordinates we obtain for the non-reduced form the problem
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with J defined by (8) and
Similarly, the discrete augmented problem (11) can be expressed in the form
and Φ denotes the interior-exterior penalty function Φ(t; s) = t + t 2 + s 2 .
Notice that Φ(t; 0) = 2 max{0, t}, i.e., the function Φ(·; s) for s → 0+ approximates the well known exact penalty. Reduced problems, i.e., formulations without an explicit use of the discrete state, are easily obtained if we substitute y in (13) and (14), respectively, via discrete Poisson's equation by y = A −1 Bu. Theorem 2. For any s > 0 the discrete auxiliary problem (14) has a unique solution (ũ(s),ỹ(s)) and for s → 0+ we have (ũ(s),ỹ(s)) → (ū,ȳ), where (ū,ȳ) denotes the optimal solution of (13). P roof. Problem (13) forms a linearly constrained optimization problem with a strongly convex objective function. Hence it has a unique optimal solution (ū,ȳ). Let L denote the partial Lagrangian for (13) , where only the state constraints are included, i.e.,
There exists a uniqueλ ∈ R N + such that together with (ū,ȳ) it forms a saddle point of L, i.e.
The objective function of the augmented problem (14) is strongly convex with a modulus that is independent of the penalty parameter. The set W ⊂ R N × R N is by assumption non-empty. Since it is closed one can show The optimality of (ũ(s),ỹ(s)) for problem (14) together with the monotonicity of Φ(· ; s) and withȳ ≤ f lead to
On the other hand, the saddle point inequalities (16) imply
and with (18) this yields
Now, the properties Φ(t; s) ≥ t, Φ(t; s) ≥ 0 ∀t ∈ R of the penalty function and γ j >λ j ≥ 0, j = 1, . . . , N, imply that
holds for any l ∈ {1, . . . , N }. This yields
With the boundedness (17) and from the properties of Φ we obtain that the stateỹ as a part of any accumulation point (ũ,ỹ) for s → 0+ satisfies the constraintsỹ ≤ f which have been included via penalties. Hence, (ũ,ỹ) is feasible for (13) . With
and with the continuity of J we obtain that (ũ,ỹ) is optimal. Because of (17) and of the uniqueness of the solution of (13) this proves the theorem.
Properties of the objective functional
Here and in the following sections we analyze properties of the objective functional, possibly augmented by penalty terms, and study the contraction behavior of projection methods that rest upon these functionals. It turns out that some properties are restricted to the finite dimensional case while other properties do also hold in the infinite dimensional case of the underlying Hilbert space. Naturally, the properties shown for the more general infinite dimensional case are also similarly valid in the case of conforming discretization. To mark the finite dimensional case as before we write the discretization parameter h as a subscript at functionals, solutions etc.
Lemma 3. Let Φ : H → R denote some differentiable convex functional. Then the augmented objective
is differentiable, convex and we have
Furthermore, J Φ is strongly convex with the modulus
where λ inf (S) denotes the lower limit of the spectrum of the operator S.
32
A. Cegielski and C. Grossmann P roof. The first part follows immediately from the definition of J Φ . Furthermore, by the convexity and differentiability of Φ, and by (20), we have
i.e., J Φ is strongly convex with the modulus c = λ 2 inf (S) + α.
Remark 4.
In the infinite dimensional case for the operator S defined by (2) we have λ inf (S) = 0 (see e.g., [14] ). When the discrete state equations (7) define the finite dimensional operator S h we obtain the related functional
and we have λ inf (S h ) > 0, i.e., the minimal eigenvalue is positive. The derivative of J Φ,h has the form (20) with the operator S h instead of S.
Problem with bounds on controls only
In this section, we consider the continuous problem (4) without state constraints Su ≤ f , i.e., we deal with the problem
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Let us define the operator R : H → H by
where ρ > 0 denotes some fixed parameter.
From the optimality conditions we obtain thatũ ∈ Q is the optimal solution of (4) holds. This condition is equivalent to (26) P Q (ũ − ρJ (ũ)) =ũ for any fixed ρ > 0,
i.e., (27)ũ ∈ Fix(P Q • R) for any fixed ρ > 0, Next, we study the contraction behavior of the operator R and its consequences.
Lemma 5. The operator R is contractive for any fixed
P roof. By the structure (24) and by the strong convexity of J, we have
where c = α > 0 (due to λ inf (S) = 0 in the infinite dimensional case) is a modulus of the strong convexity of J. Since
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Hence, R is contractive if
Using the contraction properties of R the following iterative treatment of the control problem under consideration can be applied.
With an arbitrary u 1 ∈ H we generate {u k } ⊂ V recursively by
where P : H → H is given by
Theorem 6. If ρ ∈ 0, 2α[λ 2 max (S) + α] 2 then for any u 1 ∈ H the iterative procedure (29) generates a sequence (u k ) which converges to the solutionũ of problem (23).
P roof. Since the projection operator P Q is nonexpansive, the theorem follows immediately from Lemma 5.
Remark 7. Theorem 6 holds in a similar way for the semi-discrete
and the fully-discrete version
of the iteration process (29).
As proposed by Hinze [7] for problems of type (23) 
optimality condition
which is the semidiscrete version of (26) used in (31), has just the form
Here y h denotes the solution of the discrete state equation for a given u ∈ H. This enables us to eliminate the control u via the optimality condition in the semidiscrete case. This means that only states and adjoint states have to be discretized explicitly. Since the operators S h and S * h possess good smoothing properties, optimal convergence rates can be achieved by this control reduced discretization. An approximate version of control reduction in the continuous case by means of logarithmic barriers has been investigated in [13] .
Problem with bounds on control and state
In this section, we focus on the fully discrete control problem (5) and we apply the penalty term Φ h given by (10) to treat the discrete state constraints.
Let the operator T h : H h → H h be defined by
where γ h < J Φ,h (u h ), and let T h,λ = (1 − λ)I + λT h denote a relaxation of T h for the relaxation parameter λ ∈ [0, 2].
The Fejér monotonicity of the operator
there holds the inequality
whereũ h andJ Φ,h = J Φ,h (ũ h ) denote the solution of (11) and the related optimal value, respectively. Consequently, P Q h • T h,λ is Fejér monotone with respect to the solutionũ h of problem
With the nonexpansivity of P Q h this yields
By the Kolmogorov characterization of the metric projection we have
Hence, we obtain
An estimation of the optimal value of the control problem
In the projection method presented in the next section we need a lower bound for the optimal objective value as well as an upper bound for the distance of the starting point to the solution set. For the first bound we have the following result.
Lemma 9. The following inequality holds
where z h is the projection of the given target function.
P roof. Let {v j } N j=1 denote a complete orthonormal system of eigen vectors of S h , i.e.,
Due to the orthonomality the following holds
Using the property Φ h ≥ 0 of the penalty function, we have (35)
Pythagoras' theorem z h 2 = j ζ 2 j completes the proof.
where u 1 h ∈ H h is an arbitrary starting point and γ k = (1 − ν)J k + νJ k is a convex combination of upper and lower bounds of the minimal objective valueJ Φ,h for ν ∈ (0, 1). We can take, e.g.,
h ) : i = 1, 2, . . . , k}.
As J 1 we can take the estimation given in Lemma 9. Furthermore, the lower bound J k of the minimal valueJ Φ,h can be updated in an iteration if a lower bound of the optimal valueJ Φ,h is available and one detects that γ k <J Φ,h . To do it one needs an upper bound of the distance u k h −ũ h which can be obtained by Lemma 11. In this case, one can set J k+1 = γ k . The details as well as the proof of the convergence to a solution (ũ h in our case) of the algorithm can be found in [9, 10] or [3] .
Of course, the projection method with level control (40) can also be applied to problems with bounds on controls only. In this case, J Φ h and J Φ,h in (40) should be replaced by J h and J h , respectively. Now we compare the maximal step-length for which we can secure contractivity and the Fejér monotonicity of operators R and P Q h • T λ,h , respectively. This enables us to compare the convergence of these methods. In the following comparison of the two methods we restrict ourselves to discrete problems with bounds on controls only. Similar to Lemma 5 the maximal limit step-length for operator R to be contractive is equal to
