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Resulted from increasing energy prices, Kyoto’s restrictions on CO2 emissions, 
and the growing concerns over environmental issues, more and more attention is paid 
to energy efficiency improvement in most countries. To evaluate a country’s 
performance in energy efficiency improvement, various methods have been proposed 
and empirical studies for a wide spectrum of countries have been reported during the 
last 30 years. This thesis investigates the evolvement of energy efficiency monitoring 
and some methodological issues of decomposition and aggregation analysis applied to 
energy.  
Regarding the evolvement of energy efficiency monitoring, the indicator has 
experienced quite a few changes. It was a simple national energy-output ratio in 1970s, 
then a set of contributing factors behind the changes of energy consumption or 
intensity in 1980s and 1990s, and is recently a separate composite energy efficiency 
index. We first conduct an updated study on aggregate energy-output ratio which 
shows substantial changes in the relationship between energy consumption and 
national output across world countries from 1975 to 1997. We then perform a literature 
review of country practices regarding the index decomposition analysis (IDA) which is 
commonly used to study contributing factors driving sectoral energy consumption or 
energy intensity changes. We find that the decomposition method, activity indicator, 
and disaggregation of sub-sectors would greatly affect the decomposition results. 
Narrowing down the scope to industry, we probe deeper by reviewing past empirical 
studies on factors shaping industrial energy use, and find that sub-sector intensity 
change is the key driver of changes in the aggregate energy intensity of industry, and 
  x 
the corresponding energy impact is generally larger than that from structure change. 
About the recently proposed composite energy efficiency index, we study the issue of 
consistency in developing an economy-wide energy efficiency index through one-step 
and multi-step analysis. We prove that only the results from Logarithmic Mean Divisia 
Index I (LMDI I) are consistent in both additive and multiplicative analysis. 
On the methodological studies of index decomposition analysis, we focus on the 
LMDI I method. We compare the small value (SV) and analytical limit (AL) strategies 
of handling zero values and find that the SV strategy generally performs well in IDA. 
We also simplify the procedures of AL strategy and propose a general guide to 
determine the analytical limits. We further extend this strategy to tackle negative 
values in the dataset. With these refinements, LMDI I can handle all kinds of values in 
decomposition analysis. In addition, we perform a comparative study of eleven 
decomposition methods using AHP analysis. Applying the rating approach and ideal 
synthesis, we build an open model that could be easily extended to accommodate new 
alternatives. From the analysis, we find that, based on both theoretical and application 
criteria, LMDI I is the best after considering all the tradeoffs.  
Summarizing these two lines of work, we propose a two-step analysis based on 
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CHAPTER 1 :    INTRODUCTION 
 
 
1.1 Motivations of Energy Efficiency Monitoring 
As a consequence of the sudden rise of oil prices in the early 1970s, industrialized 
countries realized economic growth has a strong relationship with energy demand and 
they had to change their habits of energy use to ensure sustainable development of the 
economy. With further increases of world oil prices later on, energy security becomes 
an important issue in many countries. Monitoring trends in energy efficiency at both 
the sectoral and the economy-wide level has thus been an important component of their 
energy strategy.  
Another impetus to the worldwide passion for energy efficiency monitoring is the 
growing concerns over global warming caused by the burning of fossil fuels. Countries 
are taking steps to reduce Greenhouse Gas (GHG) emissions. Energy efficiency 
improvement is among those steps and increasing in importance. At the 1997 third 
Conference of the Parties (COP3) held in Kyoto, participating countries agreed to a 
timetable of GHG emissions reduction for the years 2008-2012 relative to 1990. A key 
element of the strategy in most countries to meet their reduction objective is to take 
steps to increase energy efficiency in all sectors of the economy. To assess the 
fulfillment of national targets, it becomes necessary to express energy efficiency 
improvements in quantitative terms in a rigorous manner. 
Realizing the importance and usefulness of energy efficiency study, many 
countries have been making efforts to develop sectoral and economy-wide energy 
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efficiency indicators both for evaluation and monitoring purposes. Some examples are 
given below. 
To achieve efficiency in energy use is part of the U.S. Department of Energy's 
mission. By measuring energy-efficiency changes, we have a way of knowing if we 
have achieved our goals.  
—www.eia.doe.gov 
Energy efficiency is increasingly recognized as a priority by the European 
Commission and all member countries. The major driving force is the need to meet the 
objectives of CO2 emissions reduction as agreed in Kyoto.  
—www.odyssee-indicators.org 
In New Zealand, increasing emphasis has been placed on improvements in energy 
efficiency as a means for, inter alia, achieving New Zealand’s CO2 abatement 
obligations under the Framework Convention on Climate Change (FCCC).  
—Jollands and Aulakh, 1996 
Increasing attention is now being paid to the potential economic and 
environmental benefits of improved energy efficiency in Australia.  
—Wilson et al., 1994 
With the growing interest in energy efficiency monitoring, some related issues 
need to be clarified and studied in detail. In this chapter, we present some background 
information and identify these issues. We first introduce the concepts of energy 
efficiency, and then go through the various stages of energy efficiency indicators. 
After that, we highlight the issues related to energy efficiency monitoring. In the last 
part, we give the objective, scope, and structure of our study.  
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1.2 Definition of Energy Efficiency 
Although energy efficiency has an important place in the policy agenda, it is 
agreed that energy efficiency is difficult to conceptualise. There is no single commonly 
accepted definition. However, researchers never stop the attempts to make the concept 
of energy efficiency clear and measurable. For example, Farla (2000) describes energy 
efficiency as a reduction in the growth of energy use relative to historical trends. On a 
similar track, Schipper et al. (1997) define energy efficiency improvement as lower 
energy consumption leading to the same amount of energy services. In contrast, 
Patterson (1996) describes energy efficiency not as energy savings, but as the “simple 
ratio” of useful outputs (measured in either value added or in physical terms) to energy 
inputs. Similarly, OEERE (2006) define energy efficiency as the activity or product 
that can be produced with a given amount of energy. Based on this definition, energy 
efficiency improves when a given level of service is provided with reduced amounts of 
energy inputs or services are enhanced for a given amount of energy input. This is the 
most acceptable concept of energy efficiency up to now. The reverse of energy 
efficiency, i.e. the quantity of energy required per unit output or activity, is always 
taken as energy intensity. 
A few notes should be borne in mind when using the terms of energy efficiency 
and energy intensity. At the level of a specific technology, the difference between 
energy efficiency and energy intensity is insignificant - one is simply the inverse of the 
other. At the level of the aggregate economy (or even at the level of an end-use sector), 
energy efficiency is not a meaningful concept because of the heterogeneous nature of 
the output. A simple intensity measure can be calculated, but this number has little 
information content without the underlying sectoral details. The production of a huge 
number of goods, the mixing of the transport of freight and passenger, and the variety 
Chapter 1. Introduction 
 4 
of climates make aggregate energy intensity based on Gross Domestic Product (GDP) 
or Gross National Product (GNP) an indicator that disguises rather than illuminates. 
This will be explained in greater detail in the next section. 
1.3 Evolution of Energy Efficiency Indicators 
At the very beginning of energy efficiency study, researchers simply took energy 
efficiency as the inverse of energy intensity which is more measurable. The ratio of the 
national primary energy consumption to GDP is one of the most enduring aggregate 
monetary-based energy efficiency indicators. Its reciprocal is taken as a measure of the 
energy efficiency at the most aggregate level. This indictor was often employed by 
researchers in the 1970s and early 1980s due mainly to its simplicity and the paucity of 
energy consumption data.  
Computed on an annual basis, the energy-GDP ratio can be plotted to show the 
short and long-term trends. A decrease in the ratio signifies, on the average, a 
reduction in energy requirements to generate a unit of national output. This is 
considered a desirable development. In energy demand projection, the ratio is often 
computed from the projected total energy requirements and GDP to show whether the 
economy will become increasingly more energy intensive or otherwise. Projections of 
national energy demand under different growth scenarios are often expressed in 
energy-GDP ratios so that they can be compared. Until the early 1980s, changes in the 
energy-GDP ratio over time were the subject of many studies.  
Later, researchers realized this concept of energy intensity at different levels might 
result from two contributors: (1) efficiency improvements in processes and equipments 
and (2) other explanatory factors which can be divided into three groups as described 
below (OEERE, 2006).  
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(a) Structure changes in the economy are major movements in the composition of 
the economy and in any of the end-use sectors that can affect energy intensity but are 
not related to energy efficiency improvements. For example, in the industrial sector, a 
shift in manufacturing emphasis from the energy-intensive industries such as primary 
metal to less energy-intensive industries such as food would cause a decline in the 
energy-GDP ratio that does not necessarily reflect an increase in energy efficiency. 
Similarly, if the number of people in a household changes, overall energy use will 
likely change. We think of changes in the industry structure and changes in household 
size as the structural components of “other explanatory factors”. 
(b) Changes in energy use per unit measure of output that are a result of 
behavioural factors also may not reflect improvements in the underlying efficiency of 
energy use. For example, it is well known that as people age, they will use more 
electricity or fuel to warm their home during the winter. While the efficiency of 
heating equipment in the building has not changed, the energy intensity of the house 
has increased to maintain a suitable living environment. 
(c) There are also changes over which we have little or no control, such as weather, 
short-term influences of the business cycle, and related energy-intensive industries 
inducing short-term structural influences, while they may have a profound effect on the 
amount of energy used.  
Due to the existence of these other explanatory factors, energy efficiency 
monitoring is not straightforward. To identify the energy efficiency impacts, one has to 
build up from the details, and exclude changes in other explanatory factors to the 
extent that these factors can be identified from the available dataset. 
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Usually the aggregate energy intensity change in a specific sector is separated into 
energy intensity effect and structure effect. To effectively perform the separation, 
index theory in economics is very useful. During the past 30 years, many studies 
related to the methodological and application issues of index theory on energy 
efficiency have been reported. This line of research is called Index Decomposition 
Analysis (IDA) by Ang (2004). IDA plays an important role in providing information 
for policy makers to address national and global energy, environmental, and resource 
depletion problems.  
Normally IDA is applied to a major energy consuming sector, such as industry. 
With the diversion of interest from a single sector to the whole economy, a 
comprehensive decomposition analysis with specific results for each pre-defined factor 
calls for data of large scale and with high quality. First the data should be complete for 
all sub-sectors and the activity indicator for these sub-sectors should be exactly the 
same to ensure feasibility of calculation of activity effect and structure effect. However, 
there is no such common activity indicator for all the main sectors. For example, GDP 
may describe the activity level for all production sectors like industry, agriculture, 
commercial and public transportation, but it does not work for consuming sectors like 
residential and private transportation. Actually, it is impossible to find a common 
activity indicator for all the main sectors. As a result, the effective energy efficiency 
index is confined to the sectoral level where a common activity indicator exists.  
One means to solve this problem is to develop an exclusive composite energy 
efficiency index for the whole economy and ignore the other effects. This composite 
energy efficiency index is an aggregation of energy intensity change of each end-use 
sector. An advantage of this index is that it provides some flexibility in the choice of 
activity indicators. With this flexibility, the composite index would better reflect 
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changes in the energy efficiency at the end-use level and make energy efficiency 
monitoring of the whole economy feasible.  
1.4 Issues Related to Energy Efficiency Monitoring 
For each of the three phases of energy efficiency monitoring, namely energy-GDP 
ratio, IDA performed at sectoral level, and composite energy efficiency index, 
different techniques are used. Regression analysis is used for energy-GDP ratio 
analysis and is fully developed. IDA is a common tool for the latter two phases as it 
can perform both decomposition and aggregation analysis. Decomposition analysis is 
necessary for IDA performed at sectoral level and aggregation analysis is essential in 
developing composite energy efficiency index. A number of technical and application 
issues need to be considered in IDA. Figure 1-1 shows the main aspects to which 
attention should be paid in energy efficiency evaluation and monitoring. The upper 
half of Figure 1-1 deals with the technical issues, and the lower half with the 
application issues. Actually the line separating technical and application issues is not 
clear-cut. In our research, purely methodological problems are grouped as technical 
issues while the other influencing factors are treated as application issues. 
Technical issues are separated into decomposition and aggregation problems. 
Researchers have proposed many decomposition methods based on the index number 
theory. But there is no common agreement on which is the “best” method. Every 
method has its strengths and weaknesses. However, some methods have obvious 
drawbacks, while others still have scope for further improvements. In aggregation 
analysis, the choice of aggregation function is dependent on the decomposition method. 
It has not been fully studied what properties should these aggregation functions 
possess and how well they perform in developing the economy-wide energy efficiency 
Chapter 1. Introduction 
 8 
index. If the strengths and weaknesses of each decomposition method regarding the 
criteria that make a good index number could be fully understood, there would be less 
inconsistency in method selection.  
In application, many factors may affect the evaluation of energy efficiency 
performance. Based on Figure 1-1, these factors include the definition of energy 
efficiency, the level of disaggregation, i.e. the number of sectors into which an 
economy is disaggregated, the indicators used to measure the activities associated with 
energy use, and data quality, etc. Apparently, different combination of these factors 
will result in different analysis results. A standard for IDA application is an objective 

























Figure 1-1. Factors affecting economy-wide energy efficiency measurement 
 
1.5 Scope and Structure of the Thesis 
In energy deficient countries and countries participating in the Kyoto Protocol, 
there is a growing need for a sound decomposition method and a standard scheme in 
energy efficiency monitoring and index decomposition analysis. As a response to this 
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call, our research aims at contributing to a better understanding of economy-wide 
energy efficiency measurement. We shall study the application and technical issues 
mentioned in Section 1.4 in detail. Our objectives are: (a) to understand the 
applications details and findings of IDA in the past, (b) to recommend the preferred 
method to study economy-wide energy efficiency, and (c) to propose a standard 
scheme for economy-wide energy efficiency monitoring which will be useful to 
researchers and government agencies.  
Figure 1-2 illustrates the structure of this thesis. We begin with the well-known 
aggregate indicator of national energy-output ratio and investigate its evolution with 
economic development (Chapter 2). We then proceed to IDA performed at sectoral 
level and do the following: (a) we review the practices of IDA for selected countries 
and energy organisations with a focus on industrial energy use and investigate the 
impacts of some key factors influencing energy efficiency measurement (Chapter 3), 
(b) we also carry out a comprehensive analysis on the factors shaping changes of 
industrial energy use based on the results of past empirical studies (Chapter 4), and (c) 
as LMDI I becomes increasingly popular in IDA, we simplify and generalize its 
strategy to tackle zero and negative values so that it can easily handle all kinds of 
datasets (Chapter 5). On the economy-wide energy efficiency analysis, we elaborate 
the composite energy efficiency index and consistency in aggregation which is a 
desirable property in economy-wide analysis, and propose a two-step analysis using 
LMDI I as a standard scheme (Chapter 6). To identify the most desirable method in 
economy-wide energy efficiency analysis, we perform a comparative study based on 
AHP analysis for eleven popular decomposition methods and find that LMDI I is the 
best among all (Chapter 7). In the last part, we consolidate the findings from previous 
parts and discuss some issues for future research (Chapter 8).  























Evolution of Energy Efficiency Indicators
 
 
Figure 1-2. Structure of the thesis 
 
Chapter 2. Aggregate Energy Efficiency Indicators 
 11





As far as energy efficiency is concerned, the relationship between energy 
consumption and national output remains pertinent. It is a topic that has attracted a 
great deal of attention. Many theories have been proposed regarding the ratio of energy 
consumption to national output, or what we call the aggregate energy intensity 
indicator, whose reverse was deemed as an energy efficiency indicator. Among these 
theories, the most famous one is the environmental Kuznets curve (EKC), an inverted 
U-shaped curve proposed by Kuznets (1955) which implies that the aggregate energy 
intensity indicator will increase with the development of economy, reach a peak, and 
then decline. Schurr et al. (1960) found that this shape exists in the relationship 
between American energy use and economic output. Later on, many studies have 
appeared in the literature, e.g. Jänicke et al. (1989), Grossman and Krueger (1991), a 
special issue of the journal Ecological Economics 25 (1998), and Andreoni and 
Levenson (2001). To make it more practical, some researchers have attempted to refine 
the EKC hypothesis. Shafik (1994) and Grossman and Krueger (1995) found evidence 
of an N-shaped curve in some developed countries, which shows that a re-
materialization phase exists after the so-called dematerialization of the economy.  
                                                 
1 The bulk of the work presented in this chapter and Appendix B has been published as Ang and Liu 
(2006). 
 
Chapter 2. Aggregate Energy Efficiency Indicators 
 12 
The EKC and later refinements assume energy consumption and economic output 
are closely correlated. It is natural to think this theory not only depicts the development 
within a single country, but also can be used to describe the situation across country. 
Inspired by this idea, Ang (1987) conducted a cross-country analysis for 100 
economies using 1975 data. Assuming that the energy consumption (in logarithmic 
form) is a quadratic function of GDP (in logarithmic form), he successfully estimated 
the cross-country energy elasticity and energy intensity variations. Ang found that as 
per capita income increases across countries, the aggregate energy intensity, measured 
using commercial energy consumption and purchasing power parity (PPP) based GDP, 
also increases. The rate of increase is slow in the low-income range but becomes more 
rapid in the middle and high-income ranges. The results, therefore, suggest that there 
exists a certain disparity in energy use across countries with higher income countries 
consistently using more energy to produce a unit of output. 
Among the massive literature available on the relationship of energy and output, 
Ang’s study in 1987 is the most complete regarding cross-country energy-output ratio. 
His finding is interesting because it only confirms the first half the inverted U-shaped 
curve postulated by EKC, i.e. in 1975 the richer the country, the more is the energy 
consumption per unit of economic output. One may wonder, in more recent years, has 
the world economy approached the second half of the inverted U-shape, i.e. more 
developed countries use less energy per unit of output? For a better view of worldwide 
energy efficiency index and an update with more recent developments, further 
empirical analysis remains pertinent. In this chapter, we perform an update of the 
energy-GDP ratio using the 1997 data based on the study of Ang (1987). We choose 
1997 for analysis because: (a) 1997 is the year when Kyoto Protocol was agreed and is 
therefore treated as a benchmark in energy efficiency analysis, and (b) it has 
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established data for those Eastern European countries that previously were a part of 
Soviet Union. The relationship between energy consumption and national output 
across countries in 1997 is studied and compared with that in 1975. The results show 
some interesting differences.  
2.2 Data and Statistical Analysis 
We conduct an update on the study by Ang (1987) which we shall refer to as the 
“1975 study”. Using the 1997 data, we report the shifts in cross-country energy-output 
relationship 22 years after 1975. The key variables and abbreviations are summarized 
in Table 2-1. All the data used in this study are for 1997. The variables and the data 
sources are: GNP and population from World Bank (1999), and energy consumption 
from World Bank (2000). Data collected for a total of 104 countries with a population 
more than two million in 1997 are presented in Appendix A. 
Table 2-1. Summary of key variables, abbreviations and definitions 
Notation Meaning/definition 
E Per capita commercial energy consumption 
N Per capita non-commercial energy consumption 
T Per capita total energy consumption (E+N) 
C Per capita CO2 emissions 
Y Per capita GNP (1997 data) and GDP (1975 data) in current US dollars, adjusted for the purchasing power parity (PPP) in the respective years 
AEI Aggregate energy intensity given by E/Y or T/Y 
Eα  Cross-country energy elasticity (commercial energy) defined as (dE/E)/(dY/Y) 
Tα  Cross-country energy elasticity (total energy) defined as (dT/T)/(dY/Y) 
 
The 1975 study was based on 100 market economies with a population exceeding 
two million. The 104 countries for 1997 include centrally planned countries and 
countries which in 1975 were part of centrally planned countries. A total of 80 
countries appear in both the 1997 and 1975 lists. In order to have a more complete 
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picture for 1997 as well as to make meaningful comparisons between 1997 and 1975, 
we use two datasets for 1997: Dataset A covers all the 104 countries while Dataset B 
covers only the 80 countries that appear in the 1975 study. Countries included in 
Dataset A but not in Dataset B are primarily Eastern European countries, Russia and 
centrally planned countries such as China and Vietnam.2 
A number of other differences exist between the present and the 1975 study 
arising from data limitations. The 1975 study used GDP and population data taken 
from United Nations publications and the analysis was conducted based on two sets of 
GDP data, i.e. GDP in 1975 US dollars with and without adjustment for PPP. In this 
study, the analysis is based on GNP data. For conciseness, we shall present only the 
results obtained using PPP-based GNP data for 1997 (in 1997 prices) and PPP-based 
GDP data for 1975 (in 1975 prices), and use the term “income per capita” generally to 
refer to per capita GNP or GDP. In the 1975 study, electricity from hydro and nuclear 
sources was converted into oil equivalents using a notional thermal efficiency of 30 
percent and some adjustments were made to coal consumption to give its “petroleum 
replacement value”. In the present study, the data taken from World Bank (2000) are 
based on a notional thermal efficiency of 33 percent for nuclear electricity and 100 
percent for hydroelectricity and no adjustment is made to coal consumption. 
We follow closely the model specifications and statistical analysis reported in the 
1975 study. Details of the regression runs for 1997 are summarized in Table 2-2. Thus 
in the case of Model 1, we suppose αkYE = , therefore the regression model takes the 
following form: 
                                                 
2 For the list of countries in Dataset A but not in Dataset B, refer to those countries with superscript “**” 
in Table A-1. Usually, these countries had high levels of per capita energy consumption in comparison 
with countries of similar income levels (http://www.fao.org), which results in the deviations of curve for 
Dataset B from that for Dataset A in later analysis.  
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YakE lnlnln +=        (2.1) 
where k and a are constants and aYdYEdEE == )//()/(α  is the cross-country energy 
elasticity, i.e. how many percentage change in energy consumption is observed in 
response to per percentage change in economic development. 
Model 1 assumes constant energy elasticity across the whole income range, which 
may not be true in a many-country problem. Therefore to capture possible non-linear 
relationship between energy consumption per capita and income per capita, Model 2 
adopts the following quadratic term: 
2)(lnlnlnln YbYakE ++=       (2.2) 
where k, a and b are constants, and energy elasticity is a linear function of energy 
consumption (in logarithmic form) and no longer a constant for all values of Y: 
YbaE ln2+=α        (2.3) 
Model 3 considers the commercial and non-commercial energy substitution 
process. Here commercial energy are those energy sources such as coal, natural gas, 
and oil, which are obtained at a certain monetary cost, while non-commercial energy 
sources are principally fuelwood (including charcoal), cow dung, and crop residues, 
which can be gathered at a negligible monetary cost. In developing countries the ratio 
of commercial to total energy (commercial plus non-commercial) increases with 
income, and approaches a saturation level of unity at sufficient high income. The 
substitution process can be expressed by: 
2)(lnlnln/ln YnYmcEN ++=      (2.4) 
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where c, m and n are constants. 
We report the main findings related to the relationship between energy 
consumption and national output in Section 2.3. All the results are shown graphically 
in Figure 2-1 to Figure 2-5. In these figures, the fitted regression lines for 1997 using 
Dataset A and Dataset B are plotted separately, and the data collected for the 104 
countries (Dataset A) are plotted as well.  
Similar studies for relationship between CO2 emissions and national output are 
also carried out using the 1997 data, which is presented separately in Appendix B. In 
this case, no comparisons are made with the situation in 1975 as the study by Ang 
(1987) does not cover CO2 emissions. 
Table 2-2. Regression models and results for 1997 
Modela Dependent variable Constant
b ln Y (ln Y)2 2R  
1 ln E -2.654 (0.000) 
0.782 
(0.000) - 0.735 
1B ln E -2.972 (0.000) 
0.808 
(0.000) - 0.823 




















a Dataset A is used in all the regression runs except for Models 1B, 2B and 3B where Dataset B is used. 
b P-values for the coefficient estimates are given in parenthesis. 
 
2.3 Commercial Energy Consumption Per Capita versus Income 
Per Capita 
Figure 2-1 shows the 1997 actual commercial energy consumption per capita 
when plotted against income per capita for the 104 countries, where letters A and B 
respectively indicate Dataset A and Dataset B. A simple regression run using Model 1 
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gives a constant cross-country energy elasticity of Eα  = 0.78 (see Model 1 in Table 2-
2, all the regression models referred to in later sections are given in Table 2-2). When 
Dataset B is used, we have Eα  = 0.81 (see Model 1B). The corresponding estimate for 
1975 in Ang (1987) is 1.80. For the same percentage variation in per capita income, 
the percentage variation in per capita commercial energy consumption across country 
















A: 1997 regression line
B: 1997 regression line
1975 regression line
 
Figure 2-1. Energy consumption per capita (E) versus income per capita (Y), 1975 and 1997 
 
The fitted lines for 1997 in Figure 2-1 are based on Model 2 and Model 2B. The 
dotted line in Figure 2-1 is the corresponding quadratic regression fit for 1975 
reproduced from Ang (1987). The decrease in the cross-country energy elasticity is 
clearly shown by the slopes of the fitted lines, i.e. the slopes of the 1997 regression 
lines are less steep compared to those of 1975. For 1997, a distinct feature of the fitted 
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regression lines is that its gradient increases with per capita income. This indicates that 
for the same percentage change in per capita income, the percentage change in per 
capita energy consumption is greater in the higher per capita income range. This 
however is not the case for 1975.  
2.4 Substitution of Commercial Energy for Non-Commercial 
Energy  
It is well known that data on non-commercial energy consumption are generally 
not as reliable as those on commercial energy consumption. Though the non-
commercial energy consumption data in our study is taken from a published source, 
there are inevitable questions about how reliable these data are. In this study non-
commercial energy consumption is given in primary energy terms. Since these energy 
sources are used with relatively low energy efficiencies, their consumption in primary 
energy terms when added to commercial energy consumption would inevitably 
“inflate” the total energy consumption in a country (Ang, 1987). Due to the above 
reasons, the analysis and results presented need to be interpreted with caution. 
Figure 2-2 shows the share of commercial energy in total energy consumption 
plotted against per capita income and the fitted regression lines derived from Model 3 
and Model 3B (In Model 3, we have removed ten countries from the dataset as the data 
on their non-commercial energy consumption appear to be unreasonable). The 
corresponding curve from the 1975 study is also reproduced in Figure 2-2. The shape 
of the 1997 regression lines follows quite closely that of 1975 except for a shift to the 
right. Other than the similar shapes, comparisons between the two curves are 
complicated by the different base years for per capita income measurement. 
Nevertheless, it may be concluded that, as in 1975, non-commercial fuels remain 
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important energy sources in low-income countries and their share in total energy 



















A: 1997 regression line
B: 1997 regression line
1975 regression line
 
Figure 2-2. Percentage of commercial energy consumption (E/T) versus income per capita (Y), 
1975 and 1997 
 
2.5 Aggregate Energy Intensities versus Income Per Capita 
Figure 2-3 shows how the aggregate energy intensity obtained using commercial 
energy consumption changes across country. The fitted lines have been derived from 
those in Figure 2-1. The differences between 1997 and 1975 are striking. While the 
aggregate energy intensity increases as per capita income increases across country in 
1975, the converse is observed in 1997. 3 The plots show that the energy requirements 
                                                 
3 Many factors may affect the aggregate energy intensities, such as energy efficiency improvement of 
the process, the trend to increasing shares of the service sector, changing foreign trade of energy-
intensive products, etc. One way to identify these factors is Index Decomposition analysis, which is 
introduced in Section 3.2.  
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to generate a unit of output in industrial countries are much higher than those in the 
developing countries in 1975, but the converse is the case in 1997. A possible 
explanation is that, during the period 1975-1997, significant and diverging changes in 
energy consumption took place between the industrial countries and the developing 
countries. While the aggregate intensities for the industrial countries have been 
declining, those for the developing countries have either been increasing or remained 
little change. From Figure 2-3, it can be seen that there is greater uniformity in the 



















A: 1997 regression line
B: 1997 regression line
1975 regression line
 
Figure 2-3. Aggregate energy intensity (E/Y) versus income per capita (Y), 1975 and 1997 
 
In Figure 2-4, plots for the aggregate energy intensity obtained using total energy 
consumption instead of only commercial energy are presented. The analysis and 
interpretation become more complicated and the issues have been discussed in Ang 
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(1987). However, since non-commercial energy sources are used only in a substantial 
scale in low-income countries, their inclusion increases the aggregate intensity at the 
lower segment of the income range while that at the high-income range remains more 
or less unchanged. It should be noted again that in Figure 2-4, non-commercial energy 
consumption is measured in primary energy terms without taking into account the low 

















A: 1997 regression line
B: 1997 regression line
1975 regression line
 
Figure 2-4. Aggregate energy intensity (T/Y) versus income per capita (Y), 1975 and 1997 
 
2.6 Cross-Country Energy Elasticity versus Income Per Capita 
The cross-country energy elasticity for commercial energy consumption and for 
total energy consumption is shown in Figure 2-5. They have been derived from Model 
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2 and Model 3, and Model 2B and Model 3B.4 Their values are dependent on per 
capita income and the mathematical details can be found in Ang (1987). For ease of 
interpretation, one may use the reference point that an elasticity exactly equals to unity 
implies per capita energy consumption changes at the same rate as per capita income 
and there would be no change in the aggregate energy intensity. For commercial 
energy, the following two changes from 1975 to 1997 are noteworthy. First the 1975 
estimates of the elasticity are greater than unity (close to 2) through the whole per 
capita income range while those of 1997 are below unity except at the very high per 
capita income range. This disparity is consistent with the observations presented in 
Sections 2.3 and 2.5. In addition, as per capita income increases, the elasticity estimate 
decreases in 1975 but increases in 1997.  
When non-commercial fuels are included in energy consumption, the elasticity 
becomes small or even negative as a result of the substitution of commercial energy 
sources for non-commercial fuels. The negative values observed are not surprising. In 
low-income countries non-commercial energy sources are primarily used for domestic 
cooking with efficiencies a fraction of those for modern cooking using commercial 
energy sources such as kerosene, gas and electricity (Ang, 1987). With domestic 
cooking accounting for a substantial portion of total energy use, a switch from using 
non-commercial to commercial energy sources in a substantial scale would lead to a 
drop in total energy consumption as a result of substantial improvements in fuel use 
efficiency.  
                                                 
4 Energy elasticity for commercial energy is expressed in Eq. (2.3). For energy elasticity for total 
energy, it is derived from Eqs. (2.2) and (2.4), i.e. from the relationship between E and Y and that 
between E and N, we identify the relationship between (E+N) and Y, or T and Y, and thus get the energy 
elasticity for total energy (dT/T)/(dY/Y). 



























We study the correlation between energy consumption and national output across 
world countries using the data of 1997. As expected, there is a good correlation 
between per capita commercial energy consumption and per capita income and the 
simple energy elasticity for 1997 is found to be around 0.8. This elasticity is much 
smaller than the estimate of 1.8 for 1975. Given the same percentage variation in per 
capita income across country, the variation in their per capita commercial energy 
consumption has decreased fairly substantially over the 22-year period.  
The changes that have taken place in the case of the aggregate energy intensity 
(commercial energy) are also substantial. While the aggregate energy intensity 
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increases as per capita income increases across countries in 1975, the converse is 
observed for 1997. For instance, the aggregate energy intensity of an industrial country 
would be about three times that of a low-income developing countries in 1975, it 
would be only half that of the latter in 1997. It appears that while the higher income 
countries have been able to achieve significant reduction in the growth of commercial 
energy consumption for each percentage of economic growth after 1975, the growth in 
commercial energy consumption has remained high as compared to economic growth 
in the lower income countries. 
The rather distinct empirical results between 1997 and 1975 show that the 
relationship between energy consumption and national output across countries is a 
highly dynamic one. Besides economic developments, aggregate energy intensity is 
affected by a number of other factors and cannot be easily explained by a simple model 
such as the EKC model. In the following chapters, we shall discuss how researchers 
identify those underlying factors contributing to aggregate energy intensity change 
using decomposition analysis, and the related application and technical issues. 
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CHAPTER 3 :    INDEX DECOMPOSITION ANALYSIS 




In Chapter 2, we investigate the evolution of aggregate energy efficiency 
indicators across countries assuming energy consumption correlates exclusively with 
economic output. This assumption, however, may be an incomplete depiction of reality 
and many other factors besides the economic output may also affect the energy 
consumption. When it comes to energy efficiency monitoring for a specific country, 
this aggregate indicator becomes inadequate because its change incorporates factors 
unrelated to energy efficiency, such as activity structure, fuel mix and weather. Noting 
that the underlying forces driving the evolution of energy consumption cannot be 
economic growth alone, some researchers have attempted to study factors contributing 
to the changes in the relationship. The technique of decomposition analysis has been 
developed to quantify the contributions arising from factors such as changes in 
economic activity mix and activity energy intensity.  
The methodological development of Index Decomposition Analysis (IDA) may be 
divided into three phases: the introduction phase (late 1970s to 1985), the 
consolidation phase (1985-1995), and the further refinement phase (after 1995). There 
are some literature reviews on this line of research. Huntington and Myers (1987) 
listed only eight studies, while Ang (1995) found a total of 51. This number increased 
to 109 in Ang and Zhang (2000) and 172 in Liu (2004). From these increases, we 
know that more and more researchers and energy agencies are employing IDA as a 
                                                 
5 The balk of the work presented in this chapter has been published as Liu and Ang (2005).  
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tool in evaluating and monitoring economy-wide and sectoral energy efficiency 
changes. With these developments, some clarifications related to the key factors 
affecting its application are necessary. 
In this chapter, we introduce the procedure of IDA and identify three key factors 
that may influence the IDA results. We review the current practices in a number of 
countries and international organisations regarding these factors, and examine their 
impacts on IDA results empirically using the Canadian and US data. 
3.2 Index Decomposition Analysis 
IDA is related to the index number theory, which is a branch of economics. For 
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where E and Y are the energy consumption and production at the highest level of 
aggregation respectively, Ei  is the energy consumption of sub-sector i, Yi is the activity 
level of sector i, 
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the energy intensity of sector i. 
As energy consumption E changes between time 0 and T from ∑=
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to ∑=
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TiTiTT ISYE ,, , the contributions of driving factors can be determined using 
decomposition analysis. These driving factors can be related either additively (Eq. 3.2) 
or multiplicatively (Eq. 3.3):  
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where the subscripts act, str, int represent effects associated with activity, structure and 
intensity respectively, while rsd indicates the residual terms unexplained.6  
A wide range of methods are available to perform IDA and they take various 
forms. According to Ang (2004), they can be classified into either three groups 
according to the economic index theory related to each method, namely Laspeyres-
linked, Divisia-linked and other methods as shown in Figure 3-1, or two groups 
according to the relationship of contributing factors, as shown in Figure 3-2. Appendix 
C shows the decomposition formulae for these methods. 















Figure 3-1. Classification of IDA methods based on Index Theory 
 
                                                 
6  The residual terms rsdDE and rsdE∆ denote the part which is left unexplained. Decomposition is 
considered perfect if rsdDE  = 1 and rsdE∆ = 0. These are also target values of the residual terms for 
evaluating the performance of a decomposition technique. 
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Index Decomposition Analysis Methods
MultiplicativeAdditive


















Figure 3-2. Classification of IDA methods based on relationship of factors 
 
Laspeyres index decomposition method is derived from Laspeyres price and 
quantity index (proposed by Laspeyres, 1871). The basic idea is to isolate the impact 
of a predefined factor to the variation of an aggregate indicator by letting this factor 
change while holding all the other factors unchanged. Since it leaves a residual term, 
later researchers refined the basic form and derived several “refined Laspeyres 
methods” without residual. The Laspeyres family includes methods such as the 
traditional Laspeyres (TL), Paasche, Marshall-Edgeworth (M-E), and refined 
Laspeyres (RL) like Sun’s and Shapley’s method (S/S) for additive analysis and Fisher 
method and modified Fisher for multiplicative analysis. 
The Divisia index is an integral index number developed by Divisia (1925). It has 
been widely applied in the decomposition of energy and environmental indicators after 
introduced by Boyd et al. (1987). The main idea of Divisia decomposition method is to 
isolate the impact of a certain variable by taking the integration from period 0 to period 
T and assign an appropriate weighting factor for this variable. Based on the feature of 
the weighting factor, the Divisia index can be separated into Arithmetic Mean Divisia 
Index (AMDI), Logarithmic Mean Divisia Index I and II (LMDI I and LMDI II). 
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Besides these two groups, there are other methods which include the Stuvel index 
and the Mean-Rate-of-Change Index (MRCI). Neither method is often used in IDA 
because the Stuvel index can handle only two contributing factors and the MRCI 
applies to only the additive analysis. 
A complete IDA procedure involves two steps. First energy consumption or 
intensity change for a sector is decomposed into contributing factors, and then these 
factors are aggregated in a proper way to give a national index. We shall study the 
aggregation problem in detail in Chapter 6. In this chapter, we focus on the 
decomposition analysis, i.e. IDA performed at sectoral level.  
A typical decomposition analysis begins with choosing a study period, defining 
the measure of activity level, and selecting a specific level of disaggregation into 
which the sector is to be disaggregated. A specific IDA method is then applied based 
on the energy and activity data collected for the sub-sectors to derive an index 
associated with changes in sub-sector energy intensities, i.e. energy use per unit of 
activity. Changes in energy efficiency are then approximated by the inverse of the 
energy intensity index. In this procedure, the choices of (a) IDA method, (b) activity 
indicator, and (c) sector disaggregation could be rather arbitrary. It is clear that in each 
of the cases different choices would lead to different estimates of energy efficiency 
change.  
In the following sections, we first review the country practices of energy 
efficiency analysis based on the latest information available regarding the three factors, 
and then conduct an empirical study using the data of Canadian and US industry. We 
confine our study to energy use in industry. The issues raised, however, are applicable 
to other sectors of energy demand such as transportation, residential and commercial.  
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3.3 Review of Country Practices 
In our review of the practices of national agencies and international energy 
organisations, special attention is paid to (a) IDA method, (b) activity indicator, and (c) 
sector disaggregation. A summary is given in Table 3-1. The terminology for IDA 
methods in column 2 of Table 3-1 is discussed in Section 3.2. As to column 3 of Table 
3-1, activity indicators for industry consist of two main types: physical-based and 
monetary-based. The physical-based indicators are often given in terms of weight or 
volume of output depending on the sub-sector, while the monetary-based indicators are 
often given in terms of value-added, GDP or gross monetary output. Regarding column 
4 of Table 3-1, sector classification generally follows the national standard industrial 
classification but the level of disaggregation tends to depend on data availability.  
Table 3-1. Summary of country practices of energy efficiency monitoring 
Country/ 
Organisation IDA Method Activity Indicator Sector Disaggregation 
Australia Multiplicative; AMDI GDP ANZSIC, 13 sub-sectors 
Canada Additive; TLÆRLÆLMDI I 
Hybrid of GDP and 
physical units NAICS, 49 sub-sectors 
New Zealand Additive; LMDI II Value added ANZSIC, 11 sub-sectors 
USA Multiplicative; TLÆAMDIÆLMDI II 
GDP, value of 
shipments 
SIC, 32 sub-sectors Æ 
NAICS, 23 sub-sectors 
APEC Multiplicative; AMDI Value added 9 sub-sectors 
EU Multiplicative; AMDI Value added 9 sub-sectors 
IEA Multiplicative; TL Value added 10 sub-sectors 
 
Table 3-1 shows large variations among countries/organisations in terms of the 
IDA method adopted, which varies from the TL index method used by IEA to the more 
elaborate LMDI I used by Canada and LMDI II by New Zealand and the USA. As to 
the activity indictor, value-added has been the most commonly used although 
increasingly physical output has been adopted where applicable. As to sector 
disaggregation, while it is realised that the finer the better, the limitation tends to be 
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data availability. Thus the number of sub-sectors for industry varies from a few to a 
few dozens. More details by country/organisation are given below.  
3.3.1 Australia 
Since 1993, the Australian Bureau of Agricultural and Resource Economics 
(ABARE) has produced a series of reports analyzing trends in energy intensity in 
Australia at both the national and state/territory levels. These reports include Wilson et 
al. (1993), Cox et al. (1997), Harris and Thorpe (2000), and Tedesco and Thorpe 
(2003). ABARE applies the multiplicative AMDI method that includes an inter-fuel 
substitution effect to decompose changes in the energy-GDP ratio. The formulae are 
based on those proposed in Liu et al. (1992).  
ABARE adopts the GDP as the activity indicator for all the production sectors, 
including the industrial sector. For the residential sector and private passenger road 
transport, the activity variables used are respectively total final consumption 
expenditure by households and total kilometres travelled.  
As to industry sector classification, the 1993 report used the Australian Standard 
Industrial Classification, while the subsequent reports used the Australian and New 
Zealand Standard Industrial Classification (ANZSIC, released in 1993). Industry 
consists of a total of 13 sectors and the detailed classification can be found in Tedesco 
and Thorpe (2003).  
3.3.2 Canada 
Since 1996, the Office of Energy Efficiency (OEE) of Natural Resources Canada 
(NRCan) has annually published the report “Energy Efficiency Trends in Canada” 
which deals with changes in Canadian energy use. In the first six reports, the additive 
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TL index method was used to assess energy efficiency independent of changes in 
activity, structure and weather. The interaction between these factors was reported 
separately. From the seventh report, the additive RL index method has been applied 
with the interaction terms divided and allocated to the individual factors using 
coefficients slightly different from those in the better-known S/S method (OEE, 2002). 
In the 2006 report, OEE adopted the LMDI I method. For the recent four reports (OEE, 
2003-2006), industrial classification has been changed from the Standard Industrial 
Classification (SIC) to North American Industry Classification System (NAICS), and 
the number of sub-sectors has increased from 40 to 49. 
NRCan applies the concept of the indicator pyramid when calculating energy 
efficiency index. Each major energy-consuming sector has its own pyramid, which 
facilitates the analysis (OEE, 2000). For industry, the factorisation of energy use 
involves four levels. Level 1 (at the bottom of the pyramid) defines the sectoral 
influences at the most detailed level by fuel type. Level 2 and 3 capture the influence 
of shifting industrial composition (structure effect). Aggregating over the products of 
these factors yields the 4th level (at the top of the pyramid), where the change of 
aggregate industrial energy use is attributed to each of the three components, i.e. 
activity, structure and intensity. An interesting feature of the pyramid is the OEE’s 
attempt to harmonize monetary indicators and physical indicators. This is achieved by 
an approximating method using the product of GDP share and growth in physical 
output where data are available. Even though its rationality needs further examination, 
this approximation appears to give satisfactory results.  
Chapter 3. Index Decomposition Analysis and Key Factors 
 33
3.3.3 New Zealand 
In a recent study commissioned by the Energy Efficiency and Conservation 
Authority (EECA), Lermit and Jollands (2001) proposed a conceptual and 
methodological framework for monitoring energy efficiency trends in New Zealand 
based on the additive LMDI II approach. Progress towards the energy efficiency target 
set in New Zealand was measured using the national energy efficiency index derived 
based on the proposed framework and the results were reported in EECA (2003 and 
2004).  
For the industrial sector, EECA monitors energy use with per dollar of value 
added as the lead indicator. EECA follows the ANZSIC and divides industry into 11 
main groups including textiles, publishing and printing textiles, wood pulp and paper, 
meat processing, dairy products, other food processing, chemicals, non-metallic 
minerals, basic metals products, non-specified manufacturing, and construction.  
3.3.4 USA 
The 1993 US Department of Energy (DOE) energy-efficiency analysis effort led 
to the publication of several reports on energy efficiency in 1995. The analysis of 
DOE’s Office of Policy (1995) was based on the AMDI method, while EIA (1995a) 
used TL index method. EIA (1995b) discussed energy efficiency performance in the 
whole economy in detail using a comprehensive approach. The latest DOE effort was 
reported by the Office of Energy Efficiency and Renewable Energy (OEERE, 2006) 
which applied the multiplicative LMDI II method to track changes in the energy 
intensities of the US economy and economic sectors over time using the NAICS. 
The DOE has been more interested in developing a single index on energy 
efficiency performance instead of having a full picture with the impacts of other 
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factors, such as product-mix change, on energy demand. Thus the approach used is an 
aggregation analysis rather than a complete analysis framework. In EIA (1995b), the 
percentage changes of sectoral energy intensity were weighted by the base year energy 
consumption share of that sector to give a composite economy-wide measure. Based 
on the multiplicative AMDI method, Wade (2002) refined this procedure by replacing 
percentage changes with logarithmic changes, and energy-consumption shares for base 
year with the simple average of the shares for the base year and the target year. This 
approach allows EIA to study sub-sectors with different units of physical output.  
In EIA (1995b), several monetary indicators such as gross output, industrial 
production, value added, value of shipments, value of production, and adjusted-
capacity value of production were compared. In Wade (2002) and OEERE (2006), due 
to the improvements in the data quality, physical indicators for some sub-sectors were 
collected although they were not used in the calculation.  
3.3.5 APEC 
The Asia Pacific Energy Research Centre (APERC) was established in July 1996 
with the primary mission of fostering understanding amongst Asia Pacific Economic 
Cooperation (APEC) economies of energy related issues in view of the regional 
prosperity. From 2000 to 2002, APERC released three reports on energy efficiency 
indicators for industry in the APEC region (APERC, 2000, 2001 and 2002). The first 
report focused on the construction of descriptive indicators in three energy-intensive 
industries, namely iron and steel, cement, and pulp and paper. The second report went 
further and studied indicators for all major macroeconomic sectors. The third report 
provided a methodological framework for energy savings assessment. In 2004, 
APERC started to publish annual report on APEC energy overview (APERC, 2004 and 
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2005) which described the energy use status and policy overview in its member 
countries. These reports are part of a long-term effort to improve energy efficiency - a 
component of a sustainable energy system - in APEC member economies.  
Different methods were applied to different sectors depending on data availability 
and the appropriateness of the techniques for a given sector (APERC, 2001). The 
multiplicative AMDI method was used for the whole economy and the industrial sector, 
while the Laspeyres method was used for the services and transportation sectors. The 
manufacturing sector was separated into 9 branches to provide a uniform basis for 
comparisons among the 21 APEC member countries.  
3.3.6 European SAVE project 
Started in 1992 and involving 16 countries, the European SAVE project (Specific 
Actions for Vigorous Energy Efficiency) on energy efficiency indicators attempted to 
set up a permanent structure for national achievement monitoring in energy efficiency 
and carbon dioxide emissions. It is still an on-going effort until today (ODYSSEE, 
2006) and has the objective to monitor EU-wide energy efficiency progress by sector 
and on a country-by-country basis.  
ODYSSEE has made a lot of effort on the development of energy efficiency index. 
It has applied both the Laspeyres (unit consumption index with physical indicator) and 
Divisia (energy intensity index at constant structure with value added as activity 
indicator) index methods to calculate the bottom-up energy efficiency index. It has also 
used other indicators such as diffusion and target indicators to complement the analysis.  
For industry energy intensity index, ODYSSEE has three types of indexes 
(ODYSSEE, 2003): aggregate energy intensity at industry level (energy/value added), 
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energy intensity at constant structure using multiplicative AMDI method wherein 
value added is used as activity indicator, and energy intensity at a reference structure, 
e.g. EU average. The second index is developed at a high level of aggregation which 
includes only three sectors: mining, construction and manufacturing. After that, 
ODYSSEE further disaggregates manufacturing into 9 sub-sectors to develop 
manufacturing energy intensity index at a reference structure.  
3.3.7 IEA 
The International Energy Agency (IEA) has been developing energy efficiency 
indicators since 1995 and its first major publication appeared in 1997 (IEA, 1997). IEA 
uses the multiplicative TL index method to break down changes in the aggregate 
energy-GDP ratio. Here GDP refers to a “hybrid GDP” which includes such physical 
components as passenger transport, freight, and residential activity indicators which 
are appropriate for these sectors, together with the GDP measures from the 
manufacturing and commercial sectors (Schipper et al., 2000). For the industrial sector, 
IEA decomposes the energy-GDP ratio using the data for about 10 sub-sectors. The 
latest effort by IEA was described in IEA (2004) which gave the results for 11 IEA 
member countries using the data of 1973, 1990 and 1998.  
In reported IEA studies, it is often specifically mentioned that the residual term of 
TL is relatively small, which seems to imply that it can be effectively ignored. 
However, IEA studies use only the Laspeyres index method and no calculations are 
done, or at least not reported, using other decomposition methods. To know how the 
results obtained vary from one method to another, especially between the TL and the 
other methods, we performed a detailed comparative study which is shown in 
Appendix D and found that the TL index method is unlikely to be a good choice.  
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3.4 Empirical Study of the Impacts of Key Factors in IDA 
From Table 3-1 we can see that there are substantial variations among countries in 
choices of IDA method, activity indicator, and sector disaggregation. To evaluate how 
these factors could affect energy efficiency performance measurement, we conduct an 
empirical study using the data for the Canadian and US industry.  
3.4.1 Data source and scope 
We deliberately select the five IDA methods which have been adopted by the 
countries or organisations shown in Table 3-1, namely, TL, RL, AMDI, LMDI I and 
LMDI II. Both the additive and multiplicative decomposition forms of these methods 
are applied in our analysis. The relevant formulae are given in Appendix C. It should 
be noted that the additive RL we use here is the S/S method and the multiplicative RL 
is the modified Fisher method proposed in Ang et al. (2004). 
The data for Canada and US industry are adapted from CIEEDAC (2003) and 
OEERE (2006) respectively. The Canadian industrial energy consumption from 1990 
to 2001 is disaggregated into 21 sub-sectors based on NAICS. We have chosen sectors 
with good data quality, and the 21 sub-sectors together account for 86% of the total 
industry energy consumption in Canada throughout the study period. In absolute terms, 
the total consumption increased from 2,332 PJ in 1990 to 2,610 PJ in 2001. The 21 
sub-sectors (Level 1 disaggregation) are aggregated to 10 industry groups to give 
Level 2 and further to 4 groups to give Level 3 according to the NAICS code. The 
three levels of sector disaggregation are shown in Table 3-2. Three types of activity 
indicators for Canadian industry are given in the data source: GDP, gross output (GO), 
and physical output. Due to sectoral characteristics and data limitations, physical 
output measure is not available for all industrial sectors. In our analysis, we prepare 
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three different sets of industry activity data: (a) GDP, (b) GO, and (c) a hybrid set 
comprising physical output for sectors where these data are available and GO for the 
other sectors. For datasets (a) and (b), changes in energy consumption in industry are 
decomposed to give the impacts associated with activity, structure and intensity 
changes. For dataset (c) only impacts associated with activity and intensity effects can 
be derived since the use of GO and physical output data does not allow structure 
change to be meaningfully defined.  
Table 3-2. Three levels of industry disaggregation based on NAICS 
Level 3: NAICS Level 2: Industry name Level 1: NAICS & Industry name 
2122 Metal Ore Mining 
21 Mining and Oil and Gas Extraction 
2123 Non-Metal Mining 
311 Food 
Food, beverage, tobacco 
312 Beverage & Tobacco 
313 Textile Mills 
314 Textile Product Mills 
315 Clothing Manufacturing 
31 
Textile and clothing 
316 Leather & Allied Product 
321 Wood Product Manufacturing 
Wood and paper 
322 Paper Manufacturing 
Petroleum 324 Petroleum & Coal 
Chemical 325 Chemical 
326 Plastics & Rubber  
32 
Non-metallic product 
327 Non-Metallic Mineral  
331 Primary Metal  
Metallic product 
332 Fabricated Metal  
333 Machinery  
Machinery and electronic product 
334-335 Computer & Electronic 
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Different from Canada, the US data from OEERE (2006) cover only 
manufacturing. However, the coverage of the data is better than those for Canada, and 
all energy consumption and production for manufacturing are collected. Energy 
consumption increased from 12,951 PJ in 1985 to 15,334 PJ in 2000. Similar to 
Canada, the whole manufacturing sector is also disaggregated into 21 sub-sectors 
(Level 1 disaggregation) based on NAICS, which are aggregated to 10 industry groups 
to give Level 2 and further to 3 groups to give Level 3. The structure is quite similar to 
that shown in Table 3-2 except (a) US data do not include NAICS 2122 and 2123 in 
Level 1 and therefore no NAICS 21 in Level 2 and 3, (b) US data include NAICS 323 
in Level 1 which belongs to “wood and paper” industry in Level 2, (c) US data provide 
information for NAICS 334 and 335 separately in Level 1, and (d) NAICS 333, and 
NAICS 334 and 335 are treated as two separate industries in Level 2 for US. Energy 
consumption in these sub-sectors is given in delivered energy terms, whose change is 
decomposed to give the impacts associated with activity, structure and intensity effects. 
Activity indicators are presented in both GDP and shipments. No physical indicators 
are presented in the source.  
The results presented in the next three sections have been obtained using time-
series data for Canada during 1990-2001 and for US during 1985-2000. Since our 
emphasis is on energy efficiency, only the results for the energy intensity effect are 
shown.  
3.4.2 Impacts of IDA method 
Using GDP as the activity indicator, application of the five IDA methods leads to 
the results for the energy intensity effect as shown in Figure 3-3 through Figure 3-6, 
respectively for additive and multiplicative decomposition and for Canada and US.  
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It may be seen that, in both studies, except for the TL index method, all the other 
methods give very similar results. The difference between the TL index method and 
the other methods increases as the time chain gets longer. The same conclusion is also 
arrived at if the other activity indicators are used instead of GDP. As the differences 
result mainly from residual terms of TL, their existence leads to problems in result 
interpretation and questions about how useful the results would be, which limits the 
insights available. As shown in Table 3-1, TL is still employed by IEA (2004) in spite 
of its shortcomings.  
As the results from other decomposition methods are very similar, at least based 
on the data of Canada and US, it seems to suggest that method selection is not critical 
for analysis involving a country over time using chaining decomposition7 except for 
specific situations such as dataset containing zero values where AMDI breaks down. 
This finding differs from cross-country decomposition where studies have shown that 
decomposition results could be highly method-dependent (Zhang and Ang, 2001). This 
is because in cross-country decomposition, the variations tend to be larger between two 
countries/regions than between two years for a country, the decomposition tends to 
give a large residual term if non-perfect decomposition techniques are applied. 
In addition, we observe that the shapes of the curves from additive and 
multiplicative decomposition for each country are quite similar. Therefore, it is not 
necessary to present both additive and multiplicative at the same time. For conciseness, 
only results from additive analysis are given in Sections 3.4.3 and 3.4.4 when we study 
the impacts of activity indicator and level of disaggregation. By the same token, we 
                                                 
7 Chaining decomposition generally uses annual time-series data and decomposition is performed on 
changes on the aggregate between consecutive years. The results for each effect are then “chained” to 
give a time series. In contrast, non-chaining decomposition is conducted using the data for only two 
years, i.e. the first and last year of a time period, without using any data for the intermediate years. 
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shall only present results from LMDI I as the other methods (except TL) in Figure 3-1 
or Figure 3-2 would give very similar results. LMDI I is also the preferred method 


















Figure 3-3. Additive chaining decomposition results of energy intensity effect 1990-2001 


















Figure 3-4. Multiplicative chaining decomposition results of energy intensity effect 1990-2001 
(Canada, Indicator: GDP) 
 


















Figure 3-5. Additive chaining decomposition results of energy intensity effect 1985-2000 



















Figure 3-6. Multiplicative chaining decomposition results of energy intensity effect 1985-2000 
(US, Indicator: GDP) 
 
3.4.3 Impacts of activity indicator  
Obtained from LMDI I method, the results for the energy intensity effect using 
different activity indicators for Canada and US are shown in Figure 3-7 and Figure 3-8. 
In both figures, we see large differences in the estimates for certain years. In the 
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Canadian study, the absolute value of energy intensity effect obtained using GO as the 
activity indicator is generally greater than those obtained using the other two activity 
indicators. However, this is not the case for the US study. During 1985-95, energy 
intensity effect calculated using GDP is larger than that using shipments, while during 
1996-2000, the converse is true in absolute values. It is safe to say that, as found in 
Freeman et al. (1997), energy intensity based on value of output can diverge 
substantially from that based on volume of output. However, it is hard to assert which 

















Figure 3-7. Additive chaining decomposition results for energy intensity effect 1990-2001 
(Canada) 
 















Figure 3-8. Additive chaining decomposition results for energy intensity effect 1985-2000 (US) 
 
3.4.4 Impacts of sector disaggregation 
Using GDP as the activity indicator, application of the LMDI I method for three 
different levels of sector disaggregation leads to the results for the energy intensity 
effect as shown in Figure 3-9 and Figure 3-10 for Canada and US respectively. We can 
observe large differences between the results for certain years. For example, the 
estimate given by the 4-sector classification is 1.76 times that of 21-sector 
classification in 2001 in Canadian study. Interestingly, that any two of the three lines 
for US study cross each other implies that the relative magnitude of the estimates can 
change from one year to another and there is no evidence to suggest, for instance, the 
finer the level of disaggregation, the larger or smaller would be the estimated impact. 
This confirms the earlier studies by Ang (1993) and Ang and Skea (1994) using the 
data of Singapore industry and UK industry respectively. Their results show that the 
decomposition results can be highly dependent on sector disaggregation. Therefore the 
results are only valid at the level of disaggregation considered.  

















Figure 3-9. Additive chaining decomposition results for energy intensity effect 1990-2001 
















Figure 3-10. Additive chaining decomposition results for energy intensity effect 1985-2000 
(US, Indicator: GDP) 
 
3.5 Conclusion and Problems that Need Further Investigation 
In this chapter, we introduce the IDA in sectoral energy efficiency studies. After 
reviewing how countries and international energy organisations use IDA to monitor 
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energy efficiency change, we present an empirical study to illustrate the impacts of 
three key influencing factors in IDA.  
Since 1990, more and more countries have adopted IDA to study energy efficiency 
changes. Through the review of country practices, we find that there exist great 
variations in the choices of decomposition method, activity indicator and level of 
disaggregation. When only a specific method, activity indicator, and disaggregation 
level are adopted, which is the case for most studies by national agency and 
international energy organisation, the decomposition results obtained are 
understandably specific and valid only for the particular situation. The problem that 
subsequently arises is whether or not other combinations of choices give basically the 
same results and which set of results is the most reasonable in describing the real 
situation. Through the empirical study, we draw the following conclusions. 
First, for energy efficiency study for a single country over a short time span using 
time-series data, i.e. chaining decomposition, the impact of method selection is not 
obvious, except for the TL method which is exclusively employed by IEA in energy 
efficiency monitoring. Our study and study by Ang and Liu (2007a) clearly show that 
TL is an inappropriate choice for IDA. One thing should be noted that, although not 
specifically dealt with in this study, while very similar results may be obtained for 
several commonly used IDA methods except TL, this may not be the case in 
decomposition studies for cross-country or a single country over a long time span 
when significant differences are involved. In such cases, the effectiveness of TL and 
AMDI may drop rapidly. One may therefore conclude that those methods which are 
theoretically sound (such as passing the factor reversal test, consistency in 
aggregation), robust and easy to apply for all conceivable decomposition situations (for 
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example, chaining and non-chaining, over time and across countries) would generally 
be preferred. These issues will be dealt with in Chapter 7. 
Second, we found that trends in energy intensity based on value of output can 
diverge substantially from those based on volume of output. The variations among 
different value-based indicators could also be significant. Among researchers, there 
appears to be the consensus that using volume of output, i.e. using physical instead of 
monetary indicators, would better capture changes in energy efficiency. This has been 
the development and progress made in recent years in energy efficiency change 
monitoring not only for industry but also for other energy consuming sectors such as 
transportation and residential.  
Third, the estimated intensity effect can be significantly influenced by the level of 
sector disaggregation. The issue here is more straightforward since, in general, the 
finer the level of sector disaggregation, the better are changes in energy intensity as an 
approximation of changes in energy efficiency. Hence, when decomposition results are 
available for several levels of disaggregation, it is logical to consider those given by 
the finest level as the best estimate of energy efficiency change available.  
As an increasing number of national and international initiatives use or propose 
decomposition analysis as a tool in application areas such as energy demand analysis, 
energy intensity/efficiency trend tracking, fulfillment assessment of energy efficiency 
targets, and energy indicator development, our study helps to clarify some ambiguous 
points related to the issues shown in Figure 1-1.  
Among the three key factors, the impacts of activity indicator and level of sector 
disaggregation are substantial but they are more dependent on data availability. Only 
methodology selection can be easily managed by the analyst. In the following chapters, 
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we shall study this factor from several aspects. We start from the application of 
decomposition methods and conduct a review on decomposition results of past 
empirical analysis. This review, presented in Chapter 4, reveals the trends of energy 
intensity captured by IDA. From the literature review, we find that LMDI I is growing 
in popularity. There are, however, some difficulties with regard to its effectiveness in 
handling zero and negative values in the dataset. Therefore we refine its strategy for 
these special values and provide a user guide in Chapter 5. For economy-wide energy 
efficiency analysis, application of decomposition analysis alone is not enough and 
sectoral results have to be aggregated to form an economy-wide indicator. We study 
the aggregation analysis which is an important issue as shown in Figure 1-1 and 
propose a framework for economy-wide energy efficiency analysis in Chapter 6. As an 
attempt to standardize the procedure of decomposition method selection, we perform a 
comparative study in Chapter 7 to identify the most preferred decomposition method 
using AHP analysis.  
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CHAPTER 4 :    FACTORS SHAPING CHANGES IN 




In Chapter 3, we studied IDA and key issues affecting the decomposition results 
which show the underlying impacts driving energy consumption changes and reveal 
the trends of energy efficiency for a country over time. In this chapter, we shall focus 
on the empirical decomposition results of IDA and summarize the findings from the 
literature. 
As industry is generally the largest consumer of energy and the highest in energy-
related CO2 emissions among the major sectors of energy use in an economy, 
understanding the mechanisms of change of energy consumption in industry and 
managing the demand have attracted much attention in a country’s efforts towards 
energy cost reductions and efficiency improvements and, in more recent years, energy-
related CO2 emissions reduction. Using IDA, the changes of aggregate energy intensity 
over time can be separated into impacts arising from structure effect and intensity 
effect. 
Many empirical studies on industry using IDA have been reported. They cover a 
fairly wide range of countries and different time periods over the last three decades. In 
general, there are three main types of studies: multi-country studies by international 
organisations, annual or periodic country analysis or reviews by national energy 
agencies, and multi or single-country studies by academics or researchers. So far, a 
                                                 
8 The work presented in this chapter has been published as Liu and Ang (2007). 
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comprehensive and up-to-date study of the empirical results obtained in different 
information sources is lacking. For instance, which effect, energy intensity change or 
product-mix change, has been the main factor leading to changes in the aggregate 
energy intensity for industry? 9  Are there systematic variations in the relative 
contributions of these two effects between country groups, such as between the 
industrial and the developing countries? What are the implications on future energy 
demands for industry in different country groups? Such a study is lacking partly 
because of the great diversities of the empirical studies available in terms of scope, 
methodology, time frame, etc, which make cross-country comparisons of 
decomposition results difficult to conduct. In this chapter, we make an attempt to look 
into and, where possible, address some of these issues.  
4.2 Scope and Information Sources  
There are many decomposition studies on industrial energy consumption but the 
scope tends to vary from one study to another. To ensure consistency, our target 
information sources are studies that deal with industry as either the entire 
manufacturing sector or manufacturing plus non-manufacturing industrial sectors such 
as mining and construction. These studies must include disaggregated data at sub-
sector or activity level, and deal with total energy consumption that covers at least all 
major conventional energy sources. Hence studies that fall under any of the following 
categories are excluded: those that treat manufacturing as a single sector without 
probing into industry sub-sectors, focus only on a certain portion of industry such as 
sub-sectors that are energy-intensive, or deal with specific energy types such as 
                                                 
9 This question has been addressed in a number of multi-country studies for specific country groups. 
They include International Energy Agency (IEA, 2004) and the European SAVE project on energy 
efficiency indicators (ODYSSEE, 2006). However, these studies tend to use a specific decomposition 
technique and dataset. Comparisons among studies have seldom been reported. 
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electricity. In addition, we focus our attention on studies that deal with temporal 
decomposition; studies that deal with cross-country decomposition are excluded. The 
above requirements have effectively reduced the total number of studies by about a 
third. In addition, energy-related gas emission decomposition studies, which have been 
increasing in recent years, are not included due to complications in identifying the 
precise energy impacts of intensity change and structure change from the reported 
results.  
A total of 69 information sources from 1978 to 2005 have been found to meet our 
requirements, which are listed in the first column of Table 4-1.10 They include studies 
that focus solely on industry as well as economy-wide studies where industry is one of 
the energy consuming sectors but the study scope satisfies our requirements. These 
studies have been collected primarily from academic journals, conference proceedings, 
publications of national and international organisations, and relevant web-sites. Those 
from academic journals may deal with an individual country or several countries, while 
the reports of international organisations are often multi-country studies.  
In Table 4-1, the first four columns are respectively the information source, year 
published, the country/economy studied, and the time period for which decomposition 
results are reported. Column 5 gives the aggregate indicator for which changes are 
decomposed, whether it is total energy consumption or aggregate energy intensity for 
industry. Column 6 shows the indicators used to measure industrial activities. They are 
gross output (GO), value added (VA), and other indicators (Oth) such as industrial 
production index and physical indicators. Column 7 is about the methodological issues, 
i.e. whether the decomposed results are related additively (Add) or multiplicatively 
                                                 
10 Three studies reported in early 2006 are included and for simplicity in presentation are treated as 2005 
studies. 
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(Mul), and how the decomposition method is formulated. We follow Ang (2004) and 
classify the decomposition methods broadly into Laspeyres-linked (Las), Divisia-
linked (Div), and other methods (Oth) (see Section 3.2). Column 8 gives the number of 
sub-sectors or activities into which industry is disaggregated. Most studies deal with a 
single level but a few deal with several levels of disaggregation. For two different 
information sources the number of sub-sectors may be the same but the exact sub-
sector classification could be different.  
The 69 information sources in Table 4-1 include a total of 336 decomposition 
cases for 48 countries/economies. An information source may include several countries 
and decomposition results for several different time periods may be reported for each 
country. Each set of these reported results will be referred to as a decomposition case. 
The most basic results compiled are therefore given in terms of the 336 cases and a 
country may have more than one case. Data related to information sources and 
decomposition cases, which have different denominators, will be used to serve 
different purposes. For instance, the breakdown of decomposition methods by 
information source would give a better indication of the popularity of a method among 
researchers, while data related to decomposition cases are a better measure of how 
intensively a country has been studied in the literature.  
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Table 4-1. Main features of index decomposition analysis studies on industrial energy consumption 
5. Aggregate indicator 
decomposed 
6. Industrial 
activity indicator 7. Decomposition approach  
Relationship Method 1. Information source 








intensity GO VA Oth Add Mul Las Div Oth 
8. No. of 
sub-sectors 
Myers and Nakamura 1978 USA 1967-76  ×    ×  ×   2 
Hirst et al.* 1983 USA 1972-81 ×   ×  ×    × 472 
Jenne and Cattell 1983 UK 1968-78  ×   × ×    × 9 & 104 
Marlay 1984 USA 1972-82 ×   ×  ×    × 472 
Samuels et al. 1984 USA 1975-80  × ×   ×  ×   448 
Werbos 1984 USA 1974-81 ×   ×  ×  ×   18 
Gowdy and Miller 1985 USA 1963-79 ×   ×  ×  ×   39 
Sterner 1985 Mexico 1970-81 ×   ×  ×    × 13 & 222 
Kibune 1986 Japan 1972-83 ×   ×  ×  ×   11 
Uchida and Fijii * 1986 Japan 1970-84 ×   ×  ×  ×   12 
Ang 1987 Taiwan 1960-80  ×  ×  ×  ×   8 
Boyd et al. 1987 USA 1967-81  ×  ×   ×  ×  2 to 33 
Morovic et al. 1987 EU-10 1979-84 × ×  ×  ×  ×   7 
Doblin 1988 USA 1958-80  × ×    × ×   20 
Jhung 1988 Korea 1970-85  ×  ×  ×  ×   7 
DOE* 1989 USA 1972-86 ×   ×  ×  ×   N.A. 
Huntington 1989 USA 1973-81  ×  ×  ×   ×  N.A. 
Morovic et al. 1989 EU-12 1979-85 × ×  ×  ×  ×   7 
Howarth 1989 USA 1958-85 ×   ×   × ×   6 
Li et al. 1990 Taiwan 1971-85  ×  ×   ×  ×  17 
Howarth et al. 1991 8 countries 1973-87 × ×  ×  × × × ×  6 
Beyer and Hohl 1992 Germany 1970-89 ×  ×   ×  ×   N.A. 
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5. Aggregate indicator 
decomposed 
6. Industrial 
activity indicator 7. Decomposition approach  
Relationship Method 1. Information source 








intensity GO VA Oth Add Mul Las Div Oth 
8. No. of 
sub-sectors 
Kononov et al. 1992 USSR, USA 1960-85  × × ×   ×  ×  2,    71 
Lin 1992 China 1980-88 × × ×   ×  ×   15 
Liu et al. 1992 Taiwan 1971-89 ×    × ×   ×  15 
Park 1992 Korea 1970-89 ×   ×  ×  ×   9 
Gardner 1993 Ontario, Canada 1962-84 ×   ×   ×  ×  21 
Hsu and Hsu 1993 Taiwan 1961-90  ×  ×   × × ×  19 
Huang 1993 China 1980-88  × ×    ×  ×  2 & 6 
Park et al. 1993 26 countries 1975-88 ×   ×  ×  ×   N.A. 
Meyers et al.* 1994 Poland 1987-91  ×  ×  ×  ×   9 
Sinton and Levine 1994 China 1980-90  × ×   ×  ×   11 to 32 
Choi et al. 1995 Korea 1981-92  × ×    ×  ×  9 
DOE* 1995 USA 1972-91 × ×  ×  ×   ×  75 
Golove and Schipper 1996 USA 1958-91 ×   ×  ×  ×   7 
Eichhammer and 
Mannsbart 1997 EU-12 1980-90  ×  × × ×  × ×  9, 19 
Greening et al. 1997 OECD-10 1970-92  ×  ×   ×  ×  7 
Dahl and Jhung 1998 Korea 1975-94  ×  ×   ×  ×  7 
EIA 1998 USA 1990-97  × ×   ×  ×   83 
Farla et al. * 1998 Netherlands 1980-90  ×  × × ×  ×   8 
Gardner and Elkhafif 1998 Ontario, Canada 1962-92  ×  ×   ×  ×  8 & 21 
Diekmann et al.* 1999 Germany 1970-94 × ×  ×  ×  ×   12 
Unander et al. 1999 13 countries 1973-94 ×   ×  ×   ×  7 
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5. Aggregate indicator 
decomposed 
6. Industrial 
activity indicator 7. Decomposition approach  
Relationship Method 1. Information source 








intensity GO VA Oth Add Mul Las Div Oth 
8. No. of 
sub-sectors 
Zarnikau 1999 USA 1981-88 × × ×   × × × ×  19 
Farla and Blok* 2000a Netherlands 1980-95 ×   × × ×  ×   8 
Jung and Park 2000 Korea 1981-96  ×  ×   ×  ×  5 
APERC* 2001 APEC-12 1980-98  ×  ×   ×  ×  9 
Murtishaw and Schipper* 2001 USA 1988-98 ×   ×   ×  ×  7 
Schipper et al.* 2001c IEA-7 1981-94 ×   ×  ×  ×   7 
WEC* 2001 8 countries 1980-98  ×  ×  ×  ×   10 
Bhaduri and Chaturvedi 2002 India 1980-88  ×   N.A. × × × ×  21 
Nanduri et al. 2002 Canada 1990-96 ×    × - - - - - 30 
Dal 2003 Denmark 1988-2001 ×   ×  ×  ×   10 
Mulder and de Groot* 2003 12 countries 1970-97  ×  ×  ×   ×  10 
Palmer 2003 Canada 1995-2001 ×    × ×  × ×  50 
Tedesco and Thorpe* 2003 Australia 1973-2000 × ×  ×   ×  ×  6 
Unander 2003 IEA-10 1973-98 ×   ×  ×  ×   7 
Zhang 2003 China 1990-96 ×   ×  ×  ×   29 
CEEC 2004 EU-10 1991-2002  ×  ×  ×  ×   10 
EECA* 2004 New Zealand 1996-2003 ×   ×  ×   ×  5 
Fisher-Vanden et al. 2004 China 1997-99  × ×    ×  ×  12 to 2582 
IEA 2004 IEA-13 1973-90 ×   ×   × ×   7 
Aguayo and Gallagher 2005 Mexico 1988-98  ×  ×  ×  ×   29 
Ang 2005 Canada 1990-2000 ×  ×   × ×  ×  23 
Bhattacharyya and 
Ussanarassamee 2005 Thailand 1981-2000  ×  ×   ×  ×  11 
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5. Aggregate indicator 
decomposed 
6. Industrial 
activity indicator 7. Decomposition approach  
Relationship Method 1. Information source 








intensity GO VA Oth Add Mul Las Div Oth 
8. No. of 
sub-sectors 
Ahn 2006 Korea 1990-2004 ×   ×  ×   ×  N.A. 
Odyssee 2006 EU-15 1993-2003  ×  ×   ×  ×  10 
OEE* 2006 Canada 1990-2004 ×    × ×  ×   49 
OEERE* 2006 USA 1985-2004  ×  ×   ×  ×  21 
Total 69 48 - 37 40 12 51 8 47 25 39 32 4 - 
Note: The notations and acronyms are explained in Section 4.2. Information sources with an asterisk “*” are economy-wide studies where detailed results for industry are 
given. 
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4.3 Complications in Comparing Different Information Sources 
Several complications arise when comparing the decomposition results given in 
different information sources. The variations in the approach and dataset, the economic 
performance and the weather conditions of a country are of the “built-in” type and 
specific to a study. They cannot be reconciled so we do not do any adjustments. Three 
major ones are linked to columns 6 to 8 in Table 4-1, namely, how industrial activity is 
measured, decomposition method, and sector disaggregation. Past studies related to 
these issues and their impacts in IDA results can be found in the literature and an 
overview is given in Chapter 3. Other complications for which measures can be taken 
to minimize variations are described below.  
Depending on the decomposition scheme used, the results in an information source 
may be expressed in energy units, indexes, or percentage. Variations among a large 
number of information sources make it impractical to compare these results in 
quantitative terms. For simplicity, we indicate whether an impact is one that leads to an 
“increase”, a “decrease”, or “no change” with respect to the aggregate energy intensity 
for industry. To express quantitative results in qualitative terms, some guidelines 
which could be quite arbitrary are needed. We have adopted the following with 
changes given in absolute terms: an impact leading to an annual change smaller than 
0.2% in aggregate energy consumption or smaller than 0.05% in aggregate energy 
intensity is considered sufficiently small to be treated as “no change”.  
Where changes in the aggregate energy intensity are decomposed, the results are 
generally given in terms of the effect arising from intensity change and that from 
structure change. Where the aggregate energy consumption is used, there is an extra 
term which is the effect of overall industrial activity change. We have chosen 
Chapter 4. Factors Shaping Changes in Industrial Energy Use 
 58 
aggregate energy intensity decomposition as the basis of our analysis since it may be 
viewed as a subset of energy consumption decomposition. For energy consumption 
decomposition, the results are interpreted based on their energy intensity 
decomposition equivalence. This involves simple transformations but this is not 
expected to lead to any major inconsistency in result presentation and findings.  
In some information sources, decomposition is conducted to give more than two 
effects (i.e. structure and intensity effects) in energy intensity decomposition and more 
than three effects (i.e. overall industrial activity, structure, and intensity effects) in 
energy consumption decomposition. The additional terms are often “sub-effects” 
within the intensity effect or the structure effect. The relevant “sub-effects” have been 
combined in a proper manner to give the equivalent structure effect or intensity effect.  
In all the information sources, decomposition is conducted either on a chaining 
basis or non-chaining basis. Chaining decomposition generally uses annual time-series 
data and decomposition is performed on changes on the aggregate between consecutive 
years, while non-chaining is conducted using the data for only two years, i.e. the first 
and last year of a time period, without using any data for the intermediate years. For 
information sources using chaining decomposition, the impacts presented in all the 
tables and figures in this chapter are based on the cumulative changes from the first 
year through to the last year of the study period. This means it is possible that the 
cumulative change is very small but large fluctuations may exist in the intermediate 
years.  
A potential shortcoming in comparing the structure and intensity effects both over 
time and across country is the large variations in the length of study period among the 
cases. When the time period is too short, the estimated effects may only capture short 
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term fluctuations. On the other hand, if it is too long, useful information may be lost 
since only the net effects through the whole period are reported. A length of between 5 
and 15 years is deemed a more reasonable time frame. Hence, where the results in an 
information source allow, cases that cover two short but continual time periods are 
combined, while those for a long time period is divided into two or three sub-periods. 
The former is feasible in information sources using either chaining or non-chaining 
decomposition, while the latter is only feasible in those using chaining decomposition. 
The adjustments affect about 13% of the original cases (44 out of 336) which are 
referred to as Set A and the resulting decomposition cases are referred to as Set B. The 
distribution of the cases for Set A and Set B by the length of study period is shown in 
Figure E-1. Due to merging and splitting, the total number of cases in Set B increases 
marginally to 337. Only analysis in Sections 4.5, especially Table 4-2 is based on the 
cases in Set B, the others are based on Set A.  
4.4 Trends in Industrial Energy Decomposition Analysis 
To give a broad picture depicting trends in industrial IDA over the last three 
decades, we group the information sources and the data collected into three ten-year 
periods according to publication year, i.e. 1976-1985, 1986-1995, and 1996-2005. 
From the methodology development viewpoint, they respectively correspond to three 
different phases: introduction, consolidation, and refinement. The number of countries 
studied, information sources, and decomposition cases in each of these periods are 
shown in Figure 4-1. In 1976-1985, the reported studies were primarily those for the 
United States and the United Kingdom. There was a big jump in the numbers from the 
first to the second period where more countries, including developing ones, were 
covered. The number of information sources and cases continued to increase from 
1986-1995 to 1996-2005 despite the fact that the latest period saw a strong shift in 
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interest from energy demand to energy-related gas emission decomposition analysis 
which, for the reasons mentioned earlier, is not included in our study.11 It is evident 
from Figure 4-1 that interest in decomposition analysis of industrial energy 
consumption has remained strong, and it would have been stronger had gas emission 
decomposition studies for industry been included. The results, especially the growing 
number of countries, are indicative of the growing popularity of index decomposition 
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Figure 4-1. Number of countries studied, information sources and decomposition cases 
 
Figure 4-2 shows the numbers of information sources and cases by the aggregate 
indicator decomposed. Methodologically there are some differences in method 
formulation but other than that there is no compelling reason to favor one aggregate 
indicator over the other. Indeed the aggregate energy consumption and aggregate 
energy intensity were about equal in popularity among researchers and this situation 
has remained little change over time. The only difference between the two is that there 
                                                 
11 The first journal paper that deals with index decomposition analysis of CO2 emissions for industry is 
Torvanger (1991), 13 years later than the case for energy demand/intensity analysis for industry. A 
quick survey shows that in 2001-2005, there were a total of 10 journal papers that deal with CO2 
emissions for industry, as compared to 9 journal papers on industrial energy demand using index 
decomposition analysis. 
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were substantially more reported cases for energy consumption than for intensity in 
1986-1995. The data for 1996-2005 show that, on the average and for each aggregate, 
there were about five to six decomposition cases per information source but this figure 
varies significantly from one information source to another. Close examination of the 
information sources shows that the choice between the two aggregates is quite 
arbitrary and generally no strong case is provided. The fairly even split as shown in 
Figure 4-2 is observed not only for studies by individual researchers but also for 
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Figure 4-2. Number of information sources and decomposition cases by the aggregate indicator 
decomposed 
 
Figure 4-3 shows the numbers of information sources and cases that employ 
additive decomposition and multiplicative decomposition respectively. In additive 
decomposition, the aggregate being decomposed and the corresponding results are 
given in an appropriate physical unit and related additively. Due to the ease of analysis 
and result interpretation, it was commonly used in the earlier years (Ang and Zhang, 
2000). In multiplicative decomposition the aggregate decomposed and the results are 
given in the index form and related multiplicatively. It may have an advantage over 
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additive decomposition in some situations, such as in multi-country analysis where it is 
more convenient to make comparisons between countries and in decomposition 
analysis using time-series data. Figure 4-3 shows that both the applications of additive 
and multiplicative decomposition schemes have been increasing over time and there 
has been a preference for additive analysis over multiplicative analysis, collectively 
among researchers and analysts. Individually, a national agency or international 
organisation tends to adopt a specific scheme and stick to the same scheme over time. 
For most index decomposition methods, the relationships between the results given by 
the two schemes are not related analytically. However, the logarithmic mean Divisia 
methods possess the desirable property that a very simple and unique relationship 
exists which allows one set of results to be easily converted to the other. This allows 




















Additive - info sources




Figure 4-3. Number of information sources and cases by the functional relationship used in 
decomposition 
 
Figure 4-4 shows the breakdown by decomposition method. In the first period, the 
decomposition methods used were generally straightforward and intuitive but to some 
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extent the traditional Laspeyres index concept was employed. 12  Thereafter some 
consolidation has taken place and all the information sources could be conveniently 
grouped under either the Laspeyres-linked or the Divisia-linked methods. In 1986-
1995, the Laspeyres-linked methods were popular but the Divisia index concept was 
introduced to energy decomposition analysis in 1987 and has since gained in 
popularity.13 This is shown in the most recent period where more applications, both in 
the number of information sources and the number of cases, use Divisia-linked 
methods. Comparative studies on decomposition methods have been reported in a 
number of studies. 14  Except the studies by the International Energy Agency, the 
Divisia-linked methods, in particular the logarithmic mean Divisia methods, LMDI I 
and LMDI II, are now the preferred methods of most researchers and analysts. LMDI I 
is recommended in Ang (2004) and many of the post-2000 studies included under the 
Divisia-linked methods in Figure 4-4 adopts this particular method. It is expected that, 
relatively, there will be increasingly more studies using this method as compared to all 
the other methods.  
                                                 
12 In the period 1976-85, there are four information sources and four decomposition cases that employ 
methods other than the Laspeyres-linked and Divisia-linked methods but for conciseness they are not 
shown in Figure 4-4. 
 
13 The Divisia index approach was first introduced to energy decomposition analysis by Boyd et al 
(1987). 
 
14 There are more than a dozen papers that compare two or more index decomposition methods. Among 
those which are more comprehensive in the treatment are Greening et al. (1997), Eichhammer and 
Schloman (1998), Liu and Ang (2003), and Ang (2004). 
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Figure 4-4. Number of information sources and cases by the decomposition method used 
 
As shown in column 6 of Table 4-1, value-added has undisputedly been the 
dominant indicator for measuring industrial activity and there is also no obvious time 
trend on the choice of indicators. A general consensus among researchers is that 
physical measures would be more appropriate if the objective of decomposition 
analysis is to track changes in energy intensity/efficiency. There are however practical 
difficulties in incorporating these indicators in the conventional IDA framework, 
particularly in accounting for structure change. While research is on-going through 
extending the conventional framework, the dominance of value-added as shown in 
Table 4-1 is not surprising and is likely to continue for a while.  
As shown in the last column of Table 4-1, there are large variations among 
information sources with regard to the level of sector disaggregation. The number of 
sub-sectors or end-use activities varies from 2 to 2,582 but for the large majority of 
studies, it lies between 5 and 25. There is no obvious time trend on the number of sub-
sectors in the information sources. To a large extent, the choice depends on study 
scope and data availability. For obvious reasons, the number of sub-sectors is generally 
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small in multi-country studies, such as those conducted by international organisations, 
and in chaining decomposition where time-series data are needed. In contrast, it could 
run into hundreds in some single-country studies, especially if decomposition is 
conducted based on the data of only two benchmark years where detailed industrial 
census data are available. Also, for developing countries, the number of sub-sectors 
used is generally fewer due to data availability and quality problems.  
The decomposition results for each specific study are unique and valid for the 
sector disaggregation defined by the dataset. Indeed decomposition results should be 
interpreted with reference to the sector disaggregation chosen. Thus it is natural that, 
for the same country, different levels of aggregation may lead to different 
decomposition results. In general, decomposition results are taken as more refined for 
finer levels of disaggregation of sub-sectors, especially if the impact of intensity 
change is to be taken as a proxy for energy efficiency change. In forecasting, however, 
too fine the level of disaggregation could be cumbersome and unnecessary. Among 
other reasons, practical considerations have played a major role in the choice of 
datasets and hence the level of sector disaggregation. A detailed treatment of the issues 
on sector disaggregation can be found in Ang (1995). 
The foregoing discussions show that index decomposition analysis has been a 
popular tool in industrial energy demand analysis in the last 30 years. Empirical 
studies for an increasing number of countries, especially the developing ones, have 
been reported. The technique has also been adopted by a growing number of national 
agencies and international organisations, including the Asia Pacific Energy Research 
Centre and World Energy Council. These developments show the relevance and 
usefulness of index decomposition analysis in industrial energy consumption studies, 
especially at the macro level where a country’s performance over time is to be tracked 
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or cross-country comparisons are to be made in a systematic manner. In terms of 
method formulation, the Divisia-linked methods have overtaken the Laspeyres-linked 
methods which were popular in the earlier years. The LMDI methods have gradually 
become the preferred methods among analysts in the last few years and a useful guide 
can be found in Ang (2005). Other than these developments, there have not been major 
changes on the technical front, such as on the choice of the aggregate to be 
decomposed, the indicator for measuring industrial activity, and the level of sector 
disaggregation.  
4.5 Results Presentation 
An objective of our study is to put together the empirical results obtained in 
different information sources and to make meaningful comparisons of these results. 
Section 4.3 shows that, despite having the same study objectives, the 69 information 
sources differ in several respects. Some of these differences, such as the method and 
level of sector disaggregation adopted, are unadjustable “built-in” features in a study 
which dictate the decomposition results obtained. For others, such as the aggregate 
indicator decomposed, i.e. column 5 of Table 4-1, measures may be taken to reconcile 
the differences among studies to a certain degree. The findings presented in the 
sections that follow should be interpreted with these limitations in mind. 
An attempt has been made to present the decomposition cases and data in a simple 
and straightforward manner, taking into consideration our objective of studying the 
relative importance of the energy impacts of intensity effect and structure effect among 
countries. This has led to the design of a two-dimensional plot as shown in Figure 4-5 
where the X-axis is a measure of the intensity effect and the Y-axis the structure effect. 
The origin of the plot, which is the intersection of the X-axis and Y-axis, denotes 
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insignificant effects for both. In Figure 4-5, the X-axis is a measure of the intensity 
effect and the Y-axis the structure effect. The origin of the plot denotes insignificant 
effects for both. The plot is divided into eight equal zones, denoted I to VIII, which are 
ordered counter-clockwise. For a country placed in any of the four zones to the right of 
the Y-axis, intensity change has led to an increase in its aggregate energy intensity, i.e. 
indicated by the abbreviation “int(up)”. The converse is true if a country is placed to 
the left of the Y-axis, i.e. “int(down)”. Similarly, for a country placed in any of the 
four zones above the X-axis, structure change has led to an increase in its aggregate 
energy intensity, i.e. “str(up)”, and the converse is true for the four zones below the X-





























































































Figure 4-5. Relative magnitude of energy impacts of intensity change and structure change 
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Combining the above designs, a country placed in Zone II indicates that both 
intensity change and structure change contribute to an increase to its aggregate energy 
intensity. In addition, the intensity effect exceeds the structure effect because for any 
point in this zone the perpendicular distance from the Y-axis is greater than that from 
the X-axis.15 Likewise, Zone III indicates a similar situation but the structure effect is 
greater than the intensity effect. Zone VI indicates both intensity change and structure 
change contributes to decreases in the aggregate energy intensity and, in absolute terms, 
the intensity effect exceeds the structure effect. The meanings for the other zones can 
be interpreted in the same manner.  
A country placed in Zone I, II, III or IV indicates that it experiences an increase, 
while in Zone V, VI, VII or VIII a decrease, in the aggregate energy intensity. This is 
strictly the case if the decomposition method used gives perfect decomposition, i.e. the 
estimated effects, when combined, are exactly equal to the observed change in the 
aggregate energy intensity. However, this is not always true for studies where the 
decomposition method used does not give perfect decomposition. 16  Some 
decomposition results may be placed on the boundary between two adjacent zones. 
These are situations where either the impact of structural change or that of intensity 
                                                 
15 It would be ideal if the X-axis and Y-axis in Figure 4-5 are scaled, such as in terms of percentage 
change per year. In such a case, if quantitative results are available in the right format, they can be 
indicated in the exact location in a specific zone. This is possible for a few studies but not feasible for 
the majority because the decomposition results in the information sources are presented in many 
different ways.  
 
16 For example, in the study for Hungarian industry for 1980-1986 in Park et al. (1993), intensity change 
has been found to lead to an increase in the aggregate energy intensity while structure change lead to a 
decrease which is larger in the absolute terms. However, the actual aggregate energy intensity shows an 
increase over the period. Such inconsistencies also appear in Howarth et al. (1991), Hsu and Hsu (1993), 
and Zarnikau (1999). They tend to appear in studies that employed the traditional Laspeyres method 
which leaves a residual term in the decomposition results.  
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change is insignificant (for the "+" boundaries), or both impacts are equal in absolute 
terms (for the "×" boundaries).17  
In order to better meet our study objectives, adjustments have been made to some 
decomposition cases. This involves, where feasible, merging of cases covering a very 
short time frame, i.e. less than 5 years, and splitting of cases where results are given 
for a long time frame, i.e. more than 15 years. The adjustments made are discussed in 
greater detail in Section 4.3 and, as a result, the number of decomposition cases 
increases marginally from the original 336 cases to 337 cases. Out of the 337 cases, 
322 are found useable and they are classified according to the design as shown in 
Figure 4-5. The cases are further disaggregated by country/economy and the final 
results are tabulated in Table 4-2.18 Eight two-dimensional plots are shown at the top 
of the table and the shaded area denotes the corresponding zone in Figure 4-5. 
Correspondingly, the symbols “↑” and “↓” respectively denote increases or decreases 
in the aggregate energy intensity, or such changes intensity and structure effect lead to. 
Thus for Zone II in Figure 4-5 which is the second plot in Table 4-2 by column, there 
are seventeen decomposition cases one of which is for Denmark, two for Spain, three 
for Korea, and so on, and there are a total of thirteen countries/economies classified 
under this zone.  
We further divide the countries/economies in Table 4-2 into three groups: Group 
A comprising mainly the OECD or industrial countries, Group B for Russia, and 
                                                 
17 Theoretically, each zone in Figure 4-5 is designed to be a semi-open area, i.e. of the two radials that 
define the boundary of the area, one is included in the zone while the other belongs to the next zone. For 
example, the radial between Zone I and II belongs to Zone II, and that between Zone II and III belongs 
to Zone III. This rule applies when Table Table 4-2 is created. 
 
18 The 15 omitted cases include those appearing in comparative studies where the decomposition results 
fall in different zones for different methods or different levels of sector disaggregation. They also 
include those where, because the method used does not give perfect decomposition, the combination of 
the estimated impacts is not consistent with the observed aggregate energy intensity change. 
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Central and Eastern European Countries (CEEC), and Group C for developing 
countries. Within each group, the countries are arranged in descending order according 
to their 1995 per capita GNP given in 1995 US$ (World Bank, 1997). The year 1995 
has been chosen as it is covered in most of the studies and that the GNP per capita data 
for most members of Group B are available.  
Table 4-2. Relative magnitude of energy impacts of intensity effect and structure effect by 
country/economy 
↑ ↑ ↑ ↑ ↓ ↓ ↓ ↓ 
↑ ↑ ↑ ↓ ↓ ↓ ↓ ↑ 



























A: Industrial countries/economies 
Luxembourg 41,210      3   3 
Japan 39,640 1     14 2 2 19 
Norway 31,250  1   11 1  1 14 
Denmark 29,890  1  1 2 12 1  17 
Germany 27,510     3 16  1 20 
USA 26,980 1     26 3 1 31 
Austria 26,890 1    4 1   6 
France 24,990     2 13 3  18 
Belgium 24,710     2 4 1  7 
Netherlands 24,000  1   9    10 
Sweden 23,750     6 6 1 1 14 
Finland 20,580    1 3 6   10 
Canada 19,380    1 1 4 3  9 
Ontario,Canada 19,380  1    2 2  5 
Quebec,Canada 19,380     1    1 
Italy 19,020 1 1   5 9   16 
Australia 18,720    1 5 2 3 3 14 
UK 18,700     1 17   18 
Ireland 14,710      2 1 1 4 
New 
Zealand 14,340 1     1   2 
Spain 13,580  2    2   4 
Portugal 9,740 2  2 1     5 
Greece 8,210   1 2 1 2   6 
B: Russia, and Central and Eastern European Countries 
USSR N.A.      2 1  3 
Yugoslavia N.A.     1    1 
Slovenia 8,200      1   1 
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↑ ↑ ↑ ↓ ↓ ↓ ↓ ↑ 



























Hungary 4,120 1 1    1   3 
Czech Rep 3,870      1   1 
Slovakia 2,950      1   1 
Estonia 2,860      1   1 
Poland 2,790 2  1  1    4 
Latvia 2,270      1   1 
Russia 2,240  1       1 
Lithuania 1,900      1   1 
Romania 1,480      1   1 
Bulgaria 1,330     1    1 
C: Developing countries/economies 
Taiwan N.A.  1   1 8   10 
Korea 9,700 2 3   4 4 1  14 
Chile 4,160  1    1   2 
Brazil 3,640  2       2 
Mexico 3,320       2  2 
Turkey 2,780 1     1   2 
Thailand 2,740  1   2   1 4 
Columbia 1,910     2    2 
Philippines 1,050 1        1 
Indonesia 980   1      1 
China 620      7   7 
India 340 1    1    2 
No. of cases 15 17 5 7 69 174 24 11 322 
Country counts 12 13 4 6 23 34 13 8 113 
Note: The symbols “↑” and “↓” refer to an increase and a decrease, respectively, in the aggregate energy 
intensity of industry or such a change resulted from intensity and structure effect. The GNP per capita 
data are taken from World Bank (1997) and given in 1995 US dollars. 
 
4.6 A Multi-Country Analysis  
The following features may be obtained from a multi-country analysis using the 
data presented in Table 4-2 and Figure 4-5. The first four plots by column in Table 4-2, 
i.e. Zones I, II, III, and IV, represent cases where there is an increase, while the last 
four represent a decrease, in the observed aggregate energy intensity. Treating the 
spread of the filled entries in these eight columns as a scatter diagram, it may be seen 
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that most of the countries in Group A registered decreases in their aggregate energy 
intensities, i.e. the corresponding decomposition cases are primarily placed in the last 
four columns. This is also true for Group B except that the number of cases is 
comparatively less than that of Group A. Detailed investigations for Group B show 
that for most cases falling in the first four columns, the study periods end in the late 
1980s, while for those in the last four columns, their study periods are mostly for the 
1990s. There is therefore a fairly distinct difference in the trends prior to and after 
1990 in these countries.  
For the countries in Group C, the decomposition cases are fairly evenly distributed 
between the first four and last four columns. The rather distinct difference between the 
countries in Group A and Group C is hardly surprising. It serves to confirm that, over 
the last three decades or so, industrialized countries experienced decreases in the 
aggregate energy intensity in a fairly consistent manner while this is not necessarily the 
case for the developing countries. In the developing countries included in Table 4-2, 
depending on the decomposition time period, there are cases where increases or 
decreases in the aggregate energy intensity are observed.19 The feature appears to be 
consistent with that for the well-known energy-GDP ratio which has already been 
studied extensively in Chapter 2, especially those observations mentioned in Section 
2.5 which says that during the past decades the aggregate intensities for the industrial 
countries have been declining, while those for the developing countries have either 
been increasing or remained little change.   
The number of countries with structure change leading to a decrease in the 
aggregate energy intensity is about the same as that with structure change leading to an 
                                                 
19 An exception is China for which the aggregate energy intensity for industry has been decreasing. 
More details are given in Section 4.7.6. 
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increase in the aggregate energy intensity. This can be seen from Figure 4-5 in which 
the number of countries placed above the X-axis and that placed below are about the 
same. This applies to all the three country groups, as revealed in Table 4-2. There is no 
evidence from the data to suggest that changes in the product mix of industry would 
generally lead to decreases in the aggregate energy intensity of industry in the 
industrial countries or increases in the aggregate energy intensity of industry as the 
developing countries industrialize. This may suggest that the product mix of industry 
and its changes tend to be country specific and depend more on factors such as 
indigenous resource endowment and national policy rather than on the stage of 
economic development. This feature is different from the generally known product-
mix changes of an economy where, in relative importance, the primary sector is 
overtaken by the secondary sector which in turn is taken over by the tertiary sector, as 
income increases. 
The majority of countries in Groups A and B show that intensity changes lead to 
decrease in the aggregate energy intensity. However, this is not the case for Group C. 
It appears that, at least from the data available, reducing the energy intensity of 
industrial activities, i.e. improving the energy efficiencies, has not been as successful, 
or as easy to achieve, in these countries as compared to the industrial countries. One 
can therefore conclude that while there is no strong correlation between changes in the 
aggregate energy intensity and the impacts of structure change, the correlation between 
changes in the aggregate energy intensity and the impact of intensity change is a fairly 
strong one.  
As to whether the intensity effect or the structure effect is larger in the absolute 
terms among countries, this can be studied using Table 4-2. Countries placed in Zones 
I, II, V, and VI are those having a greater intensity effect while the converse is true for 
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countries placed in the other four zones. In Table 4-2, cases placed in Zones I, II, V, 
and VI amount to 85% of the total case counts, and the corresponding figure is 72% if 
country counts are used. It can further be seen from Table 4-2 that this characteristic is 
consistent for the three country groups. Hence there is no question that the impact of 
intensity change has been greater. 
In summary, for most countries and over the last three decades, the key driver 
behind changes in the aggregate energy intensity for industry has been sub-sector 
energy intensity change. By comparison, product-mix change has played a smaller role. 
In theory, changes in industry product mix could have a significant impact on 
industrial energy consumption, as energy intensities are known to vary substantially 
among many sub-sectors, e.g. the energy intensities of such industries as iron and steel, 
and petrochemicals, are many times larger than those of electronics, and beverage and 
tobacco. Simple arithmetic shows that a shift in production from energy-intensive 
industries to those which are less energy-intensive would indeed have a significant 
impact on the aggregate energy intensity. The evidence from the past, however, seems 
to suggest that factors other than energy considerations may have influenced product-
mix change of industry, so that its impacts on the aggregate energy intensity are mixed 
and less significant than those of intensity change.  
4.7 Analysis for Selected Countries  
The findings reported in the foregoing sections are based primarily on aggregate 
information and at the multi-country level. It has been assumed that some of the 
variations among information sources and among decomposition cases would have 
canceled out when they are treated collectively so that broad and entrenched features 
are revealed. However, this means finer details which may be important or interesting 
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are likely to have been lost. For instance, differences could arise from different study 
periods, datasets, decomposition methods, measure of industrial output, and/or the 
level of sector disaggregation, which are issues that could be more effectively studied 
at the individual country level. As such, we have chosen six countries for which their 
country-specific plots similar to Figure 4-5 have been constructed. They are the United 
States, Canada, Australia, Japan, South Korea and China, and the corresponding plots 
are shown in Figure 4-6 to Figure 4-11. These countries have been chosen for the 
following three reasons: the availability of a good number of information sources, a 
reasonable coverage in terms of the level of economic development, and the 
availability of official or semi-official information sources which could be used as 
benchmark studies for comparisons. We also plotted similar figures which are shown 
in Figure E-2 to Figure E-13 for other countries with more than one empirical study. 
The specific analysis for the six countries and other countries are presented in 4.7.1 
through 4.7.7. 
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Figure 4-8. Relative magnitude of energy 
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change: Australia 
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4.7.1 United States 
The 25 decomposition cases included in Figure 4-6 are taken from 23 information 
sources. Detailed examination shows that the cases are evenly split between energy 
consumption and energy intensity decomposition, between additive and multiplicative 
decomposition, and between the Laspeyres-linked and Divisia-linked methods. The 
number of sub-sectors varies from 2 to 472 but the majority of cases have less than 20 
sub-sectors. The time frames in the cases, when considered together, cover a long 
period from 1958 to 2004, while individual cases cover 5 to 33 years. What is 
revealing about the US cases is their consistency in showing the directions of the 
impacts of intensity change and structure change, although the absolute magnitudes of 
the effects may vary from one case to another. Most of the cases fall in Zone VI and a 
few in Zone VII. This means that both intensity change and structure change have been 
contributing to decreases in the aggregate energy intensity in US industry over a fairly 
long time period with more cases showing intensity change having a larger impact. 
The trend is also supported by the findings in one of the latest studies for the period 
1985-2004 (OEERE, 2006).  
4.7.2 Canada 
Figure 4-7 shows 9 decomposition cases taken from 8 information sources. 
Overall the cases cover the period 1973-2004 while individually the time frame varies 
from 7 to 16 years. The most comprehensive study is OEE (2006) which covers 49 
sub-sectors, the largest number among the information sources. This study analyses the 
period 1990-2004 and shows that both intensity change and structure change had 
contributed to decreases in the aggregate energy intensity of the Canadian industry 
with intensity effect playing the major role. Most other studies arrived at similar 
conclusions about the role of energy intensity change in reducing the aggregate energy 
Chapter 4. Factors Shaping Changes in Industrial Energy Use 
 79
intensity while there are some variations about the impact of structure change for 
different time periods. Park et al. (1993) reports that during 1973-1980, a period much 
earlier than the other cases and with soaring world energy prices, structure effect 
contributed to an increase in energy use in the Canadian industry.20 Structure change 
leading to an increase in energy consumption is also reported in Unander et al. (1999) 
for 1986-1994. This was due mainly to the relatively significant structure effect during 
1990-1994, as is also reported in OEE (2006). It appears that, during this period when 
energy prices were falling, restructuring was taking place in industry, which leads to 
increases in the aggregate energy intensity.  
4.7.3 Australia 
The 11 cases in Figure 4-8 are taken from 7 information sources, which together 
cover the study period 1973-2000. The decomposition of changes in the aggregate 
energy consumption dominates the studies and the number of sub-sectors generally 
varies from 6 to 9 which indicate some consistency in the data sources among the 
studies. The most comprehensive study is probably Tedesco and Thorpe (2003) of 
ABARE, which is built on three earlier ABARE studies (Wilson et al., 1993; Cox et al., 
1997; Harris and Thorpe, 2000). An interesting feature of the plot for Australia, as 
compared to those of the United States and Canada, is a greater spread of the cases by 
zone. There are slightly more cases showing structure change leading to increases 
rather than decreases in the aggregate energy intensity. However, all the cases except 
one which covers a relatively short period 1994-1998 show intensity change leading to 
decreases in the aggregate energy intensity. As the study of Tedesco and Thorpe (2003) 
covers the whole time span and shows that both the intensity and structure effect lead 
                                                 
20 However, Park et al. (1993) uses the traditional Laspeyres method and the decomposition results 
reported contain an extremely large residual term which is 854% of the observed change in energy 
consumption in industry.  
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to reductions in the aggregate energy intensity, we may treat the other studies as 
capturing shorter-term fluctuations. They may also be rebound effects related to 
structure change during some of these periods.21 
4.7.4 Japan 
The plot for Japan in Figure 4-9 resembles that of the United States where most 
cases are located in Zone VI. It indicates that both intensity change and structure 
change lead to decreases in the aggregate energy intensity with the former having a 
larger impact in the absolute terms. A total of 19 decomposition cases are taken from 
12 information sources, with an overall decomposition time frame covering 1970-1998. 
Not surprisingly, all the cases fall in Zones VI to VIII, which indicates consistent 
decreases in the aggregates energy intensity over time. There are some inconsistencies 
among the results reported in certain studies. For instance, WEC (2001) and IEA (2004) 
cover the same period of 1990-1998 but the intensity effects reported differ. Further 
examination shows that the discrepancy could have arisen from different 
decomposition schemes adopted in the analysis. IEA analyses time-series energy 
consumption change while WEC uses data for selected benchmark years. As they both 
use the traditional Laspeyres method which leaves a residual term, the magnitude of 
this term differs between chaining and non-chaining decomposition, which may have 
affected the decomposition results obtained. Besides, the different levels of sector 
disaggregation used in the two studies are likely to be another source of the 
inconsistencies observed.  
                                                 
21 An excellent study on various definitions on the “rebound” can be found in Greening et al. (2000). 
Chapter 4. Factors Shaping Changes in Industrial Energy Use 
 81
4.7.5 South Korea 
The plot for South Korea in Figure 4-10 comprises 11 decomposition cases taken 
from 9 information sources. Overall, the decomposition time frame covers 1970-2004 
and the picture is highly diverse with a mix of contributions of intensity change and 
structure change to the aggregate energy intensity change in opposing directions. 
Again, like Japan, there are inconsistencies among the results reported in some studies. 
For instance, for 1980-1990 or thereabout, it is interesting to note that WEC (2001) 
reports findings on impacts of energy intensity effect that differ from those given in 
Choi et al. (1995) and Park et al. (1993). Further examination shows that no obvious 
explanations could be found. Assuming the decomposition analyses have been 
properly conducted and the results correctly reported, these differences could have 
arisen from different datasets used. For instance, the data sources quoted in the WEC 
study are ODYSSEE, APEC, OLADE and ENERDATA, while the other two studies 
use the data from the Korea Energy Economics Institute.  
4.7.6 China 
There are altogether 8 decomposition cases taken from 6 information sources in 
Figure 4-11. Most of them deal with energy intensity change rather than energy 
consumption change. The decomposition cases cover the period 1980-1999 which 
starts much later than those for the other five countries. Almost all of the cases are 
found in Zone VI. This means that both intensity change and structure change have led 
to reductions in the aggregate energy intensity of the Chinese industry and, in absolute 
terms, the impact of intensity change was larger. Apparently, the above-mentioned 
trends were so strong throughout 1980-1999 that despite differences among the 
information sources with respect to study period and other technical aspects such as 
whether the industry is disaggregated into as few as 2 (Huang, 1993) or as many as 
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2,582 sub-sectors (Fisher-Vanden et al., 2004), the conclusions reached are generally 
consistent. The only inconsistency observed is that on the impact of structure change 
between Lin (1992) and Huang (1993), which could be due to the different 
decomposition methods and levels of sector disaggregation used. 
4.7.7 Other countries 
We also draw similar figures, as shown in Figure E-2 to Figure E-13 in Appendix 
E, for another 12 countries/regions that have more than one empirical study. They are 
Denmark, Finland, France, Germany, Greece, Italy, the Netherlands, Norway, Spain, 
Sweden, Taiwan and UK. From the cases reported, most of them registered decreases 
in the aggregate energy intensity during the past years except a few exceptional cases 
for Denmark, Finland, Greece, Italy, Spain and Taiwan. None of these 12 
countries/regions shows a uniform decrease or increase for energy intensity or 
structure effect, i.e. the results scatter in several zones in the figure. This means their 
energy efficiency trends experience fluctuations, which is especially true for Denmark, 
Germany and Sweden. These changes are less intense for the Netherlands, France, and 
UK. 
4.8 Conclusion and Further Discussion 
Index decomposition analysis has been a popular analytical tool in the analysis and 
modeling of industrial energy consumption. The number of empirical studies using this 
technique has grown over time. Its developments and applications have gone through 
three phases and the technique has now been widely used to measure and track trends 
in energy efficiency at the sectoral and national level by national energy agencies and 
international organisations. Index decomposition analysis has been widely accepted as 
a useful complement to both device/process level, engineering-based industrial energy 
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analysis and macro-level econometric analysis that relates industrial energy demand to 
some explanatory variables. 
While the objectives of energy decomposition analysis for industry are basically 
the same among studies, our survey shows that there are great variations in the 
decomposition method and the dataset used. Despite these variations which complicate 
comparisons using different information sources, we have been able to consolidate the 
results available for the last thirty years and present them in a simple and coherent 
framework. In addition to the basic trends in industrial energy decomposition analysis, 
it has been found that sub-sector intensity change is the key driver of changes in the 
aggregate energy intensity of industry, and the corresponding energy impact is 
generally larger than that from structure change. To a fairly large extent, decreases in 
the aggregate energy intensities of the industrial countries over the past three decades 
were due to sub-sector energy intensity change. In contrast, it is equally likely that 
structure change could lead to increases as well as decreases in the aggregate energy 
intensity, and this applies to all the three country groups in Table 4-2. Some 
differences between the industrial countries and the developing countries in the 
mechanisms of change in industrial energy consumption are also revealed.  
It is safe to conclude that trends in aggregate energy intensity for industry in the 
past thirty years, at least at the global scale, have been influenced more by energy 
intensity change than by structure change. How far into the future this will continue 
and to what extent this would lead, especially in the industrial countries, is an 
important area where further research is needed. Would there be the case of 
diminishing returns where the impact of intensity change gradually tapers off? Would 
the effect of structure change increase in importance as compared to the past? These 
are important and pertinent questions that we have not studied. If what has happened in 
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the industrial countries is indicative of future developments of the developing countries, 
in particular the high-income ones, then it would be expected that the aggregate energy 
intensities of these countries will likely stabilize and/or decline as a result of the 
impacts from energy intensity change. The data, such as those shown in Table 4-2, 
seem to suggest that there are great potential for reducing growth in industrial energy 
demand through more efficient use of energy in Group C countries. Whether or not this 
is indeed the case, detailed studies, including international comparisons or 
benchmarking of industrial processes and their energy efficiencies, that go beyond 
what decomposition analysis is capable of providing would be needed.  
In addition, our review reveals that techniques of IDA call for standardization. 
From Table 4-1 we see that even for a specific country, different studies vary in terms 
of the approach adopted and the dataset used, including the level of sector 
disaggregation. Standardization and the adoption of decomposition methods that are 
more robust will no doubt help to reduce unnecessary variations among studies and 
make international comparisons more productive and meaningful. The next three 
chapters address this issue by first studying two important criteria for evaluating IDA 
methods: ability of handling zero and negative values and consistency in aggregation, 
and then performing an AHP analysis to identify the best decomposition method for 
energy efficiency study. 
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CHAPTER 5 :    HANDLING ZERO AND NEGATIVE 




In Chapter 4, we carry out a survey of IDA in industrial energy analysis and find 
that before 1990, the decomposition methods used were generally the Laspeyres-linked 
methods. After the Divisia index concept was introduced to energy decomposition 
analysis by Boyd et al. (1987), it has since gradually gained in popularity. As the 
survey presented in Chapter 4 is confined to industry energy analysis, it cannot fully 
represent the real situation of IDA applications. To reveal the complete picture and the 
most recent trend of decomposition method selection, we now extend the scope from 
industry to all energy consuming sectors, and from only energy consumption to all 
aggregates like energy consumption, CO2 emissions, and materials consumption that 
are decomposed, and conduct a survey with a focus on the decomposition methods. 
The detailed results are presented in Appendix F. Figure 5-1 summarize the 
applications of various decomposition methods since 2003.23 We can see that in line 
with the recommendation in Ang (2004), there has been a surge in the number of 
empirical IDA studies using the logarithmic mean Divisia index methods (LMDI I and 
LMDI II) since 2005, especially LMDI I whose additive form is introduced by Ang et 
al. (1998) and multiplicative form in Ang and Liu (2001). The application areas of 
LMDI I and II include not only energy consumption and CO2 emissions, but also 
                                                 
22 The work presented in this chapter has been published as Ang and Liu (2007 b and c). 
 
23 For notations of methods, please refer to Section 3.2 and Figure 3-1. 
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capital, material and labor productivity studies (e.g. Mulder and de Groot, 2004). More 
significantly, these methods have recently been adopted in the official publications of 
New Zealand (EECA, 2004, LMDI II), United States (OEERE, 2006, LMDI II) and 




















Figure 5-1. Applications of decomposition methods from 2003 
 
The popularity of LMDI methods is due mainly to the recognition of their 
desirable properties resulted from the simple but theoretically-sound formulation. As 
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In additive decomposition we decompose the difference:  
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The subscript tot represents the total or overall change and the terms on the right 
hand side give the effects associated with the respective factors in Eq. (5.1).  
In the LMDI approach,24 the general formulae for the effect of the kth factor on the 
right hand side of Eqs. (5.2) and (5.3) are respectively:  
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where the log mean function is given by ( ) )ln/(ln)(, bababaL −−=  when  ba ≠  
and ( ) abaL =,  in the case of ba = . In addition, the multiplicative and additive relusts 
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With this formula, LMDI I passes several important tests of good index numbers 
which are relevant to index decomposition analysis. Its multiplicative version 
                                                 
24 The LMDI is used here to refer to the Logarithmic Mean Divisia Method I (LMDI I). The LMDI II 
has a weighting scheme slightly more complex than LMDI I (Ang et al., 2003). The detailed formulae of 
LMDI II are listed in Appendix C. 
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possesses the additive property in the logarithmic form which is desirable. The results 
of the multiplicative and additive versions are linked by a very simple and unique 
relationship as given in Eq. (5.6). In addition, irrespective of the number of variables in 
the governing identity, the decomposition formulae are easy to develop using the 
method. Despite the many desirable properties, the logarithmic terms in LMDI 
approach complicate its application when the dataset contains zero or negative values. 
While occurrences of zero or negative values are rare in energy-related IDA studies, 
they are likely to appear in environmental IDA studies and in Structural 
Decomposition Analysis (SDA).25 These special values may limit the application of 
LMDI. In this chapter, we shall address these issues and discuss the strategies to 
handle zero and negative values in LMDI. 
5.2 Zero and Negative Value Problems in LMDI Approach 
Researchers have figured out some strategies for LMDI to tackle the special values 
in datasets. For the zero value problem, Ang and Choi (1997) show that the zero values 
may be replaced by a small number δ  and converging results are obtained when δ  
approaches zero. Thereafter, studies such as Choi and Ang (2001, 2002) apply this 
strategy. They find that a value of δ  between 10-10 to 10-20 generally gives satisfactory 
results. We shall refer to this strategy to tackle the zero-value problem as the “small 
value” (SV) strategy. As an alternative, Ang et al. (1998) present the limiting values 
for eight cases where zeros occur in the dataset and use these analytical limits in an 
empirical study involving additive decomposition. An extension to multiplicative 
decomposition is reported in Ang et al. (2000). We shall refer to this alternative 
                                                 
25 Similar to IDA, SDA is also used to assess the driving forces under historical changes in economic, 
environment, employment and other social-economic indicators. The difference is IDA use one-
dimension data while SDA uses the two-dimension input-output matrix to decompose changes in 
indicators. As this input-output table captures the information of inter-industry flows and not every two 
industries are directly related, it may contain a high percentage of zeros. 
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strategy as the “analytical limit” (AL) strategy. In a review of various IDA techniques, 
Ang (2004) recommends the SV strategy as it has been found to be robust and easy to 
use. However, Wood and Lenzen (2006) argue that the SV strategy is not necessarily 
robust because it would produce significant errors if applied in the decomposition of a 
dataset containing a large number of zeros and/or small values. They recommend using 
the analytical limits given in Ang et al. (1998), i.e. the AL strategy. Wood and Lenzen 
(2006) also mention that for SDA that involves large input-output tables with a lot of 
zeros, the AL strategy would drastically reduce computation times as compared to the 
SV strategy. For the negative value problem, few studies have been reported so far 
except that Chung and Rhee (2006) mention that LMDI cannot handle negative values. 
Wu et al. (2006) propose a complicated procedure to handle negative values for LMDI.  
Regarding these different views on the ability and robustness of LMDI in handling 
special values in datasets, it is necessary to investigate the problem in detail. Is it that 
SV strategy is unsuitable to handle zero values in the datasets? Are negative values not 
allowed in LMDI? Does simple procedure exist to handle these special values in a 
dataset? To answer these questions we compare the two strategies, i.e. the SV strategy 
and the AL strategy, and then extend earlier works by generalizing the analytical limits 
of LMDI to handle zero and negative values. We shall focus on the additive LMDI I 
method which is more popular and takes a simpler form in the LMDI family. The 
general conclusions are, however, applicable to the other LMDI methods except that 
the analytical limits are different.  
5.3 Small Value Strategy for LMDI with Zero Values 
The LMDI approach was originally proposed for IDA. Wood and Lenzen (2006) 
give a useful extension of LMDI to SDA and try to prove the incapability of SV 
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strategy in handling zero values and show the advantages of the AL strategy. They 
argue that SV strategy converges slowly to its limit so that in cases where the dataset 
contains a sufficient number of zeroes and/or small values, the SV strategy will always 
yield flawed results, no matter how small δ is. In addition, application of SV strategy 
is more time-consuming, especially when zero values are numerous and/or when the 
function to be decomposed is a product of many factors and/or large matrices.  
Although their discussions are in the SDA context, they imply their conclusions 
are applicable to all cases with a lot of zeros, even in the IDA context. There are, 
however, distinct differences between IDA and SDA in terms of data structure and 
format, and problem size. IDA uses more aggregate data while SDA’s foundation is 
input-output models/tables which are considerably more data-intensive. Chaining 
decomposition analysis using annual time-series data is the recommended procedure in 
IDA (Ang, 2004) while it is impractical to be adopted in SDA. For the differences 
between IDA and SDA, readers may refer to Ang (1999), Rose (1999), Hoekstra and 
van den Bergh (2003) and Liu (2004). In this section, we shall discuss the 
effectiveness of SV in the IDA context with respect to the flaws mentioned in Wood 
and Lenzen (2006) and show that the SV strategy as proposed by Ang and Choi (1997) 
and Ang (2004) are generally effective in IDA studies.  
When LMDI is applied to IDA for decomposition of a dataset with zero values, 
the AL strategy gives exact decomposition results and is superior to the SV strategy 
theoretically. We would recommend its adoption if the analyst is familiar with the 
procedure. However, to non-specialists, the SV strategy is easier to understand and 
implement. From the application viewpoint, the SV strategy may be adopted if it gives 
decomposition results close to those of the AL strategy. It is therefore worthwhile to 
revisit the issue of robustness of the SV strategy in the IDA context.  
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We shall present several case studies with datasets containing a large number 
and/or a high percentage of zeros. Real data are used wherever possible and the 
robustness of the SV strategy is studied in the context of IDA applied to energy. We 
specifically emphasize the use of real data because the value of the SV strategy is on 
practical application and in providing decomposition results that can serve the needs of 
energy analysts and policymakers.  
5.3.1 Case study 1 
In this case study, we deliberately selected an IDA study with a very high number 
and percentage of zero values in the dataset. It concerns the CO2 emissions for industry 


















QQCC ∑∑ ∑ ===     (5.7) 
where C is the total CO2 emissions from industry, ijC  is the CO2 emissions arising 
from fuel j in industrial sector i, Q ( ∑=
i
iQ ) is the total industrial output measured in 
a monetary unit, ijE  is the consumption of fuel j in sector i ( ∑=
j
iji EE ), iS  ( QQi /= ) 
and iI  ( ii QE /= ) are, respectively, the output share and energy intensity of sector i, 
the fuel-mix variable is given by ijM  (= jij EE / ) and the CO2 emission factor by ijU  
(= ijij EC / ). 
The change in emission level from year 0 to year T ( totC∆ ) is decomposed into 
effects associated with the following factors: overall industrial activity ( actC∆ ), 
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industrial activity structure ( strC∆ ), sub-sector energy intensity ( intC∆ ), fuel mix 
( mixC∆ ) and fuel CO2 emission factors ( emfC∆ ): 
totC∆  = emfmixintstract CCCCC ∆+∆+∆+∆+∆     (5.8) 
According to Eq (5.5), the LMDI formulae for the five effects are as follows 



































































−=  and aaaL =),(  is the logarithmic mean function.  
This Canadian study includes 23 industry sub-sectors and 14 energy sources, with 
decomposition conducted between 1990 (Year 0) and 2000 (Year T). Over the period, 
the CO2 emissions increased by 20.8 million tonnes (MTCO2). Of the 1,382 data 
entries in the dataset, 38.6% are zeros. The number of zero values, both in absolute and 
percentage terms, is very high for IDA applied to energy. In this connection, reference 
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may be made to a survey of 172 IDA studies in Liu (2004), which is an update of Ang 
and Zhang (2000). In the three IDA cases presented in Ang et al. (1998) about 
manufacturing electricity demand in Singapore, CO2 emissions from industrial energy 
use in China, and CO2 emissions from electricity generation in Korea, the percentages 
of zero values in the datasets are respectively 0%, 0% and 15.6%.  
In this Canadian case, several energy sources were not used in certain sub-sectors 
and four of the energy sources do not emit CO2. Ang (2005) gives the decomposition 
results obtained using Eqs. (5.9)-(5.13) and the SV strategy with δ =10-20. We have 
further computed the results using the AL strategy and the SV strategy with several 
different values for δ . All these results are summarized in Table 5-1. One can easily 
conclude that the SV strategy is robust in this case, despite the fact that nearly 40% of 
the data entries contain zero values. Further investigation shows that there are several 
reasons which are discussed below.  
Table 5-1. Decomposition results for changes in CO2 emissions from Canadian industry, 1990-
2000 (unit: MTCO2) 
Strategy totC∆  actC∆  strC∆  intC∆  mixC∆  emfC  
A. Analytical Limit (AL) Strategy 20.800 49.839 -25.574 -6.301 -2.476 5.312 
B. Small Value  Strategy (δ =10-100) 20.800 49.840 -25.575 -6.302 -2.476 5.312 
C. Small Value  Strategy (δ =10-50) 20.800 49.841 -25.575 -6.302 -2.476 5.312 
D. Small Value  Strategy (δ =10-20)  20.800 49.843 -25.577 -6.302 -2.476 5.312 
E. Small Value  Strategy (δ =10-15) 20.800 49.844 -25.578 -6.302 -2.477 5.312 
F. Small Value  Strategy (δ =10-10) 20.800 49.846 -25.579 -6.303 -2.477 5.312 
|D-A|/|A| 0.000% 0.008% 0.012% 0.016% 0.000% 0.000% 
 
In IDA studies with zeros in the dataset, zero-changes can be grouped into two 
types, Type I from one zero to another zero and Type II from/to a zero to/from a 
positive value, and Type I belongs to the dominating group. The Canadian case is a 
good example. Of the 691 pairs of changes between 1990 and 2000, 40.7% are changes 
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involving zero values. Among them, 89.7% of the zero-changes are of Type I while the 
remaining 10.3% are of Type II.  
In the Canadian case, Type I zero-changes apply to ijM  where a particular energy 
source was not used in a sub-sector in both 1990 and 2000, and to ijU  where the 
emission factors of four energy sources are zero. For Type I changes, application of the 
two strategies would give exactly the same results for the variable with zeros, i.e. the 
result given by the AL strategy is zero and the same result is given by the SV strategy 
because the same δ  is used to replace zeros in Eqs. (5.12) and (5.13) and 
( )δδ /ln),( 0ijTij CCL  is zero. Therefore the speed of convergence and the value of δ  are 
not an issue, i.e. SV converges to AL instantly. For the other terms in Eqs. (5.9)-(5.11), 
T
ijC  and 
0
ijC  are close to zero whenever a variable in Eq. (5.8) has a replacement of a 
zero value by δ . Their logarithmic mean and hence the term in the summation given 
by the SV strategy would be very close to zero which is also the limiting value for the 
AL strategy.  
As to Type II zero-changes, e.g. when an energy source is introduced or ceases to 
be used, the corresponding logarithmic mean function is relatively small, especially in 
chaining decomposition analysis (Ang, 2004) which is preferred in IDA. The 
contribution of the variable with Type II zero-changes in the summation is also small 
compared to the terms in the summation which do not have zero values. Even though 
for this specific term the estimates given by the two strategies may be different, as 
illustrated in Wood and Lenzen (2006), the overall estimate of an effect is not greatly 
affected because of the very low weights for such terms in the summation. This 
property can be seen from Table 5-1 as the differences between the results for the AL 
and SV strategies are essentially attributable to Type II zero-changes.  
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5.3.2 Case study 2 
It is obvious that the crux of the problem is not a large number of zeros in the 
dataset. Rather it is the number of Type II zero-changes and the magnitude of such 
changes. For a dataset with a large number of zeros but all the zero-changes are of 
Type I, the SV strategy would give satisfactory results even if δ  is greater than 10-20.  
As already mentioned, there are very few real situations in IDA applied to energy 
with large Type II zero-changes. From the literature, the best we could find is the 
decomposition of CO2 emissions in electricity generation where new energy sources 
such as natural gas and nuclear energy are introduced and the magnitude of zero-
changes could be large. In this case study, we shall use the data for Korea reported in 
Ang et al. (1998) and make artificial changes to the data to give some extreme cases of 
Type II changes. For consistency, we shall follow the notations in the source which 
may not be consistent with those in case study 1. We present key governing formulae 















PGG ∑∑ ∑ ===     (5.14) 
where G is the total CO2 emissions from electricity generation, iG  is the CO2 
emissions arising from power plants using energy source i, P and iP  are the total 
electricity generation and generation from energy source i respectively, iQ  is the 
energy input to all power plants using energy source i, PPF ii /=  is generation mix, 
iii PQR /=  is the generation energy intensity, and iii QCU /=  is the CO2 emission 
coefficient of energy source i.  
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In Ang et al. (1998), the change in the total CO2 emissions between 1985 and 1990 
from electricity generation in Korea ( totG∆ ) is decomposed into contributions 
associated with total electricity production ( pdnG∆ ), generation mix by energy type 
( gmxG∆ ), energy intensity in electricity generation ( intG∆ ), and fuel CO2 emission 
coefficients ( emcG∆ ): 
totG∆ = emcintgmxpdn GGGG ∆+∆+∆+∆      (5.15) 
In the original dataset, Type II zero-changes arise from generation mix. Example 1 
in Table 5-2 shows the real data for iP  used in Ang et al. (1998). Natural gas, which 
was not consumed in 1985, was one of the five energy sources in electricity generation 
in 1990. This Type II zero-change is captured by iF . In addition, there are two 
occurrences of Type I zero-changes, i.e. iU  for nuclear and hydro generation. The 
percentages of zero values, Type I and Type II zero-changes in the variables on the 
right-hand side of Eq. (5.15) are summarized in Table 5-2.  
Examples 2 and 3 in Table 5-2 are hypothetical. Example 2 assumes that no 
electricity is generated by oil, natural gas and nuclear energy in both years. There are 
high percentages of zero values and Type I zero-changes, but no Type II zero-changes. 
Example 3 has been designed to be highly extreme. No electricity is generated by oil, 
natural gas and nuclear energy in 1985 but electricity is generated by all of them in 
1990. All the Type II zero-changes are very large in magnitude and accounts for a high 
percentage, i.e. nearly 20% of the changes observed in the data.  
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Table 5-2. Data on electricity generation by energy source in Case Study 2 (unit: PJ) 
 Coal Oil Gas Nuclear Hydro Total 
Example 1       
1985 72.10 63.27 0 60.28 13.17 208.82 
1990 80.80 51.13 42.39 190.39 22.90 387.61 
Percentage of zero values in the dataset: 15.6% 
Percentage of Type I zero-changes: 12.5%  
Percentage of Type II zero-changes: 6.3% 
Example 2       
1985 195.66 0 0 0 13.17 208.82 
1990 364.71 0 0 0 22.90 387.61 
Percentage of zero values in the dataset: 31.3% 
Percentage of Type I zero-changes: 31.3%  
Percentage of Type II zero-changes: 0% 
Example 3       
1985 195.66 0 0 0 13.17 208.82 
1990 80.80 51.13 42.39 190.39 22.90 387.61 
Percentage of zero values in the dataset: 21.9% 
Percentage of Type I zero-changes: 12.5%  
Percentage of Type II zero-changes: 18.8% 
 
The decomposition results obtained are summarized in Table 5-3. It can be seen 
from Example 2 where all the zero-changes are of Type I that the results given by the 
SV strategy are of no difference from those given by the AL strategy. The high speed 
of convergence can be shown analytically in Appendix G and the SV strategy is robust 
for such cases. One can confidently infer that the deviations in the results for the SV 
strategy in Examples 1 and 3 are due almost entirely to Type II zero-changes in the 
respective datasets. Analytically, Appendix G show that the speed of convergence for 
Type II zero-changes is slower than that of Type I zero-changes. However, the very 
small weights for the terms with Type II zero-changes greatly diminish the influence of 
such terms in the whole analysis.  
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Table 5-3. Decomposition results for changes in CO2 emissions in electricity generation (unit: 
KTCO2) 
Strategy ∆Gtot ∆Gpdn ∆Ggms ∆Gint ∆Gemc 
Example 1      
A. Analytical Limit Strategy 1630.42 5228.46 -3526.43 -71.61 0.00 
B. Small Value  Strategy (δ =10-150)  1630.42 5231.14 -3529.12 -71.61 0.00 
C. Small Value  Strategy (δ =10-100)  1630.42 5233.00 -3530.97 -71.60 0.00 
D. Small Value  Strategy (δ =10-50) 1630.42 5237.40 -3535.38 -71.60 0.00 
E. Small Value  Strategy (δ =10-20)   1630.42 5249.80 -3547.79 -71.58 0.00 
F. Small Value  Strategy (δ =10-10) 1630.42 5268.15 -3566.17 -71.56 0.00 
G. Small Value  Strategy (δ =10-5) 1630.42 5298.09 -3596.15 -71.52 0.00 
|B-A|/|A| - 0.05% 0.08% 0.01% 0.00% 
|C-A|/|A| - 0.09% 0.13% 0.01% 0.00% 
|D-A|/|A| - 0.17% 0.25% 0.02% 0.00% 
|E-A|/|A| - 0.41% 0.61% 0.04% 0.00% 
|F-A|/|A| - 0.76% 1.13% 0.07% 0.00% 
|G-A|/|A| - 1.33% 1.98% 0.12% 0.00% 
Example 2      
A. Analytical Limit Strategy 11732.00 11992.21 82.31 -341.52 0.00 
B. Small Value  Strategy (δ =10-150)  11732.00 11992.21 82.31 -341.52 0.00 
C. Small Value  Strategy (δ =10-100) 11732.00 11992.21 82.31 -341.52 0.00 
D. Small Value  Strategy (δ =10-50)   11732.00 11992.21 82.31 -341.52 0.00 
E. Small Value  Strategy (δ =10-20) 11732.00 11992.21 82.31 -341.52 0.00 
F. Small Value  Strategy (δ =10-10) 11732.00 11992.21 82.31 -341.52 0.00 
G. Small Value  Strategy (δ =10-5) 11732.00 11992.21 82.31 -341.52 0.00 
Example 3      
A. Analytical Limit Strategy -3969.38 5749.76 -9555.40 -163.74 0.00 
B. Small Value  Strategy (δ =10-150)  -3969.38 5757.70 -9563.41 -163.68 0.00 
C. Small Value  Strategy (δ =10-100)  -3969.38 5761.43 -9567.16 -163.64 0.00 
D. Small Value  Strategy (δ =10-50) -3969.38 5772.71 -9578.55 -163.55 0.00 
E. Small Value  Strategy (δ =10-20)   -3969.38 5804.48 -9610.58 -163.28 0.00 
F. Small Value  Strategy (δ =10-10) -3969.38 5851.33 -9657.83 -162.88 0.00 
G. Small Value  Strategy (δ =10-5) -3969.38 5927.36 -9734.52 -162.23 0.00 
|B-A|/|A| - 0.14% 0.08% 0.04% 0.00% 
|C-A|/|A| - 0.20% 0.12% 0.06% 0.00% 
|D-A|/|A| - 0.40% 0.24% 0.12% 0.00% 
|E-A|/(A| - 0.95% 0.58% 0.29% 0.00% 
|F-A|/|A| - 1.77% 1.07% 0.53% 0.00% 
|G-A|/|A| - 3.09% 1.87% 0.93% 0.00% 
 
From Examples 1 and 3, it can be seen that when δ =10-20 none of the estimated 
effects given by the SV strategy deviates by more than one percent from those given 
by the AL strategy. How robust is the SV strategy then? The answer would depend on 
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the viewpoint used. Traditionally, the main objective of an IDA is to evaluate the 
relative impact of each of the factors considered on an aggregate so as to help 
policymakers in decision making. Thus for Example 3, generation mix by energy type 
( gmxG∆ ) is the most important, followed by total electricity production ( pdnG∆ ), and 
then energy intensity in electricity generation ( intG∆ ). From this viewpoint, the one-
percent deviation is hardly significant. If for some reasons more accurate results are 
needed, it is always possible to use a smaller δ . Example 3 has been designed to be an 
extreme case in IDA and the results show that with δ =10-100 the SV strategy is 
practically as good as the AL strategy (the deviation is 0.20% or less). The Microsoft 
EXCEL allows a value as small as 2.229*10-308 which is good enough to guarantee 
satisfactory results in practice.  
5.3.3 Application of SV strategy 
Most energy-related IDA studies do not have zero values in the dataset and thus 
zero-value problems in LMDI are not an issue. Where such problems arise, the 
foregoing analysis shows that the SV strategy is robust when an appropriate value for 
δ  is used. As a guide, a value of δ =10-20 as proposed in Ang (2005) is generally 
adequate and would lead to satisfactory decomposition results. When all the zero-
changes are of Type I, the robustness of the SV strategy is effectively independent of 
the percentage of zeros in the dataset, i.e. it remains effective even if this percentage is 
very high, and the value chosen for δ  can be greater than 10-20. Some deviations in the 
results for the SV strategy are expected when there are Type II zero-changes. Where 
the percentage and/or magnitude of such changes are very large, the AL strategy would 
be preferred. The SV strategy can still be applied but a δ  of 10-20 or smaller would be 
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recommended. Our analysis shows that when δ  is sufficiently small, e.g. 10-100, the 
SV strategy would give satisfactory results even for highly extreme cases.  
5.4 Analytical Limits for LMDI with Zero Values 
As shown in Wood and Lenzen (2006), the AL strategy is superior to the SV 
strategy on theoretical grounds as its results are accurate. In addition, it is less time-
consuming in a SDA context which involves large input-output tables. However the 
research on the AL strategy is still inadequate. For example, the classification of zero 
cases is not easy enough to be applied. Ang et al. (1998) enumerate eight cases with 
zeros and each has an analytical limit. Identification of specific zero case together with 
its analytical limit would be cumbersome with such a big sample pool. In fact, these 
eight cases can be further aggregated according to their common ground. Another 
shortcoming of the current AL strategy is the incompleteness of zero cases. Both Ang 
et al. (1998) and Wood and Lenzen (2006) consider the analytical limits for cases 
where only one variable in the decomposition equation contains zero-changes or some 
special cases with two or more variables containing zero-changes. Other combinations 
of zeros for more than one variable are possible and they have not been studied. 
Regarding these inadequateness, we study this AL strategy in greater depth with the 
purpose of simplifying the procedure and generalizing its application. 
5.4.1 Analytical Limits for various cases with zero values 
As an extension of Ang et al. (1998) and Wood and Lenzen (2006), we analyse 
cases with zero values appearing in more than one variable. Beginning with the 
simplest case such as the empirical study in Section 5.3.1 where two variables ijM  and 
ijU  contain zero values, we show the analytical limits for the corresponding terms in 
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Eqs. (5.9)-(5.13) and work out a general rule to address more complicated cases. 














































































0 ln),(     (5.20) 
Equations (5.16)-(5.20) show that the contribution of a factor to the aggregate 
change of CO2 emissions could be treated as the sum of its contribution to each sub-
category change for sector i and fuel j. It is possible to show the following and the 
proof is given in Appendix G:  
(a) In a certain sub-category for sector i and fuel j, if one of ijM  and ijU , say ijM , 
changes from/to zero to/from a positive value, then this factor accounts for the entire 
change of the sub-category ( 0, ij
T
ijijmix CCC −=∆ ) and the contribution of all the other 
factors is nil ( 0,,,, =∆=∆=∆=∆ ijemfijintijstrijact CCCC ).  
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(b) If both ijM  and ijU  change from/to zero to/from a positive value, then each 
accounts for half of the sub-category total change ( 2/)( 0,, ij
T
ijijemfijmix CCCC −=∆=∆ ) 
and the contribution of all the other factors is nil ( 0,,, =∆=∆=∆ ijintijstrijact CCC ).  
(c) If one of ijM  and ijU  changes from zero to a positive value while the other 
changes from a positive value to zero, then the contribution of all factors is nil because 
there is no change in the sub-category ( 00 == ijTij CC ). This can also be treated as a 
special case of situation (a) or (b) as 02/)( 00 =−=− ijTijijTij CCCC .  
The meaning of the limiting values may be interpreted as follows. First we re-













CCLC       (5.21) 






ijX CCC −=∆∑        (5.22) 
where X is a factor associated with overall activity, activity structure, sub-sector 
energy intensity, fuel mix, or CO2 emission factor.  
Equation (5.21) shows that a factor’s contribution to the sub-category change is 
the product of the logarithmic mean of the sub-category and the logarithmic percentage 
change of a variable. Equation (5.22) indicates that the summation of all factors in 
each sub-category is the sub-category total change. If a variable changes from/to zero 
to/from a positive number, its logarithmic percentage change is infinite 






ij XX ). Compared to this, the logarithmic percentage changes of other 
variables with positive values become trivial. To capture the magnitude of contrast, the 
whole sub-category change is assigned to the variable containing zero value, and the 
contributions from other variables are set to be nil. For cases with two variables 
containing zero values, it is difficult to distinguish whose logarithmic percentage 
change is more significant than the other. Therefore it is reasonable to assume each of 
them accounts for half of the sub-category change. We may further extend the 
analytical limit rule for cases with more than one variable containing zero values. For 
ease of reference, Table 5-4 provides a guide on all the possible cases.  
Table 5-4. Guidelines on LMDI application for all possible changes involving zero and 
positive values in the dataset 
Case Action 
1. For a certain sub-category, all variables are 
positive. Direct application of LMDI formulae. 
2. For a certain sub-category, m variables 
contain zero-changes like 00 ↔  or +↔0 , 
other variables are positive. 
Each of the m variables contributes 1/m of the 
sub-category change (e.g. ( ) mCC ijTij 0− );  
nil contribution from other variables. 
 
5.4.2 Comparisons between cases with zeros 
A comparison between the eight specific cases shown in Ang et al. (1998) and the 
general cases in Table 5-4 is presented in Table 5-5. The identity is given in Eq (5.1) 
and the formulae to calculate the contribution from factor 1x  is given in Eq. (5.5). The 
sequence number in the first column is based on that in Ang et al. (1998). According to 
the specific features of each case, we regroup the eight cases into three clusters: (a) 
Cases 1, 2 and 6 are those with only variable 1x  containing zero value changes; (b) 
Cases 3, 4 and 5 show all combinations with other variable ( ikkx ),1( ≠ ) containing zero-
changes and the sub-catergory’s aggregate is zero for both years; and (c) Cases 7 and 8 
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are situations where both 1x  and other variable ( ikkx ),1( ≠ ) have zero-changes and the sub-
category’s aggregate is zero for both years. The last column gives the analytical limit 
based on the general rule in Table 5-4. While the analytical limits given in Ang et al. 
(1998) take different forms within each cluster, especially for cluster (a), the analytical 
limits developed from the general rule in Table 5-4 have uniform appearance.  
Table 5-5. Comparison of the eight cases given in Ang et al. (1998) and the corresponding 
cases derived from Table 5-4 
Cases 0,1 ix  
T



















Cases in Table 5-4 and the 
limiting value of ixV ,1∆  
1 0 + 0 + Tiix VV =∆ ,1  
2  + 0 + 0 Tiix VV −=∆ ,1  a 
6 0 0 0 0 0 
Only ix ,1  contains zero values, 





iix VVV −=∆  
3 + + 0 + 0 
4 + + + 0 0 b 
5 + + 0 0 0 
Only ikkx ),1( ≠  contains zero 
values, other variables like ix ,1  
contribute nothing. 
0,1 =∆ ijxV  
7 + 0 0 0 0 
c 
8 0 + 0 0 0 
Both ix ,1  and ikkx ),1( ≠  contains 
zero values, ix ,1  contributes 




iix VVV −=∆  
 
The eight cases in Ang et al. (1998) include cases with only a variable having a 
zero value change (cases 1-6 in Table 5-5) and two special cases with two variables 
having zero-changes (cases 7 and 8 in Table 5-5). In addition to these two special cases, 
zero-changes for two variables can occur in two other situations which we shall refer 
to as cases 9 and 10: case 9 where ix ,1  +→0 , ikkx ),1( ≠  +→0  while all other variables 
are positive values, and case 10 where ix ,1  0→+ , ikkx ),1( ≠  0→+  while all other 
variables are positive values. The analytical limit is 02/)( 0,1 ≠−=∆ iTiix VVV . Again, we 
can see that these results are different from the expressions shown in the second last 
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column of Table 5-5 but they are consistent with those in the last column for cluster (c) 
in the table. Hence, the general rules presented in Table 5-4 are superior for its 
completeness, conciseness and uniformity. For cases with three variables having zero 
value changes, the limiting values may be derived in the same manner based on the 
guidelines in Table 5-4.  
5.4.3 Application of analytical limit strategy 
To apply the AL strategy, the analyst is required to know those cases with zero-
changes and specify the appropriate analytical limits. To illustrate, we again use the 
case study in Section 5.3.1. The first step is to analyse the identity function given by 
Eq. (5.8) and identify those variables with zero values. In this case, they are ijM  and 
ijU . According to Table 5-4, when both variables contain zero-changes, irrespective of 
Type I or Type II, the two corresponding factors share the sub-category change equally 
while the contribution of all the other factors is nil. When only one variable contains 
zero values, the corresponding factor takes over the whole sub-category change while 
the contribution of all the other factors is nil. We use the usual LMDI formulae when 
none of the variables contains zeros. The specification process for each sub-category is 
summarized below, where 00 =⋅ ijTij CC  indicates either ijM  or ijU  or both contain zero 
values, and 00 ≠⋅ ijTij CC  indicates neither ijM  nor ijU  contains zeros.  
Activity effect ∑∆=∆
ij
ijactact CC , : 
0, =∆ ijactC ,    if 00 =⋅ ijTij CC ;  
usual formula,   if 00 ≠⋅ ijTij CC . 
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Activity structure effect ∑∆=∆
ij
ijstrstr CC , : 
0, =∆ ijstrC ,    if 00 =⋅ ijTij CC ;  
usual formula,   if 00 ≠⋅ ijTij CC . 
Sub-sector energy intensity effect ∑∆=∆
ij
ijintint CC , : 
0, =∆ ijintC ,    if 00 =⋅ ijTij CC ;  
usual formula,   if 00 ≠⋅ ijTij CC . 
Fuel mix effect ∑∆=∆
ij
ijmixmix CC , : 
2/)( 0, ij
T




ijijmix CCC −=∆    if 00 =⋅ ijTij MM  and 00 ≠⋅ ijTij UU ;  
0, =∆ ijmixC    if 00 ≠⋅ ijTij MM  and 00 =⋅ ijTij UU ; 
usual formula  if 00 ≠⋅ ijTij MM  and 00 ≠⋅ ijTij UU . 
CO2 emission factor effect ∑∆=∆
ij
ijemfemf CC , : 
2/)( 0, ij
T




ijijmix CCC −=∆    if 00 ≠⋅ ijTij MM  and 00 =⋅ ijTij UU ;  
0, =∆ ijmixC    if 00 =⋅ ijTij MM  and 00 ≠⋅ ijTij UU ; 
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usual formula  if 00 ≠⋅ ijTij MM  and 00 ≠⋅ ijTij UU . 
The above specification process appears complicated but the one-stop procedure is 
easy to implement once the guidelines in Table 5-4 are fully understood. In particular, 
for SDA with a large number of zeros, one may directly specify the results for sub-
categories with variables containing zero-changes and skip the calculations using the 
usual LMDI formulae. This, as pointed out in Wood and Lenzen (2006), can help to 
reduce computation times significantly for large-scale SDA problems.  
5.5 Negative Values 
The negative value problem in LMDI was first raised by Chung and Rhee (2001) 
when they decompose changes in energy-related CO2 emissions for the intermediate 
demand sectors in the Korean economy. Negative values are found in the final 
demands variable, which is one of the variables in the governing decomposition 
identity. In two recent studies related to decomposition techniques, namely Ang et al. 
(2004) and Lenzen (2006), it is specifically pointed out that the LMDI approach is not 
negative-value robust. Ang (2004) also mentions the need to opt for an alternative 
approach when the dataset contains negative values. In a recent paper, Rhee and Chung 
(2006) reiterate this shortcoming of the LMDI approach.  
The first attempt to overcome the negative-value problem for LMDI is reported in 
Wu et al. (2006). In a decomposition study on the dynamics of energy-related CO2 
emissions in China, negative values occur for some variables such as exports and stock 
changes. Using the LMDI I approach, Wu et al. successfully resolve the negative-value 
problem in two different situations. Combining the ideas in Wu et al. and the analytical 
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limits presented in Table 5-4, we simplify the procedure and present a 
strategy/framework to handle negative values for LMDI approach. 
5.5.1 Procedure for handling negative values 
For a dataset that contains negative values, we can group negative-changes into 
three types: Type I from one negative value to another negative value, Type II from/to 
a negative value to/from zero, and Type III from/to a negative value to/from a positive 
value.  
Type I changes: Factors change from negative to negative 
As proposed by Wu et al. (2006), if a factor changes from a negative value to 
another negative value, the negative values can be replaced by their contrarieties so 
that the negative-change is transformed to positive-change and the usual LMDI 
formulae could be used to carry on the calculation. In fact, the procedure can be 
improved by skipping the step of substituting negative values with their contrarieties. 
The usual LMDI formulae can be directly used for Type I negative-changes.  




ii qpVV , the changes of the aggregate 
between year 0 and year T can be decomposed into two contributing factors:  
QPqpqpVVV iiiT
i
iTT +=−=−=∆ ∑ )( 000     (5.23) 































0 ln),(  (5.24) 






babaL −=  
Suppose for a certain sector r, factor q changes from a negative value to another 
negative value while p is positive for both year 0 and year T, then by substituting rq  
with rq− , we eliminate the negative values in the decomposition and perform the 
calculation using usual LMDI formulae.  



































































From Eqs. (5.26) and (5.27), we can see that after this substitution, the formula 
remains unchanged with the situation when all factors are positive. This means there is 
no impact for the computation process if a factor changes from negative to negative. 
We can do the calculation as usual and the results contain the same property as the 
normal case does.  
Type II changes: Factors change from/to negative to/from zero 
If we use a small negative value to replace the zero in the type II negative-change, 
then the problem is transformed to Type I negative-change and the usual LMDI 
formulae could be directly applied to perform the calculation.  
This type of negative-change can also be treated as a zero-value problem. 
Therefore the usual strategy used to tackle the zero-value problem in a dataset with 
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positive numbers can also be applied to solve the Type II negative-change. As 
discussed in Section 5.3 and 5.4, both SV and AL strategies could be used to tackle the 
zero-value problems. The procedure of SV strategy can be properly applied here 
except that the small value used to replace zero is negative. It could also be shown that 
as the small negative value used to replace zero approaches zero, LMDI gives 
converging results. For the AL strategy, the rules generalized in Table 5-4 could be 
directly applied to Type II negative-change without modifications.  
Type III changes: Factors change from/to negative to/from positive 
A three-step procedure is proposed by Wu et al. (2006) to solve the Type III 
negative-change problem. Supposing the changes are in a unitary interval, they first 
separate the Type III negative-change into two parts using zero as the dividing point: 
one is a change from/to negative to/from zero and the other is a change from/to zero 
to/from positive. Then, for each of the two parts, SV strategy is applied to handle the 
zero-value problem. Lastly, adding the results of the two parts up gives the final result.  
From the above description, we can see the three-step procedure proposed by Wu 
et al. (2006) to handle Type III negative-change is complicated. Practitioners have to 
do the calculation twice with difference small values to replace zeros for each part, i.e. 
positive δ  is used for the zero ↔  positive change and the negative δ  is used for 
negative ↔  zero change. In addition, the results from SV strategy for this kind of 
zero-changes, either negative ↔  zero or zero ↔  positive, are not accurate for Type II 
zero-changes due to the slow convergence speed of logarithmic function. The two 
shortcomings of SV strategy, i.e. complicated calculation procedure and inaccurate 
decomposition results for Type II zero-changes, can be effectively overcome by AL 
strategy which is superior from theoretical basis. AL strategy can give accurate 
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decomposition results as well as simplify the three-step procedure proposed by Wu et 
al. (2006) into one-step procedure.  
Still using the decomposition identity of Eq. (5.23), assuming for a certain sector r, 
factor q changes from negative to positive while p is positive for both year 0 and year 
T, we add an intermediate point ( 0>midrp , 0=midrq ) and separate the interval into two 
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⎛= +− →→   (5.29) 
Equations (5.28) and (5.29) indicate that for a sub-sector with Type III negative-
changes, the factor with negative value accounts for the entire sub-sector change, while 
the other factors contribute nil. Going one step further, according to the general rules 
of handling zero-changes shown in Table 5-4, if several factors contain zero values, 
they equally share the sub-category change and the contributions from other factors 
with positive-changes are zero. Since each Type III negative-change can be separated 
into two zero-changes, we can generalize the rule for cases with more than one factor 
containing Type III negative-changes and conclude that they equally share the sub-
sectoral change and the contributions from other factors with positive-changes are zero.  
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It should be noted that since the result from AL strategy only depends on the 
starting point and ending point, the assumption that the factor changes in a unitary 
interval can be neglect. Of course, if the data for interval point is available, we prefer 
the chaining decomposition to periodical decomposition in order to capture more 
detailed intermediate information.  
To sum up, for negative-changes, if there is no sign change, i.e. factors change 
from negative to negative, the calculation of LMDI method can be performed as usual. 
If there is sign change, i.e. Type III negative-changes, then the factors with sign-
changes equally share the whole sub-category change. Type II negative-change falls in 
the middle. If we treat the zero as a negative number, then it belongs to Type I 
negative-change. Else if we treat the zero as a positive number, then it belongs to Type 
III negative-change. Since the results of Type III negative-change can be effectively 
combined with those rules of handling zero values shown in Table 5-4, we group Type 
II and Type III negative-change together. Summarizing the analytical limit rule for 
various cases with negative, zero and positive values in the dataset, Table 5-6 provides 
a guide on all the possible cases for ease of reference.  
Table 5-6. Guidelines on LMDI application for all possible changes involving negative, zero 
and positive values in the dataset 
Case LMDI I Result 
For a certain sub-category, all variables are 
without sign change, i.e. either +↔+  or 
−↔− . Direct application of LMDI formulae. 
For a certain sub-category, m variables are with 
sigh changes, i.e. +↔−  or +↔0  or 
−↔0 , other variables are without sign change. 
Each of the m variables contributes 1/m of the 
sub-category change; Nil contribution from 
other variables. 
 
Chapter 5. Handling Zero and Negative Values in the LMDI Approach 
 113
5.5.2 Case study 
In this part, we perform a case study using Chung and Rhee’s data to illustrate the 
guidelines presented in Table 5-6. When Chung and Rhee (2001) proposed the mean-
rate of changes index (MRCI) decomposition approach, they asserted the main 
advantage of MRCI over LMDI is that the former can handle negative values in the 
dataset while the latter cannot. So our case study is also a comparison of LMDI and 
MRCI with regard to their ability of handling negative values.  
In Chung and Rhee’s paper, the total CO2 emission change between 1990 and 






      
(5.30) 
where f is a row vector of elements fi which is the amount of CO2 emitted for unit 
production in industry i; D is the Leontief inverse matrix of elements dij which shows 
the amount of ith good produced directly and indirectly to meet one unit of final 
demand in the industry j; u is a column vector which shows the composition of final 
demand. Its element uj denotes the share of the final demand in the jth sector; y is the 
GDP or the sum total of all the sectoral final demands. In Chung and Rhee’s study, 
negative values appeared in uj, including Type I and III negative-changes. Applying 
the rules in Table 5-6, we redo the calculation and compare the results from MRCI and 
LMDI. 
Table 5-7 clearly shows that the results from LMDI are quite close to those from 
MRCI. This indicates that the rules presented in Table 5-6 can be effectively used with 
satisfactory decomposition results and the ability of handling negative values for 
LMDI is comparative to that of MRCI. 
Chapter 5. Handling Zero and Negative Values in the LMDI Approach 
 114
Table 5-7. Decomposition of changes in CO2 emissions(unit: MTCO2) 
Method totalC∆  fC∆  dC∆  uC∆  yC∆  
LMDI 29.785 -18.635 -2.527 2.315 48.633 
MRCI26 29.785 -19.536 -2.511 2.435 49.398 
 
5.6 Conclusion  
We address the special value problems in LMDI and refine the current strategies 
of handling these values. For the zero value problems, we compare the SV and AL 
strategies. The AL strategy gives exact decomposition results and is superior on 
theoretical grounds. We present various cases with zero values and provide a general 
guide to determine the analytical limits. Non-specialists may prefer the SV strategy 
since it is easy to understand and implement. We evaluate two different types of zero-
changes and the robustness of the SV strategy for each type. As a guide, a value of 
δ =10-20 would generally give satisfactory decomposition results for IDA studies, 
especially in chaining decomposition analysis. For the negative value problems, we 
describe a procedure using the AL strategy. It is shown that the results can be 
combined efficiently with the results for zero-changes using AL strategy and give 
meaningful decomposition results. To facilitate its application, we provide a complete 
user guide for this decomposition approach. With the negative-value and zero-value 
problems resolved and efficient strategy given, the LMDI approach can be generally 
applied to any decomposition situation.  
                                                 
26  The results are a little different from those presented in Chung and Rhee (2001) because our 
calculation is based on the data provided in the appendix of Chung and Rhee (2001) which might have 
round-off errors compared to the exact data used in the original source.  
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CHAPTER 6 :    COMPOSITE ENERGY EFFICIENCY 





Reviewing the development of energy efficiency indicators, we see three stages. In 
the first stage, researchers looked at the macro picture of a country’s energy efficiency 
and took the energy-GDP ratio as the indicator of energy intensity, whose reverse was 
deemed as an energy efficiency indicator. With the improvement of energy data quality, 
researchers looked into details of sectors and proposed IDA to decompose the energy 
consumption or energy intensity change to give indexes for activity, structure and 
energy intensity. This kind of analysis is helpful in sectoral analysis which has a 
uniform activity indicator so sub-factors can be aggregated easily. In the third stage, 
researchers reverted to the economy level analysis through aggregating sectoral results 
or end-use details in a certain way. 
In Chapter 2, we present a study of cross-country aggregate energy intensity 
indicator. In Chapter 3 and 4, we review the IDA studies performed at the sector level. 
While energy intensity indictors may be developed for various sectors, sub-sectors and 
end-uses, summary measures for a country, which are the main task of the third stage 
energy efficiency indicator study, are the ultimate results where national energy 
strategy is concerned. To proceed from sectoral analysis to economy-wide analysis, an 
aggregation technique needs to be employed. In this chapter, we investigate the 
property of aggregation methods. As the aggregation technique is closely related to the 
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decomposition method applied at the sectoral level analysis, our study is also an 
investigation of the capability of each decomposition method in performing 
aggregation analysis. An empirical study using US data is presented. Based on the 
results, we give recommendations on the procedure of developing economy-wide 
composite energy efficiency index.  
6.2 Composite Energy Efficiency Index 
If an economy-wide energy efficiency index is developed from the end-use or sub-
sector energy efficiency index, we call it a composite energy efficiency index. An 
advantage of this index is that it provides some flexibility in the choice of activity 
indicators. With appropriate choices, the composite energy efficiency index would 
better reflect changes in the efficiency at the end-use level.  
There are variations in the methodological framework to develop a composite 
economy-wide energy efficiency index. According to Ang (2006), a broad 
classification is: (a) two-step analysis and (b) one-step analysis. The two-step analysis 
has been adopted by the EECA (2004), OEE (2006), and OEERE (2006), while the 
one-step analysis framework has been adopted by the DOE (1995), Farla and Blok 
(2000), Wade (2002) and Nanduri et al. (2002).  
In two-step analysis, a country’s energy consumption is divided into a number of 
well-defined sectors, for example transportation, industry, residential and commercial. 
In the first step, the decomposition analysis is used to disaggregate a change in total 
energy consumption in a sector into energy intensity effect and the other effects. The 
activity indicator within a sector is measured in a common unit, which needs not be the 
same among sectors. In the second step, the energy intensity effects derived at the 
sectoral level are aggregated to give the economy-wide composite efficiency index.  
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The one-step analysis focuses on the percentage change in the energy intensity of 
each end-use, which is often measured in terms of physical-based indicators which 
may vary from one end-use to another. The energy intensity percentage changes are 
then weighted in an appropriate manner to give the economy-wide composite index 
using a certain aggregation method. In this framework, there is considerable flexibility 
to use the most appropriate physical indicator to measure the activity level and hence 
the energy intensity for a particular end-use. Since the measurement of activity level 
varies from one end-use to another, a common basis for measuring structural change 
does not exist in this framework or is often not considered. Therefore this framework 
can only give a single index for energy intensity instead of provide a whole picture of 
all contributing factors behind the change of national energy consumption. The gains 
in allowing the most appropriate physical indicator for each end-use are at the expense 
of not being able to measure the impacts of structure change and of other changes.  
6.3 Review of Aggregation Methods 
In economy-wide energy efficiency analysis, aggregation analysis is a necessary 
step in both one-step and two-step analysis. Several national energy agencies have 
developed their own way to generate their national energy efficiency indexes. These 
aggregation procedures are described below: 
(a) Summation of sub-sectoral results 
This technique applies to additive decomposition studies. For example Canada 
(OEE, 2006) used additive decomposition method to evaluate the change of sectoral 
secondary energy consumption for five sectors, namely residential, commercial, 
industry, transportation and agriculture. The sectoral results, after adjustments for 
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weather effect, were then added up directly to give economy-wide contributions from 
activity, structure and intensity effects expressed in energy units.  
(b) Weighting sub-sectoral results according to energy consumption share 
This technique applies to cases where sub-sectoral results are given in indexes, no 
matter the sub-sectoral decomposition is performed additively or multiplicatively.  
In some additive studies, the impacts of contributing factors driving sectoral 
energy consumption change are given as a percentage of that sector’s base year energy 
consumption ( 0,, / iacti EE∆ , 0,, / istri EE∆ , and 0,int, / ii EE∆ ). To obtain a higher level 
index for these factors, a weight of sectoral energy consumption share is assigned to 
each sub-sector. For example, in the residential sector of Canada (OEE, 2006), the 
decomposition were performed additively but the contributions of factors were given 
in percentage instead of an energy unit. As activity can be measured by either floor 
area or number of households, they were treated as two sub-sectors: floor space 
services which include space heating, space cooling and lighting, and household 
services which include appliances and water heating. Since floor area and the number 
of households cannot be added up, to get results for the whole sector, the 
decomposition results for the two sub-sectors were weighted according to their share 
of total residential energy use and then added together.  
In multiplicative studies, the impacts of contributing factors driving sectoral 
energy consumption change are given in indexes. To obtain national indexes for these 
factors, the sectoral indexes are additively aggregated according to sectoral energy 
consumption share. For example in the Australian study (Tedesco and Thorpe, 2003), 
the economy’s production and consumption activities were divided into eight sectors, 
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namely agriculture, forestry and fishing, mining, manufacturing, conversion, 
construction, services, transport and storage, and the residential sector. Decomposition 
analysis on each of them gave a set of results for the aggregate energy intensity effect, 
the structure effect, the real intensity effect, the fuel mix effect and the technical effect. 
The sectoral results for each effect were weighted by the sector’s rolling share of 
energy use, i.e. the product sum of sectoral index movement for each effect was 
considered the total index for that effect.  
(c) Aggregation of end-use energy intensity change 
Developed by DOE (1995), a composite indicator exclusively for energy intensity 
change has been employed in US energy efficiency studies. Unlike the other two 
aggregation schemes mentioned above, national activity and structure indexes are not 
defined here. Nanduri et al. (2002) recommended this scheme to aggregate sub-sectoral 
energy intensity change by that sector’s energy consumption share to form an 
economy-wide measure of energy intensity. Similarly, Wade (2002) proposed the 
aggregate composite efficiency index (ACEI) as the US national energy intensity index 
















































,, 5.0  is the weight in year t for the j
th sub-sector in 
the ith sector, defined as the average of the current year and prior year shares of total 
primary energy consumption, ACEIt is the aggregate composite intensity index in year 
t (ACEI0=1), N is the number of sectors (residential, commercial, industrial, 
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transportation, and electricity generation), n(i) is the number of sub-sectors for the 
particular sector, Ei,j,t represents total energy consumption for sector i, sub-sector j in 
year t with no adjustments for penetration, and Ii,j,t represents the intensity index for 
sector i, sub-sector j in year t.  
Equation (6.1) defines the construction of a one-step aggregate measure for the 
economy across all sectors. Individual sector indexes can also be constructed by 
eliminating the summation across sectors (the i subscript is changed to a superscript to 



























































ACEIACEI   (6.2) 
From the above analysis, we can see that the aggregation schemes vary amongst 
national energy agencies. From the intuitive summation to more complicated 
weighting functions, the aggregate process seems rather arbitrary. Questions may arise 
regarding whether there are some criteria for choosing a specific aggregation function, 
how the existing methods satisfy these criteria, and which is the proper method for a 
national energy efficiency study. In the following sections, we shall investigate these 
issues thoroughly.  
6.4 Consistency in Aggregation 
It is desirable that the composite indexes given by one-step analysis and that by 
two-step analysis are consistent. Otherwise the economy-wide index would be 
framework-based, which will reduce its explanation power. This property is called 
consistency in aggregation. It has been studied by Vartia (1976), Diewert (1976 and 
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1978), Barnett (1983), and Balk (1996). These studies focus on the theoretical basis 
like definition of consistency in aggregation and related mathematical properties. Ang 
and Liu (2001) and de Waziers (2004) also study this subject with the focus on how 
the decomposition methods satisfy those requirements specified in the earlier studies. 
The study by de Waziers (2004) gives a comprehensive analysis of consistency in 
aggregation for prevailing IDA methods and provides a new set of attributes for 
researchers to compare methods. Based on the findings of de Waziers (2004) and with 
the focus on economy-wide energy efficiency studies, we identify the best 
decomposition and aggregation method according to how it satisfies the criterion of 
consistency in aggregation and propose a framework/procedure for developing national 
energy efficiency index.  
6.4.1 Type of consistency in aggregation 
According to Vartia (1976), an index is said to be consistent in aggregation when 
the index for an aggregate has the same value no matter it is calculated directly in a 
single operation without distinguishing the sub-index for each sub-aggregate or in two 
or more steps by first calculating separate indexes for its sub-aggregates and then 
aggregating them. In addition, the formulae for both frameworks and each step within 
a framework should be the same. As Vartia’s definition is too restrictive, de Waziers 
(2004) identify three types of approximations to this definition: 
Type A: Exact consistency in aggregation 
Type A consistency in aggregation is the highest degree consistency and can be 
separated into two sub-degrees, Type A1 and Type A2. Type A1 means the aggregation 
function and the decomposition function have the same formula, and the final result is 
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consistent, and Type A2 means the aggregation function and the decomposition 
function are different, but the final result is consistent  
Type B: Partial consistency in aggregation 
If the results of a decomposition method are consistent with type A2 for each 
factor except the residual terms, this method is consistent in Type B.  
Type C: Approximate numerical consistency in aggregation 
This definition is flexible. In de Waziers (2004), a method is deemed as 
numerically consistent in aggregation if the results in the single-step and the multi-step 
procedure differ by less than 1%. 
As aggregation methods are used to summarize the sectoral results given by 
decomposition methods applied for sectoral analysis, they are closely related to the 
characteristic of decomposition methods. Therefore the property of consistency in 
aggregation for aggregation methods is a also property of decomposition method. 
Appendix H provides the proof regarding the type of consistency in aggregation for 
each decomposition method. Generally speaking, all additive decomposition methods 
except LMDI II listed in Appendix C are consistent in type of B, and only LMDI I and 
Stuvel index are consistent in type of A for multiplicative analysis.  
6.4.2 Advantages of consistency in aggregation 
Consistency in aggregation has several advantages. In economy-wide studies, the 
energy or economic structure is often divided into several standard sectors 
(transportation, residential, industry, and commercial). Each sector is then divided into 
sub-sectors (e.g., such industrial sub-sectors as refining industry, food industry, and 
paper industry). This three-level disaggregation of the economy is the most commonly 
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used, and consistency in aggregation allows the attainment of the same results whether 
we calculate the index in a single-step or a multi-step procedure.  
Consistency in aggregation also has the advantage of allowing the analyst to 
obtain the same results at the highest level of aggregation for all possible ways of 
disaggregation. For example, in a economy-wide analysis, the data for each sector are 
often collected by province or region, and then aggregate to those for the whole 
country. The analyst may focus on different regions and/or different types of industries. 
Therefore multi-step analysis can be performed at province level and then at economy-
wide level, or at main sector level and then economy-wide level. The corresponding 
branching of disaggregation of the economy is then different although the total is the 
same, as illustrated in Figure 6-1 illustrates. The multi-step procedure facilitates a 
better understanding of the trends within subgroups and groups, and allows 
comparisons of trends in the different subgroups. 
Total





















Sector 1 Sector 2 Sector 1 Sector 2
 
Figure 6-1. Different ways of the disaggregation of the economy 
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Another advantage of consistency in aggregation is the ability to aggregate with 
the same basic function, whatever the aggregation level is. Disaggregation may not be 
equally distributed among the sectors, and it can be confusing for the user to have to 
use different aggregation functions at different levels for different sectors. Hence, the 
consistency in aggregation makes the application simple and easy.  
6.4.3 Partial fulfillment of consistency in aggregation 
To have a consistent economy-wide energy efficiency index, researchers have to 
choose those methods that give consistent results in both one-step and two-step 
analysis. However, in some cases, it is difficult to make the results consistent for all 
the factors even if the decomposition method chosen are consistent in aggregation. We 
group them into three types according to the underlying reasons. 
(α) Effects cannot be defined 
In Figure 6-2, if the activity indicator for Group 1 and Group 2 are different, then 
activity indicator for the whole industry and the structure effect at the group level 
cannot be defined.27  
Industry
Group 1 Group 2
Sector 11 Sector 12 Sector 13 Sector 22Sector 21
 
Figure 6-2. The disaggregation of an industry 
                                                 
27 Researchers may still aggregate the activity effect and structure effect from group level to industry 
level using the frameworks mentioned in Section 6.3, but the results are not meaningful. 
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(β) Definition of effect involves multi-level components 
There is another case that full fulfillment of consistency does not hold. This is 
because some factors have different connotations at different levels of aggregation, 
such as the structure effect and activity effect. For example, the governing function 
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Equations (6.3) and (6.4) respectively show the formulation for one-step analysis 
and two-step analysis. It can be clearly seen that since the expression of activity effect 
and structure effect are different between them, the contribution of the factor derived 
from two-step analysis may not be the same as that from the one-step analysis. Other 
types of multi-level indexes include fuel share, energy consumption share, and 
production share. Since the expression of these factors contains components from 
different levels of dissaggreation, we call them “multi-level indexes”.  
(γ) Calculation of effects involves multi-level indexes 
These multi-level indexes affect the decomposition results not only for themselves, 
but also for other factors that contain them in the formulae. In Eqs. (6.3) and (6.4), the 
expressions of intensity are the same, but results may be different if the formulae of a 
decomposition methods contains activity and/or structure in the calculation of intensity 
effect. For example, in the S/S method, the calculation of intensity effect is as 
following: 
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Since Eqs. (6.5) and (6.6) adopt different activity and structure expression, the 
intensity effect calculated through one-step analysis and two-step analysis are different. 
For Laspeyres and Paasche, however, the situation is different. Even though the 
calculation of intensity effect also involves the multi-level indexes like activity and 
structure effect, but the final results are still consistent. This is because the multi-level 
component cancels out when they are both from year 0, as shown in Eq (6.7): 













0  (6.7) 
Fortunately, this type (γ) partial fulfillment of consistency in aggregation does not 
affect the energy efficiency index resulted from Divisia index methods because all the 
components in the formulae are from the same level (refer to Appendix C), which is 
the only part consistent in multi-level energy decomposition studies. Therefore in 
economy-wide studies, if the researchers are interested in the energy efficiency index, 
it is possible to develop a single national index for energy efficiency without 
considering the other effects such as structure and activity effects. In this case, the 
results are exactly the same in both one-step and two-step analysis with proper 
selection of decomposition methods. More importantly, the results only depend on the 
end-use sector disaggregation. No matter which scheme of grouping is used, like the 
case shown in Figure 6-1, the results are unique at the top of the hierarchy. 
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6.5 Empirical Study 
We have previously studied consistency in aggregation theoretically and shown 
the advantages of consistency in aggregation. We also show that in some cases, it is 
difficult to make every factor consistent in aggregation in a governing function that 
includes multi-level indexes. To avoid this problem of partial fulfillment of 
consistency in the study of energy efficiency index, it is recommended to develop a 
single index for energy efficiency exclusively without considering activity and 
structure effect. From Appendix H, we know that in additive decomposition analysis, 
all methods except LMDI II are consistent, and in multiplicative analysis, only LMDI I 
and Stuvel index are consistent. As Stuvel index cannot handle multi-factor 
decomposition, LMDI I is the best choice in the aggregation study to develop a 
economy-wide energy efficiency index. We testify our conclusions and illustrate this 
property of consistency in aggregation for LMDI I through an empirical study using 
the data of US economy (OEERE, 2006). This case study has two objectives. First, we 
wish to expand the theoretical results presented in Appendix H to application. Second, 
we wish to show the advantages of using a consistent method.  
The whole of the US economy is disaggregated into four main sectors, residential, 
commercial, industry and transport. Residential is further disaggregated into four areas 
and five house types, industry into manufacturing and non-manufacturing, and 
transport into passenger and freight transportation. The structure and activity indicator 
for each sub-sector of US economy are presented in Figure 6-3. More detailed 
information about each sub-sector and raw data on energy consumption and activity 
level for 1985 and 2000 are provided in Appendix H. 
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Figure 6-3. Structure of US economy and activity indicator 
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Using the data for residential, which is disaggregated into four areas and five types 
of households, we study the consistency in aggregation for different decomposition 
methods. In our case, the energy consumption from residential sector is decomposed 
into activity, structure, and intensity effect. As Paasche and M-E is quite similar to TL, 
and Fisher Ideal and Stuvel index methods can only handle two factors, we eliminate 
them from our empirical study. In two-step analysis, the indexes for the three factors 
are first developed from household level to area level, then aggregated to residential 
level. In one-step, the indexes for the three factors for residential are directly 
developed from household level.  
Table 6-1 and Table 6-2 show the results obtained using additive decomposition. 
Table 6-1 lists the sectoral results (the first-step results in two-step analysis), and Table 
6-2 compares the results for one-step and two-step analysis. We can see that LMDI I 
and LMDI II give complete decomposition of residential energy consumption change, 
while Laspeyres and AMDI has residual terms. The comparison of one-step and two-
step analysis in Table 6-2 shows that, for those additive methods that possess the 
property of consistency in aggregation, Laspeyres, LMDI I and AMDI give consistent 
results for intensity effect, while the results for activity and structure effects are not 
consistent. This case is called Type (β) partial fulfillment of consistency. For S/S 
method, all the three effects are inconsistent because of the effect of Type (β) and (γ) 
partial fulfillment of consistency. For LMDI II, none of the three effects is consistent 
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Table 6-1. Results of sub-residential study (additive, units: TBtu) 
Sub-sector Effect Laspeyres S/S AMDI LMDI I LMDI II 
Northeast Activity 254.15 253.96 254.08 253.43 253.96 
 Structure 0.72 0.90 3.13 1.37 0.94 
 Intensity -5.58 -5.65 -5.41 -5.60 -5.71 
 Residual -0.09 0.00 -2.60 0.00 0.00 
 Total 249.20 249.20 249.20 249.20 249.20 
Mideast Activity 485.81 508.62 510.60 507.14 508.84 
 Structure 80.80 89.37 96.13 90.99 88.64 
 Intensity 295.14 316.56 317.86 316.42 317.07 
 Residual 52.79 0.00 -10.03 0.00 0.00 
 Total 914.55 914.55 914.55 914.55 914.55 
South Activity 1404.72 1526.87 1547.99 1524.84 1527.14 
 Structure -1.20 -20.39 -8.07 -17.41 -20.87 
 Intensity 895.33 1001.62 1015.79 1000.67 1001.83 
 Residual 209.26 0.00 -47.62 0.00 0.00 
 Total 2508.10 2508.10 2508.10 2508.10 2508.10 
West Activity 814.86 806.01 810.16 797.33 805.66 
 Structure -12.77 -13.78 19.18 -8.31 -15.61 
 Intensity -43.03 -48.93 -47.08 -45.72 -46.76 
 Residual -15.76 0.00 -38.97 0.00 0.00 
 Total 743.29 743.29 743.29 743.29 743.29 
 
Table 6-2. Results of residential study (additive, unit: TBtu) 
Residential (one-step) Laspeyres S/S AMDI LMDI I LMDI II 
Activity 3044.74 3161.84 3182.26 3148.77 3164.20 
Structure -10.28 -8.88 50.94 0.60 -16.63 
Intensity 1141.86 1262.18 1281.16 1265.77 1267.57 
Residual 238.81 0.00 -99.22 0.00 0.00 
Total 4415.14 4415.14 4415.14 4415.14 4415.14 
Table 6-2. (continued) 
Residential (two-step) Laspeyres S/S AMDI LMDI I LMDI II 
Activity 2959.53 3095.45 3122.83 3082.74 3095.61 
Structure 67.54 56.10 110.38 66.63 53.10 
Intensity 1141.86 1263.59 1281.16 1265.77 1266.43 
Residual 246.20 0.00 -99.22 0.00 0.00 
Total 4415.14 4415.14 4415.14 4415.14 4415.14 
 
Table 6-3 and Table 6-4 show the results from multiplicative decomposition. 
Table 6-3 lists the sectoral results (the first-step results in two-step analysis), and Table 
6-4 compares the results for one-step and two-step analysis. As already shown in 
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Appendix H, no aggregation function is defined to aggregate first step results into 
second-step for Modified Fisher, AMDI and LMDI II, therefore the results for the 
second step in two-step analysis using these methods are not available. From the other 
results shown in Table 6-4, we can see that, Laspeyres and LMDI I give consistent 
results for both one-step and two-step analysis for intensity effect, while the results for 
activity and structure effects are not consistent (due to Type (β) partial fulfillment of 
consistency). For Laspeyres, the results for the residual terms are not consistent, while 
for LMDI I this is not the case. In addition, as shown in Appendix H, the aggregation 
function for LMDI I is exactly the same for both one-step analysis and two-step 
analysis, while aggregation function for Laspeyres is different from its one-step 
analysis. As a result, LMDI I is superior in performing multi-step analysis.  
Table 6-3. Results of sub-residential study (multiplicative) 
Sub-sector Effect Laspeyres S/S AMDI LMDI I LMDI II 
Northeast Activity 1.0804 1.0804 1.0804 1.0802 1.0804 
 Structure 1.0002 1.0003 1.0006 1.0004 1.0003 
 Intensity 0.9982 0.9983 0.9983 0.9983 0.9983 
 Residual 1.0001 1.0000 0.9997 1.0000 1.0000 
 Total 1.0788 1.0788 1.0788 1.0788 1.0788 
Mideast Activity 1.1198 1.1198 1.1198 1.1194 1.1198 
 Structure 1.0199 1.0201 1.0197 1.0204 1.0199 
 Intensity 1.0728 1.0729 1.0727 1.0729 1.0731 
 Residual 1.0002 1.0000 1.0005 1.0000 1.0000 
 Total 1.2256 1.2256 1.2256 1.2256 1.2256 
South Activity 1.2799 1.2799 1.2799 1.2794 1.2799 
 Structure 0.9998 0.9971 0.9971 0.9972 0.9966 
 Intensity 1.1784 1.1752 1.1756 1.1755 1.1757 
 Residual 0.9946 1.0000 0.9997 1.0000 1.0000 
 Total 1.4998 1.4998 1.4998 1.4998 1.4998 
West Activity 1.3239 1.3239 1.3239 1.3201 1.3239 
 Structure 0.9949 0.9952 0.9991 0.9971 0.9946 
 Intensity 0.9829 0.9832 0.9833 0.9842 0.9838 
 Residual 1.0006 1.0000 0.9961 1.0000 1.0000 
 Total 1.2955 1.2955 1.2955 1.2955 1.2955 
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Table 6-4. Results of residential study (multiplicative) 
Residential (one-step) Laspeyres Modified Fisher AMDI LMDI I LMDI II 
Activity 1.2064 1.2064 1.2064 1.2053 1.2064 
Structure 0.9993 0.9995 0.9999 1.0000 0.9990 
Intensity 1.0774 1.0776 1.0776 1.0780 1.0781 
Residual 1.0003 1.0000 0.9995 1.0000 1.0000 
Total 1.2993 1.2993 1.2993 1.2993 1.2993 
Table 6-4. (continued) 
Residential (two-step) Laspeyres Modified Fisher AMDI LMDI I LMDI II 
Activity 1.2007 - - 1.2006 - 
Structure 1.0046 - - 1.0040 - 
Intensity 1.0774 - - 1.0780 - 
Residual 0.9984 - - 1.0000 - 
Total 1.2974 - - 1.2993 - 
 
As LMDI I is the best choice for construction of composite energy efficiency 
index, we develop an economy-wide index for energy intensity using LMDI I method. 
Due to the problem of partial fulfillment of consistency, no consistent economy-wide 
indexes for activity and structure can be calculated. In the two-step procedure we first 
compute the results at the sectoral level from end-use level, which are aggregated to 
give the results at the economy level. In the single-step procedure the national index is 
developed directly from the end-use level. The results for the energy efficiency index 
for sectoral level and national level are shown in Table 6-5. Comparing the two sets of 
results, we observe consistency in aggregation in the economy-wide energy intensity 
index. Of course, there are other possible choices of sector classification, e.g. level 2 in 
Figure 6-3. No matter how the end-use sectors are grouped, the final economy-wide 
energy intensity index is always the same value. 
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Table 6-5. US economy-wide energy intensity index using LMDI I 
 Two-step analysis: 1 
(Sector Index) 












6.6 A Framework for Economy-Wide Energy Efficiency Study 
Before proposing the framework for economy-wide energy efficiency study, we 
first comment on the currently used aggregation frameworks mentioned in Section 6.3 
so that the proposed framework would avoid those drawbacks existing in these 
frameworks.  
Aggregation method (a), i.e. summation of sub-sectoral results, is a common 
technique used in additive analysis. As they overlook the problem of partial 
consistency, the meaning of the derived activity and structure effects are problematic. 
In fact, the structure effect is only intra-sector structure effect developed from the end-
use level within the sectoral level, while information on inter-sector structure effect is 
mixed with the activity effect.  
Aggregation method (b), i.e. weighting sub-sectoral results according to energy 
consumption share, never considers the problem of consistency. From the proof in 
Appendix H, only traditional Laspeyres method in multiplicative analysis uses this 
aggregation function to create consistent results. In the current practice, however, the 
decomposition methods used under this weighting scheme are never traditional 
Laspeyres. The aggregation results are therefore also inconsistent.  
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Aggregation method (c), i.e. aggregation of end-use energy intensity change, 
creates a single index for energy intensity, the resulted index is quite similar to the 
exclusive energy intensity index for US economy generated by LMDI I in our 
empirical study, except for the weighting scheme. However, in the current practice, the 
weighting scheme is energy consumption share for either year T or average of year 0 
and T, which is shown to be inconsistent in aggregation.  
In summary, none of the three aggregation methods is qualified in performing 
economy-wide energy efficiency analysis. They are flawed obviously in certain aspect. 
To be able to conduct a complete IDA study for economy-wide energy efficiency and 
avoid those drawbacks mentioned above, one must find the best compromise between 
meaningfulness and completeness of the decomposition analysis, and the accuracy and 
feasibility of aggregation of the physical energy efficiency indicators. Besides, policy 
makers may be interested in both energy intensity change and impacts of activity and 
structure changes.  
Combining all these tradeoffs and requirements, we propose a two-step analysis 
for economy-wide energy efficiency study. In this framework, multiplicative LMDI I 
method is preferred as it is the only decomposition method that are consistent not only 
in final results but also in both decomposition and aggregation function. The first step 
of this framework is to create a decomposition identity for each main sector (industry, 
transport, and residential) and use the most accurate physical indicator for that sector 
to identify the effect associated with energy intensity effect, structure effect and 
activity effect at this level. Therefore we achieve a balance between the precision and 
feasibility of aggregation of the physical energy efficiency indicators. The second step 
concerns the economy-wide index. Considering the problems of partial fulfillment of 
consistency and resulted problematic meanings of structure effect and activity effect, 
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the best alternative is to develop a single energy intensity index either from sectoral 
level results or from constituent end-use sectors of each sector (the resulted indexes are 
exactly the same). This index can be considered a proxy of energy efficiency index.  
With this framework, the very detailed information of each end-use sector is fully 
captured and represented in the resulted sectoral energy intensity, structure, and 
activity indexes, which provide policy makers complete information for the driving 
factors of sectoral energy demand changes and the effects of policy regulations. In 
addition, the single economy-wide energy efficiency index facilitates the evaluation of 
how the country performs towards energy efficiency improvement and international 
comparisons. 
6.7 Conclusion 
In IDA performed on economy-wide energy efficiency studies, aggregation 
analysis is necessary and essential. One important property in aggregation analysis is 
consistency, i.e. the results from one-step analysis and multi-step analysis should be 
identical. As the aggregation function is developed based on the mathematical 
properties of decomposition method, we investigate how the prevailing decomposition 
methods fulfill this criterion and find that all the additive methods except LMDI II is 
consistent, while for multiplicative methods, LMDI I and Stuvel index fits the theory 
perfectly. As Stuvel index method cannot be used in multi-factor studies, LMDI I 
stands out as the best alternative. 
However, in real cases, some factors in a governing decomposition identity have 
different forms in multi-step analysis. Therefore the results for these factors are not 
consistent any more. For some methods, the existence of these multi-level factors even 
affects those single-level factors like intensity effect. Fortunately, the energy intensity 
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effect is consistent in multi-step analysis given the appropriate choice of 
decomposition and aggregation function. To avoid the problem of partial fulfillment of 
consistency and the vague meaning of other inconsistent factors like structure effect in 
multi level analysis, as well as having a full picture about the impacts of activity effect 
and structure effect, we recommend a two-step framework for economy-wide energy 
efficiency study: For main sectors of an economy, a full decomposition analysis is 
performed, while for economy, a single index for energy efficiency is enough. In both 
parts, the multiplicative LMDI I method is applied to guarantee the consistent results. 
This framework makes full use of detailed information of end-use sectors as well as 
provides clear and meaningful indicators regarding sectoral energy intensity, structure, 
and activity and national energy intensity. In addition, as mentioned in Section 5.1, the 
results of the multiplicative and additive versions are linked by a very simple and 
unique relationship, therefore the multiplicative effects shown in indexes can be easily 
converted to additive effects thereby the choice between additive and multiplicative 
decomposition at the start of a study becomes unnecessary.  
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CHAPTER 7 :    COMPARING DECOMPOSITION 




In previous chapters, we have studied decomposition/aggregation methods in 
detail. From the literature review, we see a variety of methods have been proposed 
(refer to Section 3.2 for terminology and classification and Appendix C for formulae of 
these index decomposition methods) and empirical studies for a wide spectrum of 
countries have been reported. The development of decomposition techniques has 
experienced three stages: introduction, consolidation and refinements. However, 
regarding a standard decomposition method, no consensus has been achieved. Even 
today, different decomposition techniques are being used by different international 
organisations and national agencies. They vary from the traditional Laspeyres index 
decomposition approach which leaves a residual term and is used by IEA (2004) to the 
LMDI I adopted by Canada (OEE, 2006) and the LMDI II by New Zealand (EECA, 
2004) and US (OEERE, 2006). The variations among studies conducted by individual 
researchers and analysts are even greater and their choice of method is often arbitrary. 
Of these adopted methods, not all of them can effectively perform sound 
decomposition analysis, for example Ang and Liu (2007a) show that TL method 
employed by IEA (2004) is not a good choice. We see a need for a major step forward 
with regard to standardizing the technique of IDA. Standardization and the adoption of 
a specific decomposition method that is robust will help to reduce unnecessary 
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variations among studies and make international comparisons more productive and 
meaningful. 
Some earlier studies have tried to compare and assess several decomposition 
methods. At the beginning phase of comparative study, the terminology was vague and 
two decomposition methods were commonly used: methods based on either the idea of 
traditional Laspeyres or Divisia index. Howarth et al. (1991) compared these two 
methods and found that they yield very similar empirical results. They prefer TL 
because they think the results from TL can be more easily interpreted and interaction 
terms are explicitly accounted while these terms are arbitrarily assigned to the main 
factors by the Divisia approach.  
After Ang and Lee (1994) consolidate the various combinations of parameters in 
Parametric Divisia Method (PDM) and propose a nomination system for them, several 
comparison studies are carried out based on this classification system. Ang and Lee 
(1994) compared five PDMs (LAS-PDM1, AVE-PDM1, LASD-PDM2, AVE-PDM2, 
and AWD, which are essentially TL, M-E, Paasche, AMDI and a compromise between 
M-E and AMDI according to the classification of Section 3.2) from applicable data 
pattern, choice of parameters, ease of use and significance of residual. Greening et al. 
(1997) also compare the same set of PDMs. They highlight the theoretical properties 
and compare them from perspectives of both chaining and non-chaining decomposition 
analysis with an emphasis on the size of residual terms.  
With the introduction of new decomposition methods, new alternatives are 
involved in comparative studies. After LMDI II and Sun’s method are introduced by 
Ang and Choi (1997) and Sun (1998) respectively, Eichhammer and Schlomann (1998) 
perform a comparative study from the non-scientific viewpoint and focus on criteria 
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such as ease of understanding and of communication. The methods recommended are 
the one proposed by Sun as well as LMDI II. Ang et al. (1998) introduced the LMDI I 
method and compared it with TL, M-E and AMDI with respect to existence of residual 
and ability to handle zeros. The sequence of preference is: LMDI, M-E, AMDI and TL. 
In their survey, Ang and Zhang (2000) discuss the criteria of IDA method 
selection and propose that they should be based on application area, the relationship of 
aggregate indicator over time, and some necessary theoretical criteria. Later, with the 
introduction of MRCI by Chung and Rhee (2001), S/S by Albrecht et al. (2002), Sun 
(1998) and Ang et al. (2003) together, and modified Fisher method by Ang et al. 
(2004), the comparative study become more and more systematic. Chung and Rhee 
(2001) recommended MRCI method and compared its effectiveness in handling zero 
and negative values with those of LMDI. They concluded that LMDI provides less 
plausible results for datasets with zero values and is incapable of handling negative 
values. Zhang and Ang (2001) compared TL, RL, AMDI and LMDI for cross-country 
analysis and concluded that conventional methods with residual are not suitable in 
cross-country analysis. Liu and Ang (2003) compared eight decomposition methods 
and discussed their properties. Granel (2003) developed a framework using AHP 
analysis and compared 12 decomposition methods and found that the following five 
methods are preferred: LMDI I, LMDI II, Fisher, MRCI and M-E. Ang (2004) 
discussed the properties of TL, RL, Modified Fisher, AMDI, LMDI I and concluded by 
recommending the multiplicative and additive LMDI I methods due to their solid 
theoretical foundation, adaptability, ease of use and result interpretation, and some 
other desirable properties in the context of decomposition analysis. Ang and Liu 
(2007a) compared TL, RL, Modified Fisher, AMDI, LMDI I and II regarding 
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differences of decomposition results. They concluded that TL is not a good choice as 
its results differ markedly from those of the other methods. 
Among the above comparative studies, except that of Granel (2003), all of them 
are based on qualitative analysis which is subjective and only consider a limited set of 
all available decomposition methods. In addition, the set of criteria used may not be 
thorough and well-organized. The analysis of Granel (2003) overcomes these 
drawbacks by proposing AHP analysis to synthesize all the results and opinions in a 
more systematic way.  
Inspired by Granel’s work, we perform a similar but updated comparative study 
for decomposition methods. Using AHP analysis with the aid of Expert Choice, a 
commercial software that can perform AHP, we aim to provide decision-makers a 
useful tool to help them to choose the most appropriate way to perform an IDA. We 
make several improvements based on Granel’s work. First, our AHP model is based on 
an ideal model while Granel’s model is based on a distributive model. The latter model 
assumes the pool of decomposition methods are limited which is not a suitable 
representation of reality, while our model assumes one can add as many as possible 
methods to be selected without affecting the sequence of priority of already existing 
methods in the model. Second, our comparison is more updated. Our analysis is based 
on the refinement for LMDI I in handling zero and negative values reported in Chapter 
5 and the analysis of consistency in aggregation in Chapter 6. Third, we eliminate 
those methods that are already proven less effective and gradually wane out in IDA, 
like Walsh and Drobish which are included in Granel’s study. Fourth, we add three 
new criteria, i.e. the aggregation test, the special value robustness, and extensibility, to 
better reflect whether a method is effective in performing decomposition analysis. The 
rating approach makes our model simple and extensible and therefore a new 
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decomposition method can be easily added to this model without doing tedious 
pairwise comparisons. Our comparisons are based on decomposition analysis 
performed on economy-wide energy efficiency. So the pairwise comparisons and 
weights assigned to each criterion are derived from perspective of using IDA to 
conduct economy-wide energy efficiency studies. 
7.2 Alternatives 
Based on the survey of Chapter 3, we found that Laspeyres, S/S, AMDI, LMDI I 
and II are five popular methods used by national energy agencies. In a broader survey 
conducted in Chapter 4, we know that Paasche, M-E,28 Fisher, Fisher modified, and 
MRCI are another five methods preferred in theoretical and empirical studies by 
researchers. Due to their popularity, these methods are included in our comparative 
study. In addition, we also include Stuvel index method because it gives perfect and 
consistent results in decomposition analysis. A brief introduction of the methods 
included in our study is given below. 
(a) Laspeyres, Paasche, and M-E: These are three famous members of Laspeyres 
index family whose application to energy decomposition analysis can be traced back to 
the late 1970s. Laspeyres was quite widely adopted by researchers and analysts in the 
early 1980s. Howarth et al. (1991) and Park (1992) discussed this approach in detail. 
The Paasche method has not been as widely used and Doblin (1988) is one of the few 
studies that adopted this approach. Reitler et al. (1987) is one of the first studies that 
applied the concept of the M-E. 
(b) S/S: the Shapley decomposition introduced by Albercht et al. (2002) to energy 
decomposition analysis is proved by Ang et al. (2003) to be identical to Sun’s method 
                                                 
28 Laspeyres, Paasche and Marshall-Edgeworth  together are defined as Traditional Laspeyres (TL). 
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(Sun, 1998). This method has been referred to as the refined Laspeyres index method 
as it involves distributing the interaction terms in the conventional Laspeyres index 
method to the main effects. When the decomposition involves only two factors, the S/S 
method is the same as the M-E. 
(c) Modified Fisher ideal index method: This is proposed by Ang et al. (2004) as 
a generalized version of the two-factor model of Fisher ideal index. The additive 
equivalent of this method is the S/S method described in Ang (2004) which is quite 
similar to the method applied in the early reports of Office of Energy Efficiency of 
Canada (OEE, 2002-2005).  
(d) Arithmetic mean Divisia index method (AMDI): This is adopted by the US 
Energy Information Administration (Wade, 2002) and several studies by the US 
Energy Information Administration (EIA). It is also used in ODYSSEE (2006) to 
decompose industrial energy consumption, and in several ABARE studies on 
Australian energy efficiency the latest of which is Tedesco and Thorpe (2003).  
(e) Logarithmic mean Divisia method I (LMDI I): According to Ang (2004, 2005) 
this is the preferred index decomposition method from both the theoretical and 
application viewpoints. The results given by multiplicative decomposition and additive 
decomposition are related by a simple formula and interchangeable. The method has 
been used by a growing number of studies since 2000. OEE of Canada is the first 
official energy agency to apply this method in monitoring national energy efficiency 
trends (OEE, 2006). 
(f) Logarithmic mean Divisia method II (LMDI II): This method is used in the 
Office of Energy Efficiency and Renewable Energy (OEERE, 2006) to decompose US 
energy intensity economy-wide. It is also adopted by the EECA to provide a 
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framework to track energy efficiency change in New Zealand (Lermit and Jollands, 
2001).  
(g) Stuvel index: The Stuvel index uses the Laspeyres price and quantity index 
numbers in its formulation. Even though perfect and consistent results may be obtained 
using Stuvel index, its limited capability and complicated formula make it seldom used 
in empirical studies. 
(h) MRCI: Chung and Rhee (2001) proposed this method using the idea of 
distributing the sub-sectoral change according to the percentage change of contributing 
factors. This method can give perfect decomposition results as well as handle negative 
values in a dataset. 
From the above analysis, we can see that each of the eleven deliberately selected 
methods excels as well as flaws in a certain way. Therefore comparative studies are 
necessary so that energy analysts would know which method best fits the situation for 
their analysis. 
7.3 Criteria of Comparison 
Ang (2004) suggests that the suitability of IDA methods for decomposition studies 
must be considered not only from the theoretical point of view but also from the 
practical point of view. Based on this idea and summarizing the criteria used by earlier 
comparative studies, we identify six tests in index number theory to determine the 
desirability of a decomposition method from the theoretical perspective: the factor 
reversal test, the time reversal test, the proportionality test, additive/multiplicative 
suitability, the aggregation test, and the special value robustness. Analysts consider the 
factor reversal test to be the most important of these tests. From the application 
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viewpoint, we propose four tests, namely ease of computation, transparency, ease of 
formulation, and extensibility.29 The results for each test are presented in Table 7-1. 
The detailed content and significant of each test are discussed in Section 7.3.1 through 
7.3.9. 
7.3.1 Factor reversal 
The factor reversal test suggests that the product of estimations of the predefined 
factors in an aggregate should give the same value index as the aggregate change. In 
other words, the factor reversal test deals with the residual term issue. As discussed in 
many studies (for instance, Liu et al.,1992, Ang and Choi,1997, Greening et al.,1997, 
and Ang and Liu, 2007a), existence of a residual term in decomposition results always 
leads to problem of interpretation. Hence, this test is often considered as the most 
important. 
For the methods linked to the Laspeyres index, both the traditional Laspeyres and 
the Paasche index method induce a residual term which is rather significant. 
Decompositions carried out with the M-E method through an additive approach do not 
have any residual term if there are only two factors whereas the multiplicative 
approach leaves a residual term in any case. In additive decomposition, Ang et al. 
(2003) prove that both methods proposed by Sun (1998) and by Albrecht et al. (2002) 
are identical and have no residuals. They are combined as S/S. In multiplicative 
decomposition, the Fisher index number gives perfect decomposition if there are no 
more than two factors. Otherwise it leads to a residual term which is insignificant. The 
modified Fisher introduced by Ang et al. (2004) gives perfect decomposition whatever 
the number of factors. The methods linked to the Divisia approach can be classified 
                                                 
29 This set of criteria related to application is applied by Ang and Zhang (2000) and Ang (2004) as well 
as explicitly described in Granel (2003). 
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into two clusters. AMDI which uses arithmetic mean as a weighting scheme does not 
lead to perfect decomposition, while LMDI I and LMDI II that use the log-mean 
(logarithmic mean) function pass the factor reversal test. Regarding methods that are 
linked neither to Laspeyres nor to Divisia, both Sutvel and MRCI methods lead to 
perfect decomposition. 
In our rating approach model using AHP, we specify four ratings regarding the 
results of this test: Pass without residual, Partial pass which includes situations like 
pass for additive analysis while fail for multiplicative analysis or pass for no more than 
two factors while fail for three and more factors, Fail with insignificant residuals for 
most situations, and Fail and residuals are significant.  
7.3.2 Time reversal 
The time reversal test expresses the ability of an index calculated from past to 
present as exactly reciprocal to the one calculated from present to past. Passing this test 
means the results are symmetric. 
Concerning the decomposition methods we shall compare, neither the Laspeyres 
index nor the Paasche index satisfies the time reversal test. This failure is a severe 
limitation associated with the use of these indexes. However, as either an arithmetic 
average or a geometric mean of Laspeyres and Paasche indexes, one can easily prove 
that M-E, Fisher and Fisher modified indexes pass the time reversal test. According to 
van Yzeren (1958), Stuvel index which depends on the results of Lapeyres method also 
pass this test. Due to the symmetric property of logarithmic function and arithmetic 
average function, methods linked to the Divisia index as well as MRCI methods all 
pass the time reversal test. 
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7.3.3 Proportionality 
Passing the proportionality test means that if the current value of a factor are 
multiplied by a positive constant k, then the new index should be equal to the old index 
multiplied by k. Most researchers regard this property as a fundamental property for 
index number formulae. This property could be applied to the energy consumption 
analysis with Eq. (3.1) ∑=
i
ii ISAE . Because activity A is a macro variable and can 
be treated as the constant k, according the proportionality, the activity effect in 
multiplicative analysis would be the ratio of 0AAT . In practice, all the methods that 
pass the proportionality test would give this result. For example 
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But for those methods do not pass this test, the results are different. Such as LMDI 










i =  do not add up to unity and Stuvel index 
whose results involve Laspeyres results but these terms are not linearly related. 
7.3.4 Additive/Multiplicative 
Passing the Additive/Multiplicative test means that the decomposition method can 
be used in both additive and multiplicative analysis and there is a direct and simple 
relation between additive and multiplicative formulae. In this case, presenting results 
under both approaches would not require much effort. 
Under this test, we define two sub-criteria. The Add/Mul Usability test concerns 
whether a method can be applied both additively and multiplicatively and Add/Mul 
Relation test concerns the existence of a simple relation between additive and 
multiplicative formulae.  
For the decomposition methods we shall compare, Laspeyres, Paasche and M-E 
can be used either additively or multiplicatively but there is no connecting formula 
between the additive and multiplicative formulae directly. So do AMDI and Stuvel 
index. Shapely/Sun method and modified Fisher method are two refined methods that 
can be applied to only additive and multiplicative decomposition analysis respectively. 
Similarly MRCI is only feasible for additive analysis. Only LMDI I and II have a 
simple relationship between additive and multiplicative analysis.  
We summarize these types of results in our rating approach model. For the 
Add/Mul Usability test, we have: usable in both additive and multiplicative, only 
additive, or only multiplicative. For the Add/Mul Relation test, we have: “N.A.” 
applied to method that could be only used in additive or multiplicative analysis, “no 
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connection” which means there is no such formula that can link the additive and 
multiplicative formula directly, and “direct connection” like the relation between 
additive and multiplicative LMDI I.  
7.3.5 Aggregation 
Satisfying this test enables researchers to analyze indicators either in one step or 
multiple steps with consistent final results. This is especially important for economy-
wide index analysis. According to the degree of uniform for the aggregator functions, 
consistency in aggregation can be defined into four types as pointed out in Chapter 6: 
Type A1: The aggregation function and the decomposition function have the same 
formula, and the final result is consistent; Type A2: The aggregation function and the 
decomposition function are different, but the final result is consistent; Type B: The 
results for each factor are consistent, but the final result is not; and Type C: Not only 
are the aggregation and the decomposition functions different, but the final results are 
also inconsistent. 
Based on the proof of consistency in aggregation presented in Appendix H, we 
know that all the additive methods except LMDI II are consistent in aggregation of 
type A2. As mentioned in Section 6.4.3, due to the Type (γ) partial consistency, 
Laspeyres-linked methods, especially S/S method may give inconsistent results for 
one-step and multi-step analysis in some cases, while the Divisia-linked methods is 
more robust. As for the multiplicative methods, LMDI I and Stuvel index are the only 
methods consistent of type A1.  
7.3.6 Special value robustness 
The special-value robustness test is concerned with whether complications would 
arise in the use of an index formula if the dataset contains zero or negative values. The 
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index is special-value robust if it can give reasonable index values for changes 
involving zero or negative value.  
Concerning the decomposition methods we shall compare, the Laspeyres and 
Paasche methods have no problem in handling either zero or negative values in the 
dataset. As a result the M-E also can treat the two kinds of special values nicely. For 
the additive Sun/Shapley methods, both zero and negative values can be treated well. 
For the multiplicative modified Fisher method, usually there is no problem in handling 
zero and negative values. However, in some special cases the summation of a certain 
combination of year 0 and year T value may result in zero in the denominator or 
negative in the base of exponential function and thus special-value problems arise.  
For the methods related to Divisia index, the AMDI methods may behave badly 
when the dataset contains zero or negative values. Chapter 5 discusses the strategies of 
handling zero and negative value of LMDI method. Both the small value strategy and 
analytical limit strategy work well, especially the analytical limit strategy. More 
specifically, LMDI I has a very simple expression of the analytical limit when facing 
zero or negative values in the dataset, while the limits of LMDI II are complicated.  
To differentiate all these situations, we define five levels of abilities of handling 
special values in the dataset: Robust; Partial robust which means the method can 
handle zeros and negative for most cases but fail when some items in their formulae 
happen to be zero as a denominator or negative as a base of an exponential function 
(Modified Fisher); Robust with easy strategies (LMDI I); Robust with complicated 
strategies (LMDI II); and Fail.  
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7.3.7 Ease of computation 
To a certain extent, this test can be regarded as a subjective concept and once the 
formulae of each method are set up in spreadsheets, none of them are particularly 
difficult to apply. However, if for a reason or another, this is an important criterion for 
the analyst, then he should select either the Laspeyres method or Paasche method due 
to their ease of computation. Here we refer to the time spent on modeling and the steps 
of computation involved in each method. For example, it will consume more time to 
build up a Stuvel index model as one has to first formulate the Laspeyres model, and 
the logarithmic function used in the LMDI I method, L(a,b)=(a-b)/ln(a/b), is regarded 
as more complicated than the simple subtraction function used in the Laspeyres 
method. Based on these criteria, the degree of complications during the calculation 
process can be divided into four types: easy, intermediate, tedious, and very tedious.  
7.3.8 Transparency 
Transparency deals with whether a decomposition method is easy to understand 
and interpret. It is a very important property of a decomposition method. As policy 
makers are not used to working with mathematical tools; they would feel 
uncomfortable with a method they do not understand and will not use it. Furthermore, 
they would need these indexes to explain their decisions to the public. Hence, these 
elements have to be very understandable to be efficient. Ang (2004) pointed out that 
this ease of understanding is closely related to the theoretical foundation of the method. 
For example, methods that fail the factor reversal test leave residual terms, whose 
interpretation may turn out to be confusing. However, the easy formula of TL makes it 
easy to understand, even though it leaves residuals. As this is a rather subjective test, 
we give three degrees of transparency, i.e. simple, intermediate, and complex, and 
classify the methods according to intuition.  
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7.3.9 Ease of formulation 
This criterion refers to the overall complexity of the formulae which define the 
index number decomposition. That is, even if a decomposition method has a bunch of 
nice properties, it may turn out to be quite useless if the formulae in question are too 
complicated to be considered. In this case, the formulae defining the Stuvel index 
decomposition method may be a good example.  
7.3.10 Extensibility 
This criterion deals with whether a method can handle more than two factors. With 
the extension of application areas of IDA to CO2 emissions and material flow studies 
and the trends to study more contributing factor beyond only traditional structure effect 
and intensity effect, a decomposition method is preferred if it can handle cases with 
more than two factors.  
In our comparison, the performance regarding this criterion is divided into three 
cases: no extensibility means the method can only be used for two factors like Fisher 
Ideal index and Stuvel index, poor extensibility means with the increase of factors, the 
formulae become more complicated, like S/S and Modified Fisher, and good 
extensibility means the methods can handle as many as possible factors with uniform 
formulae like Laspeyres, Paasche, M-E, AMDI, LMDI I, LMDI II, and MRCI.  
Chapter 7. Comparing Decomposition Methods: an AHP Analysis 
 152
Table 7-1. Results of different tests in evaluating a decomposition method 
Test Factor Reversal Time Reversal Proportionality Add/Mul Usability Add/Mult Relation Aggregation: Additive 
Laspeyres Fail and residuals are important Fail Pass Both No connection A2 
Paasche Fail and residuals are important Fail Pass Both No connection A2 
M-E Partial Pass Pass Pass Both No connection A2 
Sun/Shapley Pass without residuals Pass Pass Additive N.A. A2 
Fisher Partial Pass Pass Pass Multiplicative N.A. A2 
Fisher modified Pass without residuals Pass Pass Multiplicative N.A. A2 
AMDI Fail with insignificant residuals Pass Pass Both No connection A2 
LMDI I Pass without residuals Pass Fail Both Direct connection A2 
LMDI II Pass without residuals Pass Pass Both Direct connection C 
Stuvel Pass without residuals Pass Fail Both Direct connection A2 
MRCI Pass without residuals Pass Pass Additive N.A. A2 
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Table 7-1.(continued) 
Test Aggregation: Multiplicative 
Special Value 
Robustness Ease of computation Transparency Ease of formulation Extensibility 
Laspeyres B Robust Easy Simple Simple Good 
Paasche C Robust Easy Simple Simple Good 
M-E C Robust Tedious Intermediate Intermediate Good 
Sun/Shapley C Robust Very tedious Intermediate Very complicated Poor 
Fisher C Partial robust Tedious Intermediate Complicated No 
Fisher modified C Partial robust Very tedious complex Very complicated Poor 
AMDI C Fail Intermediate Intermediate Intermediate Good 
LMDI I A1 
Robust with simple 
strategies Intermediate Intermediate Intermediate 
Good 
LMDI II C Robust with complicated strategies Tedious Complex Complicated 
Good 
Stuvel A1 Robust Very tedious Complex Very complicated No 
MRCI C Partial robust Very tedious Intermediate Complicated Good 
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7.4 Methodology and Tool 
After reviewing all the criteria, we now know roughly the merits and drawbacks of 
each decomposition method. However, to give a comprehensive comparison, we have 
to synthesis all these results regarding the tests mentioned above. Some tests are 
important in evaluating a preferred decomposition method, such as factor reversal, 
while some tests are not essential, such as the ease of computation. To differentiate the 
priority of these criteria in the comparison and perform an effective comparative study, 
we build an open model applying AHP analysis.  
7.4.1 AHP and Expert Choice 
Designed by Saaty (1980) to reflect the way people actually think, the AHP is a 
powerful and flexible decision making process to help people set priorities and make 
the best decision when both qualitative and quantitative aspects of a decision need to 
be considered. By reducing complex decisions to a series of one-on-one comparisons, 
then synthesizing the results, AHP not only helps decision makers arrive at the best 
decision, but also provides a clear rationale for why it is the best.  
Expert Choice is a tool that can perform AHP analysis. It is intuitive, graphically 
based and structured in a user-friendly fashion. More importantly, it engages decision 
makers in structuring a decision into smaller parts, proceeding from the goal to 
objectives to sub-objectives down to the alternatives. Decision makers then make 
simple pairwise comparison judgments throughout the hierarchy to arrive at overall 
priorities for the alternatives. In Expert Choice, because the criteria are presented in a 
hierarchical structure, decision makers are able to drill down to their level of expertise, 
and apply judgments to the objectives deemed important to achieve their goals. At the 
end of the process, decision makers are fully cognizant of how and why the decision 
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was made, with results that are meaningful, easy to communicate, and actionable. Two 
methods of synthesis could be applied in Expert Choice. One is Distributive Synthesis 
and the other is Ideal Synthesis.  
The Distributive mode distributes the weight of each covering objective to the 
alternatives in direct proportion to the alternative priorities under each covering 
objective. When using the distributive synthesis mode, the addition or removal of an 
alternative results in a re-adjustment of the priorities of the other alternatives such that 
their ratios and ranks can change. The distributive mode should be used when 
measuring under conditions of scarcity, for example when forecasting outcomes whose 
probabilities must add to 1, or when looking at elections where votes cast for one 
candidate may alter the rank of another candidate. 
The Ideal synthesis mode assigns the full weight of each covering objective to the 
best (highest priority) alternative for each covering objective. The other alternatives 
receive weights under each covering objective proportionate to their priority relative to 
the best alternative under each covering objective. The weights/priorities for all the 
alternatives are then normalized so they sum to 1 after the synthesis in the usual 
additive way. When using the ideal synthesis mode, the addition or removal of 
alternatives will not impact the relative priorities of other alternatives. The ideal mode 
should be used when selecting one alternative from many candidates and when the 
priorities of the alternatives not selected are not of interest, which is exactly the case 
for our comparative study.30 
Because each synthesis mode combines priorities differently, one will notice that 
each mode may yield different, although normally very similar, results.  
                                                 
30 Source: Expert Choice online FAQs at http://www.expertchoice.com/service/faqs.html. 
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7.4.2 The comparison procedure 
In general, an AHP evaluation hierarchy contains a minimum of three levels: 
objectives, criteria and alternatives. For the standard AHP approach, the process begins 
by pairwise comparing each alternative with respect to a specific evaluation criterion 
to get the weight for each alternative regarding that criterion. The same process of 
pairwise comparison would then be repeated for each of the evaluation criteria. This 
completes the first stage of the analysis. In the second stage, the evaluation criteria 
themselves would be pairwise compared according to their perceived importance in 
serving the goal in the first level. This group of pairwise comparisons results in a set of 
weights for each evaluation criterion. The results of both stages would be combined 
using a weighted averaging technique to provide the final priorities or weights for each 
of the carriers. 
If there are many alternatives to compare, the rating approach is recommended. 
The process is similar to the standard AHP method except that a rating scale is 
introduced for each of the criteria. For example, specific performance ratings for the 
factor reversal test are defined, and would be pairwise compared to determine their 
relative importance, for example how much better is a “pass” rating for factor reversal 
test as compared to a “fail with small residual” rating. At this stage all of the necessary 
pairwise comparisons would be collected and processed for the performance ratings. 
Next, the criteria would be pairwise compared as in the standard approach, and the 
weighted averaging technique would provide final weights for each rating level under 
each criterion. To complete the analysis for a specific decomposition method, an 
evaluator would assign one of the rating levels for each of the criterion. Adding up all 
of the weights associated with the selected rating categories provides a total score for 
each method.  
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Our analysis uses the ideal system and the rating approach to perform the AHP 
analysis. This is because we have eleven decomposition methods to be compared, 
which is a reflection of all the prevailing popular decomposition methods and we wish 
to reduce the number of pairwise comparisons.  
We build a decision model, which is shown in Figure 7-1 in the form of a 
hierarchy including goal, objectives (and sub objectives) and alternatives. At the 
highest level of the hierarchy we specify the overall goal of the study, which is 
obviously the identification of the best index decomposition method. Two main 
families of criteria are used to assess the desirability of a method: its theoretical 
foundation and its ease of application. These objectives constitute the second level of 
the hierarchy.  
Both the “theoretical foundation” criterion and the “application viewpoint” 
criterion are affected by some sub-criteria. These are listed at level 3 of the hierarchy. 
Concerning the sub-criteria related to the theoretical foundation of the method, we 
come up with six sub-criteria which are able to provide a fair assessment of the 
theoretical foundation of a method: factor reversal, time reversal, proportionality, 
additive/multiplicative usability and existence of a simple relationship between the 
additive version and the multiplicative one, consistency in aggregation, and special 
value robustness. As far as the “application viewpoint” criterion is concerned, the 
comparison will be carried out with respect to the four sub-criteria: ease of 
computation, transparency, ease of formulation, and extensibility. 
The alternative decomposition methods are finally enumerated at last level of the 
hierarchy. Eleven methods are concerned, namely Laspeyres, Paasche, M-E, 
Sun/Shapley, Fisher, Fisher modified, AMDI, LMDI I, LMDI II, Stuvel and MRCI. 
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Best Index Decomposition Methods
































Figure 7-1. AHP model for comparison of decomposition methods 
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7.4.3 Pairwise comparisons 
Following the AHP methodology, series of pairwise comparisons are made at each 
level of the criteria hierarchy with respect to another criterion higher up the hierarchy. 
At the lowest level of criteria, pairwise comparisons are made concerning the ratings 
under each criterion and determine the rating intensity. As each method has a specific 
rating level concerning each criterion, adding up all of the weights associated with the 
selected rating categories provides a total score for the method. 
Analysts can use any suitable scale for pairwise comparisons. Saaty recommended 
a 9-point scale whose validity is supported by some empirical studies. The verbal 
judgments range from equal to extreme. Corresponding to them are numerical 
judgments (1, 3, 5, 7, 9) and compromises (2, 4, 6, 8) between them. The pairwise 
comparisons are meant to state how many times the row factor is more preferable than 
the column factor. Table 7-2 to Table 7-15 present the pairwise comparisons for each 
criterion from a perspective of economy-wide energy efficiency study. It should be 
noted that these results may change with the background and objectives of comparison. 
This is especially the case for the “application viewpoint” criterion. We start with 
those criteria related to theoretical foundations. 
Table 7-2. Pairwise comparisons for criteria of theoretical foundations 









Factor Reversal 1 5 9 7 7 9 
Time Reversal  1 5 3 5 5 
Proportionality   1 1/3 1/3 1 
Add/Mul    1 1 3 
Aggregation     1 3 
Special value      1 
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For the sub-criteria of add/mul and aggregation in the fourth level of the hierarchy, 
we have the following pairwise comparisons: 
Table 7-3. Pairwise comparisons for criteria of Add/Mul usability 
Add/Mul Usability Relation 
Usability 1 3 
Relation  1 
 
Table 7-4. Pairwise comparisons for criteria of aggregation 
Aggregation. Additive Multiplicative 
Additive 1 1 
Multiplicative  1 
 
We go through a similar process to deal with the sub-criteria related to the 
application viewpoint.  
Table 7-5. Pairwise comparisons for criteria of application 
Application Ease of computation Transparency Ease of formulation Extensibility 
Ease of computation 1 1/5 1/3 1/5 
Transparency  1 2 ½ 
Ease of formulation   1 1/3 
Extensibility    1 
 
The next step is to develop the rating intensity matrix for each sub-criterion. In our 
analysis, according to the special property and the conditions that how the methods 
satisfy them, we have the following intensity matrix. 
Table 7-6. Pairwise comparisons for factor reversal test 
Factor Reversal Pass Partial Pass Fail, small Residual 
Fail, large 
residual 
Pass 1 3 7 9 
Partial Pass  1 3 5 
Fail, small residual   1 3 
Fail, large residual    1 
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Table 7-7. Pairwise comparisons for time reversal test 
Time reversal Pass Fail 
Pass 1 9 
Fail  1 
 
Table 7-8. Pairwise comparisons for proportionality test 
Proportionality Pass Fail 
Pass 1 9 
Fail  1 
 
Table 7-9. Pairwise comparisons for add/mul usability test 
Add/Mul Usability Both Additive Multiplicative 
Both 1 9 9 
Additive  1 1 
Multiplicative    
 
Table 7-10. Pairwise comparisons for add/mul relation test 
Add/Mul Relation Direct connection No connection N.A. 
Direct connection 1 7 9 
No connection  1 2 
N.A.    
 
Table 7-11. Pairwise comparisons for aggregation test 
Consist. in Aggregation. A1 A2 B C 
A1 1 2 5 9 
A2  1 3 9 
B   1 5 
C    1 
 
Table 7-12. Pairwise comparisons for special value robustness test 














Robust (no need strategy) 1 2 3 3 9 
Robust (simple strategy)  1 3 3 9 
Robust (complicated strategy)   1 1 9 
Partial robust    1 5 
Not robust     1 
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Table 7-13. Pairwise comparisons for ease of computation test 
Ease of computation Easy Intermediate Tedious Very tedious 
Easy 1 3 7 9 
Intermediate  1 3 5 
Tedious   1 3 
Very tedious    1 
 
Table 7-14. Pairwise comparisons for transparency test 
Transparency Simple Intermediate Complex 
Simple 1 3 5 
Intermediate  1 3 
Complex    
 
Table 7-15. Pairwise comparisons for ease of formulation test 
Ease of formulation Simple Intermediate Complicated Very complicated 
Simple 1 3 7 9 
Intermediate  1 3 5 
Complicated   1 3 
Very complicated    1 
 
Table 7-16. Pairwise comparisons for extensibility test 
Extensibility No Poor Good 
No 1 1/3 1/7 
Poor  1 1/3 
Good   1 
 
The ratings of each method under a certain criterion are already discussed in 
Section 7.2 and results are shown in Table 7-1. In Expert Choice, after we conduct the 
pairwise comparison of each criterion and the ratings under it, the global weight for 
each alternative is evaluated in the usual additive weighted manner by adding up its 
respective rating intensities for each of the criteria. Section 7.5 presents the 
comparison results.  
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7.5 Comparison Results 
Figure 7-2 provides a summary of the normalized relative weights for each 
criterion when theoretical foundations and application viewpoint are of equal 
importance. Researchers may assign different weights to the theoretical and application 
criteria according to the specific field of application, therefore the relative importance 
of “theoretical foundations” and “application viewpoint” criteria may vary. Figure 7-3 
gives the overall weight of each method with respect to all the sub-criteria in level 3 
and 4 when the importance of the “theoretical foundations” criterion ranges from 0% 
to 100%. In the same time, the weight of the “application viewpoint” criterion 
obviously varies from 100% to 0%. 
From the legend on the right hand side of Figure 7-3, one can easily find that the 
eleven methods are divided into two groups. When the user gives priority to the 
application viewpoint, methods such as Laspeyres, Paasche and LMDI I are the ones to 
be preferred while Stuvel index is the least preferred. On the other hand, the more 
important the theoretical criteria, the better rank the methods such as LMDI I, LMDI II, 
S/S, MRCI and Fisher modified. As LMDI I is among the more preferred methods 
through all range of contrast of theoretical foundation and application viewpoint, it is 
deemed as a robust decomposition method in IDA. In contrast, the relative importance 
of theoretical foundation and application viewpoint will greatly affect the preference of 
Laspeyres and Paasche, which change from most preferred to least preferred with the 
increase of weight assigned for theoretical foundation. In addition, we can see that M-
E, Fisher, Stuvel, and AMDI are never among the best ranked methods, whatever the 
trade-off between application viewpoint and theoretical foundations. These 
considerations confirm the fact that usually methods linked to Laspeyres are easier to 
understand but less robust than methods related to Divisia index number. 
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Figure 7-2. Summary of the normalized relative weights for each criterion 
 
 
Figure 7-3. Overall weight depending on importance of theoretical criterion 
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7.6 Conclusion 
In this chapter we present an AHP analysis to compare decomposition methods 
and identify the most preferred methods. By using the rating approach and ideal 
synthesis, we build an open model that could be easily extended to accommodate new 
alternatives without doing many additional pairwise comparisons. From a perspective 
of economy-wide energy efficiency study, we find that, based on the criteria of both 
theoretical foundation and application viewpoint, LMDI I is the best after considering 
all the tradeoffs. However, according to the application area of the IDA, different 
emphasis may be assigned to a certain criterion and the choices may be different. It 
appears that when the user gives priority to the application viewpoint, methods such as 
Laspeyres and Paacshe are the ones to be preferred. If theoretical foundations are 
highly appreciated, the better choice would be those methods with perfect results like 
LMDI I, LMDI II, S/S, MRCI or Fisher modified. Through the sensitivity analysis, we 
find that the performance of LMDI I is fairly stable. Throughout the range of relative 
importance of theoretical foundation and application viewpoint, it is always among the 
top three most preferred methods. Therefore our study shows that it is highly 
recommended as the best decomposition methods in IDA applied to economy-wide 
energy efficiency studies. 
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CHAPTER 8 :    CONCLUSION 
 
 
As a result of the rising energy cost and growing concern over environmental 
issues, the importance and usefulness of energy efficiency study are more and more 
clearly recognized by governments. However, there are complications associated with 
economy-wide energy efficiency monitoring. In order to contribute to a better 
understanding of the related methodological and application issues, we conducted this 
study with the main purpose of addressing related issues of energy efficiency 
monitoring and index decomposition technique. To achieve this goal, we have done the 
following: a thorough review of governments’ practices and past empirical 
decomposition studies, refinements of decomposition methods, a study on composite 
energy efficiency index, and a multi-criteria comparative study of decomposition 
methods using AHP. The main findings and implications of each part are summarized 
in this chapter and some future work is suggested.  
8.1 Main Findings and Contributions 
Decomposition analysis as an analytical tool for energy efficiency studies is the 
most rigorous technique currently available to address the issues of energy efficiency 
performance and to track its trends at the industry or economy level. It will remain an 
integral component of the toolkit for energy efficiency analysis. Through the review of 
governments’ practices, we find more and more energy agencies are employing index 
decomposition analysis (IDA) in their energy efficiency monitoring. Three factors 
would affect the performance of an IDA: choices of decomposition method, activity 
indicator, and level of disaggregation. It appears that different activity indicators and 
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levels of disaggregation influence the results more than the decomposition methods do. 
As the usage of physical activity indicators and a high level of disaggregation are 
recommended in IDA studies, our findings show the importance of the data collection 
and quality.  
In addition, review on past empirical results of IDA performed on industry reveals 
that energy intensity change is the main contributor for the reduced aggregate 
industrial energy intensity. More importantly, our study clearly shows that 
methodologically there is a need for a major step forward with regard to standardizing 
the technique of IDA. Different decomposition methods are being used by different 
international organisations and national agencies. They vary from the traditional 
Laspeyres method used by the IEA (2004) to the more sophisticated LMDI methods 
adopted by Canada (OEE, 2006), New Zealand (EECA, 2004) and US (OEERE, 2006). 
The variations among studies conducted by individual researchers and analysts are 
even greater and their choice of method is often rather arbitrary.  
In practical terms, the kind and quality of data that are needed for a rigorous 
decomposition analysis pose a far greater challenge to the analyst than issues on the 
choice of a decomposition method. This has some truth in it especially for most 
developing countries which have just started to build up the requisite database. 
Nevertheless, our studies show that studies using the traditional Laspeyres index 
decomposition approach produce results which are more difficult to interpret and 
deviate more from those of other studies because of the existence of a residual term. 
Standardization and the adoption of decomposition methods that are more robust will 
no doubt help to reduce unnecessary variations among studies and make international 
comparisons more productive and meaningful. 
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Therefore we perform a thorough study on the decomposition methods with the 
aim of finding the best decomposition method. First we refine the strategies for LMDI 
I method to tackle the zero and negative values in the datasets. The general rules we 
propose to handle these special values for LMDI I simplify the calculation process and 
gain an edge for LMDI I in the later method comparative study. Then we study the 
property of consistency in aggregation, an important criterion to assess decomposition 
method for their qualification for economy-wide energy efficiency studies, and 
investigate how the existing decomposition methods satisfy this criterion. We find that 
all the additive methods except LMDI II give consistent results in multi-step 
aggregation. As for the multiplicative methods, LMDI I and Stuvel index are the only 
methods giving consistent results. Since consistency in aggregation is quite useful in 
economy-wide energy efficiency study, our findings provide convincing answers to the 
questions like which method should be adopted in sectoral analysis and how to 
aggregate sectoral results into national results.  
To identify the best decomposition method, we perform an AHP analysis to 
compare eleven popular decomposition methods. Besides those traditional criteria 
mentioned in Ang (2004) and Granel (2003), we also incorporate the criteria of ability 
to handle zero and negative values and consistency in aggregation. The AHP model we 
construct enables us to carry out the comparative study with a large number of 
alternatives. By changing the relative weight of theoretical foundation and application 
viewpoint, our results can provide recommendations on method selection according to 
users’ needs in various applications of decomposition analysis. We find that no matter 
what contrast between theoretical foundation and application viewpoint, LMDI I is 
always among the top three best methods. Therefore, we conclude that LMDI I is the 
most preferred method in decomposition analysis.  
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Consequently, the recommended framework for economy-wide energy efficiency 
analysis adopts multiplicative LMDI I. It is a two-step analysis. First, decomposition is 
performed for each main sector using the most accurate physical indicator for that 
sector to identify the effect associated with energy intensity effect, structure effect and 
activity effect at this level. Then sectoral energy intensity effects are aggregated to 
give a national energy intensity index. Through this framework, we are able to not only 
monitor the trend of economy-wide energy efficiency index but also make full use of 
end-use information to identify the underlying factors driving sectoral energy 
efficiency change. This framework is a best compromise between the precision and 
feasibility of aggregation of the physical energy efficiency indicators and between 
meaningfulness and completeness of decomposition analysis. 
In summary, our research aims to be a comprehensive reference regarding the 
methodology and applications of economy-wide energy efficiency analysis. In the 
methodological aspect, our refinement of LMDI I in handling zero and negative values 
make it robust to any dataset. In addition, we show that LMDI I is the only one among 
the commonly used  decomposition/aggregation methods that gives consistent results 
in national analysis. These findings reinforce the recommendation of Ang (2004), 
namely that LMDI I is the most preferred method. As a result, users should have more 
confidence in using LMDI I in performing economy-wide energy efficiency analysis. 
Besides, our two-step framework answers the call for standardisation in economy-wide 
energy efficiency assessment and therefore makes international comparison of national 
studies feasible and reasonable. In the application aspect, our literature review on 
country practices and past empirical studies reveal that, compared to structure effect, 
energy intensity effect plays a major role for decreasing aggregate energy intensity in 
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most countries. However, structure effect could have substantial effects on aggregate 
energy intensity and can by easily influenced by government policies and regulations. 
8.2 Areas of Future Research 
Because of the complications of economy-wide energy efficiency studies, it is 
difficult to address all the issues involved in one thesis. In view of the findings of this 
thesis, several potential research topics can be proposed.  
Regarding the refinements of decomposition methods, we focus on the LMDI I 
method and revise its strategy to tackle zero and negative values in a dataset. Other 
decomposition methods, however, may also be refined. For example, the S/S method 
and modified Fisher method suffer from their complicated formulae and lack of 
linkage between the additive and multiplicative form. Therefore their effectiveness 
drops sharply for problems with more than two factors. Regarding these flaws, it is 
possible to make further refinements and make them easier to apply.  
For the studies of energy efficiency monitoring, we propose the adoption of 
composite energy efficiency index. For sectoral study, a full decomposition analysis 
with a whole set of contributing factor is informative, while for economy-wide energy 
efficiency studies, a sole energy efficiency index is representative. However these 
indexes only concern ex post analysis, which is also a common trait of IDA. In practice, 
decomposition method can provide results that reveal broad long-term trends. From 
modeling or forecasting viewpoints, it may be seen as similar to the well-known time-
series decomposition models in forecasting where a time series is decomposed into 
components comprising trend, seasonal variation, and cycles, rather than the causal 
models which relate a variable of interest to a number of independent variables. They 
are therefore also useful in long-term energy demand projection, such as for different 
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scenarios on energy use. This application should be of great interest for decision 
makers and researchers. Once the underlying drivers of changes are detected, scenarios 
can be elaborated for forecasting purpose. Thus developing forecasting techniques 
under the proposed frameworks and analyzing the consequences of each scenario 
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APPENDIX A RAW DATA FOR AGGREGATE ENERGY INTENSITY STUDY 
 
 
Table A-1. Raw data for aggregate energy intensity and aggregate CO2 emissions for 104 countries/regions in 1997 





















1 Albania**  3 2.5 2,170 13.27 1.05 14.32 92.70 6.12 6.60 7.30 0.50 
2 Algeria  29 43.9 4,250 37.85 0.58 38.43 98.50 8.91 9.04 1.50 3.40 
3 Angola  12 3.0 820 24.58 56.53 81.11 30.30 29.97 98.92 69.70 0.50 
4 Argentina  36 319.3 10,100 72.43 3.02 75.45 96.00 7.17 7.47 4.00 3.90 
5 Australia  19 382.7 19,510 229.60 10.57 240.17 95.60 11.77 12.31 4.40 17.20 
6 Austria  8 225.4 22,010 143.98 7.10 151.09 95.30 6.54 6.86 4.70 7.80 
7 Bangladesh  124 44.1 1,090 8.25 7.03 15.27 54.00 7.57 14.01 46.00 0.20 
8 Belarus**  10 22.1 4,820 102.53 0.83 103.36 99.20 21.27 21.44 0.80 6.10 
9 Belgium  10 272.4 23,090 234.92 3.82 238.74 98.40 10.17 10.34 1.60 10.50 
10 Benin  6 2.2 1,260 15.78 130.37 146.15 10.80 12.53 115.99 89.20 0.20 
11 Bolivia  8 7.6 2,810 22.94 3.74 26.68 86.00 8.17 9.49 14.00 1.40 
12 Brazil  164 784.0 6,350 44.00 17.71 61.72 71.30 6.93 9.72 28.70 1.90 
13 Bulgaria**  8 9.8 3,870 103.83 1.37 105.20 98.70 26.83 27.18 1.30 6.10 
14 Cameroon  14 8.6 1,770 17.29 38.85 56.14 30.80 9.77 31.72 69.20 0.20 
15 Canada  30 595.0 21,750 332.01 16.37 348.39 95.30 15.26 16.02 4.70 16.60 
16 Chile  15 70.5 12,240 65.90 8.40 74.30 88.70 5.38 6.07 11.30 4.10 
17 China**  1,227 1,055.4 3,070 37.97 2.30 40.27 94.30 12.37 13.12 5.70 2.90 
18 Hong Kong, China 7 163.8 24,350 90.94 0.64 91.58 99.30 3.73 3.76 0.70 3.70 
19 Colombia  40 87.1 6,570 31.86 6.85 38.71 82.30 4.85 5.89 17.70 1.80 
20 Congo, Dem Rep** 47 5.2 740 13.02 143.86 156.88 8.30 17.60 212.00 91.70 0.10 
Appendix A. Raw Data for Aggregate Energy Intensity Study 
 192





















21 Congo, Rep** 3 1.8 1,290 19.22 21.67 40.89 47.00 14.90 31.70 53.00 0.10 
22 Costa Rica  3 9.3 6,510 32.20 38.10 70.30 45.80 4.95 10.80 54.20 1.60 
23 Cote d'Ivoire**  14 10.2 1,690 16.50 177.57 194.07 8.50 9.76 114.83 91.50 0.90 
24 Croatia  5 19.3 4,930 70.63 2.33 72.97 96.80 14.33 14.80 3.20 4.40 
25 Czech Rep**  10 54.0 10,380 164.88 2.68 167.56 98.40 15.88 16.14 1.60 12.20 
26 Denmark  5 184.3 23,450 167.22 10.48 177.71 94.10 7.13 7.58 5.90 10.90 
27 Dominican Rep 8 14.1 4,690 28.18 4.70 32.88 85.70 6.01 7.01 14.30 1.70 
28 Ecuador  12 18.8 4,700 29.85 6.33 36.18 82.50 6.35 7.70 17.50 1.80 
29 Egypt, Arab Rep 60 72.2 3,080 27.47 0.91 28.37 96.80 8.92 9.21 3.20 2.00 
30 EI Salvador 6 10.7 2,860 28.93 15.24 44.17 65.50 10.12 15.44 34.50 1.00 
31 Ethiopia  60 6.5 500 12.02 281.06 293.08 4.10 24.03 586.15 95.90 0.10 
32 Finland  5 127.4 19,660 269.42 18.73 288.15 93.50 13.70 14.66 6.50 11.00 
33 France  59 1,541.6 22,210 176.85 10.69 187.54 94.30 7.96 8.44 5.70 6.00 
34 Georgia**  5 4.7 1,980 17.71 0.18 17.89 99.00 8.94 9.03 1.00 0.80 
35 Germany  82 2,321.0 21,170 177.14 2.33 179.48 98.70 8.37 8.48 1.30 10.40 
36 Ghana  18 7.0 1,610 16.04 57.19 73.22 21.90 9.96 45.48 78.10 0.30 
37 Greece  11 122.4 12,540 101.95 4.80 106.75 95.50 8.13 8.51 4.50 8.30 
38 Guatemala  11 16.6 4,060 22.44 36.61 59.06 38.00 5.53 14.55 62.00 0.80 
39 Haiti  7 2.9 1,260 9.92 29.30 39.22 25.30 7.88 31.13 74.70 0.20 
40 Honduras  6 4.4 2,260 22.27 27.00 49.28 45.20 9.86 21.80 54.80 0.80 
41 Hungary**  10 45.8 6,970 104.34 1.70 106.03 98.40 14.97 15.21 1.60 5.90 
42 India  962 357.4 1,660 20.05 5.23 25.29 79.30 12.08 15.23 20.70 1.10 
43 Indonesia  200 221.5 3,390 29.01 12.02 41.04 70.70 8.56 12.11 29.30 1.30 
44 Iran  61 108.6 5,690 74.40 0.52 74.92 99.30 13.08 13.17 0.70 4.90 
45 Ireland  4 65.1 17,420 142.85 0.29 143.14 99.80 8.20 8.22 0.20 10.20 
46 Italy  58 1,160.4 20,100 118.86 1.20 120.06 99.00 5.91 5.97 1.00 7.40 
47 Jamaica  3 4.0 3,330 64.98 4.15 69.13 94.00 19.51 20.76 6.00 4.30 
48 Japan  126 4,812.1 24,400 170.99 2.78 173.77 98.40 7.01 7.12 1.60 9.60 
49 Kazakhstan**  16 21.3 3,530 102.12 0.20 102.32 99.80 28.93 28.99 0.20 8.00 
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50 Kenya  29 9.7 1,160 20.68 84.31 104.99 19.70 17.83 90.51 80.30 0.30 
51 Korea, Rep  46 485.2 13,430 160.52 3.95 164.47 97.60 11.95 12.25 2.40 9.90 
52 Latvia**  2 6.0 3,970 75.61 26.84 102.46 73.80 19.05 25.81 26.20 3.30 
53 Lebanon  4 13.9 6,090 52.96 1.36 54.32 97.50 8.70 8.92 2.50 4.30 
54 Lithuania**  4 8.4 4,140 99.48 6.69 106.17 93.70 24.03 25.64 6.30 4.10 
55 Malaysia  22 98.2 7,730 93.66 5.45 99.11 94.50 12.12 12.82 5.50 6.30 
56 Mexico  94 348.6 8,110 62.84 2.96 65.81 95.50 7.75 8.11 4.50 4.00 
57 Moldova**  4 2.0 1,450 43.08 0.22 43.30 99.50 29.71 29.86 0.50 2.40 
58 Morocco  27 34.4 3,210 14.24 0.59 14.83 96.00 4.43 4.62 4.00 1.30 
59 Mozambique  17 2.4 690 19.30 205.13 224.43 8.60 27.97 325.26 91.40 0.10 
60 Nepal  22 4.9 1,090 13.44 115.79 129.23 10.40 12.33 118.56 89.60 0.10 
61 Netherlands  16 403.1 21,300 200.97 2.24 203.20 98.90 9.44 9.54 1.10 10.50 
62 New Zealand  4 59.5 15,780 185.68 1.50 187.18 99.20 11.77 11.86 0.80 8.40 
63 Nicaragua  5 1.9 1,820 23.07 16.84 39.91 57.80 12.68 21.93 42.20 0.70 
64 Nigeria  118 33.4 860 31.53 66.38 97.91 32.20 36.66 113.85 67.80 0.70 
65 Norway  4 159.0 24,260 230.32 2.56 232.88 98.90 9.49 9.60 1.10 15.60 
66 Pakistan  128 64.6 1,580 18.51 7.74 26.25 70.50 11.71 16.61 29.50 0.80 
67 Panama**  3 8.4 6,890 35.84 6.03 41.87 85.60 5.20 6.08 14.40 2.90 
68 Paraguay  5 10.2 3,860 34.50 33.95 68.45 50.40 8.94 17.73 49.60 0.80 
69 Peru  24 63.7 4,580 26.00 8.48 34.48 75.40 5.68 7.53 24.60 1.20 
70 Philippines  74 88.4 3,670 21.77 8.01 29.78 73.10 5.93 8.12 26.90 1.10 
71 Poland**  39 138.9 6,510 113.92 0.92 114.84 99.20 17.50 17.64 0.80 9.20 
72 Portugal  10 109.5 14,180 85.87 0.78 86.65 99.10 6.06 6.11 0.90 5.40 
73 Romania**  23 31.8 4,270 81.94 4.95 86.89 94.30 19.19 20.35 5.70 4.90 
74 Russian Federation** 147 394.9 4,280 168.27 1.36 169.62 99.20 39.31 39.63 0.80 9.80 
75 Senegal  9 4.8 1,690 13.19 16.92 30.11 43.80 7.80 17.82 56.20 0.40 
76 Slovak Rep** 5 19.8 7,860 133.89 0.67 134.57 99.50 17.03 17.12 0.50 7.10 
77 Slovenia  2 19.5 11,880 134.52 2.05 136.57 98.50 11.32 11.50 1.50 7.80 
78 South Africa  41 130.2 7,190 110.36 84.63 194.99 56.60 15.35 27.12 43.40 7.90 
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79 Spain  39 569.6 15,690 114.26 1.50 115.76 98.70 7.28 7.38 1.30 6.60 
80 Sri Lanka  19 14.8 2,460 16.16 14.05 30.21 53.50 6.57 12.28 46.50 0.40 
81 Sudan  28 7.9 1,370 17.33 52.28 69.61 24.90 12.65 50.81 75.10 0.10 
82 Sweden  9 231.9 19,010 245.72 53.57 299.30 82.10 12.93 15.74 17.90 5.50 
83 Switzerland  7 305.2 26,580 154.87 9.89 164.76 94.00 5.83 6.20 6.00 6.00 
84 Tanzania  31 6.6 620 19.05 202.46 221.51 8.60 30.73 357.28 91.40 0.10 
85 Thailand  61 165.8 6,490 55.22 18.02 73.24 75.40 8.51 11.29 24.60 3.80 
86 Tunisia  9 19.4 5,050 30.90 4.41 35.31 87.50 6.12 6.99 12.50 2.00 
87 Turkey  64 199.3 6,470 47.73 1.53 49.26 96.90 7.38 7.61 3.10 3.50 
88 Ukraine**  51 52.6 2,170 123.93 0.62 124.55 99.50 57.11 57.40 0.50 7.30 
89 United Kingdom  59 1,231.3 20,710 161.74 5.52 167.26 96.70 7.81 8.08 3.30 8.90 
90 United States  268 7,783.1 29,080 338.13 13.36 351.48 96.20 11.63 12.09 3.80 20.10 
91 Uruguay  3 20.0 9,110 36.97 9.83 46.80 79.00 4.06 5.14 21.00 1.80 
92 Venezuela  23 79.3 8,660 105.76 0.75 106.50 99.30 12.21 12.30 0.70 8.40 
93 Vietnam**  77 24.0 1,590 21.81 13.26 35.07 62.20 13.72 22.06 37.80 0.60 
94 Yemen  16 4.4 720 8.71 0.12 8.83 98.60 12.10 12.27 1.40 1.00 
95 Zambia  9 3.5 910 26.54 70.69 97.23 27.30 29.17 106.85 72.70 0.30 
96 Zimbabwe  11 8.2 2,240 36.26 12.22 48.47 74.80 16.19 21.64 25.20 1.60 
97 Armenia**  4 2.1 2,540 19.93 0.02 19.95 99.90 7.85 7.85 0.10 0.80 
98 Azerbaijan**  8 3.9 1,520 64.02 0.06 64.08 99.90 42.12 42.16 0.10 4.10 
99 Israel  6 94.4 17,680 126.19 0.13 126.32 99.90 7.14 7.14 0.10 10.40 
100 Jordan  4 6.8 3,350 45.26 0.05 45.30 99.90 13.51 13.52 0.10 3.50 
101 Kyrgyz Rep** 5 2.2 2,180 25.25 0.03 25.27 99.90 11.58 11.59 0.10 1.40 
102 Saudi Arabia  20 143.4 10,540 205.40 0.21 205.61 99.90 19.49 19.51 0.10 14.30 
103 Singapore  3 101.8 29,230 362.62 0.36 362.98 99.90 12.41 12.42 0.10 21.90 
104 Syria Arab Rep 15 16.6 3,000 41.16 0.04 41.20 99.90 13.72 13.73 0.10 3.30 
* For the meaning of variables, please refer to Table 2-1 (Page 13). 
** Countries/Regions appear in Dataset A but not in Dataset B.  
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Using the 1997 Dataset A which is given in Appendix A, a cross-country analysis 
for CO2 emissions has been conducted and the regression results are presented in Table 
B-1. It should be noted that the data on CO2 emissions do not include emissions from 
the burning of non-commercial energy sources.  
Table B-1. Regression models and results for CO2 emissions in 1997 
Model Dependent variable Constant ln Y (ln Y)
2 2R  














Note:  C: per capita CO2 emissions;  
Y: per capita GNP (1997 US dollars) adjusted fro the purchasing power parity (PPP);  
P-values for the coefficient estimates are given in parenthesis.  
 
CO2 Emissions Per Capita versus Income Per Capita 
 
Figure B-1 shows the relationship between CO2 emissions per capita versus 
income per capita. A simple regression run gives a constant cross-country CO2 
elasticity of Cα  = 1.14 (Model 1’ in Table B-1). The relationship can be better 
captured by a non-linear model (Model 2’ in Table B-1) which gives that fitted 
regression line in Figure B-1. A comparison between Figure B-1 and Figure 2-1 shows 
that as per capita income increases, the gradient increases in the case of commercial 
energy consumption but it decreases in the case of CO2 emissions (see Section 2.3 for 
more detail). This means cross-country variation in per capita commercial energy 
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consumption increases as per capita income increases, while that in per capita CO2 


















Figure B-1. CO2 emissions per capita (C) versus income per capita (Y), 1997 
 
Aggregate CO2 Intensity versus Income Per Capita 
 
We define the aggregate CO2 intensity (ACI) as the ratio of CO2 emissions to 
national output given by GDP or GNP. Figure B-2 shows the plot and the regression fit 
for the relationship between ACI and income per capita. It may be seen that the ACI 
increases as income per capita increases, reaching a peak when the per capita income is 
about $7,000, and decreases slowly thereafter. This shape is very different from that 
for the aggregate commercial energy intensity shown in Figure 2-3. Compared to high-
income countries, low-income countries have higher aggregate commercial energy 
intensity but the converse is true to a large extent for ACI. 
















Figure B-2. Aggregate CO2 intensity (ACI) versus income per capita (Y), 1997 
 
Cross-country CO2 Elasticity versus Income Per Capita 
 
The cross-country CO2 elasticity estimates derived from Model 2’ in Table B-1 are 
plotted in Figure B-3. 31  The elasticity decreases as per capita income increases and it 
is unity at a per capita GNP of about $7,000. As per capita income increases, the 
percentage variation in per capita CO2 decreases across country for a given percentage 
variation in per capita income. The 1997 cross-country energy elasticity estimates for 
commercial energy consumption shown in Figure 2-5 is reproduced in Figure B-3. In 
the low per capita income range, estimates of the CO2 elasticity exceed those of energy 
elasticity but the converse is the case in the high per capita income range. For a given 
percentage change in per capita income, there would be greater percentage variations 
                                                 
31 CO2 elasticity means how CO2 emissions increase with the economic development. Based on Model 
2’, YbaYdYCdCC ln'2')//()/( +==α . 
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in CO2 emissions than in commercial energy consumption in the low per capita income 
range, while the converse is true in the high per capita income range. The elasticity 
estimates given Figure B-3 are in fact the gradient of the corresponding fitted 
regression lines in Figure 2-1 and Figure B-1. The trends exhibited by the elasticity 


















Figure B-3. Cross-country CO2 elasticity ( Cα ) and cross-country energy elasticity ( Eα ) 
versus income per capita (Y), 1997 
 
Aggregate CO2 Emission Factor versus Income Per Capita 
 
Figure B-4 shows the derived aggregate CO2 emission factor (ACEF) obtained by 
dividing total CO2 emissions by total commercial energy consumption for each country. 
This derived factor is likely to be an overestimate of the actual ACEF as the CO2 
emissions include emissions from fossil fuel combustion and cement manufacturing.  
























Figure B-4. Aggregate CO2 emission factor (ACEF) versus income per capita (Y), 1997 
 
The aggregate CO2 emission factor is generally low for the low-income countries 
and very high for countries in the per capita income range around $9,000. The 
variations over the whole income range are fairly substantial. These variations are the 
underlying factor leading to the differences observed between the correlation of 
commercial energy consumption and national output and that of CO2 emissions and 
national output given by their respective aggregate intensity and elasticity. For instance, 
the aggregate CO2 intensity can be expressed as the product of the aggregate energy 
intensity and the aggregate CO2 emission factor, i.e. C/Y = (E/Y)(C/E). Thus the 
behavior of C/Y and that of E/Y, respectively shown in Figure B-2 and Figure 2-3, 
would be very similar if the aggregate CO2 emission factor (C/E) remains little change 
across country. Since variations in fuel carbon emission factors are generally not very 
substantial across country, especially for petroleum products and national gas, 
Appendix B. Cross-country Analysis of CO2 Emissions 
 200
variations in the aggregate CO2 emission factor, such as those shown in Figure B-4, 




In 1997, while the correlation between CO2 emissions per capita and income per 
capita is a positive one cross country, which is similar to that between commercial 
energy consumption and income, the cross-country variation in the aggregate CO2 
intensity is fairly different from that in the aggregate commercial energy intensity. In 
particular, the aggregate CO2 intensity increases as per capita incomes increase across 
country, reaches a peak and decreases thereafter.  
Compared to cross-country variation in the aggregate commercial energy intensity, 
cross-country variation in the aggregate CO2 intensity is larger in the low per capita 
income range but smaller in the high per capita income range. This disparity is likely 
to arise from variation in fuel mix in commercial energy consumption across country 
which is captured by large and systematic variations in the aggregate CO2 emission 
factor across country. 
The variations in the aggregate CO2 intensity are affected by a number of factors 
and cannot be easily explained by a simple ratio or curve. To clearly understand the 
underlying factors driving the changes of CO2 emissions, more detailed investigation is 
needed, which is also the trend of current decomposition analysis.  
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APPENDIX C CLASSIFICATION AND FORMULAE OF DECOMPOSITION METHODS 
 
 
Table C-1. Classification of IDA methods and their formulae 
Group Calculation Methods Formula ∑=
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Group Calculation Methods Formula ∑=
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; 1=rsdD   
V(S) is function where the factor included in S uses the data in year T, while for all the 
other factors the value in year 0 is used. 
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Group Calculation Methods Formula ∑=
i
irii xxxX ,,2,1 ...  
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Note: L(a,b)=(a-b)/ln(a/b) and L(a,a)=a. 
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Group Calculation Methods Formula ∑=
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In energy decomposition analysis, the IEA model, which is based on the Laspeyres 
index method, is included in a recent international collaborative initiative on energy 
indicators for sustainable development for possible adoption (IAEA, 2005). The model 
uses the multiplicative traditional Laspeyres method to analysis the contribution of 
structure effect and intensity effect. It has been quite widely adopted by researchers 
and analysts in the early 1980s. However, in the last decade, there has been an almost 
universal switch from the Laspeyres index method to other more refined methods in 
the area of energy and energy-related gas emission decomposition analysis. For 
instance, a recent literature survey conducted by Liu (2004) that covers 172 index 
decomposition studies from 1978 to 2003 reveals that the Laspeyres index method has 
seldom been used since the mid 1995 except in IEA publications.  
The strength of the Laspeyres index method is the ease of understanding of the 
underlying concept, especially to the non-experts. However, the method has several 
drawbacks that are well documented in the literature. The most serious one is the 
existence of a residual term arising from interactions among factors in the 
decomposition. As a result, the estimated impacts arising from changes in these factors 
do not add up to the actual change in the aggregate being decomposed. A large residual 
term leads to problems in result interpretation and the question about the usefulness of 
the results obtained. In reported IEA studies, it is often specifically mentioned that the 
residual term is relatively small, which seems to imply that it can be effectively 
                                                 
32 The work presented here has been published as Ang and Liu (2007a). 
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ignored. However, IEA studies use only the Laspeyres index method and no 
calculations are done, or at least not reported, using other decomposition methods. The 
results presented therefore limit the insights available.  
Therefore we apply the Laspeyres index method and several other decomposition 
methods to some real datasets of an IEA country and follow exactly the formulation of 
the IEA decomposition model. One of the purposes is to show empirically whether the 
residual term given by the Laspeyres index method is really insignificant and can be 
ignored. Another is to study how the results obtained vary from one method to another, 
especially between the Laspeyres index method and the other methods.33  
 
Data and Methods 
 
We use the sectoral data for the United States reported in the study by the US 
Office of Energy Efficiency and Renewable Energy (OEERE, 2006). We choose 
manufacturing, freight transport and passenger transport, since the activity variables 
for these three sectors in the OEERE datasets are consistent with those defined in the 
IEA decomposition model. The manufacturing sector is disaggregated into 21 sub-
sectors, the freight transport into 5 transport modes, and passenger transport into 9 
transport modes.34 Energy consumption in these industrial sectors and transport modes 
is given in delivered energy terms. The activities driving energy consumption in these 
                                                 
33  Several comparative studies involving the Laspeyres index method have been reported but the 
aggregate indictor or the decomposition scheme used does not exactly match the IEA model. In the IEA 
model, decomposition is performed on the ratio of energy consumption for two different years and the 
estimated effects are related multiplicatively. The details are given in IEA (2004) and Annex 3 of IAEA 
(2005). In the earlier comparative studies, for instance, Ang and Lee (1994), Ang et al. (1998), and 
Eichhammer and Schhloman (1998) use an additive model, i.e. decompose the difference in energy 
consumption, whereas Ang (1994) and Greening et al. (1997) decompose the ratio of aggregate energy 
intensity.      
 
34 Sector disaggregation for the three sectors, however, is not exactly the same as that in the IEA model 
which can be found in IEA (2004). 
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sectors are respectively industrial production given by value-added, freight traffic in 
ton-miles, and passenger traffic in passenger-miles. Their shares by sub-sector or 
transport mode define activity structure and their energy intensities are respectively 
given by energy consumption per value added, per ton-mile and per passenger-mile. 
Appendix H provides the detailed raw data. 
We follow closely the IEA decomposition model in IEA (2004) and Annex 3 of 
IAEA (2005) which takes the multiplicative form.35 Other than the Laspeyres index 
method, four other decomposition methods, namely modified Fisher, AMDI, LMDI I, 
and LMDI II, are selected for comparison. These methods have been used by energy 
agencies and/or highly recommended by researchers. A recent review on index 
decomposition methods may be found in Ang (2004).  
 
Decomposition Results and Discussion 
 
Changes in US energy consumption from 1985 to 2000 in each of the three sectors 
are decomposed using the five methods to give contributions which are commonly 
referred to as the activity effect, structure effect and intensity effect using non-chaining 
decomposition. The decomposition results are shown in Table D-1 to Table D-3. The 
results are presented in two different forms of indices and average annual percentage 
change. The latter is that often adopted in IEA studies.36  
                                                 
35 Assume that total energy consumption in year 1 and year 2 are respectively given by E1 and E2. In the 
IEA model, the change in energy consumption from year 1 to year 2, given by (E2 /E1), is decomposed 
to give indices associated with the activity effect, the structure effect and the intensity effect. The 
residual term is then given by dividing (E2 /E1) by the product of the indices of these three effects. For 
perfect decomposition, the residual term is equal to unity. The larger the deviation of the residual term 
from unity, the greater is the change in total energy consumption that is unexplained. 
 
36 See, for example, Table A6 in IEA (2004).  
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Table D-1. Decomposition results (non-chaining) for US manufacturing energy consumption, 1985-2000 
Method Measurea Total  Activity Structure Intensity Residual 
Laspeyres Index  (AAPC) 1.184  (1.13%) 1.578  (3.09%) 0.905  (-0.67%) 0.914  (-0.60%) 0.907  (-0.65%) 
Modified Fisher Index  (AAPC) 1.184  (1.13%) 1.578  (3.09%) 0.862  (-0.99%) 0.871  (-0.92%) 1.000  (0.00%)b 
AMDI Index  (AAPC) 1.184  (1.13%) 1.578  (3.09%) 0.852  (-1.06%) 0.880  (-0.85%) 1.001  (0.00%) 
LMDI I Index  (AAPC) 1.184  (1.13%) 1.575  (3.08%) 0.853  (-1.05%) 0.881  (-0.84%) 1.000  (0.00%)b 
LMDI II Index  (AAPC) 1.184  (1.13%) 1.578  (3.09%) 0.852  (-1.06%) 0.880  (-0.85%) 1.000  (0.00%)b 
 
Table D-2. Decomposition results (non-chaining) for US freight transport energy consumption, 1985-2000 
Method Measurea Total  Activity Structure Intensity Residual 
Laspeyres Index  (AAPC) 1.546  (2.95%) 1.365  (2.10%) 1.171  (1.06%) 1.040  (0.26%) 0.930  (-0.48%) 
Modified Fisher Index  (AAPC) 1.546  (2.95%) 1.365  (2.10%) 1.129  (0.81%) 1.003  (0.02%) 1.000  (0.00%)b 
AMDI Index  (AAPC) 1.546  (2.95%) 1.365  (2.10%) 1.132  (0.83%) 1.001  (0.01%) 1.001  (0.00%) 
LMDI I Index  (AAPC) 1.546  (2.95%) 1.363  (2.10%) 1.134  (0.84%) 1.000  (0.00%) 1.000  (0.00%)b 
LMDI II Index  (AAPC) 1.546  (2.95%) 1.365  (2.10%) 1.131  (0.83%) 1.001  (0.01%) 1.000  (0.00%)b 
 
Table D-3. Decomposition results (non-chaining) for US passenger transport energy consumption, 1985-2000 
Method Measurea Total  Activity Structure Intensity Residual 
Laspeyres Index  (AAPC) 1.287  (1.70%) 1.453  (2.52%) 1.014  (0.10%) 0.872  (-0.91%) 1.001  (0.01%) 
Modified Fisher Index  (AAPC) 1.287  (1.70%) 1.453  (2.52%) 1.015  (0.10%) 0.873  (-0.90%) 1.000  (0.00%)b 
AMDI Index  (AAPC) 1.287  (1.70%) 1.453  (2.52%) 1.016  (0.11%) 0.873  (-0.90%) 0.999  (0.00%) 
LMDI I Index  (AAPC) 1.287  (1.70%) 1.449  (2.50%) 1.017  (0.11%) 0.874  (-0.90%) 1.000  (0.00%)b 
LMDI II Index  (AAPC) 1.287  (1.70%) 1.453  (2.52%) 1.015  (0.10%) 0.873  (-0.90%) 1.000  (0.00%)b 
 
Note: a In the case of index, the values are for year 2000 with a base of 1for 1985. AAPC denotes average annual percentage change from 1985 to 2000.  
           b Perfect decomposition with no residual.  
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We summarize the general and specific features observed in the following:  
First, the activity effect estimate depends solely on the change in the overall 
activity level. It can be shown analytically that the estimated values are exactly the 
same for all the five methods except for LMDI I which is marginally different from the 
rest.37 These features are revealed in the results for all the sectors presented.  
Second, the results obtained from all the methods except the Laspeyres index 
method are very similar. This is hardly surprising in the cases of the AMDI, LMDI I 
and LMDI II which are from the same family in terms of method formulation, but it is 
interesting that this applies to the case of the modified Fisher index method as well.  
Third, in the case of the estimates for the structure effect and intensity effect, the 
differences between the results from the Laspeyres index method and those from the 
other four methods vary from one sector to another. The variations are the largest for 
manufacturing while in the case of passenger transport, the differences are small. The 
differences observed are related to the size of the residual term, which deviate from the 
ideal value more for freight transport than for passenger transport. Further 
investigation shows that the degree of activity structure change plays a major role here. 
For passenger transport, automobile and light trucks, whose modal energy intensities 
are relatively not that different, dominated the sector's activity throughout the period 
1985-2000. With little activity structure change over time, the residual term is 
therefore insignificant. This, however, is not the case for the manufacturing and the 
freight transport sector.  
                                                 
37 The estimate given by LMDI I is slightly different from the rest because of the weighting scheme it 
uses. The weights do not add up to unity but the weighting scheme ensures consistency in aggregation. 
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Fourth, as already mentioned, the existence of residual term complicates the result 
interpretation for the Laspeyres index method. For instance, when the estimated 
changes given by the three effects for manufacturing as shown in Table 1 are 
combined, total energy consumption would have increased by 30.5% from 195 to 2000, 
i.e. (1.578)(0.905)(0.914)=1.305. Since the actual increase is only 18.4%, the overall 
change is overestimated by a fairly large margin.38  
Finally, if we take the results from the four other methods as the reference since 
they are very similar, the Laspeyres index method underestimates the impact of 
structure change by about 35% and that of intensity change by about 30% on 
manufacturing energy consumption during 1985-2000, as can be seen from Table D-1. 
In the case of freight transport sector and from Table D-2, the Laspeyres index method 
overestimates the impact of structure change by almost 30%. Its estimated intensity 
effect shows a decrease in energy consumption of 0.26% per year in 1985-2000 while 




In summary, the empirical analysis using the data of the United States shows that 
while the four other methods that have been used by energy agencies and/or are highly 
recommended by researchers give very similar decomposition results, those for the 
Laspeyres index method could either be very similar to or quite different from these 
                                                 
38 Alternatively, given in terms of average annual percentage change (AAPC) and as shown in Table 1, 
total manufacturing energy consumption increased by an average rate of 1.13% per annum between 
1985 and 2000. Changes in the overall activity, structure and intensity are estimated to have led to 
changes in energy consumption of 3.09%, -0.67% and -0.60% per annum, respectively. The combined 
effect leads to the growth in energy consumption to be overestimated and a reduction of 0.65% per 
annum, as given by the residual term, is needed in order to match the actual growth rate.  
 
39 It should be noted that the significance of the differences given in percentages should be interpreted 
with respect to the reference value used. When the reference value is very small and close to unity in the 
case of indices and zero in the case of AAPC, the percentages may not make much sense. This, 
however, does not apply to the US cases cited.  
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results. In any decomposition study, there is no guarantee that the residual term given 
by the Laspeyres index method could be insignificant. It is generally difficult to tell 
beforehand what would be the eventual outcome before conducting the decomposition. 
As illustrated, a large residual term would lead to problems in result interpretation and 
questions about how useful the results would be. They are therefore obvious 
disadvantages in using the Laspeyres index method and hence the IEA decomposition 
model. 
As a simple rule the residual term tends to be large when there are significant 
changes in the structure variables and/or energy intensity variables, although several 
other factors are also at work. In general, changes in these variables tend to be more 
substantial over time for the developing countries as compared to the IEA countries. 
This raises the question of whether the Laspeyres index method, and hence the IEA 
model, is an appropriate choice for index decomposition analysis for studies on the 
developing countries. It is apparent from our analysis that the choice of decomposition 
method is crucial and the Laspeyres index method is unlikely to be a good choice. 
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APPENDIX E FACTORS SHAPING INDUSTRIAL ENERGY USE 
 
 
Figure E-1 shows the distribution of the length of decomposition period in years before and after adjustments made to the past empirical 







































Figure E-1. Distribution of the length of decomposition period in years before (Set A) and after (Set B) adjustments made to the decomposition cases 
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Figure E-2. Relative magnitude of energy 
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Figure E-3. Relative magnitude of energy 
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Figure E-4. Relative magnitude of energy 
impacts of intensity change and structure 
change: France 
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Figure E-5. Relative magnitude of energy 






















































































Figure E-6. Relative magnitude of energy 
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Figure E-7. Relative magnitude of energy 
impacts of intensity change and structure 
change: Italy 
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Figure E-8. Relative magnitude of energy 
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Figure E-9. Relative magnitude of energy 
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Figure E-10. Relative magnitude of energy 
impacts of intensity change and structure 
change: Spain 
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Figure E-11. Relative magnitude of energy 
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Figure E-12. Relative magnitude of energy 
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Figure E-13. Relative magnitude of energy 
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APPENDIX F SURVEY ON DECOMPOSITION 
METHOD ADOPTION AFTER 2000 
To reveal the recent trend of decomposition method adoption, we investigate the 
IDA studies from 2000 onwards: TL (includes traditional Laspeyres and Paasche 
method), S/S, M-E, Fisher (Fisher Ideal and Modified Fisher method), AMDI, LMDI I, 
LMDI II, MRCI, and other methods that cannot be clearly classified. The detailed 
results are shown in Table F-1. It can be seen that TL, S/S, AMDI, and LMDI I are the 
four decomposition methods most intensively applied since 2000. 
Table F-1. Decomposition methods in IDA analysis after 2000 
Decomposition Method Study Year 
 TL  S/S M-E Fisher AMDI LMDI I LMDI II MRCI Oth
Farla & Blok 2000a   ×       
Farla & Blok 2000b ×         
Jung & Park 2000     ×     
Lee & Oh 2000      ×    
Liaskas et al 2000 ×         
Mavrotas et al 2000 ×         
Nag & Kulsheshtha 2000     ×     
Nag & Parikh 2000     ×     
Shorrock 2000  ×        
Sun 2000a  ×        
Sun 2000b  ×        
Sun & Ang 2000  ×        
Ang & Liu 2001      ×    
APERC 2001     ×     
Boyd & Laitner 2001     ×     
Choi & Ang 2001       ×   
Chung & Rhee 2001        ×  
Greening et al. 2001         × 
Hoffrén & Kaivo-oja 2001  ×        
Murtishaw & Schipper 2001 ×         
Murtishaw et al. 2001         × 
Schipper et al. 2001a         × 
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Decomposition Method Study Year 
 TL  S/S M-E Fisher AMDI LMDI I LMDI II MRCI Oth 
Schipper et al. 2001b ×         
Schipper et al. 2001c ×         
Stage 2001       ×   
WEC 2001 ×         
Zhang & Ang 2001 × ×   × ×    
Albrecht et al 2002  ×        
Ang & Choi 2002       ×   
Bhaduri & Chaturvedi 2002 × × ×  ×     
Choi & Ang 2002     ×  ×   
Cornillie & Fankhauser 2002     ×     
Dhakal et al. 2002 ×         
Hamilton & Turton 2002 ×         
Kim & Worrell 2002   ×       
Luukkanen & Kaivo-oja 2002a  ×        
Luukkanen & Kaivo-oja 2002b  ×        
Luukkanen & Kaivo-oja 2002c  ×        
Luukkanen & Kaivo-oja 2002d  ×        
Ozawa et al 2002 ×         
Ang et al. 2003  ×    × × ×  
Chew 2003      ×    
Choi & Ang 2003      ×    
Dal 2003 ×         
Davis et al. 2003     ×     
González & Suárez 2003 ×  ×    ×   
Imura 2003 ×         
Miketa & Schratten-
holzer 2003   ×      
 
Mulder & de Groot 2003      ×    
Palmer 2003  ×        
Sun 2003  ×        
Tedesco & Thorpe 2003     ×     
Unander 2003 ×         
Zhang 2003 ×         
Ang et al. 2004    ×      
Baumert & Pershing 2004      ×    
Greening  2004         × 
Bhattacharyya & 
Ussanarassamee 2004a       ×  
 
Bhattacharyya & 
Ussanarassamee 2004b       ×  
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Decomposition Method Study Year 
 TL  S/S M-E Fisher AMDI LMDI I LMDI II MRCI Oth
Boyd & Roop 2004    × ×     
CEEC 2004 ×         
EECA 2004       ×   
Cornillie & Fankhauser 2004     ×     
Fisher-Vanden et al. 2004     ×     
Kaivo-oja & Luukkanen 2004  ×        
IEA 2004 ×         
Mulder & de Groot 2004      ×    
Oh & Lee 2004       ×   
Paul & Bhattacharya 2004  ×        
Aguayo & Gallagher 2005 ×         
Ang 2005      ×    
Bhattacharyya & 
Ussanarassamee 2005       ×  
 
Chappin et al. 2005         × 
Cole et al. 2005      ×    
Jalas 2005 ×         
Kwon 2005      ×    
Kwon & Preston 2005      ×    
Lise 2005  ×        
Liu & Ang 2005 × ×   × × ×   
Luukkanen et al. 2005  ×        
Nag & Parikh 2005     ×     
Nässén & Holmberg 2005         × 
Ramírez et al. 2005       ×   
Schäfer 2005 -         
Shrestha & Marpaung 2005 ×         
Sitompul & Owen 2005  ×        
Ussanarassamee & 
Bhattacharyya 2005 ×        
 
Wang et al. 2005      ×    
Wu et al. 2005      ×    
Ahn 2006     ×     
Dachraoui & Harchaoui 2006     ×     
Ediger & Huvaz 2006      ×    
Kawase et al. 2006         × 
Lin et al. 2006     ×     
Luyanga et al. 2006     ×  ×   
ODYSSEE 2006     ×     
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Decomposition Method Study Year 
 TL  S/S M-E Fisher AMDI LMDI I LMDI II MRCI Oth 
OEERE 2006       ×   
Ramirez & Worrell 2006      ×    
Steenhof 2006  ×        
Diakoulaki et al. 2006  ×        
Ebohon & Ikeme 2006  ×        
Lee & Oh 2006      ×    
OEE 2006      ×    
Rhee & Chung 2006        ×  
Shrestha & Marpaung 2006 ×         
Steenhof 2007 ×         
Wu et al. 2006      ×    
Total 108 26 24 6 2 20 22 15 3 7 
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APPENDIX G ANALYTICAL LIMITS OF LMDI I AND 
THEIR SPEED OF CONVERGENCE 
 
 
Analytical Limit of LMDI with Zero Values 
 
In a decomposition analysis performed on CO2 emissions study, the identity 


















QQCC ∑∑ ∑ ===  
where C is the total CO2 emissions from industry, ijC  is the CO2 emissions arising 
from fuel j in industrial sector i, Q ( ∑=
i
iQ ) is the total industrial output measured in 
a monetary unit, ijE  is the consumption of fuel j in sector i ( ∑=
j
iji EE ), iS  ( QQi /= ) 
and iI  ( ii QE /= ) are, respectively, the output share and energy intensity of sector i, 
the fuel-mix variable is given by ijM  (= jij EE / ) and the CO2 emission factor by ijU  
(= ijij EC / ). 
Two variables in this identity function, ijM  and ijU , may contain zero values. For 
changes that involve zero values, the three possible combinations for the two variables 
are: (1) only a variable changes from zero to a positive number (or the converse), (2) 
both variables change from zero to positive numbers (or the converse), and (3) a mix, 
i.e. one of the variables changes from zero to a positive number while the other 
changes from a positive number to zero.  
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For combination (1), suppose in sub-category i and j, fuel j is introduced in sub-
sector i between year 0 and year T, i.e. ijM  changes from 0 to a positive number and all 
the other variables are positive, the analytical limit of each of the factors for this sub-

























































ijemfC , and 

















































































































































For combination (2), both ijM  and ijU  change from zero to a positive number (or 
the converse). The problem becomes finding a limit for a function with two variables. 
Since there is no reason to treat ijM  and ijU  differently, we assume they reach zero at 
the same speed. It is reasonable to use a variable δ  to represent both of them and the 
problem is simplified to finding the limit when δ  approaches zero. The analytical limit 
of each of the factors for this sub-category is given by:  






























































































































































































For combination (3) where the two variables with zero values change in opposite 
directions, the contribution of each of the other three factors, i.e. ijactC ,∆ , ijstrC ,∆  and 
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Speed of Convergence 
 
The speed of convergence for LMDI to approach its limits is the crux of SV 
strategy that researchers consider as an important reason making SV less preferable 
than AL strategy. We separate the changes involving zeros into two types and study 
the speed of convergence of the two types separately. Type I zero-change is that a 
variable changes from zero to zero, and Type II zero-change is that a variable changes 
from zero from/to non-zero.
 
 

















QQCC ∑∑ ∑ ===  as 
example where ijU  changes from zero to zero, We compare the speed of convergence 
















































































































This means the speed of convergence of ijemfC ,0lim∆→δ  is faster than 0lim0 =→δ δ . 
Actually, in this case, SV strategy gives the results directly because:  





























Appendix G. Analytical Limits of LMDI I and Their Speed of Convergence 
 227
This is exactly the analytical limit of ijemfC ,∆ . Therefore for this variable, the AL 
strategy converge to AL instantly, no matter how large or how small δ  is.  













































































































































































































From the above four equations, we can see, for Type I zero-change, the 
comparison of speed of convergence of SV and 0lim
0
=
→δ δ  results in a real number, this 
means the convergence speed of SV strategy is comparable to that of 0lim
0
=
→δ δ . When 
the zeros values are replaced by a number which is at least two orders of magnitude 
smaller than the smallest positive numbers in the dataset, the calculation results from 
SV strategy would be of little difference from those of AL strategy.  
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For Type II change, ijM  changes from 0 to a positive number and all the other 
variables are positive. For the factor of ijmixC ,∆  with zero changes, the AL strategy 
gives the limit of Tijij
T
ij CCC =− 0 . To compare the speed of convergence of SV strategy 
and that of 0lim
0
=
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Similar conclusion is applicable to ijstrC ,0lim∆→δ , ijCint,0lim∆→δ , and ijemfC ,0lim∆→δ . This 
means, the speed of convergence for all the factors with Type II zero-change is slower 
than the speed of convergence of 0lim
0
=
→δ δ . Therefore it is too slow and unacceptable. 
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For an aggregation analysis that can be performed through either one-step or 
multi-step procedure, consistency in the results is a desirable attribute. We shall prove 
how the decomposition methods listed in Appendix C fulfill this property. The proof is 
based on the work by de Waziers (2004). To illustrate, we use an aggregation structure 
of two levels: (a) the sectoral level (subscript i) refers to the first level of 
disaggregation which has a total of p sectors and (b) the sub-sectoral level (subscript j) 
refers to the second level of disaggregation which has total of li sub-sectors under 
sector i.  
For each method, we first present the formula for one-step analysis, then present 
the formulae for the first step in two-step analysis. If the aggregation function for the 
second step in two-step analysis makes the final formula identical to those of one-step 
analysis, this method is said to be consistent. 
 
The Additive Methods 
 
The decomposition formula for the additive approach is given by:  
rsdxxx
T





X∆  and 
rx
X∆  are explaining factors to the change of X , and rsdX∆ is 
the residual term for those unexplained factors.  
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In the Laspeyres index, 
zx
























,1 )......(  
When we calculate the same effect in two steps, we first calculate the value for 






















, )......(  
and then calculate the national aggregate indicator:  






























)2( )......(  
Thus, the Laspeyres index is consistent in aggregation in type of A2 in the additive 













)2( , we conclude that 
Paasche, M-E, S/S, AMDI, LMDI I, MRCI and Stuvel are all consistent in type of A2, 
i.e. the aggregation function and the decomposition function are different, but the final 
result is consistent.  























,ln , the weight factor is given by the following 
formulae which involves an impact of a macro parameter: 

































































































No linear function allows the same results in the single-step and the two-step 
procedure. Consequently, LMDI II is not consistent in aggregation from a theoretical 
point of view.  
 
The Multiplicative Methods 
 















D  and 
rx
D  are explaining factors to the change of X , and rsdD is the 
residual term for those unexplained factors.  
The Laspeyres index 
The basic formula for the Laspeyres method in the multiplicative approach is 
given by:  






































































































,1 ..  represents the value of the same indicator at the macro level. 























The aggregation function is a weight-based function of the sectoral indices. Using 
this aggregation function allows the method to give consistent results. However the 
residual terms calculated through this aggregation function are not consistent. Hence, 
this method has consistency in aggregation of type B, i.e. results for each factor are 
consistent, but the results for the composite index are not consistent because residual 
term is not consistent. 
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LMDI I 
The proof of the consistency in aggregation for LMDI I is given by Ang and Liu 
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)1( =−  
Then we calculate the aggregate index using the same formula as the one at the 





























)2( =−  
Therefore 











































































Consequently, LMDI I has consistency in aggregation of type A1, i.e. the 
aggregation function and the decomposition function have the same formula, and the 
final results are consistent. 
LMDI II 
Inspired by the proof for Laspeyres method, we create an aggregation function for 
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If we choose the following aggregation function, the results will be same for one-
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Other methods 
Regarding to Stuvel index method, van Yzeren (1958) proved it is consistent in 
type A1 in multi-step analysis. Vartia (1976) also points out that Stuvel index is 
consistent in type of A1. The proof is omitted here as it is quite complicated. For other 
multiplicative methods, it is clearly shown in de Waziers (2004) that the aggregation 
functions are either non-linear (for example Paasche method), or complicated (for 
example Fisher Ideal), or non-exist at the moment (for example M-E and AMDI). So 
we roughly consider them inconsistent in aggregation.  
In conclusion, all the additive methods except LMDI II are consistent in 
aggregation of type A2. The reason for this particularity of the additive methods is that 
each change is mathematically independent of other changes at the same or higher 
level of aggregation; consequently, summing them allows the obtaining of changes at 
the higher level of aggregation. As for the multiplicative methods, LMDI is the only 
method consistent of type A1. For the other methods, it may also be possible to develop 
some aggregation functions to make the results consistent, but these techniques are not 
so neat, sometimes rather cumbersome. 
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APPENDIX I ENERGY CONSUMPTION AND ACTIVITY DATA FOR US ECONOMY 
 
 
Table I-1. Energy consumption and activity for US economy, 1985 and 2000 
   1985 2000 








Single-Family Detached 1882.32 9.01 208.94 2051.36 9.57 214.32 
Single-Family Attached 306.91 1.85 166.08 474.99 2.77 171.29 
Mobile Home 94.04 0.69 135.71 96.24 0.64 149.32 
Multi-Family (2-4 units) 460.02 3.17 145.21 388.95 2.73 142.64 
Northeast 
Multi-Family (>4 units) 418.41 3.73 112.21 399.37 4.21 94.77 
Single-Family Detached 2930.54 13.89 210.94 3806.76 16.39 232.23 
Single-Family Attached 167.41 0.89 187.89 323.05 1.78 181.75 
Mobile Home 187.40 1.12 167.03 216.96 1.17 186.22 
Multi-Family (2-4 units) 427.42 2.71 157.95 353.61 2.06 171.87 
Midwest 
Multi-Family (>4 units) 340.84 2.97 114.76 267.78 2.78 96.45 
Single-Family Detached 3837.85 20.53 186.97 5609.49 25.03 224.08 
Single-Family Attached 220.16 1.22 180.33 488.69 2.83 172.80 
Mobile Home 302.40 2.24 134.76 597.73 3.20 186.93 





Multi-Family (>4 units) 431.19 3.70 116.67 517.67 4.54 114.12 
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   1985 2000 








Single-Family Detached 1740.64 10.06 172.94 2188.90 12.43 176.09 
Single-Family Attached 63.12 0.49 127.56 268.26 2.27 118.23 
Mobile Home 141.27 0.99 142.69 277.55 1.69 164.66 
Multi-Family (2-4 units) 233.41 2.18 107.16 130.86 1.39 94.27 
West 
Multi-Family (>4 units) 337.33 3.50 96.44 393.48 5.03 78.20 
Commercial (Billion SF) 11470.87 58.31 196.72 17196.31 75.62 227.40 
Food Mfg. 863.50 88567.00 0.01 1014.20 101145.00 0.01 
Beverage and Tobacco Product Mfg. 147.60 49414.00 0.00 96.10 23224.00 0.00 
Textile Mills 195.60 12897.00 0.02 106.60 15682.00 0.01 
Textile Product Mills 53.80 6945.00 0.01 23.70 8444.00 0.00 
Apparel Mfg. 31.40 24939.00 0.00 50.10 22451.00 0.00 
Leather and Allied Product Mfg. 11.80 5135.00 0.00 8.60 3871.00 0.00 
Wood Product Mfg. 382.20 41739.00 0.01 322.90 44130.00 0.01 
Paper Mfg. 2351.50 48144.00 0.05 2620.80 49954.00 0.05 
Printing and Related Activities 76.60 100101.00 0.00 94.00 86635.00 0.00 
Petroleum and Coal Products Mfg. 1878.60 27276.00 0.07 1739.80 25498.00 0.07 
Chemical Mfg. 2346.80 98839.00 0.02 3548.80 184192.00 0.02 
Plastics and Rubber Products Mfg. 223.10 27287.00 0.01 331.00 59814.00 0.01 
Nonmetallic Mineral Product Mfg. 896.50 26141.00 0.03 983.10 39699.00 0.02 
Primary Metal Mfg. 1558.20 40437.00 0.04 1953.90 57397.00 0.03 
Fabricated Metal Product Mfg. 309.00 74453.00 0.00 420.70 99623.00 0.00 





Computer & Electronic Product Mfg. 131.10 36250.00 0.00 203.40 133820.00 0.00 
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   1985 2000 








Electrical & Component Mfg. 117.10 32330.00 0.00 145.60 208682.00 0.00 
Transportation Equipment Mfg. 329.40 163926.00 0.00 489.30 172087.00 0.00 
Furniture and Related Product Mfg. 49.20 18787.00 0.00 96.20 24428.00 0.00 
Miscellaneous Mfg. 80.00 62244.00 0.00 86.00 61712.00 0.00 
Non-manufacturing  5683.01 471686.82 0.01 4972.21 646600.00 
Automobiles 8288.48 2188.83 3.79 8444.06 2577.21 3.28 
Light-duty trucks 3160.14 720.49 4.39 6129.78 1478.43 4.15 
Busses  147.41 114.96 1.28 190.23 144.55 1.32 
Scheduled carriers 1283.62 351.07 3.66 1824.29 708.42 2.58 
General aviation 135.67 12.30 11.03 165.58 15.20 10.89 
Commuter rail 10.69 6.53 1.64 13.79 9.40 1.47 
Heavy rail 9.99 10.43 0.96 12.11 13.84 0.87 





Intercity rail 10.01 4.79 2.09 11.48 5.50 2.09 
Highway 2632.48 746.32 3.53 4468.00 1285.50 3.48 
Rail 414.40 876.98 0.47 487.66 1465.96 0.33 
Air 330.82 9.05 36.56 778.71 30.22 25.77 




Pipeline 517.37 219.54 2.36 659.55 299.57 2.20 
Total 62128.09   80239.84   
 
