In 1987 Jonathan and Peter Borwein, inspired by the works of Ramanujan, derived many efficient algorithms for computing π (see [3] and [4]). However their proofs are difficult for the nonspecialist in the theory of elliptic modular functions. We will see that by using only a formula of Gauss's and elementary algebra we are able to prove the correctness of two of them. The two algorithms we will consider are the quadratic algorithm:
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in which r n tends to 1/π and in each iteration the number of exact digits is doubled, and the quartic algorithm:
), in which t n tends to 1/π, and the number of correct digits is quadrupled in each iteration.
At the age of 14, C. F. Gauss, starting with two numbers a 0 = a and b 0 = b, considered the iteration
and defined the arithmetic-geometric mean of a and b as the common limit
In the year 1799, at the age of 22, by means of the elliptic integrals
he discovered the following wonderful formula [1, pp. 87-102]:
in which a 0 = 1, b 0 = 1/ √ 2, a n and b n are given by (1), and M stands for the arithmetic-geometric mean of the numbers 1 and 1/ √ 2. Gauss's formula (3) was rediscovered in 1976 independently by E. Salamin and R. Brent (see [5] and [7] ).
Proof of the quadratic algorithm
Our proof is based on the sequence
where a 0 = 1, b 0 = 1/ √ 2, a n and b n are defined as in (1), and
, that is, M = lim a n = lim b n . It is easy to see that lim r n = 1/π. Using relation (3) we also see that r 0 = 1/2. In addition we can easily obtain
which leads to the recurrence r n+1 = a n a n+1
b n a n = 2 a n a n+1
b n a n (6) and deduce from it the relation a n a n+1
Finally we can see that if we define
then
and
Substituting the values of a 0 and b 0 in (8), we get the initial value d 0 = 1/ √ 2.
Proof of the quartic algorithm
From the relation (10) we have
From (9) we get
If we define
and (13) implies that
.
(14)
Combining (15) and (16) and defining t n = r 2n , we obtain
On the other hand, from (9) we have
which together with (14) gives
Finally we obtain
5 Other algorithms for π Jonathan and Peter Borwein have proved the following cubic analog [2] of Gauss's formula (3):
where a 0 = 1, b 0 = 1/2 · 3 18 − 6 √ 3, a n+1 = a n + 2b n 2 , b n+1 = 3 b n (a 2 n + a n b n + b 2 n ) 3 ,
and M = lim a n = lim b n .
Rewriting system (21) in a way that is analogous to that used in (6) and defining e n+1 = a n a n+1 , r n = 1 π
