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ABSTRACT
Depth-image-based-rendering (DIBR) has received much at-
tention in recent years as a promising technology for 3DTV
systems. However, holes are inevitable in DIBR during the
view synthesis procedure because the scene area, which has
been occluded in the reference image, become visible in the
synthesized virtual view. In this paper, we propose dictionary
based hole filling with the assistance of depth. Because holes
generally come from background area, we first segment back-
ground from foreground with the assistance of depth. Then,
we construct a dictionary for hole filling from background.
Finally, we employ the dictionary to fill holes in the synthe-
sized virtual view. Experimental results demonstrate that the
proposed method achieves good performance in hole filling in
terms of visual quality and quantitative measures.
Index Terms— 3DTV, depth-assistance, depth-image-
based-rendering (DIBR), dictionary learning, hole filling,
sparse representation
1. INTRODUCTION
3DTV provides the users with a vivid visual experience sim-
ilar to real-life, and thus is considered as the next genera-
tion TV. In 3DTV, depth-image-based-rendering (DIBR) is
a key technology for both stereoscopic image generation[1]
and multi-view image generation[2]. It is a kind of ren-
dering technique between model-based-rendering (MBR) and
image-based-rendering (IBR), which are two traditional ren-
dering techniques based on model and image, respectively[3].
The advantages of MBR is that the model can be used as spe-
cific as possible and result in better image quality. However,
the computational complexity of MBR modeling is propor-
tional to the scene, which calls for a higher performance of
computer. Compared with the MBR technology, IBR tech-
nology requires a lower performance of computer and causes
a more realistic virtual viewpoint images, but it has a higher
demand of the information collecting equipments, and prob-
lems of big data storage and transmission. DIBR, which com-
bines the two technologies, employs geometry information of
the scene without modeling. Specifically, based on color im-
age and its corresponding depth map, pixels are projected into
the new image plane through 3D mapping technology, and
thus virtual views in every direction are generated. However,
during the DIBR process, some unknown information, that
some disoccluded areas become visible to the viewer, are re-
produced, called holes. Thus, we fill holes caused by the 3D
mapping, and we call this process as hole filling.
Up to the present, a lot of outstanding results in hole fill-
ing have been achieved by researchers. Most of the the easiest
approaches adopted simple interpolation or some in-painting
techniques to remove the holes by using their neighboring
pixels solely based on geometrical distance. However, upon
the definition of disocclusion, it is more reasonable that holes
come from the background regions rather than the foreground
regions. Due to the fact, Oh et al. [4] proposed a depth based
in-painting method, which replaces the boundary region bor-
dering on foreground with the background region and deter-
mines the appropriate pixel values used for in-painting. This
work can be used on the existing in-painting techniques. In
[5], it was been used on the fast marching method(FMM),
which fills the holes with their neighboring pixels from back-
ground based on geometrical distance. Shen et al. [6] pro-
posed an image in-painting method via sparse representation,
which discards the geometrical distance-based scheme, and
thus produces more natural image textures. Besides, Solh et
al. [7] provided a hierarchal hole filling (HHF) method which
uses a pyramid-like approach to estimate the hole pixels from
lower resolution images and produces a higher resolution ren-
dering, thus, they achieve the hole free results in DIBR. Based
on the depth values redefinition, the method in Oh et al. [5]
gets a more accurate result, but the texture information will be
lost based on the FMM method when the holes are large in a
certain degree. Shen et al. [6] do not take the depth informa-
tion into consideration, so that serious artifacts and geometric
distortions can be found in the experimental results. Though
the results of Solh et al.[7] are free of geometric distortions,
since that it can get a higher PSNR and SSIM values, but ar-
tifacts can be easily find due to the ignoring of depth, which
brings a uncomfortable visual effect.
Table 1. Meaning of notations in this paper
Notation Meaning
Φ Source region
Ω Target region (holes)
∆Ω Boundary of Ω
P Point on ∆Ω
ΨP Patch centered on P
ΨPm Patch with the maximum priority on Pm
D f Foreground of source region
Db Background of source region
D Corrupted signal component index
x1\D Dictionary from Φ ∩ Db
∆I⊥P Isophote at point p
np Unit vector orthogonal to ∆Ω in p
MinZ Minimum depth
MaxZ Maximum depth
ΨPm \D Input signal in the warped depth map
I Corrupted signal component index
x2\I Dictionary from Φ ∩ Db
ΨPm \I Input signal in the warped color image
In this paper, we propose a novel and efficient algorithm to
fill holes caused by DIBR in synthesized virtual views. In our
method, we not only discard the geometrical distance-based
scheme, but also make use of the depth information. In order
to use the depth information, we warp the depth map the same
as the color image. The proposed algorithm consists of two
sections, first is hole filling of the warped depth map, second
is hole filling of the warped color image. Since the depth map
has no texture information and fewer color changes, that is
to say, it is much easier to be filled, thus we fill it firstly and
use it to predict the filling order of the color image. Besides,
it can also help to avoid the foreground information from the
background when filling the hole area in the color image. In
each section, we adopt the dictionary learning guided method
to fill the holes, through constructing dictionary from back-
ground source regions of current image and computing the
sparse representation for each incomplete patch at the bound-
ary of the holes based on computed filling order and recover
it, thus we fill up all of the holes each patch by each patch
efficiently. The most important is that the proposed method
not only is applicable to the generated stereoscopic images,
but the multi-view images as well. Experimental results show
that our method yields effective and reliable results in both
subjective and objective evaluations.
The rest of the paper is organized as follows. Section 2
gives a briefly introduction of the dictionary learning based
hole filling on the warped depth map. Section 3 describes hole
filling of the warped color image by using the depth informa-
tion result in Section 2. Experimental results and analysis are
provided in Section 4. We conclude this paper in Section 5.
Algorithm 1 Dictionary based hole filling
Input: Warped depth map.
Output: Hole filled-depth map.
Step 1: Divide the warped depth map into Φ and Ω; and seg-
ment Db from D f .
Step 2: Construct x1\D from {Φ ∩ Db}.
Step 3: Loop until Ω = Ø:
a) Compute the priority for all pixels at the boundary of ∆Ω
using (1); and choose the patch with the maximum priority as
the incomplete signal.
b) Recover the incomplete patch in Step a) using (7) and (9).
c) Reset the pixel values in Ω; and update ∆Ω.
Fig. 1. Warped depth map and the given patch ΨP. Left: Ren-
dered image with ΨP included. Right: Notational diagram of
ΨP.
2. HOLE FILLING IN DEPTH MAPS
We describe all notations in Table 1. As mentioned above, we
warp the depth map when at the same time we warp the color
image in order to use the depth information. Hole filling in
the warped depth map with dictionary is briefly summarized
in Algorithm 1.
Fig. 1 shows the warped depth map and the given patch
ΨP. The black area in the depth map is called target region Ω
and the rest of the region is regarded as source region Φ. The
source region can be divided into two parts, one belongs to
the foreground, which is denoted as D f , the other part Db be-
longs to the background. Based on the assumption that disoc-
clusions are totally from background region, since foreground
area does not be overshadowed, we train the background in-
formation of the source region with the assistance of depth,
namely {Φ∩Db}, and get the dictionary x1\D = [x11, x21, .., xM1 ]
for sparse representation, where D represents the corrupted
signal component index, the corrupted signal component here
forms the region in the image without texture information,
i.e., the hole area. Several algorithms can be applied in dictio-
nary training, such as OMP (orthogonal matching pursuit)[8],
basis pursuit (BP)[9], and K-SVD [10]. It is obvious to see
that the entire image looks plausible only if the filled target
region visually consistent with source region. That is to say,
both the texture and the noise should be at the same level.
Thus, we can construct the dictionary without any preprocess-
ing, by simply sampling or using all the patches in the source
region. This means each patch is fixed into a column, if we
get l patches from the source region, the trained dictionary
x1\D should have l columns.
The filling order of each patch can be computed by [11]:
P(p) = C(p) · D(p) · Zd(p) (1)
where C(p), D(p) and Zd(p) are the confidence term, data
term and Z-distance term, respectively. The confidence term
can be represented as:
C(p) =
∑
q∈ΨP∩Db W(q)
|ΨP| (2)
where |ΨP| means the pixels numbers in the area of ΨP , and
W(q) can be defined as:
W(q) =
{
0, ∀q < ΨP ∩ Db, (3)
1, ∀q ∈ ΨP ∩ Db. (3′)
The data term is obtained by the following equation:
D(p) =
|∆I⊥P · np|
σ
(4)
where σ is a normalization factor, for a typical grey-level im-
age, σ = 255, np is the unit vector orthogonal to ∆Ω in p,
∆I⊥P means the direction and intensity of the isophote at point
p, isophote here means the curve that formed by the points
with a same illuminations on a surface, it is the result of the
rotation of the gradient of 90 degrees.
The Z-distance term is defined as:
Zd(p) = 1 − max(Z(q)) −min(Z(q))MaxZ − MinZ (5)
where q ∈ {ΨP ∩ Φ}, and
Z =
1
Depth
255 × ( 1MinZ − 1MaxZ ) + 1MaxZ
(6)
The priority of distinct patches, whose center point lo-
cated on the boundary of the target region, should be com-
puted. The confidence term C(p) can be understood as fill-
ing first the patches in which have more filled pixels, in other
words, if the patch have more pixels that already filled than
the others, it is filled earlier. Data term D(p) added the ef-
fect of isophote, which improves the priority of a patch that
the same isophote ”flows” into, thus provide the generated
image with better connectivity. The idea of these two terms
are almost from [11], the difference is that in the confidence
term, we use the depth information to limit the selection of
q. In addition, we add the Z-distance term Zd(p) introduc-
ing the depth affects, which provides the depth difference in a
patch, namely the distance between the nearest point and the
farthest point, here the smaller the distance, the more priority
is selected. With the help of this term, the maximum priority
Fig. 2. Notational diagram of given patch ΨP. Left: ΨP in
color image. Right: ΨP in corresponding depth map.
can be selected more reasonable, and lead to more appropri-
ate current patch. After the priority computation, the patch
with the maximum priority is find and choose as the current
patch ΨPm , which is centered at Pm. ΨPm \D represents the in-
put signal. Then we use a LASSO (least absolute shrinkage
and selection operator) regression method to estimate the co-
efficient α of the signal ΨPm \D over the trained dictionary x1\D
by [12]:
αˆ = arg min{‖ΨPm \D − x1\D · α‖22 + λ1‖α‖1} (7)
where ‖α‖1 encourages the sparsity of the fitted coefficient
vector, and the parameter λ1 controls the trade-off between
the reconstruction error and the sparsity. Here α is sparse
and only a few components of α are nonzero. ΨPm \D, the
input signal, is from one of the regions {ΨP ∩ Φ ∩ Db} and
{ΨP ∩ Φ ∩ D f }. In these two regions, the one belongs to the
background, which means {ΨP∩Φ∩Db}, has a higher-priority.
The pixel numbers of {ΨP ∩ Φ ∩ Db} and a threshold T help
to determine which region is the input signal as follows:{ {q|q ∈ ΨP ∩ Φ ∩ D f }, 0 5 ∑k∈ΨP∩Φ∩Db N(k) < T (8)
{q|q ∈ ΨP ∩ Φ ∩ Db}, ∑k∈ΨP∩Φ∩Db N(k) = T (8′)
where N(k) is the number of k, and the threshold T is closely
related to the patch size as well as the shape of the holes,
there is no definition of T , but it is better no more than 7
by experience. It is obviously that, ΨPm \D is a k-dimensional
vector, and k = n × n, where n denotes the width or height of
the patch. If we get l patches from the source region, the fixed
dictionary should have l columns. Thus, the trained dictionary
x1\D has a size of k × l. Then, we recover the corrupted signal
via the estimated α by:
ΨˆdPm =
{ (x1αˆ)d, d ∈ D, (9)
ΨdPm , else. (9
′)
note that D represents the corrupted signal component, which
related to the hole area. Then we get the fixed ΨˆdPm , on the
basis of which we reset the pixel values in the patch ΨPm and
iterate the result.
3. HOLE FILLING IN COLOR IMAGES
Hole filling in the warped color image is similar to that of hole
filling in the warped depth map. The difference is that the hole
Algorithm 2 Dictionary based hole filling with the assistance
of depth
Input: Warped image and its corresponding depth map.
Output: Hole filled-color image.
Step 1: Divide the warped color image into Φ and Ω; and
divide it into D f and Db based on the depth map.
Step 2: Construct x2\I from {Φ ∩ Db}.
Step 3: Repeat until Ω = Ø:
a) Compute the priority for all pixels at the boundary of ∆Ω
by (1); then, choose the patch with the maximum priority as
an incomplete signal.
b) Recover the incomplete patch in Step a) using (10) and
(11).
c) Set the pixels in Ω; and update ∆Ω.
filling in the warped depth map is based on its own depth in-
formation, but in hole filling in the warped color image, the
depth is from the filled warped depth map in Section 2. Fig.
2 gives the detail illustrations of patches. Note that, there
is no source region and target region in the filled depth map
since the holes have already been filled. Besides, the fore-
ground and background are redistributed. Algorithm 2 briefly
summarized in Algorithm 2. Similar to the hole filling in the
warped depth map, we restrict the source of dictionary from
not only source region, but also background, experimental re-
sults verify that the dictionary is constructed more precisely
based on this condition. That is to say, x2\I is from the area
{Φ∩Db}. When computing the filling order priority as Eq.(1)
shows, the search range of pixels in Z-distance term should
be redefined since none holes are remained in the filled depth
map, which is to say, q ∈ {ΨP}, based on the modification,
the maximum priority can be selected more reasonable, and
lead to more appropriate current patch. After the determina-
tion of the current patch, the incomplete signals of this patch
are recovered the same way as in Section 2 by a LASSO re-
gression method. β is the estimated coefficient of the input
signal ΨPm \I over the trained dictionary x2\I . The pixels in
the warped color image which is divided into the input signal
ΨPm \I , have the same definition as Eq.(8) shows.
βˆ = arg min{‖ΨPm \I − x2\I · β‖22 + λ2‖β‖1} (10)
ΨˆiPm =
 (x2βˆ)i, i ∈ I, (11)ΨiPm , else. (11′)
4. EXPERIMENTAL RESULTS
To verify the superiority of our method, experiments were
performed on a PC with Core Duo 2.99GHz CPU and 3.48G
Fig. 3. Rendered color image and depth map of Ballet. Left:
Color image. Right: Its corresponding depth map.
Fig. 4. Warped color image and depth map of interview. Left:
Color image. Right: Its corresponding depth map.
RAM using Matlab based on the Window XP operation sys-
tem. We adopt the method in both multi-view generation and
stereoscopic images generation system. We use four test se-
quences of Breakdancer, Ballet, Interview, and Temple [13].
Both of Breakdancer and Ballet have 8 views from differ-
ent viewpoints, and each view contains 100 frames. Depth
maps are also included for each view with the calibration pa-
rameters. The two sequences have the same image resolu-
tion of 1024 × 768 pixels. MinZ and MaxZ defines the depth
range. In the Breakdancer sequence, MinZ is 44 and MaxZ
is 120, and in the Ballet sequence, MinZ is 42 and MaxZ is
130[2]. In multi-view generation, from view3 and view5, we
obtain the virtual central view4 with holes remained and its
corresponding depth map as shown in Fig. 3. In the stereo-
scopic images generation, Interview has one view which con-
tains 100 frames, and the image resolution is 320 × 240 pix-
els. Temple has two views and each contains 100 frames
whose resolution is 400 × 300 pixels. In the stereoscopic im-
ages generation, from one view and its corresponding depth
map, we obtain the virtual left and right images with holes
remained and its corresponding depth maps as shown in Fig.
4. Some representative hole filling results are shown in Fig.
5. It can be seen that on the right side of the dancer’s waist in
Breakdancer, foreground information is used to fill the holes
in previous methods, which lead the hole area filled up with a
wrong texture, our method solves this problem and result in a
clear boundary. Previous methods also produce some artifacts
around the leg of the woman in Ballet, the proposed method
gives a more natural looking. In general, the hole filling re-
sults of [5], [6] and [7] are somewhat blurred and with some
artifacts, however our method produce more clear filling re-
Fig. 5. Hole filling results of four test sequences. From the top row to the bottom row: Breakdancer, Ballet, Interview, and
Temple. From the left column to the right: Color images with holes, depth-based FMM method[5], dictionary based hole
filling[6], HHF[7], and the proposed method.
sult and natural looking images.
For more quantitative measurement, we evaluate the per-
formance of [5], [6], [7], and the proposed method in terms
of peak signal-to-noise ratio (PSNR) and structural similar-
ity index (SSIM) [14] in Table 2. Due to the lack of the
ground truth in the stereoscopic images, we don’t provide its
objective evaluation results. Experimental results show that
the proposed method achieves high performance in filling the
holes in terms of visual quality without reducing quantitative
performance. Most noteworthy is that the patch size in the
proposed method has great effects on the hole filling results in
both subjective visual effects and objective evaluations. Be-
sides, the optimal patch size is different between the depth
map and the color image. Fig. 6 shows the relationship be-
tween patch size and performance. In the experiments, the
patch sizes of Breakdancer, Ballet, Interview and Temple in
the warped depth map are 13 × 13, 41 × 41, 9 × 9, and 7 × 7;
and those in the warped color image hole filling are 43 × 43,
41 × 41, 3 × 3 and 17 × 17, respectively.
5. CONCLUSIONS
In this paper, we have proposed a new dictionary based hole
filling method with the assistance of depth. The previous dic-
tionary based hole filling did not consider depth information
in hole filling, and thus caused fuzzy boundaries and unde-
sirable loss in foreground and background regions. Thus, we
have combined depth information with the dictionary based
hole filling. With the assistant of depth, we have trained a dic-
tionary for hole filling only from background and estimated
the filling order based on depth distance. Experimental re-
sults demonstrate that the proposed method is very effective in
filling holes with accurate texture information and preserving
boundaries of objects as well as achieves good performance in
terms of PSNR and SSIM. Our future work includes acceler-
ating the running time of proposed method and achieving the
real-time virtual view rendering on graphics processing units
(GPUs).
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