Abstract
Introduction
In classification, a feature vector nearest neighbor (NN) classification methods [3, 4, 5, 7, 8, 10, 11, 13, 16] are a simple and attractive approach to this problem. Such a method produces continuous and overlapping, rather than fixed, neighborhoods and uses a different neighborhood for each individual query so that all points in the neighborhood are close to the query. Furthermore, empirical evaluation to date shows that the KNN rule is a rather robust method. In addition, it has been shown [6] that the one NN rule has asymptotic error rate that is at most twice the Bayes error rate, independent of the distance metric used. The nearest neighbor rule becomes less appealing in finite training samples, however. This is due to the curseof-dimensionality [2] . Severe bias can be introduced in the NN rule in a high-dimensional input feature space with finite samples. As such, the choice of a distance measure becomes crucial in determining the outcome of nearest neighbor classification. The commonly used Euclidean distance measure implies that the input space is isotropic or homogeneous. However, the assumption for isotropy is often invalid in many practical applications. Figure 1 illustrates a case in point. For query S , the horizontal coordinate is more relevant, because a slight move along that axis may change the class label, while for query T , the vertical coordinate is more relevant. For query U , however, both coordinates are equally relevant. This implies that distance computation does not vary with equal strength or in the same proportion in all directions in the feature space emanating from the input query. Capturing such information, therefore, is of great importance to any classification procedure in high dimensional settings.
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In this paper we propose an adaptive neighborhood morphing classification method to try to minimize bias in high dimensions. We estimate an effective local metric for computing neighborhoods based on local Support Vector Machines (SVMs), which have been successfully used as a classification tool in a number of areas, ranging from object recognition to classification of cancer morphologies. The resulting neighborhoods are highly adaptive to query locations. Moreover, the neighborhoods are elongated along less relevant (discriminant) feature dimensions and constricted along most influential ones. As a result, the class conditional probabilities tend to be constant in the modified neighborhoods, whereby better classification performance can be obtained.
Related Work
Friedman [7] describes an approach to learning local feature relevance that recursively homes in on a query along the most (locally) relevant dimension, where local relevance is computed from a reduction in prediction error given the query's value along that dimension. This method performs well on a number of classification tasks. In our notations, local relevance can be described by . In this case, the most informative dimension is the one that deviates the most from f b g ¥ p i q . The main difference, however, between our relevance measure to be described in section 3.2 and Friedman's (1) is that a feature dimension is more relevant if it is most discriminanting in case of our relevance measure, whereas it varies most in case of Friedman's. As a result, our measure is more informative than Friedman's.
Hastie and Tibshirani [8] propose an adaptive nearest neighbor classification method based on linear discriminant analysis. The method computes a distance metric as a product of properly weighted within and between sum of squares matrices. They show that the resulting metric approximates the Chi-squared distance by a Taylor series expansion, given that class densities are Gaussian and have the same covariance matrix. While sound in theory, the method has limitations. The main concern is that in high dimensions we may never have sufficient data to locally fill in within and between sum-of-squares matrices. Amari and Wu [1] describe a method for improving SVM performance by increasing spatial resolution around the decision boundary surface based on the Riemannian geometry. The method first trains a SVM with an initial kernel that is then modified from the resulting set of support vectors and a quasiconformal mapping. A new SVM is built using the new kernel. Viewed under the same light, our technique can be regarded as a way to increase spatial resolution around the separating hyperplane in a local fashion. However, our technique varies spatial resolution judiciously in that it increases spatial resolution along discriminanting directions, while decreasing spatial resolution along less discriminant ones.
Weston et al. [15] propose a technique for feature selection for SVMs to improve generalization performance. In their technique, a feature is either completely relevant or completely irrelevant. Clearly, feature importance as such is non-local, and therefore, insensitive to query locations. In addition, these global relevance techniques usually do not work well on tasks that exhibit local feature differential relevance, as evidenced by the example shown in Figure 1 .
Feature Relevance
Our technique is motivated as follows. In linear discriminant analysis (for 
, then in the transformed space, any
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as a weight, with each dimension in a weighted nearest neighbor rule. Now imagine for each input query we compute locally, from which to induce a new neighborhood for the final classification of the query. In this case, large t w k t e nables the shape of neighborhood to constrict along , while small t q k t e nlongates the neighborhood along the direction. Figure 1 illustrates a case in point, where for query S the discriminant direction is parallel to the vertical axis, and as such, the shape of the neighborhood is squashed along that direction and enlongated along the horizontal axis. While points to a direction along which projected data can be well separated, the corresponding hyperplane may be far from optimal with respect to margin maximization. In general, such a hyperplane does not yield the maximum margin of separation between the data, which has direct bearing on its generalization performance. In terms of weighted nearest neighbor computation discussed above, this implies that the class (conditional) probability tends to vary in the neighborhood induced by . Furthermore, the assumption on equal covariance structures for all classes is often invalid in practice. Computationally, if the dimension of the feature space is large, there will be insufficient data to locally estimate the r s ¥ W elements of the covariance matrix, thereby making them highly biased. This motivates us to consider the SVM approach to feature relevance estimation.
Support Vector Machines
be the expected generalization error (risk) for a learning machine 
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Here the normal is perpendicular to the separating hyperplane. Similar to linear discriminant analysis, the normal points to the direction that is most discriminant and yields the maximum margin of separation between the data.
We note that real data are often highly non-linear. In such situations, linear machines can not be expected to work well. As such, is unlikely to provide any useful discriminant information. On the other hand, piecewise local hyperplanes can approximate any decision boundaries, thereby enabling to capture local discriminant information.
Discriminant Feature Relevance
Based on the above discussion, we now propose a measure of feature relevance for an input query
where 5 denotes the ) t h component of in (6) computed locally at ¢ ¦
. One attractive property of (7) is that enables V 5
's to capture relevance information that may not otherwise be attainable should relevance estimates been conducted along each individual dimension one at a time, as in [7] .
The relative relevance, as a weighting scheme, can then be given by the following exponential weighting schemë
where is a parameter that can be chosen to maximize (minimize) the influence of 
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will be exponentially reflected in¨5 . The exponential weighting is more stable because it prevents neighborhoods from extending infinitely in any direction, i.e., zero weight. Thus, (8) can be used as weights associated with features for weighted distance computation°¥`¢
These weights enable the neighborhood to elongate along feature dimensions that run more or less parallel to the separating hyperplane, and, at the same time, to constrict along feature coordinates that have small angles with . This can be considered highly desirable in nearest neighbor search. It might be argued that a softmax for relative weightings tend to favor just one local dimension over the others to influence the distance calculation. In two-class classification problems, however, this one dimension is sufficient to provide discriminant information needed.
We desire that the parameter in (8) increases with decreasing perpendicular distance between the input query and the decision boundary in an adaptive fashion. The advantage of doing so is that any difference among 's will be magnified exponentially in¨, thereby making the neighborhood highly elliptical as the input query approaches the decision boundary. Figure 2 illustrates this situation. In general, however, the boundary is unknown. By using the knowledge that Equation (5) computes an approximate locally linear boundary, we can potentially solve the problem by computing the following:
. After normalizing to unit length, the above equation returns the perpendicular distance between ¢ and the local separating hyperplance. We can set to be inversely proportional to
. In practice, we find it more effective to set to a fixed constant. In the experiments reported here, is determined through cross-validation. Instead of axis-parallel elongation and constriction, one might attempt to use general Mahalanobis distance and have an ellipsoid whose main axes are parallel to the separating hyperplane, and whose width in other dimensions is determined by the distance of ¢ from the hyperplane. The main concern with such an approach is that in high dimensions there may be insufficient data to locally fill in k within sum-of-squares matrices. Moreover, very often features may be locally independent. Therefore, to effectively compute general Mahalanobis distance some sort of local clustering has to be done. In such situations, without local clustering, general Mahalanobis distance reduces to weighted Euclidean distance.
Let us examine the relevance measure (7) in the context of the Riemannian geometry proposed by Amari and Wu [1] . A large component of along a direction , i.e., a large value of , implies that data points along that direction become far apart in terms of Equation. (9) . Likewise, data points are moving closer to each other along directions that have a small dot product with . That is, (7) and (9) can be viewed as approximating a local qausiconformal transformation around the separating boundary surface. This transformation is more judicious than that proposed by Amari and Wu [1] , because this local mapping increases spatial resolution along discriminant directions around the separating boundary. In contrast, the quasiconformal mapping introduced by Amari and Wu [1] does not attend to directions.
Neighborhood Morphing Nearest Neighbor Algorithm
The neighborhood morphing nearest neighbor algorithm (MORF) has three adjustable procedural parameters: : the positive factor for the exponential weighting scheme (8) .
We note that the parameter is common to all nearest neighbor rules. Our algorithm however has added two new parameters. Arguably, there is no strong theoretic foundation upon which to determine their selection. The value of
Ó
should be a reasonable number to support local SVM computation. To be consistent,
has to be a diminishing fraction of 8 , the number of training points. The value of should increase as the input query moves close to the decision boundary, so that highly stretched neighborhoods will result. We have empirically tested different ranges of values, and cross validation is used to choose best values for these parameters, which is what we do in the examples in the next section.
At the beginning, a nearest neighborhood of 9 Ó points around the query ¢¦ i s computed using the simple Euclidean distance. From these 9 Â Ó points a local linear SVM is built, whose (normal to the separating hyperplance) is employed in (7) and (8) to obtain an exponential feature weighting scheme¨. Finally, the resulting¨is used in (9) to compute 
Empirical Evaluation
In the following we compare several competing classification methods using a number of data sets: 1. MORF -boundary adjusted local metric method described above, coupled with the exponential weighting scheme (8); SVMlight [9] was used to build local SVMs. 2. SVM-L -local linear SVM classifier. For each input query, a linear SVM from using using radial basis kernels. Again we used SVMlight [9] . 4. KNN -simple K nearest neighbor method using the Euclidean distance. 5. C4.5 -decision tree method [12] . 6. Machete -an adaptive NN procedure [7] , in which the input variable used for splitting at each step is the one that maximizes the estimated local relevance (1). 7. Scythe -a generalization of the Machete algorithm [7] , in which the input variables influence each split in proportion to their estimated local relevance, rather than the winner-take-all strategy of Machete. 8. DANN -discriminant adaptive nearest neighbor classification [8] .
In all the experiments, the features are first normalized over the training data to have zero mean and unit variance, and the test data features are normalized using the corresponding training mean and variance. Procedural parameters for each method were determined empirically through cross-validation. Also, in all the experiments where SVMlight was involved, we did not attempt to estimate optimal values for × 2 Ø Ù
. We instead used its default value (0.001). The values of Ú in the radial basis kernel
and U (the soft-margin case) that affect the performance of SVM related algorithms (SVM-L, SVM-R, MORF) were chosen through cross-validation for each problem. Similarly, optimal procedural parameters for each method are selected through experiments for each problem.
The Problems
The first 8 data sets are taken from UCI Repository of Machine Learning Database. The last one is a simulated (Unstructured) data set that is taken from [8] . The data set has two classes ('
Þ £ ß
) and is measured by £ ® features. Each class contains six spherical bivariate normal subclasses (in first two dimensions), having standard deviation 0.25. The rest of eight feature dimensions follow independent standard Gaussian distributions. They serve as noise. The means of the 12 subclasses are chosen at random without replacement from the integers
. For each class, data are evenly drawn from each of the six normal subclasses. For the Iris, Sonar, and Vote data we perform leave-oneout cross-validation to measure performance, since the data set sizes are small in these cases. Larger data sets are available in the other six cases. For the Liver, Pima, OQ, Cancer, Ionosphere and Unstructured data we randomly select 200 points as training data and 200 as testing data (145 for the Liver data and 151 for the Ionosphere data). We repeat this process 10 times independently, and report the average error rates for these data sets in Table 1 Table 1 shows clearly that MORF registered competitive performance over the example problems. While the results improvement may not be significant, they nonetherless are in favor of the MORF algorithm. It seems natural to ask the question of robustness. That is, how well a particular method ã performs on average in situations that are most favorable to other procedures. Following [7] , we capture robustness by computing the ratio 
Results

