This paper explores the decay of the scale-free property for a kind of birth-and-death evolving networks, in which at each time step, a node is added with probability p and connected with m old nodes by preferential attachment; or a node is randomly deleted from the network with probability q=1-p. Employing the SPR-based Markov chain method, we calculate the degree distribution of the proposed network and discuss its tail features. Our results show that the node deletion probability q has a strong impact on the power-law tail. As q→0, the power-law property is distinct, while with the increasing of q to 1/2, the scale-free character is gradually disappeared.
Sketch of network size for evolving network: S-shaped curve In order to explore the power-law property in the networks with S-shaped evolving path, in this section, we first propose a model to describe this kind of network, which is characterized by preferential attachment as well as random node deletion. This birth-and-death network model is as follows:
The initial network is an isolated node;
( (a) In order to connect the node which degree is 0, in Eq.(1), we use 1 i k  .
(b) For the convenience of research, here we assume the low-bound of the network size 0 1 n  , that is, if the number of nodes in the network is 0 n at time t , then at time 1 t  , we only add a new node to the network with probability p and connect it to the old node in the network.
(c) If at time t , a new node is added to the network and the network size is less than m, then the new node is connected with all old nodes.
(d) If at time t , a node is deleted, then all the edges incident to the removed node are also removed from the network. Thus the degree of its neighbors decreases by one.
Exact Solution of the Degree Distribution
According to the stochastic process rules (SPR) method in [23] 
 
Pt be the one-step transition probability matrix of
Using SPR, the one-step transition probability matrix   Pt produces two cases:
A. Add a node and link it to the old nodes by preferential attachment.
(i) The one-step transition probability which turns to or is given by
(ii) The one-step transition probability which turns to is given by (5) (iii) The one-step transition probability which turns to is given by
B. Delete a node randomly (iv) The one-step transition probability which turns to is given by
(v) The one-step transition probability which turns to is given by
the initial probability vector  
We have
Combining Eq.(13) and Eqs. (3-10)，we may derive the state transfer equations for the proposed birth-and-death network(see Appendix).
Let

 
Kt be the average degree distribution at time t. Then we have
Thus the steady state degree distribution K [9, 24, 25] is given by
is determined by the last terms of each equation in the state transfer equations (32-36).
Since
taking the limits of both sides in Eqs. (32-36), we may obtain the following distribution equations 
Case 1: q=0
By Eq.(18), the degree distribution can be obtained directly as follows:
Case 2: 0<q<1/2
In this case, we construct the probability generating function 
Decay of Scale-Free Property
This section discusses how the scale-free feature changes with the probability of node deletion. In addition, we also explore the tail shape of degree distribution in the case q≥0.5 the tail of degree distributions gradually exhibit exponential distribution with the increasing of q. Fig. 3 .a: The degree distributions for q=0.1 Fig. 3 .b: The degree distributions q=0.2 Fig.4 illustrates the degree distribution changes with q in the case of m=4. From Fig.4 we can find with the increasing of q, the tail of the degree distribution gradually curve downward,
showing the decay of the scale-free characteristics. Fig.4 The degree distributions for different q (m=4)
Combining Figs.1-4 , we may find that the scale-free feature may only appears in the formative and fast growing phases while during the matured or declining stages, it will show an apparent decay of scale-free feature with the increasing probability of node deletion.
Conclusion
This paper discusses the decay of scale-free feature which is popular in many intelligent networks. We first propose a birth-and-death network model with preferential attachment and then calculate its degree distributions for various node deletion probabilities. Simulation results exhibit that compared to preferential attachment, the node deletion probability q also has strong impact on the scale-free property. In the case 0 q  , the power law property is distinct. However with the increasing of q, the power-law distribution is gradually disappeared. This study shows that despite the preferential attachment for an evolving network keep unchanged, in real world, the scale-free feature may also gradually decay due to the death of nodes in this evolving network. Considering the S-shaped network size for many evolving network, our findings may imply that during the emergent and growing stage, since the probability of node deletion is very small, the power law of degree distribution tail is apparent. However, when the network is in the matured stage, the deletion probability q will be incrementally increasing, making the scale-free feature decay gradually.
Acknowledgments
This research is financially supported by the National Natural Science Foundation of China (No. 61273015) and the China Scholarship Council. 
Appendix: State transfer equations
                                                                                                                             …… (32)                                                                                       2,                                                                                                                                                            …… (33)                                                                       2 ,
