ABSTRACT Fault feature can be extracted by traditional manifold learning algorithms, which construct neighborhood graphs by Euclidean distance (ED). It is difficult to get an excellent dimensionality reduction result when processed data has strong correlations. In order to improve the effect of dimensionality reduction and increase accuracy of bearing fault diagnosis in mechanical systems, an improved manifold learning method based on Mahalanobis distance (MD) is proposed. In this paper, we use time-domain analysis and frequency-domain analysis to construct high-dimensional feature vectors in the first step. Then, MD is used to replace ED in neighborhood construction of manifold learning. After using the improved manifold learning method, low-dimensional feature vectors can be extracted. Finally, fault diagnosis of rolling element bearing can be made by applying the K-nearest neighbor classifier. In part of experiment, to verify the efficiency of the improved manifold learning methods, artificial data sets and rolling element bearing fault data are adopted. The experimental comparison results of the improved manifold learning algorithm and the traditional algorithm prove that the proposed method is more effective in rolling element bearing fault diagnosis.
I. INTRODUCTION
Rolling element bearing is a critical equipment in modern machinery, which frequently works under different conditions and heavy loadings [1] . When fault occurs to rolling element bearing, it may lead to the catastrophic machine breakdown and big economic loss. Consequently, it is essential to investigate fault types and diagnose fault characteristics of rolling element bearing. During past two decades, advanced signal processing technology has been widely applied for feature extraction in machine health diagnosis [2] . Many researchers use time-domain analysis and frequency-domain analysis to get signal characteristics and make a fault diagnosis in mechanical equipment. To detect incipient rolling element bearing defects, Pech et al. [3] introduced discrete wavelet packet transform (DWPT) method which was based on sub-band analysis. Jia et al. [4] proposed an algorithm which combined the ability of maximum correlated kurtosis deconvolution and spectral kurtosis to extract weak fault characteristics of bearing signals. However, due to the impacts, velocity mutation and friction changes in machine working process, vibration signals often present characteristics of non-stationary, non-linear, and high correlation [5] . If we still extract feature by utilizing signal processing methods which are based on linear theory, it would reduce the accuracy of classification and lead important nonlinear characteristics to be lost. Therefore, we should attach great significant to extract useful information on fault monitoring data.
Over the past decade, using nonlinear dimensionality reduction to make a fault diagnosis has been concerned by people [6] , [7] . Manifold learning can extract low-dimensional sensitive features from highdimensional space, and it becomes a new research focus since 2000 [8] , [9] . There are many algorithms developed during this period, and typical algorithms include Isometric Feature Mapping (ISOMAP) algorithm [8] , Locally Linear Embedding (LLE) algorithm [9] , and Local Tangent Space Alignment algorithm (LTSA) [10] . ISOMAP algorithm is based on Multi-Dimensional Scaling (MDS) [11] , it uses geodesic distance to obtain the optimal geometric structure and realizes a new reconstruction in low-dimensional space. LLE algorithm defines that each neighborhood of sample point is approximate linear, and it keeps local linear weighted value to construct a low-dimensional map. LTSA algorithm constructs local tangent space to obtain local low-dimensional coordinates, and applies affine transformation in overlap areas. Su et al. proposed a HyperEllipsoidal based LLE method to make a fault diagnosis [12] . Lei et al. addressed on identification of rolling element bearing health by LTSA algorithm [5] . Li et al. used an adaptive method which was based on nonlinear manifold learning for mechanical impulsion fault characteristics [13] . Deng et al. proposed a fault diagnosis model of deep groove ball bearing which was based on manifold and continuous hidden Markov [14] . Wan applied manifold learning to fault diagnosis in spindle system and scored obvious results [15] .
Although manifold learning has been applied to fault diagnosis, there are still some defects in itself. In traditional manifold learning algorithms, ED is used to measure the relative position of sample points. According to these distances, near data points can be selected as the neighborhood of a central point. The ED defaults that each component in the data space is independent, but the mechanical signal vibration in time series is not completely unrelated. Therefore, if we still use the ED to get a measurement of mechanical fault diagnosis, it would result in mistakes. Since MD accounts for unequal variances as well as correlations between features, it will adequately evaluate the distance by assigning different weights or importance factors to the features of data points [21] . In order to eliminate the effect of relevant features, we adopt MD to replace ED.
In this paper, we use MD as a measuring tool to reduce the error in getting neighborhood structure which constructed by ED in manifold learning. Then, KNN classifier is adopted to make a fault diagnosis of rolling element bearing in mechanical system. The experimental section can be divided into two parts to test the algorithm result. On the one hand, we perform visualized and quantitative evaluations to verify the effectiveness of proposed algorithm in Swiss Roll and Swiss Hole data sets. On the other hand, the experimental result of rolling element bearing fault data proves that the proposed algorithm can achieve an effective classification.
II. MANIFOLD LEARNING
For nonlinear dimensionality reduction, it can be assumed that the uniform sampling data is in a high-dimensional space, nonlinear dimensionality reduction is to recover a lowdimensional manifold structure from high-dimensional data and get low-dimensional coordinates [16] . The strict mathematical definition is as follows.
Define
The number of the given data points x = x i |i = 1, . . . , n, x i ∈ R D is n. {y i } is a data set randomly generated by Y = y i |i = 1, . . . , n, y i ∈ R d . After the mapping f , the data set can be presented as {x i = f (y i )} in observation space. Manifold learning is to restructure {y i } in condition of f by using the observation sample set {x i }.
Among them, ISOMAP algorithm is to keep the geodesic distance invariant in the neighborhood graph to achieve dimensionality reduction. LLE uses the local linear representation parameters as invariant features to calculate lowdimensional manifold structure. What's more, LTSA applies the relationship among the neighbor data points as invariant features to get dimensionality reduction. The traditional manifold learning algorithms are described in the remainder of this chapter.
A. ISOMAP
ISOMAP algorithm calculates the geodesic distance among data points as local neighborhood distance approximately, and uses the relationship between neighbor geodesic distance and low-dimensional spatial distance to complete dimensionality reduction. Taking advantage of MDS, ISOMAP can obtain the optimal geometry and get a reconstruction manifold in low-dimensional space.
The main steps of ISOMAP are as follows [8] . 1) Structure the neighborhood graph from all data points, and calculate the ED between each sample points. 2) Calculate the shortest path distance d G (i, j) between sample point x i and x j . The shortest path is connected as one edge of graph G, then the shortest path distance matrix D G (i, j) = {d G (i, j)} can be acquired. 3) Use the shortest path distance matrix D G (i, j) as the input of MDS algorithm [7] , and low-dimensional coordinates can be gotten.
B. LLE
In LLE algorithm, the linear weight coefficient is used to represent the contribution to neighborhood reconstruction of each data point. Under the condition that the geometric relation of the neighborhood is invariable, we can establish a mapping relationship between high-dimensional observation space and low-dimensional manifold. In this way, inherent geometric structure and adjacency relationship can be preserved by using linear transformation, such as scaling, rotation and translation. The details of algorithm are as follows [9] . 1) For each data point x i in D dimension, we use the K nearest neighbor criterion to select k near points
in ED, and construct the neighborhood graph G. 2) Each data point can be represented by a linear weighted representation of neighbor points. The minimum reconstruction error is minimized by the following objective function.
Among them, the value of w ij is represented the contribution to reconstructing the ith sample point by the jth sample point, and V expresses the neighborhood range in k points. If the sample j is the neighborhood of sample i, w ij is set to be 1, otherwise w ij is set to be 0.
3) The cost function of constructing embedding space in d dimension is:
According to the optimal weight w ij , it can minimize the cost function and optimize low-dimensional coordinate y i .
C. LTSA
By approaching the tangent space of each sample points, LTSA algorithm is to establish a local geometric structure of low-dimensional manifold. Then, we can obtain local low-dimensional coordinates by using local tangent space projection of observation data. Finally, use local affine transformation in overlapping part to get the global embedding low-dimensional coordinates.
The main steps of LTSA are as follows [10] . 1) Select the neighborhood
2) Structure the local tangent space from each sample point x i . It means that using the centralized matrix x i −x i 1 T k to calculate d right singular value vectors, which correspond to the largest singular value of a local neighborhood. Then, apply right singular value vectors to get the matrix V i . 3) Construct the permutation matrix ∅:
The structure of W i is
Calculate the minimum d + 1 eigenvectors which correspond to the eigenvalues in ∅, and get low-dimensional coordinates of embedded manifold.
III. IMPROVED MANIFOLD LEARNING ALGORITHM A. MD
The MD is proposed by the India statistician Mahalanobis (P. C. Mahalanobis), it is used to represent covariance distance from the data [17] . MD can take various feature relationships into account is a different point of view on ED. Besides, MD is scale-invariant, that is to say, it is independent of the measurement scale [18] .
In multi-dimensional space, it could have a significant linear correlation between two dimensions in this space. MD uses the Cholesky decomposition to eliminate the correlation between different dimensions. Two vectors can be defined as X = {X i |i = 1, . . . , n} and Y = {Y i |i = 1, . . . , n}. And the covariance matrix of X and Y can be shown as below.
Among them, theX represents the mean of X , andȲ is the mean of Y .
Then, the MD between vector X and Y can be expressed as follows.
B. IMPROVED MANIFOLD LEARNING BASED ON MD
In the process of dimensionality reduction, manifold learning algorithm can be summarized as the following main steps.
To begin with, it is to construct a neighborhood graph from the sample data. In the second step, calculate the unchanged characteristics from neighborhood graph. In the third step, obtain the low-dimensional coordinates and get intrinsic manifold. The schematic diagram of manifold learning is shown in Fig.1 . There is no doubt that neighborhood construction is the most basic and significant step, which determines the effect of manifold learning algorithm in dimensionality reduction. In the past few years, traditional manifold learning algorithm only used ED to select some data points which close to the central point as their neighbor points. Then it applies the K nearest neighbor criterion to select the neighbor points and construct the neighborhood graph.
However, for strong correlated rolling element bearing data, it may ignore the correlation among the data if we still use ED to construct neighborhood graph. That is to say, using ED is unable to correctly measure the relative position among mechanical fault data, and it may lead to construct a wrong neighborhood graph. To realize the dimensionality reduction, the key of manifold learning is that adopt reasonable neighborhood graphs to guarantee the invariant feature being unchanged. Consequently, inaccurate or wrong neighborhood graph will greatly reduce the effect of dimension reduction, and it can also decrease the misdiagnosis rate in rolling element bearing data.
Therefore, in view of the characteristics of nonlinear, nonstationary and high correlation in rolling element bearing fault data, we introduce the MD to replace the ED in the step of neighborhood construction. Only in this way can we improve the effect of neighborhood selection in manifold learning algorithm. The formal steps of improved manifold learning algorithm in neighborhood construction are described in Algorithm 1. Above all, we should initialize the parameters: set the neighborhood size as k, the dimension of intrinsic manifold is d. The first high-dimensional sample point x i is selected randomly, and the neighborhood of a determined central point is initialized as an empty set U = ∅.
Then, calculate the covariance matrix . By using (7), we calculate the covariance matrix between central point x i and the other samples x j (j = 1, 2, 3, . . . , n − 1).
Besides, using the covariance matrix which is obtained by the second step to calculate the MD between central point x i and the other sample points x j (j = 1, 2, 3, . . . , n − 1).
Furthermore, arrange the obtained MD in a descending order and select k points near the central point x i as the neighborhood set, which denoted as U i . At this stage, update the central point set U = U ∪ {x i }, and determine the next central point. In the neighborhood U i , we select a random point x i and initialize this point as the next central point. Wat's more, point x i is set to be outside of the center point set U . Then return to the step of covariance matrix calculation and repeat the above operation. Finally, output all neighborhoods U 1 , U 2 , U 3 , . . . , U n . When the number of elements is U, it means that all neighborhoods of sample points have been completed. The outputs of the Algorithm 1 are {U 1 , U 2 , U 3 , . . . , U n }.
The flow chart of neighborhood selection algorithm which based on MD is as follows.
For the neighborhood selection algorithm in improved manifold learning, we use MD to replace the ED in the original neighborhood construction. To ensure some characteristics being unchanged in the neighborhood, we apply the projection of above three manifold learning algorithms which are constructed low-dimensional manifold from highdimensional space. Then, calculate low-dimensional embedding coordinates of all data points, and get the embedded manifold.
After using improved manifold learning algorithm, we can reduce the strong correlation and nonlinear characteristic of high-dimensional data. This part will play an essential role in the data analysis in subsequent periods.
IV. FAULT DIAGNOSIS MODEL BASED ON IMPROVED MANIFOLD LEARNING
Rolling element bearing is a crucial component of industrial infrastructure, and its healthy directly determines the efficiency and stability of the mechanical system. What is indispensable is to find the working status of mechanical system in the actual production process and take effective measures to solve the problems [18] . Because of complex working conditions and the noise which occurred in rolling element bearing, they often lead vibration signals becoming high-dimensional, strong correlated and nonlinear. It is difficult to extract important features and make an effective fault diagnosis. In this paper, an improved manifold learning algorithm based on MD is applied to make a fault diagnosis in rolling element bearing. What's more, a fault diagnosis model based on improved manifold learning is also established thereinafter. The specific implementation process is as follows.
The rolling element bearing is working under a certain speed and load. To begin with, we can obtain the original vibration signal by using the same sampling frequency. Four states of rolling element bearing are collected, normal state, inner race fault, outer race fault and ball fault. The original vibration data can be divided into training sample and testing sample. Using time-domain analysis and frequency-domain analysis can extract some useful features in original vibration signal. However, it is well known that traditional signal processing method can easily lead to the emergence of feature redundancy Thus, we use the improved manifold learning algorithm to ensure the unchanged geometric relationship of the data and reduce inaccuracy of feature extraction.
In this premise, we apply improved manifold learning algorithm to reduce the redundancy and conflict features in high-dimensional collection data. Then, use training samples which have been reduced in intrinsic dimension to train the fault classifier. When the training is completed, we can input the low-dimensional test samples into the classifier. At last, according to the output of classifier, we can determine the working state and fault type of rolling element bearing.
V. EXPERIMENTS AND ANALYSIS

A. THE APPLICATION OF SWISS ROLL AND SWISS HOLE
In order to verify the effectiveness of the improved manifold learning algorithm, we select Swiss Roll and Swiss Hole data sets to realize data dimensionality reduction. Swiss Roll is a classical manifold data set, it is in the shape of a scroll in high-dimensional space which is shown in Fig. 4 (a1) . The color of Swiss Roll data set is from shallow to deep, and the color depth represents the data in different coordinates in the three-dimensional space. Fig. 4 (a2) is Swiss Hole data set. When Swiss Roll data is in a good expansion, it is a standard rectangle in two-dimensional space, and the color of sample points can be efficiently separated. For Swiss Hole data set, dimensionality reduction can recover the hole embedded in the center of the rectangle. In this paper, we choose 2000 points of the two data sets to exhibit the experimental results of dimensionality reduction.
We use the visualized and quantitative evaluations to judge the dimensionality reduction performance of LLE, ISOMAP, LTSA, Improved LLE, Improved ISOMAP, and Improved LTSA. By using the residual distance between original space and embedding space, residual variance is employed to measure the quality of low-dimensional embedding [8] . It can be defined that each element in D X (i) is the distance between two points in the original space, and each element in D Y (i) indicates the distance between two points in low-dimensional space.
Residual variance can be represented as follows.
When parameter r is small, it remains that the algorithm works well. That is to say, after dimensionality reduction, it can retain the original structure of the manifold. Fig. 4 shows the low-dimensional embedded results of above algorithms. Each manifold learning algorithm and the corresponding residual variance result are shown in the title of each subplot. In Fig. 4, (b1) , (c1), and (d1) use traditional manifold learning methods in Swiss Roll data set to get a low manifold in two dimensions. (e1), (f1), and (g1) use the improved manifold learning algorithms. By analyzing visual pattern and residual variance, it is clearly that the improved manifold learning algorithms can restore the essential structure better. Fig. 4 (a2) is Swiss Hole data set. As can be seen from the graph, there is a hole on the surface of the manifold, and this hole always affects the neighborhood construction. Compare with the results in Fig.4 (b2) , (c2), (d2), the experimental results in Fig.4 (e2) , (f2), (g2) show that the improved manifold learning algorithms can recover the hole better, and it does not cause the phenomenon of alias and distortion. The above visualization results are further verified by the corresponding residual variance results in a quantitative way.
B. THE APPLICATION OF FAULT DIAGNOSIS IN ROLLING ELEMENT BEARING
In this part, we use the rolling element bearing fault signal of Electrical Engineering Laboratory of Case Western Reserve University [15] to verify the fault diagnosis validity of improved manifold learning algorithms. There is a drive motor on the left side of the bench in 2 horsepower, a torque encoder and a power meter in the middle of the bench, which connected to the self-calibration coupling. The vibration signal is obtained by a vibration acceleration sensor mounted vertically on the drive side bearing chassis of the induction motor. The sampling frequency of this experiment is 12,000Hz and the shaft speed is 1797rpm. The experimental platform device is shown in Fig. 5: Among them, the test bearing type of deep groove ball bearings is SKF6205-2RS JEM, the specific specifications are shown in Table I .
In order to evaluate the proposed method, we conducted an experiments over four different data subsets from the whole data set of the rolling element bearings. In the absence of load, VOLUME 5, 2017 we intercept the whole data onto four different operating conditions: normal state, inner race fault, outer race fault and the ball fault. We set fault labels as 1, 2, 3 and 4. The defect sizes (diameter, depth) of the three kinds of faults are the same: 0.1778mm. The whole data set consists of 1200 data points of four different operating conditions (normal condition, outer race fault, inner race fault and ball fault). Each of the four operating conditions includes 300 data points. For each kind of fault data, it is split into two sets: 200 samples for training and 100 for testing. The detailed descriptions of the four data sets are shown in Table II. In the experimental process, each of the four operating conditions include 300 data samples. We arranged a single point of failure by using electrical discharge machining (EDM) technology in the bearings [15] . It can be seen from the timedomain diagrams in Fig. 6 , the amplitude and probability distribution of time domain signal will be changed when rolling element bearing is failed. Each of the four operating conditions includes 300 data points.
The frequency components of the signal, the energy of different frequency components and the spectrum of the main energy spectrum peak position will also be changed [19] . Therefore, after collecting the vibration signal of the bearing, it is necessary to extract the characteristic information of rolling element bearing in different working states. In this paper, the following 10 time-domain parameters and 10 frequency-domain parameters are used to extract the characteristics.
In Table III In this paper, the above 20 feature parameters are used as the basis of fault diagnosis, and the improved manifold learning is applied to reduce the dimension of rolling element bearing fault data which is in 20 dimensions. When we get the low dimension manifold, it is easy to determine the type of bearing failure.
The low dimension manifold in 2 dimensions is obtained by three kinds of improved manifold learning algorithms, the rolling element bearing fault data is reduced from 20 dimensions to 2 dimensions. In Fig. 7 , '' * '' represents the normal state data of rolling element bearing, '' '' represents the inner race fault data of rolling element bearing, '' '' represents outer race fault data of rolling element bearing, '' ''represents the ball fault data. Fig. 7 (a1) and (a2) show the 2 dimensional manifold by using traditional LLE and the improved LLE algorithm which extracted from rolling element bearing data. In Fig. 7 (a1) , ball fault data can be separated, but the remaining three kinds of data appears overlap. Fig. 7 (b1) shows the 2-dimensional manifold map by using the ISOMAP algorithm, the ball fault data of rolling element bearing can be separated, but the other three kinds of data are mixed together. It can be seen in Fig. 7 (a2), (b2), and (c2), the improved manifold learning methods, can achieve effective separation of normal state, inner race fault, outer race fault and ball fault data. Thus, dimensionality reduction is good for the subsequent use of classifier, and it also lays a solid foundation for rolling element bearing fault diagnosis.
According to the fault diagnosis model which constructed in Fig. 3 , we select the number of sampling points in four different conditions are 1200. The number of each kind of fault data is 300.
Firstly, for each kind of data set is split into two sets: we choose the two-thirds of selected data as training samples (200 samples), and a third of the data is used as the testing samples (100 samples). Then, using time-dimension analysis and frequency-dimension analysis to extract features of normal state data, inner race fault data, out race fault data and ball fault data respectively. When we obtain different state of fault data in 20 dimensions, the improved manifold learning algorithms are used to achieve dimensionality reduction in processed vibration signals. As a result of improved manifold learning, the effective low-dimensional manifold structure of four kinds of condition data can be obtained. Finally, category labels are given to rolling element bearing data and the KNN classifier is also used to get fault diagnosis results. Table IV shows a comparison result between traditional manifold learning algorithms and improved manifold learning algorithms in classification.
As shown in Table IV , when using traditional LLE and ISOMAP algorithms, the results of fault diagnosis are only 86.50% and 64.25% respectively. After using improved manifold learning algorithms, all the classification accuracy in rolling element bearing has been increased to more than 90%. Comparing to the previous ISOMAP algorithm, the accuracy of improved ISOMAP algorithm is increased nearly 30%, and improved LTSA algorithm reaches 100% which is the highest accuracy rate. Therefore, the experimental results prove that the proposed algorithm has a higher diagnostic accuracy for fault diagnosis of rolling element bearing.
VI. CONCLUSION
We propose an improved neighborhood construction algorithm in manifold learning, which adopts MD to eliminate the nonlinearity and correlation among the data. The application of Swiss Roll and Swiss Hole data sets prove that the improved manifold learning algorithm can discover the underlying manifold structure in artificial data set. According to the strong correlation, non-stationary and nonlinearity characteristics of rolling element bearing data, we construct a fault diagnosis model based on improved manifold learning. What's more, we adopt the rolling element bearing fault data which provided by Case Western Reserve University to make a fault diagnosis. The comparison of fault diagnosis effect between traditional manifold learning algorithm and improved manifold learning algorithm indicates that the proposed method can get better classification results. 
