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For each f continuous on the interval I, let BJJ) denote the best uniform 
polynomial approximation of degree less than or equal to n. Let M.(J) denote the 
corresponding strong unicity constant. For a certain class of nonrational functions 
F, it is shown that there exist positive constants a and /3 and a natural number N 
such that an $ M,(f) < pn for n > N. The results of the present paper also provide 
concise estimates to the location of the extreme points off - B,(f ). The set F 
includes the functions f,(x) = eoX, a # 0. 
1. INTRODUCTION 
Let C(Z) denote the space of real valued, continuous functions on the 
interval Z = [-1, 11, and let ZZ, c C(Z) be the space of polynomials of degree 
at most n. Denote the uniform norm on C(Z) by ]I . I]. For eachfE C(Z) with 
best approximation Z3,df) from ZZ,, there is a smallest constant M,(f) > 0 
such that, for any p E n,, 
(1.1) 
Inequality (1.1) is the well-known strong unicity theorem (3; p. 801, and 
hereafter M,df) is defined to be the strong unicity constant. 
The behavior of the sequence 
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has been the subject of several recent papers. In addition to the references of 
the current paper the interested reader is directed to a recent survey by 
Bartelt and Schmidt [l] and the references of [5, 71. 
In the present paper the authors consider the order of the growth of M,(f) 
as function of the dimension of the approximating space Z7,. 
DEFINITION 1. LetfE C(I), and suppose there exist positive constants a 
and p, a natural number N, and a positive real-valued function c with domain 
the natural numbers satisfying 
for all n > N. 
Then M,(f) is said to be of precise order c(n). 
In [5] it is shown that if f(x) = l/(x - A), d > 2, x E I, then M,(f) is of 
precise order n. Henry and Swetits have subsequently established that M,(f) 
is of precise order n for every rational function f of a particular type 191. 
A primary objective of the current paper is to find the precise order of 
M,(J) for f(x) = eX and for every function in a related class of non-rational 
functions. 
Another main objective is to concisely estimate the extreme points of 
e,(f) = f - B,(f) for the class of non-rational functions alluded to above. 
Several residual observations relating to interpolation are also made. 
2. PRELIMINARIES 
ForfE C(O e,(f)(x) =f(x) -B,(f)(x). Let 
4(f) = Ix E 1: I en( = II e,(f)ll I
be the extreme points of the error curve e,(f). Given n + 2 distinct points 
{x,}~~,’ G E,(f), define qin E ZZ,, i = 0 ,..., n + 1, by 
4inCXj) = w e,V)(xj)7 j = O,,.., n+ l,j#i,i=O,...,n+ 1. (2.1) 
Similarly define Q,, i E ZZ, + , by 
Q, + ,<Xj> = en e,(f)(xJ j = 0, 1 ,..., n + 1. (2.2) 
If E,,(J) consists of precisely n + 2 points, then it is known [6] that 
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The following four theorems are fundamental to the ensuing analysis. 
THEOREM 1 (Rowland [ 141). Suppose for functions f and g that f (n+2’ 
and g(“+” are continuous on I and that f (n+” and g’“+ ” are positive on I. 
Let 
-1 CYla> <y,(g) < -*. <Yn+ltg)G 1 
and 
-1 ~Yl4.f) <Y,V) < *** <Yn+,tf)< 1 
denote the extreme points of e,,( g) and e,(f ), respectively. If
g w+yX) f'"+2yx) 
g'"+"(x) < fcn+lyx) for all x E I, 
then 
yktg) <yJf) fork= L..., n. 
Theorem 1 is actually a special case of Theorem 3.1 and Corollary 3.2 in 
PI. 
Now let 
zk = cos (n + l - k) 
nsl % 
~,=cos(n7r. 
n (2.4) 
Then zk, k = O,..., n + 1 and ck, k = O,..., n are the extreme points of T,, , 
and T,,, respectively, where Tj is the jth degree Chebyshev polynomial. 
Suppose in addition to the hypotheses of Theorem 1 it is assumed that 
f (” ‘) > 0. Then one can conclude that 
‘k < yk(f) < ck, lfk<n. (2.5) 
In fact, the first part of inequality (2.5) follows directly from Theorem 1 
by choosing g(x) = xn+‘. The proof of the second part is given in [ 10, 
Theorem 81, p. 1011. 
THEOREM 2 (Bartelt and Schmidt [2]). Iff E C(I) - II,, then 
M,(f)= pm~;xOI ~11:~ e,(f>CMx> C 1 forxEE,(f>b n 
THEOREM 3 [7]. Let f~ P+‘(I), with f{“+‘)(x) .f(“+‘)(x) # 0 for 
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xEI. Q-Q,,, is determined by E,,df) as in (2.2), and if a, + , is the coef- 
ficient of x”+’ in Q,, , , then 
(4 II Qn + I II G M,(f), (2.6) 
(b) 2” < la,+,l~ (2.7) 
and 
Cc) 2n + I < M,(f). P-8) 
The next theorem will be utilized below to estimate the location of extreme 
points of the error curves for certain rational and non-rational functions. 
THEOREM 4. Suppose that R > 0 and ) S 1 > 1 are fixed real numbers. 
Select N such that for all n>N, R(n+2)-(/SJ+ l)>Ofor all xEZ. 
Define the rational function r, by 
r,(x) = 
1 
R(n+2)+S-x’ 
x E I. 
Then there exist constants R and s not depending on n and a natural 
number fl such that 
Rn < M,(r,) < Sn, n > Iv. (2.9) 
Proof The set of extreme points E,(r,) of e,(r,) consists of precisely 
n + 2 points. Label these points as 
-1 = WIf < WY < .** < w; < w;+, = 1. 
If Q;,, is as in (2.2), then 
Qi+ lW’> = w dr,)M% i = O,..., n + 1. (2.10) 
Let ai+l be the coeffkient of x”’ ’ in the Qi + r defined by (2.10). Inequality 
(2.32) in [5] h s ows that (] Qi+ , /] <An, where A does not depend on n. Since 
(2.7) implies that 2” < la:+ ,I, an examination of the proof of Theorem 3 in 
[5] reveals that (2.9) will follow providing 
(2.11) 
where ,u is independent of n. The remainder theorem for classical Lagrange 
interpolation [3, p. 601 implies that 
e,(r,)(x) rp+ l’(r) nt1 
IleArJll 
- q3(x) = (n + l)! l\e,(r,)/l jQ (’ - wi”)’ 
(2.12) 
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where r is between x and an appropriate wi, and q:,, is defined by (2.1) 
i = o,..., n + 1. Evaluating (2.12) at WY yields 
rl: + “(C) nt1 
w ek-,I(@) - 4X4) = (n + l)! IIe,(r,)ll ,LJ (w’ - wj”)* 
jzi 
Comparing qyn and Q:, 1 (also see [5, Eq. (2.17)]) gives 
ntl 
qi’n(x) = Qt, Lx) - a:+, n (x - wjn)m 
j-0 
jzi 
(2.13) 
Evaluating (2.13) at WI and utilizing the above yields 
For anyfE C W’ “(I), it is known that 
II e,(fIl = l:;nintT’fi! 9 
where -1 < { ( 1 (see [ 10, p. 781). Consequently (2.14) implies that 
a:,, =2” 
rl: + “(C) 
rr’ “(vi) ’ 
where -1 < ri, vi < 1. Therefore 
(2.14) 
(2.15) 
[ 
((AS - tji)/R(n +2)) + l ‘+’ 
a:,, = 2” 
((S - 5i)/R(n + 2)) + ’ 1 * 
Equality (2.16) implies that 
IaLl G” [ 
1 +(]S]+ l)/R(n+2) 1 n+2 l-(]S(+l)/R(n+2) * 
Therefore there exists an N* such that for n > N*, 
l4+,l,<2”+’ exp (2y). 
(2.16) 
Consequently, for all n > H = max(N, N*), (2.11) is verified with p = 
2 evM(lSI + W)). 1 
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The superscript notation of Theorem 4 was utilized to emphasize the 
dependence on dimension. Hereafter this dependence is assumed and conse- 
quently the superscripts are omitted. 
In Section 3 we define F, a class of non-rational functions which includes 
the exponential function. In Theorem 6 of Section 3 we establish that M,(f) 
is of precise order n ifSE F. The steps we take to prove this result are: 
(A) identifying a rational function whose error function has extreme 
points sufficiently close to those of e,(f), and 
PI using Theorem 4 above. 
The following theorem estimates the closeness of the extreme points of the 
error functions for a certain pair of rational functions and provides a bridge 
to establishing (A). 
THEOREM 5. Let a > /3 > 0 be constants not depending on n. Define 
and 
U,(x) = 
1 
a(n+2)+2-x 
forxEZ 
(2.17) 
1 
vn(x) = /?(n + 2) - 2 - x 
jbrxE I 
where n is suflciently large so that the denominators of U,, and V,, do not 
vanish on I. Let 
-1 =ug < u1 < *** < 24, < Un+l = 1 
and 
-1 =vO <Vi < *** <v, < v,+r = 1 
be the extreme points of e,(tY,,) and e,( V,,), respectively. Zf zi and Ci are given 
by (2.4), then 
6) Zi < Ui < Vi < Ci, i = l,..., n; (2.18) 
(ii) (2.19) 
where A- is independent of i and n. 
EXTREMAL SETS AND STRONG UNICITY 161 
Proof: Select N such that for all n > N, U, and V,, are defined for x E I. 
Then 
u;+*‘(x) n+2 
Ur+“(x)=a(n+2)+2-x ‘k. 
Also 
v;+*‘(x) n+2 
Vr”‘(x)=j?(n+2)-2-x ‘$’ 
(2.20) 
(2.21) 
Thus (2.20) and (2.21) imply that 
#yn+*) V(n+*) 
--L-(L 
pi 1) 
n 
v(n+l) ’ 
n 
and (i) now follows from Theorem 1 and (2.5). 
To prove (ii), first let ,I, = a(n + 2) + 2 and AR = /3(n + 2) - 2. As in [ 10, 
p. 361, if r = l/n and r,(7),..., r,,(7) are the interior extreme points of the error 
curve for the rational function’~l/(~ - x), then 
dr,(z>= 1 - C(7) 
dz n vC7(1 - 7&(7)) + (1 - 7*) ’ 
i = l,..., n. 
Let sL = l/1,, zR = l/1,. Then 
I”i- uil = /tX7R) -U7Ll, i = 1, 2 ,..., n. 
Utilizing the mean value theorem and (2.22) yields 
Ivi-ui)= 
1 - (f(f) 
n d-i?(l - f&(Q) + (1 - 5^‘) 
1 ‘R - ‘L 1. 
(2.22) 
(2.23) 
where 7L ( 5^ <7R, From the definitions of 7, and zR we obtain 
a(n+i)+2 “’ P(n+i)-2’ 
Hence (2.23) implies that there exists a positive constant p not depending on 
i or n such that 
(a - /?)(n + 2) + 4 
[a(n + 2) + 21 [P(n + 2) - 21 
9 i = 1, 2 ,..., n. 
(2.24) 
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Therefore to establish (ii) it is sufficient o show that 
11 - ml < An 
Izi-Ci-ll ’ ’ 
i = 1, 2 ,..., n. (2.25) 
where 2 is independent of i and n. We note from (2.22) that c(r) > 0 for 
0<7& and therefore &(T~) ( &(?) < &(T~), i = l,..., n. That is, 
Ui < <i(t) < Uiy i= l,..., n. 
Now let i = 1. Then from part (i) of the current theorem, <,(s”) < u, < [, , 
which in turn implies that It,(?)1 > I[, 1. Therefore 
1 - m 1-r: 
lz,-&I <II-cos(l/(n+l))xi 
sin’(7r/n) 
= 2[sin(1/2(n + 1)) 7t]’ ’ 
(2.26) 
Since the right-hand side of (2.26) is bounded independent of n, (2.25) is 
satisfied for i = 1. 
Next suppose that 2 < i < n. Applying (2.4) and the mean value theorem 
to the left side of (2.25) yields 
1 - <f(f) 
Isinpi(]n+l-i] (n)(n+l)’ 
where 
i- 1 i 
-71<pi<-r’. n n+l 
(2.27) 
(2.28) 
If 2 < i < n/4, then the remarks below (2.23), part (i) of the current theorem, 
(2.27), and the observation that sin x is increasing on [z/n, (n/(n + 1))(7r/4)] 
yield 
1 - <f(f) 2 
(singi~~n+l-i]n(n+l)g/sin((i-l)~njni;]n+l-i/ 
n(n + 1) 
sin’(i/n) x 
= Isin((i- 1)/n) 7r] Jn + 1 -i) n(n + ‘) 
< 2n(n + 1) 
‘n+l-i’ 
i = 2,..., r . 
[ I 4 
Now assume that n/4 < i < 3n/4. Then from (2.28), 
(2.29) 
WI - 1 ~ Cc1 < [WI ~ n, n “‘n+l 
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and consequently for n sufficiently large 
1 - W) (n)(n + 1) 
Isin~ilIn+1-iln(n+1)‘2(n+l-i)* 
(2.30) 
Finally, the analysis needed to achieve (2.25) for 3n/4 Q i Q n closely 
parallels that given above (2.29). Combining this observation with (2.26), 
(2.29), and (2.30) establishes (2.25) for i = 1, 2,..., n. Inequalities (2.24) and 
(2.25) imply conclusion (ii). fl 
Remark. Inequality (2.24) implies for the rational functions U,, and V, 
that max,Gicn Iui - vi1 = 0(1/n’). F or a = /? in (2.17), (2.24) implies that 
(2.3 1) 
Thus the maximum distance between corresponding extreme points of e,(u,) 
and e,(V,,) is 0(1/n’). This distance is to be contrasted with the maximum 
distance between corresponding extreme points of T,, and T,,+, , which is 
0(1/n). Equation (2.31) demonstrates an even more striking comparison for 
a = /I. Utilization of (2.3 1) will provided concise estimates to the location of 
the extreme points of e,(J), wheref(x) = eX. 
3. A CLASS OF NON-RATIONAL FUNCTIONS 
In this section we show that M,(J) is of precise order n for fE F, a class 
of non-rational functions which includes the exponential function f(x) = eX. 
DEFINITION 2. Let F be the set of allfE Cm(Z) satisfying 
(4 f’“+“(x) # 0 on Z 
and 
@I (3.1) 
for all n sufficiently large, where a > j? > 0 are constants depending on f but 
not on n. 
THEOREM 6. Let fE F. Then M,,(f) is of precise order n. 
Prior to effecting the proof of Theorem 6, necessary terminology is 
introduced, and three lemmas that facilitate the establishing of Theorem 6 
are proven. 
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For anyfE F, let E,(f) = {xi};:,‘, where 
-l=x,<x,<~~~<x,<x,+,=1. (3.2) 
For the extremal set (3.2), qin, i = O,..., IZ + 1, and Q,, , are defined as in 
(2.1) and (2.2), respectively. 
LEMMA 1. Let f E F. Then there exists a p^ not depending on n such that 
(3.3) 
for every <, v E I. 
Proof: Without loss of generality assume that f’“+*‘(x) > 0 on I 
(otherwise replaceSby -f). By first assuming thatf’“+“(x) > 0 on I we can 
show that 
f’“+“(T) f’““‘(1) < e*,b 
f’“+Iya) Q”“‘(-1) ’ 
for every <, u E I. Similarly if we assume that f’“+“(x) < 0 on I, then we 
can show that 
f’“+‘w) f’““‘(-1) ~ e2,” 
f’“+lyv) G f’““‘(l) * 
By selecting /?= e2’D we have established (3.3). 
LEMMA 2. Let U, and V,, be the rational functions defined in Theorem 
5. Iffy F with extremal set (3.2) and iffc”+1’(~)f’“+2’(~) > 0, then 
zi < 24i < Xj < Vj < <i, i=l n. ,..‘, (3.4) 
Proof: Without loss of generality, assume f’““‘(x) > 0 for x E I. Then 
by (3.1) 
L 
p+“(x) 1 
* ‘f’“+lyX) Gp’ 
Thus (2.20) and (2.21) imply that 
u;+*‘(x) p+*‘(x) vjy+*‘(x) 
qztyx) < f’“+lyx) < vyyx) 
Theorem 1 and (2.18) now imply (3.4). I 
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LEMMA 3. Let U,,, V,, ui, vi, A and xi, i = 0,2 ,..., n + 1, be as in 
Lemma 2. Then there exists constants A and B not depending on i or n and a 
natural number N such that 
IUi-XiI < tIXi-XjI9 j# i, i = 0, I,..., n + 1, (3.5) 
Iui-xil<2+~xj-uil, i = O,..., n+l, j#i, (3.6) 
and 
I”iwxjIG [ ] l +f [Xi-Ujl, i=O ,..., n+ 1, izj, (3.7) 
for all n > N. 
Proof: We first establish (3.5). If i = 0 or n + 1, (3.5) is immediate. 
Suppose 1 < i< n. By (3.2) and (2.18), it suffices to show (3.5) for j= i - 1 
andj=i+l. Supposej=i-1. Then by (3.4) 
xi - Xi- 1 = (Ci- * - xi- 1) + (Zi - Ci- 1) + (Ui - zi) t (Xi - Ui) 
> zi - t;i- L 
zi-Ci-l 
~ (Xi - Ui) ~ . 
[ I vi - ui 
Therefore 
vi - ui 
zi-Ci-l 
2 
xi-“i > 0, i = I,..., n. 
Xi-Xi-l 
Now this inequality and (2.19) imply that 
^ 
xi-“i <L, i = l,..., n; 
xi-xi-, n 
thus for j = i - 1, (3.5) is proven. 
Now suppose j=i+ 1, where 1 <i&n- 1. Then 
xi+l -Xi=Vi-Xi+ C-Vi tazi+* -Ci + ui+l -Zi+l 
+ xi+ 1 - ui+ 17 i = 1, 2 ,..., n - 1. 
Therefore 
xi+l - xi > Czi+ 1 - Z;i> 
xi-ui zi-c-, 
a-. 
vi - ui zi-Ci-l * tzi+ 1 - C)* 
640/31/l-5 
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zi-C-l Ui - Ui Xi - Ui 
zitl - & * zi - ci- 1 a xi+, - xi ' 
(3.8) 
But (Zi - 5i... l)/(zi+ I- &) is bounded independently of n for i = l,..., n - 1. 
Now (3.8) and (2.19) imply for j = i + 1, i = l,..., n - 1, that 
xi - ui 
&, 
xi+, -xi n (3.9) 
where A r is independent of i and n. The proof of (3.5) will be complete if 
x,--u, <A, 
X 
(3.10) 
nt1 -x, n 
where A, is independent of n. 
Note that since x, and x,+ , are not separated by any extreme point of 
either T,, or T,,+ 1, a different argument han that given to establish (3.9) is 
required. For n suficiently large 
xn - un VII - un Q- 
X nil -x, 1 -v, 
(3.11) 
By employing (2.24) and the observations below (2.25), (3.11) implies that 
where B, and B, are independent of n. Let 
h,(x) = n(Ai - 1)“’ T,(x) + (Anx - 1) T;(x), 
where A, = /?(n + 2) - 2. Then 
(3.12) 
h,(“i) = O9 (3.13) 
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i= 1 ,..., n (see [ 10, p. 351). Also 
IlUl <B$, (3.14) 
where B, does not depend on n. On the other hand, (3.13) and Eq. (2.25) in 
15) (a = I,,) show that 
(1 - vi) h;(v,) > tin*, (3.15) 
where C? > 0 does not depend on n. 
From (3.12), 
xn - u, WV,) 
X n+l -x,,~(,-u;)h:(v,)+ 
Utilizing (3.14) and (3.15) in this equality establishes (3.10), where 
A, = B, . $13/t?i. ,The proof of (3.5) is completed by selecting 
A =max(A,A,,A,). 
To prove (3.6) observe that by (3.5) 
This inequality implies that 
k f i. 
Thus (3.6) follows for n suffkiently large. 
We now prove (3.7). From (3.5) and (3.6) we have that 
IUi-Xjl< IUi-xiI + IXiwxjl 
< 1 ++ ([Xi-Ujl+ IUjmxjl) 
( 1 
< (I+$) [ cl++) lXiFujl] 
< 1 +a lXiMujl 
( 1 
for n suffkiently large, where B is independent of i and n. 1 
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The above lemmas are now utilized to prove Theorem 6. 
Proof of Theorem 6. Let fe F. Without loss of generality we may 
assume that Stn+*) (x) > 0 for x E I. For this part of the proof we also 
assume that f’“’ r’(x) > 0 on I. 
Let U, be the rational function defined in (2.17). Then (2.9) is valid for n 
sufficiently large. Let qin E 17,, i = 0, l,..., n + 1, be the polynomial 
satisfying (2.1) for U,. Then by (2.3) 
(3.16) 
As in (2.13), 
qin(X) = Qn+ I(X) - 0, t1 n (X - ujh 
j-0 
(3.17) 
-. 
J#i 
where Q,, r is defined in (2.10) for U,, . Equation (3.17) implies 
j#i 
Therefore (2.6), (2.7), (2.9), and (3.16) yield 
(3.18) 
j#i 
Let the extreme points for e,(f) be given by (3.2) and let P,, satisfy 
pln(xi) = SW %df>(4 i f 1, (3.19) 
and (again using (2.3)) 
M,(f) = IIP,“II * 
By (3.19) and the classical remainder theorem for Lagrange interpolation, 
where -1 < << 1. From (2.15) this may be written as 
p (x) = e,(f)(x) f(“+ “(4 
PI+1 
In lIen(f -f’““‘(q) 2” E (x -Xj)’ 
iti 
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where -1 ,< v < 1. Lemma 1 now implies that 
IP,,(x)l <B2” n Ix-xjl + '* 
j=O 
jitl 
Thus 
Ip/n(Uk>l <B2” n I”k-xjl + l, 
j-0 
j+l 
where k=O, l,..., n+ 1, kfl. 
But Lemma 3 now implies for n suffkiently large that 
(3.20) 
tlt1 
2” JFo I”k -xjl 
j+l 
tZ+1 
=Iuk-xk12” n Iuk-xjl 
j-0 
i#k,l 
j#k,l 
<t (1 +t)nI~k-~,I ‘fi Ixk-ujl 2” 
j-0 
j#k,l 
<$ (l+a)n(,xk-.,l+,,,-x,l). ‘fi Ixk-uj12" 
j-0 
i#k,l 
<znt (1 +$)n [l +~]lxk-u,l z lxkbujl 
j#k.l 
It+1 
+ n Ixk-uj12”. 
j-0 
i#k 
This inequality and (3.18) now establish that 
fl+1 
2” n I”kmxjl 
j=O 
j#l 
is bounded. 
(3.21) 
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Now (3.20) and (3.21) imply that 
I ~,no4Jl G a, k = 0, l,..., n + 1, k # 1. 
where a does not depend on n. Therefore we may without loss of generality 
assume that 
(otherwise replace P,, by -P/J. Consequently Theorem 2 implies that 
]] I’,,]] < aM,(U,). That is, M,(f) < aM,(U,,) = O(n). This inequality and 
(2.8) now imply forf’“+“(x) > 0 on Z that M,(j) is of precise order n. 
Next suppose f(“+ ‘) (x) < 0 on I. Define g,(x) by g,(x) = (-l)“+*f(-x). 
Since for any function h E C(Z), M,(ah) = M,(h), M,( g,) = M, [ (- 1)” + * g, 1. 
Clearly g:+‘*‘(x) =S(“+‘)(-x) > 0, and g’,“+“(x) = -f”‘+“(-x) > 0. 
Therefore the proof of the first part of Theorem 6 establishes that M,( g,) is 
of precise order n, and hence M,[(-1)“+2 g,] is of precise order n. Define h 
by h(x) =f(-x), x E I. Let pi,, be the polynomial that interpolates e,(h) at 
all but one point of E,(h) and satisfies ]]Pj,]] = M,(h). Then a brief argument 
(utilizing the fact that E,(f) = E,(h)) establishes that max-, GXG 1 IPi”( 
= M,(j). Since max-,<,<, ]p’in(-~)] = max-,G,c, IPi”(X)l, we have that 
M,(f) = M,(h); 
but M,[(-1)“+2 g,] = M,(h). Therefore M,(f) is again of precise order 
n. I 
The next theorem is an immediate consequence of Theorem 6, (2.17), (3.4) 
and the remark following Theorem 5. 
THEOREM 7. Let f(x) = eX, x E I. Then 
(a) M,(f) is of precise order n. 
(b) Q-v, < u2 < e.3 < v, are the zeros of the polynomial 
n(n’ - l)“* T,(x) + (nx - 1) T;(x), 
and ifx, <x2 < ... < x, are the interior extreme points of e,df), then 
o<vi-xi<; 
where /I is independent of n. 
Theorem 7 provides an estimate of the locations of the interior extreme 
points of the error function of f(x) = eX. We note that historically the 
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extreme points of either T,, or T,, + 1 have been used to estimate the location 
of the extreme points of the error curves e,,(j) for functions satisfying 
f(“+ ‘j(x) # 0, x E I [ 141. Theorem 7 provides a much tighter estimate to the 
location of the extreme points of the error curve for f(x) = eX. A similar 
result is immediate for enx, a # 0. 
A companion to Theorem 7 can be established for every fE F. In this 
latter setting the polynomial replacing that given in Theorem 7 is more 
complex (see (3.13)), and the distance between corresponding extreme points 
is 0( l/n’). 
4. RELATED RESULTS 
A number of observations of independent interest follow from the results 
established in Sections 2 and 3. 
THEOREM 8. Let f E F with extreme set - 1 = x0 ( x1 < . . . ( x, + , = 1. 
Then 
nt1 
-yGt$l 2” n IxTxjl 
j=O 
(4.1) 
is bounded. 
Proof Let x* E (xi,xi+J be the value for which (4.1) is a maximum. 
Let qfn and Q,+ 1 be defined by (2.1) and (2.2), and let a,, , be the coef- 
ficient of x”+ ‘in Q, + i. Then as in (3.17), 
t~*-Xi)qfntX*)=(~*-X~i)Q,+,t~*)--a,+l Jpo Ix* -xii* 
This equation and (2.7) imply that 
nt1 
X* -Xj( ~ 2 IX* -Xi1 M,(f). (4.2) 
But (3.4) and Theorem 6 imply that the right-hand side of (4.2) is bounded 
independent of n. This observation completes the proof. 1 
We note (4.1) implies that 
n+l 
-Tll%l n lX-XjI=" L ' 
i=O ( 1 
2nt1 (4.3) 
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It is known [3, p. 611 that 
n+1 
min max n ]x-x~]=&, 
(X,,...J,+,) -I<X<l j=O 
(4.4) 
and that the (to, I, ,..., t, + r } for which the minimum is attained are the n + 2 
zeros of Tn+2. Equation (4.3) suggests that the extreme set E,(f) of the 
error curve for any fe F nearly produces a minimal monomial in the sense 
of (4.4) 
THEOREM 9. Let f E F, and let E,(f) = (x0,..., x,+ 1) be the extreme set 
for e,(f). &fine Pn+, E JL+l by 
pn+ lCxi) =f(xi)* 
where K is independent of n. 
Proof By the remainder theorem for interpolation 
Let x* be a point for which If(x*)-Pn+I(x*)J=Ilf-P,+,ll. Then by 
(2.15) and (3.3), 
An application of Theorem 8 completes the proof. ti 
We note heuristically that Theorem 9 says interpolation at the extreme 
points of e,(J) is asymptotically as good as best approximating f by 
polynomials of degree at most n + 1. 
THEOREM 10. Let fE F, and let E,(f) = {x0 ,..., x,+ ,}. If Q,, 1 is 
defined by E,(f) as in (2.2), then 
II d.f> p-Q,,+, ll+f. I  e,(f II (4.5) 
where K is independent of n. 
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Proof: We first note that 
Again using (2.15), (3.3), and (4.1), we deduce (4.5). 1 
If II%+, 11/1/e, )I + 0, then (4.5) implies that, asymptotically speaking, the 
behavior of Q,, i resembles the behavior of T,,, , . We also observe that if 
~f(n+2yv)/f(n+I) (<)I is bounded, -1 < 9, < < 1, independent of n, then (2.15) 
implies the right-hand side of (4.5) is 0(1/n). 
5. CONCLUSION 
In the present paper the precise order of the strong unicity constant M,(J) 
for any f from a particular class of functions F is shown to be n. 
Additionally, characteristics of the extremal sets E,(j) are examined. 
The results of Sections 3 and 4 strongly suggest hat if E,(J) contains 
precisely n + 2 points, then the Lebesgue constant, An+ i [ 12, p. 891 deter- 
mined by E,(f) is of precise order log n if ad only if M,(f) is of precise 
order n. 
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