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Abstract
The P300 Brain-Computer Interface (BCI) is a well-established communication channel
for severely disabled people. The P300 event-related potential is mostly characterized by its
amplitude or its area, which correlate with the spelling accuracy of the P300 speller. Here, we
introduce a novel approach for estimating the efficiency of this BCI by considering the P300
signal-to-noise ratio (SNR), a parameter that estimates the spatial and temporal noise levels
and has a significantly stronger correlation with spelling accuracy. Furthermore, we suggest a
Gaussian noise model, which utilizes the P300 event-related potential SNR to predict spelling
accuracy under various conditions for LDA-based classification. We demonstrate the utility of
this analysis using real data and discuss its potential applications, such as speeding up the
process of electrode selection.
Keywords: P300 speller; signal-to-noise ratio; LDA; electroencephalography;
symbol selection accuracy
1 Introduction
One of the most practical BCI paradigms is the so-called P300 BCI, which enjoys
the benefits of a relatively short training session and a high information transfer
rate [1–3]. This BCI paradigm utilizes the P300 event-related potential (ERP),
which normally exhibits a positive change in EEG measured voltage and a latency of
250-500 milliseconds. The P300 intensity is more significant for stimuli which are
less common (the "Oddball Paradigm"), and typically stronger in the parietal lobe.
The exact shape of the P300 wave may vary dramatically from subject to subject [4].
In the common approach to P300 BCI – often termed the P300 Speller – a list
of states, organized as a matrix, is displayed to the subject, as shown on Figure
1. A row or column is selected randomly, and its intensity is increased for a short
period of time ("flash duration"), a process which is repeated with a constant interval
between flashes ("inter-stimulus interval", or ISI), until all rows and columns have
been flashed. The subject is then asked to count the number of flashes of the intended
target stimulus. Repeating the above several times for each row or column and then
averaging the signal recorded for each row and column leads to a significant reduction
of the noise, and allows detecting the P300 ERP, which theoretically can be found in
(exactly) one row and one column – and their intersection is the selected stimulus.
1.1 The P300 BCI detection mechanism
Since the P300 response to every stimulus has a characteristic profile and the
information lies solely in the time this response is generated, the following detection
scheme is usually used [1, 5]: for the i’th flash, we consider E electrodes and a time
window of T samples and regard the concatenation of the electrodes signal as an
E · T -dimensional sample, xi ∈ RE·T . The training phase and the detection phase
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Figure 1: The character matrix with the second row intensified, as it was presented to the subjects
in our system.
are essentially different: first, we train a model from the single-trial signals, in which
a classification problem is defined by labeling yi = 1 for trials in which the target
character is contained in the flashed row or column, and yi = 0 otherwise.† In order
to detect a target symbol, the mean signal for each stimulus is calculated, and then
the classifier is evaluated on each averaged signal. The selected symbol is then the
intersection of the row and the column for which the classifier score is the highest.
While any classifier could be utilized in this scheme, typically an LDA classifier
is employed [6]. In LDA, the classification is achieved by multiplying the sample x
with a weight vector w to obtain s = wTx, where w is defined according to
w = Σˆ−1 · (µˆ1 − µˆ0)
where µˆ1 and µˆ0 are estimates for the mean of the inputs corresponding to y = 1
and y = 0 accordingly, and Σˆ is an estimate for the within-class covariance matrix.
To obtain a decision, the dot product s = wTx is compared to a threshold, which is
calculated separately [7].
1.2 P300 BCI quality measures
The main measure of quality for the P300 speller is its accuracy: that is, the ratio
between the number of correctly detected symbols to the number of attempted ones,
which we will denote the symbol selection accuracy. Note that this quantity
is not the accuracy of the single-trial classification problem described above (the
“classification accuracy”): we consider every symbol rather than every stimulus. The
specific method of estimating this ratio may vary from one study to another, and can
be calculated either online or offline. Other quality measures include the Information
Transfer Rate and the Practical Bit Rate [8,9], both of which attempt to represent the
channel capacity of the BCI. While the information transfer rate and the practical
bit rate hold a different meaning, they are both uniquely determined by accuracy, so
here we will address accuracy alone.
†Note that since we only use the classification score s and not the class arg max s, this is not a classification
problem per-se, and in fact can be regarded as a regression problem. In order to retain the usual notation and to be
able to compare sample-wise and symbol-wise accuracy, we will use a classification notation.
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In this article, we show that P300 BCI symbol selection accuracy can be estimated
from the signal-to-noise ratio of the single-trial signal. We do this by modeling
the P300 signal generation as a simple additive Gaussian noise mechanism, and in
practice we show a monotonic relation between signal to noise ratio and accuracy.
We demonstrate the above experimentally, and discuss the possible applications.
The rest of the article is structured as follows: in section 2 we describe the model
and work out its accuracy outcome; in section 3 we present the experimental results
and advantages, and in section 4 we provide a brief conclusion and discussion.
2 Estimating the accuracy of the P300 BCI
We propose the following probabilistic model:
1. The base P300 signal is generated deterministically, so it should have been
detected at the EEG as µ1 whenever it is generated. When no P300 signal is
generated, one would detect a baseline signal of µ0.
2. The actual sampled signal is the P300 wave plus some noise, either x = µ1 + z
or x = µ0 + z. The noise is distributed normally with mean zero and covariance
matrix Σ. All the noise vectors are sampled i.i.d, and are independent of the
presence of the P300 signal.
3. The detection mechanism is as described in section 1.1, with an LDA classifier.
Although the weight vector of the classifier is determined by a contingent
training set and is therefore random, we assume for the sake of simplicity that
it is indeed the Bayesian optimum of w = Σ−1 · (µ1 − µ0).
As we derive in detail in Appendix A, the accuracy is determined according to
the accuracy function, HN (x), defined as
HN (x) def=
∞∫
−∞
φ (z − x) · ΦN−1 (z) dz
where φ and Φ are the PDF and the CDF of a standard normal distribution, respec-
tively. This function represents the selection accuracy of one out of N alternatives,
given an effective SNR of x. The estimated symbol selection accuracy Acc will be
Acc = HNrow
(√
n · γ
)
·HNcol
(√
n · γ
)
=
=
 ∞∫
−∞
φ
(
z −√n · γ
)
· ΦNrow−1 (z) dz
 ·
·
 ∞∫
−∞
φ
(
z −√n · γ
)
· ΦNcol−1 (z) dz

where γ =
√
(µ1 − µ0)T Σ−1 (µ1 − µ0) is the single-trial signal-to-noise ratio.
We can calculate HN (x) numerically, and then infer the selection accuracy and its
dependence on the signal-to-noise ratio and the number of averaging cycles. Figure
2 shows the value of HN (x) for various N and x. As one may expect, the accuracy
function HN (x) is monotonically increasing for every N , thus the estimated symbol
selection accuracy is monotonically increasing in both n and γ. We provide a proof
of this property in Appendix B.
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Figure 2: A numerical calculation of the accuracy function HN (x), depicted for various Ns. Note
that the baseline level (x = 0) is indeed the chance probability of selecting one out of N .
2.1 Accuracy estimation in practice
In our model and derivation, we assumed that Σ, µ0 and µ1 are known, yet in practice
we usually use proxies in the form of their maximum-likelihood estimators, Σˆ, µˆ0
and µˆ1. As those are dependent, however, their unbiasedness does not guarantee
the unbiasedness of the accuracy estimation based on those estimates, and in fact
the naïve estimation of the signal-to-noise ratio γˆ =
√
(µˆ1 − µˆ0)T Σˆ−1 (µˆ1 − µˆ0) is
indeed biased [10]. While exploring possible corrections for such estimation is beyond
the scope of this article, we propose looking at this naïve estimate as a measure-of-
quality of the BCI; we will demonstrate empirically that empirical SNR is a powerful
predictor to the relation between the number of averaging cycles and symbol selection
accuracy.
3 Application to experimental data
We recorded the EEG signal of nine healthy individuals (2 female, aged 23-27 and 25
in average) during a standard P300 spelling task, each spelling 50 symbols (sessions
lasted 30 minutes). For more information regarding the experimental procedure,
see Appendix C. We then calculated the empirical symbol selection accuracy as a
function of averaging cycle number using the following validation technique:
1. Train an LDA classifier from a random permutation of Ntrain = 10 symbols.
2. Evaluate the prediction on the remaining symbols.
3. Repeat 1-2 for Nreps. We chose Nreps = 100, which empirically ensures conver-
gence.
The reasoning behind using the above technique is that a traditional cross-
validation fails to mimic the practical use of a P300 BCI, which typically relies on a
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Figure 3: The symbol selection accuracy vs. the number-of-repetitions curve, and the corresponding
estimated accuracy fitted curve. Fit was selected to minimize the L2 distance between the actual
and the fitted accuracy.
small number of training samples. Additionally, this method ensures that different
trials associated with the same symbol are never used in both train and test sets,
which is important as P300 signal overlapping could lead to overfitting otherwise.
Figure 3 demonstrates the effectiveness of this estimation scheme for matching the
accuracy-repetition curve: we calculated the empirical symbol selection accuracy for
each possible number of repetitions, and then selected the SNR value γ to minimize
the squared error of the prediction. The result is a curve that matches the accuracy
for both small and large number of repetitions, for all subjects.
While the empirical SNR γˆ =
√
(µˆ1 − µˆ0)T Σˆ−1 (µˆ1 − µˆ0) leads to a biased esti-
mation of the accuracy, it seems that this bias is linear (Figure 4), and thus the
empirical SNR can be used as a proxy for the accuracy. In Figure 5 we present a
comparison between using the empirical SNR and using various other proxies for
accuracy [1] – two versions of the peak-to-peak difference of the P300 signal and the
area under the P300 curve – by looking at their relation to the accuracy (for a fixed
number of repetitions), and demonstrate the effectiveness of the empirical SNR as a
predictor of the accuracy.
Another task for which we can use the empirical SNR estimation is channel
selection. Suppose we could sample only a limited number of electrodes in real-time
due to some physical constraints, and want to decide which are most informative
after a brief preparation session. Ideally, we would like to consider electrode selection
as a hyperparameter, and train and validate models for all possible electrode subsets.
There are, however, two difficulties with this approach:
a. We might not have sufficient data to avoid overfitting, and would like to avoid
investing a long time in collecting additional data for parameter selection;
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Figure 4: Across-subject relation between the empirical SNR γˆ and the value of γ that would best
fit the accuracy-repetitions curve. We observe a linear relation (p = 2 · 10−6).
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Figure 5: Comparison of proposed proxies for the accuracy. Accuracy calculated for 3 repetitions
(in order to avoid saturation), line shows a linear regression. Top-left: our proposed empirical SNR,
γˆ. Top-right: version 1 of a peak-to-peak measure: max (µˆ1 − µˆ0). Bottom-left: version 2 of a
peak-to-peak measure: max (µˆ1)−max (µˆ0). Bottom-right: the area under the P300 wave curve,∑
(µˆ1 − µˆ0).
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Figure 6: Utilizing the empirical SNR for electrode subset selection. The SNR was multiplied by√
n according to the number of repetitions n to allow for displaying multiple repetition values on a
single graph.
b. Validation is a computationally demanding task, which requires multiple model
training and testing epochs.
In contrast, using the empirical SNR requires less data, not necessarily in a symbol-
by-symbol form, and calculating the measure is much easier. We tested this approach
for brute-force electrode selection for seven-out-of-eight electrodes, and the results
are shown in Figure 6. In our system, we observed a 400-fold speedup in calculating
the empirical SNR compared to the validation accuracy.
4 Discussion
Performance in P300-based BCIs exhibits high inter-subject variability. Whereas some
subjects manage to achieve high accuracy with a few repetitions of the possible stimuli,
others require many repetitions to achieve the same level of accuracy. In practice,
this heterogeneity requires substantial fine tuning of parameters and extensive
measurements from each subject to identify the optimal parameter set and evaluate
performance.
In this study, we show that the signal-to-noise ratio of the P300 evoked potential,
which can be estimated on a short time-scale using relatively few measurements,
can serve as an accurate predictor for subject’s performance. Our mathematical
model assumes that the P300 response can be decomposed into a mean response
component and a Gaussian noise component. Based on this model, we derived an
expression for accuracy as a function of the number of repetitions. Surprisingly,
this simple model provided highly accurate fits to the empirical data. Furthermore,
SNR can be used to efficiently rank different parameter sets. For example, we
demonstrated that it can be used to rank different electrode subsets. Because SNR
is easily calculated, computation time is significantly shorter than in traditional
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cross-validation techniques. In addition, SNR is substantially more correlated with
accuracy compared to other estimators, such as peak-to-peak of the P300 potential.
Clearly, the Gaussian model cannot fully capture the P300 response variability.
However, the LDA scalar classification score is a linear combination of many measured
EEG signals, each of which is in itself a superposition of many electric field sources.
The central limit theorem suggests that it is reasonable to model the classification
score as normally distributed, which is our key assumption. Another potential
criticism of the model is the use of a linear classifier, a relatively weak classification
technique. However, LDA is known to be the Bayes optimal classifier for classifying
two Gaussian sources with the same covariance matrix. Thus, even if the sources are
not precisely Gaussian, the LDA would still be close to optimal performance.
Even under our normality assumption, further refinements of the model are
possible. First, we did not address the fact that the LDA’s weight vector is in fact
a random vector, and depends on the training set. Another issue is the fact that
some measured signals overlap, violating our i.i.d. assumption. While both can be
modeled, we decided to keep the model as simple as possible and leave this task for
future work.
Another open issue is connecting the empirical SNR to the best-fit SNR. We
pointed out a linear empirical relation between these quantities. It might be possible
to explain this linear relation through further mathematical exploration of our
model. Furthermore, while this empirical relation could be used to correct for SNR
estimations for the specific acquisition parameters in our system, future work could
generalize this relation to a wider range of systems and acquisition parameters.
Finally, we believe that the model could have a wide range of applications beyond
those described here. In particular, our model connects the basic properties of the
P300 evoked potential to the performance of the BCI. For example, when considering
the use of a P300 BCI for an individual, such as an ALS patient, it would suffice to
perform a basic oddball experiment to characterize the P300 SNR before adapting
an expensive BCI system. Another relevant scenario is that of testing a novel P300
paradigm that might improve performance. For example, testing the effect of the
symbol matrix size on performance is tedious in the traditional approach and requires
many BCI spelling experiments for different matrix sizes [11]. Using the approach
proposed here, an off-the-shelf oddball paradigm experiment could be conducted,
measuring the SNR for different numbers of stimuli. Finding the optimal matrix
size could then be achieved by quantitively estimating how the SNR boost and the
number of elements in the symbol matrix affect the bit rate. In general, wide usage
of SNR estimations would allow a faster paradigm evaluation, and ultimately faster
and less expensive BCI development.
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Appendix A Derivation of the accuracy function
The basic premises of our model are:
1. The base P300 signal is generated deterministically, so it should have been
detected at the EEG as µ1 whenever it is generated. When no P300 signal is
generated, one would detect a baseline signal of µ0.
2. The actual sampled signal is the P300 wave plus some noise, either x = µ1 + z
or x = µ0 + z. The noise is distributed normally with mean zero and covariance
matrix Σ. All the noise vectors are sampled i.i.d, and are independent of the
presence of the P300 signal.
3. The detection mechanism is as described in section 1.1, with an LDA classifier.
Although the weight vector of the classifier is determined by a contingent
training set and is therefore random, we assume for the sake of simplicity that
it is indeed the Bayesian optimum of w = Σ−1 · (µ1 − µ0).
Following these assumptions, the sampled signal corresponding to the i’th stimulus
is
xi = µy(i) + n ∼ N
(
µy(i),Σ
)
with y (i) = 1 if the i’th stimulus triggered a P300 response and y (i) = 0 otherwise.
The averaged signal for the i’th stimulus after n averaging cycles is then distributed
as
x¯i ∼ N
(
µy(i),
Σ
n
)
Assumption (3) implies that the classification score s¯i = wT x¯i is also normally
distributed,
s¯i ∼ N
(
my(i), σ
2
n
)
with meanmy(i) = (µ1 − µ0)T Σ−1µy(i) and variance σ2n = 1n (µ1 − µ0)T Σ−1 (µ1 − µ0)
def=
1
n
γ2. Note that by our definition of the signal-to-noise ratio we have that m1−m0
σn
=√
nγ.
The structure of the detection mechanism implies that the row and the column
are independently selected, thus symbol selection accuracy is the product of the
row and the column selection accuracies. We will discuss the row selection accuracy
Accrow for Nrow rows, and then infer the column selection accuracy Acccol and the
symbol selection accuracy, Acc = Accrow · Acccol.
Without loss of generality, we can consider row 1 to be the target row, and
rows 2, . . . , Nrow to be the non-target rows. Therefore, s¯1 ∼ N (m1, σ2n) and s¯i ∼
10
N (m0, σ2n) for i = 2, . . . , Nrow. Defining s¯max0 = max
i=2,...,Nrow
s¯i we obtain that the row
selection accuracy is
Accrow = Pr
(
s¯1 > max
i=2,...,Nrow
s¯i
)
=
∞∫
−∞
fs¯1 (x)Fs¯max0 (x) dx
with fs¯1 (x) and Fs¯max0 (x) being the PDF of s¯1 and the CDF of s¯
max
0 , respectively.
Since the scores s¯i for i = 2, . . . , Nrow are i.i.d N (m0, σ2n), we have
Fs¯max0 (x) =
∏
i=2,...,Nrow
Fs¯i (x) = ΦNrow−1
(
x−m0
σn
)
and
Accrow =
∞∫
−∞
1
σn
φ
(
x−m0
σn
)
ΦNrow−1
(
x−m0
σn
)
dx =
=
∞∫
−∞
φ
(
z − m1 −m0
σn
)
ΦNrow−1 (z) dx =
=
∞∫
−∞
φ
(
z −√n · γ
)
ΦNrow−1 (z) dx def= HNrow
(√
n · γ
)
with the accuracy function HN (x) defined as
HN (x) def=
∞∫
−∞
φ (z − x) ΦN−1 (z) dx
where φ and Φ are the PDF and the CDF of a standard normal distribution,
respectively. As row and column are selected independently, the estimated symbol
selection accuracy will be
Acc = HNrow
(√
n · γ
)
·HNcol
(√
n · γ
)
=
=
 ∞∫
−∞
φ
(
z −√n · γ
)
· ΦNrow−1 (z) dz
 ·
·
 ∞∫
−∞
φ
(
z −√n · γ
)
· ΦNcol−1 (z) dz

Appendix B Monotonicity of the accuracy function
Since the argument of the accuracy function in our expression is the effective SNR
of the detection, we would expect HN (x) to be monotonically increasing in x. This
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is indeed true, as
dHN (x)
dx
=
∞∫
−∞
−φ′ (z − x) · ΦN−1 (z) dz =
∞∫
−∞
−φ′ (y) · ΦN−1 (y + x) dy =
=
0∫
−∞
−φ′ (y) · ΦN−1 (y + x) dy +
∞∫
0
−φ′ (y) · ΦN−1 (y + x) dy =
=
∞∫
0
−φ′ (−y) · ΦN−1 (−y + x) dy +
∞∫
0
−φ′ (y) · ΦN−1 (y + x) dy =
=
∞∫
0
−φ′ (−y) ·
(
ΦN−1 (x+ y)− ΦN−1 (x− y)
)
dy
where we used the fact that φ is even. Next, we should note that Φ is monotonically
increasing thus ΦN−1 (x+ y) − ΦN−1 (x− y) > 0, and that for positive y we get
φ′ (y) < 0; so indeed dHN (x)
dx
> 0.
Appendix C Experimental procedure
The EEG system that we employed consisted of a gTec’s g.HIamp amplifier and
g.LADYbird active electrodes. The impedance of the electrodes was kept under
30 kΩ during the entire experiment. We used a 6×6 character matrix for a total of 36
different letters, numbers and symbols, utilizing the standard row-column paradigm.
The flash duration was 62.5ms and the ISI was 125ms. Because there were 12
stimuli in total (6 rows and 6 columns), the total time of one flashing cycle was 1.5 s.
After each spelled character, there was an 8 s pause in which the next target character
was intensified. As suggested by previous works [12], the EEG signal was measured
using the following 8 electrodes: Fz, Cz, P3, Pz, P4, Po7, Oz, Po8 (all according to
the international 10-20 system), with the reference at the left ear. The sampling
frequency was 256Hz, which was immediately downsampled (by 4:1 averaging) to
64Hz. A bandpass filter of 0.5-30Hz and a notch filter at the network frequency
(50Hz) were applied. For each flashing sequence, the time segment was considered
as 600ms from the beginning of the flash (at 64Hz, this is 39 samples. Note that
since the ISI was smaller than the segment length, the segments overlapped), and the
samples from the different electrodes were concatenated into one high-dimensional
vector (in our case, 312 elements).
The experiment was performed on 9 participants (2 female, aged 23-27 and 25
in average, all undergrad students at BGU) with no previous P300 BCI experience
and with normal or corrected to normal vision. Each was asked to spell 10 five-letter
words (50 symbols in total), spelling the characters in each word sequentially and
possibly taking a break between the words. Each symbol consisted of 15 repetitions
for each row or column flash, or a total of 180 flashes per symbol, lasting 22.5 seconds.
Before the acquisition session started, participants practiced counting the flashes and
familiarized themselves with the physical setup for about one minute (this part was
not recorded or processed). The subjects received feedback (in terms of estimated
character) after every character, based on a classifier that was trained after the first
five-letter word (which was not used in the offline analysis).
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