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Bornes optimales pour la diffe´rence entre la hauteur de Weil
et la hauteur de Ne´ron–Tate sur les courbes elliptiques sur Q
Peter Bruin
Re´sume´. Nous donnons un algorithme qui, e´tant donne´e une courbe elliptique
E sur Q sous la forme de Weierstraß, calcule l’infimum et le supremum de la
diffe´rence entre la hauteur na¨ıve et la hauteur canonique sur E(Q).
Abstract. We give an algorithm that, given an elliptic curve E over Q in Weier-
straß form, computes the infimum and supremum of the difference between the
na¨ıve and canonical height functions on E(Q).
1. Introduction
Soit E une courbe elliptique sur Q donne´e par une e´quation de Weierstraß :
E : y2 + a1xy + a3y = x
3 + a2x
2 + a4x+ a6. (1.1)
On supposera toujours que les ai soient des entiers alge´briques .
On s’inte´resse a` la hauteur de Weil (ou hauteur na¨ıve) et la hauteur de Ne´ron–Tate (ou hauteur
canonique)
h, hˆ : E(Q)→ R
(voir ci-dessous pour les normalisations). La diffe´rence h−hˆ est borne´e sur E(Q). Il est donc naturel
de se demander si, e´tant donne´e une e´quation (1.1), on peut calculer le supremum et l’infimum de
cette diffe´rence.
Des re´sultats dans cette direction ont e´te´ obtenus par Dem′janenko [3] et Zimmer [11], Sil-
verman [6], Siksek [5], Cremona, Prickett et Siksek [2], et Uchida [10]. Le lecteur est renvoye´ a`
l’introduction de [2] pour plus de de´tails.
1.1. Notations
Dans cet article, e´tant donne´ un corps de nombres K, on fixe les notations suivantes :
ΩK , Ω
fin
K , Ω
inf
K l’ensemble des places de K, resp. des places finies, resp. des places infinies
ZK l’anneau des entiers de K
Pour chaque place v :
| |v la valeur absolue normalise´e sur K correspondant a` v
Kv le comple´te´ v-adique de K
ǫv le degre´ local [Kv : Qp], ou` p est la place de Q au-dessous de v
Pour chaque place finie v :
pv l’ide´al maximal {x ∈ ZK | |x|v < 1} de ZK
kv le corps re´siduel ZK/pv
Soit E est une courbe elliptique sur Q donne´e par une e´quation (1.1). On de´finit les coefficients
b2, b4, b6, c4, c6, le discriminant ∆E et l’invariant jE par les formules usuelles ; voir par example
Tate [9, § 2].
1.2. Hauteurs
La hauteur (logarithmique normalise´e) d’un point x = (x0 : . . . : xn) ∈ Pn(Q) est de´finie comme
suit : soit K ⊂ Q un corps de nombres contenant les xi, alors
hPn(x) =
1
[K : Q]
∑
v∈ΩK
logmax{|x0|v, . . . , |xn|v}.
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On sait que le membre de droite est invariant par extension du corps K, de sorte que hPn est une
fonction bien de´finie sur Pn(Q).
Soit E une courbe elliptique sur Q donne´e par une e´quation de Weierstraß (1.1), et soit
P ∈ E(Q). La hauteur de Weil (ou hauteur na¨ıve) de P est de´finie par
h(P ) = hP1(x(P )).
La hauteur de Ne´ron–Tate (ou hauteur canonique) de P est de´finie par
hˆ(P ) = lim
n→∞
n−2h(nP ).
Notre fonction hˆ co¨ıncide avec celle utilise´e dans l’article de Cremona, Prickett et Siksek [2] ; elle
est double de celle utilise´e dans l’article [6] et le livre [7] de Silverman.
2. La diffe´rence h− hˆ
Soit E une courbe elliptique sur Q donne´e par une e´quation de Weierstraß (1.1), et soit P ∈ E(Q).
2.1. Hauteurs locales
Soit K ⊂ Q un corps de nombres tel que E soit de´finie sur K. Alors on a des hauteurs locales
λv : E(Kv)→ R pour tout v ∈ ΩK
et une de´composition de hˆ en termes locaux
[K : Q]hˆ(P ) = 2
∑
v∈ΩK
ǫvλv(P ) pour tout P ∈ E(K).
La normalisation des λv que nous utiliserons est celle du livre de Silverman [7, Chapter VI].
Pour v ∈ ΩK et P ∈ E(Kv), notons
φv(P ) = ǫ
−1
v logmax
{
1, |x(P )|v
}− 2λv(P ).
Alors on a
[K : Q]
(
h(P )− hˆ(P )) = ∑
v∈ΩK
(
logmax
{
1, |x(P )|v
}− 2ǫvλv(P ))
=
∑
v∈ΩK
ǫvφv(P ).
2.2. Le discriminant stable
Quitte a` e´largir K, on peut supposer que E ait re´duction semi-stable. Pour toute place finie v
de K, on note nv le nombre de composantes ge´ome´triques irre´ductibles de la re´duction de E
modulo v ; cette re´duction est donc un nv-gone. On note ∆
min
E/K le discriminant minimal de E
sur K, c’est-a`-dire l’ide´al de ZK de´fini par
∆minE/K =
∏
v∈Ωfin
K
p
nv
v .
La norme Nm∆minE/K de cet ide´al satisfait a`
logNm∆minE/K =
∑
v∈Ωfin
K
nv log#kv.
On de´finit
∆stableE = (Nm∆
min
E/K)
1/[K:Q].
On note que ∆stableE ne de´pend pas du choix de K et peut eˆtre calcule´ a` partir de la factorisation
(ou l’ide´al de´nominateur) de jE dans n’importe quel corps de nombres contenant jE ; il n’est pas
ne´cessaire de connaˆıtre un corps K sur lequel E a re´duction semi-stable.
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2.3. Le the´ore`me principal
The´ore`me 2.1 (cf. Cremona, Prickett et Siksek [2, Theorem 1]). Soit E une courbe elliptique
sur Q donne´e par une e´quation de Weierstraß a` coefficients alge´briquement entiers. Alors pour
tout corps de nombres K ⊂ Q tel que E soit de´finie sur K, on a
[K : Q] inf
P∈E(Q)
(h(P )− hˆ(P )) =
∑
v∈Ωinf
K
ǫv inf
E(K¯v)
φv − 1
6
log |NK/Q∆E |,
[K : Q] sup
P∈E(Q)
(h(P )− hˆ(P )) =
∑
v∈Ωinf
K
ǫv sup
E(K¯v)
φv +
[K : Q]
12
log∆stableE .
Preuve. Quitte a` e´largirK, on peut supposer que K soit totalement complexe, que E ait re´duction
semi-stable scinde´e surK et que tous les nv soient pairs. Pour chaque place finie v deK, l’hypothe`se
que le mode`le de Weierstraß soit entier par rapport a` v implique
inf
E(Kv)
φv =
1
6ǫv
log |∆E |v,
sup
E(Kv)
φv = − 1
12ǫv
log |∆minE/K |v;
(2.1)
voir [2, Proposition 8]. (Dans loc. cit. les re´sultats sont donne´s en termes de la fonction Ψv(P ) =
ǫvφv(P ) +
1
6 log |∆E |v.) On en de´duit que
[K : Q](h(P )− hˆ(P )) ≥
∑
v∈Ωinf
K
ǫv inf
E(Kv)
φv − 1
6
log |NK/Q∆E |,
[K : Q](h(P )− hˆ(P )) ≤
∑
v∈Ωinf
K
ǫv sup
E(Kv)
φv +
1
12
logNm∆minE/K
=
∑
v∈Ωinf
K
ǫv sup
E(Kv)
φv +
[K : Q]
12
log∆stableE .
Il reste a` de´montrer que ces bornes localement optimales donnent des bornes globalement
optimales. A` cet effet, on utilise l’approximation sur P1. Pour chaque place finie v, la fonction φv
atteint son maximum aux points de E(Kv) dont la x-coordonne´e est dans un certain ouvert non
vide Uv de P
1(Kv) ; de plus, on a Uv = P
1(Kv) pour toutes les v ∈ ΩfinK sauf un nombre fini. De
fac¸on analogue, pour chaque place infinie (complexe) v et tout ǫ > 0, la fonction φv sur E(Kv)
est ǫ-proche de son supremum sur l’ensemble des points dont la x-coordonne´e est dans un certain
ouvert non vide Uv de P
1(Kv). Par approximation, il existe xǫ ∈ P1(K) dont l’image dans P1(Kv)
est dans Uv pour toute place v. Soit Pǫ ∈ E(Q) un point avec x(Pǫ) = xǫ. (On remarquera que Pǫ
est de´fini sur un extension quadratique de K.) En faisant ǫ→ 0, on obtient une suite de points Pǫ
pour lesquels h(Pǫ)− hˆ(Pǫ) converge vers la borne supe´rieure de´sire´e. Le meˆme argument marche
pour la borne infe´rieure.
Vu le the´ore`me 2.1, il reste a` e´tudier les fonctions φv sur E(K¯v) pour v une place archime´dienne.
3. Pre´liminaires sur les re´seaux
Soit Λ un re´seau dans C. On note
volΛ =
i
2
∫
C/Λ
dz ∧ d¯z.
Soit µcanΛ la (1, 1)-forme canonique sur C/Λ, de´finie par
µcanΛ =
1
volΛ
i
2
dz ∧ dz¯.
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Rappelons la de´finition des fonctions σ, ζ et ℘ de Weierstraß :
σΛ(z) = z
∏
ω∈Λ
ω 6=0
(
1− z
ω
)
exp
(
z
ω
+
z2
2ω2
)
,
ζΛ(z) =
σ′Λ
σΛ
(z) =
1
z
+
∑
ω∈Λ
ω 6=0
(
1
z − ω +
1
ω
+
z
ω2
)
,
℘Λ(z) = −ζ′Λ(z) =
1
z2
+
∑
ω∈Λ
ω 6=0
(
1
(z − ω)2 −
1
ω2
)
.
On rappelle que la fonction ℘Λ est pe´riodique par rapport a` Λ, et que la fonction ζΛ est quasi-
pe´riodique : il existe un homomorphisme
ηΛ : Λ→ C
tel que
ζΛ(z + ω) = ζΛ(z) + ηΛ(ω) pour tout ω ∈ Λ.
Soient g2(Λ) et g3(Λ) les nombres complexes tels que
℘′Λ(z)
2 = 4℘Λ(z)
3 − g2(Λ)℘Λ(z)− g3(Λ),
et soit
∆Λ = g2(Λ)
3 − 27g3(Λ)2.
Soit QΛ : C→ R l’unique forme R-quadratique satisfaisant a`
QΛ(ω) = ℜ(ω · ηΛ(ω)) pour tout ω ∈ Λ.
On conside`re la fonction
λΛ : C/Λ \ {0} −→ R
z 7−→ − log |σΛ(z)|+ 1
2
QΛ(z)− 1
12
log |∆Λ|.
Cette fonction est lisse sur C/Λ \ {0} et posse`de une singularite´ logarithmique en 0. Elle satisfait
a` l’e´quation diffe´rentielle
2i∂∂¯λΛ = 2π(µ
can
Λ − δ0)
avec la normalisation ∫
C/Λ
λΛµ
can
Λ = 0.
Comme λΛ prend des valeurs re´elles, il existe une unique fonction lisse (mais non holomorphe)
ZΛ : C/Λ \ {0} → C telle que
dλΛ(z) = −1
2
(
ZΛ(z)dz + ZΛ(z)dz¯
)
. (3.1)
Il existe CΛ ∈ C et DΛ ∈ R tels que
QΛ(z) =
CΛ
2
z2 +
C¯Λ
2
z¯2 +DΛzz¯
et donc
ZΛ(z) = ζΛ(z)− CΛz −DΛz¯.
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Soit (ω1, ω2) une Z-base de Λ avec ℑ(ω1/ω2) > 0. Alors on a
volΛ = ℑ(ω1ω¯2).
On pose
η1 = ηΛ(ω1) = 2ζΛ(ω1/2),
η2 = ηΛ(ω2) = 2ζΛ(ω2/2).
En utilisant la relation de Legendre
η2ω1 − η1ω2 = 2πi,
il est facile de montrer que
CΛ =
η1ω¯2 − η2ω¯1
2i volΛ
,
DΛ =
π
volΛ
.
4. E´tude des fonctions φv aux places archime´diennes
Soit K un corps de nombres, et soit E une courbe elliptique sur K donne´e par une e´quation de
Weierstraß (1.1). Soit v une place archime´dienne de K. On fixe un plongement K → C correspon-
dant a` v, et on regarde E comme courbe elliptique sur C au moyen de ce plongement.
Soit Λv ⊂ C le re´seau des pe´riodes de E par rapport a` la 1-forme standard dx/(2y+a1x+a3)
du mode`le de Weierstraß donne´. On note ℘v la fonction de Weierstraß relative au re´seau Λv, vue
comme fonction me´romorphe sur C/Λv. Pour P ∈ E(C), on note zP le point correspondant de
C/Λv. Alors on a
℘v(zP ) = x(P ) +
b2
12
.
De plus, on a
g2(Λv) =
c4
12
, g3(Λv) =
c6
216
.
On note
λv(z) = λΛv (z).
La fonction λv est la hauteur locale a` la place v ; voir Silverman [7, Theorem VI.3.2].
La fonction φv est donne´e par
φv(z) = logmax
{
1,
∣∣∣∣℘v(z)− b212
∣∣∣∣
}
− 2λv(z) pour tout z ∈ C/Λv.
Soient t1, t2 ∈ C/Λv les ze´ros de la fonction ℘v(z)− b212 ; on a t1 + t2 = 0. Alors les deux fonctions
log
∣∣℘v(z)− b212 ∣∣ et 2λv(z) − λv(z − t1) − λv(z − t2) ont meˆme image sous l’ope´rateur laplacien, a`
savoir 2π(δt1 + δt2 − 2δ0). Il s’ensuit que
log
∣∣∣∣℘v(z)− b212
∣∣∣∣ = 2λv(z)− λv(z − t1)− λv(z − t2) + Iv,
ou`
Iv =
∫
C/Λv
log
∣∣∣∣℘v(z)− b212
∣∣∣∣µcanΛv .
Cela implique
φv(z) =
{−λv(z − t1)− λv(z − t2) + Iv si ∣∣℘v(z)− b212 ∣∣ ≥ 1,
−2λv(z) si
∣∣℘v(z)− b212
∣∣ ≤ 1. (4.1)
On pose
S =
{
z ∈ C/Λv
∣∣∣∣
∣∣∣∣℘v(z)− b212
∣∣∣∣ = 1
}
.
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On peut utiliser (4.1) pour calculer φv(z). La constante Iv peut eˆtre de´termine´e en comparant les
deux expressions pour φv(z) pour n’importe quel z ∈ S.
En utilisant les formules (4.1) et (3.1), on voit que la de´rive´e de φv est donne´e par
dφv(z) = Wv(z)dz +Wv(z)dz¯ pour
∣∣∣∣℘v(z)− b212
∣∣∣∣ 6= 1, (4.2)
ou` Wv est la fonction continue sur C/Λv \ S de´finie par
Wv(z) =
{
1
2
(
ZΛv(z − t1) + ZΛv (z − t2)
)
si
∣∣℘v(z)− b212 ∣∣ > 1,
ZΛv (z) si
∣∣℘v(z)− b212 ∣∣ < 1.
Lemme 4.1. La de´rive´e de ZΛv est
dZΛv (z) =
(−℘v(z)− CΛv)dz −DΛvdz¯.
La de´rive´e de 12
(
ZΛv (z − t1) + ZΛv (z − t2)
)
est
d
(
1
2
(
ZΛv (z − t1) + ZΛv (z − t2)
))
=
(
−CΛv −
b2
12
− 1
2
b4
℘v(z)− b212
− 1
2
b6
(℘v(z)− b212 )2
)
dz −DΛdz¯.
Preuve. La premie`re partie suit de la de´finition de ZΛv et du fait que ζ
′
Λv
(z) = −℘v(z).
En remplac¸ant z par z − t, on obtient
dZΛv (z − t) =
(−℘v(z − t)− CΛv)dz −DΛvdz¯,
de sorte que
1
2
d
(
ZΛv(z − t1) + ZΛv (z − t2)
)
=
(
−℘v(z − t1) + ℘v(z − t2)
2
− CΛv
)
dz −DΛvdz¯.
La loi d’addition permet d’exprimer ℘v(z − t1) + ℘v(z − t2) en ℘v(z) et ℘v(t1) = ℘v(t2) = b212
comme suit :
℘v(z − t1) + ℘v(z − t2) =
4 b212℘v(z)(℘v(z) +
b2
12 )− g2(Λv)(℘v(z) + b212 )− 2g3(Λv)
2(℘v(z)− b212 )2
=
b2
6
+
12( b212 )
2 − g2(Λv)
2(℘v(z)− b212 )
+
4( b212 )
3 − g2(Λv) b212 − g3(Λv)
(℘v(z)− b212 )2
=
b2
6
+
12( b212 )
2 − c412
2(℘v(z)− b212 )
+
4( b212 )
3 − c412 b212 − c6216
(℘v(z)− b212 )2
=
b2
6
+
b4
℘v(z)− b212
+
b6
(℘v(z)− b212 )2
.
Ceci implique la deuxie`me partie.
On note queWv est harmonique, de sorte que pour bornerWv sur C/Λv \S, il suffit de borner
les fonctions ZΛv (z) et
1
2
(
ZΛv (z− t1) +ZΛv (z − t2)
)
sur S. Pour chacune de ces deux fonctions, le
lemme suivant donne une majoration de sa valeur absolue sur S a` partir d’une seule e´valuation et
d’une majoration de quelques nombres re´els associe´s a` E.
Lemme 4.2. Pour tout p, q ∈ S, on a
∣∣ZΛv(q)∣∣ ≤ ∣∣ZΛv (p)∣∣+M1J,∣∣∣∣12
(
ZΛv (q − t1) + ZΛv (q − t2)
)∣∣∣∣ ≤
∣∣∣∣12
(
ZΛv(p− t1) + ZΛv (p− t2)
)∣∣∣∣+M2J,
6
ou`
M1 =
∣∣∣∣CΛv + b212
∣∣∣∣+ |DΛv |+ 1,
M2 =
∣∣∣∣CΛv + b212
∣∣∣∣+ |DΛv |+ |b4|2 +
|b6|
2
,
J =
∫ 2π
0
dθ
|4 exp(3iθ) + b2 exp(2iθ) + 2b4 exp(iθ) + b6|1/2
.
Preuve. Quitte a` remplacer p par −p (ce qui a pour effet de multiplier ZΛv (p) par −1), on peut
supposer qu’il existe un chemin γ de p a` q dans S tel que la fonction ℘v(z) − b212 identifie γ avec
un segment du cercle unite´ dans C. On a
ZΛv (q) = ZΛv (p) +
∫
γ
dZΛv
= ZΛv (p)−
∫
γ
(
(℘v(z) + CΛv )dz +DΛvdz¯
)
.
Pour tout z ∈ S, le lemme 4.1 implique
|℘v(z) + CΛv | ≤
∣∣∣∣℘v(z)− b212
∣∣∣∣+
∣∣∣∣CΛv + b212
∣∣∣∣
= 1 +
∣∣∣∣CΛv + b212
∣∣∣∣ .
On en de´duit que
|ZΛv (q)| ≤ |ZΛv (p)|+M1
∫
γ
|dz|.
De fac¸on analogue, on obtient
∣∣∣∣12
(
ZΛv(q − t1) + ZΛv (q − t2)
)∣∣∣∣ ≤
∣∣∣∣12
(
ZΛv (p− t1) + ZΛv (p− t2)
)∣∣∣∣+M2
∫
γ
|dz|.
En utilisant la formule
(2y + a1x+ a3)
2 = 4x3 + b2x
2 + 2b4x+ b6,
on montre facilement que
∫
γ
|dz| ≤
∫
|x|=1
|dx|
|2y + a1x+ a3|
=
∫ 2π
0
dθ
|4 exp(3iθ) + b2 exp(2iθ) + 2b4 exp(iθ) + b6|1/2
= J.
Ceci comple`te la de´monstration.
Corollaire 4.3. Soit p un point quelconque de S. Pour tout z ∈ C/Λv \ S, on a
|Wv(z)| ≤ max
{∣∣ZΛv (p)∣∣+M1J,
∣∣∣∣12
(
ZΛv (p− t1) + ZΛv (p− t2)
)∣∣∣∣+M2J
}
.
Les re´sultats suivants ne sont pas strictement ne´cessaires, mais permettent d’obtenir un algo-
rithme plus efficace ci-dessous.
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Lemme 4.4. Soit R un sous-ensemble convexe de C.
(a) Si |℘v(z)− b212 | < 1 pour tout z ∈ R, on a
|Wv(z)−Wv(z0)| ≤
(∣∣∣∣CΛv + b212
∣∣∣∣+ |DΛv |+ 1
)
|z − z0| pour tout z, z0 ∈ R.
(b) Si |℘v(z)− b212 | > 1 pour tout z ∈ R, on a
|Wv(z)−Wv(z0)| ≤
(∣∣∣∣CΛv + b212
∣∣∣∣+ |DΛv |+ |b4|+ |b6|2
)
|z − z0| pour tout z, z0 ∈ R.
Preuve. Dans chacun des deux cas, la fonction Wv est diffe´rentiable sur R, et il suffit de borner sa
de´rive´e. Le lemme 4.1 implique que pour |℘v(z)− b212 | ≤ 1, on a
|℘v(z) + CΛv | ≤
∣∣∣∣℘v(z)− b212
∣∣∣∣+
∣∣∣∣CΛv + b212
∣∣∣∣
≤ 1 +
∣∣∣∣CΛv + b212
∣∣∣∣ .
Pour |℘v(z)− b212 | ≥ 1, le lemme 4.1 implique∣∣∣∣℘v(z − t1) + ℘v(z − t2)2 + CΛv
∣∣∣∣ ≤
∣∣∣∣CΛv + b212
∣∣∣∣ + |b4|2 +
|b6|
2
,
ce qui comple`te la de´monstration.
On conside`re maintenant des paralle´logrammes de la forme
R(z0, z1, z2) =
{
z0 + s1z1 + s2z2
∣∣ s1, s2 ∈ [− 12 , 12]}
pour z0, z1, z2 ∈ C tels que z1 et z2 sont R-line´airement inde´pendants. On note
d(z1, z2) = sup
z∈R(z0,z1,z2)
|z − z0|
=
1
2
max{|z1 − z2|, |z1 + z2|}.
Corollaire 4.5. Soit R = R(z0, z1, z2) comme ci-dessus.
(a) Si |℘v(z)− b212 | < 1 pour tout z ∈ R, on a
|Wv(z)| ≤ |Wv(z0)|+
(∣∣∣∣CΛv + b212
∣∣∣∣+ |DΛv |+ 1
)
d(z1, z2) pour tout z ∈ R.
(b) Si |℘v(z)− b212 | > 1 pour tout z ∈ R, on a
|Wv(z)| ≤ |Wv(z0)|+
(∣∣∣∣CΛv + b212
∣∣∣∣+ |DΛv |+ |b4|+ |b6|2
)
d(z1, z2) pour tout z ∈ R.
5. Un algorithme
L’e´tude de φv ci-dessus permet de construire un algorithme pour calculer le supremum de φv avec
une pre´cision pre´scrite ǫ. On a un algorithme comple`tement analogue pour calculer l’infimum.
Notre algorithme, dont l’ide´e fondamentale est inspire´e de l’algorithme de Cremona, Prickett
et Siksek [2, § 9], fonctionne par dichotomie re´cursive. On commence avec un domaine fondamental
R(0, ω1, ω2), ou` (ω1, ω2) est une Z-base de Λv, et on pose µ = φv(0). A` chaque e´tape, on conside`re
un paralle´logramme R(z0, z1, z2). On remplace µ par max{µ, φv(z0)}, de sorte que µ est toujours
la plus grande valeur de φv qu’on a rencontre´ jusque-la`. De plus, on calcule un majorantM pour la
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fonction |Wv| sur R(z0, z1, z2) par le corollaire 4.3 ou le corollaire 4.5. Pour tout z ∈ R(z0, z1, z2),
on a par (4.2)
|φv(z)− φv(z0)| ≤ 2d(z1, z2) sup
R(z0,z1,z2)
|Wv|
≤ 2d(z1, z2)M.
(5.1)
Dans le cas ou`
φv(z0) + 2d(z1, z2)M < µ+ ǫ,
on conclut graˆce a` (5.1) que φv est infe´rieur a` µ+ ǫ sur tout le paralle´logramme R(z0, z1, z2). Dans
le cas oppose´, on coupe R(z0, z1, z2) en deux nouveaux paralle´logrammes le long de la droite qui
passe par le centre z0 et qui est paralle`le a` un coˆte´ de longueur minimale de R(z0, z1, z2), et on
applique le processus de fac¸on re´cursive a` ces nouveaux paralle´logrammes. Il est facile de voir que
cet algorithme termine et produit un µ qui satisfait a`
sup
C/Λv
φv − ǫ < µ ≤ sup
C/Λv
φv.
6. Exemples
Voici quelques exemples. Nous avons utilise´ pari/gp [4] pour la plupart des calculs, et Sage [8]
pour calculer la hauteur canonique de points de´finis sur des corps de nombres.
6.1. La courbe 11A3
Cette courbe a un mode`le globalement minimal donne´ par l’e´quation
E : y2 + y = x3 − x2.
On a
−∆E = ∆stableE = 11.
Notre algorithme donne
sup
E(C)
φv = 0.597 . . . ,
inf
E(C)
φv = −0.156 . . .
En utilisant le the´ore`me 2.1, on obtient
−0.556 < h(P )− hˆ(P ) < 0.798 pour tout P ∈ E(Q).
Pour comparaison, la majoration trouve´e par l’algorithme de Silverman [6] est
h(P )− hˆ(P ) < 4.695,
et celle trouve´e par l’algorithme de Cremona, Prickett et Siksek [2] pour les Q-points est
h(P )− hˆ(P ) < 0.300.
Par approximation dans P1 comme dans la preuve du the´ore`me 2.1, on peut trouver des points
P,Q ∈ E(Q) tels que h(P ) − hˆ(P ) est tre`s proche de −0.556 et h(Q) − hˆ(Q) est tre`s proche de
0.798. On prend
P = (−1, α) avec α2 + α+ 2 = 0,
Q = (37/61, β) avec β2 + β +
23 · 3 · 372
613
= 0.
Le point P est de´fini sur Q(
√−7) ; le point Q est de´fini sur Q(√7 · 11 · 17 · 61 · 73). On a
h(P ) = 0, hˆ(P ) = 0.5556807 . . . , h(P )− hˆ(P ) = −0.5556807 . . . ,
h(Q) = log 61, hˆ(Q) = 3.3130740 . . . , h(Q)− hˆ(Q) = 0.7977997 . . .
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6.2. La courbe 15A4
Voici un example pour montrer que notre me´thode donne parfois une meilleure majoration de h− hˆ
pour les Q-points que celle de Cremona, Prickett et Siksek [2] pour les Q-points.
La courbe 15A4 a un mode`le globalement minimal donne´ par l’e´quation
E : y2 + xy + y = x3 + x2 + 35x− 28.
On a
−∆E = ∆stableE = 32 · 58.
Notre algorithme donne
inf
E(C)
φv = 0.584 . . . ,
sup
E(C)
φv = 2.512 . . .
En utilisant le the´ore`me 2.1, on obtient
−1.928 < h(P )− hˆ(P ) < 3.769 pour tout P ∈ E(Q).
Pour comparaison, la majoration trouve´e par l’algorithme de [2] est
h(P )− hˆ(P ) < 3.915 pour tout P ∈ E(Q).
6.3. La courbe 5077A1
Cette courbe, de´ja` e´tudie´e par Buhler, Gross et Zagier [1], a un mode`le globalement minimal donne´
par l’e´quation
E : y2 + y = x3 − 7x+ 6
On a
∆E = ∆
stable
E = 5077.
Notre algorithme donne
inf
E(C)
φv = 0.217 . . . ,
sup
E(C)
φv = 1.422 . . .
En utilisant le the´ore`me 2.1, on obtient
−1.206 < h(P )− hˆ(P ) < 2.134 pour tout P ∈ E(Q).
Des bornes optimales pour les Q-points ont de´ja` e´te´ calcule´es dans loc. cit. En fait, on a
−1.2050811 . . .≤ h(P )− hˆ(P ) ≤ 0 pour tout P ∈ E(Q),
ou` la borne infe´rieure est atteinte par le point (−1, 3) et la borne supe´rieure par le point a` l’infini.
Par approximation dans P1, on trouve le point
P = (5169, α) avec α2 + α− 138108205632 = 0,
de´fini sur Q(
√
7 · 5077 · 15544411). On a
h(P ) = log 5169, hˆ(P ) = 6.4174217 . . . , h(P )− hˆ(P ) = 2.1330128 . . .
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6.4. Une courbe e´tudie´e par Cremona, Prickett et Siksek
Notre dernier exemple est une courbe elliptique de rang 4 sur Q e´tudie´e par Cremona, Prickett et
Siksek dans [2, § 11] :
E : y2 = x3 − 459x2 − 3478x+ 169057.
Cette courbe n’est pas semi-stable sur Q, le conducteur e´tant 22 · 199 · 362793983647. On a
∆E = 2
4 · 199 · 362793983647,
∆stableE = 199 · 362793983647.
Notre algorithme donne
inf
E(C)
φv = 0.879 . . . ,
sup
E(C)
φv = 5.780 . . .
En utilisant le the´ore`me 2.1, on obtient
−4.901 < h(P )− hˆ(P ) < 8.440 pour tout P ∈ E(Q).
Les bornes trouve´es par Cremona, Prickett et Siksek [2] sont
−6.532 < h(P )− hˆ(P ) < 0.4621 pour tout P ∈ E(Q).
Ils ont e´galement trouve´ un point P ∈ E(Q) pour lequel
h(P )− hˆ(P ) = −4.9001533 . . .
De l’autre coˆte´, le point
Q = (−45092013952912, α) avec α2 = −199 · 1601 · 22133 · 362793983647 · 35838855272124651419
satisfait a`
h(Q) = 31.4397262 . . . , hˆ(Q) = 23.0000267 . . . , h(Q)− hˆ(Q) = 8.4396995 . . .
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