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1. INTRODUCTION 
Let .Q be a bounded domain in lRN (N3 1) with smooth boundary aQ. 
Consider the initial-boundary value problem 
(B(U)), = Au +f(u) in QxR+, (1.1) 
(1) u=o on afhiW+ 
u(~,o)=u” in 52. 
Here u0 is a given bounded nonnegative function, the functions b(s) and 
,f(s), defined for s 2 0, are smooth for s > 0, f(0) > 0, /I(O) = 0, /Y(O) = + co, 
/I’(s) > 0 for s>O and fib-‘(~) is Lipschitz continuous for s 30 (the 
precise hypotheses on the data can be found in Section 2). Since p’(O) = co, 
the diffusion is degenerate near points where u = 0. 
In this paper we study the stability of steady-state solutions of Problem I 
by linearizing (1.1) near an equilibrium V. So let 0 E C*(D) satisfy 
(II) 
{ 
“6 +.f(4 = 0 in Q, 
u=o on asz. 
We assume throughout that 
IT>,0 in Sz. (1.2) 
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Actually we shall primarily restrict ourselves to the case when 
V>O in Sz and Fi<O on asz, (1.3) 
where v(x) denotes the outward normal at x E LM2. In the final section, Sec- 
tion 5, we shall make some remarks about the case when 6 merely satisfies 
(1.2) instead of (1.3). 
To introduce the concept of linearized stability, we linearize (1.1 ), for- 
mally, around V to arrive at 
P’(V) 2, = AZ +f’(t)) z. 
The behaviour of solutions z(x, t) depends on the spectrum of the 
corresponding eigenvalue problem 
(III) 
I 
- Aw =f’(G) w + n/I’(u) w in Q, 
w=o on aa. 
It turns out that, due to condition (1.3), Problem III possesses a discrete 
spectrum of eigenvalues i, < A2 d I, 6 .... If 1, > 0 then z( ., ) decays like 
e -‘I’ as t + co. We show that this behaviour is preserved in the original 
nonlinear problem in the following sense: if the initial function u0 of 
Problem I is nonngative and if 
II% - 611 L’(O) is sufficiently small (1.4) 
then the solution u(x, t; oO) of Problem I satisfies 
121(x, t; uo) - V(x)1 < Ce- “‘e(x), XEQ t> T, (1.5) 
for some positive constants C and T. Here eE C’(n) is defined by 
-de=1 in Q, e=O on af2. (1.6) 
If on the contrary A, < 0, then V is unstable and repels some neighbouring 
orbits. For the precise statements see the Theorems 4.1 and 4.8. 
The proof of (1.5), given in Section 4, is fairly long and technical. This is 
partly due to the choice of the L” topology in (1.4). The use of a stronger 
topology would considerably simplify the proofs. However, this would be 
at the expense of reducing the practical value of the conclusions. In par- 
ticular the choice of the L” norm is in agreement with a result of Di 
Benedetto I-91, that the orbit {u( ., t): t 3 r > 0} is relatively compact in 
C(a) if it is bounded in L”(Q). 
As we indicated already, another source of complications is the singular 
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eigenvalue problem III. In Section 3 we study the more general eigenvalue 
problem 
-dw = c(x) w  + ib(x)w in 8, 
w=o on 1352, 
where the coefficients h and c are allowed to blow up near ZJ at a con- 
trolled rate. It will turn out that 
{ dist(x, dQ)} * 
is the critical growth condition for h and c. When the blow-up rate of b and 
c is slower than the critical one, we prove the existence of an unbounded 
sequence of discrete eigenvalues. We also derive some results when b and c 
do not satisfy a growth condition near %2. Section 3 is completely self-con- 
tained. 
In Section 5 we shall give an application of our linearization result to the 
equation 
24, = d(u”‘) + up, 1 <p<m, 
and we shall comment on situations where the idea of linearization fails. 
There is an extensive literature on the study of stability via linearization 
for semilinear and quasilinear nondegenerate equations. See, for example, 
Sattinger [22] for the linearization of the general Navier-Stokes equations 
near a steady-state solution, Kirchgassner and Kielhiifer [ 1 l] for the 
Binard and Taylor problem, Sattinger [21] and P. L. Lions [15, 161 for 
semilinear parabolic equations, Potier-Ferry [ 1 S] for quasilinear parabolic 
equations, Klainerman [ 123 for quasilinear wave equations and Henry 
[lo] for a general discussion and references to the literature. 
For a general sltudy of elliptic problems of type II we refer to the survey 
article of P. L. Lions [17], which contains an extensive list of references. 
2. PRELIMINARIES 
Throughout this paper we shall use the following hypotheses about the 
data Q, j,,f and ug: 
(HI ) Q is a bounded, open and connected subset of RN (Nb 1) whose 
boundary is of class C3. 
(H2) ~~EC~([W+),C(F)), fi(O)=O, b’(s)>0 for s>O, limJ,,j?‘(s)= 
+rx: and 
-p’(s)<sjY’(s)<o for O<sds, 
for some positive constant sO. 
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(H3) f~ C’(lR + ) n C’(@?) for some c1 E (0, 1 ), f(0) 2 0, if-f(O) > 0 then 
f E C*(s)), fo 6 -’ is uniformly Lipschitz continuous on IWf, 
-K/?‘(s) d sf”(s) < lq’(s) for O<S~S, 
for some K> 0 and 
sf’(s) E C(F) 
(here we define S-‘(S) at s = 0 by lim, ~ ,, ~f’(f’(s) = 0). 
(H4) UOEL” and a0 3 0 a.e. in S2.We shall refer to these hypotheses 
collectively as hypothesis (H). 
Consider the problem 
i 
B(o), = do +f(u) in SZxR+, 
(IV) v=x on &2xX+, 
fl(~,o)=u() in 52, 
where x E L5(8f2 x R’ + ) is a nonnegative function. 
Let T>O, Q.=ax(O, T] and Q=S2xR+. 
DEFINITION 2.1. A function u, defined and nonnegative a.e. in Q, is 
called a solution of Problem IV if 
(i) fi(u)~C([O T]: L1(S2))nLX(QT) for any T>O; 
(ii) 
for any T>O and ~EC*(Q) such that 130 in Q and q=O on dfixlRiWf. 
A subsolution (super-solution) of Problem IV is defined by (i) and (ii) 
with equality in (2.1) replaced by < ( 9 ). 
We shall need the following basic results about Problem I and 
Problem IV. 
PROPOSITION 2.2. Let f2, S, fl and u0 satisfy hypothesis (H). Then 
Problem I possesses a unique solution. 
PROPOSITION 2.3 (Comparison Principle). Let V be a supersolution of 
Problem IV with data V,, jj and let _v be a subsolution of Problem IV with 
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data _v,, _x and let Q, 8, J i!,, and go satisfy hypothesis (H). If x < jj and 
p, < G,, then 
u(t) d a(t) a.e. in Q for all t 3 0. 
For the proof of these propositions we refer to [2]. 
Finally, we mention a property of the function 8. 
LEMMA 2.4. Let fi satisfy (H2). Then 
Sl B’b,) d %B’(S*) ,for 0 < s, f  s2 Q sO. 
Proof: Differentiating sb’(s) yields, using (H2), 
(s/Y(s))' = B'(s) + s/Y'(s) 3 0, s E (0, d, 
and Lemma 2.4 follows at once. 
3. A SINGULAR EIGENVALUE PROBLEM 
In this section we study the singular eigenvalue problem 
- A \I’ = CW + alw, w E H;)(Q), 
where the functions h and c satisfy 
h, c f J%(Q), h(x) 3 h, > 0, 
Ic(x)l 6 K, b(x) for a.e. x E Q, 
and 




for some positive constants 6,, K, and K,. Here 
d,(x) = distance(x, ~?a), XEO. 
The following lemma, applied with q= 2, shows that, in view of (3.3) 
Eq. (3.1) is well defined in HA(Q). 
LEMMA 3.1. Let WE Wk*(s2) ,for some 1 <q < 00. Then there exists a 
constant C > 0 such that 
The proof of Lemma 3.1 can be found in Kufner [ 13, p. 69, Theorem 8.41. 
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First we shall derive some results about the existence of infinitely many 
eigenvalues of Problem (3.1), i.e., the values of A for which (3.1) has a non- 
trivial solution. In Theorem 3.4 we remove the growth condition (3.3) and 
give a sufficient condition for the existence of at least one eigenvalue. 
THEOREM 3.2. Let b and c satisfy (3.2) and let 
d;(x) b(x) -+ 0 uniformly as d,(x) -+ 0. (3.4) 
Then Problem (3.1) has countably many eigenualues A, -C A, < i3,..., ;li -+ co 
as i -+ co. The corresponding eigenfunctions wi E HA(Q) satisfy 
and WOE q;z(Q)for 1 dp< 00. Zfw,(xO)>Ofor some ~~~52, then 
WI(X)>0 for xE.Q. (3.5) 
For the proof of Theorem 3.2 we introduce the weighted space L2(sZ; b) 
as the completion of C;(Q) with respect to the norm 
By Lemma 3.1, HA(Q) c L2(Q; b) if b satisfies (3.2) and (3.3). The next 
lemma shows that if b satisfies (3.4), the imbedding is compact. 
LEMMA 3.3. Let b satisfy (3.2) and (3.4). Then HA(Q) is compactly 
imbedded into L2(Q; b). 
Using this compactness result, the proof of Theorem 3.2 is 
straightforward and follows the same lines as in the case b - 1. To derive 
) (p> N) [7] can be used. 
Kaufman, is also used in 
(3.5), the strong maximum principle in q$‘(sZ 
So it remains to prove Lemma 3.3. 
The basic idea of this proof, due to R. M. 
Lemma 1 of Lewis [14]. 
Proof of Lemma 3.3. Let 
R,:= {x~Q:d,(x)>~), & > 0. 
We define the map I,: HA(O) + L*(Q; 6) by I, = ZJz3’c> Zi2)o Zi’): 
H;(Q) II,*’ l 4” , Hl(Q,) L2(Q,:) a Lz(Q2; b) 
THE PRINCIPLE OF LINEARIZED STABILITY 319 
where I::‘) is the injection map and where 
Zi;“W(X) = w(x) for XEQ,, 
and 
z~3)w(x) = w(x) if XEQ,:, 
=o if x~52\52,. 
Since, by Rellich’s Lemma, II” is compact and since Ii’) is continuous and 
ZL3’ bounded, the map I, is compact. Hence the proof is complete if we 
show that 
in the operator-norm as E L 0, (3.6) 
where I: HA(Q) -+ L’(Q; h) is the injection map. 
Let w  E H;(B). Using Lemma 3.1 with q = 2, we find that 
where 
By (3.4), K(E) L 0 as E L 0 and thus (3.6) follows from (3.7). 
The next question is what we can say about the existence of eigenvalues 
if h satisfies merely (3.3) instead of (3.4). The following counterexample 
shows that it may happen that Problem (3.1) has no eigenvalues at all. 
COUNTEREXAMPLE. Consider the problem 
- bV” = (/l/x2) Lb’, x E (0, l), 
w(O)=w(l)=O, 
i.e., Q = (0, 1 ), h = l/x2 and c = 0. This problem has the explicit solutions 
-&logs if ;.=d 
and 
&sin{ojlog.u} if A>+, oi=Jmj. 
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Notice that these solutions do not belong to Hh(O, l), i.e., they are 
generalized eigenfunctions and [$, co) is a continuous spectrum. On the 
other hand an easy calculation shows that 
1: (t)2d~<4jd wzdx for wEHA(O, 1). 
This implies that ;1> d for any ,? in the spectrum. Hence this problem does 
not possess a point spectrum, i.e., there exist no eigenvalues. 
This example implies that if b behaves like d;* near the boundary 80, 
we cannot always expect the existence of countably many eigenvalues jV, 
with ,I;+ CC as i-, co. However it is still possible that a finite number of 
eigenvalues exist. The next theorem gives conditions on b and c such that 
the lowest eigenvalues exists. For this, suppose that bE LEC(Q), 
b(x)3 b,>O a.e. in C2 and let 
fqa; b) = E H;(Q): jQ bu2 < CE ). 
Note that we do not impose any growth or integrability condition on b. 
The linear space HA(Q; b) is complete when equipped with the norm 
II4&2;h) = I, /Vu/ * + j- bu2. 
We define A, and ;Z by 
and 
X= inf 
s WEHr@) R 
/VW/*. 
@d = 1 
(3.8) 
(3.9) 
THEOREM 3.4. Let b and c satisfy (3.2). rf 
lim sup c(x) d&(x) < 0 (uniformly) (3.10) 
d*(x)\0 
and if A1 < 2, then A, is an eigenvalue of Problem (3.1). The corresponding 
eigenfunction w , satisfies 
(3.11) 
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Remark. In Section 5 we shall give an example where the conditions of 
Theorem 3.4 are satisfied (Example 5.2 and Remark 5.7). 
ProoJ Let { yn} be a minimizing sequence in HA(Q; b) for A1 : 
s, lvYn12-jncYf=i,+41) as n+co, 
and 
I by;= 1. R 
Since y, is uniformly bounded in HA(Q2; b), there exists a subsequence, 
which we denote by ( y,) again, such that for any 4 E HA(Q; b) 
and 
5, byn 4+ jQ by4 as n-+u3, 




We claim that w, = y satisfies (3.11) and is an eigenfunction 
corresponding to A,. Since b does not satisfy condition (3.4), we cannot 
apply Lemma 3.3 to conclude that 
Y”--+Y in Hh(S2;b) as n-+c~. (3.15) 
Instead we shall use a method due to Brezis and Nirenberg [S] to prove 
(3.15). Here the condition I, < X will compensate the lack of compactness. 
Set u,=y,-y. Then, using (3.12), (3.13) and (3.14), 
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and thus 
< 
i c+o;+;2 br$+o(l) s 
as n-co, (3.16) 
R L2 
because A, <A. Here c+(x) = max{c(x), 0). Since u, + 0 weakly in H;(Q) 
as n -+ co, it follows from (3.10) and Lemma 3.3 that 
i 
c+v2+o n as n-+co. R 
Combined with (3.9) and (3.16) this yields that 
i 
IVu,12 -+ 0 as n-+oo. 
Q 
This proves (3.15) and it follows at once that W, = y satisfies (3.11). 
Since W, minimizes (3.8), there exists a Lagrange multiplier 1 such that 
-dw, = CW] + Abw, in HA(SZ; b). 
By (3.1 l), A= 1, and hence 1, is an eigenvalue of Problem (3.1). This com- 
pletes the proof of Theorem 3.4. 
Next we derive two results which we shall use in Section 4. 
LEMMA 3.5. Let b, CE C”(Q)for some 6 E (0, 1). Let b and c satisfy (3.2) 
and let 
b(x) d Cd; ‘(x), XEQ. (3.17) 
Then the eigenfunctions wi(x) belong to C2,6(Q) n C’(D). In addition, w1 > 0 




(0~ >0) on ao. 
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Proof: Since 6, c E C’(Q) we have wi E Cz96(Q). To prove wi E C’(a), we 
observe that, by (3.17) and Lemma 3.1, dw,~ L*, and hence 
WjE P2(12). 
However, we shall show that WOE W2%P(Q) for any p 2 1, and thus prove 
that WOE C’(n). 
In [l, p. 2161 it is proved that 
lV~4(Q) = {u E WY(Q): y,(u) = 0 in Lye}, 
where y,: W’~4(Q) -+ Lg(&?) is the trace operator. Thus 
FF(Q) n WV(Q) = W$4(Q), l<p<q. 
Since wi E W*,*(G?) we have wi E W”~q(Q) for 2 < q < 2N/(N - 2) + and we 
already know that WOE Wk2(Q). Hence 
w, E wy(Q) for 2Qq<2N/(N-2)+. 
By (3.17) and Lemma 3.1 we may now conclude that 
wj E w*qL?) for 2<q<2N/(N-2)+. 
Iteration of the above argument yields that wi E W2*p(Q) for p > 1 and thus 
wi E Cl@). 
The proof of Lemma 3.5 is completed by (3.5) and the following boun- 
dary point lemma. 
LEMMA 3.6. Let w E C*(Q) n C’(w) satisfy 
-dw>k(x) w  in Q, 
w=o on ai-2, 
where k: Q + IR satisfies 
4x1 B -P(&(x)), XESZ, 
for some p E C( R + ) such that 
I 
1 
sp(s) ds < co. 
0 
If w >, 0 in Q and w & 0, then 
aw 
5;‘O on asz. 
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The proof of Lemma 3.6 follows the same lines as the proof of the stan- 
dard boundary point lemma [19]. We omit it here. 
LEMMA 3.7. Let b,, c,, b, CE L1(sZ) n C’(Q) (n = 1, 2 ,...) and let 
b, -+ b and c, + c in L’(Q) as n+ co. 
Let the pairs b,, c, and b, c satisfy (3.2) and (3.3) with constants which do 
not depend on n. If Aln and A, denote the first eigenvalue of Problem (3.1) 
related to b,, c, and b, c, then 
2 ln+~I as n+oo. 
Proof: Let win and w1 denote the related positive eigenfunctions with 
norm 1 in C’(Q). Then 
and hence 




4, J-2 Iw,l*-J, c”w:,- R c 
jn b,w2 +Jn (b!b() WC,) w’n 2 I?? n Ill 
and hence 





b, wfn > 0. (3.20) 
n-m * 
Clearly (3.18) and (3.19) imply that A.,,, + A, as n -+ co. Hence it remains to 
prove (3.20). 
Using the fact that Ic,I < K, 6, in Q, we have 
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In view of (3.18) this implies that A,, is uniformly bounded. Combined with 
(3.2), (3.17) and the fact that I(wlnllClcn,= 1, this yields that 
Il~Wlnll Lm(f2) d K n = 1,2,..., 
for some K > 0. Hence there exists a subsequence which we denote by 
{w,,,} again, such that 
Wln+G in C’(Q) as n-t co, 
for some ti.- C’(a) with norm 1 in C’(0). Hence 
which proves (3.20). 
4. THE PRINCIPLE OF LINEARIZED STABILITY 
In this section we prove our main results. 
Let GE C2xa(Q) be a solution of the problem 
(II) 
1 
f” +f(c) = 0 in 52, 
v=o on aa, 
which satisfies ( 1.3). Then a formal linearization of Eq. (1.1) around 6 
yields the eigenvalue problem 
(III) 
i 
-dw=f’(v) w+ql’(iq w  in 52, 
w=o on ask 
By Lemma 2.4 
/l’(s) d cs - ‘, s E (0, &A 
where C = s,b’(s,), and since au/& < 0 on dS2, 
P’(3x)) G K1 MAX)} ~ ‘> XEQ, 
(4.1) 
for some K, > 0. Moreover, since fo fi-’ is Lipschitz continuous, we also 
have 
If’(fib))l d&(&(x)) -‘, XEQ, 
for some K, > 0. Hence Problem III falls into the class of eigenvalue 
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problems which we discussed in Section 3, with b = /I’(V) and c =f’(~). In 
particular, by Theorem 3.2, the first eigenvalue A, of Problem III is well 
defined. 
In the following two subsections we study the cases 1, > 0 and I, < 0. 
Throughout this section u0 denotes the initial function for Problem I and 
u(x, t; uO) is the corresponding solution. 
Case 1: A,>O. 
The following theorem shows that if 1, > 0 then V is exponentially stable 
in L”(Q). 
THEOREM 4.1 (The Principle of Linearized Stability). Let Q, /II, f and v,, 
satisfy hypothesis (H) and let ~7 E C*,“(8) (0 < Q < 1) be a solution of 
Problem II which satisfies (1.3). Let A, > 0 be the first eigenvalue of 
Problem III. Then there exist positive constants E, C and T such that 
111(x, t; IJ~) - V(x)1 d CeCi”e(x), XEQ t3 T, 
for all initial functions v0 > 0 satisfying 
II 00 - 4 L?J(i2) d 6 
Recall that the function e: 0 -+ [0, co) is defined by (1.6). 
Remark 4.2. Theorem 4.1 remains valid if we replace the boundary 
conditionu=OondQx[W+ byu=X(x)300n%2x[Wt,ifwereplaced by 
a more general self-adjoint uniformly elliptic operator L and if /I and f 
depend explicitly on x (i.e., p(x, u), ,f( x, u)), provided the dependence on x 
is smooth enough and /I and f satisfy hypotheses (H2) and (H3) uniformly 
with respect to x. 
The proof of Theorem 4.1 is divided into three steps, which are 
developed below in the Propositions 4.3, 4.6 and 4.7. Loosely speaking, 
Proposition 4.3 asserts the existence of a family of arbitrarily small 
invariant neighbourhoods of 5 in L”(Q), thus proving the stability of V in 
L”(0). Proposition 4.6 shows that for any initial function in such a suf- 
ficiently small invariant neighbourhood of 3, the normal derivative of 
v(x, t; v,,)- V(x) on aQ vanishes as t--f co. Once v(x, t; vO) behaves 
“properly” near the lateral boundary, then in Proposition 4.7, the solution 
is “squeezed” between appropriately constructed sub- and supersolutions 
which converge exponentially to V. 
PROPOSITION 4.3. Let the hypotheses of Theorem 4.1 be satisfied. For all 
sufficiently small E > 0, there exist ,functions gB, 4, E C(o) such that 
(i) O<@,(x)<[U(x)-ds,]+, $,(x)>U(x)+S,, XEQ, where 
[a]+=max{O,a}, 6,>Oand6,\Oas.z\0; 
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(ii) $E - $E -+ 0 as E -+ 0, unz~ormly on Sz; 
(iii) if u0 E I, then u(x, t; uO) E I, for all t > 0, where 
1, = {u E Lm(Q): tjf f u < $, a.e. in Q ). (4.2) 
COROLLARY 4.4. Zf u,, 2 0 and (lo,, - U\ILlca, d 6 for some sufficiently 
small 6 > 0, then v(x, t; uO) G I, for all t 3 0 and.for some E > 0. 
Proof of Proposition 4.3. By the well-known deformation lemma, there 
exists a C”-map q: (- 1, 1) x RN + RN such that V(E, .): KY” -+ RN is a dif- 
feomorphism for E E ( - 1, 1). ~(0, . ) is the identity-map and a, z ~(8, Q) 
satisfies 
a, c Q,, if -1 <E,<E2<1. 
Consider the problem 
(IL) 
i 
du+f(u)=O in Q,, 
v=o on asz,. 
Setting 6,,(x) = D(~(E, x)), x E Q, then equivalently 
(II,;) 
4 
A(&, 6,) +.f(aJ = 0 in Q, 
6,: = 0 on XI, 
where A: (- 1, 1) x C2a(Q) + C’(D) is continuous and A(0, .) = A, Here we 
have set 
c$@(a) = {U E Pyf2): u = 0 on an}. 
Now 15” = V solves Problem II;, i.e., 
9(0, U)=O, 
where the map 9: (- 1, 1) x C;“(W) --f C’(Q) is defined by 
F(E, U) = A(&, U) +f(U). 
To solve the equation F(E, U) =0 around (0, V), we want to apply the 
implicit function theorem. The condition to be checked is the invertibility 
of the map E(O, 12): C;‘(a) -+ C’(a), which is given by 
Pu( w) = Aw +f’( 0) w. 
This is done in the following lemma. 
LEMMA 4.5. The map R, is hijectiue and has a bounded inverse. 
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Proof: The hypothesis ~-f’(s) E C*(IWf) guarantees that the range of e, 
is in C”(n). To show that FU is bijective, let h E C?(Q) and consider the 
problem 
dw+f'(iT)w=h in H;(0). 
Since A, > 0, ,J = 0 is not an eigenvalue of the problem 
(4.3) 
dw +f’@) w  = ng’( qw, w  E f$(Q), 
and it follows from the theory of Section 3 that (4.3) has a unique solution 
w  E H;(Q). As in the proof of Lemma 3.5 we conclude that w  in fact belongs 
to IVp(Q) for 1 <p< co, and hence WE C’(Q). By (H3) then 
f’(u)w E C”(G’), w  h ence w  E C5a(fi). Therefore 9” is bijective. 
It is easy to see that FV is closed, and hence, by the Closed Graph 
Theorem, F”I; l is continuous. This completes the proof of Lemma 4.5. 
To finish the proof of Proposition 4.3, we apply the implicit function 
theorem to conclude that there exists a unique, continuous, one-parameter 
family of functions 6, in C;,“(Q) solving Problem Ic for 1~1 small enough, 
such that v”,,= 6. Note that v”,>O for all small 1~1, because 5, is near V in 
C30L(@. We define, for small and positive E, 
and 
9 = C,(r - Y&Y x)1, XEQ, J&(X
g%(x) = v -,wY-5 xl), XEQ-,, 
= 0, xEa\Q-,. 
Then 4, and $e satisfy assertion (ii) of Proposition 4.3. Furthermore, since 
4, +fNA = 0 in !2, 
$,=o on 852, 
and 
@E +fWJ = 0 in Q-,, 
*E=O in a\&,, 
J, and $E are a super-, respectively, and a subsolution of Problem I. 
Assuming for the moment that, for sufficiently small E, 
pea-s GE in !2, (4.4) 
assertion (i) follows easily from the strong maximum principle and the con- 
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struction of 1,5, and $c. Finally, assertion (iii) is an immediate consequence 
of Proposition 2.3. 
So it remains to prove (4.4), which essentially follows from the fact that 
2, > 0. Here we shall prove that 
$AG in R, 
since the proof of the second inequality in (4.4) is similar. From the con- 
struction of eE and that 5, is near V in C;“(n) it follows that 
@e(x) d C(x) + 4E) e(x), XEQ 
where e(x) is defined by (1.6) and where 0 < G(E) 10 as E LO. Now the 
result follows at once from the fact that $E is a subsolution and 
Proposition 4.7, which we shall formulate later. 
PROPOSITION 4.6. Let the hypotheses of Theorem 4.1 be satisfied and let 
I, be defined by (4.2) with E > 0 sufficiently small. Then for any c > 0 there 
exists a T= T(a) > 0 such that 
Iu(x, t; uo) - V(x)1 doe(x), XEQ, t Z T(o), (4.5) 
for all u0 in I,. Here the function e(x) is defined by (1.6). 
Proof. As a first step we claim that there exist constants y E (0, 1) and 
T, > 0 such that 
ye(x) < u(x, t; uo) < y-le(x), XEQ, t27-1, (4.6) 
for all u0 E 1, with E sufficiently small. 
The first inequality in (4.6) is proved in the Appendix of the present 
paper. This lower bound is important since it enables us to handle the 
degeneracy of the equation in Problem I near points where u = 0. When 
f(s) k --KS for some K > 0, this “positivity results” holds for all u0 3 0 
(u. f 0) [S] (see also[4]). 
The second inequality in (4.6) is proved in [6, Appendix]. 
We define for small E > 0 
and 
g&l = max{\l/E(x)t ye(x)), XEQ, 
q&x) = min{ S,(x), Y -le(x)>, XEO. 
Then, by Proposition 4.3 and the inequalities (4.6), we have, for any u,, in 
I 63 
gE(x) d 4-T t; UrJ G 4c(x)t XEQ t2 T,. (4.7) 
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Next, set 2,(x, t) = u(x, t; u,,) - V(x). Then z, , which we denote by z, 
satisfies the equation 
91(z)- --bz,+A+cz=O in Qx(T,, co), 
where 
b(x, f) = B’(44 t; %)I 
and 
From (4.7) we obtain that for XEQ and t 2 T, 
b(x, t) d b,(x) = max B’(S) 
4,C.r) G s < G(X) 
(4.8) 
and 
Since b,(x) >p’(ye(x)) for x near XC? and since ae/dv ~0 at a&?, 
Lemma 3.5 yields that the eigenvalue problem 
-Aw=c,w+Ib,w, w  E H#2), (4.10) 
possesses eigenvalues and classical eigenfunctions. Since p’(&(. )) E L’(Q), 
it follows easily from the construction of gE and (lE that 
be + P’(u) and cc -I-‘(3 in L’(Q) as &LO. 
Thus, by Lemma 3.7, the first eigenvalue A,,: of (4.10) satisfies 
“lc + A, as &LO. 
In particular, since A, > 0, ILla > 0 for F small enough. 
We fix such E > 0. In view of (4.7) we may choose a first eigenfunction u’, 
of (4.10) such that 
121(x, T,; uo) - V(x)1 de m”“T1w,:(x), XEQ. 
Using (4.8) and (4.9) an easy computation yields that 
6”; (e A1c’w,( x)) d 0 in St(T,, ~0). 
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Hence 
Iu(x, t; LIJ -V(x)/ 6 e-%vE(x), XEQ, t>T,. (4.11) 
Since &~,/a~<0 on 852, it follows from (4.11) that for some T= T(a) (4.5) 
holds. 
PROPOSITION 4.7. Let the hypotheses of Theorem 4.1 be satisfied. Then 
there exist positive constants oO and C such that 
1$x, t; uo) - V(x)1 < Ce- ‘l’e(x), XEQ, r>O, (4.12) 
for any initial function vO which satisji’es 
Idx) - V(x)1 d a,e(x), XEO. 
Proof Let u’ be a positive eigenfunction of Problem III corresponding 
to the first eigenvalue Ar. Then, by Lemma 3.5, U’E C’(f2)n C’(a) and it 
satisfies 
-dw=,f’(C) w+l,p’(v) w  in 52, 
M’=O and aw/av < 0 on dQ, w>O in 52. 
We proceed to construct super- and subsolutions for Problem I in the form 
2,(x, t) = V(X) +g,(t) w(x) and z,(x, t) = V(x) -g2(t) w(x), respectively, 
where gi( t) > 0 for t > 0 and gi( t) = O(e -‘!‘) as t --f co for i = 1, 2. 
We describe here the construction of the function g,, the computation 
for g, being similar. We set z = zj and g-g,. We assume that 
Then 
v-gw>$v in QxR+. (4.13) 
9*(z) = -p(z), + AZ +.f(z) 
= lv 
i 




By the mean value theorem, there exists a function <: 52 x R + + R + such 
that 
0 < ((x, t) < W(X), XER, t > 0, 
and such that 
y;(z)= M’{p’(z)g’++f”(u-gg5) g*“+A, g/l’(V)} 
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We shall estimate the fractional quantities in the above expression. The 
delicate area is the neighbourhood of the boundary afi x R +, where v and 
I?--gw are small. So suppose that x is such that V(X) 6 sO. Then we con- 
elude from Lemma 2.4 that 
BY3 v-gw 
/?‘(Ggw)bT 
Hence, using (4.13), 
for x near i352. 
in SZxR+, 
for some A r > 0. 
From (H3) and (4.13) we find that 
lf”(fi-tal K 2K 
P’(fi-g<) <g-y for x near X& 
and hence, since l< w  and w  < BC for some B > 0, 
If”(fi-gOI w<2KB 
lJ’(C-gw) 
for x near as2. 
Thus we have for some A, > 0 
If”(fi-&)I yA 




Using the inequalities (4.15) and (4.16), we obtain from (4.14) that 
~(z)~wP’(z){g’+~,g(l-A3g)} in QxR+, 
where A3 = A, + &A2/IZ1. We define g as the solution of the problem 
g’+A,g(l -A,g)=O, t > 0, 
g(O) = A, > 0, 
where A4 is so small that 1 - A,A, > 0 and V- A,w > iti in Q. Then (4.13) 
is satisfied, 
L&(z) 2 0 in QxR+, 
and g(t) = O(e-‘I’) as t + cc. 
To complete the proof of Proposition 4.7 we choose o0 > 0 such that 
o,e(x) G A,w(x), XEQ. 
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Proof of Theorem 4.1. The proof follows at once from applying suc- 
cessively the Propositions 4.3, 4.6 and 4.7. 
Case 2: 1, CO. 
We shall prove the following theorem, which establishes the instability of 
6 when A, ~0. 
THEOREM 4.8. Let Q, /3, f and v0 satisfy hypothesis (H) and let 
v E C2,G(Q) (0 < c( < 1) be a solution of Problem II which satisfies (1.3). Let 
I, < 0 be the first eigenvalue of Problem III. Then there exist a number E > 0 
and, for any 0 6 v0 f ii (respectively, v,> 6) with v,, f ii, a number 
T= T(v,) 3 0, such that 
v(x, t; vo) < V(x) - Ee(x), XE9, t3 T ,  (4.17) 
respectively, 
v(x, t; vo) > U(x) + Ee(x), XEO, t> T. (4.18) 
Remark 4.9. Again this theorem can be generalized to the cases men- 
tioned in Remark 4.2. 
We divide the proof of Theorem 4.8 into two steps. In Proposition 4.10 
we apply a variant of the strong maximum principle to bound the quantity 
v(x, t; vO) - U(x) away from 0 for t >O. Then we construct in 
Proposition 4.12 suitable sub- and supersolutions to obtain (4.17) and 
(4.18). 
PROPOSITION 4.10. Let the hypotheses of Theorem 4.8 be satisfied. Then, 
-for any z > 0, there exists a constant (T! = a,(z; vO) > 0 such that 
Iv(x, 7; vo) - V(x)1 3 ale(x), XELI. 
The main tool in the proof is the following lemma, which is a variant of 
the strong maximum principle. 
LEMMA 4.11. Let v(x, t; vO,) and v(x, t; vo2) be solutions of Problem I in 
ax [0, T], let 
VOI G vo2 and VOl f vo2 in Q, 
and let 
44 t; vol) > 4x), ~~52, O<t<T, (4.19) 
for some K > 0. Then there exists a function s E C( [0, T]) such that s(t) > 0 
for 0 < t < T and 
4.x, t; vo2) - 4x, t; uol) > s(t) e(x), XER, O<t<T. (4.20) 
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Proof: By (4.19), u(x, t; uoi) E C(Q x [0, T]) n C2~‘(s2 x (0, T]) for 
i= 1,2, and it follows from the strong maximum principle that (4.20) holds 
in any compact subset of Q. 
To prove (4.20) near X& we introduce the function zq(x, t) = 
u(x, t; uo2) - u(x, t; uol). Then z = zq satisfies the linear equation 
a(x, t) z, = AZ + c(x, t) 2 
for some functions a and c. In particular 
14x, t)l 6 Ku(x, t) in 52 x [O, T], (4.21) 
for some K> 0, and, by (4.19) 
s I 4% 1) dW,(4) with @s(s) ds < a, (4.22) 0 
for some function E (here we may choose E(s) = p’( Cs) for some C > 0). 
As in the proof of the corresponding result where a(x, t) is bounded 
[19], a barrier function is constructed to prove (4.20) near dQ. This is 
made possible by the properties (4.21) and (4.22). We leave the details to 
the reader. 
Proof of Proposition 4.10. When u0 z 5, u0 f V in Q, then Proposition 
4.10 follows at once from Lemma 4.11. 
Next let 0 < u. < U and u. & U in Q. We fix t > 0. Let w  denote again a 
positive eigenfunction of Problem III corresponding to 1,. We may assume 
without loss of generality that 
~ nr u,>u-a,e w in 52, (4.23) 
for some small oz > 0 and for some i > 11,1. 
We want to apply Lemma 4.11. The condition to be checked is (4.19). 
Consider the function 
z&, t) = C(x) -g(t) w(x), g(t) = a,e”(’ - 7). 
Then, writing z = z5 again, 
L&(z) = -B(z), + AZ +f(z) (4.24) 
=gw{~~‘(o-gw)+1,j?‘(v)+~gwf”(u-ggg)} in Q x (0, r], 
where 0 < 5(x, t) < w(x) in Q x (0, r] and U- cs2 w  2 46 in 52. By choosing 
c2 sufficiently small we find, using the hypothesis (H2) on fi, that 
~/?‘(z)+A,~‘(~)~Kj?‘(E-gw) 
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for some K > 0. By (4.16), we have that 
;gwf”(v-g<p -&42gp’(V-gw). 
Combining this with (4.24), we conclude that 
&?*(V-gw)>O in 52 x (0, r], 
if we choose (T* sufficiently small. Using (4.23) this implies that 
u(. ) t; ug) 3 IT - 62 w  in 52, t E [0, t]. 
Hence condition (4.19) of Lemma 4.11 is satisfied and Proposition 4.10 
follows at once. 
PROPOSITION 4.12. Let the hypotheses of Theorem 4.8 be satisfied and let 
for some 0, >O 
0 d u. 6 V(x) - ale(x), XEQ, 
respectively, 
h>G(x)+o,e(x), XEl2. 
Then there exist numbers I>0 and T= T(o,)>O such that (4.17) respec- 
tively, (4.18) are valid. 
Proof. We shall only prove (4.17). The proof of (4.18) is similar. 
Let 0 < II < -A,, let o3 and T be positive constants to be chosen later. 
Consider the function 
z,(x, t) = V(x) - (r3e”(‘- ‘j,(x), XEQ, O<t<T. 
Using similar arguments as in the proof of Proposition 4.10, it follows from 
the fact that A, + A < 0 that 
=%(4 G 0 in Q x (0, T], 
if we choose e3 small enough. Hence, if we choose T so large that 
03e -“‘w(x) 6 a,e(x), XEl2, 
it follows that 
Since 
u(x, T, Do) < V(x) - 03 w(x), XEQ. 
Lz~(u-063w)<o in sZx(T, co), 
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we find that 
v(x, t; ug) < V(x) - 03 w(x), XESZ, t3 T,, 
and (4.17) follows at once. 
Proof of Theorem 4.8. The proof follows at once from the Propositions 
(4.10) and (4.12). 
5. AN APPLICATION AND SOME REMARKS 
First we shal give an application of Theorem 4.1 Consider the problem 
r 
24, = d(u”) + up in OxR+, 
WI u=o on &SxR+, 
u(.,O)=ug in Q, 
where 1 <p cm. It is known that Problem V possesses a unique positive 
steady-state solution U, and if u0 3 0 and u0 f 0 in Q, then the solution 
U(X, t; ZQ,) of Problem V satisfies 
u(x, t; u()) + U(x) in L”(Q) as t-b co (5.1) 
(see Sacks [20]). If p = 1, this result can be improved to 
lu(x, t; uo) - U(x)/ ,< CeC’“-“‘U(x), XEQ, ta T, (5.2) 
where C and T are positive constants which depend on u0 (see Aronson 
and Peletier [3]). 
We shall generalize (5.2) to the case 1 <p cm. Let j(s) = s”“, f(s) = sPim 
and U = U”. Then V satisfies (1.3) and it follows from the concavity of the 
functionfthat the first eigenvalue /2, of Problem III is positive (the proof is 
similar to the proof in [ 151 of the fact that convexity off (when f(0) = 0) 
implies that ;1, < 0). Hence it follows from (5.1) and Theorem 4.1 that, if 
1 dp<m, 
JzP(x, t; uo) - U”(x)1 d CeC”“e(x), XEQ tZ T, (5.3) 
where C and T depend on uO. In particular an explicit calculation shows 
that if p = 1, then w  = U” is an eigenfunction of Problem III with eigenvalue 
A, = m - 1. Hence (5.2) is a special case of (5.3). 
Next we make some remarks about equilibrium solutions V which are 
nonnegative in Q, but either not everywhere positive or have zero slope at 
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X2. By means of two examples we shall show the difficulties involved in 
such cases when applying the linearization methods of Section 4. 
EXAMPLE 5.1. Let m > 1 and L > 0. We consider the problem 
1 
u, = (U% - c,nu in (-L, l)xR+, 
(VI) 24(-L, t)=O; u(1, t)= 1 for t > 0, 
u(.,O)=u, in (-L, I), 
where c, = 2m(2m + l)/(m - 1)2. Then Problem VI possesses a unique non- 
negative steady-state solution ii, given by 
ii(x) = 0 for XE [-L,O], 
= y for XE [0, 11, 
where c( = 2/(m - 1). It is easy to show that if u0 2 0 in (-L, l), then the 
solution u(x, t; uO) of Problem VI satisfies 
u(., t;u,)-,ii in L”(Q) as t-+ co. (5.4) 
We consider the question whether the convergence in (5.4) is exponential 
and whether linearization helps to answer this question. 
First we consider the case L = 0, i.e., U > 0 in ( -L, 1). Then we arrive at 
the eigenvalue problem 
-w” = (A - cm)/(mx)* w in (0, I), 
w(O)=w(l)=O. 
We studied this problem in Section 3. In particular wr(x) = - & log x is 
a solution of this problem with A= 2, = c, + (m/4). We can use w, to con- 
struct a comparison function of the type U”(x) + Ce~A1’~l(x). Then it 
follows that for some C > 0 
u”‘(X, t; ug) - ZY < CecA”W,(X), Obx<l, 221. (5.5) 
However, the construction of a comparison function of the type 
U”(x) - Ce ~ ‘l’w ,(x) fails, since for any E > 0 there exist values of x E (0, 1) 
where U”(x) -&w,(x) < 0. 
If L > 0, the situation is even worse. In that case linearization does not 
yield an estimate like (5.5). 
Remark. Observe that in this example we were only able to give 
estimate (5.5) because we could explicitly solve w,(x). The existence of w, 
does not follow here from the theory of Section 3. 
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EXAMPLE 5.2. In [Z] Aronson, Crandall and Peletier studied the 
problem 
2.4, = (zPyxx + u( 1 - u)(u - Lx) in (-L, L)xR+, 
for t >O, 
in (-L,L), 
where Odu06 1, m> 1 and O<cr< (m+ l)/(m+ 3). In particular they 
show that there exists a positive number L, such that for L > L, Problem- 
VII possesses steady-state solutions with compact support contained in 
(-L, L) and with values in [0, 11. Let U be such a steady-state solution, 
i.e., ii satisfies 
(27y + U( 1 - U)(U + a) = 0 in (-L, L), 
ii>0 in (a, b), 
ii0 = 0 in [-L, a] and [b, + L], 
where -L<a<b< +L. 
Let 
b(s) = F, f(s) = Py 1 - Sl’m)(Si’m - cz), 
and set V= U”. Then an easy calculation shows that there exist positive 
constants C, (i= 1,2,3) such that 
Cl 14z,b)(x)J --2 G D’(O(x)) G C?P(a,h)(X)~ -2> x E (a, b), 
and 
If’(@))l G C,P(fi(x)X x E (a, b). 
From the theory of Section 3 it follows that 
(5.6) 
exists. Since V’ E HA(a, 6) and since 
- (6)” =f’( fi) 6’ in (a, b), 
we know that 2, 6 0. Thus we may apply Theorem 3.4, and Problem III, 
restricted to (a, b), has a positive eigenfunction w, with eigenvalue /1, < 0 
(2, # 0 since the eigenfunction V’ with eigenvalue 0 changes sign). Hence we 
expect U to be unstable in some sense. This instability is made precise in the 
following result. 
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LEMMA 5.3. Let ii be a steady-state solution of Problem VII with com- 
pact support [a, b]. Let 0 < u0 < 1 be an initial function which satisfies 
240 3 u (resp. d ii) in t-J% L), 
and 
uo f u in (a, b). (5.7) 
Then there exist functions p +, p E C( [ -L, L] ) with 
p+ SO in [-L,a]u[b,L], 
and 
o<p- <u<p+ in (a, b), 
such that for some T = T(u,) 2 0 
u(x, t; u,)>,p+(x) for XE C-L, L], t > T, 
respectively, 
u(x,CUO)fpm(x) for .xE[-L,L], taT, 
where u(x, t; uo) is the solution of Problem VII. 
Remark 5.4. Condition (5.7) is necessary. Indeed, if L > 2L,, it is not 
difficult to construct an initial function u0 which satisfies u. b U and u. f u 
in (-L, L), and u. E U in (a, b), such that u(x, t; uo) + U as t --+ 00. 
Remark 5.5. Although the precise statement in Lemma 5.3 is new, it is 
not difficult to describe the instability of U with the help of comparison 
functions (see [2]). The reason that we treat this example is only to 
illustrate the method of linearization. 
Remark 5.6. Using results of [Z], it is easy to show that the solution 
u(x, t; uo) in Lemma 5.3 satisfies u(x, t; uo) + q(x) (resp. u(x, t; uo) -+ 0) as 
t 4 cc where q is the maximal steady-state solution of Problem VII. 
Unfortunately the eigenfunction w’~ is not suitable to construct com- 
parison functions to prove Lemma 5.3. Instead we consider for small 6 > 0 
the eigenvalue problem 
- w” =f’(C) w + Ap’(u) w in (a+& b-o), 
w(a + 6) = w(b - 6) = 0. 
400 BERTSCHANDROSTAMIAN 
Let A,, and w,& denote the first eigenvalue and a corresponding positive 
eigenfunction of this problem. Since 1, < 0, there exists a 6, > 0 such that 
Ala < 0 for 6 < &,. The proof of Lemma 5.3 follows easily (like the proof of 
Theorem 4.8) from the construction of comparison functions of the type 
z,(x, t) = ii * .zep’w16 in (a + 6, b - 6) x [0, T], 
=U in [-L,a+d]u[b--d,L]x[O,T], 
where ~1 E (0, (;1,61). We omit the details here. 
Remark 5.7. If we replace the nonlinear function 
f(s) = P’( 1 - .r”m)(.si’m - a) 
which arises in Example 5.2 by the function 
f,(s)=s”‘“(l -sP’“)(SP’m-ct) 
for some p E (1, m), then there exist again, for L > 0 big enough, steady- 
state solutions 6 = U” with compact support and the above analysis to 
show the instability of U goes through. Observe that in this case 
7=2(m-l)/(m-p)>2, 
i.e., /Y(V) does not satisfy the growth condition (3.3). 
APPENDIX: A POSITIVITY RESULT 
Here we shall prove that there exist numbers ,? > 0, T, > 0 and E, > 0 
such that for any E E (0, E,) 
4x, 1; f4J > ye(x), XEQ, (A-1) 
for any u,, E I,, where Z, is defined by (4.2). 
The heart of the proof is the observation that if the initial function is a 
subsolution where it is positive and has negative slope at the boundary of 
the support, then the support is strictly expanding for small t > 0. In the 
next lemma this is proved for spherical symmetric initial functions. 
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N-l 
p”+ r -p’+f(p)=O, p’<O, p>o on (ro, r,), 
(A,) 
i 
p(r) = 0 for r,<r<r,+l, 
lim p’(r) < 0 and 0 <p(rO) <s,,. 
r Y ‘, 
Such p exists for rl - r0 small enough. For any 0 < E d 1 we define u&r, t) to 
be the solution of the problem 
i 
p(U)r = u” + y u’ +f(u), r,<r<r,+E, t > 0, 
(PJ u(rO, t)=p(ro) and u(r,+.z, t)=O 
i 
t > 0, 
u(r, 0) = p(r), r,<r<r,+E. 
LEMMA A. Let j3 and f satisfy (H2) and (H3). Then, for E > 0 small 
enough, there exist positive constants k and T such that 
u,(r, T) > k(r, + E - r), r,<rdr,+E. 
Proof: First we consider the case E = 1. Since p(r) is a subsolution and 
not a solution of Problem P,, u,(r, t) is nondecreasing with respect to t, 
and 
UlC.3 t) g P on (ro, r1 + 1) for t >O. (A.21 
Thus u,(rI, t)>O when t>O, for if ul(rl, to)=0 for some t,>O, then 
u,(r,,t)=OforO~t~t,andu,(~,t)-pon(r,,r,+l)forO~tdt,which 
contradicts (A.2). Since u1 E C( [r,, r, + l] x [IO, CD)) [9], there exists a 
positive constant E < 1 such that 
u,(r,+&, l)>O. (A.3) 
We claim that the solution u, of Problem P, satisfies 
u,(r, l)>O for rO<r<r, +E. (A.4) 
Suppose that (A.4) is not true. Since u, is nondecreasing with respect to t 
and r, there exists a number r2 < rl + E such that 
u,(r, t) = 0, r2 d r < rl + E, O<t<l. 
Then clearly II,, extended to (Y, + E, co) x [0, 11 by 0, is a solution of 
Problem P,. This contradicts (A.3), whence (A.4) holds. 
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Thus there exists a t* E [O, l] such that 
u,(r, f) > 0, r,<rrrr,+E, t > t*, 
and 
v,(r, t) A- 0, r,dr<r,+c, ObtQt*. (A.5) 
Then u, is a classical solution of Problem P, for t > t* and 
v,,(., f) E C(r,, rl + El, t> t*. 
Since u,, 2 0, vErr is bounded from below on (rO, rl + E) x (t*, co). Combined 
with the fact that u,, < 0, this implies that 
lim v,,(r, 2) exists for t > 2* 
and thus 
u,,(., t)E C((r,, rl + El), 
Finally, we claim that for some T 2 t* 
u,,(rl + E, 0 < 0, 
from which Lemma A follows at once. 
Suppose that (A.6) is not true, i.e., 
u,(r, + 8, f) = v,:,(rl + -2, t) = 0 
t>t*. 
(‘4.6) 
for t>t*. (A.7) 
Again we extend v,: to (rl + E, r, + l] x [0, cc ) by 0. Let q E 
C’([r,, r1 + l] x [t*, co)) be a test function which vanishes on 
(rO} u { r1 + 1) x [t*, co). Multiplying the differential equation of Problem 
P, by q and integrating by parts over (rO, rl + 1) x (t*, t* + z) (z > 0) yield, 
from (A.7), that u, is a solution of Problem P, on (rO, r, + 1) x [t*, co). By 
(A.5), it also is a solution of Problem P, for TV [0, t*). Hence v,z ur, 
which contradicts (A.3). Thus (A.6) holds and the proof of 
Lemma A is complete. 
Proof of (A.l). Since %2 E C3, it satisfies the interior sphere condition. 
Combining this with the construction of the domains Q--E c Q, which we 
gave in the proof of Proposition 4.3, it follows that for some small s2 > 0 
there exists a number rl > 0 such that: for any 0 < G d s2 and x0 E &2, there 
exists a number r(E)> 0 and a point x,(x~)EQ~, such that 
B(x,(x,); r,)n &I_, consists of one point 
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and 
B(x,(x,); r1 + r(c)) n d52 = {x0}. 
In particular, since 22 E C3, 
r(c) + 0 as ELO. (A.8) 





for some CY 1 > 0, there exists a number c3 E (0, Q) such that for 0 < E < c3 
a$ 1 ‘< --c1, 
dV 2 
on 22 _ <:. 
Hence there exists for some r,c(O, rl) a function p~C([r,, r, f l])n 
C2(ro, r,) which satisfies (A,), such that for any 0 < E < c3 and x0 E %2 
for XE B(x,h); r1 + r(~))\B(x,(xd; rob 
Since in addition 
if Ix -x,(x0)1 = ro, 
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it follows from the comparison principle that for any E E (0, Q) and x0 E ~32 
x E ~(x,(x,); y1 + r(&))\m,(x,); rd. 
Thus, by (A.8) and Lemma A, (A.l) holds for some &I E (0, Q). 
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