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ABSTRACT 
In the previous researches [2,3] b-integer and b-decimal parts of real numbers were introduced and 
studied by M.H. Hooshmand. The b-parts real functions have many interesting number theoretic 
explanations, analytic andalgebraic properties, andsatisfy the functional equation f ( f (x )  + y - f (y) )  = 
f (x) .  These functions have led him to a more general topic n semigroups and groups (even i an 
arbitrary set with a binary operation [4] and the following functional equations have been introduced: 
Associative equations: 
f (x f (yz ) )  = f ( f (xy )z ) ,  f (x f (yz ) )  = f ( f (xy )z )  = f(xyz) .  
Decomposer equations: 
f ( f * (x ) f (y ) )  = f (y) ,  f ( f (x ) f , (y ) )  = f (x) .  
Strong decomposer equations: 
f ( f * (x )y )  = f (y) ,  f (x f , (y ) )  = f (x) .  
Canceler equations: 
f ( f (x )y )  = f (xy) ,  f (x f (y ) )  = f (xy) ,  f (x f (y )z )  = f (xyz) ,  
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where f * (x ) f (x )  = f (x ) f , (x )  = x. In this paper we solve them and introduce the general solution of 
the decomposer and strong decomposer quations in the sets with a binary operation and semigroups 
respectively and also associative quations in arbitrary groups. Moreover we state some equivalent 
equations to them and study the relations between the above equations. Finally we prove that the 
associative quations and the system of strong decomposer and canceler equations do not have any 
nontrivial solutions in the simple groups. 
1. PRELIMINARIES 
In this paper we consider X as a set with the binary operation "." (the binary system 
(X, .)) where the product of  x, y 6 X is denoted by xy, (S, .) as a semigroup and 
also (G, .) as a group. I f  the multiplication "." is commutative (-(x, y) = .(y, x) for 
every x, y 6 X), then it is denoted by + and is called addition. When we use the 
notation H ~ K [H <~ K] it means that K is a semigroup or group and H is a sub 
semi-group [subgroup] of  it. 
The two sided unit element of X and S (if exists) is denoted by 1 and for G by e. 
I f  f : G ~ G, then we define the function f -  by f - (x )  = [ f  (x)] - l ,  for every 
x ~ G. The function f is called idempotent if f2  = f f  = fo f  = f .  
1.1. Direct product of subsets 
As we know if A, ~2 are subsets of  X, then A f2 =.  (A x f2). Now we call the product 
direct and denote by A.  f2 (A q- f2, for additive notation) i f .  I A × ~ is inj ective. Note 
that Y = A • f2 means Y = Af2 and the product Af2 is direct. I f  A~2 = A • S2 [A + 
f2 ---- A q- f2] and A n f2 = {1}, then we use the notation A : f2 [A ~ f2] and call it 
standard irect product [addition] of A and f2. Note that the notation A x fl is used 
for (inner) direct product of normal subgroups. 
I f  A and f2 are finite subsets of  X, then 
Aft2 = A • if2 ~ IAff21 = IAIlff21. 
I f  Af2 = A. f2 and A N ~2 has an element such that commutes with every elements of  
A n f2, then I A N g21 = 1. Especially if Af2 = A. f2 and 1 6 A O f2, then Af2 = A : f2. 
It is easy to see that if 13 5~ A, f2 c_ S and A- l ,  g2-l exit, then 
Af2 = A • f2 ¢:> A- IA  N f2f2 - I  = {1}. 
We call X = A • f2 a factorization of  X by A and ~2 and call A [f2] a left [right] 
factor of X. 
Example 1.1. The set N* = Z + [N = N* U {0}] is not a factor of  Z, because if 
g = N* -i- f2, then S2 - S2 = (N* - N*) N (f2 - ~) = {0} that is impossible. But 
g = ge 3~ {0, 1} = go-~ {0, 1}. Also $3 = (0.) : (r) (where 0 .3 = "t "2 -~- 1) but we do 
not have any (nontrivial) representation $3 = A x B, where A and B are nontrivial 
normal subgroups of  $3. 
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1.2. Projections 
If X = A • f2, then we can define the functions PA : X > A, Pa : X > f2 by 
Pzx (x) = 3, Pa (x) = co, where x = 3w. The functions PA, Pa are called left and fight 
projections. Now we call a function f : X > X fight [left] projection if there exists 
a right [left] factor f2[A] of X such that f = Pa [ f  = PA]. Clearly if 1 ~ X = A. ~2, 
then X = A : f2 if and only if Pa(1) = 1 (equivalently PA(1) = 1). 
1.3. Conjugations of functions 
Let f be a function from X to X. We call g : X > X [h : X > X] left [fight] 
conjugation of f if g. f  = tx [f.h = tx], where f • g is defined by f .  g(x) = 
f (x )g (x )  and tx is the identity function i  X. If there exists a unique left [fight] 
conjugation of f ,  then we call it left [right] ,-conjugation of f and denote it by 
f* [ f , l .  
Example 1.2. If f : X ~ X has a left conjugation and f2 = f (X )  has the 
fight cancellation property (i.e. the function ro~ : X ~ X; r<o(x) = .(x, oJ) = xw is 
injective for every ~o e f2) then f*  exists. Thus if X = A • fl and f2 has the fight 
cancellation property, then P~ = PA. 
The identities f (x )  = f*  f (x ) f2 (x )  and f * (x )  = f*2 (x ) f f * (x )  imply that, if 
f * f  = 1 [ f f *  = 1], then f [f*] is idempotent. But the converse of it is valid if 
f (X )  [f*(X)] has the right [left] cancellation property and of course f*  exists, 
1 ~ X. If f * (X)  has the left cancellation property, then the right ,-conjugation of 
f*  exists and ( f*) ,  = f .  
If every element of semigroup S has left inverse and the fight cancellation 
property, then f*  exists, for every f : S ~ S (there are similar properties for the 
fight conjugations). 
In group G always ,-conjugations exist and we have f*  = tc • f - ,  f ,  = f -  .ta, 
(f,)* = ( f*) ,  = f and 
f is idempotent ¢> f , f  = e ¢~ f * f  = e. 
Additive Notations: If (G, +) is additive group, then the notations e, f - ,  f • g and 
f .  g -  are replaced by 0, - f ,  f + g and f - g and we have f* = f ,  = t - f .  
1.4. b-parts real functions 
We use the following real functions repeatedly for introducing some important 
examples and counter examples. Consider the additive group l~ and fix b ~ R \ {0]. 
Put 
(X)b = b : ¥x ~ 1~, 
where (t) = t - [t] is the decimal part of t and [t] is the largest integer number 
not exceeding t (the integer part of t). We call (X)b, b-decimalpart  o fx .  Clearly 
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( )~ = [ ]b, where [X]b = b[~] and we call it b-integerpart ofx. Therefore x = [X]b + 
(X)b, for which 
[X]b E (b) = bZ, (X)b E b[O, 1) = [0, b) or (b, O] 
for all x. We call (X)b and [X]b, b-parts of x. The functions ( )b and [ ]b are 
idempotent so their compositions are zero, and ( )b satisfies the following functional 
equations 
f ( f (x )  + y - f (y) )  = f (x) ,  f (x  + y - f (y) )  = f (x) .  
These functions have so many important number theoretic explanations, algebraic 
and analytic properties, ee [2,3]. 
2. DECOMPOSER TYPE FUNCTIONAL EQUATIONS 
The b-parts functions lead us to many functional equations that we state the 
generalized form of them in this paper. In fact we have tried to solve them with the 
weakest conditions and their most natural general framework. Now let we introduce 
the equations: 
(1) f ( f * (x ) f (y ) )  = f (y )  : right decomposer quation 
(2) f ( f (x ) f , (y ) )  = f (x )  • left decomposerequation 
These equations can be considered in X (so in S and G). We emphasis that the 
necessary condition f r a function to be a solution of (1) [(2)] is the existence of 
f* [f,]. The constant functions and f = c.tc, for every constant c e G, are the 
trivial solutions of them in G, but in X or S a function of this form is a solution if 
and only if its ,-conjugations exist. 
Note. Let f : X --+ X and f*, f ,  exist. We always have 
f (x )  = f (y )  ~ x = f* (x ) f (y ) ,  
f (x )  = f (y )  ~ x = f (y ) f , (x )  
for every x, y. In fact the converse of the first [second] relation is valid if and only 
if f satisfies (1) [(2)]. 
Convention. Because of similarities, we focus on the right equations and solve 
them. For brevity we use "equation" instead "functional equation ". We mean by the 
"standard equation of type T", the "equation T" with the initial condition f (1) = 1. 
All the equations are in X or S or G and it is possible that the set of solutions of an 
equation be the empty set. 
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Theorem 2.1. Let f : G --+ G. Then f is the right projection for a direct product 
decomposition, if and only if satisfies the right decomposer quation. Moreover, iJ 
this is the case then G = f*(G) . f(G) and f and f* are the respective right and 
lefi projections for this direct product decomposition. 
Proof. I f  f satisfies (1), then we put f2 = f(G), A = f*(G). Now we have G = 
Af2 and if 31o91 = 32w2 where 3i E A and ogi E ~ for i = 1,2, then (1) implies 
ogl = f(31wl) = f(32w2) = o)2, so 31 = 32. Therefore G = A • S2 and i fx  ~ G, then 
f(x) = f(&o) = w = Pn(x) thus f = Pa so f*  = PA. 
Conversely, if f = Pa and G = A.  f2, then f*  = Pzx and 
f ( f* (x) f (y) )  : Pn(Pzx(x)P~(y)): Pfa(y) = f(y), 
for every x, y E G. [] 
Because of  the above theorem we call (1) right decomposer quation. 
Corollary 2.2. Considering the proof of the above theorem we have 
(i) I f  X has the right cancellation property, then  general solution of the right 
decomposer quation is all right projections exactly. 
(ii) I f  X has the right cancellation property, then  general solution of the right 
standard ecomposer quation is all standard projections that means 
f = Pfz; for all representation X = A : ~. 
Moreover every solution f of it is idempotent and f f* = 1 so f* is idempotent 
too. Therefore f f* = f* f = 1 if f (X) has the right cancellation property. 
(iii) I f  f satisfies (1) and f (X)  has the right cancellation property, then f is a 
right projection. Also every right projection for which its image has theright 
cancellation property is a solution of (1). 
Remark  2.3. If (X, .) has the left and fight cancellation property, then (1) is 
equivalent to the following equation 
(3) f*( f*(x)f(y))  = f*(x). 
In fact, considering the following relation 
f*(x)f(y) = f* ( f* (x) f (y) ) f ( f* (x) f (y) ) ,  
if f satisfies (1) [(3)] and f (X)  [ f*(X)]  has the fight [left] cancellation property, 
then f satisfies (3) [(1)]. 
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2.1. Strong decomposer equation 
We call the equation 
(4) f ( f * (x )y )  : f (y )  [ f (x f , (y ) ) :  f (x)]  
right [left] strong decomposer quation. 
Remark 2.4. In X (and so in S, G) every solution of (4) satisfies (1) and is 
idempotent, because for every x, y in X: 
f ( f * (x ) f (y ) )  = f ( f (y ) )  = f ( f * (y ) f (y ) )  = f(y) .  
For this reason, we call (4) right strong decomposer quation. But the converse of 
it is not valid, because the b-integer part function [ ]b is idempotent and satisfies (1) 
(in (IR, +)), but it dos not satisfy (4). 
Theorem 2.5. 
(a) I f  the semigroup S has the right cancellation property, then the general solution 
of the right strong decomposer quation is 
(5-a) f = Pa; for all representation S = A . ~2 with A ~ S. 
(b) In group G the general solution of the right strong decomposer quation is 
(5-b) f = Pa; for all representation G = A . [2 with A ~ G. 
(For the standard case A.  £2 should be replaced by A : ~2.) 
Proof. First we have 
f*(x)y = ( f* (x) f* (y) ) f (y )  = f * ( f * (x )y ) f ( f * (x )y ) .  
So if f satisfies (4), then f*(x) f*(y)  = f*( f*(x)y)  and so A = f*(S) ~ S. Now 
we get (5-a), considering Remark 2.4. Conversely if f has the form (5-a), then 
f* = PA (because S has the right cancellation property) and 
f ( f * (x )y )  = f ( f * (x ) f * (y ) f (y ) )  = Pa(Pz~(x)PA(y)P~(y)) 
= P~(PA(z)Pf~(y)) = P~(y) = f(y).  
Here we used A ~ S, for PA(x)PA(y) = PA(Z). The part (b) is concluded from (a) 
and the next theorem. [] 
Theorem 2.6. Let f : G -+ G. Then the following statements (i)-(iv) are equiva- 
lent. 
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(i) f is the right projection of a direct decomposition of G in which f*(G) is a 
sub semi-group of  G. 
(ii) f satisfies the right strong decomposer quation. 
(iii) f satisfies the equation 
(6) f ( f (x )y )  = f (xy) .  
(iv) f is the right projection of a direct product decomposition ofG in which f* ( G) 
is a subgroup of G. 
Proof. (i) =, (ii) Suppose that G = f * (G) ,  f (G)  and f*(G) is a sub semi-group 
of G. Then, for every x, y e G, there exists a z e G such that f * (x ) f * (y )  = i f (z ) ,  
and therefore 
f ( f * (x )y )  = f ( f * (x ) f * (y ) f (y ) )  = f ( f * (z ) f (y ) )  = f (y) ,  
where in the first and third equation we used y = f * (y ) f (y )  and Theorem 2.1, 
respectively. 
(ii) ~ (iii) Assume that f satisfies (4). Then, for every x, y 6 G, we have 
f (xy)  = f ( f * (x ) f (x )y )  = f ( f (x )y ) ,  
where in the second equation we used (4) with y replaced by f (x )y .  This proves (6). 
(iii) =, (iv) Suppose that f satisfies (iii). Then, for every x, y E G, 
f (y )  = f ( f (y ) )  = f ( f (x ) f (x )  - i f (y ) )  
= f (x f (x )  -1 f (y) )  = f ( f * (x ) f (y ) ) ,  
where in the third and fourth equation we used (6) with y replaced by f(x) -1 f (y) .  
This shows that f satisfies the right decomposer quation and therefore G = f* (G). 
f (G)  in view of Theorem 2.1. 
Let H := {x 6 G I f (x )  = f(e)}. Then e E H, which implies that H is not empty. 
Furthermore, if f (x) = f (y) then 
f (xy - l )  = f ( f (x )y - l )  = f ( f (y )y -1 )  = f (yy-1)  = f(e),  
hence xy -t ~ H, whereas conversely xy -1 E H implies that 
f (x )  = f (xy - ly )  = f ( f (xy - l )y )  = f ( f (e )y )  = f (ey)  = f (y) .  
In particular, if x, y e H, then f (x )  = f (e)  = f(y) ,  hence xy -1 ~ H, which proves 
that H is a subgroup of G. Because f (x )  = f (y )  if and only i fxy  -1 e H if and 
only if x ~ Hy if and only if Hx = Hy, we see that the fibers of f are precisely 
the orbits of the action of H on G by multiplication from the left, that is the left 
co-sets Hx defined by the subgroup H of G. In other words, if Jr : G -+ H\G 
denotes the canonical projection defined by rr(x) = Hx for every x ~ G, then the 
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fiber of f through the element x is equal to the fiber of re over the element re(x) 
of H\G.  
Because (iii) implies that f ( f (x ) )  = f (x ) ,  it follows from the previous that 
f * (x )  = x f (x )  -1 E H for every x 6 G. That is, f * (G)  c H. 
Conversely, if h 6 H then re(hf(e)) = re(f  (e)), hence f (h f (e ) )  = f ( f (e ) )  = 
f (e ) ,  and therefore 
h = h f (e ) f (e )  -1 = (h f (e ) ) f (h f (e ) )  -1 = f * (h f (e ) )  
shows that h ~ f* (G) .  This shows that H C f * (G) ,  which in turn implies that 
H = f* (G) ,  and we have proved (iv). As the implication (iv) =¢. (i) is obvious, 
this completes the proof of Theorem 2.6. [] 
Note. Consider the equation (6). In semigroup S every solution of (4) satisfies (6), 
because 
f ( f (x )y )  = f ( f * (x ) f (x )y )  = f (xy) .  
But the first necessary condition for the converse case is the existence of f*.  In 
general (6) can be stated in every X and the set of its solutions are always nonempty, 
because the constant functions and the identity function are its trivial solutions. Now 
if f : S ~ S is a solutions of(6) and f -  exists (i.e. f (S )  -1 exists), then f* exists 
and f satisfies (4), because 
f ( f * (x )y )  = f (x f - (x )y )  = f ( f (x ) f - (x )y )  = f (y ) .  
As you see in the above theorem, (4) and(6) are equivalent in group G. 
Remark 2.7 (Existence of solutions of the strong decomposer quations). If the 
semigroup S has the right cancellation property and a subgroup A (A ~< S), then 
the set of solutions of the strong decomposer equation is not empty. Because if 
for every Sl, s2 E S, define Sl "~ s2 if and only if sl = 6s2 for some 6 ~ A, then 
"-~ is an equivalence relation in S. So there exists a ~2 ___ S such that contains 
one element of every class of the equivalence r lation --~ exactly, by the axiom of 
choice. We claim that S = A • f2. For if s ~ S, then s 6 As = Ao), for one o) 6 
exactly, hence S = Af2. Now if s = 31o) 1 • 620)2 where s ~ S, 3 i E A and O) i G ~'2 
(i = 1,2), then O) 2 ~--3;1610)1 E AO)I SO o) 2 E A(-o 1 thus wl = o92 and so  31 = 62 
(because of the right cancellation property). Therefore G = A • f2 and so f = Pa 
is a solution of the right strong decomposer quation for every ~ that is obtained 
from the axiom of choice for the --~. Therefore if A has infinitely many distinct 
right co-sets in S, then it has infinitely many solutions in S. This method shows 
us that how we can construct various solutions of the strong decomposer quations 
in semigroups uch that has the right cancellation property and a subgroup. For 
example in G = {1, a, a 2, a 3, b, ba, ba 2, ba 3 } ~- D4 (a  4 = b 2 = 1, bab = a -1  = a3) ,  
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applying the method for the subgroup A = (b) we get many subsets f2 which one of 
them is f2 = {1, ba, ba 2, ba 3 } where D4 = (b) : ~ and 
Ix ;  x•~,  f (x )=ef~(x)= bx; xq~f2. 
Considering the relation x q~ f2 ¢~ bx • f2, we can see that f satisfies the standard 
strong decomposer quation, directly. 
About the above method more interesting case occurs if the equation is in the 
group G. It follows from Theorem 2.6 and the proof of (iii) =, (iv), that all the 
solutions f of the strong right decomposer quation are obtained as follows. First 
choose a subgroup A of G, which will become the set f* (G). Then, for each right 
co-set of A, a that is a • A\G, choose an element or(a) • a. In other words, the 
mapping cr : A\G --~ G is a section of the canonical projection zr : G ~ A\G 
in the sense that rro cr is equal to the identity in A \ G. It may be observed 
that in general the axiom of choice implies the existence of such a section. Then 
f = cr o ~r is the general solution of (4). Given the subgroup A of G, then any 
other solution g of (4) with g*(G) = A = f*(G) is given by g(x) = h(rr(x))f(x), 
x • G, where h : A \ G --~ A. That is, for a given subgroup A = f*(G), the 
freedom in the solutions of (4) corresponds to the choice of any mapping from 
A\G to A. 
If G is equal to the additive group R of all real numbers, and A is a discrete 
subgroup of R, then A = bZ for some b > 0. Now we can take f (x )  = (X)b. Here 
the factor b only acts as a scaling factor. Given the subgroup bZ, the freedom 
in the solution of the strong right decomposer quation f (x  - f (x )  + y) = f (y )  
corresponds to the choice of an arbitrary bZ-valued function on [0, b). In this 
case f2 = {x + k(x) I 0 ~< x < b}, where k is an arbitrary mapping from [0, b) 
to bZ. 
If A ---- Q, the subgroup of all rational numbers. In this case any set f2 such that 
R = Q ~- f2 is a non-measurable subset of R. Using the axiom of choice, one can 
obtain such a section ~ for the projection rr : R ~ R/Q, and these are the standard 
examples of non-measurable subsets of R, as can be found in any good textbook 
on Lebesgue theory. As it is also known that in a set theory in which one does not 
accept he axiom of choice there are no non-measurable subsets of Ii~, one would 
obtain that in such a set theory there is no solution f of the strong decomposer 
equation with f*(R) -- Q. 
Note. If f satisfies the right [left] strong decomposer quation, then there exists a 
so close algebraic relation between s2 = f (S) ,  which is furnished by a new binary 
operation .f (x .f y = f (xy)) ,  and the set of all right [left] co-sets of f*(S) [f.(S)] 
with the usual binary operation (see [3] for the special case f = ()r). 
The following corollaries are concluded from Theorem 2.5, Theorem 2.6 and 
Remark 2.7. 
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Corollary 2.8. I f  f : G --+ G, then the following statements are equivalent. 
(i) f satisfies the right standard strong decomposer quation. 
(ii) f satisfies the right strong decomposer quation and f* is idempotent. 
Corollary 2.9. I f  A ~ G and A f G, then A is not a left or right factor of G. But if 
A <~ G, then A is the left and right factor of G (see Remark 2. 7). So / f  1 < I GI # p, 
for every prime number p, then the (standard) strong decomposer quation has non 
trivial (non constant and identity) solutions. 
Corollary 2.10. Let f be a solution of the right strong decomposer equation and 
put S2 = f (G), A = f*(G). I f  g2 ~ G and wA c_ Am, for every w e ~2, then f is an 
endomorphism, f2<~ G and A ~ G. I f  moreover f28 c 6f2 for every 8 e A, then f* 
is also an endomorphism and f2 ~ G and G = A x f2. 
Proof. The property ~oA c_ Aw implies for every x, y e G, there exists y' e G such 
that f (x ) f * (y )  = f * ( j ) f (x )  so 
f (xy)  = f ( f * (x ) f (x ) f * (y ) f (y ) )  = f ( f * (x ) f * (y ) f (x ) f (y ) )  
= f ( f * (z ) f (w) )  = f (w)  = f (x ) f (y ) .  
Thus f2 = f (G)  <~ G. On the other hand Theorem 2.6 get us A ~< G and so 
gA =3wA C SAw= ASw= Ag, 
for every g e G, thus A _~ G. Now if ~28 _ 6f2, for every 6 E A, then ~g _ gf2 for 
every g e G similarly, and so f2 _ G. So every element of A commutes with every 
elements of f2 (because A _~ G, f2 ~_ G and G = A • ~ and so G = A x ~). Finally 
f*(xy) = xy f - (xy)  = x f* (y ) f - (x )  = x f - (x ) f * (y )  = f* (x) f* (y) .  [] 
2.2. Some equivalent equations to the strong decomposer equation 
Considering the previous discussions and the proof of Theorem 2.5 and since in 
group G, (f,)* = (f*),  = f ,  then we can derive the following equivalent equations 
(i)-(iv) [(i')-(iv')], in group G: 
(i) The right strong decomposer quation [(i') The left strong decomposer qua- 
tion]. 
(ii) The equation (6) [(ii') f (x f (y ) )  = f(xy)].  
(iii) f * ( f * (x)y)  = f* (x) f* (y)  [(iii') f , (x f , (y ) )  = f,(x)f ,(y)] .  
(iv) f*(xy) = f * (x ) f * ( f (x )y )  [(iv') f , (xy)  = f , (x ) f , (x f (y) ) ] .  




f (x f (y ) )  = f (x ) f (y )  
¢* f*(xf (y))  = f*(x) ¢~ f*(xf*(y)) = f*(xy) 
¢¢, f (xy)  = f (x ) f ( f * (x )y )  
¢~ f* satisfies the left strong decomposer quation. 
f ( f (x )y )  = f (x ) f (y )  
¢~ f , ( f (x )y )  = f ,(y) ¢¢, f , ( f , (x )y)  = f , (xy) 
f (xy)  = f (x ) f ( f , (x )y )  
f ,  satisfies the right strong decomposer quation. 
3. ASSOCIATIVE AND CANCELER EQUATIONS 
In the previous ection we have met some type of canceler equations such as (6) 
and f* (x f* (y)) = f* (xy) and so on. These type of equations have a close relation 
to decomposer and associative equations. Let introduce them as follows: 
We call the equation 
(9) f (x f (yz) )  = f ( f (xy )z )  
associative quation. This equation can be introduced for any binary operation i X. 
We will solve this equation in an arbitrary group G, at the end of this paper. 
Also we call the equation 
(lO) f (x f (y ) )  = f (xy)  
right canceler equation and (6) left canceler equation (both of them can be intro- 
duced in X). In group G, the general solution of these equations are determined, 
considering Theorem 2.6. We call the system of left and right canceler equations 
that is equivalent to 
(11) f (x f (y ) )  = f ( f (x )y )  = f(xy),  
(two sided) canceler equation. 
It is important to know that in semigroup S, every solution of (11) satisfies the 
equation 
(12) f (x f (y )z )  = f(xyz),  
because f (x f (y)z)  = f ( f (x f (y ) )z )  = f ( f (xy )z )  = f(xyz).  Moreover if 1 6 S, 
then (11) and (12) are equivalent. Therefore in every monoid we can consider (12) 
as the (two sided) canceler equation. 
In semigroup S we also introduce the double equation 
(13) f (x f (yz ) )  = f ( f (xy )z )  = f(xyz),  
and call it strongly associative quation. 
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Note that (in X) the system of the left and right decomposer [strong decomposer] 
equations is equivalent to (14) [(15)] 
(14) 
(15) 
f ( f * (x ) f (y ) )  = f ( f (y ) f , (x ) )  = f(y) ,  
f ( f * (x )y )  = f (y f , (x ) )  = f(y).  
So we call (14) [(15)] decomposer [strong decomposer] equation (or two sided 
decomposer equation). 
Remark 3.1. We have chosen a name for those equations which have main 
properties. For instance, because (10) says that under the f-sign we can always 
replace xf(y)  by xy, we call the functional equation (10) the right canceler 
equation. The functional equation (12) is called the canceler equation, because it 
is equivalent to the combination of the left canceler equation and the right canceler 
equation. Note that (12) implies that 
f ( fml (X l ) f ro2  (X2)  . . " fmn (Xn)) = f(XlX2... Xn) 
for any xl, x2 . . . . .  xn ~ X and any corresponding sequence of non-negative integers 
ml, m2 . . . . .  mn. Here the iterates fm of f are defined by induction over m E N 
by f°(x) = x and fm+l(x) = f ( fm(x) )  for all x 6 X. In other words the canceler 
equation means that under the f-sign all appearances of the symbol f may be 
subsequently canceled. 
For studying the equations we start with the associative quation. 
Let 1 ~ X, then replacing some of x, y, z in (9) by 1 we conclude that 
(16) f ( f (x )y )  = f (x f (y ) )  = f ( f ( l )xy )  = f (xyf (1) )  = f2(xy), 
for every x, y 6 X. 
Hence the standard associative quation implies standard f-canceler system and 
f2 = f .  
Now in the monoid S, put T = f(1). I fT has a left inverse Te - l  , then (16) implies: 
(17) f (TxTe -1) = f(x) ,  f (xy)  = f ( f (x)yT[ - l ) .  
Also if f has a right inverse Tr I , then 
(18) f (T r lxT)  = f(x),  f (xy)  = f (T r lx f (y ) ) .  
Therefor if T = f(1) is invertible, then 
f (Txy)  = f (xTy)  = f (xyT) ,  f (T - lxy )  = f (xT - ly )  = f (xyT  -1) 
because 
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f (xTy)  = f (T r 'xTyT  ) = f ( f (T r lxT)yTTe  1) = f ( f (x )y )  
= f (xyT)  = f (Txy) ,  
f (xT - ly )  = f (xT - lyT  -1 T) = f (xT  -I TyT -1) = f (xyT- l ) .  
Now we proof a theorem that is the key of the solving of the associative quation 
and determining its equivalent equations between the mentioned equations. 
Theorem 3.2. Let S be a monoid and f "  S ~ S. 
(i) I f  f satisfies associative quation and f(1) is invertible, then the function fl  = 
f ( 1 )- 1. f satisfies the standard strongly associative quation. 
(ii) I f  f satisfies the associative quation and f -  exists, then (f*, f ,  exist) f2 f ,  = 
f2 f ,  = f(1) and f satisfies the (two sided) decomposer equation and also 
f ( f * (x )y)  1 -1 * x = f ( f (  ) f ( ) f (y ) ) ,  f (x f , (y ) )= f ( f (x ) f , (y ) f (1 ) - l ) .  
So if f is left [right] f(1)-periodic, that means f ( f (1) t )  = f(t )  [f(tf(1)) = 
f (t) ] for every t, then f satisfies the right [left] strong decomposer equation. 
Proof. Put T = f (1). 
(i) We have fl = T- l . f  and (16), (18) imply 
f l  (xfl (yz)) = T -1 f (xT  -1 f(yz))  = T -1 f(TxT-lyz) = T -1 f (xyz) = f l  (xyz). 
Similarly we have fl (fl (xy)z) = f l  (xyz). 
(ii) We have 
= S(xS- (x ) r )  = S(S*(x r) = S2(S*(x ) 
So f2 f ,  = f(1). Similarly one can get f2 f ,  = f(1). On the other hand 
f (y)  = f (TyT  -1) = f ( f2  f*(x)yT-1) = f ( f f * (x )yT  -1 T) 
= f ( f f * (x )y )  = f ( f * (x ) f (y ) ) .  
The other parts of this proof are similar to the above. [] 
Corollary 3.3. I f  S is monoid, f : S --+ S and f -  exists, then the following 
statements are equivalent 
(i) f satisfies trongly associative equation. 
(ii) f satisfies trong decomposer equation. 
(iii) f satisfies canceler equation. 
(iv) f satisfies (12) 
(v) f satisfies the equation 
(19) f (x f*(y)z)  = f(xz).  
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(vi) f satisfies the equation 
(20) f (x f , (y )z )  = f (xz) .  
(vii) f satisfies the equation 
(21) f (x f * (y )z )  = f (x f , (y )z )  = f (xz) .  
(viii) f satisfies the associative quation and is f(1)-periodic (i.e. f ( f (1 ) t )  = 
f ( t f  (1)) --- f (t), for every O. 
Proof. Note that i f f  satisfies (13), then f is f(1)-periodic (first put x = y = 1 and 
then y -- z = 1). If f satisfies (12), then Theorem 2.6 implies it satisfies (4) and 
f(xf*(y)z) = f(xf(f*(y>z))= f(xf(z))= f(xz). 
Also the identities f . ( t )  = t - l f * ( t ) t ,  f*(t)  = tf ,(t)t  -1 imply (19) and (20) are 
equivalent. Now if f satisfies (21), then 
f ( f (xy )z )  = f ( f (xy ) f * (xy)z )  = f (xyz)  
= f (x f * (yz ) f (yz ) )  = f (x f (yz ) ) .  
Finally if f satisfies (vii), then 
f ( f (xy )z )  = f (xyz f (1 ) )  = f (xyz) .  [] 
Corollary 3.4. In group G 
(i) The associative quation implies decomposer quation, but the converse of it is 
not valid (consider the additive group Z and f (x) = x + (x)2 - 1). 
(ii) The equations (11), (12), (13), (15), (19), (20) and (21) are equivalent. The 
associative quation is not equivalent to them (consider the additive real group 
R and f = ( ) 1 + ½). But for the standard case it is equal to them. 
Recall that A is a normal subgroup of G, then xA = Ax for every x E G, and 
the space A\G of all right co-sets of A is equal to the space G/A of all left co-sets 
of A. Furthermore, G/A has a unique group structure such that the projection Jr : 
x w, Ax = xA from G onto G/A is a homomorphism of groups. 
Now we are ready to introduce the general solution of the equations (11), (12), 
(13), (15) (19), (20) and (21) in an arbitrary group G. 
Theorem 3.5. In group G the general solution of the strongly associative quation 
is 
(22) f = P~; for all representation G = A . f2 with A ~ G. 
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Proof. Let f satisfies (13), then f satisfies the left and fight strongly decomposer 
equations, by Corollary 3.3. Therefore f*(G) and f , (G) are subgroups of G. Now 
we claim that f*(G) = f , (G) ~_ G. Since f satisfies the canceler equation, so 
f (x  -l  f*(y)x) = f ( f (x -1 ) f ( f * (y )x ) )= f ( f (x - l ) f (x ) )= f(e), 
thus x- l f * (y )x  = f* (x - l f * (y )x) f* (e)  -1 ~ f*(G), for every x, y in G and so 
f*(G)) ~_ G. Similarly f . (G) ~_ G. Now the identities f . (x)  = x- l  f*(x)x, f*(x) = 
xf . (x)x -1 together with f*(G) ~_ G and f . (G) ~ G imply f*(G) = f.(G). Also 
putting A = f*(G) = f .(G),  we have A _<1 G, G = A. ~ = ~.  A and f = P~, by 
Theorem 2.5. Conversely if f satisfies (22), then f satisfies (5) so it satisfies the 
fight strong decomposer quation and A = f*(G) ~_ G thus for every y there exists 
a y' such that y-1 f . (y )  = f . (y , )y-1 and 
f (x f . (y ) )  = f (xy - l  f*(y)y) = f (x f * ( j )y - ly )  
= f (x f * (y ) )  = f ( f * (y" )x)  = f(x) .  
Therefore f satisfies (15) and Corollary 3.3 completes the proof. [] 
This theorem has two important results as followings. 
Corollary 3.6. I f  f :  G ~ G satisfies one of the equations (11), (12), (13), (15), 
(19), (20) and (21), then f*(G) = f .(G) ~ G. Hence if G is a simple group, then 
all of them do not have any nontrivial solution (the only their solutions are identity 
and constant functions). Therefore G is simple if and only if one of them has not 
any nontrivial solution. 
Corollary 3.7. In G, the general solution of the equations (9), (11), (12), (13), 
(15), (19), (20) and (21) with the initial condition f ( e ) = e (the standard form) is 
(23) f = Pf2; for all representation G = A : f2 with A <~ G. 
Recall that the center of a group G is the set of all c ~ G such that cg = gc for every 
g~G.  
Theorem 3.8. The general solution of the associative quation, in the arbitrary 
group G, is 
(24) f = c. Pf2; for all representation G = A . f2 with A ~ G, 
where c is every element of G such that the element cA = Ac of G/A belongs to 
the center of G / A. 
Proof. Theorem 3.2 implies that if f satisfies the associative quation, then 
g = f(e)  -1 • f satisfies the strongly associative quation, which in view of The- 
orem 3.5 implies that g is the fight projection of a direct sum decomposition 
G = A. S2, where A is a normal subgroup of G. 
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Now let g be the fight projection of any direct sum decomposition G = A • f2 
where A = g*(G) is a normal subgroup of G, and let f = c .g  for a constant c ~ G. 
Then it follows from Theorem 3.5 that g satisfies the equation (13), and therefore 
f ( f  (xy)z) = cg(cg(xy)z) = cg(cxyz) and f (x f  (yz)) = cg(xcg(yz)) = cg(xcyz), 
which shows that f satisfies the associative quation if and only g(cxu) = g(xcu) 
for every x, u E G. As the fibers of g are equal to the fibers of rr, this condition 
is equivalent to zr(c)rc(x)zr(u) = zr(cxu) = zr(xcu) = zr(x)rr(c)zr(u) for every x, 
u 6 G, that is a-(c) belongs to the center of G/A.  [] 
Corollary 3.9. I f  G is commutative, then the general solution of  associative 
equation is f = c + P~, for every c ~ G, where P~ is the right and lefi projection 
of  the representations G = A ~ f2 = f2 + A with A ~ G. 
Remark 3.10. Let g and g' be the fight projections of direct sum decompositions 
of G such that A = g*(G) and A' = (g~)*(G) are normal subgroups of G. Let 
c ,c '6  G be such that cA and c'A' belong to the center of G/A and G/A' ,  
respectively, and assume that cg = c'g'. 
Then g' = ag with a = (ct)-lc. Because g and gt = ag both satisfy the canceler 
equation (12), we have ag(a) = ag(ae) = ag(ag(e)) = ag(e) which implies that 
g(a) = g(e), that is a 6 A. In turn this implies that (g')*(x) = x(ag(x)) -1 = 
xg(x) - la  -1 = g*(x)a -1 ~ A for every x ~ G, and it follows that A' C A. The same 
argument with g and g' interchanged yields A C A', and we conclude that A' = A. 
It follows that the normal subgroup A in the representation f = cg in The- 
orem 3.8 of the solutions f of the associative quation is uniquely determined, 
whereas the element c is only determined modulo A, that is, the element zr(c) of 
the center of G/A is uniquely determined by f .  It follows that the solutions of the 
associative quation are classified by the triples A, f2, ~,, where A is a normal 
subgroup of G, G = A • f2, and y is an element in the center of the quotient 
group G / A. 
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