We propose a method for engineering security protocols that are aware of timing aspects. We study a simplified version of the well-known Needham Schroeder protocol and the complete Yahalom protocol. Timing information allows us to study of different attack scenarios. We illustrate the attacks by model checking the protocol using Uppaal.
INTRODUCTION
Typically, methods for formal verification of security protocols (among the proposals [12, 22, 10, 8] ) do not take time into account, and this choice simplifies the analysis. However, security protocols -like distributed programs in general-are sensitive to the passage of time. Recently, consideration of time in the analysis of security protocols has received some attention (see Related Work below), but this attention has been focused mostly on timestamps.
There are other aspects of time that influence the behaviour of a protocol. Consider a simple protocol, written in the usual notation:
1. A → B : MAB 2. B → A : MBA Here, first A sends message MAB to B, and later B sends message MBA to A. This high-level view does not consider timing. To consider time, we first need to assume that both A and B have timers. In this paper, we do not require timers between parties to be synchronized (see below for a discussion).
The next step consists in distinguishing the different operations that occur, with their respective times. In message 1, it takes time to create MAB. The other operation that takes time is the actual sending of the message, ie. the time it takes the message to traverse from A to B. The first complication appears here: the transmission time is unbounded, since the message may be lost or intercepted, and therefore A may need to timeout: After A sends MAB, she starts a timer that will timeout if MBA (message 2 of the above protocol) is not received after some waiting, say tA. Clearly, tA should be greater than the time of creating MBA, plus the average time of sending both MAB and MBA. Typically, the value for tA depends on implementation details. However, a quantitative analysis indicates what attacks can be mounted for some values of tA that are no longer possible for other (eg. smaller) values (see Section 2.2.2 for an example).
Another, usually not considered issue is the action to be taken when a timeout occurs. Typically, the implicit assumption is that the protocol should abort. This means that the protocol party that reaches the timeout deduces that a fault has happened. However, this could not be the case [20] , and protocols could execute by considering messages that do not arrive at a certain moment. Moreover, even if we do assume that a fault occurred, aborting may not be the best choice: sometimes, message retransmission is a better, more efficient and also more realistic option. Then the question is whether to retransmit the identical message MAB, or to recompute some parts before resending the message. Here, the tradeoff is between efficiency versus security.
Time information can also be included in the contents of MAB and MBA. A typical value to include is a timestamp, to prevent replay attacks. However, this requires secure clock synchronization of A and B, which is expensive (see [24] for a security protocol to achieve this). In fact, this is the reason for which Bellovin et al. recommend to switch to nonces in the Kerberos protocol [5] . Nevertheless, much effort has been dedicated to the analysis of security protocols which use timestamps (see Related Work), so in this paper we do not pursue this direction.
As first and main contribution, in Section 2 we present a method for the engineering of security protocols that considers timing issues, like timeouts and retransmissions. The method is based on modelling security protocols using timed automata [2] . Furthermore, we use Uppaal [3] as a tool to simulate, debug and verify security protocols against classical safety goals like secrecy and authentication, in a real time scenario, using reachability properties. As examples, we analyse a simplified version of the Needham Schroeder protocol [21] and the full Yahalom protocol [7] .
Secondly, in Section 3 we illustrate the opportunities and difficulties that appear when considering time in the analysis of security protocols. First, we give an example protocol that accomplishes authentication by exploiting the timeliness of messages. The protocol uses time in a conceptually new way, by employing time challenges as a replacement for nonces. As a second example, we describe how timing attacks [13] can be applied to security protocols, by describing an attack over Abadi's private authentication protocol [1] . Although the protocols can be modelled as timed automata, we leave the verification as future work since we need a model checker that is also probabilistic (like [9] or [19] ): our nondeterministic intruder of Uppaal is too powerful, and it can always guess correctly times and values, even if the probability of guessing is negligible.
Related Work
As we already mentioned, many approaches focus on the study of protocols that use timestamps, see e.g. [11, 14, 22, 4, 18] .
Recent work of Delzanno et.al. [11] presents an automatic procedure to verify protocols that use timestamps, like the Wide Mouthed Frog protocol. In their work, differently from ours, a global clock is assumed, and timeouts and retransmissions are not discussed. Evans and Schneider [14] present a framework for timed analysis. Differently from our (Uppaal) model checking, it is based on a semidecision procedure with discrete time. In that work, the usage of retransmissions is hinted at as future work, but not (yet) addressed. Lowe [22] also analyses protocols with timing information; his work shares with us the model checking method, although Lowe's approach is based on a discrete time model. A global clock is also assumed, and timeouts nor retransmissions are addressed. Closer to ours is the work of Gorrieri, Locatelli and Martinelli [18] , in which a real-time process algebra is presented for the analysis of time-dependent properties. They focus on compositionality results, and no model checking is presented. The authors also show how timeouts can be modelled, although retransmissions are not discussed.
Regarding our timing attack upon Abadi's protocol, Focardi et al [16] develop formal models for Felten and Schneider's web privacy timing attack [15] ; their modelling activity shares with our work the idea of using timed automata for analysis, although our attack illustrates a timing attack over a "pure" security protocol. 
A METHOD FOR ENGINEERING SECURITY PROTOCOLS
We use timed automata [2] to model protocol participants, and this has several advantages. First, our method requires the designer to provide a precise and relatively detailed protocol specification, which helps to disambiguate the protocol behaviour. Second, timing values like timeouts need to be set at each state, while retransmissions can be easily specified as transitions to other protocol states.
Once modelled as automata, the protocol can be fed to the real time tool Uppaal, which allows the protocol to be simulated. The simulation provides the designer with a good insight of the inner workings of protocol, and already at this stage specific timing values like timeouts can be tuned. Then the designer can proceed with verification of specific properties. In our case, verification by model checking of the protocol is automatic for finite scenarios.
The resulting timed automaton model is an informative and precise description of the security protocol, and thus, it provides a practical way to strengthen implementations while keeping efficiency in mind.
As a third and final step we propose to transfer timing information back to the high level protocol description. This serves to highlight the role of time in the implementation, but also (as we will demonstrate in Section 3.1), to make time an integral aspect of the protocol itself.
The Uppaal Model
Let us now describe the general form of our models, in some detail. We model the protocol participants (initiator, responder, etc) and the intruder as timed automata. Additionally, we model cryptography as another automaton, the cryptographic device, which acts as an impartial party that regulates the access to data.
In Figure 1 (top) we give a high-level illustration of a scenario consisting of one initiator and one responder. Here, boxes in bold represent our general intruder and the cryptographic device, while dashed boxes represent the actual initiator and responder. These participants use the cryptographic device to perform operations, but communicate through the intruder (thus the intruder is identified with the network itself, obtaining a Dolev Yao like intruder [12] ).
Our modelling is modular, and allows us to "plug in" different participants (eg., in the analysis of the Yahalom we add a server ), while the bold boxes, ie. the intruder and the cryptographic device, are the core model.
In Figure 1 (bottom) we show the different kinds of state constructions used in our models. Designers should use these constructs as building blocks for the representation of protocol participants. Leftmost we see the initial state, shown as a double circled state. In the middle, a state with a "C" denotes a committed state, which indicates that the automaton should not wait while being at that state, but should immediately proceed (without interleavings) through one enabled transition. Rightmost we see a timed state, in which time is allowed to pass while the automaton is at that state. The state can have a time invariant (in our framework, we use the invariants to model timeouts). Transitions may come in and out from the states; the transitions may have guards to be enabled (requiring, for example, that the timeout has (not) occurred to proceed), channel synchronizations ("?" is an input and "!" an output) and variable assignments (eg., resetting a clock). Channels are denoted in italic throughout the paper, while variables (which can be global or local to an automaton) and constants in typewriter.
An example protocol
In this section we study and model in Uppaal a simplified version of the Needham Schroeder protocol, thoroughly studied in the literature (see eg. [21] ). Differently from the Needham Schroeder protocol whose goal is to achieve mutual authentication, our simpler protocol aims at authenticating the initiator A to a responder B only (we do not lose generality here, this is just a simplification to improve presentation). The protocol is as follows:
In the first message, the initiator A sends a message containing its identity to the responder B. When B receives this message, it generates a nonce NB, encrypts it with the public key KA of A and sends it back to A. Upon receipt, A decrypts this message with her private key, obtains the nonce NB, reencrypts it with the public key KB of B and sends it back to B.
Modelling
While modelling security protocols as timed automata in Uppaal, we will focus on modelling the times required by the agents to encrypt and decrypt values (and generate nonces), but not on the actual time that takes the sending (transmission times are assumed to be unknown).
The automaton for the cryptographic device is presented in Figure 2 . Basically, the device is a shared table containing pairs of plaintexts and keys. The first service of the cryptographic device is to provide fresh nonces to the protocol participants (and also the intruder). The process of nonce generation is started via synchronization on the gen nonce channel. The local variable gennonce is incremented by the constant seed, modelling the new nonce creation. After synchronization, a global result variable is updated with a generated nonce, and after some more time the device finishes by synchronizing on the finish nonce channel.
Encryption and decryption are modelled by two local arrays to the cryptographic device, namely plain and key. When a party wants to encrypt some value d with key k, it If the device has still room in its tables, it stores d in the plain array and k in the key array. As a result, it sets in the global variable result the index in which d and k reside in the arrays. This index is the "ciphertext". Upon decryption, the ciphertext is provided to the cryptographic device which then checks that the provided key is correct: Since we model public-key encryption, the private key corresponding to a public key k is simply modelled as 10k. Anyway the intruder does not have the ability to multiply by 10, hence cannot guess the private keys of agents. In fact, we make sure that all the key, nonce and ciphertext spaces are mapped to disjoint integer intervals. The intruder does not have the ability to obtain one integer from another (eg. adding or multiplying), modelling the fact that the intruder is unable to guess values like keys or nonces.
We can now move on to describe the actual initiator, responder and intruder. Both the initiator and responder have local constants time out, which represent their timeout values. Also, the initiator, responder and intruder have local constants time gennonce, time encrypt and time decrypt that represent the time required to generate a nonce, encrypt a value or decrypt a value, respectively for each agent.
The automata for the initiator and responder of our simple protocol presented above are given in Figure 3 (the dashed transitions of the responder correspond to retransmissions, discussed in Section 2.2.3).
The initiator A starts her execution when activated via channel start (State SI0). The actual agent playing the initiator role is set via the global variable init id (this and other role variables are chosen by the Init automaton, described below). The initiator saves init id as the first message (see protocol message 1). Then, the initiator starts her protocol execution, by firing via the channel init msg. After this, the initiator starts a clock t and waits for a response, or until t reaches time out (State (SI2)). If the timeout occurs, the protocol is aborted (a retransmission at this point would be equivalent to restart the protocol). If a response is received before the timeout via the init msg channel, we try to decrypt the received message msg (SI3)). This takes time time decrypt for the initiator. After this decryption (State (SI5)), the initiator reencrypts the obtained nonce (stored in result) (State (SI7)) and finally sends the last message via the init msg channel, and setting to true its local boolean variable finish.
The responder automaton B works similarly to the initiator. After receiving the start signal, B waits for a response (State (SR1)). When received, B saves the first message in the local variable claimed id (State (SR2)). After this, B generates a nonce by contacting the cryptographic device. When ready (State (SR4)), it encrypts the nonce with the value received in message 1 (we identify identities with public keys). After finishing the encryption (State (SR5)), the message is sent and B starts to wait for a response (State (SR6)). If an answer comes before the timeout (State (SR7)), B decrypts the message and checks that the challenge is indeed the one he sent. If so, its local boolean variable finish is set to true.
The intruder, presented in Figure 4 , works basically as a Dolev-Yao intruder [12] (Although we believe that its representation as timed automata is novel). The intruder models the network itself, by acting as an intermediary of communication between the initiator and responder. This is modelled by letting the intruder synchronize on both channels init msg and resp msg. Upon synchronizing by receiving a message, the intruder moves to state (SINT1), where it saves the message msg in its local variable data and resets an index variable i which bounds the total number of actions allowed to do at that round. Then, the intruder moves to state (SINT3), where it makes a nondeterministic choice of an action. More precisely, it can decide to: -Choose an identity in its local variable pk (State (SINT4)) -Encrypt a value (State (SINT5)) -Decrypt a value (State (SINT6)) -Generate a nonce (State (SINT7)) -Save variable data as message msg. The intruder can then continue doing these actions, choose to send a message or simply block a message and continue the execution. Moreover, the intruder can also delay arbitrarily a message, by waiting in state (SINT2).
Verification
We wish to verify that our simple protocol indeed accomplishes authentication of A to B. To this end, we model check one session of the protocol containing one initiator, one responder and one intruder. We use a special Init automaton that instantiates the initiator and responder with real agents (like A, B and I), and then starts the execution run by broadcasting via the start channel.
The property we check, AU T , is shown in Table 1 . AU T states that if we reach a state in which the responder has finished his execution but the value of the claimed id (corresponding to the first message of protocol) does not coincide with the actual identity of the initiator, then the protocol is flawed. Indeed, if the initiator can "lie" and still force the responder to finish means that authentication is violated. This is just one of the possible forms of authentication failure, but it is outside the scope of this paper to illustrate different authentication flaws (see [23] for a classification of different authentication notions).
If we use a long timeout for B, ie. B.time out ≥ Intruder.time decrypt + Intruder.time encrypt + A.time encrypt+A.time decrypt, then Uppaal finds a manin-the-middle attack, presented in the left side of Table 2 . This attack is similar to Lowe's attack [21] . Of course, we could patch the protocol as Lowe did. But, in the context of time, it is interesting to model-check the protocol with a tighter timeout, ie. B.time out < Intruder.time decrypt+ Intruder.time encrypt+A.time encrypt+A.time decrypt. When this constraint is verified, the man-in-the-middle attack vanishes. Of course, we cannot pretend that B knows the intruder's times of encryption and decryption. Nevertheless, B can set B.time out = A.time encrypt + A.time decrypt, leaving no space for any interruption.
A second attack which is independent of timeouts (even if we set B.time out = 0!) was surprisingly found by Uppaal; this time, the vulnerability is much simpler. We report it in the middle part of Table 2 . This attack corresponds to a "reflection" replay attack [25] , that occurs when the intruder simply replies B's message. Interestingly, suppose we change message 3 of the protocol to 3 . A → B : {NB + 1}K B . Now, the above replay attack is prevented, since message 2 is not valid as message 3 anymore. Of course, a patchà la Lowe for both also prevents both problems (this protocol is presented in the right side of Table 2 ). However, even though our framework is capable of finding untimed attacks (and thus confirming known attacks), we aim at providing a good baseline to study extended security protocols with timing issues, like timeouts and retransmissions.
Retransmissions
Consider again the automaton for the responder, given in Figure 3 . In state (SR5), the responder sends the challenge {NB }K A , and waits for a response in state (SR6). If the response does not arrive before the timeout, the responder simply aborts. Now we consider possible retransmissions that allow the protocol to recover and continue its execution. With timed automata, retransmissions are easy to model by adding transition arrows from state (SR6) to previous states of the automaton (the dashed lines in Figure 3) ; These transitions are guarded, allowing to perform the action only when the timeout is reached (ie., t >= time out). (Furthermore, the transitions could have a counter for allowing only a finite number of retransmissions before aborting.)
We consider two potential target states for our Responder of Figure 3 , namely states (SR5) and (SR2). Choosing the former corresponds to retransmitting the exact same message that was sent before, {NB}K A . On the other hand, linking the retransmission arrow to move to (SR2) corresponds to recomputing the whole message, by creating a new nonce N B and sending {N B }K A .
We implemented both strategies in our Uppaal model. As can be expected, retransmitting the exact message once has the effect of duplicating the timeout for B, and thus the man-in-the-middle attack becomes possible even for tight timeout values. On the other hand, recomputing the whole message preserves the security of the protocol, at a higher computational cost. This evidences that indeed these design decisions are important for both security and efficiency, and a careful analysis can help to choose the best timeouts and retransmissions for a practical implementation.
A real protocol
We study the Yahalom protocol [7] . Our choice is based on the fact that Yahalom is a complex and strong protocol, with no known attacks over it (However, a modification proposed by Abadi et al. [6] has a known type-flaw attack). Our aim is to study the protocol in more detail (and thus closer to an implementation) with timing information. The protocol Here we use symmetric encryption, and key KXY is shared between X and Y .
To model concatenation in an efficient way, we gathered several message components into a 16 bit field, thus keeping the state space as small as possible. In our case, we assume that nonces have 4 bits, agent id's 2 bits and keys 4 bits. To access these values, we use bit-wise and with appropriate masks, and (left,right) bit shifts. Our intruder has also the capability to do the shifts and mask, and we also removed the "public key" choice from the intruder of Figure 4 . We have modelled the protocol in Uppaal (the initiator, responder, server and intruder are shown in the Appendix, Figures 6, 5, 7 and 8 respectively).
As we did with the previous protocol, first we check whether authentication of A to B could be falsified, using property AU T from Table 1 . This property is not satisfied, confirming that Yahalom is secure. Now we move to study time sensitive issues.
There are two places in which timeouts and retransmissions can occur in this protocol. The first one happens in message 1: After A sends her message, she starts a timer waiting for message 3. Now, suppose that a timeout occurs, and A wants to retransmit her message. We can be confident that resending the same nonce NA will not affect security, since in any case it was already sent in the clear in the first time. However, an interesting timing issue arises here. An answer that is received too early by A could be suspicious, because some time must pass while B talks to S. If A knows B's and S's encryption and decryption times, A could even deliberately "hibernate" (eg. to save energy) until the response is likely to arrive. We model checked this property by measuring the time after A sends her message, and a response arrive (we count ticks, the dashed loop transition of the initiator in Figure 6 ). The specified property is AU Ty, shown in Table 1 . This property is not satisfied, confirming that there is no way that the initiator can receive a valid answer before the time required by the responder and server to process A's request. In an implementation, it is reasonable for A to set a timeout like above, since it is realistic to assume that A can know the responder and server's times of encryption and decryption.
The second timeout is set by B after sending his message at step 2. If a timeout occurs, the retransmission decision is more delicate: It is not clear whether B should resend its message intact, should recompute NB or it should abort, since clearly NA cannot be recomputed. Intuitively, NB could be reused. However, if B knows that A will timeout and abort, then B could simply abort as well. We modelled in Uppaal the retransmission of the exact message (as the dashed transition of the responder in Figure 5 ). When we model check again property AU Ty, we obtain that it is still unreachable, confirming that in that case an efficient retransmission of the same message 2 by B is secure.
In summary, for the Yahalom protocol we obtain that retransmitting for the responder is secure, and also that the initiator can be implemented to efficiently "hibernate" a safe amount of time before receiving a response. We believe that these are useful and practical hints that help to develop more secure and efficient implementations, in this case of the Yahalom protocol.
NEW ISSUES CONSIDERING TIME
So far our method has been used for engineering purposes, ie. to model and debug security protocols as a source of hints for the improvement of the protocol implementations. We now explore some ideas to improve the protocol themselves, and also present the threat of a more subtle attack, based only on timing.
Using time as information: Timed Challenges
We now show that sometimes time information other than timestamps can still be useful to include in security protocol messages, even if the clocks are not synchronized. Consider the following protocol, obtained by omitting the encryption of the last message of the (patched) protocol of Section 2.2:
Even though NB is now sent in the clear, this protocol still achieves authentication of A to B, although now the nonce obviously cannot be regarded as a shared secret. Still, the intruder can prevent a successful run of the protocol (eg. by intercepting message 3), hence the protocol is as strong as it was before in this respect.
Imagine now a situation in which there is a link from A to B in which data can be sent fast, but at a high cost wrt the number of bits sent. This is realistic; network operators charge according to quality of service. In this setting, sending NB in message 3 could be expensive and not desirable. We propose a solution based exclusively on using time as information. Let δAB be the average time it takes a message to be sent from A to B, and analogously δBA. (For simplicity, one can just think that communication happens instantaneously, letting δAB = δBA = 0.) Now consider the "timed" variant of the above protocol, demonstrating how timing information is brought back to the (abstract) protocol level (ie.
Step 3 of Section 2):
In message 2, B generates some random time value tB > δAB + δBA, concatenates it with B's identity and encrypts the message with A's public key. Then, B starts a timer t and sends the message. Upon reception, A extracts tB, waits time tB − δAB − δBA, and replies the single bit message "ack". When B receives this message, he stops the timer t and checks that t is sufficiently close to tB; if so, A is authenticated to B. Of course, the amount of noise in the links influence what we mean by "sufficiently close" above. Also, to be realistic, the length in bits of tB should be small enough, otherwise B would be waiting too long; this would give an intruder the chance to guess tB, and answer the "ack" at the appropriate time. However, we can strengthen the protocol as follows: .n], then the request number of bits sent is 4n (they are sent over the "cheap" link), while the response number of sent bits is only n bits (over the "expensive" link); Now, if we define "sufficiently close" to have the timer t and tB i coinciding in the two most significant bits, then overall we are authenticating 2n bits. In contrasts, to achieve the same effect in the original nonce protocol we would need to send a nonce NB of length 2n in both the request and response.
Of course, sending several short messages can be worse than sending one long message, in which case our protocol would not be so useful. In general, the value of n must be chosen as small as possible, depending on the desired security and network latency. A fast network allows us to reduce n and at the same time increment the length of tB i ,
Intuitively, the sent times of the "ack"'s represent information, and the above protocols exploit that. To the best of our knowledge, this is a novel usage of time in security protocols.
Timing Leaks and the Private Authentication Protocol
We now present a threat over security protocols with branching: the so called timing attack. We illustrate this by showing an attack on Abadi's Private Authentication protocol. This protocol is presented in [1] (their second protocol), and proved correct by Abadi and Fournet [17] . We assume that each agent X has a set of communication parties SX, listing the agents with whom X can communicate. The aim of the protocol is to allow an agent A to communicate privately with another agent B. Here "privately" means that no third party should be able to infer the identities of the parties taking part of the communication (i.e. A and B) (Goal 1 of [1] ). Moreover, if A wants to communicate with B but A ∈ SB, then the protocol should also conceal B's identity (and presence) to A (Goal 2 of [1] ). A run of the protocol in which A wants to communicate with B proceeds as follows:
1. A generates a nonce NA. Then, A prepares a message M = {"hello", NA, KA}K B , and broadcasts ("hello", M ).
2. When an agent C receives message ("hello", M ), it performs the steps: First, C tries to decrypt M with its own private key. If the decryption fails, (which implies that C = B), then C creates a "decoy" message {N }K (creating a random K, and keeping K −1 secret), broadcasts ("ack", {N }K ) and finish its execution. If decryption succeeds, then C = B (and so from now on we will refer to C as B). B then continues to the next step.
Second, B checks that A ∈ SB. If this fails, ie. A ∈ SB, then B creates a "decoy" message {N }K , broadcasts ("ack", {N }K ) and finish its execution. Otherwise B continues to the next step.
Finally, B generates a fresh nonce NB, and broadcasts message ("ack", {"ack", NA, NB, KB}K A ).
It is interesting to see the use of "decoy" messages, to prevent attacks in which an intruder I prepares a message M = {"hello", NC , KA}K B , impersonating agent A. If decoy messages were not present, then I would send ("hello", M ), and deduce whether A ∈ SB by noticing a response from B. However, using decoys only helps to confuse an attacker doing traffic analysis, and breaks down when considering a "timed" intruder.
We show an attack in which I can find whether A ∈ SB. First, suppose that I ∈ SB (the attack for the case in which I ∈ SB is analogous). First I needs to know how long, on average, it takes to B to compute each step of the protocol as described above. To discover this I could prepare various messages:
First, I sends a message ("hello", {N }K ), where K is not the public key of any other participant. This would generate a number of decoy responses from the other participants, which I can time.
Second, I sends a message ("hello", {"hello", NI , KI }K B ). Again, this generates decoy responses from the other parties which I can time. However, if B is present, then one response will have longer time, reflecting the successful decryption and check that I ∈ SB performed by B (Recall we assume that I ∈ SB). Up to this point, I has information that allows him to infer B's presence; Thus, this attack already violates goal 2 of Abadi's requirements [1] : B should protect its presence if a party X is willing to communicate with B but X ∈ SB. Of course, in practice it may be the case that each party generates responses with different times, due for example to different workload at different times. In this case, an attacker may need to iterate this step, and take more samples to identify each party.
Thirdly, if B is present, then I sends message ("hello", {"hello", NI , KA}K B ). This would generate again the same decoy responses, except one that takes longer. If this response takes the same time as the above item, then I can deduce that A ∈ SB. Otherwise, if the response takes longer (reflecting the nonce generation NB and encryption performed by B) then I can deduce that A ∈ SB. If I ∈ SB, then the second step above returns the longest time, and the third message would take either less time or equal.
After recording this information, I has three time values t0, t1 and t2. t0 corresponds to the time in which B is not present; t1 corresponds to the time in which B is present but its communicating party X ∈ SB. Finally, t2 corresponds to the case in which B is present and its communicating party X ∈ SB. With these values at hand, now an attacker can check if A ∈ SB for an arbitrary A.
Several solutions to timing attacks have been proposed, although it is not our purpose to study them here (we discuss this further in the Conclusions).
CONCLUSIONS
We model security protocols with timed automata. Using Uppaal allows us to simulate, debug and verify security protocols in a real time setting. The intruder model can be naturally encoded in Uppaal, showing that using a general tool is feasible. We modelled a general Dolev-Yao style intruder, although its modelling as timed automata extends its power implicitly, to take into account the time sensitivity. The consideration of time allows us to specify security protocols in detail, with timeouts and retransmissions, which is closer to an implementation. Analysis of security under these detailed specifications provides further confidence of the security of a protocol implementation.
The mere act of sending a message at a specific moment in time, and not another, carries information. We propose a security protocol that exploits this fact to achieve authentication. The protocol replaces the standard nonces with timed challenges, which must be replied at specific moments in time to be successful. Although it is a preliminary idea, it exposes clearly the fact that security protocols can use and take advantage of time.
Threats specifically involving timing should also be considered, and one example is timing attacks. We illustrate these attacks in the context of security protocols, where branching allows an intruder to deduce information that is intended to be kept secret. Specifically, we mount an attack over Abadi's private authentication protocol [1] . Solutions to timing attacks are expensive (including noise injection or branch equalisation), and it is not our purpose to investigate such possibilities; we merely lift the known problem of timing attacks (typically mounted to obtain secrets keys) to security protocols in general, where the information leakage can be, in principle, anything.
As we already mentioned, one possible direction as future work is to consider a timed and probabilistic model checker (in the lines of [9] or [19] ), that would allow us to study the protocols of Section 3.
Moreover, using a probabilistic setting would also allow us to model, more realistically, the network latency. This, in turn, would provide us with a finer method to tune sensitive timing values.
Another possible direction would be to implement a compiler from a meta notation (similar to the standard notation, plus timing information) supporting symbolic terms, to Uppaal automata (with only integer values as datatype).
Ultimately, these directions of future work would contribute to a method of secure systems engineering. 
