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Abstract
Let D be an infinitely smooth bounded domain D in Rn, n is odd.
We prove that if the volume cut off from the domain by a hyper-
plane is an algebraic function of the hyperplane, free of real singular
points, then the domain is an ellipsoid. This partially answers a ques-
tion of V.I. Arnold: whether odd-dimensional ellipsoids are the only
algebraically integrable domains?
1
1 Introduction
1.1 Formulation of the problem
Let D be an infinitely smooth bounded domain in Rn. For any affine hyper-
plane {〈u, x〉 = t}, u ∈ Rn \ 0, t ∈ R, denote V ±D (u, t) the volumes of the
portions of the domain D on each side from the hyperplane. Here 〈, 〉 is the
inner product in Rn.
1MSC 2010: 44A12, 51M99; keywords: volume, hyperplane, section, Radon transform,
algebraic function, polynomial, ellipsoid.
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Definition 1.1 A bounded domain D in Rn is called algebraically inte-
grable if the two-valued function V ±D is algebraic. This means that the func-
tion V ±D can be obtained as a solution of an algebraic equation, i.e., there
exists a nonzero polynomial Q(u1, ..., un, t, w) of n + 2 variables such that
Q(u1, ..., un, t, V
±
D (u1, ..., un, t)) = 0, (1)
for all (u, t) ∈ Rn × R for which VD(u, t) is naturally defined, i.e., such that
D ∩ {〈u, x〉 = t} 6= ∅.
In the sequel, we will be considering the volume function VD defined as
VD(u, t) = voln(D ∩ {〈u, x〉 ≤ t}) =
∫
D∩{〈u,x〉≤t}
dx. (2)
The problem of describing algebraically integrable domains goes back
to Newton [9],[14]. In connection with Kepler’s law in celestial mechanics,
Newton established that there are no algebraically integrable convex bodies
(ovals) in R2 (for the fact to be true one has to assume the infinite smoothness
of the boundaries). On the other hand, balls and, more generally, ellipsoids
in odd-dimensional spaces are algebraically integrable.
V.I. Arnold raised the problem of generalization of Newton’s lemma for
higher dimensions:
Problem 1.2 ([2],1990-27, 1987-14) Do there exist algebraically integrable
smooth ovaloids different from ellipsoids in Rn with odd n?
Ovaloid means in [2] a closed hypersurface bounding a convex body. V.
Vassiliev [12],[3],[4] proved that there are no algebraically integrable bounded
domains (no convexity is required) with C∞ boundaries in Rn for even n. In
odd dimensions, the question whether ellipsoids are the only algebraically
integrable domains, remains unanswered. In this article we partially answer
this question in affirmative, under the condition (satisfied for ellipsoids) that
the algebraic extension of the function VD has no real singular points. No
convexity of the domain is a priory assumed.
1.2 Main notions
We will be writing the equation of an affine hyperplane in the normalized form
〈x, ξ〉 = t, |ξ| = 1. Correspondingly, the volume function VD(ξ, t) becomes a
function defined on the cylinder Sn−1 × R.
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Furthermore, in our considerations, the algebraicity of VD with respect to
t, rather than with respect to the direction variable ξ, will be playing role.
More precisely, the equation Q(ξ, t, w) = 0 is assumed algebraic in t and
Q belongs to the polynomial ring C(Sn−1)[z, w] over the coefficient algebra
C(Sn−1). This ring consists of all polynomials of two (complex) variables z, w
with coefficients - continuous functions on the unit sphere Sn−1.
Thus, the volume function VD(ξ, t) satisfies the equation
Q(ξ, t, VD(ξ, t)) = 0, (3)
where
Q(ξ, t, w) =
N∑
i=0
ki∑
k=0
qi,k(ξ)t
kwi
and the coefficients qi,k ∈ C(S
n−1).
Thus, our condition for the domain D is even weaker than the algebraic
integrability since algebraic dependence of the volume function VD(ξ, t) is
assumed only with respect to t. We will call such domains, i.e. domains D
for which (3) holds, algebraically t-integrable.
Denote
ResQ(ξ, t) = Res(Q,
∂Q
∂w
)(ξ, t)
the resultant, with respect to w, of the polynomials Q(ξ, t, w) and its w-
derivative ∂Q(ξ,t,w)
∂w
. It is equal to
ResQ(ξ, t) = qN (ξ, t)
2N−1Πi<j(wi(ξ, t)− wj(ξ, t))
2,
where w = wi(ξ, t) are the roots of the algebraic equation Q(ξ, t, w) =
q0(ξ, t) + ...+ qN (ξ, t)w
N = 0.
The resultant is proportional to the discriminant DiscQ of Q with respect
to w. Namely,
ResQ(ξ, t) = qN (ξ, t)DiscQ(ξ, t).
Since the discriminant is a polynomial of the coefficients of Q, which are con-
tinuous functions of ξ and polynomials of t, the resultant ResQ ∈ C(S
n−1)[t] :
ResQ(ξ, t) =
∑M
j rj(ξ)t
j, rj ∈ C(S
n−1).
Definition 1.3 We will call a algebraically t-integrable domain D ⊂ Rn free
of real singularities if Q(ξ, t, VD(ξ, t)) = 0, where the function Q(ξ, t, w)
is continuous in ξ ∈ Sn−1 and a polynomial in t, w, and
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1. The leading coefficient of ResQ(ξ, t) satisfies rM(ξ) 6= 0, ξ ∈ S
n−1.
2. ResQ(ξ, t) 6= 0 for all (ξ, t) ∈ S
n−1 × R.
Remark 1.4 The condition 2 says the following. Let Z be the zero variety
Z = Q−1(0) ⊂ Sn−1 × C× C and pi : Z → C, pi(ξ, z, w) = w− the projection
to the w-plane. Then the restriction pi|Sn−1×R×C is not ramified. In turn, this
means that VD(ξ, t) has no real singular points and extends in t to the whole
real line as a real-analytic function.
Note that if n is even then there is no infinitely smooth domain D in Rn
for which the volume function VD(ξ, t) extends smoothly through the tangent
planes to ∂D. Indeed, at the elliptic (having nonzero principal curvatures of
the same sign) points x0 ∈ ∂D, the volume VD(νx0, t) behaves as c(t− t0)
n+1
2
[5], where νx0 is the normal vector and t0 is the distance of the tangent plane
Tx0(∂D) from the origin. If n is even then
n+1
2
is non-integer and hence the
function VD(νx0, t) is not in the class C
k, k > n+1
2
, at t = t0.
1.3 Formulation of the main result
The main result of this article is the following
Theorem 1.5 Let n ≥ 3 be odd and D ⊂ Rn be a bounded domain with
infinitely smooth boundary. Then D is an algebraically t-integrable domain,
free of real singularities, if and only if D is an ellipsoid.
Let us illustrate Theorem 1.5 by a partial case of rationally integrable
domains.
Corollary 1.6 Let D be a bounded domain in Rn, n is odd, with infinitely
smooth boundary. Suppose that the volume function VD(ξ, t) is a rational
function with respect to t, VD(ξ, t) =
A(ξ,t)
B(ξ,t)
, A, B ∈ C(Sn−1)[t], without real
poles: B(ξ, t) 6= 0, bk(ξ) 6= 0, ξ ∈ S
n−1, t ∈ R, where bk(ξ) is the leading
coefficient of B(ξ, t). Then D is an ellipsoid.
In this case the algebraic equation for VD is Q(ξ, t, VD(ξ, t)) = 0, where
Q(ξ, t, w) = B(ξ, t)w − A(ξ, t). The polynomial Q has no multiple roots w
and the resultant is Res(ξ, t) = B(ξ, t). All the conditions of Theorem 1.5
are fulfilled due to the conditions for the denominator B(ξ, t). The partial
case B(ξ, t) = 1 corresponds to polynomially integrable domains.
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Remark 1.7 In the original proof of Newton, a contradiction with algebraic-
ity is obtained for family of sections of the planar domain by straight lines
rotating around a fixed point (see the article [11], where an interesting discus-
sion of the Newton’s proof in historical aspect is presented ). In our terms,
the Newton’a arguments lead to a contradiction with the assumption of alge-
braic dependence on ξ. In the article [12], the opposite, families of parallel
cross-sections are exploited in the proof, i.e., the assumption of the algebraic-
ity with respect to t is essential. Our condition of the t-integrability of a
domain is just of the second kind.
1.4 Examples
1. Let D = Bn be the unit ball in Rn. Then
VBn(ξ, t) = VBn(t) = c
∫ t
−1
(1− s2)
n−1
2 ds.
This Abelian integral represents a polynomial P (ξ, t) in t if n is odd,
and is a transcendental function if n is even. The algebraic equation
for w = VD(ξ, t) writes as Q(ξ, t, w) = w − P (ξ, t) = 0. In this case
N = 1, qN(ξ, t) = 1, ResQ(ξ, t) = 1 and therefore B
n is t-integrable and
free of real singularities.
2. More generally, consider the case of ellipsoid in the odd-dimensional
space, i.e. an image E = A(Bn) of the unit ball under a non-degenerate
affine transformation. Then
VE(ξ, t) = detA · VBn
( t
|A−1(ξ)|
)
.
Correspondingly, the algebraic equation for the volume function w =
VE is Q(ξ, t, w) = w − P
(
t
|A−1(ξ)|
)
. Here Q is a polynomial in t, w
with the coefficients-continuous functions of ξ ∈ Sn−1. Thus, E is t-
integrable. The conditions 1,2 in Definition 1.3 are fulfilled, like in the
case of the ball.
Thus, the conditions in Theorem 1.5 for the domain D to be ellipsoid
are necessary.
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2 Preliminaries
From now on, we fix a domain D in Rn, n ≥ 3 is odd, satisfying all the
conditions of Theorem 1.5. Without loss of generality, we can assume that
0 ∈ D.
The natural domain of definition of the volume function VD(u, t), defined
in (2) is
h−(ξ) ≤ t ≤ h+(ξ),
where
h−(ξ) = infx∈D〈ξ, x〉, h+(ξ) = sup
x∈D
〈ξ, x〉,
are the support functions of the domain D.
Since VD(−ξ,−t) = vol(D)− VD(ξ, t), we have
dmVD
dtm
(−ξ,−t) = (−1)m−1
dmVD
dtm
(ξ, t), m ≥ 1. (4)
By the condition Q(ξ, t, VD(ξ, t)) = 0 is fulfilled in the domain of definition
of VD. Since 0 ∈ D, this domain includes the set S
n−1× (−ε, ε), where ε > 0
is sufficiently small.
The algebraic, with respect to z, w, equation Q(ξ, z, w) = 0 defines w =
wξ(z) = w(ξ, z) as a multi-valued algebraic function of z ∈ C. Namely, the
equation Q(ξ, z, w) = 0 has N = N(ξ, z) roots w = wj(ξ, z), j = 1, ..., N. The
condition for the leading coefficient of the resultant yields that the degree N
does not depend on ξ and z. The function VD(ξ, t) coincides in its domain of
definition with one of the branches wj(ξ, t).
The branch points of the algebraic function w(ξ, z) are the values (ξ, z)
at which two or more roots coincide. The set of branch points is the zero set
of the discriminant DiscQ(ξ, z) = 0.
Another type of singular points are poles, i.e., the points (ξ0, z0) such that
lim
(ξ,z)→(ξ0,z0)
w(ξ, z) =∞. The leading coefficient of the polynomial Q vanishes
at the poles: qN (ξ0, z0) = 0 and hence ResQ(ξ, z0) = 0.
Thus, the condition for ResQ(ξ, t) of non-having real zeros provides that
the algebraic function w(ξ, z) has no singular points, neither poles nor branch
points, for z on the real axis, Imz = 0. The branches wj(ξ, z) are locally
holomorphic functions of z away from the singular points.
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Introduce the parallel section function
AD(ξ, t) = voln−1(D ∩ {〈ξ, x〉 = t}) =
∫
D∩{〈ξ,x〉=t}
dx.
One one hand, AD(ξ, t) is the t-derivative of VD(ξ, t) :
AD(ξ, t) =
dVD
dt
(ξ, t), h(ξ) ≤ t ≤ h+(ξ).
On the other hand, AD(ξ, t) is the Radon transform of the characteristic
function χD of the domain D :
AD(ξ, t) = RχD(ξ, t) =
∫
〈ξ,x〉=t
χD(x)dx.
The inversion formula for Radon transform yields
1 = χD(x) = c
∫
|ξ|=1
dn−1
dtn−1
AD(ξ, 〈ξ, x〉)dξ, x ∈ D,
where dξ is the Lebesgue area measure on Sn−1.
Let us apply Laplace operator to the both sides of the equality. Then we
have ∆χD(x) = 0, x ∈ D, in the left hand side. Applying Laplace operator to
the right hand side results in twice differentiating in t and increasing by two
the order of the t-derivative of A under the sign of the integral. Therefore
we obtain:
∫
Sn−1
dn+1
dtn+1
AD(ξ, 〈ξ, x〉)dξ =
∫
Sn−1
dn+2VD
dtn+2
(ξ, 〈ξ, x〉)dξ = 0, x ∈ D. (5)
3 Proof of Theorem 1.5
3.1 Outline of the proof
The proof is based on a reduction to the case of polynomially integrable
domains, which is solved recently in [10],[1].
Assuming that 0 ∈ D, we derive from the inversion formula (5) for
the Radon transform that the Fourier coefficients of the decomposition of
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VD(ξ, z), where z is near 0, into spherical harmonics on the unit sphere
ξ ∈ Sn−1 are polynomials in z.
Using the conditions for the resultant we prove that VD(ξ, t) has an al-
gebraic continuous extension along two closed paths Γ± surrounding the sin-
gular set in the upper and in lower half-planes, respectively. Then, using the
above polynomiality of the Fourier coefficients we prove that those continu-
ous branches holomorphically extend, in z, inside the paths. This removes
singularities (branching and poles) and shows that the germ VD(ξ, z), for z
near 0, belongs to a branch which is an entire function of z ∈ C.
Great Picard Theorem yields that entire algebraic functions are polyno-
mials. Therefore the germ VD(ξ, t) extends to the real line as a polynomial
in t and we conclude that D is a polynomially integrable domain. According
to ([10], [1]), D is an ellipsoid.
.
3.2 Local polynomiality of Fourier coefficients of the
volume function VD(ξ, t)
Applying translation, we can assume that 0 ∈ D. For sufficiently small t, the
hyperplanes 〈ξ, x〉 = t intersect D for all ξ ∈ Sn−1 and therefore the function
VD(ξ, t) is well defined for |t| < ε if ε is sufficiently small.
Decompose VD(ξ, t) in Fourier series on the sphere ξ ∈ S
n−1 :
VD(ξ, t) =
∞∑
k=0
dk∑
α=1
vk,α(t)Y
(α)
k (ξ), (6)
where {Y
(α)
k }
dk
α=1 is an orthonormal basic in the space Hk of all spherical
harmonics of degree k.
The corollary of the inversion formula is the following lemma which plays
a key role in the proof of the main result.
Lemma 3.1 The Fourier coefficients vk,α(t) in (6) are polynomials in the
interval (−ε, ε).
Proof
We will be using the notation V
(m)
D (ξ, t) =
dmVD
dt
(ξ, t).
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The algebraic function w(ξ, z) = VD(ξ, z), and its z-derivatives are holo-
morphic in a small disc |z| < ε. By Cauchy formula
V
(n+2)
D (ξ, t) =
1
2pii
∫
|ζ|=ε1
V
(n+2)
D (ξ, ζ)dζ
ζ − t
, (7)
where 0 < ε1 < ε, |t| < ε1.
Substituting this representation into (5) yields:
1
2pii
∫
|ξ|=1
∫
|ζ|=ε1
V
(n+2)
D (ξ, ζ)
ζ − 〈x, ξ〉
dζdξ = 0,
where x ∈ D is in a neighborhood of 0 ∈ D.
Let 0 < ε2 < ε1. If |x| < ε2 then |〈x, ξ〉| < ε2 and the expansion of the
Cauchy kernel into the power series converges uniformly with respect to ξ.
Therefore integration the series with respect to ξ is possible and one obtains:
∞∑
j=0
∫
|ξ|=1
bj(ξ)〈x, ξ〉
jdξ = 0,
where
bj(ξ) =
1
2pii
∫
|ζ|=ε1
V
(n+2)
D (ξ, ζ)dζ
ζj+1
.
Since n is odd, it follows from the relation (4) with m = n+ 2 that
bj(−ξ) = (−1)
jbj(ξ). (8)
By homogeneity, each term in the series is zero:
∫
|ξ|=1
bj(ξ)〈x, ξ〉
jdξ = 0, j = 0, 1, ...
When x runs over an open ε- neighborhood of x = 0, the homogeneous poly-
nomials ψx,j(ξ) = 〈x, ξ〉
j span the space Pj of all homogeneous polynomials
in Rn of degree j. The restriction of this space to the unit sphere |ξ| = 1
decomposes into the orthogonal sum
span{ψx,j |Sn−1, |x| < ε} = Pj |Sn−1 = ⊕
[ j
2
]
s=0Hj−2s,
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where Hk is the space of all spherical harmonics of degree k. Thus, we obtain
bj ⊥ ⊕
[ j
2
]
s=0Hj−2s.
On the other hand, the symmetry relation (8) implies that bj decomposes on
Sn−1 into the spherical harmonics of the same parity with j. Therefore, bj is
orthogonal to all spherical harmonics of degree k ≤ j :
bj ⊥ ⊕
j
k=0Hk. (9)
Denote pk,α(t) the Fourier coefficients, with respect to ξ, of V
(n+2)
D (ξ, t) :
pk,α(t) = 〈V
(n+2)
D (·, t), Y
(α)
k 〉L2(Sn−1) =
∫
|ξ|=1
V
(n+2)
D (ξ, t)Y
(α)
k (ξ)dξ.
Substitute the integral representation (7) of V
(n+2)
D :
pk,α(t) =
1
2pii
∫
|ξ|=1
∫
|ζ|=ε1
V
(n+2)
D (ξ, ζ)
ζ − t
Y
(α)
k (ξ)dζdξ. (10)
Expansion once again the Cauchy kernel 1
ζ−t
into the power series for |t| < ε2
yields
pk,α(t) =
∞∑
j=0
(∫
|ξ|=1
bj(ξ)Y
(α)
k (ξ)dξ
)
tj .
The orthogonality relation (9) yields that all the terms with k ≤ j vanish and
hence pk,α(t) contains only terms with j < k − 1. Hence pk,α is a polynomial
of degree < k − 1. Since
pk,α(t) =
dn+2vk,α
dtn+2
(t),
the functions vk,α(t) are polynomials, by successive integration.
3.3 Removing complex singularities
Denote Reg(Q) = {z ∈ C : ResQ(ξ, z) 6= 0, ∀ξ ∈ S
n−1} and Sing(Q) =
C \Reg(Q).
Lemma 3.2 Sing(Q) is a bounded set.
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Proof
By the condition of Theorem 1.5, the leading coefficient rM(ξ) in the
decomposition
ResQ(ξ, t) =
M∑
j=0
rj(ξ)t
j
does not vanish for all ξ ∈ Sn−1. Since rM ∈ C(S
n−1) , there exists cM > 0
such that |rM(ξ)| ≥ cM , ξ ∈ S
n−1. Then for any z ∈ C holds
|ResQ(ξ, z)| ≥ cM |z|
M − cM−1|z|
M−1 − ...− c0,
where cj = ‖rj‖C(Sn−1). Therefore if |z| > R and R > 0 is sufficiently large
then ResQ(ξ, z) 6= 0 for all ξ ∈ S
n−1 and hence Sing(Q) ⊂ {|z| ≤ R}. Lemma
is proved.
Note that the condition of Theorem 1.5 implies that the real line consists
of regular points: {Imz = 0} ⊂ Reg(Q).
Lemma 3.3 Let Γ ⊂ Reg(Q) be a Jordan curve , containing a real segment
Iε = {−ε ≤ Rez ≤ ε, Imz = 0} and enclosing the singular set Sing(Q).
Fix a point z0 ∈ Γ \ Iε. Then the volume function VD(ξ, t) extends from
(ξ, t) ∈ Sn−1× [−ε, ε] to Sn−1× (Γ \ {z0}) as a continuous function WΓ(ξ, z)
satisfying Q(ξ, t,WΓ(ξ, z)) = 0 for (ξ, z) ∈ S
n−1 × (Γ \ {z0}).
Proof
Let z = ϕ(s), s ∈ [0, 1], ϕ(0) = ϕ(1) = z0, be a parametrizations of the
closed curve Γ. . Then the algebraic equation Q(ξ, z, w) = 0 takes on Γ the
form
Q(ξ, ϕ(s), w) =
N∑
j=0
qj(ξ, ϕ(s))w
j = 0.
The leading coefficient qN (ξ, ϕ(s)) 6= 0 for (ξ, s) ∈ S
n−1 × [0, 1] because
ResQ(ξ, z) = qN(ξ, z)Disc(Q)(ξ, z) and ResQ(ξ, z) 6= 0 when z ∈ Γ.
Therefore the equation can be written in the monic form by dividing by
the leading coefficient:
f0(ξ, s) + f1(ξ, s)w + ... + fN−1(ξ, s)w
N−1 + wN = 0, (11)
where
fj(ξ, s) =
qj(ξ, ϕ(s))
qN(ξ, ϕ(s))
.
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Thus, we deal with an algebraic monic equation for w with the coefficients-
continuous functions on the cylinder Sn−1 × [0, 1]. Since ResQ(ξ, z) 6= 0 on
Γ, the equation has no multiple roots.
The monodromy theorem [8], Thm. 16.2 (see also [6]) implies the al-
gebraic equation (11) is completely solvable. This means that there is no
monodromy on the cylinder Sn−1× [0, 1] and there exist N continuous func-
tions W1(ξ, s), ...,WN(ξ, s) on S
n−1 × [0, 1] satisfying the equation (11).
Indeed, consider the mapping p : E → B of the space
E = {(λ1, ..., λN) ∈ C
N : λi 6= λj , i, j = 1, ..., N.}
to the space
B = {(a0, ..., aN−1) ∈ C
N : Res(P,
∂P
∂w
) 6= 0, P (w) = wN+aN−1w
N−1+· · ·+a0},
defined as follows: p(λ) is the vector of the coefficients of the monic polyno-
mial of degree N with the roots λ1, ..., λN . By Implicit Function Theorem,
p is a N ! - covering map. It is regular due to aN = 1. Since n ≥ 3, the
fundamental group pi(Sn−1× [0, 1]) = 0 and by the monodromy theorem the
continuous map f : Sn−1 × [0, 1], f(ξ, s) = (f0(ξ, s), · · · , fN−1(ξ, s)) can be
lifted to a continuous mapping W : Sn−1 × [0, 1] → E such that pW = f.
Then W (ξ, s) = (W1(ξ, s), · · · ,WN(ξ, s)) , where Wi(ξ, s) are the continuous
roots of (11).
Let us regard the functionsWi(ξ, s) as the continuous functionsWi(ξ, z), z =
ϕ(s), of (ξ, z) ∈ Sn−1× (Γ \ {z0}). A monodromy can occur at the initial-end
point z0 after moving along the closed curves Γ, so that one can assign to
Wi(ξ, z0) two values , corresponding to the values s = 0 and s = 1 of the
parameter on the curves.
Since the curve Γ belongs to the regular set Reg(Q), the functionsWi(ξ, z)
are locally holomorphic in a neighborhood Ui,ξ,z of z 6= z0. Moreover, due
to compactness of Sn−1, the neighborhood can be chosen the same for all
ξ ∈ Sn−1.
The germ w = VD(ξ, t), |t| < ε, of the algebraic function Q(ξ, t, w) = 0,
coincides with one of the functions Wi, i = 1, ..., N. This function WΓ(ξ, t) is
just what we need. Lemma is proved.
Lemma 3.4 The volume function VD(ξ, z) extends from |z| < ε to the whole
complex plane as an entire function F (ξ, z) of z ∈ C.
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Proof Choose in Lemma 3.3 the Jordan curve Γ = Γ+ ⊂ Reg(Q) in the
upper half-plane Imz ≥ 0. For instance, take
Γ+ = [−R,R] ∪ C+R ,
where C+R is the open upper half-circle of radius R with the center 0. The
condition of Theorem 1.5 and Lemma 3.2 imply that the curve Γ+ encloses
the singular set Sing(Q) if R > 0 is sufficiently large. The marked point z0 is
taken in the half-circle C+R and the parametrization ϕ : [0, 1] → Γ
+ satisfies
ϕ(0) = ϕ(1) = z0. Let WΓ+ be the branch of w(ξ, z) along Γ \ {z0} from
Lemma 3.3.
Now fix a basic spherical harmonics Y
(α)
k of degree k and consider the
functions
Ik,α(z) =
∫
ξ∈Sn−1
Y αk (ξ)WΓ+(ξ, z)dξ.
It is holomorphic in a neighborhood of Γ+ \ {z0}. When z is real, z = t, and
|z| = |t| < ε, then WΓ+(ξ, z) = VD(ξ, t) and therefore
Ik,α(t) = vk,α(t)
is the Fourier coefficient of the volume function VD(ξ, t).
By Lemma 3.1, the Fourier coefficient vk,α(t) is a polynomial in t near
t = 0 (of degree depending on k). Therefore, Ik,α(t) are polynomials in t
in a real neighborhood of t = 0 and by analyticity, Ik,α(z) coincides with
a complex polynomial Pk,α(z) on Γ \ {z0}. By continuity it happens at the
point z0 as well.
In particular, the one-sided limits
Ik,α(z0 − 0) = lim
s→1−0
Ik,α(ϕ(s)), Ik,α(z0 + 0) = lim
s→0+0
Ik,α(ϕ(s))
at the point z0 ∈ Γ
+ along the curve Γ+ coincide:
Ik,α(z0 − 0) = Ik,α(z0 + 0) = Pk,α(z0).
Going back to the definition of Ik,α(z) we have:∫
Sn−1
Y
(α)
k (ξ)WΓ+(ξ, z0 − 0)dξ =
∫
Sn−1
Y
(α)
k (ξ)WΓ(ξ, z0 + 0)dξ.
Since it is true for all basic spherical harmonics, we conclude that
WΓ+(ξ, z0 − 0) = WΓ(ξ, z0 + 0),
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for all ξ ∈ Sn−1 and thus WΓ+(ξ, z) is continuous on the entire curve Γ
+,
including the point z0. .
Furthermore, for any m = 0, 1, ... one can write∫
Γ+
I
(α)
k (z)z
mdz =
∫
Γ+
P (z)zmdz = 0.
Substituting the expression for Ik,α(z) and rewriting the left hand side by
Fubini theorem one obtains∫
Sn−1
Y
(α)
k (ξ)
(∫
Γ+
WΓ+(ξ, z)z
mdz
)
dξ = 0.
Due to the arbitrariness of the basic spherical harmonic Y
(α)
k we conclude∫
Γ
WΓ+(ξ, z)z
mdz = 0,
for any ξ ∈ Sn−1. Vanishing of all complex moments on Γ means that for
any ξ ∈ Sn−1 the function WΓ+(ξ, z) is the boundary value of a function
F+ξ (z), holomorphic in the domain Ω
+ in the upper half-plane, bounded by
Γ+. Thus, WΓ+(ξ, z) extends from a neighborhood of the curve Γ
+ inside the
domain Ω+ as a single-valued holomorphic function F+ξ (z).
Repeating the same argument for the lower half-plane Imz ≤ 0 and for
a corresponding closed curve Γ−, we conclude that VD(ξ, z) continuously
extends from the small disc |z| < ε as a function F−ξ (z) which is a single-
valued holomorphic function of z in the domain Ω− in the lower half-plane,
bounded by Γ−.
Since F+ξ (t) = F
−
ξ (t) = VD(ξ, t) for |t| < ε, the two functions define a
function F (ξ, z), holomorphic with respect to z in Ω = Ω+ ∪ Ω−.
The function F (ξ, z) solves the equation Q(ξ, t, F (ξ, t)) = 0 for |t| < ε
and, by analyticity, for all z ∈ Ω. There is no singularities of the branch
F (ξ, z) in the domain Ω. However, by the construction, the domain Ω con-
tains all singular points of the algebraic function w = w(ξ, z). Therefore, the
branch F (ξ, z) (as an algebraic function of z) has no poles and branch points
in C and hence is an entire function of z ∈ C. Lemma is proved.
3.4 End of the proof of Theorem 1.5
Lemma 3.5 Let F (z) be an entire function in the complex plane. If F is
algebraic then F is a polynomial.
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Proof If F is not a polynomial then ∞ is an essential singularity of G.
According to Great Picard Theorem, F (z) takes in a neighborhood of∞ any
value, with possibly one exception, infinitely many times. Therefore, if F is
not a polynomial and satisfies a nontrivial algebraic equation Q(z, F (z)) =
0, Q is a polynomial, then for all a ∈ C, except for at most one, we have
Q(zν , a) = Q(zν , F (zν)) = 0 for an infinite sequence of zν ∈ C. Since Q is a
polynomial , Q(z, a) = 0 for all z ∈ C and for all but one a ∈ C. Therefore
Q is identically zero which is not the case. Lemma is proved.
Corollary 3.6 The domain D is polynomially integrable, meaning that for
any ξ ∈ Sn−1 the volume function VD(ξ, t) is a polynomial in t.
Proof We have proven in Lemma 3.4 that the germ VD(ξ, z), |z| < ε, extends
to a single-valued branch F (ξ, z), z ∈ C, of the algebraic function w = w(ξ, z)
defined by the equationQ(ξ, z, w) = 0. By Lemma 3.5, F (ξ, z) is a polynomial
of z. Lemma is proved.
To finish the proof, we refer to the two recent results:
Theorem 3.7 [1] Let D be a bounded polynomially integrable domain in
Rn, n is odd, with infinitely smooth boundary. Then D is convex.
Theorem 3.8 [10] Let D be a bounded convex polynomially integrable do-
main in Rn, n is odd, with infinitely smooth boundary. Then D is an ellipsoid.
By Corollary 3.6, our domain D is polynomially integrable. By Theorem
3.7, D is convex, and by Theorem 3.8 D is an ellipsoid. Theorem 1.5 is
proved.
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