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Introduction
A tool for measuring the degree or the relative importance of transmission of infectious agents in households and in the community is needed to help describe the dynamics of disease transmission and to answer practical questions about disease control. The model described in this paper has been devised to provide estimates of separate parameters describing household and community transmission of disease from infection data. These data need not specify the time of onset of infection for individuals, nor is it necessary to identify chains of household infection. Several data sets have been selected from the literature to illustrate use of the model and to show how one can answer questions about the spread of influenza and the common cold. Since infection data are not presently available, symptom (i.e. illness) data have been used and all family members are assumed to be initially susceptible. Those individuals who show symptoms will be referred to as 'cases'.
Pinal-Size DisEibution of Household lnfections
The final-size distribution for the number of household cases during an epidemic period is now derived. We consider only those presumably-infectious diseases that confer immunity (for some period of time) following infection. Assume that sources of infection from the community are distributed homogeneously throughout the community. In addition, suppose that household members mix at random-within the household and can infect one another. Thus, each household member can be infected either from within the household or from the community.
Infection from the Community
Assume that observations are made of infections in a community, starting in time-period t = O and ending in time-period t = T. This period of observation could correspond to an epidemic season or some other period of epidemiological interest. Define at as the probability that a susceptible household member becomes infected from the community in time-period t, and bt = 1-at as the probability that he escapes infection from the community in time-period t. Now define B as the probability that a susceptible individual is not infected from the community during the period of observation. A general expression for B is given by
t-O where f( ) is a bounded function describing the infection rates in the community. Since B is estimated directly from the data, ff ) can take any acceptable form. A simple form for ff ) is f(bt) = bt. Another form, f(bt) = exp(-a/t), is used in the Appendix [see (A1)].
Infection among Household Members
We now consider the effect of secondary spread within the household following introductions from the community. An individual who is infected in time-period to will pass through a series of stages at time-periods t1, t2, . . ., until he becomes immune. Define Pt as the probability that an infective who was infected in time-period t-to will make infectious contact in the household with another individual in time-period t. Then, {Pt} describes the pattern of infectiousness over time. The structure of {Pt} is Pt = O when to S t S tl, the latent period, Pt > O when tl+l S t S tm the infectious period,
Pt =O when tm+lstioo, the immune period.
Let qt -1 -Pt be defined as the probability of escaping infectious contact. Then if there is an infected individual in the household who became infected at time t= to we define Qt as the probability that a susceptible individual has escaped infection within the household at time tr where tostr<tm+1. It follows that Qtr=tr_toqt. The probability Q that the susceptible individual escapes infectious contact from the infective during his entire period of infectiousness is ttn Q= n qt = Qt,ll t=to Note that the pattern of infection {qt} does not influence the magnitude of Q. As with B, the value of Q is estimated directly from the data and other forms for (3) can be used [see Ludwig (1975) for the analogous continuous form].
Final-Size Distribution
Assume that household members mix randomly among themselves and that the probability that a household member is infected in the community is not affected by the number of infected members in his household. Also, assume that all households under consideration are initially free of infected members at the beginning and end of the period of observation.
To derive the final-size distribution, let pr(j l k) be the probability that j of k initial susceptibles within a household are infected during the course of the epidemic. We write mjk =pr(j | k) to simplify notation. Usingsimilar ideas to those of Ludwig (1975) concerning final-value distributions, the values of mjk are derived in the following way.
When k = 1, it follows from the above assumptions that mO1 = B and m1l -1 -B. When k = 2, we have, since there is random mixing, mO2= B2. As regards m12, there are two ways in which this event can occur. Either the first susceptible individual becomes infected with probability B, and the second escapes infection (from both the infective in the household, with probability Q, and in the community at large), or the first susceptible individual escapes and the second does not. It follows that m12 = 2(1 -B)BQ = 2m1lBQ. 
where nk = Ej ajk, the total number of households with k initial susceptibles. (14) are used to obtain starting-values for the fully efficient ML estimators given by (6) and (7).
Starting-Point

The Truncated Case
In some cases, the zero class aok is not present, since households are surveyed only after an initial infective has appeared. In this case, the zero-truncated distribution is used. The probability density function is then mjk = (.) mjjB jQj( j)/(l-B ) 
for some small value of £. Hartley (1958) has shown that the estimates B and Q obtained in this way are the ML estimates. He also gave methods for accelerating convergence. If the disease in question is rare, or does not spread readily in the community, then the estimate for aOk may approach infinity and the estimate for B will approach one. When this is the case, some upper limit should be placed on aOk. This limit would logically be the number of households in the community from which the data is drawn, as suggested by Griffiths (1973).
Computation
In our experience, when the zero class is present, convergence of Q and B to an accuracy of l0-4 iS quite rapid. For the data given in the next section, with starting-points given by (12) and (14), convergence usually occurred in three or four iterations. The asymptotic variances and covariance were readily obtained by inversion of the information matrix. However, when the zero class was absent, convergence on iterates of aOk was somewhat slow. This problem was alleviated by forming geometric projections on aOk, as suggested by Hartley (1958) . When the ML estimates for Q and B are found by iterating on aOk, estimates for the variances and covariance are not directly available from the information matrix. In order to get true variance estimates, the variation of Q and B due to iteration on aOk must be taken into account.
Application to Data
Infl;uenza Epidemics
The model was fitted to the Asian influenza epidemic household data previously examined by Sugiyama (1960) . The data set is the only one considered for which the zero class is present. The distribution (4) (which is the final-size distribution for Sugiyama's model) fits the data quite well-as expected, since Sugiyama got an equally good fit. Results are given in Table 1 . Since Q=.834, the estimated probability of a susceptible individual being infected by a case during the course of his infectious period is .166. The average length of the latent and infectious periods for influenza are about two and four days, respectively (see Kilbourne, 1975) . Therefore, in (2), l = 2 and m = 6. If it is assumed that Pt = p for t -3, . . ., 6, then application of (3) yields p = .044 -as the estimate of the daily probability that an infectious individual will infect a susceptible family member within the household.
For infection from the community, B=.856; the estimated probability that a susceptible individual will be infected from the community during the course of the epidemic is thus .144. The approximate percentage of cases due to community exposure can be calculated by setting Q to 1, which causes all cases to originate from the community. From (5), the expected number of cases would be nk(l-B)-14.4, while the number of cases allowing spread within the household (i.e. Q=.834) is 19. Hence, 75°/O of the total cases were due to infection from the community. This percentage may be somewhat overestimated, however, since there will be some reduction in susceptibles due to spread within households (i.e. the number of susceptibles is actually less than nk). Kemper (1980) discusses the errors in calculations concerning secondary spread when the apparent number of susceptible individuals is less than the actual number.
The model was also fitted to the influenza data of Hope-Simpson and Sutherland (1954). In this case, the zero classes are missing and the method of §3.2 is used. The fit (shown in Table 2 ) is excellent for households of size four and five, both separately and pooled. Hope-Simpson and Sutherland got a-good fit using the classical Reed-Frost model; however, there were unanswered questions as to the extent of community involvement in the epidemic. The estimates of aOk were quite small, indicating that probably most houses were invaded during the epidemic, if the samples of households given were indeed representative of the community. Using the pooled estimates, it is calculated that, at maximum, 52% of the total cases were due to infection from the community.
Household Infection from the Community 121
In general, community-acquired infection has been shown to play an important role in the spread of influenza. This was particularly true of Asian lnfluenza, where the schools served as foci of irlfection. It was estimated by Elveback et al. (1976) that almost all the apparent secondary spread among school children within the household was due to infection acquired in the schools. In addition, about half the apparent secondary spread among adults in the household was due to mixing in the community.
With regard to spread w1thin the household, p = .097 for the inI9uenza epidemic studied by Hope-Simpson and Sutherland, while p=.044 for the influenza epidemic studied by Sugiyama. These results indicate that the agent of the former epidemic was more infectious in the household than that of the latter epidemic. Aside from agent characteristics, cultural and population differences could account for variations in household infectiousness.
The Common Cold
The data on outbreaks of the common cold were collected over a two-year period by Brimblecombe et al. (1958) . Households of size five were partitioned into three levels of domestic crowding, depending on the number of rooms occupied by the family. Table 3 shows that the fit is acceptable at all three levels of domestic crowding. Note that the estimates of the zero classes approach the total size of the community except in the case of uncrowded households where the limit may be somewhat less. This would indicate that community-acquired cases serve only as index cases and that subsequent spread is largely confined to the household. However, homogeneity and ascertainment bias could also account for this result (see the last part of §5).
For the common cold, the average lengths of the latent and infectious periods are about three and seven days7 respectively [see Monto (1976) for colds caused by coronavirus]. Assuming that Pt = p for t=4, 5, . @ ., 10, the estimates of p at each level of domestic These results indicate that there is an increase in disease spread within the household with increasing levels of domestic crowding.
Discussion
McKendrick (1926) did the first mathematical investigation of household versus community acquisition of infection; he was concerned with epidemics of bubonic plague. Although he was not able to estimate parameters measuring infectious contact, he did estimate the ratio of the probability of household-acquired to that of community-acquired infection. Although the model of this paper fits the data presented quite well, others have had equal success with diflerent models. Griffiths (1973) was able to get excellent fits to the same data, as well as to other data sets, using the beta-binomial distribution, the assumption being that a good fit indicates that the disease is not infectious. Heasman and Reed (1961) were able to get a good fit to the common cold using the Reed-Frost model. Becker (1980) got an even better fit to the same data using a generalized model of household infection in which the probability of infectious contact varied accordirlg to the beta distribution. In neither study was infection from the community beyond the index cases considered, and, indeed, there may be little community spread of infection in the case of the common cold (see §4.2). Spicer, in his discussion on Bailey (1955) , raised the question of choice among different mathematical models which all explain the data. He concluded that further independent epidemiological evidence was needed as a basis for choice. Accordingly, the model proposed here is testable by examination of how the community and household parameters vary with measurable environmental factors. Reciprocally, it can be used to identify community and family transmission factors that are correlated with family parameters. For example, a high probability of infectious contact from the community, for certain strains of influenza, has suggested that immunization of school children may be an effective control strategy (see Elveback et al., 1976). This strategy was actually carried out for the Hong Kong strain of inflennza (see Monto et al., 1969) and was shown to be efficacious.
Finally, the data used in this paper have certain limitations. First, not all the households in the common cold study were under surveillance for the same period of time. Therefore, the probability of community acquisition of infection will not necessarly be homogeneous across all households. This heterogeneity could artificially decrease the parameter of infectious contact from the community and increase the parameter of infectious contact within the household. Another problem has to do with ascertainment bias. By inclusion only of households with cases, there may be a tendency to overrepresent those households in which the disease spreads easily. This will aHect the parameters in the same direction as heterogeneity. Both of these limitations in the data presented here can be overcome by different field procedures. 
