Abstract Let {Xt, t 0} be a Lévy process with Lévy measure ν on (−∞, ∞), and let τ be a nonnegative random variable independent of {Xt, t 0}. We are interested in the tail probabilities of Xτ and X (τ ) = sup 0 t τ Xt. For various cases, under the assumption that either the Lévy measure ν or the random variable τ has a heavy right tail we prove that both Pr(Xτ > x) and Pr(X (τ ) > x) are asymptotic to Eτ ν((x, ∞)) + Pr(τ > x/(0 ∨ EX 1 )) as x → ∞, where Pr(τ > x/0) = 0 by convention.
Introduction
Lévy processes, as continuous-time analogues of random walks, are stochastic processes that start from 0, have stationary and independent increments, and are stochastically continuous. Textbook treatments of Lévy processes are given in the monographs [5, 14, 24, 32] . Due to their important applications in various fields such as finance, insurance, physics, and engineering, Lévy processes have been extensively studied by many researchers. We refer to [3, 6, 33] for comprehensive overviews of applications of Lévy processes.
For a Lévy process X = {X t , t 0}, by definition, for each t 0 the random variable X t has an infinitely divisible distribution with a characteristic function E(e isXt x 2 ν(dx) < ∞. The triplet (a, b, ν) uniquely determines the law of the Lévy process X. In the sequel, we write X (t) = sup 0 s t X s for t 0 and ν(x) = ν ((x, ∞)) for x > 0.
There has been a long history of the study of asymptotic tail behavior of Lévy processes. The following result forms a core of this study: Proposition 1.1.
Let the Lévy process X have a Lévy measure ν with a subexponential tail ν (see below for this and other definitions). Then, for each fixed t > 0, Pr(X (t) > x) ∼ Pr(X t > x) ∼ tν(x).
(1.2)
Here and henceforth, all limit relationships are for x → ∞ unless stated otherwise and the symbol ∼ means that the quotient of both sides tends to 1.
A result similar to Proposition 1.1 but only for subordinators was first discovered by [17] . [38] proved that a long tail of the Lévy measure ν suffices for the first relation of (1.2); see also [4] , who obtained the first relation of (1.2) under stronger conditions. Proposition 1.1 in its present form is attributed to [31] . This result has been extended to the case of light-tailed Lévy measures by a series of papers; see [8, 9, 11, 28, 29] , among others. From these references we see that, for the light-tailed case, it is usually possible to establish an asymptotic relation for Pr(X t > x) but hard to establish an asymptotic relation for Pr(X (t) > x). See also [1] for a recent overview of this study.
We remark that all the above-mentioned references consider the tail probabilities of a Lévy process at a fixed time and its maximum over a compact time interval.
Another direction of the mainstream study is to look at the tail behavior of some subadditive functionals of a Lévy process; see [10, 12, 13, 31] , and references therein.
In this paper, we aim to extend this study to the case of a random time. Let the Lévy process X have a finite mean function EX t = mt for t 0, and let τ be a nonnegative random variable, called a random time, independent of X and with a distribution G which is not degenerate at 0. Our goal is to derive asymptotic relations for the tail probabilities of X τ and X (τ ) under the assumption that either the Lévy measure ν has a heavy tail ν or the random time τ has a heavy tail G = 1 − G. Our main results below show that the relations
hold true for various cases, where G (x/0) = 0 by convention. Recently, [30] and [2] studied the tail probability of the random sum
. .} is a sequence of independent, identically distributed, and nonnegative random variables, and τ is a nonnegative, integer-valued, and heavy-tailed random variable independent of the sequence {X 1 , X 2 , . . .}. They obtained some results similar to the second relation of (1.3). Our research is motivated by these works.
We would like to point out that it is feasible to extend some known results to the case of both a light-tailed Lévy measure and a random time. However, to keep the paper short we shall not pursue such an extension.
The rest of this paper consists of four sections: Section 2 presents our main results after a brief review of heavy-tailed distributions, Section 3 prepares some lemmas, and Section 4 proves the main results.
Main results

A brief review of heavy-tailed distributions
A distribution F on [0, ∞) or its corresponding random variable X is said to be heavy tailed if Ee rX = ∞ 0− e rx F (dx) = ∞ for all r > 0. A necessary condition for F to be heavy tailed is F (x) > 0 for all x 0.
One of the most important classes of heavy-tailed distributions is the subexponential class, written as S, which is characterized by the relation
for some (or, equivalently, for all) n = 2, 3, . . . , where F n * denotes the n-fold convolution of F . It is well known that every subexponential distribution F is long tailed, written as F ∈ L, in the sense that the
holds for some (or, equivalently, for all) y = 0. Klüppelberg [22] introduced the class S * , which is characterized by
and she pointed out that the class S * contains almost all cited subexponential distributions with finite means. Closely related is the class S * of so-called strongly subexponential distributions, introduced by [23] . By definition, a distribution F with finite mean is said to belong to the class S * if the relation
It is easy to see that S * ⊂ S. Furthermore, Lemma 9 of [15] showed that S * ⊂ S * .
Let D denote the class of distributions with dominatedly-varying tails in the sense that the relation
holds for some (or, equivalently, for all) 0 < y < 1. The intersection D ∩ L forms a useful subclass of S.
Marginally smaller than D∩L is the class C of distributions with consistently-varying tails characterized by
Note that the class C contains all distributions with regularly-varying tails.
Although it is customary that these classes are defined for distributions on [0, ∞), in this paper we still say that a distribution F on (−∞, ∞) (or, more generally, a measure ν on (−∞, ∞) with 0 < ν(x) < ∞ for all large x) belongs to one of these classes if the tail F (x) (respectively, ν(x)) is asymptotic to the tail of a distribution on [0, ∞) belonging to the same class.
The reader is referred to [18] for an overview of heavy-tailed distributions with applications to insurance and finance.
Theorems
The first main result below assumes a heavy-tailed Lévy measure: Theorem 2.1. Let the Lévy process X have a Lévy measure ν and a finite mean function EX t = mt for t 0, and let the random time τ be independent of X. The relations
hold under one of the following three sets of conditions:
Note that the finiteness of Eτ is automatic in Theorem 2.1(b) and (c); see Lemma 3.3 below. Recall that the lower Matuszewska index of 1/ν is defined to be 
We point out that the results similar to (2.1) for a random walk with heavy-tailed increments and for a more general integer-valued random time τ are well known in the literature. Some recent results in this aspect can be seen in [16, 20, 21, 26, 27] , among others.
The second main result below assumes both a heavy-tailed Lévy measure and a heavy-tailed random time: 
Lemma 4.7 of [19] shows a relation similar to the second one of (2.3) for a random walk with nonnegative increments under the assumptions that the tail of the common distribution of increments is regularly varying and is equivalent to that of an integer-valued random time. [2] further extended this result to the class C but still for a random walk with nonnegative increments. Theorem 7 of [16] , in the framework of a random walk with positive mean and real-valued, subexponential increments, is comparable to and stronger than our Theorem 2.2.
The last main result below assumes a heavy-tailed random time: 
Recently, [30] obtained a result corresponding to the second relation of (2.4) for a random walk under conditions similar to those of Theorem 2.3(a) but still assuming nonnegative increments.
We end this section by concluding that the relations in (1.3) hold under the conditions of one of Theorems 2.1, 2.2, and 2.3(a).
Lemmas
For two positive functions f (·) and g(·), the relation f (x) ∼ g(x) amounts to the conjunction of the relations lim supf (x)/g(x) 1 and lim inff (x)/g(x) 1, which are denoted by f (x) g(x) and f (x) g(x), respectively. In the sequel, f (x) g(x) means the conjunction of f (x) = O(g(x)) and g(x) = O(f (x)). Furthermore, for two positive bivariate functions f (·; ·) and g(·; ·), we say that the asymptotic relation f (x; t) ∼ g(x; t) holds uniformly over all t in a nonempty set Δ if
We define other uniform asymptotic relations such as f (x; t) g(x; t) and f (x; t) g(x; t) in a similar way. 
Proof. Observe that
Hence, the claimed equivalence and the associated relation are proved. 2
Lemma 3.2. Let X be a Lévy process. Then, for all t 0 and x > x
Proof. See the Lemma of [38] . 2 Recall the Lévy process X introduced in Section 1. From (1.1), we can decompose X into two independent Lévy processes as
where Y has a Laplace transform satisfying
and Z has a moment generating function satisfying log E(e sZt ) = t as + 1 2
See also [28] . Then Y is a compound Poisson process with intensity ν(1) and jump distribution ν 0 (x) = ν((1, x))/ν(1) for all x > 1 and 0 otherwise. For each t 0, the random variable Z t has a light tail because E(e sZt ) < ∞ for all s 0. 
Proof. The equivalence of (a) and (b) and the associated relation ν(x) Pr (Y 1 > x) are known from Proposition 4.1 of [37] ; see also Theorem C of [34] . The equivalence of (b) and (c) and the associated relation Pr (Y 1 > x) Pr (X 1 > x) are immediate consequences of Lemma 3.1 and the fact that Z 1 is light tailed.
It remains to prove the equivalence of (c) and (d) and the associated relation Pr (X 1 > x) Pr (X t > x) for every fixed t > 0. Without loss of generality, we assume t ∈ (0, 1]. By Lemma 3.2 with x 0 = x/2,
Similarly, for a temporarily fixed positive integer n 0 such that 1/n 0 t,
Hence,
where the last step follows from the observation
The combination of (3.4) and (3.5) completes the proof. 
hold for all x γt and t 0.
Proof. By Lemma 3.3, the distribution of X 1 belongs to the class D and the relation Pr (X 1 > x) ν(x) holds. Thus, the second inequality of (3.6) trivially holds. We only prove the first inequality of (3.6).
Choose some ε > 0 such that (1 − ε)γ > m ∨ 0. For all x 0 and t 0, we have
where t denotes the integer part of t. By Theorem 1 of [36] , there exists a constant C independent of x and t such that the inequality
holds for all x γt and t 0. For the second term on the right-hand side of (3.7), by Lemma 3.2, for arbitrarily fixed x 0 > 0 and all x 2x 0 /ε > 0,
Plugging (3.8) and (3.9) into (3.7) and using the fact that the tail Pr (X 1 > x) is dominatedly varying, we obtain that, for some constant C 1 independent of x and t, the first inequality of (3.6) holds for all x (γt) ∨ (2x 0 /ε) and t 0. The extension to the whole area x γt and t 0 is straightforward. 2
Proofs
Proof of Theorem 2.1
Note that, by Proposition 1.1 and Fatou's lemma,
To complete the proof of (2.1), it suffices to show that
(a) By Proposition 1.1, the distribution of X 1 belongs to the class S * . Following the same lines of the proof of Proposition 4.3 of [25] with some obvious adjustments, we obtain that, for all n = 1, 2, . . . and all x > x 0 > 0, Pr(X (n) > x)P 0 Pr sup
. By this and the theorem of [23] , it holds uniformly for all t 0 that
This, together with Proposition 1.1, justifies the validity of applying the dominated convergence theorem in deriving
yielding relation (4.1).
(b) For arbitrarily fixed ε > 0 and 0 < y < (2ε) −1 , write
Choose 1/2 < θ < 1 so that θ − εy > 0. From Lemma 3.2 with x 0 = θx, uniformly for all 0 t xy,
By this and Lemma 3.4, there exists some constant C independent of x and t such that the relation
holds uniformly for all 0 t xy. Applying the dominated convergence theorem and Proposition 1.1, we obtain that When m < 0, for arbitrarily fixed ε > 0 we choose y and θ such that 0 < (1 + ε) |m| y < θ < 1. Note that, uniformly for all 0 t xy,
By Lemma 3.2 with x 0 = θx and Lemma 3.4, Relation (4.3) holds uniformly for all 0 t xy. Therefore, applying the dominated convergence theorem and Proposition 1.1, we obtain relation (4.4) again.
Proof of Theorem 2.2
We prove, in turn, the relations
For arbitrarily fixed 0 < ε < m, write
For the probability in the integral of I 1 (x), by Lemma 3.2 with x 0 = ε (2(m + ε))
−1 x and Lemma 3.4, there exists some constant C independent of x and t such that the relations
hold uniformly for all 0 < t x/(m + ε). Applying the dominated convergence theorem and Proposition 1.1, we obtain
This proves the first relation in (4.6). We turn to the second relation of (4.6). Similarly, for arbitrarily fixed 0 < ε < m, write
By Proposition 1.1 and Fatou's lemma, I 3 (x) Eτ ν(x). For the term I 4 (x), we derive
since, by the law of large numbers, the probability Pr (X t /t > x/t) in the integral tends to 1 uniformly for all t > x/(m − ε). Consequently, This proves the second relation in (4.6).
Proof of Theorem 2.3
Let the Lévy process X be characterized by the triplet (a, b, ν). with ν replaced by ν * and Z * has a moment generating function satisfying (3.3) . Note the following facts:
(1) ν * ∈ C because ν * (x) ∼ δG(x); Since G ∈ C and ε, δ can be arbitrarily close to 0, it follows that Pr(X (τ ) > x) G( x m ). For the corresponding lower bound, we derive
