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SUS System Usability Scale skala uporabnosti sistema
TED Transformer Embedding Di-
alogue







UPOS Universal Part-Of-Speech univerzalna oblikoslovna oz-
naka
URL Uniform Resource Locator enolični krajevnik vira
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YAML ni označevalni jezik
Povzetek
Naslov: Slovenski virtualni pomočnik za upravljanje pametnega doma
Klepetalniki in virtualni pomočniki postajajo vedno bolj prisotni v našem
življenju. Uporabnikom omogočajo komunikacijo v govorjenem ali pisanem
naravnem jeziku prek različnih kanalov za sporočanje. Slovenščine zaradi
majhnega števila ljudi, ki jo uporabljamo za komuniciranje, globalno dosto-
pni pametni pomočniki še ne podpirajo.
V našem delu smo razvili slovenskega virtualnega pomočnika za upravlja-
nje pametnega doma, ki lahko z uporabo jezikovnega modela za razumevanje
naravnega jezika določi namen in entitete v sporočilu uporabnika ter pri
tem upošteva kontekst celotnega pogovora. Z uporabo pogovornega modela
določi ime akcije, ki je zadolžena za generiranje odgovora. V akcijah smo im-
plementirali različna znanja, s katerimi je lahko uporabnik pridobil številne
informacije in izvajal različna opravila.
Razvili in evalvirali smo več različnih modelov za klasifikacijo namena in
prepoznavo entitet. Najvǐsjo uspešnost pri klasifikaciji namena smo dose-
gli z uporabo vektorskih vložitev jezikovnega modela SloBERTa (ocena F1
= 0,900). Pri ekstrakciji entitet smo najvǐsjo uspešnost dosegli z uporabo
vektorskih vložitev modela fastText (ocena F1 = 0,924).
Ključne besede
klepetalnik, virtualni pomočnik, obdelava naravnega jezika, naravno razume-
vanje jezika, transformer, Rasa

Abstract
Title: Slovenian virtual assistant for smart home management
Chatbots and virtual assistants are becoming more and more present in
our lives. They allow users to communicate in spoken or written natural
language, through various communication channels. Slovenian language is
poorly supported by globally used smart assistants, due to the small number
of people that use it for communication.
We have developed a Slovenian virtual assistant for smart home man-
agement. The assistant understands natural language and uses a language
model to classify the purpose and entities in the user’s message by taking
the context of the entire conversation into account. It uses a conversational
model to determine the name of the action responsible for generating the
response. We used actions to implement various skills. They enable users to
obtain various information and perform different tasks.
In our thesis, we have developed and evaluated several different models
for intent classification and entity extraction. The highest performance in
the intent classification was achieved by using word embeddings from the
SloBERTa language model (F1 score = 0,900). In the extraction of entities,
the highest performance was achieved by using word embeddings from the
fastText model (F1 score = 0.924).
Keywords





Pametni dom lahko definiramo kot domače okolje, v katerem lahko z uporabo
vseprisotnega računalnǐstva in ambientne inteligence zagotavljamo storitve,
ki se zavedajo konteksta in olaǰsajo daljinsko upravljanje doma. Pametni
dom sestavljajo različni senzorji, multimedijske naprave, telekomunikacijski
protokoli, virtualni pomočniki in drugi sistemi za zagotavljanje storitev [1].
Predhodniki virtualnih pomočnikov so klepetalniki (angl. chatbots). Prvi
klepetalnik z imenom Eliza [2] je bil ustvarjen že leta 1966. Z uporabo
razpoznave vzorcev je obdelal tekst uporabnika in ga uporabil v vnaprej
oblikovanih odgovorih, s katerimi je odgovarjal uporabniku. Eliza je bila
prvi klepetalnik, ki je uspešno prestal Turingov test, ki se uporablja za oceno
inteligentnosti programov [3].
Leta 2001 je podjetje ActiveBuddy predstavilo klepetalnik, imenovan
SmarterChild. To je bil prvi klepetalnik, ki ni bil namenjen le zabavi, ampak
je uporabnikom nudil tudi koristne informacije (splošne informacije, športne
rezultate, citate iz filmov ipd.) [4].
Leta 2007 je Apple izdal prvega osebnega pametnega pomočnika z imenom
Siri. Uporabniki so se lahko z njim pogovarjali in tako pridobivali podatke o
vremenu, delnicah, ceni vstopnic ipd. Siri velja za prvega pomočnika, ki je
za delovanje uporabljal umetno inteligenco [4].
Danes lahko kontekstualne klepetalnike in pametne virtualne pomočnike
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(angl. intelligent virtual assistants) najdemo že skoraj povsod. Postali so del
našega vsakdana in včasih niti ne opazimo, da komuniciramo z napravo, in
ne s človekom. Ti pomočniki so v naših domovih navadno prisotni v različnih
multimedijskih napravah, ki jih vsakodnevno uporabljamo (računalnik, pa-
metni telefon, pametni televizor), in namenskih napravah (pametni zvočnik).
Z njimi se lahko pogovarjamo o vsakdanjih stvareh ali pa z njihovo pomočjo
opravljamo različna opravila. Pomočnika lahko povprašamo o vremenski na-
povedi s preprostim vprašanjem: “Kakšno vreme bo jutri v Ljubljani?” ali
pa ga prosimo, da nam zvečer, ko gremo spat, ugasne luči: “Prosim, ugasni
luči v sobi.” Virtualni pomočniki nam omogočajo, da stvari, za katere je
navadno treba uporabiti aplikacijo ali fizičen napor, naredimo kar z govorom
ali tekstovnim sporočilom v naravnem jeziku.
1.1 Pregled področja
Lastne virtualne pomočnike za pametni dom razvija veliko podjetij, med naj-
bolj znanimi so Alexa1 (Amazon), Siri2 (Apple), Google Assistant3 (Google),
Mycroft4 (Mycroft AI) in Cortana5 (Microsoft). Žal ti pametni asistenti ra-
zumejo zgolj omejeno število različnih jezikov. Pri nobenem od komercialnih
pomočnikov slovenščina še ni uradno podprta, pri tistih, ki omogočajo njeno
uporabo, pa se razumevanje navadno izvede tako, da je tekst uporabnika
pred obdelavo zgolj preveden v drug jezik, navadno v angleščino.
Zaradi velike popularnosti klepetalnikov in pametnih pomočnikov je na
voljo veliko ogrodij za njihov razvoj. Večina ogrodij omogoča razvoj in ob-
javo klepetalnika neposredno v oblaku ponudnika ali pa nudi zgolj povezavo
do vmesnika API. Manj je odprtokodnih ogrodij, ki omogočajo razvoj klepe-
talnikov z uporabo različnih orodij in programskih knjižnic. Greyling [5] je
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ocene za 5 kategorij (zrelost ekosistema, možnost grafičnega razvoja in po-
pravljanja asistenta, zmožnost NLU, skalabilnost in primernost za podjetja
ter cena). Glede na te metrike je za razvoj klepetalnikov predlagal uporabo
enega izmed treh orodij: IBM Watson [6], Rasa Open Source [7] ali Microsoft
Bot Network [8] + LUIS [9].
Perez-Soler in sodelavci so v raziskavi [10] pregledali 14 orodij in platform
za razvoj klepetalnikov. Določili so 26 tehničnih in 8 poslovnih metrik, ki so
jih združili v 11 kategorij, s katerimi so ocenili zmožnosti posameznega orodja.
Tehnične kategorije so zajemale procesiranje jezika, dialog, namestitev, sis-
temsko integracijo, razvoj in testiranje, izvedbo in varnost. Poslovne katego-
rije so vključevale organizacijske dejavnike, dejavnike, povezane z razvojem,
in operativne dejavnike. V posamezni kategoriji so izpostavili prednosti in
slabosti različnih ogrodij. Oblačno platformo Dialogflow so priporočili za ra-
zvoj, če razvijalec nima primerne infrastrukture za namestitev klepetalnika,
ogrodje Rasa pa za primer, ko razvijalec želi več nadzora nad uporabljenimi
pristopi in nadzor nad namestitvijo klepetalnika [10].
Velika pomanjkljivost vseh raziskav in primerjav ogrodij za razvoj kle-
petalnikov je, da ogrodja primerjajo za primer uporabe v angleškem jeziku.
Zato smo pri vseh pregledanih ogrodjih preverili tudi možnost uporabe slo-
venščine. Ugotovili smo, da je slovenščina privzeto podprta le v ogrodju
Rasa. Na platformi Dialogflow je mogoče izdelati slovenski klepetalnik, ven-
dar lahko pri razumevanju pride do napak, saj je cevovod za obdelavo in ra-
zumevanje jezika prilagojen za angleški jezik. Na platformi LUIS je mogoče
klepetalnik za slovenščino izdelati z uporabo prevajanja sporočil uporabnika
iz slovenščine v angleščino.
1.1.1 Dialogflow
Dialogflow platforma omogoča izdelavo in nadzor tekstovnega ali glasovnega
klepetalnika z uporabo grafičnega vmesnika v brskalniku. Klepetalnik ima
možnost povezave z različnimi kanali za sporočanje (Messenger, Slack, Te-
legram, Skype, Twillio ipd.), povezave prek vmesnika API in povezave z
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drugimi pametnimi asistenti (Alexa, Cortana, Google Assistant). Vsi klepe-
talniki, ki so izdelani s platformo Dialogflow, so nameščeni v oblaku in jih
ni mogoče namestiti na lastno strežnǐsko infrastrukturo. Platforma omogoča
brezplačno uporabo za določen čas. Nadaljnja uporaba se zaračuna glede na
porabo (angl. pay per request). Dialogflow agenti podpirajo 32 jezikov [11],
vendar med njimi ni slovenščine [12].
1.1.2 Rasa
Odprtokodno ogrodje Rasa je zbirka knjižnic Python, ki omogočajo izdelavo
kontekstualnih klepetalnikov in asistentov. Klepetalnike je mogoče z Raso
povezati prek vmesnika API v poljuben kanal za sporočanje in v druge pame-
tne asistente. Če določen kanal ni podprt, je mogoče zanj izdelati povezavo
po meri v programskem jeziku Python. Rasa ne nudi plačljivega gostovanja,
zato je za postavitev klepetalnika treba zagotoviti lastno strežnǐsko infra-
strukturo. Za nadzor nad delovanjem klepetalnika je na voljo spletni grafični
vmesnik. Za učenje jezikovnega modela za razumevanje naravnega jezika se
uporablja programski jezik Python. V primerjavi z ostalimi orodji Rasa pod-
pira največ jezikov, saj omogoča uporabo komponent, izdelanih po meri, s
katerimi je mogoče procesirati skoraj vse naravne jezike.
1.1.3 Klepetalniki v slovenščini
Na področju pametnega doma še ne obstaja veliko klepetalnikov oziroma
virtualnih pomočnikov. Našemu virtualnemu pomočniku je najbolj podobna
platforma Neo [13], ki deluje kot pomočnik v pametnem domu. Uporab-
nikom omogoča uporabo slovenščine za pridobivanje podatkov o vremenu in
sporedu ter glasovno upravljanje pametne televizije in drugih naprav iz inter-
neta stvari. Klasifikacijo namena in prepoznavo entitet izvaja s prepoznavo
vnaprej definiranih ključnih besed [14].
Šebjanič je v diplomskem delu [15] izdelal klepetalnik, ki je študentom
odgovarjal na vprašanja, povezana s snovjo pri predmetu OIS. Študenti so
1.2. PREDVIDENI PRISPEVKI MAGISTRSKEGA DELA 5
lahko s klepetalnikom komunicirali v slovenščini. Klepetalnik je namen upo-
rabnikov določil z ujemanjem regularnih izrazov in ključnih besed.
Eržen je v magistrskem delu [16] izdelal pametnega asistenta za predla-
ganje obrokov, v katerem je uporabil ogrodje Rasa. Ogrodje je uporabil
za prepoznavanje namena in entitet v stavku uporabnika. Pri izgradnji ni
uporabljal jezikovnih modelov ali jezikovnih vložitev za slovenščino.
Zorko je v diplomskem delu [17] izdelal klepetalnik z uporabo pravil.
Klepetalnik je v sporočilu prepoznal ključne besede, s katerimi je lahko določil
namen uporabnika. Klepetalnik je glede na namen izvedel akcijo, na besedilo
uporabnika pa ni odgovarjal.
1.2 Predvideni prispevki magistrskega dela
V delu bomo razvili slovenskega virtualnega pomočnika za pametni dom.
Uporabnik bo lahko s pomočnikom komuniciral s sporočili v slovenščini prek
različnih kanalov za sporočanje. Pomočnik bo vseboval različna znanja, ki
bodo uporabniku olaǰsala vsakdanja opravila in skrbela za njegovo dobro
počutje.
Pomočnik bo sestavljen iz dveh delov. Prvi del bo vključeval model
za razumevanje naravnega jezika (angl. natural language understanding –
NLU). Uporabljali ga bomo za klasifikacijo namena in prepoznavo entitet
v sporočilih uporabnika. Drugi del bo vključeval pogovorni model, ki bo
zadolžen za izbiro odgovorov pomočnika. Oba modela bosta pri svojem de-
lovanju upoštevala kontekst, ki ga bosta pridobila iz zgodovine pogovora.
Za razvoj modela NLU bomo uporabili različne že razpoložljive kompo-
nente iz ogrodja Rasa. Ogrodje ni optimizirano za procesiranje slovenščine,
zato bomo med razvojem optimalne rešitve v ogrodje vključili nove kompo-
nente, ki bodo prilagojene za slovenščino. Preizkusili bomo različne knjižnice
za obdelavo naravnega jezika in vektorske vložitve besed iz predhodno učenih
jezikovnih modelov. Z uporabo lastnih in že razpoložljivih komponent bomo





Vektorske vložitve so številski vektorji, ki se uporabljajo za predstavitev be-
sed. Z njimi lahko zajamemo pomen in semantične lastnosti posameznih
besed ter jih predstavimo z numerično vrednostjo. Vektorske vložitve so
lahko zgrajene na dva načina. V prvem načinu se vložitve gradijo na podlagi
frekvence besed. Drugi način deluje na podlagi napovedi, saj se za gradnjo
vektorskih vložitev uporabljajo nevronske mreže.
2.1 Vektorske vložitve na podlagi frekvence
Obstaja več različnih načinov gradnje vektorskih vložitev na podlagi fre-
kvence. Najenostavneǰsi način uporablja enoznačno kodiranje (angl. one-hot
encoding). Vsaka unikatna beseda v korpusu predstavlja eno vrednost v
vektorju. Vrednosti vložitev v vektorju označujejo besede, ki so v stavku,
in število njihovih ponovitev. Tak način predstavitve besed ni primeren za
korpuse z velikim številom unikatnih besed, saj imajo vektorji posameznih
stavkov veliko ničelnih vrednosti in zasedejo veliko prostora v pomnilniku
[18].
Drugi način uporablja TF-IDF, ki je nadgradnja preproste vektorizacije,
saj pri reprezentaciji posamezne besede upošteva celoten korpus. Največjo
težo daje besedam, ki se redko pojavijo in so prisotne v majhnem številu
7
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dokumentov [18].
Tretji način uporablja matrike sočasnosti (angl. co-occurrence matrix).
Uporabljajo se za predstavitev števila pojavitev dveh besed v enakem kon-
tekstu (stavku). Matrika je kvadratna in simetrična, red matrike je enak
številu unikatnih besed v korpusu [18].
2.2 Vektorske vložitve na podlagi napovedi
Vektorske vložitve na podlagi napovedi so postale zelo priljubljene po letu
2013, ko je Mitolov s sodelavci predstavil arhitekturo word2vec [19]. Ta ar-
hitektura uporablja model vreče zaporednih besed (angl. Continuous Bag
of Words – CBOW), ki za napovedovanje besede uporablja kontekst (sose-
dnje besede), in model preskočnega n-grama (angl. skip-gram), ki uporablja
trenutno besedo za napovedovanje sosednjih besed.
V naslednjih letih so za predstavitev vektorskih vložitev nastajali različni
novi modeli. GloVe [20] vektorske vložitve tako kot word2vec računa na
nivoju besed. FastText [21] je ena izmed nadgradenj arhitekture word2Vec,
ki vložitve računa na nivoju znakov. ELMo [22] je prvi model, ki za izračun
vektorskih vložitev upošteva tudi kontekst besed v stavku.
S pojavom transformerjev [23] je začelo število novih jezikovnih modelov
in arhitektur skokovito naraščati. Eden izmed prvih je bil BERT (Bidirec-
tional Encoder Representations from Transformers) [24]. V zadnjih letih je
nastalo veliko nadgradenj BERTa (DistilBert, RoBERTa itn.) in tudi novih
arhitektur (GPT-2, GPT-3, XLM, XLNet itn.). Zaradi velike količine učnih
podatkov, ki je potrebna za učenje teh modelov, so predhodno učeni modeli
na voljo le v najbolj pogosto uporabljenih in razširjenih svetovnih jezikih.
Jezikovni modeli za slovenščino so zgrajeni z uporabo arhitektur fastText
[25], ELMo [26], BERT [27] in RoBERTa[28]. V našem pomočniku smo





FastText se od word2vec razlikuje v izračunu vektorskih vložitev. Uporablja
reprezentacijo besed z n-grami na nivoju znakov (angl. character n-gram).
Posamezna beseda je seštevek vektorjev vseh n-gramov besede. Na primer
beseda “okno” (2.1) je predstavljena kot seštevek vektorjev vseh njenih n-
gramov. Znak < predstavlja začetek besede, znak > pa konec.
”<ok”, ”okn”, ”okno”, ”okno>”, ”kno”, ”kno>”, ”no>” (2.1)
FastText poskuša s takim načinom predstavitve besed preprečiti težave,
ki se pojavijo pri besedah, ki niso del korpusa (angl. out-of-vocabulary –
OOV), in izbolǰsati klasifikacijo namena v primeru napak pri zapisu.
Delovanje fastTexta lahko ponazorimo z izračunom vložitve za besedo
“klepetalnik”, ki je ni v modelu. FastText bo zaradi enakosti nekaterih n-
gramov izračunal podobno vektorsko vložitev, kot jo ima beseda “klepet”, ki
je vsebovana v jezikovnem modelu. Tako vrednost vložitve ne bo 0, ampak
bo predstavljena z vrednostmi n-gramov, ki so prisotni v modelu.
Vektorske vložitve FastText za slovenščino so bile zgrajene z uporabo
pristopa CBOW in znakovnih n-gramov dolžine 5 na podatkih iz baze Com-
monCrawl in člankov slovenske Wikipedije [25].
2.4 Transformerji
Transformerji so noveǰsa arhitektura nevronskih mrež, osnovana na meha-
nizmu pozornosti (angl. attention mechanism) [23]. Ta mehanizem omogoča
2https://huggingface.co/EMBEDDIA/crosloengual-bert
3https://huggingface.co/EMBEDDIA/sloberta
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računanje predstavitve vhoda in izhoda brez uporabe rekurenčnih nevronskih
mrež (angl. Recurrent Neural Network – RNN) ali konvolucije.
Transformer je sestavljen iz enkoderjev in dekoderjev. Enkoder in dekoder
sta v transormerju navadno povezana, vendar ju je mogoče uporabljati tudi
ločeno. Enkoder vzame vhodni niz in ga pretvori v neprekinjeno abstraktno
predstavitev, ki vsebuje vse naučene informacije (kontekst) o vhodu. Po-
zornost se za vsako besedo v vhodnem nizu izračuna ločeno, kar omogoča
vzporedno uporabo več enkoderjev in bolj učinkovito računanje za dalǰse
nize. Glavna naloga dekoderja je avtoregresivno generiranje izhodnega niza.
To pomeni, da pri generiranju nove besede v izhodu upošteva vse lastnosti
preteklih vhodov in že generiranih besed na izhodu [23].
2.4.1 BERT
BERT je jezikovni model, ki v svoji arhitekturi uporablja transformerje. Iz-
gradnja modela BERT poteka v dveh fazah. V fazi predhodnega učenja se
model uči z reševanjem različnih nalog na neoznačenih podatkih. V fazi pri-
lagajanja (angl. fine-tunning) model za učenje uporablja označene podatke.
V tej fazi je model usposobljen za opravljanje specifičnih nalog [24, 29].
V našem pomočniku smo uporabili večjezični jezikovni model CroSloEn-
gual BERT [30]. Model je bil predhodno učen in prilagojen za prepoznavo
imenovane entitete (angl. named entity recognition), označevanje besedne
vrste (angl. part-of-speech tagging) in razčlenitev odvisnosti besed (angl.
dependency parsing). Model je bil prilagojen za opravljanje teh nalog v
slovenskem, hrvaškem in angleškem jeziku.
2.4.2 RoBERTa
RoBERTa (A Robustly Optimized Bidirectional Encoder Representations
from Transformers) je nadgradnja jezikovnega modela BERT. Avtorji arhi-
tekture RoBERTa so ugotovili, da je bilo za predhodno učenje modela BERT
[24] uporabljeno premalo učnih podatkov (16 GB), zato so za učenje modela
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RoBERTa uporabili 10-krat več učnih podatkov (160 GB), s tem pa tudi
podalǰsali čas učenja. Pri učenju so uporabili večje serije (angl. batch) in
dalǰse sekvence. RoBERTa se od modela BERT razlikuje tudi pri določenih
hiperparametrih. RoBERTa namesto statičnega vzorca maskiranja upora-
blja dinamično spreminjanje vzorca, poleg tega pa ne izvaja napovedovanja
naslednje povedi (angl. Next Sentence Prediction – NSP) [31].
V našem pomočniku smo uporabili model SloBERTa [28]. Model je osno-
van na arhitekturi CamemBERT, ki se od arhitekture RoBERTa razlikuje v
tokenizatorju in v uporabi maskiranja celotnih besed [32]. Za učenje modela
SloBERTa je bil uporabljen korpus s 3,47 milijarde žetonov [28].
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Poglavje 3
Pridobivanje podatkov
V virtualnem pomočniku smo implementirali različna znanja, ki so za pra-
vilno delovanje potrebovala podatke. Te podatke smo pridobili iz različnih
virov in jih prilagodili glede na lastnosti kanala za sporočanje. Podatke za
pomočnika smo pridobivali iz tekstovnih datotek, prek programskih vmesni-
kov in z uporabo fokusiranih spletnih pajkov.
3.1 Spletni viri
Spletni viri (angl. web feeds) se uporabljajo za pridobivanje povzetkov vsebin
iz strukturiranih spletnih strani, najpogosteje blogov. Spletne vire je mogoče
zapisati v različnih oblikah in različicah. Večina različic temelji na zapisu
z razširljivim označevalnim jezikom (angl. Extensible Markup Language –
XML). Od leta 2017 naprej pa se za zapis uporablja tudi format JSON Feed
[33]. V našem delu smo podatke pridobivali iz spletnih virov, ki za zapis upo-
rabljajo protokola zares preprosto zlaganje (angl. Really Simple Syndication
– RSS) [34] in Atom [35].
Podatke o novicah smo pridobivali s spletnega portala MMC RTV Slove-
nija. Spletni vir za novice1 je zapisan s standardom RSS 2.0. Del spletnega
vira, ki prikazuje zapis novice, je prikazan v kodi 3.1. Vsebuje naslov novice,
1Dostopen na naslovu https://img.rtvslo.si/feeds/00.xml
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datum in čas objave, povezavo do prispevka na spletni strani, opis in pove-
zavo do naslovne fotografije. Za razčlenjevanje datoteke XML smo uporabili
knjižnico BeautifulSoup [36]. Podatki o najbolj branih novicah v spletnem
viru niso dostopni, zato smo jih pridobivali neposredno na portalu MMC2
enkrat dnevno. Napisali smo kratek program, ki obǐsče spletno stran v mini-
miziranem brskalniku (angl. headless browser) z uporabo knjižnice Selenium
Webdriver in iz HTML-datoteke spletne strani razčleni identifikatorje naj-
bolj branih novic. Vse podatke smo sproti shranjevali v podatkovno bazo
PostgreSQL.
1 <item>
2 <title>Vallerand zrežiral zmago Olimpije, Jezovšek junak v Val Gardeni</
title>






7 <![CDATA[Marc-Olivier Vallerand, ki je pred mesecem dni prišel v
Tivoli, se je izkazal za pravega asa iz rokava Jožeta Kovača.
Izjemni Kanadčan je štiri minute pred koncem zagotovil Olimpiji




Koda 3.1: Zapis novice iz spletnega vira MMC RTV Slovenija.
Podatke o prometnih informacijah smo pridobivali s portala promet. Sple-
tni vir prometnega poročila3 je zapisan v standardu Atom.
Za preverjanje, ali so na spletnem viru nove novice ali prometne infor-
macije, smo uporabili znački ETag [37] in Last-Modified [38]. Ti dve znački
2Statistika najbolj branih novic je dostopna na URL naslovu:
https://www.rtvslo.si/najbolj-brane
3Dostopen je na naslovu http://www.promet.si/dc/PROMET.STANJE.PP.RSS.SL
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sta zapisani v glavi HTTP odgovora spletnega vira in se spremenita v pri-
meru sprememb njegove vsebine. To nam omogoča, da na strežnik pošljemo
zahtevek, ki ima v glavi zapisano vrednost značke ETag/Modified. Če vir
ni bil spremenjen, bo strežnik odgovoril s sporočilom “304 Not Modified”.
V nasprotnem primeru bo poslal spletni vir s posodobljenimi podatki. To
upravljavcu strežnika omogoča manǰso porabo pasovne širine v primeru, da
spletni vir ni bil posodobljen. Nam pa omogoča, da poizvedbe na strežnik
pošiljamo pogosteje in tako prej prejmemo posodobljene podatke.
3.2 Pridobivanje podatkov o sporedu
Za spored televizijskih programov nismo našli primernega spletnega vira ali
vmesnika API, zato smo se odločili, da bomo te podatke pridobivali s spletnih
strani. Implementirali smo fokusiranega spletnega pajka, ki je enkrat dnevno
zajel vse nove podatke, objavljene na spletnem portalu Siol4. Portal vsebuje
informacije o sporedu za 231 različnih programov. Naslovi URL strani, s
katerih smo pridobivali podatke, so sestavljeni po vnaprej določenih pravilih.
Pajka smo zato nastavili tako, da je dostopal zgolj do strani, ki so vsebovale
najnoveǰse podatke o sporedu. Za vsak program smo pridobili imena oddaj
čez celoten dan, za posamezno oddajo pa slovenski naslov oddaje, izvirni
naslov oddaje (če se razlikuje od slovenskega), uro začetka in konca oddaje,
opis, kategorijo, povezavo do zapisa na spletu in naslovno fotografijo. Po-
datke smo s spletne strani razčlenjevali z uporabo knjižnice BeautifulSoup in
jih shranili v bazo PostgreSQL.
3.3 Pridobivanje podatkov o vremenu
Vremenske podatke je mogoče pridobiti iz spletnih virov in različnih vmesni-
kov API. Agencija Republike Slovenije za okolje ponuja osnovne vremenske
podatke v oblikah XML, RSS in HTML za 20 vremenskih postaj v Slove-
4Spored za prihodnje štiri dni je objavljen na spletni strani https://tv-spored.siol.net/
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niji. Z njihove spletne strani smo pridobivali tekstovno vremensko napoved
za Slovenijo.
Za podatke o trenutnih vremenskih razmerah v krajih po Sloveniji pa smo
morali poiskati drugega ponudnika vremenskih podatkov, ki ponuja podatke
za več slovenskih krajev. Odločili smo se za OpenWeatherMap [39], ki nudi
vremenske podatke in napovedi za 350 slovenskih mest. Za pridobivanje po-
datkov smo uporabili API, s katerim je mogoče pridobiti trenutne vremenske
razmere in napovedi za en teden vnaprej. Zahtevke za podatke smo sproti
pošiljali na vmesnik API in jih nismo shranjevali v bazo. Podatki so bili
zapisani v formatu JSON.
3.4 Storitev za periodično posodabljanje po-
datkov
Podatki, ki smo jih uporabljali za generiranje sporočil pomočnika, so se spre-
minjali, zato jih je bilo treba redno posodabljati. V ta namen smo ustvarili
storitev za posodabljanje podatkov, ki je ob različnih časovnih intervalih
sprožila izvajanje funkcij za posodobitev podatkov.
Pri podatkih o vremenu, novicah in prometu je zelo pomembna njihova
ažurnost. Zato smo se odločili, da spletni vir za promet preverimo vsakih 10
minut in ga posodobimo, če se značka ETag razlikuje od preǰsnjih zahtevkov.
Spletni vir za novice smo preverjali vsakih 15 minut in ga posodobili, če se
je razlikovala HTTP-značka Last-Modified.
Podatki o sporedu se na spletni strani Siol spreminjajo enkrat na dan
in so na voljo za štiri dni vnaprej. Spored za nov dan je dodan ob 24.00,
zato smo pajka poganjali ponoči. Zbirali smo podatke za 100 TV-programov.
Pajek je med posameznimi zahtevki počakal pet sekund in s tem zmanǰsal
svojo obremenitev strežnika. Povprečen čas pridobivanja podatkov za en dan
sporeda je bil pet ur.
Poglavje 4
Ogrodje Rasa
Rasa je odprtokodno ogrodje za razvoj kontekstualnih klepetalnikov [40].
Sestavljeno je iz dveh orodij. Orodje Rasa Open Source je zadolženo za ob-
delavo in razumevanje naravnega jezika ter nadzorovanje dialoga (angl. dialo-
goue management). Vsebuje različne metode strojnega učenja, ki omogočajo
razvoj pogovornih in jezikovnih modelov. Drugo orodje je Rasa X. Omogoča
lažji razvoj in nadgradnjo asistentov, izdelanih z Rasa Open Source.
Rasa Open Source vsebuje različne knjižnice, s katerimi je mogoče ob-
delati sporočila uporabnikov in prepoznati njihov namen ter ključne besede
(entitete). Omogoča uporabo različnih že razpoložljivih komponent za ob-
delavo sporočil v različnih jezikih. V orodje je mogoče dodati tudi zunanje
komponente, ki smo jih implementirali sami.
Poenostavljeno delovanje ogrodja na primeru obdelave uporabnikovega
sporočila je predstavljeno na sliki 4.1. Ko uporabnik pošlje sporočilo, mora
pomočnik vsebino sporočila najprej obdelati, da lahko v njem prepozna enti-
tete in klasificira namen. Te podatke nato shrani v sledilnik oziroma sledilni
objekt (angl. tracker object). Vsak pogovor v pomočniku ima svoj sledilni
objekt, ki se ustvari na začetku seje. V njem so shranjeni vsi dogodki in sta-
nja, ki se zgodijo med pogovorom. V sledilniku so shranjene tudi vrednosti v
režah (angl. Slots) po sistemu ključ-vrednost (angl. key-value store). Rasa
uporablja ključe in njihove vrednosti za shranjevanje konteksta v pogovoru.
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Dogodki iz sledilnika so nato poslani v odločanje k politikam pogovora. Po-
litike določijo najprimerneǰso akcijo, ki je nato uporabljena za odgovor upo-
rabniku. Akcija lahko med izvedbo dostopa do sledilnika, ki vsebuje pretekle
informacije iz pogovora (preǰsnji nameni, entitete, spremenljivke, preǰsnje
akcije). Akcija ne more neposredno spreminjati podatkov v sledilniku, lahko
pa z različnimi dogodki (SlotSet, AllSlotsRest, Restarted itn. [41]) sproži
posodobitev sledilnika. Po izvedbi akcije se vsi podatki shranijo v sledilnik,
uporabniku pa je poslan odgovor.
Slika 4.1: Poenostavljena arhitektura ogrodja Rasa [40]. 1. Prejem
sporočila uporabnika, prevajalnik iz njega izvleče namen, entitete in druge
lastnosti besed. 2. Prevajalnik pošlje pridobljene podatke v sledilnik, ki
shrani novo stanje pogovora. 3. Trenutno stanje pogovora je poslano vsem
politikam pogovora. 4. Vse politike predlagajo naslednjo akcijo. 5. Izbrana
akcija se shrani v sledilnik. 6. Odgovor je poslan uporabniku [40].
V 4. in 5. poglavju bomo predstavili ključne sestavne dele ogrodja Rasa
in njihovo uporabo v naši implementaciji virtualnega pomočnika. Podatke,
na katere se sklicujemo v teh dveh poglavjih, smo pridobili v dokumentaciji,
ki je dostopna na spletni strani [42].
4.1 Domena
V datoteki, ki definira domeno, se zapisane vse definicije, ki jih asistent po-
trebuje za pravilno delovanje. V njej so definirani vsi nameni, entitete, imena
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ključev, obrazci, odgovori in akcije, ki jih klepetalnik uporablja med delova-
njem. V domeni je mogoče nastaviti tudi čas trajanja seje in določiti, ali se
ključi in njihove vrednosti (kontekst) prenašajo iz seje v sejo ali pa se posa-
mezne seje obravnavajo kot ločeni pogovori. Vse konfiguracijske datoteke in
učni podatki, ki jih ogrodje Rasa potrebuje za izgradnjo modela, so zapisani
v formatu YAML [43].
4.2 Akcije
Akcija je lahko stavek ali po meri izdelana funkcija, ki se izvede po vsakem
sporočilu uporabnika. Klepetalnik lahko pri izboru akcije upošteva različne
pogovorne politike. V Rasi obstajajo štirje tipi akcij.
Odgovori (angl. Responses) so preprosta predpripravljena sporočila, ki
jih klepetalnik pogosto uporablja pri komunikaciji z uporabnikom.
Akcije po meri (angl. Custom Actions) so posebne funkcije, ki lahko
izvajajo programsko kodo. Ob izvedbi take akcije lahko klepetalnik pridobi
podatke iz baze ali vmesnika API in sporočilo akcije prilagodi glede na po-
datke v pogovoru.
Obrazci (angl. Forms) so poseben tip po meri izdelanih akcij. Z njimi
lahko klepetalnik na strukturiran način od uporabnika pridobi vse informa-
cije, ki jih potrebuje za izvedbo akcije.
Zadnji tip akcij so privzete akcije (angl. Default Actions). Te akcije
so že implementirane v ogrodju in se izvedejo v vnaprej določenih situacijah.
Delovanje teh akcij je mogoče tudi prilagoditi.
V našem pomočniku smo obrazce uporabili pri vseh znanjih, ki so vključevala
več zaporednih akcij. Obrazec, ki smo ga definirali za pridobivanje podatkov
za kreacijo opomnika, je prikazan v kodi 4.1. Obrazec se aktivira, ko upo-
rabnik izrazi namen za ustvarjanje opomnika. Pomočnik nato uporabnika
sprašuje po različnih podatkih (ime opomnika, datum in čas). Obrazec se
deaktivira, ko uporabnik pomočniku pravilno poda vse informacije. Upo-
rabnik lahko med izpolnjevanjem obrazca postavlja tudi druga vprašanja, ki
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niso nujno povezana s tematiko pogovora. Na ta vprašanja mu pomočnik
odgovori, nato pa začne uporabnika ponovno spraševati po manjkajočih po-
datkih.
1 reminder form:
2 reminder date: # datum opomnika
3 - entity: date number
4 type: from entity
5 - entity: day
6 type: from entity
7 reminder name: # ime opomnika
8 - not intent:
9 - stop
10 type: from text
11 reminder time: # čas opomnika
12 - entity: time number
13 type: from entity
Koda 4.1: Primer obrazca za kreacijo opomnika.
Skupno smo v pomočniku definirali štiri obrazce: obrazec za ustvarjanje
opomnika, obrazec za ustvarjanje seznama, obrazec za urejanje seznama in
obrazec za šale.
4.3 Učni podatki
Ogrodje Rasa za učenje pogovornih modelov in modelov za razumevanje je-
zika potrebuje veliko učnih podatkov. Za učenje modela NLU je treba defi-
nirati primere sporočil uporabnikov za vse namene, za katere želimo, da jih
pomočnik prepozna. Namen je lahko neka stvar, ki jo uporabnik želi pove-
dati, ali vprašanje, na katerega želi odgovor (na primer pozdrav, vremenska
napoved). Za učenje modela NLU so potrebni označeni primeri dejanskih
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stavkov, ki jih uporabniki uporabljajo med pogovorom s pomočnikom. V
kodi 4.2 je prikazan del označenih podatkov, ki smo jih v pomočniku upora-
bili za prepoznavanje namena napovedi vremena.
1 = intent: weather forecast # ime namena
2 examples: | # učni podatki z označenimi entitetami
3 - kakšno vreme bo v [četrtek](day)
4 - kakšno vreme bo [jutri](day) v [Kopru](location)
5 - vreme v [Vipavi](location) [jutri](day)
6 - Kakšno vreme bo v [četrtek](day) v [Tolminu](location)?
7 - vremenska napoved za [Ajdovščino](location)?
Koda 4.2: Učni podatki za namen napovedi vremena.
Pomočnik je skupno podpiral 36 različnih namenov in 15 podnamenov,
ki so bili zapisani v 1.087 primerih stavkov. Vsi podprti nameni, njihov opis,
uporabljene entitete in nekateri primeri sporočil so predstavljeni v prilogi A.
4.3.1 Entitete
Entitete so besede v stavku, ki so pomembne za delovanje pomočnika. Po-
magajo pri razumevanju stavka in vplivajo na izvedbo akcij. Razberemo jih
lahko na dva načina: z uporabo modela strojnega učenja ali z regularnimi
izrazi. Za entitete, ki jih želimo prepoznati z uporabo regularnih izrazov, ne
potrebujemo učnih podatkov. Tak način določanja entitet je najbolj upo-
raben pri razpoznavi časa, količin in drugih podatkov, ki se pojavljajo v
določenih vzorcih.
Za izgradnjo modela za prepoznavo entitet je treba zagotoviti čim večje
število označenih učnih podatkov. Pomembno je, da so te entitete zapisane
v primerih dejanskih stavkov, ki jih bodo uporabniki uporabljali za komuni-
kacijo s klepetalnikom.
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4.3.2 Sinonimi
Entitete, ki imajo enak pomen, so lahko zapisane na različne načine in v
različnih oblikah. Sinonimi nam omogočajo, da različne oblike določene en-
titete pretvorimo v enotno obliko.
Naš pomočnik je omogočal iskanje po televizijskih programih, ki jih je
mogoče zapisati na različne načine: slo 1, tv slo 1, slovenija 1, prvi program.
Z uporabo sinonimov smo lahko vse te vrednosti spremenili v TV SLO 1 in
to vrednost uporabili za pridobivanje podatkov o programu.
4.3.3 Iskalne tabele
Če imamo večje število primerov zapisa ene entitete in ne želimo vseh de-
finirati v učnih podatkih, lahko za zapis teh podatkov uporabimo iskalne
tabele (angl. lookup table). Iskalne tabele so seznami različnih vrednosti
neke entitete. Vrednosti v iskalnih tabelah se pri gradnji modela uporabijo
za izgradnjo regularnih izrazov.
V pomočniku smo v iskalnih tabelah definirali imena televizijskih progra-
mov in imena lokacij, za katere so dostopni vremenski podatki.
4.3.4 Zgodbe
Zgodbe so učni podatki, ki se uporabljajo za učenje pogovornega modela. V
njih so zapisani primeri pogovora med pomočnikom in uporabnikom. Upo-
rabnikova sporočila so zapisana z imeni namenov, odgovori pomočnika pa z
imeni akcij. V zgodbah ni pomembna vsebina stavka, ki ga je zapisal upo-
rabnik, ampak le namen in entitete, ki so bile v stavku. To nam omogoča, da
pogovorni model naučimo, da se enako odzove na različne stavke, ki imajo
enak namen, oziroma svoj odziv prilagodi glede na vrsto entitete, vsebovane
v stavku. Koda 4.3 prikazuje primer zgodbe za ustvarjanje opomnika.
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1 = story: Ustvari opomnik # ime zgodbe
2 steps:
3 - intent: create reminder # ime namena
4 - action: reminder form # ime akcije
5 - active loop: reminder form # obrazec
6 - slot was set:
7 - requested slot: reminder name
8 - intent: affirm
9 - action: reminder form
10 - slot was set:
11 - reminder name: Zobozdravnik
12 - slot was set:
13 - requested slot: reminder date
14 - intent: enter data # ime namena in entitete
15 entities:
16 = date number: 15. 2.
17 = time number: 13:30
Koda 4.3: Primer zgodbe za kreacijo opomnika. Pod poljem intent je
zapisano ime namena in entitet, ki so v stavku. Pod poljem action so
zapisana imena odzivov in akcij. V polju slot was set so zapisani ključi in
njihove vrednosti. Pod poljem active loop je zapisano ime trenutno aktivnega
obrazca.
Obstaja tudi posebna oblika zgodb, v katere se zapisujejo pravi primeri
sporočil. Z vključevanjem takih zgodb lahko pomočnika naučimo, da se v
določenem kontekstu na neki stavek vedno odzove enako, ne glede na namen,
ki ga je določil v stavku. Tak način obravnave sporočil uporabnika je smiseln
v primerih, ko je namen izražen posredno in je razumljiv zgolj iz konteksta
pogovora. V zgodbi 4.4 uporabnik najprej izrazi namen za napoved vremena,
zatem pa ga zanima še trenutno vreme.
”
Kaj pa zdaj?“v tem primeru pomeni
trenutno vreme, v drugem kontekstu pa bi uporabnika lahko zanimalo, koliko
24 4. OGRODJE RASA
je ura ali kaj se trenutno predvaja po televiziji.
1 = story: Trenutno vreme + napoved
2 steps:
3 - intent: weather forecast
4 entities:
5 - location: Ljubljana
6 - day: jutri
7 - action: action weather forecast
8 - user: "Kaj pa zdaj?"
9 - action: action weather current
Koda 4.4: Primer posebne zgodbe, ki vključuje dejanski stavek uporabnika.
Skupno smo v pomočniku definirali 128 zgodb. Z njimi smo definirali
tipične poteke pogovorov med uporabniki in pomočnikom. Za vsa znanja smo
definirali “vesele poteke zgodb”. Te zgodbe opisujejo potek pogovora, v kate-
rem uporabnik vedno poda sporočilo s pričakovanim namenom. V določenih
primerih uporabniki izražajo tudi druge namene (vprašanja, splošen po-
govor). To so sporočila, ki jih pomočnik v določenem delu pogovora ne
pričakuje, zato v takih primerih ni prepričan, katero akcijo naj izbere kot
odziv. Te zgodbe so opisane v “žalostnem poteku zgodb”. Take zgodbe je
zelo težko predvideti vnaprej, zato smo jih v pomočnika dodajali sproti iz
realnih pogovorov s testnimi uporabniki.
4.3.4.1 Pravila
Posebna oblika zgodb so pravila. S pravili lahko določimo kratko zaporedje
akcij in namenov, ki se vedno izvedejo v enakem vrstnem redu, ne glede na
kontekst v pogovoru. Bolj kompleksna pravila lahko vsebujejo tudi pogoje,
ki morajo biti izpolnjeni, da se pravilo upošteva pri izbiri naslednje akcije.
Koda 4.5 prikazuje pravilo, ki se upošteva zgolj na začetku pogovora med
pomočnikom in uporabnikom. Skupno smo v pomočniku definirali 22 pravil.
4.4. CEVOVOD ZA OBDELAVO IN RAZUMEVANJE NARAVNEGA
JEZIKA 25
1 = rule: Pozdravi uporabnika # ime pravila
2 conversation start: True # pogoj začetek pogovora
3 steps:
4 - intent: greet # namen
5 - action: utter greet # akcija
Koda 4.5: Pravilo za pozdrav uporabnika s pogojem.
4.4 Cevovod za obdelavo in razumevanje na-
ravnega jezika
Najpomembneǰsi del vsakega programa, ki uporablja naravni jezik, je ob-
delava in razumevanje jezika. Rasa Open Source vsebuje različne predpri-
pravljene knjižnice in komponente za obdelavo jezika ter učenje jezikovnih
modelov. V cevovodu NLU so definirane vse komponente, ki jih ogrodje upo-
rablja za procesiranje uporabnǐskih sporočil, klasifikacijo namena in razpo-
znavo entitet. Ogrodje vsebuje številne predpripravljene komponente, ki jih
lahko razdelimo v štiri kategorije: tokenizacija, izgradnja vektorjev značilk,
klasifikacija namena in razpoznava entitet [44].
V začetni fazi razvoja smo uporabili predpripravljen cevovod [45] s kom-
ponentami, ki so primerne za razvoj osnovnega asistenta v slovenskem je-
ziku. V kasneǰsih fazah implementacije smo poskušali pomočnika izbolǰsati
z vključitvijo komponent, ki so bile pripravljene posebej za obdelavo sloven-
skega jezika. V osnovni konfiguraciji izbolǰsanega cevovoda, ki je predstavljen
v kodi 4.6, smo uporabili osem komponent.
1 language: sl
2 pipeline:
3 - name: custom components.classla tokenizer.ClasslaTokenizer
4 - name: RegexFeaturizer
5 - name: LexicalSyntacticFeaturizer
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6 "features": [
7 [ "low", "title", "upper" ],
8 [ "BOS", "EOS", "low", "upper", "title", "digit", "pos" ],
9 [ "low", "title", "upper" ]]
10 - name: CountVectorsFeaturizer
11 - name: CountVectorsFeaturizer
12 analyzer: "char_wb"
13 min ngram: 1
14 max ngram: 4
15 - name: DIETClassifier
16 epochs: 200
17 - name: EntitySynonymMapper
18 - name: ResponseSelector
19 epochs: 100
20 retrieval intent: chitchat
21 scale loss: false
22 - name: FallbackClassifier
23 threshold: 0.6
Koda 4.6: Osnovna konfiguracija cevovoda NLU virtualnega pomočnika
brez uporabe predhodno učenih jezikovnih modelov.
4.4.1 Tokenizacija
Na začetku vsakega cevovoda za obdelavo jezika je treba vhodno besedilo
najprej pretvoriti v manǰse enote, ki jih imenujemo žetoni (angl. tokens).
Navadno je žeton beseda, sestavljena iz črk, lahko pa vsebuje tudi druge
znake in številke [46]. Pravila, s katerimi je vhodni tekst ločen na posamezne
žetone, so določena v komponenti za tokenizacijo. Zaradi različnih lastnosti
jezikov je zelo pomembno, kakšen tokenizator uporabimo. Najpreprosteǰsi
tokenizator za ločevanje posameznih žetonov uporablja presledke med bese-
dami (angl. whitespace tokenizer). Tak način tokenizacije je primeren le za
4.4. CEVOVOD ZA OBDELAVO IN RAZUMEVANJE NARAVNEGA
JEZIKA 27
jezike s presledki, ni pa primeren za jezike, ki besede zapisujejo z logogrami
(kitaǰsčina) ali ideogrami (japonščina). Uporaba preprostega tokenizatorja
je smiselna, kadar nam je najbolj pomembna hitrost procesiranja besedila.
Če na besedilu izvajamo tudi morfološko analizo, segmentacijo stavkov ali
lematizacijo, je pomembno, da uporabimo tokenizator, ki je bil uporabljen
za izgradnjo modelov, ki opravljajo analizo besed in stavkov.
V našem cevovodu smo preizkusili štiri različne tokenizatorje: tokenizator
s presledki, tokenizator iz knjižnice spaCy, tokenizator iz knjižnice Stanza [47]
in njegovo slovensko nadgradnjo CLASSLA [48]. Stanza, CLASSLA in spaCy
lahko poleg tokenizacije iz stavkov razberejo tudi morfološke značilnosti in
prepoznajo imenovane entitete (angl. named entity recognition) ter določijo
lematizirano obliko besed. Za spaCy nismo našli primernih jezikovnih mo-
delov za slovenščino, zato ta knjižnica ni bila primerna za uporabo v našem
cevovodu. V končni implementaciji smo uporabili knjižnico CLASSLA, saj
njeni modeli za slovenščino dosegajo večjo natančnost kot Stanza [48].
Komponenta za tokenizator CLASSLA v Rasi ne obstaja, zato smo jo
morali implementirati sami. CLASSLA poleg tokenizacije določi tudi lemo
in univerzalno besedno vrsto (angl. Part-of-Speech) [49] žetona. Preizku-
sili smo tudi model za prepoznavo imenovane entitete za kraje v Sloveniji.
CLASSLA uspešno prepozna kraje, ki so zapisani z eno besedo. Težave ima
pri prepoznavi krajev, ki jih sestavlja več besed, zato te funkcionalnosti nismo
uporabili.
4.4.2 Vektorji značilk
Naslednje komponente v cevovodu so zadolžene za izdelavo besednih značilk
iz žetonov, ki jih določi tokenizator. Besedne značilke so lahko goste ali
redke. Redke značilke so sestavljene iz enodelnega kodiranja (angl. one-hot
encoding) in večdelnega kodiranja besed (angl. multi-hot encoding) na zna-
kovnem nivoju n-gramov. Goste značilke so pridobljene iz besednih vložitev
besed v predhodno učenih jezikovnih modelih. V našem cevovodu smo upo-
rabili štiri različne komponente za izgradnjo vektorskih vložitev:
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 RegexFeaturizer omogoča izdelavo reprezentacije teksta uporabnika
z uporabo regularnih izrazov. Izhod te komponente je vektor, v katerem
vsako pravilo predstavlja eno vrednost. To omogoča preprosto zaznavo
določenih namenov in entitet v stavku.
 LexicalSyntacticFeaturizer ustvari leksikalne in sintaktične značilke,
ki se uporabljajo za lažjo prepoznavo entitet. Pri izračunu značilk za
posamezen žeton se lahko upošteva položaj žetona v stavku in lastnosti
sosednjih žetonov. Vse lastnosti, ki smo jih opazovali v naši kompo-
nenti, so predstavljene v tabeli 4.1.
 CountVectorsFeaturizer. Prva instanca te komponente ustvari be-
sedne vložitve na nivoju besed z uporabo modela vreče besed (angl.
bag-of-words) [50]. Pri izgradnji vektorja uporablja lematizirano obliko
žetona, ki jo je določil tokenizator. V drugi instanci se vektorske
vložitve gradijo na nivoju znakov. Uporabili smo privzeto nastavitev,
ki besede razdeli na dele s po štirimi znaki (n-gram 4). Ta komponenta
nam omogoča, da prepoznamo namen stavka, tudi če se uporabnik
zmoti pri zapisu besede.
Tabela 4.1: Leksikalne in sintaktične značilnosti besed
Ime značilke Opis
BOS Preveri, ali je žeton na začetku povedi.
EOS Preveri, ali je žeton na koncu povedi.
low Preveri, ali je žeton zapisan z malimi črkami.
upper Preveri, ali je žeton zapisan z velikimi črkami.
title
Preveri, ali se žeton začne z veliko
začetnico, in nadaljuje z malimi črkami.
digit Preveri, ali žeton vsebuje zgolj številke.
pos Besedna vrsta žetona.
Poleg besednih vektorjev se lahko v Rasi uporabljajo tudi vektorske vložitve
celotnih stavkov. Sestavljene so iz redkih in gostih značilk žetonov. Redke
vložitve stavka so zgrajene iz seštevka vseh redkih besednih značilk. Goste
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značilke stavka so lahko seštevek ali povprečje gostih značilk žetonov ali pa
kontekstualne reprezentacije celotnega stavka [44].
4.4.3 Klasifikacija namena
Rasa uporablja namene za definiranje različnih kategorij sporočil uporabni-
kov. Posamezno sporočilo lahko vsebuje več kot en namen. Pravilna klasifi-
kacija namena je zelo pomembna, saj se ta nato uporabi v politikah dialoga,
ki so zadolžene za napovedovanje naslednje akcije. V našem cevovodu smo
zato poleg klasifikatorja namena uporabili tudi komponento, ki potrdi upo-
rabnikov namen v primeru, da je zaupanje v napoved manǰse od določene
meje.
4.4.3.1 DIET
DIETClassifier je najpomembneǰsa komponenta v našem cevovodu, ki hkrati
izvaja klasifikacijo namena in prepoznavanje entitet. Komponenta je zgra-
jena iz arhitekture dvojni transformer namen-entiteta (angl. Dual Intent
Entity Transfomer – DIET) [51]. DIET je sestavljen iz različnih modular-
nih delov, ki jih je mogoče enostavno prilagoditi in optimizirati z različnimi
hiperparametri.
Za določanje namena DIET uporablja redke in goste vektorske vložitve
žetonov ter vektorsko vložitev celotnega sporočila. Goste značilke so prido-
bljene iz vektorskih vložitev prednaučenih jezikovnih modelov (BERT [24],
fastText [21], GloVe [20] ipd.).
Redke in goste značilke se najprej združijo v usmerjeni (angl. feed-
forward) nevronski mreži v 256-dimenzionalni vektor. Vsi vektorji z bese-
dnimi vložitvami posameznih žetonov in vektor z vložitvijo sporočila nato
potujejo skozi dvoplastni transformer, kjer so dopolnjeni z informacijami o
kontekstu posameznih besed. Posodobljeni vektorji se uporabijo za razpo-
znavo entitet in klasifikacijo namena.
Posodobljeni vektorji besednih vložitev in posodobljen vektor vložitve
sporočila so združeni v enojnem semantičnem vektorskem prostoru. Kla-
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sifikacija namena se računa z iskanjem podobnosti med tem vektorjem in
vložitvami namenov, ki so definirani v pomočniku, z uporabo algoritma,
osnovanega na modelu StarSpace [52]. Razpoznava entitet se za vsak žeton
posebej izvaja v pogojnem naključnem polju (angl. conditional random field
– CRF) [53].
Arhitektura DIET omogoča učenje modela tudi z uporabo skrivanja (angl.
masking) žetonov. Pri učenju modela je do 15 % žetonov v stavku zakritih,
njihove vložitve pa so zamenjane z drugačnimi vrednostmi. To omogoča
izgradnjo bolj splošnega modela za klasifikacijo namena [51].
4.4.3.2 Nadomestni klasifikator
Med interakcijo s pomočnikom uporabniki pošiljajo zelo različna sporočila.
Ta sporočila v večini predstavljajo namene, ki jih zna pomočnik uspešno
prepoznati. V določenih primerih pa se lahko zgodi, da pomočnik sporočila
ne zna klasificirati. Vzroki za neuspešno prepoznavo namena so lahko zelo
različni: klepetalnik ima premalo učnih primerov za določen namen, uporab-
nik pri zapisu sporočila naredi slovnično napako, uporabnik pošilja sporočila,
ki jih znanja klepetalnika ne pokrivajo, ali pa je sporočilo dvoumno in se ga
lahko klasificira v različne namene.
Za reševanje takih težav smo v cevovod vključili komponento Fallback-
Classifier. Komponenta hkrati opravlja dve nalogi. Če je mera zaupanja
v klasifikacijo določenega namena manǰsa od 0,3, bo komponenta sprožila
napoved akcije, ki bo uporabnika prosila za potrditev namena. Uporabnik
lahko namen potrdi ali zavrne. Če uporabnik namen potrdi, se namen shrani
v sledilni objekt z visokim zaupanjem in se upošteva pri nadaljnjem poteku
pogovora. Če uporabnik namen zavrne, ga bo pomočnik prosil, naj pre-
oblikuje svoj stavek. Postopek se ponavlja, dokler pomočnik ne prepozna
namena v stavku z dovolj veliko mero zaupanja.
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4.4.4 Prepoznava entitet
Entitete lahko vplivajo na klasifikacijo namena, pomembne pa so tudi pri
izvedbi akcij. Za prepoznavanje in ekstrakcijo entitet smo uporabili tri kom-
ponente. Delovanje klasifikatorja DIET smo predstavili že v poglavju 4.4.3.1.
RegexEntityExtractor omogoča pridobivanje entitet z uporabo iskalnih tabel
in regularnih izrazov, ki so definirani v učnih podatkih. EntitySynonymMa-
pper omogoča preoblikovanje prepoznanih entitet v enotno obliko z uporabo
sinonimov.
4.4.5 Izbirnik odziva
Uporaba izbirnika odziva je smiselna za preproste namene, ki ne vključujejo
entitet in ne potrebujejo konteksta iz preǰsnjih sporočil uporabnika. Za te pre-
proste namene lahko določimo različne podnamene z vnaprej določenimi od-
govori. Ti odgovori so vedno enaki, ne glede na to, kaj se je dogajalo med po-
govorom. V pomočniku je lahko hkrati aktivnih več izbirnikov, vendar lahko
posamezen izbirnik izbira odgovore le za en namen. V našem pomočniku
smo uporabili en izbirnik odziva za namen, ki smo ga označili kot splošen
pogovor (angl. chitchat). Odgovor v izbirniku je določen z računanjem po-
dobnosti med vhodnim sporočilom uporabnika in vsemi možnimi odgovori v
izbirniku. Za izračun podobnosti se uporabijo vektorske vložitve gostih in
redkih značilk žetonov v vhodnem sporočilu in v odgovoru. Pomočnik za
odgovor izbere odziv z največjo vrednostjo podobnosti.
4.5 Politike dialoga
Politike dialoga se uporabljajo za izbiro akcije, ki jo bo pomočnik izvedel kot
odgovor na sporočilo uporabnika. Za odločanje o naslednji akciji se lahko
hkrati uporabljajo različne politike. Vsaka izmed njih poda ime akcije in
mero zaupanja (angl. confidence level) v napoved. Pomočnik izvede tisto
akcijo, ki ima največjo mero zaupanja. Če več politik poda enako največjo
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mero zaupanja, se uporabi politika z vǐsjo prioriteto. Če je zaupanje v na-
poved politike manǰse od določene vrednosti, se namesto napovedane akcije
izvede privzeta nadomestna akcija, ki uporabnika prosi, naj preoblikuje svoje
sporočilo.
V Rasi so definirani štirje tipi politik. Najvǐsjo prioriteto pri odločanju
ima RulePolicy. Ta politika pri ocenjevanju zaupanja upošteva pravila, ki so
definirana v učnih podatkih. Politiki MemoizationPolicy in AugmentedMe-
moizationPolicy sta si zelo podobni in imata enako prioriteto. V pomočniku
je lahko hkrati uporabljena le ena izmed njiju. MemoizationPolicy v vsakem
koraku odločanja za naslednjo akcijo pregleda pretekli potek pogovora in ga
primerja z zgodbami v učnih podatkih. Število preteklih akcij in namenov,
ki jih pri tem upošteva, je definirano s parametrom max history. Če so ak-
cije in nameni v trenutnem poteku pogovora v enakem zaporedju kot v eni
izmed zgodb v učnih podatkih, bo politika s 100-odstotno mero zaupanja
napovedala naslednjo akcijo. V nasprotnem primeru politika ne poda no-
bene napovedi. AugmentedMemoizationPolicy deluje na zelo podoben način,
glavna razlika je, da dinamično zmanǰsuje vrednost max history in tako po-
skuša najti vsaj minimalno ujemanje med trenutnim pogovorom in zgodbami
v učnih podatkih.
4.5.1 Politika TED
Politika vložitve dialoga s transformerji (angl. Transformer Embedding Dia-
logue – TED) [54] je arhitektura za napovedovanje akcij in prepoznavo enti-
tet. Ta politika v vsakem koraku pogovora poda mero zaupanja v napoved
za naslednjo akcijo ter pri tem upošteva vse pretekle akcije in namene. Do-
bro deluje tudi v pogovorih, kjer se tematika večkrat zamenja in uporabniki
pošiljajo sporočila, ki se ne nanašajo vedno na sporočila pomočnika.
Arhitektura TED v vsakem koraku pogovora potrebuje tri vhodne po-
datke: sporočilo uporabnika, zadnjo izvedeno akcijo in vse vrednosti, ki so
shranjene v ključih v sledilnem objektu. Iz teh podatkov se zgradijo vek-
torske vložitve, ki se nato uporabijo v enkoderju transformerja. Vložitve,
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pridobljene v transformerju, in vse sistemske akcije so nato pretvorjene v
enojni semantični vektorski prostor, kjer se med njimi izračuna podobnost
z uporabo algoritma, osnovanega na modelu StarSpace. Za naslednjo napo-
ved je izbrana akcija, ki ima največjo podobnost z vložitvami transformerja
[54, 55].
4.5.2 Uporabljene politike
V pomočniku smo uporabili tri politike, njihove nastavitve so prikazane v
kodi 4.5.2. Politika TED pri napovedovanju naslednje akcije upošteva za-
dnjih deset sporočil med uporabnikom in pomočnikom. AugmentedMemoi-
zationPolicy pri napovedovanju upošteva zadnjih pet sporočil. Če ne najde
nobene zgodbe z enakim potekom, postopoma zmanǰsa število sporočil, ki
jih primerja. Če najde enako zgodbo, vrne napovedano akcijo z vrednostjo
zaupanja 1,0, v nasprotnem primeru pa 0,0. RulePolicy za napoved upošteva
pravila. Če nobena izmed politik ne poda zaupanja v napoved, ki je večje od
0,3, se sproži privzeta akcija, ki uporabnika prosi za preoblikovanje sporočila.
1 language: sl
2 pipeline:
3 - name: TEDPolicy
4 epochs: 100
5 max history: 10
6 - name: AugmentedMemoizationPolicy
7 max history: 5
8 - name: RulePolicy
9 core fallback threshold: 0.3
10 core fallback action name: "action_default_fallback"
11 enable fallback prediction: true
12 restrict rules: true
13 check for contradictions: true
Koda 4.7: Pogovorne politike, ki smo jih uporabili v pomočniku.
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4.6 Rasa X
Rasa X je zbirka orodij, ki omogočajo lažji pregled nad učnimi podatki ter
pogovori med klepetalnikom in uporabniki. Vsa orodja v Rasi X je mogoče
uporabljati prek grafičnega vmesnika v brskalniku. Na sliki 4.2 je prikazan
vmesnik za pregledovanje vseh pogovorov med pomočnikom in uporabniki.
Slika 4.2: Uporabnǐski vmesnik za pregledovanje preteklih pogovorov med
uporabniki in pomočnikom.
Rasa X omogoča razvoj pomočnikov po konceptu, imenovanem pogo-
vorno usmerjen razvoj (angl. Conversation-Driven Development – CDD)
[56]. CDD temelji na čim hitreǰsi vključitvi uporabnikov v proces razvoja
pomočnika. Sestavljen je iz šestih faz, ki jih je treba med razvojem ves
čas ponavljati. Glavna ideja CDD je, da so uporabniki zelo pomembni za
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izbolǰsevanje pomočnika. Izbolǰsevanje se izvaja s procesom pregledovanja
obstoječih pogovorov med uporabniki in pomočnikom. To omogoča prilaga-
janje pomočnika glede na potrebe uporabnikov in zmanǰsa njihove težave pri
uporabi pomočnika [56].
Rasa X poleg pregleda nad pogovori omogoča tudi sprotno označevanje
sporočil, ki jih uporabniki pošiljajo v aplikacijo, ter kreiranje novih učnih po-
datkov za namene, zgodbe in pravila. Omogoča tudi hitro deljenje pomočnika
s testnimi uporabniki, neprekinjeno integracijo/postavitev (angl. continuous
integration/delivery). V uporabnǐskem vmesniku je mogoče spremeniti kon-
figuracijo cevovoda in učiti nove NLU in pogovorne modele.
Zelo koristno je tudi avtomatsko pregledovanje učnih podatkov, s katerim
je lažje ugotoviti, kje v njih so napake in na kakšen način jih je mogoče najbolj
učinkovito izbolǰsati [57].
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Poglavje 5
Virtualni pomočnik
5.1 Zmožnosti pomočnika za upravljanje pa-
metnega doma
Za to, da je pomočnik lahko deloval v domeni pametnega doma, smo ga
morali opremiti z različnimi znanji, ki smo jih implementirali kot akcije v
zunanjem akcijskem strežniku (angl. Rasa Action Server). Akcijski strežnik
smo implementirali v programskem jeziku Python, saj nam je to omogočilo
uporabo obstoječih knjižnic za različne privzete dogodke v ogrodju Rasa.
Akcije v akcijskem strežniku so asinhrone funkcije, v katerih je definirana
poslovna logika pomočnika. V funkcijah smo implementirali zajemanje po-
datkov iz baze, pisanje v bazo, pridobivanje podatkov iz vmesnikov API, for-
matiranje sporočil ipd. Preprosta znanja smo izvajali z eno akcijo. Komple-
ksneǰsa znanja so za delovanje od uporabnika zahtevala več različnih podat-
kov, zato smo jih implementirali z uporabo več različnih akcij. V pomočniku
smo skupno implementirali 10 različnih znanj v 33 akcijah. Vsa znanja so
vključevala vsaj en namen in akcijo.
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5.1.1 Čas in datum
Najpreprosteǰsi sta bili znanji za deljenje informacij o času in datumu. Upo-
rabnik je lahko pomočnika povprašal po trenutni uri in datumu za katerikoli
dan v tednu. Za odgovor na vprašanje o datumu je pomočnik v odgovoru
podal datum, zapisan s številkami in besedami.
5.1.2 Promet
Znanje o prometu je uporabnikom omogočalo hiter dostop do prometnih in-
formacij na slovenskih cestah. Ko je uporabnik pomočnika vprašal za prome-
tno poročilo, mu je ta odgovoril z zadnjimi najpomembneǰsimi prometnimi
informacijami, ki jih je imel shranjene v bazi. Primer prometnega poročila
je prikazan na sliki 5.1.
Slika 5.1: Sporočilo o razmerah na cestah po Sloveniji.
5.1.3 Luči
Pametni dom običajno vsebuje različne naprave, ki jih je mogoče upravljati.
Za upravljanje teh naprav je treba imeti fizično povezavo v omrežje, v ka-
terega je povezana naprava. Zaradi načina izdelave našega pomočnika to ni
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bilo izvedljivo, zato dejanskega upravljanja nismo implementirali in smo to
znanje zgolj simulirali kot upravljanje luči. Pomočnik je v sporočilu uporab-
nika prepoznal entiteto luči in razbral, ali je želel uporabnik luč prižgati ali
ugasniti. Odgovor v pomočniku smo oblikovali glede na izražen namen in
ime luči, ki ga je uporabnik podal v sporočilu, ter na tak način uporabniku
prikazali, da ga je pomočnik razumel.
5.1.4 Vreme
Z znanjem o vremenu smo uporabnikom omogočili pridobivanje informacij
o trenutnih vremenskih razmerah in vremenski napovedi. Če je uporabnik
želel podatke o trenutnih vremenskih razmerah, je moral poleg namena v
sporočilu zapisati tudi ime kraja. Če pomočnik kraja ni razpoznal oziroma
ga uporabnik v sporočilu ni navedel, ga je pomočnik poskušal pridobiti s
podvprašanji o lokaciji. Za pridobitev vremenske napovedi je moral uporab-
nik poleg kraja podati tudi dan, za katerega je želel napoved. Na sliki 5.2 je
prikazan del pogovora, v katerem je uporabnik pridobil vremensko napoved
za kraj Vipava.
Slika 5.2: Vremenska napoved za kraj Vipava.
40 5. VIRTUALNI POMOČNIK
5.1.5 Novice
Z znanjem o novicah smo uporabnikom omogočili hiter dostop do najno-
veǰsih novic na spletnem portalu MMC RTV Slovenija. Uporabnik je lahko
pomočnika povprašal po najnoveǰsih novicah s portala ali po novicah iz ka-
tegorij, ki so definirane na spletni strani. Primer prikaza novic je na sliki 5.3.
Uporabnikom smo omogočili tudi naročanje na dnevno poročilo o novicah.
Če se je uporabnik naročil na novice, je vsak dan ob določeni uri prejel se-
znam desetih najbolj branih novic. Uporabniki so se lahko od novic kadarkoli
odjavili in kasneje tudi ponovno prijavili.
Slika 5.3: Prikaz zadnjih novic s spletnega portala MMC RTV SLO.
5.1.6 Spored
Z znanjem o sporedu smo uporabnikom omogočili dostop do podatkov o
programih in oddajah na televiziji. Uporabnik je lahko pridobil opis oddaje,
ki se je predvajala na določenem programu. Poleg tega je lahko pridobil vse
podatke o sporedu za posamezen dan v tednu. Najbolj kompleksna akcija je
uporabniku omogočala uporabo kategorij (šport, film, informativne oddaje
itn.) za iskanje po sporedu. Uporabnik je v sporočilu podal dan in kategorijo,
pomočnik pa mu je odgovoril z vsemi oddajami, ki se bodo ta dan predvajale
na različnih programih. Uporabnik je lahko funkcijo iskanja uporabil tudi za
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posamezen program tako, da je v sporočilu poleg dneva in kategorije podal
tudi ime programa.
5.1.7 Opomniki
Opomniki so bili definirani kot sporočila, ki jih pomočnik pošlje uporabniku
ob določenem času. Opomnike smo zaradi velikega števila strukturiranih
informacij, ki jih je moral uporabnik zapisati pri kreiranju opomnika, imple-
mentirali z uporabo obrazcev. Primer postopka kreacije opomnika je prikazan
na sliki 5.4. Pomočnik je z različnimi vprašanji od uporabnika pridobil ime,
čas in datum opomnika. Pomočnik je opozoril uporabnika, če je ta zapisal
čas ali datum v napačni obliki oziroma če je bil zapis v preteklosti. Pomočnik
je uporabniku svetoval, kako naj popravi zapis, dokler ni uporabnik uspešno
podal vseh podatkov. Ob času za izvedbo opomnika je pomočnik sprožil opo-
zorilo in poslal uporabniku sporočilo, ki je vsebovalo ime opomnika, nato pa
je opomnik izbrisal. Uporabnik je prek pomočnika lahko dostopal do prikaza
vseh svojih opomnikov in jih tudi izbrisal.
Slika 5.4: Postopek za ustvarjanje opomnika. Uporabnik mora podati ime
opomnika ter čas in datum izvedbe opozorila.
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5.1.8 Seznami
Seznami so bili sestavljeni iz imena in pripadajočih elementov. Uporabnik je
lahko ustvaril več različnih seznamov, ki jih je moral različno poimenovati.
Pri kreiranju seznama je lahko dodal ali odstranil poljubno število elemen-
tov. Uporabnik je lahko prek pomočnika kadarkoli dostopal do vseh svojih
seznamov in njihovih elementov. Med urejanjem je lahko odstranil ali dodal
nove elemente. Kreiranje in urejanje seznamov smo implementirali z uporabo
obrazcev.
Slika 5.5: Urejanje seznama z imenom Trgovina.
5.1.9 Splošni klepet
To znanje je bilo najbolj obsežno, saj je poleg osnovnega namena vsebovalo še
15 podnamenov. Z njimi smo definirali različna vprašanja, ki jih je uporabnik
postavljal pomočniku med pogovorom. Ta vprašanja in stavke smo uvrstili
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v namen, imenovan splošni klepet. Uporabnik je pomočnika lahko vprašal o
njegovem imenu, počutju, izvoru, znanjih ipd.
5.2 Namestitev pomočnika
Pomočnika smo razvijali v dveh fazah. Najprej smo ogrodje namestili na
osebni računalnik. Tak način nam je omogočal hitro spreminjanje in testi-
ranje cevovoda ter preprosto dodajanje novih komponent, učnih podatkov
in akcij. Za deljenje pomočnika z uporabniki smo uporabili knjižnico ngrok
[58]. Knjižnica omogoča preusmeritev zunanjega prometa prek posredoval-
nega strežnika v lokalno omrežje. Tako smo uporabnike lahko vključili že v
zgodnji fazi razvoja in z analizo pogovorov dodajali nove učne primere za
namene in zgodbe. Cevovod v pomočniku smo večkrat spremenili ter tako
testirali različne komponente, ki so bile prilagojene za slovenščino. Med tem
procesom smo pridobili končno različico cevovoda, ki smo jo uporabili v na-
slednji fazi.
V naslednji fazi smo pomočnika namestili na spletni strežnik v oblačni
platformi Google Cloud1. Ogrodje Rasa je mogoče na strežnik namestiti
s sistemom za orkestracijo vsebnikov Kubernetes/Openshift ali z uporabo
orodja Docker Compose2. Sistemi za orkestracijo vsebnikov omogočajo hi-
tro avtomatsko razširitev posameznih delov aplikacije, zato je namestitev
v gručo Kubernetes/Openshift smiselna v primeru, ko pričakujemo veliko
število hkratnih uporabnikov.
V naši implementaciji to ni bilo potrebno, zato smo se odločili za pre-
prosteǰsi način namestitve pomočnika z uporabo orodja Docker Compose.
Orodje omogoča enostavno konfiguracijo za poganjanje aplikacij, ki so sesta-
vljene iz več vsebnikov Docker. Nastavitve posameznih vsebnikov so defini-
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Naš pomočnik je bil sestavljen iz osmih vsebnikov Docker, ki jih lahko
uvrstimo v tri kategorije: storitve Rasa Open Source, storitve Rasa X in
strežnǐska storitev NGINX. Celotna arhitektura pomočnika z vsemi stori-
tvami je prikazana na sliki 5.6.
Slika 5.6: Arhitektura sistema, ki smo ga namestili na strežniku Google
Cloud.
5.2.1 NGINX
NGINX je odprtokodno orodje za spletno serviranje, predpomnjenje in urav-
noteženje obremenitve [59]. V storitvi opravlja funkcionalnost povratnega
posredovalca za vse zahtevke, ki so poslani v aplikacijo. Naš strežnik na plat-
formi Google Cloud smo povezali s spletno domeno, kar nam je omogočilo
vzpostavitev SSL-certifikata. SSL-certifikat je potreben za komunikacijo prek
protokola HTTPS. Brez veljavnega SSL-certifikata pomočnika ni bilo mogoče
povezati v noben kanal za sporočanje.
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5.2.2 Storitve Rasa X
Rasa X je razdeljena na več manǰsih storitev. V glavni storitvi se izvaja
strežnik Rasa X, ki omogoča interakcijo z vsemi podatki pomočnika prek
grafičnega uporabnǐskega vmesnika v brskalniku. Prek te storitve smo pomočnika
povezali z zunanjim repozitorijem Git, ki je hranil vse učne podatke. To nam
je omogočalo sinhronizacijo podatkov med računalnikom in namestitvijo v
oblaku. V glavno storitev Rasa X smo dodali tudi dostop do lokalnega pro-
stora na strežniku, na katerem so bili shranjeni vsi učni podatki ter NLU in
pogovorni modeli.
Vsi podatki, ki jih prikazuje Rasa X, so shranjeni v storitvi s podatkovno
bazo PostgreSQL. Ti podatki zajemajo vsa sporočila uporabnikov s stanji in
dogodki v sledilnih objektih, učne podatke za modele, značke različic modelov
in druge metapodatke.
Za komunikacijo med Raso Open Source in drugimi storitvami skrbi sto-
ritev s posrednikom dogodkov (angl. Event Broker). V naši konfiguraciji je
posrednik dogodkov pošiljal sporočila v storitev s podatkovno bazo. Posre-
dnik dogodkov je implementiran s knjižnico Pika3, posrednik sporočil pa s
strežnikom RabbitMQ4.
5.2.3 Storitve Rasa Open Source
Rasa Open Source se izvaja v dveh enakih vsebnikih. Prvi je zadolžen za
razpoznavanje namena, entitet in določitev akcij v vseh sporočilih, ki jih
uporabniki pošljejo pomočniku. Vse dogodke, ki se zgodijo v pogovoru, do-
daja v sledilnik pogovora (angl. Conversation Tracker) ter jih posreduje v
storitev posrednika dogodkov. Storitev je zadolžena tudi za komunikacijo z
akcijskim strežnikom, s katerim komunicira prek zahtevkov HTTP.
Sledilniki za vse pogovore so shranjeni v sledilni shrambi (angl. Tracker
Store), ki je implementirana v podatkovni bazi PostgreSQL.
3https://pika.readthedocs.io/en/stable/
4https://www.rabbitmq.com/
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Shramba ključavnic (angl. Lock Store) hrani podatke o aktivnem po-
govoru. Uporaba ključavnic je zelo pomembna, kadar je hkrati aktivnih
več vsebnikov Rasa Open Source, ki sočasno obdelujejo sporočila uporabni-
kov, saj zagotavlja, da se sporočila obdelajo v pravilnem vrstnem redu. Ko
začne en vsebnik procesirati sporočilo uporabnika, se nad pogovorom ustvari
ključavnica, ki drugim vsebnikom onemogoča dostop do podatkov pogovora.
Shramba ključavnic je implementirana s shrambo podatkov Redis.
Drugi vsebnik Rasa Open Source je zadolžen za učenje novih NLU in
pogovornih modelov ter za validacijo trenutno uporabljenega modela NLU.
Datoteka Dockerfile, s katero smo ustvarili vsebnik, je prikazana v kodi 5.1.





6 # Add custom component to python path
7 ENV PYTHONPATH "${PYTHONPATH}:/app/custom_component"
8 RUN chgrp -R 0 /app && chmod -R g=u /app
9
10 # add python dependencies, etc.
11 RUN apt-get update -qq && \
12 apt-get install -y curl jq && \
13 apt-get -y install locales && \
14
15 # Set timezone to Ljubljana
16 RUN sed -i ’/sl_SI.UTF-8/s/^# //g’ /etc/locale.gen && \
17 locale-gen
18 ENV LANG sl_SI.UTF-8
19 ENV LANGUAGE sl_SI:sl
20 ENV LC_ALL sl_SI.UTF-8
21 ENV TZ="Europe/Ljubljana"
22
23 # Install Classla library
24 RUN pip install classla==1.0.1
25
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26 # Install libraries for Socket-IO channel
27 RUN pip install python-engineio==3.13.2
28 RUN pip install python-socketio==4.6.1
29
30 USER 1001
Koda 5.1: Konfiguracija Docker vsebnika Rasa Open Source, v katerega
smo namestili tokenizator CLASSLA.
5.2.4 Akcijski strežnik
Vsa znanja, ki za izvedbo potrebujejo po meri izdelane funkcije, smo imple-
mentirali v storitvi, ki vsebuje akcijski strežnik. Storitev Rasa Open Source
na strežnik pošilja zahtevke HTTP z imenom akcije za izvedbo, identifi-
katorjem pogovora, celotno vsebino sledilnega objekta in vsebino domene.
Po izvedbi akcije akcijski strežnik storitvi vrne odgovor, ki vsebuje odziv
na sporočilo uporabnika in seznam dogodkov, ki se nato zapǐsejo v sledilni
objekt.
5.3 Povezava v kanale za sporočanje
Pomočnike, izdelane v ogrodju Rasa, je mogoče prek protokola REST pove-
zati v različne govorne in sporočilne kanale. Rasa vsebuje številne vgrajene
knjižnice, ki omogočajo povezavo z aplikacijami Facebook Messenger, Slack,
Telegram, Twilio idr. [60]. Če želimo pomočnika povezati v katerega izmed
nepodprtih kanalov, pa je zanj mogoče izdelati konektor po meri. Našega
pomočnika smo povezali v aplikacijo Facebook Messenger z uporabo sple-
tnega kavlja (angl. webhook). Pomočnika smo postavili tudi na spletno
stran, ki smo jo objavili na oblačni platformi za aplikacije Heroku5. Na sple-




48 5. VIRTUALNI POMOČNIK
5.3.1 Grafični elementi
Klepetalniki in virtualni pomočniki, ki so implementirani v kanalih za sporočanje,
za komunikacijo z uporabniki največkrat uporabljajo pogovorna okna v mo-
bilnih aplikacijah. Uporabniki in klepetalniki med seboj komunicirajo v na-
ravnem jeziku, ki ga je včasih težko razumeti in zato ni najbolj primeren
za prezentacijo informacij. V ta namen so v kanalih za sporočanje na voljo
grafični elementi, ki klepetalnikom omogočajo lažje pridobivanje informacij
in prikaz podatkov [4].
Facebook Messenger in Rasa Webchat vsebujeta grafične elemente [61,
62], ki jih je mogoče uporabiti pri komunikaciji z uporabnikom. V našem
pomočniku smo poleg navadnega besedila uporabljali vrtiljak in hitre odgo-
vore.
5.3.1.1 Hitri odgovori
Hitri odgovori so gumbi, ki jih lahko prikažemo uporabniku, kadar od njega
želimo določen odgovor. S tem uporabniku pokažemo pričakovan odgovor,
obenem pa mu olaǰsamo pisanje odgovora. Če uporabnik pritisne na gumb, se
kot odgovor v klepetalnik pošlje tovor (angl. payload), ki smo ga predhodno
definirali. Hitri odgovori lahko vsebujejo naslov, sliko in tovor. Hitri odgovori
se izbrǐsejo, ko uporabnik klepetalniku pošlje novo sporočilo [4].
Slika 5.7: Primer uporabe hitrih odgovor v kanalu za sporočanje SocketIO.
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5.3.1.2 Vrtiljak
Vrtiljak (angl. Carousel) je zbirka vsebin, ki so predstavljene v vodoravnem
seznamu. Navadno je seznam sestavljen iz kartic, ki vsebujejo enega ali več
elementov s sliko, naslovom, podnaslovom in gumbi. Seznami so primerni
za predstavitev večjega števila podobnih podatkov (novice, spored). Gumbi
na kartici lahko uporabnika ob kliku vodijo izven aplikacije, lahko pa se
uporabijo tudi kot predloga za sporočilo, ki je ob kliku poslano klepetalniku
kot odgovor [4].
Sezname smo v pomočniku uporabljali za prikaz novic, vremena in spo-
reda. Primer uporabe seznamov je prikazan na sliki 5.8.
Slika 5.8: Primer prikaza televizijskega sporeda za program Kanal A v
aplikaciji Facebook Messenger z uporabo vrtiljaka.
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Poglavje 6
Evalvacija
6.1 Evalvacija modela NLU
Za razumevanje stavkov, ki jih uporabnik pošilja pomočniku, smo razvili
različne modele za razumevanje naravnega jezika za slovenščino in jih eval-
virali z uporabo štirih metrik: točnosti (angl. accuracy) (6.1), natančnosti
(angl. precision) (6.2), priklica (angl. recall) (6.3) in ocene F1 (angl. F1
score) (6.4). Oznaka TP (angl. true positive) predstavlja število pravilno
prepoznanih ustreznih primerov. Oznaka TN (angl. true negative) pred-
stavlja število pravilno določenih neustreznih primerov. Oznaka FP (angl.
false positive) predstavlja število napačno prepoznanih primerov. Oznaka
FN (angl. false negative) predstavlja število neprepoznanih primerov.
Točnost =
TP + TN
















Uspešnost klasifikacije namena in prepoznavanja entitet smo ocenjevali
s točnostjo, natančnostjo in oceno F1. Rezultate smo pridobili s 5-kratnim
prečnim preverjanjem. V posameznem delu je 80 % vseh učnih podatkov
predstavljalo učno množico, 20 % pa testno množico. Testirali smo štiri
različne cevovode. Vsi cevovodi so imeli enako osnovno konfiguracijo, kot
smo jo predstavili v poglavju 4.4. Prvi cevovod je vseboval zgolj besedne
vložitve iz redkih značilk. V ostale tri cevovode smo dodali predhodno učene
jezikovne modele (CroSloEngual BERT, fastText, SloBERTa). V tabeli 6.1
so predstavljeni uteženi povprečni rezultati za klasifikacijo namena in pre-
poznavo entitet za modele v vseh štirih cevovodih. Vsi modeli so dosegli
točnost in oceno F1 nad 86 %.
Tabela 6.1: Primerjava različnih cevovodov NLU za klasifikacijo namena in
prepoznavo entitet
Metrika Namen Entitete
Natančnost 0, 879± 0, 017 0, 940± 0, 016
DIET Točnost 0, 864± 0, 018 0, 912± 0, 020
Ocena F1 0, 863± 0, 018 0, 919± 0, 016
Natančnost 0, 889± 0, 015 0, 932± 0, 030
DIET + BERT Točnost 0, 877± 0, 017 0, 873± 0, 022
Ocena F1 0, 875± 0, 015 0, 893± 0, 018
Natančnost 0, 898± 0, 016 0,948± 0,014
DIET + fastText Točnost 0, 888± 0, 015 0,915± 0,018
Ocena F1 0, 887± 0, 014 0,924± 0,016
Natančnost 0,909± 0,016 0, 942± 0, 032
DIET + SloBERTa Točnost 0,904± 0,014 0, 902± 0, 021
Ocena F1 0,900± 0,015 0, 915± 0, 021
Najbolǰsi model za klasifikacijo namena dosega 90-odstotno učinkovitost.
Za njegovo izgradnjo smo uporabili arhitekturo DIET in vektorske vložitve
predhodno učenega modela SloBERTa. Pri klasifikaciji namena je dosegal
najbolǰse rezultate v vseh treh metrikah (ocena F1 = 0,900, natančnost =
0,909, točnost = 0,904). Najslabši model za klasifikacijo namena v cevovodu
ni uporabljal predhodno učenih jezikovnih modelov.
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Najbolǰse rezultate pri prepoznavi entitet smo dosegli z uporabo arhi-
tekture DIET in vektorskih vložitev modela fastText. Najslabšo uspešnost
je imel cevovod, ki je uporabljal vektorske vložitve modela CroSloEngual
BERT. Uporaba vektorskih vložitev predhodno učenih jezikovnih modelov
je minimalno izbolǰsala uspešnost modelov NLU. V dveh cevovodih je bila
uspešnost celo slabša kot v cevovodu, kjer smo uporabili zgolj arhitekturo
DIET.
Uspešnosti našega modela ne moremo neposredno primerjati z rezultati,
ki so jih pridobili avtorji arhitekture DIET [51]. Njihov cevovod je bil prila-
gojen za angleščino, zato so za učenje modela uporabili angleško bazo učnih
podatkov. Njihov najbolǰsi model je uporabljal vektorske vložitve jezikov-
nega modela ConveRT. Pri klasifikaciji namena so dosegli oceno F1 0,902,
pri prepoznavi entitet pa 0,86.
Posamezne cevovode smo učili tudi z različnim številom učnih podatkov.
Na grafu 6.1 je predstavljena primerjava modelov po oceni F1, ki smo jo
pridobili s 5-kratnim prečnim preverjanjem. Modele smo učili z 10 %, 30 %,
50 %, 75 % in 100 % učnih podatkov.
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Slika 6.1: Primerjava različnih cevovodov NLU.
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Krivulje na grafu prikazujejo, da se z večanjem količine učnih podatkov,
ki smo jih uporabili za učenje, izbolǰsuje uspešnost klasifikacije namena. Pri
majhni količini učnih podatkov so bili vsi modeli zelo nezanesljivi, s posto-
pnim večanjem pa se je uspešnost pravilne klasifikacije povečevala. Ugotovili
smo, da uporaba vektorskih vložitev iz predhodno učenih jezikovnih mode-
lov izbolǰsa uspešnost klasifikacije namena, še bolj pa na uspešnost pravilne
klasifikacije vpliva količina učnih podatkov, ki jih model uporabi za učenje.
Na sliki 6.2 je prikazana porazdelitev zaupanja v napoved namena za mo-
del DIET + SloBERTa. Na levem grafu je prikazana porazdelitev zaupanja v
napoved za pravilno klasificirane namene. Model ima pri pravilno klasificira-
nih namenih veliko mero zaupanja v napoved. Na desnem grafu je prikazana
porazdelitev zaupanja v primerih, ko je model napačno klasificiral namen.
Slika 6.2: Histogram porazdelitve zaupanja v napoved namena.
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Napačna klasifikacija namena z veliko mero zaupanja lahko pri uporab-
nikih povzroči frustracijo, zato je pomembno, da je število takih napak čim
manǰse. Ugotovili smo, da je imel model veliko mero zaupanja v napačno kla-
sificirane namene pri sorodnih namenih, ki uporabljajo podobno besedǐsče,
in pri stavkih, ki vsebujejo malo besed. Te težave je mogoče rešiti z dodaja-
njem novih učnih primerov v namenih, pri katerih ima model težave, oziroma
z izključevanjem besed, ki se pogosto pojavljajo v različnih namenih.
Na sliki 6.3 je prikazana porazdelitev zaupanja v napoved pri prepozna-
vanju entitet za model DIET + SloBERTa. Na levem grafu je prikazana
porazdelitev zaupanja v napoved za pravilno prepoznane entitete. Model je
pri prepoznavi zelo uspešen in ima veliko mero zaupanja v napovedi. Na
desnem grafu je prikazana porazdelitev zaupanja v primerih, ko je model
napačno prepoznal entitete ali entitet v stavku ni prepoznal.
Slika 6.3: Histogram porazdelitve zaupanja v napoved entitet.
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Večino napak z veliko mero zaupanja predstavljajo primeri, ko model enti-
tete v stavku ni prepoznal. Določen del teh težav je mogoče rešiti z iskalnimi
tabelami in dodajanjem novih entitet med učne primere. Z dodajanjem novih
učnih primerov je mogoče model bolje naučiti, kje v stavkih lahko pričakuje
entiteto, tudi če te entitete ni imel med učnimi primeri.
Na sliki 6.4 je prikazana matrika zamenjav namenov za model DIET +
SloBERTa. Na osi X so prikazane napovedane oznake stavkov, na osi Y so
prikazane prave oznake stavkov. Matrika vključuje vse namene, ki smo jih
implementirali v pomočniku, razen namena out-of-scope. Ta namen smo iz-
ključili iz podatkov za evalvacijo, saj je vseboval stavke iz drugih namenov,
na katere naš klepetalnik še ni znal odgovoriti. Model je imel največ težav
pri razlikovanju sorodnih namenov, ki vsebujejo podobno besedǐsče, in pri
namenih, ki so izraženi z majhnim številom besed. Večino težav je imel z
nameni mood great, mood unhappy, greet, goodbye, deny in affirm. Stavki
v teh namenih običajno vsebujejo majhno število besed, ki so si med seboj
zelo podobne. Na primer v namenih mood great, mood unhappy, affirm in
greet lahko uporabnik uporabi zgolj besedo “dobro” ali besedno zvezo “do-
ber dan”, “nisem dobro”. Model je imel težave tudi pri razlikovanju namenov
weather current in weather forecast. Ta dva namena vsebujeta zelo podobne
učne podatke in se lahko razlikujeta le v eni besedi. Na primer namen we-
ather current je lahko izražen s stavkom “Kakšno je vreme v Ljubljani?”,
namen weather forecast pa “Kakšno bo vreme v Ljubljani?”.
Menimo, da so k težavam pri razumevanju namenov pomembno prispe-
vali tudi primeri učnih podatkov, ki smo jih ustvarili sami, in niso predsta-
vljali dejanskih stavkov, ki so jih uporabniki uporabljali pri komunikaciji s
pomočnikom.
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Slika 6.4: Matrika zamenjav namenov.
Na sliki 6.5 je prikazana matrika zamenjav entitet za model DIET + Slo-
BERTa. Model je imel največ težav pri prepoznavi entitet, ki jih ni imel
v učnih podatkih. Za lokacije in televizijske programe smo uporabili tudi
iskalne tabele, ki so vključevale seznam vseh entitet, ki jih je klepetalnik
znal prepoznati. Težave so bile tudi pri prepoznavi entitet, ki so vključevale
entitete iz drugih kategorij. Model je tako v nekaterih primerih entiteto loka-
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cije “Murska Sobota” prepoznal kot dan “Sobota” ali pa televizijski program
“Kanal A” kot mesto “Kanal”. Del teh težav smo lahko rešili tako, da smo te
entitete izločili iz iskalnih tabel. Za bolj poglobljeno reševanje takih težav pa
bi bilo treba pridobiti večje količine učnih podatkov in model bolje naučiti,
v kakšnem kontekstu se pojavlja določena entiteta.
Slika 6.5: Matrika zamenjav entitet.
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6.2 Uporabnǐsko testiranje
Delovanje pogovornega modela je mogoče testirati s testnimi zgodbami. Te
zgodbe so oblikovane na podoben način kot zgodbe, ki jih pogovorni model
uporablja za učenje. Glavna razlika je, da poleg imen namenov in akcij
zgodbe vsebujejo še dejanske stavke uporabnika z označenimi entitetami.
Tak način testiranja je primeren za sprotno preverjanje pravilnega delovanja
že implementiranih funkcionalnosti, ni pa primeren za testiranje uporabnosti
pomočnika.
Za testiranje uporabnosti pomočnika in smiselnosti njegovih odgovorov
je treba v proces testiranja vključiti prave testne uporabnike. Med razvojem
pomočnika smo v različnih fazah vključevali uporabnike in analizirali njihove
pogovore. Določene stavke uporabnikov smo dodali med učne primere in
s tem povečali našo množico učnih podatkov. Skozi celoten proces razvoja
klepetalnika se je s pomočnikom pogovarjalo 27 unikatnih uporabnikov. Velik
del teh uporabnikov smo pridobili z izvedbo uporabnǐskega testiranja.
6.2.1 Udeleženci testiranja
V raziskavi [63] so ugotovili, da je za prepoznavo večine težav, povezanih
z uporabnostjo klepetalnikov, treba izvesti testiranje s 26–29 uporabniki.
Zaradi časovnih omejitev in omejitve s sredstvi taka raziskava za naš pri-
mer ni bila smiselna. Zato smo se odločili za uporabnǐsko testiranje s 15
udeleženci. Testiranje s takim številom udeležencev naj bi v najslabšem pri-
meru pomagalo odkriti vsaj 90 % težav, povezanih z uporabnostjo [64]. V
uporabnǐskem testiranju pomočnika je sodelovalo devet moških in šest žensk.
Najmlaǰsi udeleženec je imel 23 let, najstareǰsi 62 let. Povprečna starost
udeležencev testiranja je bila 33,7 leta, srednja starost je bila 26 let. Dva
izmed udeležencev nista poznala klepetalnikov in virtualnih pomočnikov. De-
set udeležencev je klepetalnike in virtualne pomočnike že uporabljalo, od tega




Testiranja zaradi takrat veljavnih epidemioloških ukrepov ni bilo mogoče
izvesti v živo, zato smo celotno testiranje izvedli prek spleta. Testiranje
je trajalo med 30 in 45 minut na udeleženca, v nadzorovanih razmerah.
Udeležencem smo na začetku predstavili osnovne informacije o pomočniku
in o poteku testiranja. Preden so udeleženci začeli z izpolnjevanjem de-
mografskega vprašalnika, smo od njih pridobili potrditev, da se strinjajo z
uporabo podatkov, ki smo jih zbirali pri testiranju. Vse podatke smo pred
analizo anonimizirali z uporabo naključnih identifikatorjev.
Udeleženci so se nato z vnaprej določenim uporabnǐskim imenom in ge-
slom prijavili v spletno aplikacijo Facebook Messenger. Pogovor s pomočnikom
so začeli z gumbom Začni, pomočnik pa jim je odgovoril z uvodnim pozdra-
vom, ki je prikazan na sliki 6.6. Uporabnike smo nato prosili, naj se bolje
spoznajo s pomočnikom tako, da mu postavijo kakšno preprosto vprašanje.
Kot primer smo navedli, naj ga vprašajo po imenu, starosti, počutju ali po
tem, kaj zna. Večina uporabnikov je pomočniku postavila vprašanja iz tema-
tik, ki smo jih navedli kot primere, določeni udeleženci, ki so že predhodno
imeli izkušnje s klepetalniki in virtualnimi pomočniki, pa so od pomočnika
poskusili pridobiti tudi dodatne informacije o njegovih znanjih.
Slika 6.6: Začetek pogovora med udeležencem testiranja in virtualnim
pomočnikom.
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Za udeležence smo pripravili 11 nalog, s katerimi smo želeli preizku-
siti uporabnost različnih znanj v pomočniku. Pri nalogah smo spremljali
uspešnost reševanja naloge brez pomoči izvajalca, število interakcij med upo-
rabnikom in pomočnikom ter strukturo vprašanj. Naloge so prikazane na
seznamu 1. Udeležence smo prosili tudi za oceno zahtevnosti naloge pred
in po njeni izvedbi ter jih spodbudili, da med reševanjem nalog na glas ko-
mentirajo svoje odločitve in razmǐsljanje. Po zaključku posamezne naloge
smo jih prosili za mnenje, ali se je način izvedbe naloge skladal z njihovimi
pričakovanji. Poleg tega smo udeležence prosili tudi za njihove predloge o
dodatnih funkcionalnostih, ki bi si jih želeli pri posameznem znanju.
Seznam 1 Naloge, ki so jih uporabniki reševali med uporabnǐskim testira-
njem
1. Pridobite splošne prometne informacije.
2. Pridobite trenutne vremenske razmere za Ljubljano.
3. Pomočnika vprašajte po vremenski napovedi za nedeljo.
4. Ugotovite, kateri filmi se bodo jutri predvajali na POP TV.
5. Prijavite se na dnevna obvestila o novicah.
6. Pomočnika vprašajte za novice iz športa.
7. Zaprite eno izmed luči v svoji hǐsi.
8. Ustvarite nov opomnik.
9. Izbrǐsite nov opomnik.
10. Ustvarite nov seznam. Na seznam dodajte jagode, banane in kokos.
11. Na seznam dodajte borovnice.
Po zaključku reševanja nalog smo udeležence prosili, naj rešijo dva stan-
dardizirana vprašalnika, ki smo ju uporabili za merjenje ocene uporabnosti
pomočnika.
Vprašalnik System usability scale (SUS) je splošen vprašalnik, s katerim
je mogoče meriti uporabnost različnih aplikacij in sistemov. Sestavljen je iz
desetih trditev, ki jih je mogoče prilagoditi glede na sistem, ki ga udeleženci
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testirajo. V našem uporabnǐskem testiranju smo uporabili slovenski prevod
vprašalnika [65]. Trditve, ki smo jih uporabili v vprašalniku, so prikazane
na seznamu 2. Udeleženci so za vsako trditev podali oceno strinjanja od ena
(sploh se ne strinjam) do pet (se povsem strinjam).
Seznam 2 10 trditev, ki so sestavljale vprašalnik SUS
1. Menim, da bi pomočnika rad pogosto uporabljal.
2. Pomočnik se mi je zdel po nepotrebnem zapleten.
3. Pomočnik se mi je zdel enostaven za uporabo.
4. Menim, da bi za uporabo tega pomočnika potreboval pomoč tehnika.
5. Različne veščine tega pomočnika so se mi zdele dobro povezane v smi-
selno celoto.
6. Pomočnik se mi je zdel preveč nekonsistenten.
7. Menim, da bi se večina uporabnikov zelo hitro naučila uporabljati
pomočnika.
8. Pomočnik se mi je zdel neroden za uporabo.
9. Pri uporabi pomočnika sem bil zelo suveren.
10. Preden sem osvojil uporabo pomočnika, sem se moral naučiti veliko
stvari.
Vprašalnik SUS je splošno uporabljen vprašalnik za merjenje uporabnosti
sistema in zato ni najbolj primeren za testiranje uporabnosti klepetalnikov in
virtualnih pomočnikov. Holmes in sodelavci [63] so razvili vprašalnik Chat-
bot Usability Questionnaire (CUQ), ki je namenjen testiranju uporabnosti in
uporabnǐske izkušnje klepetalnikov. Vprašalnik je sestavljen iz 16 trditev,
ki zajemajo različne kategorije: osebnost, začetek pogovora (angl. onboar-
ding), navigacijo, razumevanje, odgovore, reševanje napak in inteligentnost
pomočnika. Udeleženci so za vsako trditev podali strinjanje na lestvici od
ena (sploh se ne strinjam) do pet (se povsem strinjam). Za vprašalnik CUQ
nismo našli slovenskega prevoda, zato smo ga za potrebe testiranja prevedli
sami. Trditve, ki smo jih uporabili v vprašalniku, so prikazane na seznamu
3.
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Seznam 3 16 trditev, ki so sestavljale vprašalnik CUQ
1. Osebnost pomočnika je bila realistična in privlačna.
2. Pomočnik je deloval preveč robotsko.
3. Začetni stik s pomočnikom je bil prijateljski.
4. Pomočnik se je zdel neprijazen.
5. Pomočnik je svoj obseg in namen predstavil na razumljiv način.
6. Pomočnik ni navedel svojega namena.
7. Uporaba pomočnika je bila preprosta.
8. Med uporabo pomočnika bi se bilo preprosto zmesti.
9. Pomočnik me je dobro razumel.
10. Pomočnik je imel veliko težav pri razumevanju mojih sporočil.
11. Odgovori pomočnika so bili uporabni, primerni in informativni.
12. Odgovori pomočnika niso bili ustrezni.
13. Pomočnik se je dobro odzival na težave in napake.
14. Zdelo se je, da pomočnik ne zna obravnavati napak.
15. Uporaba pomočnika je bila zelo preprosta.
16. Pomočnik je zelo zapleten.
6.2.3 Rezultati
Pri izvedbi testiranja smo za posamezno nalogo beležili uspešnost, oceno zah-
tevnosti, ki so jo udeleženci podali pred nalogo, oceno zahtevnosti, ki so jo
udeleženci podali po zaključku naloge, in število sporočil, ki so jih poslali
pomočniku med reševanjem naloge. Rezultati za vseh enajst nalog so prika-
zani v tabeli 6.2. Uspešnost predstavlja odstotek udeležencev, ki so nalogo
rešili brez pomoči izvajalca testiranja. Udeleženci so oceno zahtevnosti na-
loge podali na lestvici od ena (zelo preprosta naloga) do pet (zelo zahtevna
naloga). Število sporočil vključuje zgolj sporočila udeležencev in ne vključuje
sporočil pomočnika.
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1 100% 1,87 1,20 1,07
2 100% 1,07 1,60 2,80
3 100% 1,33 1,27 1,60
4 100% 2,33 2,80 4,33
5 100% 2,73 1,27 1,47
6 100% 1,80 1,47 1,47
7 100% 1,73 1,40 1,80
8 73% 2,00 3,00 8,40
9 87% 1,93 2,33 3,93
10 94% 2,47 1,60 4,93
11 94% 2,00 2,20 3,67
Večino nalog so udeleženci rešili brez pomoči izvajalca. Največ težav
so imeli pri nalogi 8. Pri tej nalogi so udeleženci porabili največ korakov za
njeno reševanje in podali najvǐsjo oceno zahtevnosti po opravljeni nalogi. Pri
nalogah, kjer so uporabniki podali različne ocene zahtevnosti nalog pred in po
njihovem reševanju, smo od uporabnikov pridobili tudi njihovo obrazložitev
spremembe ocene.
6.2.3.1 Vprašalnik SUS
Vprašalnik SUS poda oceno uporabnosti sistema od 0 do 100 točk. Oceno
SUS je mogoče primerjati s splošnimi vrednostmi, ki so jih dosegle druge
aplikacije. Povprečen rezultat v dosedanjih raziskavah uporabnosti sistemov
je 68. Rezultat nad 79 nam pove, da uporabniki niso zaznali večjih pomanj-
kljivosti v uporabnosti sistema. Rezultat pod 52 nam pove, da so uporabniki
zaznali velike probleme v uporabnosti sistema in da se je treba tem težavam
nujno posvetiti [66].
Končna ocena se izračuna s seštevanjem vrednosti sodih in lihih ocen
trditev. Pri trditvah, ki se začnejo z lihim številom (1, 3, 5, 7, 9), od ocene
trditve odštejemo ena. Pri trditvah, ki se začnejo s sodim številom (2, 4,
6, 8, 10), od pet odštejemo oceno trditve, ki jo je določil udeleženec. Vse
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vrednosti seštejemo in dobljeno vrednost pomnožimo z 2,5. Končna vrednost
ne predstavlja odstotka, ampak zgolj oceno uporabnosti.
Najvǐsji rezultat SUS v našem testiranju je bil 90, najnižji 52,5. Povprečje
vseh rezultatov je bilo 74,8, srednja vrednost pa 80. Naš povprečni rezultat
SUS ocenjuje uporabnost virtualnega pomočnika kot dobro, vendar nas hkrati
opozarja na to, da so v pomočniku manǰsi problemi v uporabnosti, ki jih
moramo preučiti. Neobdelane ocene za posamezno trditev so prikazane v
tabeli 6.3. Ocene v trditvah 1, 6 in 8 so na meji še sprejemljive uporabnosti
in kažejo na to, da obstajajo težave v uporabnosti pomočnika. Udeleženci so
najslabše ocenili konsistentnost pomočnika, nekaterim udeležencem se je zdel
tudi neroden za uporabo. Trditvi 4 in 10 določata nivo učljivosti pomočnika.
Ocene v teh trditvah nam povedo, da so se udeleženci lahko samostojno
naučili uporabljati pomočnika in pri tem niso potrebovali pomoči tehnika.
Tabela 6.3: Rezultati vprašalnika SUS
N Povprečje St. dev.
SUS 1 3,33 1,05
SUS 2 2,13 0,99
SUS 3 4,13 0,83
SUS 4 1,60 0,99
SUS 5 4,00 0,65
SUS 6 2,33 1,05
SUS 7 4,40 0,63
SUS 8 2,33 1,05
SUS 9 3,93 0,88
SUS 10 1,47 0,74
6.2.3.2 Vprašalnik CUQ
Vprašalnik CUQ poda oceno uporabnosti in uporabnǐske izkušnje klepetal-
nika med 0 in 100 točk. Ocena se izračuna na podoben način kot za vprašalnik
SUS. Pri trditvah z lihim številom od ocene uporabnika odštejemo ena. Pri
trditvah s sodim številom od pet odštejemo oceno uporabnika. Seštejemo vse
vrednosti in jih delimo s 64. Za ta vprašalnik še ne obstaja validirana zbirka
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ocen, s katero bi lahko primerjali naš rezultat.
Najvǐsji rezultat CUQ je bil 84,4, najnižji 50. Povprečje vseh rezultatov
je bilo 67,3, srednja vrednost pa 68,8. Rezultati po posameznih trditvah so
prikazani v tabeli 6.4. Rezultati vprašalnika CUQ so bili dobri v trditvah,
ki so ocenjevale navigacijo, odgovore, osebnost in inteligentnost pomočnika.
Slabše ocenjene pa so bile kategorije razumevanja in reševanja napak. Slabe
ocene pri razumevanju in reševanju napak nam povedo, da so uporabniki
imeli težave, če jih klepetalnik ni dobro razumel.
Tabela 6.4: Rezultati vprašalnika CUQ
N Povprečje St. dev.
CUQ 1 3,80 0,86
CUQ 2 3,20 0,86
CUQ 3 4,13 0,74
CUQ 4 1,60 0,63
CUQ 5 3,47 1,13
CUQ 6 1,73 1,03
CUQ 7 4,20 0,86
CUQ 8 2,60 1,06
CUQ 9 3,07 1,03
CUQ 10 2,73 0,96
CUQ 11 3,93 1,03
CUQ 12 2,33 0,90
CUQ 13 3,07 0,96
CUQ 14 3,20 1,32
CUQ 15 3,93 1,22
CUQ 16 1,47 0,64
6.2.4 Diskusija rezultatov uporabnǐskega testiranja
Z uporabnǐskim testiranjem smo želeli preizkusiti uporabnost in uporabnǐsko
izkušnjo virtualnega pomočnika. Pri tem smo beležili različne kvantitativne
metrike in udeležence testiranja med reševanjem nalog spraševali po uteme-
ljitvi njihovih odločitev in jih prosili za komentarje na odzive pomočnika.
S tem smo pridobili pomembne kvalitativne podatke, ki so nam dali bolǰsi
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vpogled v težave pri uporabnosti našega pomočnika.
Večino napak v uporabnosti je predstavljalo nerazumevanje med udeležencem
in pomočnikom. Del nerazumevanja je bil povezan z obliko vprašanj in stav-
kov, ki so jih udeleženci uporabljali v pogovoru, drugi del pa s tem, da
udeleženci niso dobro razumeli, kakšne informacije od njih pričakuje pomočnik.
Udeleženci, ki klepetalnikov in virtualnih pomočnikov ne uporabljajo oziroma
jih uporabljajo zelo redko, so pri reševanju nalog uporabljali podobne stavke,
kot bi jih uporabljali v primeru, ko bi se pogovarjali s človekom. Nekateri
bolj izkušeni udeleženci so uporabljali kraǰse stavke, ki so vsebovali zgolj
ključne besede iz navodila naloge. Preostali udeleženci so naloge poskušali
reševati tako, da so oblikovali bolj naravne stavke. V teh stavkih je bil namen
težje razumljiv. Na primer, za pridobitev podatkov o vremenu so pomočniku
postavili vprašanje “Bo zvečer deževalo?” ter “Ali je sonce v Ljubljani?”.
Največ težav so imeli udeleženci pri nalogi 8, ki je od njih zahtevala, da
ustvarijo nov opomnik. Udeleženci so opomnik poskušali narediti v enem
stavku, česar pa pri implementaciji tega znanja nismo predvideli. Pomočnik
je ob zaznavi namena udeleženca sprožil obrazec za kreacijo opomnika in od
njega začel pridobivati informacije o imenu in času izvedbe opomnika. Največ
težav z nerazumevanjem je pomočnik imel s prepoznavo ure in datuma v
slovenščini. Osnovno prepoznavo ure in datuma smo implementirali sami,
uspešno smo lahko prepoznali različne dneve (npr. jutri in ponedeljek) ter
datum (dan. mesec.) in uro (ure:minute), zapisano s številkami. Pomočnik
ni znal prepoznati relativnega časa (npr. čez 1 uro) ter časa, zapisanega v
drugačnem formatu ure (ure.minute). Med testiranjem smo od udeležencev
zbrali različne načine zapisa datuma in ure, ki jih bomo dodali v pomočnika.
Udeleženci so predlagali različne izbolǰsave odgovorov pomočnika v pri-
meru napak. Pri akcijah, kjer so pomočniku morali podati več entitet,
tako niso bili popolnoma prepričani, katere stvari je pomočnik razumel. Po-
membna izbolǰsava pomočnika bi tako bila, da bi pri odzivu na sporočilo upo-
rabnika upoštevali dejanske besede, ki jih je uporabnik uporabil za izražanje
svojega namena, in tako oblikovali bolj smiselne odgovore, ki bi bili ustrezni
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glede na vsebino stavka, in ne zgolj glede na njegov namen.
Virtualne pomočnike je običajno mogoče uporabljati prek tekstovnih in
glasovnih kanalov, zato smo se z udeleženci testiranja pogovarjali tudi o tem,
kako način komunikacije vpliva na njihov način izražanja. Udeleženci so
večinoma izrazili mnenje, da bi bil pomočnik veliko bolj uporaben, če bi ga
lahko uporabljali prek glasovnih ukazov. Pri pisni komunikaciji so udeleženci
navajeni podati več informacij v dalǰsih stavkih, medtem ko jim je z govorom
lažje podati kraǰse stavke z manj informacijami.
Med uporabnǐskim testiranjem smo od uporabnikov dobili različne ko-
mentarje za izbolǰsave in ideje za implementacijo novih znanj v pomočniku.
Največkrat predlagana nova funkcionalnost je bila možnost povezave opo-
mnikov z obstoječimi sistemi in aplikacijami, ki jih uporabniki uporabljajo
vsakodnevno. S tem bi jim omogočili nov vmesnik za dodajanje obvestil in
opomnikov v koledar in hkrati omogočili dostop do teh podatkov iz različnih
naprav. Preostali predlogi so se nanašali predvsem na dodatne funkcional-
nosti znotraj obstoječih znanj pomočnika.
Vse pogovore z udeleženci smo po koncu testiranja analizirali in stavke
dodali med učne podatke za učenje modela NLU. Iz pogovorov smo pridobili
tudi testne zgodbe, ki bi jih lahko v nadaljevanju razvoja uporabljali za
avtomatsko testiranje pogovornega modela oziroma bi jih lahko uporabili
kot učne zgodbe za učenje pogovornega modela.
Poglavje 7
Sklepne ugotovitve
V magistrskem delu smo predstavili razvoj in evalvacijo virtualnega pomočnika
za upravljanje pametnega doma. Pomočnik pomeni nadgradnjo obstoječih
klepetalnikov, ki uporabnikom omogočajo komunikacijo s ključnimi bese-
dami. Uporabniki se lahko s pomočnikom pogovarjajo v slovenskem jeziku
in pri tem uporabljajo tak način komunikacije, kot če bi se pogovarjali s
človekom.
Pomočnika smo implementirali v odprtokodnem ogrodju Rasa. Pomočnik
je za delovanje uporabljal model za obdelavo in razumevanje naravnega je-
zika ter pogovorni model. Pri izgradnji modela za razumevanje naravnega
jezika smo uporabljali komponente, ki so bile prilagojene za procesiranje slo-
venščine. Pogovorni model je določal akcije, ki so se uporabile za oblikovanje
odgovora uporabniku. Pri izbiri akcije za odgovor je model upošteval kon-
tekst pogovora, ki je vključeval vse predhodne namene in entitete, ki jih je
uporabnik poslal v preǰsnjih sporočilih.
Pomočnik je za oblikovanje odgovorov uporabljal akcije. Vsebina od-
govorov se je spreminjala glede na namen in entitete, ki so bile prisotne
v sporočilih uporabnika. V akcijah smo implementirali znanja pomočnika.
Uporabniku so omogočale kreacijo, urejanje in brisanje seznamov ter opo-
mnikov, pridobivanje informacij o času, datumu, vremenu, sporedu, prometu
in novicah ter upravljanje luči v hǐsi. Vse podatke, ki so jih akcije potrebovale
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za izvajanje, smo sproti posodabljali in jih hranili v podatkovni bazi.
Z evalvacijo različnih modelov NLU smo ugotovili, da uporaba vektorskih
vložitev predhodno učenih jezikovnih modelov izbolǰsa uspešnost klasifikacije
namenov in prepoznave entitet. Naš najbolǰsi model NLU je vključeval ar-
hitekturo DIET in vložitve iz modela SloBERTa. Ocena F1 za klasifikacijo
namena je bila 0,9. Naš najbolǰsi model za prepoznavo entitet je vključeval
arhitekturo DIET in vložitve iz modela fastText. Ocena F1 za prepoznavo
entitet je bila 0,924.
Delovanje pogovornega modela in uporabnost pomočnika smo testirali z
uporabnǐskim testiranjem. V testiranju je sodelovalo 15 udeležencev. Upo-
rabnost smo merili z uporabo vprašalnikov SUS in CUQ. Pomočnik je v
vprašalniku SUS dosegel povprečno oceno 74,8, pri vprašalniku CUQ pa 68,8.
Obe vrednosti sta bili nad povprečjem v primerjavi s sorodnimi aplikacijami.
Med uporabnǐskim testiranjem so udeleženci predlagali številne nadgra-
dnje pomočnika. Njihovi predlogi so vključevali razširitev aktualnih in vključitev
novih znanj (npr. koledar, športni rezultati).
Ena izmed večjih pomanjkljivosti našega dela je bila majhna količina
učnih podatkov. Na spletu lahko najdemo različne podatkovne baze v an-
gleškem jeziku (npr. SNIPS [67]), ki se uporabljajo za primerjavo sposobnosti
različnih modelov NLU, za slovenščino pa takih zbirk podatkov še ni. Ena
izmed možnih nadgradenj našega dela bi bilo oblikovanje podatkovne baze za
slovenščino, ki bi se lahko v prihodnosti uporabljala kot merilo za primerjanje
uspešnosti različnih modelov NLU.
Uspešnost modela NLU bi lahko dodatno izbolǰsali z iskanjem optimalnih
parametrov za različne komponente v cevovodu NLU. V cevovodu, ki smo
ga uporabili v končni različici pomočnika, smo uporabili priporočene para-
metre. S testiranjem različnih nastavitev komponent bi lahko model NLU
optimizirali za čim bolǰse rezultate v eni izmed metrik (točnost, natančnost,
ocena F1).
Dodatek A
Nameni in entitete v
virtualnem pomočniku
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Tabela A.3: Entitete
Ime entitete Opis
category Kategorija televizijske oddaje
day Dan v tednu
date number Datum, zapisan s številkami
light name Ime luči
list Seznam
list name Ime seznama
light on Prižig luči
light off Ugasitev luči
location Lokacija
news Novice
news category Ime kategorije v novicah
program Ime programa
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izobraževanju, Dostopno na: https://repozitorij.uni-lj.si/
IzpisGradiva.php?lang=slv&id=95921 (2017).
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