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Chapter 6  
Similarity-Based Spatial Methods 
to Estimate Shelf Space Elasticities 
 
6.1 Introduction 
The application of marketing models to consumer goods data is now widely 
practiced (Bucklin and Gupta, 1999). Research firms such as IRI and ACNielsen 
apply variations of standard methodologies to estimate the effects of promotions 
on store sales. For example, ACNielsen’s SCAN*PRO-model (Wittink et al., 
1988) has been used in more than 3,000 commercial applications. These and other 
models call for unbiased estimates of the effects of marketing instruments on a 
continuing basis. Models based on historical data often implicitly assume 
exogeneity of the predictor variables. Increasingly, however, managers use 
scanner data results for marketing decisions, so that endogeneity problems may 
affect subsequent estimation results. Wansbeek and Wedel (1999) refer to these 
problems as a shortcoming in current market response models. Standard store-
level promotion models avoid endogeneity problems with fixed effects so that 
only within-store variation is used for estimation (within-store variation is often 
not affected by unobserved store level factors). However, the fixed effects model 
is not applicable for variables that only vary cross-sectionally. In that case, 
unobserved actions by retailers contaminate the estimated relation between sales 
and marketing instruments. 
 Shelf-space elasticity is an example of an effect that is very difficult to 
estimate due to minimal time variation. Retailers adjust the shelf space 
infrequently, and shelf space measures over time are rarely part of available data. 
Instead, researchers sometimes use experiments to estimate shelf-space effects 
(Curhan, 1972,1973, Heinsbroek, 1977, Bultez and Naert 1988, Bultez et al., 
1989, and Drèze et al., 1994). However, experiments are costly and it may not be 
feasible to undertake them on a continuing basis for all products a retailer sells. 
 In this chapter we provide an alternative solution that uses observed variation 
in shelf space allocation to infer shelf-space elasticities. We accommodate 















We build on the work of Bronnenberg and Mahajan (2001) (BM) who use a 
spatial structure based on geographic proximity to estimate price- and non-price 
promotion effects from data with limited variation over time. The essence of their 
approach is to model correlations between predictor variables and the error term 
via the assumption that both the predictor variables and the error term are 
spatially distributed (the closer the geographic proximity, the higher the 
correlation). 
 In their application to Mexican food items, such a spatial distribution should 
be appropriate. However, in general retailers tend to decide the shelf space 
amount based on store profiles based on characteristics of the store, customers, 
and competitors (Hoch et al., 1995, Montgomery 1997, Reinartz and Kumar, 1999 
and Campo et al., 2000). In that case, spatial correlation based on proximity is at 
best incomplete. That is, the similarity of two stores in geographic proximity is 
often lower than that between that have similar profiles but are farther apart. To 
accommodate a general form of endogeneity, we propose to model the correlation 
between the error term and the predictor variable (shelf space) with a spatial 
structure based on similarity in store-, consumer-, and competitor characteristics. 
We use data for a frequently bought daily care product from a sample of 44 stores 
in the Netherlands. Our results show that the proposed model appears to correct 
for endogeneity and provides good (face valid) parameter estimates. It also 
outperforms benchmark models, including a model with a spatial structure based 
on geographic proximity, in terms of face validity, reliability and predictive 
validity. 
 This chapter is organized as follows. In the next section we discuss past 
research on shelf space elasticities. In Section 6.3 we discuss the issue of 
endogeneity. We outline our modeling approach in Section 6.4 and describe the 
data in Section 6.5. Section 6.6 covers model specification and testing. We show 
empirical results in Section 6.7 and provide conclusions in Section 6.8. 
 
6.2 Endogeneity 
A major potential shortcoming of marketing response models is that the predictor 
variables, including prices, promotions and advertising expenditures, are 
implicitly taken as exogenous. One reason for the frequent omission of 
simultaneity issues is that the economic theory required to jointly model the 
behavior of manufacturers, retailers, and consumers has not yet been thoroughly 
developed (Wansbeek and Wedel, 1999). Another argument is that the parameters 
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of interest can be estimated with fixed effects models. However, endogeneity 
cannot be ignored if only cross-sectional variation is available. Endogeneity 
implies that the expected value of the product of a regressor (X) and the error term 
(ε ) is nonzero ( 0)( ≠′εXE ). In this case the OLS estimator ( OLSβˆ ) is 
inconsistent (e.g. Greene, 2000, p. 372). 
 Card (1999, 2000) considers three approaches to treat endogeneity: (i) 
Instrumental Variables (IV), (ii) Comparable units (such as siblings, twins, and 
father-son or mother-daughter pairs), and (iii) Control variables. The principle of 
the IV-approach is to find instruments (Z) that are (highly) correlated with the 
regressors (X) but not with the disturbances (ε ). One approach is to first regress X 
on the instruments Z. Next, the predicted values Xˆ  from this regression, by 
construction uncorrelated with the disturbances if Z is uncorrelated with ε , are 
used to obtain consistent parameter estimates. The major problem with this 
approach is to find appropriate Z-variables (Card 1999, 2001). If the instruments 
are not valid in this sense, the IV-estimates are biased, and may even be worse 
than the OLS-estimates. The magnitude of the bias depends upon the weakness 
and lack of exogeneity of the instruments1 and the endogeneity of the regressors 
(Bound et al., 1995). Examples of recent IV-approaches are Villas-Boas and 
Winer (1999) and Nevo (2001)2.  
 BM provide an alternative estimation method that uses the principle of 
comparable units. In particular, their method accounts for endogeneity based on 
spatial econometrics. Their estimates of price promotion elasticities are based on 
cross-sectional variation across 64 US-markets in data on sales, prices, features, 
and displays for three national brands each of Mexican hot sauce and tortilla 
chips. The spatial structure allows them to use unobserved information from 
contiguous markets via a spatial weight matrix W. This matrix defines for all pairs 
of sample points whether they are contiguous (neighbors, comparable units) or 
not, based upon Voronoi contiguity3 of the different geographic markets. The 
spatial weight matrix W is used to relate disturbances of contiguous observations 
to each other (spatial dependence).  
 BM propose that the unobserved actions of retailers cause a measurable joint 
spatial dependence among the marketing variables and sales. By accounting for 
                                                                        
1 See Card (2001) for criticism of the instruments used in many applications. 
2 Other examples are the new empirical industrial organizations models. See Gasmi et al. 
(1992) and Kadiyali (1996). 















this spatial dependence they also account for the effects of retailers’ unobserved 
behavior. In the application, they show that their model generates parameter 
estimates that are virtually equal to results based on within-market variation over 
a longer time period, and it outperforms Nevo’s (2001) IV-approach in terms of 
bias and stability4. Nevertheless, the BM approach gives rise to some concerns5.  
 First, the authors correct for endogeneity inherent in a spatial structure. If 
spatial proximity does not provide comparable units, their approach is not 
applicable. We argue that for many product categories, it will be more informative 
to relate cross-sectional units based on store profiles (characteristics of stores, 
consumers, and competitors). Such “unobserved characteristics” will be driving 
the correlation between the predictor variable (e.g., shelf space) and the error term 
if managers make decisions based on store profiles. Second, the BM approach 
cannot handle non-distance-based contiguity at the store-level. For example, two 
stores in the same regional market may face more dissimilar client groups than 
two stores located in different regions. 
 We use store profiles to define contiguity between stores (compare 
Applebaum, 1966). This means that, for example, two stores in rich 
neighborhoods in different cities may be contiguous. It also means that stores 
located in the same city but with quite different profiles would not be contiguous. 
We note that our approach is similar to standard approaches that use information 
on comparable units. 
6.3 Shelf space elasticities 
Traditionally, shelf space elasticities are either obtained from data generated by 
experiments or based on cross-sectional data. One advantage of experimentation 
is that the researcher is able to impose a design that overcomes endogeneity 
issues, a problem endemic to cross-sectional observations. Studies based on 
experiments include Curhan (1972), Heinsbroek (1977), Bultez and Naert (1988), 
and Drèze et al. (1994). In a large-scale study, Curhan (1972) observed unit sales 
of about 500 grocery products in 4 stores during 5 to 12 weeks before and after 
changes in the shelf space. The average shelf-space-elasticity estimate is 0.21. 
Referring to 20 experiments, Heinsbroek (1977) obtained an average space 
                                                                        
4 Like the OLS-estimates, the IV-estimates are biased and unstable across different rolling 
time windows of estimation. 
5 BM recognize the points we discuss here. They state that a similarity structure based on 
distances is but one definition of kinship among many. 
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elasticity (0.15) at the item level, with elasticities below 0.05 in 40% of the cases 
and none exceeding 0.5. Bultez and Naert (1988) provide a shelf space 
optimization method called SH.A.R.P (SHelf space Allocation for Retailer Profit). 
For a milk drink product category in the Netherlands their average shelf space 
elasticity is 0.30, for a brand with a 20 percent market share. Drèze et al. (1994) 
conduct experiments to study several shelf design aspects. They find that an 
average shelf space change of 25 percent resulted in an average sales change of 
3.9 percent. This yields an elasticity of 0.16. We conclude that the literature 
suggests that the, experiment-based brand-level shelf space elasticity is between 
zero and 0.50, with a mean around 0.20.  
6.4 Model development 
We compare alternative models for the estimation of shelf-space elasticities based 
on a panel data structure (three measurements for multiple stores) as follows. We 
compute the predictive validity of alternative models by treating the third 
measurement for each store as a validation sample. We compare models first 
under the assumption of purely cross-sectional data (one measurement per store), 
and then based on two measurements per store, i.e., with some longitudinal 
variation. 
 For purely cross-sectional data, we use four estimation methods: 
i. an OLS-model that ignores endogeneity; 
ii. an OLS-model that includes control variables (OLSC); 
iii. our proposed model that corrects for endogeneity with a spatial structure 
based on similarities between store profiles, the SPATIAL-model; 
iv. a model that corrects for endogeneity with a spatial structure based on 
geographic proximities as in the BM-model, the SPATIALBM-model. 
We also consider three models with longitudinal variation in each cross-sectional 
unit (cross-sectional by time data): 
v. a fixed effects model (FE); 
vi. a spatial model based on store profiles with longitudinal information, the 
SPATTEMP-model; 
vii. a spatial model based on geographic proximities with longitudinal 

















We use data for five brands of a frequently purchased daily care product sold in 
the Netherlands. These brands account for 84 percent of total category sales. The 
scanner data provided by ACNielsen refer to 44 supermarkets from a large 
retailer, cover 109 weeks in 1995-1997, and include information about prices, 
promotional activities and sales.  
 In the sample period, we have three shelf space measures in all stores for each 
of the five brands (Shelf*metrix data of ACNielsen). This data collection 
frequency matches the frequency with which retailers reallocate shelf space. 
Research by ACNielsen has shown that in The Netherlands this frequency is twice 
a year. Since our objective is to relate shelf space variation to sales variation, we 
have to solve two issues. One is to remove the effect of promotions. We create a 
corrected sales variable by estimating a SCAN*PRO model (Wittink et al. 1988) 
for each brand, and predicting sales for each store-week in the absence of a 
promotion. Two, we have 109 weekly sales data but only three shelf space 
measurements in weeks 45, 69, and 97. To align the data, we create three values 
for the criterion variable, each representing the week of the shelf space 
measurement and 12 surrounding weeks: period 1 = weeks 39,…,51, period 2 = 
weeks 63,…,75, and period 3 = weeks 91,…,103. We average the corrected 
(baseline) sales values across the corresponding weeks. 
 The data for period 2 are used to calibrate the cross-sectional models. The 
data for the first and second periods are used for the models that use temporal 
variation as well. The data for the third period are only used for validation. By 
using the same validation data for all models, we can compare all predictive 
validity results.  
 We show median prices and average market shares for the brands in Table 6.1. 
There is a substantial amount of variation in the prices of the brands; brands 2 and 
3 are about four times as expensive as brand 4. The market shares of the brands 
range between 9 percent and 26 percent, with a change up to five absolute 
percentage points over time.  
 We show average (and standard deviation across stores) shelf space values in 
Table 6.2, and the percentage of stores with zero changes in shelf space in Table 
6.3. Over time, the average shelf space tends to increase for brands 1 and 5, and 
tends to decrease for brand 4. Table 6.3 shows that the percentage of stores with 
zero change is by far the highest for brand 3. 
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Table 6.1 Market share and price of the different brands 
 Median 
regular price 




(in €), period 
1 (13 weeks) 
Average 
market share 
(in €), period 
2 (13 weeks) 
Average 
market share 
(in €), period 
3 (13 weeks) 
Average 
market share 
(in €), all 
periods (109 
weeks) 
Brand 1  0.82 28 % 28 % 33 % 26% 
Brand 2  1.23 16 % 11 % 13 % 14% 
Brand 3  1.36 12 % 11 % 9 % 13% 
Brand 4  0.32 13 % 12 % 13 % 14% 
Brand 5  0.59 7 % 9 % 9 % 9% 
Table 6.2 Average shelf space in centimeters (standard deviation across stores) per period 






Brand 1  62 (14) 79 (25) 81 (31) 
Brand 2  34 (  9) 34 (10) 34 (13) 
Brand 3  22 (  7) 21 (  5) 22 (  7) 
Brand 4  79 (26) 50 (17) 56 (22) 
Brand 5  46 (17) 61 (26) 61 (28) 
Table 6.3 Percentage of stores with zero change in shelf space between two measurements 
 Measurement 1 – measurement 2 Measurement 2 – measurement 3 
Brand 1  14% 27 % 
Brand 2  30% 36 % 
Brand 3  66% 61 % 
Brand 4  5% 25 % 
Brand 5  16% 27 % 
Average 26% 35 % 
 
The store profiles are based on three sets of variables (see Table 6.4):  
• Household characteristics (for the set of primary customers): the number of 
households in different social classes (SCLASS), and family life cycles (FLF) 
(source: Claritas). 
• Competitor characteristics: presence/absence of a drug store within the 
vicinity of the supermarket; drug stores sell the same daily care product 
(source: yellow pages and distance measures based on an internet map 
system, www.locatienet.nl). 
• Store characteristics: annual turnover, number of checkouts, sales area of the 















We also show the geographic location variables that define store adjacencies à la 
Bronnenberg and Mahajan in Table 6.4. 
Table 6.4 Definition of the store profile variables 
Variable Description 
Consumer 
     SCLASS 
 
Five variables capture the number of customers in different 
social classes. Classes are based on combinations of 
education level and profession. 
     FLF Five variables capture the number of customers in different 
family life phases. Households are classified according to the 
age of the oldest child or the age of the wage earner. 
  
Competitor 
     DRUG 
 
Presence of a drug store within a radius of 100 meters (yes 
=1, no =0) 
     SUPDIST Average distance to the five nearest stores (in meters) 
     SUPSIZE Sales area of the store divided by the sales area of the nearest 
five competitors (in squared meters) 
Store 
     AREA 
 
Sales area in squared meters 
     ACV Total annual turnover (in guilders) 
     TCH Number of checkouts 
Geographic locationa  
     XPOS x-coordinate of the store location  
     YPOS y-coordinate of the store location  
a We use these variables to calibrate the Bronnenberg and Mahajan (2001) approach. 
6.6 Model specifications 
6.6.1 Models based on cross-sectional observations only 




where jSALES  is a 1×K  vector of average corrected sales of brand j in store 
Kkk ,,1, K= , jSHELF  is a 1×K  vector of shelf space of brand j in stores 
Kkk ,,1, K= , in period 2, jα  is the intercept for brand j, Kι  is a 1×K  vector of 
ones, jβ  is the shelf space elasticity for brand j , and KI  is a KK ×  unity 
matrix. We expect a positive correlation between the shelf space and the error 
term since many retail managers allocate shelf space based on anticipated sales. 
),0(~,lnln 2 KjjjjKjj INSHELFSALES jεσεεβια ++=
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Hence, the OLS-estimates will be biased upward (Frank and Massy 1970, p.60, 
Greene, 2000, p.372). 
 We add control variables to the OLS-model to obtain the OLSC-model. These 
control variables are the first two principal components ( jP1  and jP2 ) from the 
store profile variables. We use these two principal components because we use the 




    
where jj PP 21 ,  are 1×K  vectors with scores on the two largest principal 
components in the store profile variables. 2,1 jj ππ  are parameters. This approach 
is one of the standard approaches to obtain unbiased estimates. The control 
variables are used to correct for unobserved retailer behavior (see Card, 1999, 
2001). 








where: ∗ jSALES ,α  is the constant term for the sales equations, ∗ jSHELF ,α  is the 
constant term for the shelf space equations, W is a )( KK × standardized spatial 
weight matrix with elements of the contiguity of the stores (for SPATIAL based on 
store profiles, for SPATIALBM based on geographic proximities), ∗ jSALES ,ε , and ∗
jSHELF ,ε  are 1×K  vectors of error terms with a spatial structure, ∗ jSALES ,υ  and ∗
jSHELF ,υ  are 1×K  vectors that are assumed to have independently distributed 








jSHELFυσ , and ∗∗∗ jjj λγβ ,,  are parameters. 
 Equation (6.3a) by itself equals (6.1), except for the error term. Equation 
(6.3b) allows the log shelf space to be constant over all stores ∗ jSHELF ,α  plus a 
deviation from this constant ∗ jSHELF ,ε . Equation (6.3c) identifies the model by 
imposing a spatial structure: the disturbances of the sales equations ( ∗ jSALES ,ε ) are 
related via W: a KK ×  matrix with elements kkw ′  that measure the contiguity 









































convention, the diagonal elements of this matrix are zero. ∗ jSALESW ,ε  is called the 










,'ε  with 0=kkw  and ∗ jkSALES ,ε  the k-th element of ∗ jSALES ,ε . 
  
We standardize the matrix W such that its rows sum to one. The spatial lag is 
interpreted as the weighted average of the error terms of other stores. The 
parameter jλ  in (6.3c) is the spatial autoregressive parameter, and indicates the 
strength of the relationship and the spatial lag (Anselin 1988). In this model, the 
shelf space variable is independent of ∗ jSALES ,ε  if jγ  is zero. Hence, equation 
(6.3d) provides a test for endogeneity: 0:0 =jH γ  (no endogeneity) versus 
0:1 ≠jH γ  (endogeneity). 
6.6.2 Models based on two periods of cross-sectional observations 
With sufficient temporal variation, the endogeneity inherent in OLS can be 
avoided by estimating a fixed effects (FE-model). Fixed effects capture the cross-
sectional variation, so that the estimated effects of interest are based on pooled 
temporal variation. The FE-model is specified as: 
 (6.4) 
 
where ∗∗jµ  is a vector of store intercepts, with elements ∗∗jkµ , and ∗∗jpτ  is a 1×K  
vector with the fixed period effects for brand j in period p. The period effects are 
common to all stores leaving the store-specific variation in shelf space over time 
for the estimation of shelf space effects. Note that for a linear model the measures 
would have to be adjusted to properly account for store size effects. 
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where jpSALES , jpSHELF , 
∗∗∗
jpSALES ,ε , and ∗∗∗ jpSHELF ,ε  include an index p ( 2,1=p ), 
to indicate the shelf space measurement period, ∗∗∗jµ  is a vector of time invariant 
random intercepts, that are spatially related to each other in (6.5d), ∗∗∗ jpSHELF ,ξ  is a 
1×K  vector of autocorrelated error terms with autocorrelation parameter 
∗∗∗
jSHELF ,ρ . ∗∗∗jν  and ∗∗∗ jpSHELF ,υ  are 1×K  vectors assumed to have independently 
distributed error terms, and variances 
2
jνσ ∗∗∗ , and 2 , jSHELFυσ ∗∗∗ .  
 The model includes variation over time in the error structure. Log sales is 
modeled as a deviation from a time invariant mean ( ∗∗∗jµ  ) with a spatial structure 
(6.5d). Shelf space is related to this mean through the parameter ∗∗∗jγ , and 
deviations from this relationship are captured by the autocorrelated disturbances 
∗∗∗
jpSHELF ,ξ . The SPATTEMP-model has only one marketing instrument (shelf 
space), and we therefore do not need a factor structure to model common shocks 
in marketing instruments, as in the BM-model. We cannot include autocorrelation 
in the SPATTEMP-model in the disturbances of the sales equation because it 
would not be identified6. 
 
6.6.3 Defining the spatial weight matrix 
Most applications in spatial econometrics and regional science define the spatial 
weight matrix based on a distance concept and simple contiguity. Voronoi based 
contiguity is frequently used for this purpose (BM). This implies the creation of 
imaginary borders around geographic sample units so that every unit is allocated 
to its closest sample point (Cressie, 1991). The next step is to obtain spatial-
weight matrices with entries that capture contiguity. For example BM use binary 
                                                                        
6 BM can accommodate autocorrelation because they use 4 measurement periods whereas 




















































weights, with elements 1 (contiguity) and 0 (no contiguity), and we use binary 
weights as well. 
 We use multiple store characteristics for the SPATIAL- and SPATTEMP-
models. In theory, we could determine the position of each store in this 
multidimensional space, and determine Voronoi contiguities. However, if the 
dimensionality of the space is larger than 2, binary weights based on Voronoi 
contiguity result in a weight matrix with almost all off-diagonal elements equal to 
1. This is due to the fact that the upper limit of the number of contiguity 
relationships is of the order 2/dk , where k is the number of sample points (stores) 
and d the dimensionality (De Berg et al., 2000). Hence for higher dimensions the 
upper limit “explodes” as the number of observations increases.  
 We reduce the dimensionality of the store-profile data via Principal 
Component Analysis (PCA) and use the scores on the first two dimensions. In this 
way the upper limit is linear in the number of stores, and we determine adjacency 
(0-1) for each pair of stores based on Voronoi polygons. Other advantages of the 
PCA approach are that it: (i) accounts for scale differences between the profile 
variables, and (ii) creates orthogonal components7. 
 
6.6.4 Testing the spatial structure 
It is important to test for spatial dependence. The spatial dependence test is used 
to determine whether the spatial structure is relevant. This test also allows us to 
compare the structure based on store profiles with one based on geographical 
locations. We use the Moran’s-I statistic based on the residuals of the SPATIAL-
model separately for sales and shelf space.  The statistics for time period p  for 
brand j  are: 
   
                                                     , and (6.6) 
 
The statistic is asymptotically normally distributed (see Anselin, 1988, p. 102 for 
details). For this statistic, larger values indicate that the disturbances are 
positively correlated with their spatial lag.  
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6.6.5 Predictive validation 
We compare the predictive validity of the different models from observed and 
predicted changes in sales due to a change in shelf space between the validation 
period (p=3) and the previous period (p=2). Predicting changes has the advantage 
that we eliminate the spatial structure in the SPATIAL-, SPATIALBM-, 
SPATTEMP-, and SPATTEMPBM models. Thus, the predicted difference in sales 
M
jLESASD ˆln( ) for brand j  and model M is obtained from: 
 
 (6.7) 
              





We use two fit measures to assess the validation: the mean squared error (MSE) 
and the mean absolute error (MAE). These measures are computed as follows (see 









where Kι  is a )1( ×K vector of ones. 
 
6.6.6 Robustness 
We also investigate the robustness of our results with respect to changes in store 
profile variables8. A change in the store profile variables may result in a different 
factor structure which leads to changes in the Voronoi contiguity and the spatial 
                                                                        
8 SPATIALBM and SPATTEMPBM are extreme examples of such changes where we 
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weight matrix. To do this we consider only changes that can be expected to have a 
major impact on the factor structure. Hence, we work with blocks of related 
(correlated) store profile variables. These blocks are the store-, consumer-, and 
competitor variables in Table 6.4. By working with blocks we can also assess the 
added value for each of these types of variables. Thus, we expect that the results 
may vary strongly with the number and types of blocks used to specify W. 
 We consider six alternative sets of store profile variables:  
• The exclusion of one block (three blocks of two blocks each) 
• The exclusion of two blocks (three sets of one block each) 
We compare the models based on: (i) face validity and (ii) predictive validity 
(MSE, MAE). We also look at the spatial structure in terms of commonality of the 
elements in the store profile and geographic proximity based matrices. 
 
6.7 Empirical analysis 
6.7.1 Weight matrices and spatial dependence 
We estimate the SPATIAL-, SPATTEMP-, SPATIALBM-, and SPATTEMPBM-
models by maximum likelihood. We provide expressions for the likelihood for the 
SPATIAL- and SPATTEMP-models in Appendix 6A. Anselin (1988, p.186) states 
that for optimization appropriate starting values have to be chosen. This choice 
appears to be critical for the SPATIAL-model. Our starting values assume no effect 
of shelf space on sales, which works well9.  
 We construct two spatial weight matrices, one based on store profiles and 
another based on geographic locations for the 44 stores, for the SPATIALBM- and 
SPATTEMPBM-models (for the spatial weight matrix based on store profiles the 
first two principal components account for 70 percent of the variance). Next, we 
use the scores on the principal components to construct Voronoi polygons. The 
Voronoi polygons around each store. The polygons and store locations are shown 
                                                                        
9 Formal solutions to the multiple root problem are provided by Small et al. (2000). The 
use of a consistent estimator is such a solution. We compared the estimates from the 
SPATTEMP model (consistent estimator, no starting value problem) with starting values 
under the assumption of no shelf space effect. In all cases we found the same optimal 
value. We prefer not to use the SPATTEMP estimates in our application as they require the 
availability of data across time. Bronnenberg and Mahajan (2001) avoid the starting value 
problem by imposing restrictions on the parameter space. 
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in Figure 6.110. The dots in the figure are the store locations in the space spanned 
by the first two principal components (the axis). The lines demarcate the 
polygons. Store k is contiguous to store k ′  if they have a common border.  
 





















We analyzed the amount of overlap between the spatial weight matrices derived 
from store profiles (SPATIAL) and from geographic proximities (SPATIALBM). In 
the SPATIAL weight matrix there are 123 contiguous store pairs. Only 12 (10 
percent) of these pairs are also defined as contiguous in the SPATIALBM weight 
matrix. Hence there is very little overlap between the two contiguity measures.  
 To illustrate the difference between the two spatial weight matrices, we 
consider a particular store and its contiguous neighbors. We compute the average 
profile of the store’s neighbors for each profile variable and show the percentage 
                                                                        
10 We do not show the Voronoi polygons for the weight matrix based on geographical 















deviation from this average. We expect that the differences are small when the 
contiguity is based on store profiles. Indeed, the average percentage deviation is 
around 10 percent. If the geographic contiguity also has comparable stores, we 
expect these stores also to have a high degree of similarity on the profile 
characteristics. Here, however, the average percentage deviation is around 50 
percent. Thus, geographic proximity does not imply similarity in the 
characteristics that should relate to the behavior of interest. 
 
Figure 6.2 Comparison profile for a particular store 
 
We use Moran’s I statistic for spatial dependency based on the residuals of the 
SPATIAL-model separately for sales and shelf space. We show test results for each 
period for both weight matrices in Table 6.5. The upper half of the table shows the 
results for the spatial weight matrix based on store profiles, the lower half based 
on geographic locations. Large positive values indicate a large positive correlation 
between the disturbance and its spatial lags. 
 The test for the weight matrix based on store profiles is statistically significant 
in 8 out of 10 cases for sales and in 5 out of 10 cases for shelf space. However, for 
the spatial weight matrix based upon geographic proximity we have only 1 out of 
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suggest that a spatial matrix based on geographic proximity has little potential to 
reduce the endogeneity in the purely cross-sectional data. 
 
Table 6.5. Spatial dependency tests 
Store profiles 
 Brand 1 Brand 2 Brand 3 Brand 4 Brand 5 
Moran’s I sales period 1 0.42** *0.27** *0.45** *0. 25** *0.04 
Moran’s I sales period 2 0.23** *0.43** *0.39** *0. 27** *0.09 
Moran’s I shelf space period 1 −0.05 *0.18** *0.02 *0. 38** *0.30** 
Moran’s I shelf space period 2 *0.10* −0.06 *0.04 *0. 07 0.13* 
Geographic proximity 
 Brand 1 Brand 2 Brand 3 Brand 4  Brand 5 
Moran’s I sales period 1 −0.01 −0.02 *−0.05 *0. 07 *−0.08 
Moran’s I sales period 2 0.09 −0.03 *−0.09 *0. 12 *0.14* 
Moran’s I shelf space period 1 *0.04 0.02 *−0.01 *0. 08 *0.04 
Moran’s I shelf space period 2 −0.03 −0.12 *−0.04 *−0. 10 *0.11* 
* 05.0<p  
** 01.0<p  
6.7.2 Estimation- and validation results 
Models based on cross-sectional data only 
We show estimation results for models on cross-sectional data in Table 6.6. The 
shelf space elasticity estimates of the OLS-model, shown in the top panel, range 
from 0.62 to 1.08 with an average of 0.85. These estimates are far in excess of the 
elasticities reported in earlier studies. They also exceed, as expected, the estimates 
of the SPATIAL-model, shown in the middle panel of Table 6.6. These range from 
0.11 to 0.39, with an average of 0.21. This corresponds well with the elasticities 
based on experiments. For most brands (four out of five), the shelf space 
estimates from the OLSC-model are between the SPATIAL and OLS estimates. 
The brand level estimates range from 0.23 to 0.83 with an average of 0.47. This 
average value is at the upper range of elasticities reported in earlier studies. This 
suggests that the unobserved retailer behavior is not fully accommodated in 
OLSC. 
 The estimated shelf space elasticities of the SPATIALBM-model include two 
negative values, while the positive values vary from 0.64 to 1.68. If the true shelf 
space elasticity is less than 0.5 (as suggested in Section 6.3), then it is clear that 
the SPATIAL model is far better than SPATIALBM. This suggests that the 















Table 6.6 Parameter estimates (standard errors in parentheses) for models based on 
purely cross-sectional data (period 2) 
 Brand 1  Brand 2 Brand 3 Brand 4 Brand 5 Average 
OLS 
4.09** 4.59** 5.42** 6. 38** 3. 65** 4. 83 
jα  (0.77) (0.85) (0.81) (0. 72) (0. 50)   
1.08** 0.82** 0.62* 0. 66** 1. 04** 0. 85 
jβ  (0.18) (0.24) (0.27) (0. 19) (0. 45)   
 0.17 0.30 0.15 0. 18 0. 21 0. 20 
OLSC 
6.06** 6.39** 6.60** 7. 47** 4. 51** 6. 21 
jα  (0.62) (0.68) (0.59) (0. 72) (0. 44)   
062** 0.30 0.23 0. 38* 0. 83** 0. 47 
jβ  (0.14) (0.20) (0.20) (0. 19) (0. 11)   
 0.08 0.16 0.07 0. 13 0. 14 0. 12 
SPATIAL 
8.20** 6.07** 7.10** 7. 67** 7. 10** 7. 23 ∗
jSHELF ,α  (1.10) (0.82) (0.92) (1. 39) (1. 28)   
0.11 0.39 0.07 0. 33 0. 17 0. 21 ∗
jβ  (0.25) (0.22) (0.30) (0. 36) (0. 32)   
4.30** 3.46** 3.04** 3. 85** 3. 97** 3. 72 ∗
jSHELF ,α  (0.11) (0.07) (0.04) (0. 06) (0. 15)   
0.42** 0.16 0.17 0. 22 0. 62** 0. 32 ∗
jγ  (0.08) (0.11) (0.11) (0. 23) (0. 09)   
0.75** 0.76** 0.75** 0. 58** 0. 61** 0. 69 ∗
jλ  (0.12) (0.12) (0.13) (0. 17) (0. 15)   
 0.15 0.16 0.09 0. 14 0. 31 0. 17 
 0.07 0.11 0.04 0. 11 0. 14 0. 09 
SPATIALBM 
4.79 53.63a 8.70* 6. 50* 1. 11a 14. 95 ∗
jSHELF ,α  (3.18) () (3.71) (2. 05) ( )   
0.91 −13.35a −0.46 0. 64 1. 68a −2. 12 ∗
jβ  (0.74) () (1.22) (0. 53) ( )   
4.31** 3.46a 3.04** 3. 85** 3. 98a 3. 73 ∗
jSHELF ,α  (0.05) () (0.03) (0. 05) ( )   
0.12 0.07a 0.26 0. 02 −0. 61a −0. 03 ∗
jγ  (0.53) () (0.14) (0. 38) ( )   
0.23 −0.37a −0.37 0. 27 0. 36a 0. 03 ∗
jλ  (0.23) () (0.27) (0. 22) ( )   
 0.16 21.91a 0.19 0. 16 0. 29a 4. 54 
 0.12 0.00a 0.04 0. 12 0. 19a 0. 09 
* 05.0<p , ** 01.0<p   
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The test for endogeneity in the SPATIAL-model, provided by the γ -parameter 
estimate, shows an average value of 0.32, and it is significant for two out of five 
brands. Under the assumption of no endogeneity this parameter is zero. This 
means that the model accounts for a substantial amount of endogeneity. However, 
for SPATIALBM the average value is -0.03, and it is insignificant for all brands. 
Similarly, the spatial autocorrelation parameter estimates ( λ ) in the SPATIAL-
model show that the disturbances of the cross-sectional observations are strongly 
related, a result that we do not obtain for the SPATIALBM-model. 
 We show validation results for the OLS-, OLSC-, SPATIAL-, and SPATIALBM-
models in Table 6.7. For all brands, the SPATIAL-model is superior to OLS in 
terms of MSE by 44 percent on average and in MAE by 27 percent. The 
SPATIALBM model, by contrast, is on average worse than OLS, largely due to 
brand 2, and outperforms OLS for only two brands. The OLSC-model performs 
better than OLS: the average improvement is 34 percent in terms of MSE and 20 
percent in terms of MAE. This suggests that OLSC corrects for unobserved retailer 
behavior However, the comparison between the OLSC-model and the SPATIAL-
model shows that this correction is partial. The SPATIAL-model performs far 
better and gives an additional 15 percent reduction in MSE and a 10 percent 
reduction in MAE relative to OLSC.  
 
Table 6.7 Validation (period 3) MSE, MAE (relative improvement on OLS  in parenthesis) 
for models based on cross-sectional dataa 
 MSE MAE 
 OLS OLSC SPATIAL SPATIALBM OLS OLSC SPATIAL SPATIALBM 
Brand 1  0.09 0. 05 (42%) 0. 04 (56%)  0.07 (18%) 0. 22 0.17 (21%) 0.16 (27%) 0.20 (8%) 
Brand 2  0.15 0. 08 (43%) 0. 09 (39%) 19.91 (-13365%) 0. 29 0.21 (28%) 0.22 (25%) 3.18 (993%) 
Brand 3  0.09 0. 08 (12%) 0. 08 (11%) 0.11 (-26%) 0. 25 0.22 (11%) 0.22 (13%) 0.25 (1%) 
Brand 4  0.08 0. 04 (44%) 0. 04 (50%) 0.08 (5%) 0. 22 0.16 (27%) 0.15 (32%) 0.22 (3%) 
Brand 5  0.11 0. 08 (27%) 0. 04 (63%) 0.25 (-125%) 0. 25 0.22 (13%) 0.26 (37%) 0.37 (47%) 
Average 0.10 0. 07 (34%) 0. 06 (44%) 4.08 (-2699%) 0. 25 0.20 (20%) 0.18 (27%) 0.84 (242%) 
a The number in parentheses shows the percentage improvement relative to OLS 
We conclude that the SPATIAL-model outperforms the three benchmarks (OLS, 
OLSC, and SPATIALBM) on face validity and predictive validity. The relatively 
poor performance of SPATIALBM is consistent with our arguments: geographic 
proximity is not necessarily an effective means to define similarity. In our 















superior performance of SPATIAL over OLSC suggests that control variables 
inadequately account for unobserved retailer behavior. 
Models based on two periods of cross-sectional observations 
We show parameter estimates for the other three models in Table 6.8. The shelf 
space elasticity estimates for the FE model varies from -0.03 to 0.56, with an 
average across brands of 0.22. This average value is very close to the average for 
SPATIAL, although the latter has a smaller range of 0.07 to 0.39. Similarly, the 
average shelf space elasticity estimate for SPATTEMP is close to the one for 
SPATIAL, while the range across the brands is also slightly greater for SPATTEMP 
than for SPATIAL. SPATTEMPBM similarly provides meaningful values, with an 
average of 0.19 and a range of 0.10 to 0.48. Thus the improvements from having 
two periods of data are notable for FE (compared with OLS) and SPATTEMPBM 
(compared with SPATIALBM). One interpretation is that with minimal time series 
variation (i.e, two longitudinal observations), the endogeneity issue is largely 
resolved. However, the standard errors of the estimated shelf space elasticities 
tend to be smallest for SPATTEMP, suggesting that the similarity-based spatial 
structure still matters.  
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Table 6.8 Parameter estimates (standard errors in parentheses) for models based on two 
periods (periods 1 and 2) 
 Brand 1  Brand 2 Brand 3 Brand 4 Brand 5 Average 
FE 
−0.03 0.08 0.22 0.25** 0.56** 0.22 ∗∗
jβ  (0.09) (0.12) (0.16) (0.08) (0.12)  
 0.02 0.04 0.06 0.02 0.06 0.04 
SPATTEMP 
8.58** 6.85** 6.40** 8.39** 6.03** 7.25 ∗∗∗
jSALES ,α  (0.40) (0.54) (0.49) (0.24) (0.42)  
0.02 0.18 0.31* 0.14** 0.44** 0.22 ∗∗∗
jβ  (0.07) (0.12) (0.13) (0.05) (0.10)  
4.19** 3.47** 3.03** 4.07** 3.84** 3.72 ∗∗∗
jSHELF ,α  (0.09) (0.11) (0.09) (0.07) (0.15)  
0.33** 0.32* 0.28* 0.42* 0.70* 0.41 ∗∗∗
jγ  (0.06) (0.06) (0.10) (0.09) (0.12)  
0.78** 0.84** 0.88** 0.63** 0.75** 0.78 ∗∗∗
jλ  (0.12) (0.10) (0.09) (0.16) (0.13)  
 0.14 0.11 0.05 0.14 0.11 0.11 
 0.02 0.04 0.06 0.02 0.06 0.04 
 0.08 0.07 0.07 0.14 0.14 0.10 
 −0.11 0.24 0.23 −0.14 0.22 0.09 
SPATTEMPBM 
8.70a 7.14** 6.72** 8.40** 5.94** 7.38 ∗∗∗
jSALES ,α  () (0.46) (0.48) (0.20) (0.41)  
0.00a 0.10 0.22 0.14** 0.48** 0.19 ∗∗∗
jβ  () (0.13) (0.16) (0.05) (0.11)  
4.21a 3.47** 3.03** 4.08** 3.87** 3.73 ∗∗∗
jSHELF ,α  () (0.04) (0.03) (0.05) (0.07)  
0.33a 0.33* 0.33* 0.42* 0.68* 0.42 ∗∗∗
jγ  () (0.06) (0.09) (0.09) (0.12)  
0.13a −0.21 −0.21 0.10 0.06 −0.03 ∗∗∗
jλ  () (0.29) (0.32) (0.25) (0.27)  
 0.29a 0.30 0.15 0.19 0.20 0.22 
 0.02a 0.04 0.06 0.02 0.06 0.04 
 0.08a 0.07 0.07 0.14 0.15 0.10 
 −0.12a 0.20 0.17 −0.14 0.26 0.08 
* 05.0<p , ** 01.0<p  


































The SPATTEMPBM-model estimation procedure failed to converge for brand 1, 
perhaps because it’s spatial structure leads to an ill-shaped likelihood. For this 
model, the dependence parameter λ  suggests that the location-based spatial 
structure is inadequate for all brands. By contrast, in the SPATTEMP-model, the 
disturbances are related through the spatial structure based on store profiles, and 
all lambdas are statistically significant. The endogeneity tests (γ ) for both the 
SPATTEMP- and the SPATTEMPBM-models indicate that there is a significant 
relationship between the spatially distributed disturbances and shelf space (except 
for the non-converging case). Thus, although the average shelf space elasticity is 
quite similar across the three models, SPATTEMP offers theoretical and empirical 
advantages. 
 We show validation results for these models in Table 6.9. The SPATTEMP- 
and SPATTEMPBM-models have about the same MSE and MAE in all cases, with 
a slight edge in favor of SPATTEMP. Both the SPATTEMP- and SPATTEMPBM-
models have a greater average improvement over OLS than the FE-model has. 
 
Table 6.9 Validation (period 3) MSE, MAE (relative improvement on OLS in parenthesis) 
for models based on cross-sectional by time dataa 
 MSE MAE 
 FE SPATTEMP SPATTEMPBM FE SPATTEMP SPATTEMPBM 
Brand 1  0.04 (54%) 0.04 (55%) 0. 04 (54%) 0.16 (27%) 0.16 (27%) 0. 16 (27%) 
Brand 2  0.07 (50%) 0.08 (47%) 0. 07 (50%) 0.20 (30%) 0.20 (30%) 0. 20 (30%) 
Brand 3  0.08 (13%) 0.08 (12%) 0. 08 (13%) 0.22 (11%) 0.22 (10%) 0. 22 (12%) 
Brand 4  0.03 (57%) 0.03 (66%) 0. 03 (65%) 0.14 (38%) 0.12 (45%) 0. 12 (45%) 
Brand 5  0.05 (50%) 0.05 (58%) 0. 05 (55%) 0.19 (26%) 0.17 (26%) 0. 18 (26%) 
Average 0.06 (45%) 0.05 (48%) 0. 05 (47%) 0.18 (26%) 0.18 (29%) 0. 18 (28%) 
a The number in parentheses shows the percentage improvement relative to OLS 
We conclude that the SPATIAL-model is superior for purely cross-sectional data. 
The other four models provide a benchmark to assess the quality of the SPATIAL-
model. The comparison with the OLSC-model suggests that the control variables 
do not remove all unobserved retailer behavior. We find that the average shelf 
space elasticity of the SPATIAL-model (0.21) is very close to the average for the 
models that use time series variation. On the other hand, the SPATIAL standard 
errors are two to three times higher. Thus the SPATIAL-model is attractive for 
purely cross-sectional data, but the efficiency of the parameter estimates improves 
dramatically with time series variation. 
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6.7.3 Robustness  
Given the superiority of store profile characteristics for the measurement of 
similarity, we now examine the sensitivity of SPATIAL and SPATTEMP results to 
the inclusion/exclusion of profile components. Changes in the components may 
change the PCA structure for principal components analysis, and this changes the 
Voronoi contiguity and the spatial weight matrix. To consider this we 
include/exclude blocks of related store profile variables (the store-, consumer-, 
and competitor variables in Table 6.4).  
 We show in Table 6.10 for eight possible W’s in the diagonal cells the number 
of store pairs that are neighbors (121-124) (out of a total of 946 potential 
neighbors). In the off-diagonal cells we show the number and proportion of 
overlapping neighbor store pairs for the different sets of variables. We report in 
the first line and column the results for all profile data, as used in our proposed 
models. The overlap in the pairs between all three blocks and reduced blocks 
ranges from 46 percent to 24 percent. For all possible pairs (excluding the 
geographic coordinates), the range is 14 to 53 percent. If we consider only the 
single blocks, the consumer data have the greatest overlap (40 percent) with the 
complete profile data, while the competitor block has the smallest overlap (24 
percent). Importantly, the geographic coordinates show little overlap with the 
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To examine the robustness of the shelf space elasticity estimates and other 
statistics, we estimate both the SPATIAL and the SPATTEMP models for the six 
spatial matrices constructed from alternative subsets of the profile data. We show 
the results in Table 6.11. We find that the shelf space elasticity estimates are 
sensitive to the specification of the W matrix. For example the model based on 
consumer and competitor variables leads to high estimated shelf space elasticities 
for brands 2,4, and 5, close to the OLS estimates for brands 2 and 4. The estimates 
for other models are frequently very high or negative, implying low face validity. 
However, the average elasticity estimate for the model based on consumer and 
store variables appears reasonable. 
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Table 6.11 Robustness of the SPATIAL-model  
Shelf Space Elasticity Estimates 
Variables Brand 1 Brand 2 Brand 3 Brand 4 Brand 5 Average 
Consumer, competitor, 
store 
0. 11 0.39 0. 07 0.33 0. 17 0.21 
Consumer, competitor 0. 24 0.80 0. 08 0.94 0. 71 0.55 
Consumer, store 0. 18 0.17 -0. 02 -0.07 0. 44 0.14 
Competitor, store 0. 24 0.14 -0. 34 -0.31 0. 25 -0.00 
Consumer 0. 28 0.77 -0. 20 0.77 0. 78 0.48 
Competitor 0. 60 0.59 -0. 51 -0.20 0. 60 0.22 
Store -0. 08 0.08 -0. 31 -0.69 0. 10 -0.18 
MSE 
Variables Brand 1 Brand 2 Brand 3 Brand 4 Brand 5 Average 
Consumer, competitor, store 0.039 0.090 0.080 0.040 0. 040 0.058 
Consumer, competitor 0.039 0.163 0.079 0.129 0. 068 0.096 
Consumer, store 0.039 0.077 0.082 0.024 0. 047 0.054 
Competitor, store 0.039 0.075 0.102 0.030 0. 041 0.057 
Consumer 0.040 0.138 0.092 0.097 0. 075 0.088 
Competitor 0.050 0.112 0.118 0.025 0. 058 0.073 
Store 0.042 0.074 0.100 0.065 0. 041 0.064 
MAE 
Variables Brand 1 Brand 2 Brand 3 Brand 4 Brand 5 Average 
Consumer, competitor, store 0.158 0.219 0.216 0. 152 0. 159 0. 181 
Consumer, competitor 0.159 0.306 0.216 0. 283 0. 203 0. 233 
Consumer, store 0.158 0.204 0.217 0. 118 0. 175 0. 174 
Competitor, store 0.159 0.204 0.235 0. 132 0. 161 0. 178 
Consumer 0.160 0.281 0.226 0. 246 0. 213 0. 225 
Competitor 0.171 0.249 0.252 0. 124 0. 191 0. 197 
Store 0.161 0.205 0.233 0. 190 0. 160 0. 190 
 
The validation statistics suggest that models based on two or more blocks, with 
the exception of the model that excludes store variables, perform better than the 
other models. On average the model based on consumer and store variables has 
the lowest MSE and MAE values, followed by the model based on competitor and 
store variables and the model based on all variables. Thus, the store variables 
appear to be crucial for the determination of store similarity. The MSE values for 
the individual brands show that the model based on all variables performs best for 















and store variables is best in two out of five cases on both measures, while the 
model with competitor and store variables is best once on MSE. Surprisingly, the 
model based on consumer and competitor characteristics, for which the average 
shelf space elasticity lacks face validity, is best twice. However, for two brands, 
this model produces results with face validity. Of the models with one block of 
variables, the model based on store characteristics outperforms the two other 
models on average11. 
 
6.8 Conclusions 
We considered alternative models for the estimation of shelf space effects based 
on purely cross-sectional data, and separately based on cross-sectional and time 
series data. Data on shelf space for a daily care product show little longitudinal 
variation. Researchers’ interest then centers on the use of cross-sectional 
variation. However, the results may suffer from endogeneity due to unobserved 
retailer behavior. We proposed models that correct for endogeneity via a spatial 
structure based on store profile data: the SPATIAL-model for purely cross-
sectional data and the SPATTEMP-model for cross-sectional and time series data. 
We compared the SPATIAL-model to: (i) an OLS-model, (ii) an OLS-model with 
control variables (OLSC), and (iii) a model with a spatial structure based on 
geographic locations, used by Bronnenberg and Mahajan (2001) (SPATIALBM). 
For the cross-sectional and time series data we compared the SPATTEMP-model 
to: (i) a fixed effects model (FE), which avoids the endogeneity related to cross-
sectional variation, and (ii) a model with a spatial structure based on geographic 
locations (SPATTEMPBM). 
  Our results suggest that models with a spatial structure based on store profile 
data correct for endogeneity. For example, the SPATIAL-model provides average 
shelf space elasticity estimates that are close to the average estimate from the FE 
model. Including control variables appears to correct only for some of the retailer 
behavior (OLSC-model). SPATIALBM turns out to be inadequate in this 
application. For each brand, its shelf-space elasticity estimate differs strongly 
from the prior value. The three models that use time series variation in addition to 
cross-sectional variation provide similar average shelf space elasticity estimates. 
                                                                        
11 For the SPATTEMP-models, the results are robust. For example the shelf space 
elasticities are very similar across different specifications of the W matrix. 
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However, SPATTEMP has slightly smaller standard errors than either FE or 
SPATTEMPBM.  
 We find that the OLS-estimates for the shelf space elasticities are highly 
biased upward. Their average is about 0.85, whereas methods that account for 
endogeneity have an average of about 0.21. The managerial implication is that if 
one makes shelf space decisions based on the OLS-model, one would anticipate 
much stronger sales effects than will actually occur. We note that for each of the 
brands, the SPATIAL-model outperforms OLS in predictive validity. 
 We find that the SPATIAL-model is sensitive to changes in the spatial weight 
matrix. It appears that the store characteristics are especially critical for the 
determination of similarity.  Also, the use of two blocks of variables including the 
store data, shows highly valid results. The SPATTEMP-model, however, is quite 
robust. 
 It will be useful to apply our proposed approach to product categories and to 
other contexts with endogeneity problems. For example, practitioners use “sales 
velocity analysis” for inferring effects of regular prices based on scanner data 
(Bucklin and Gupta, 1999). This relates in particular to price thresholds (“how 
much can I change the price without affecting sales”) and price gaps (“what is the 
best price gap between my brand and a rival brand”). This type of analysis 
essentially creates a cross-tabulation of sales versus price points across stores. 
Such a cross-sectional analysis may be highly sensitive to endogeneity issues. 
One may account for endogeneity based on the models proposed here, especially 















Appendix 6A The likelihood 





where ε  is the vector of error terms. Ω  is the covariance matrix of ε . For the 
SPATIAL- and SPATIALBM-models for brand j we use ][ ′′= ∗′∗′∗ SHELFSALESj εεε  for ε  and ∗jΩ  for Ω . For the SPATTEMP- and SPATTEMPBM-models for brand j 
we use ][ 2,1,2,1, ′= ∗′∗∗∗′∗∗∗′∗∗∗′∗∗∗∗∗ SHELFSHELFSALESSALESj εεεεε  and ∗∗∗jΩ . 
 The expression for ∗jΩ  and ∗∗∗jΩ  can be derived directly from the models. ∗
jΩ  has dimension 2K and ∗∗∗jΩ  has dimension 4K. We need to calculate the 
determinant and inverse of these matrices to evaluate the likelihood. This requires 
considerable computation time as the number of stores (K) increases. Fortunately, 
we can use the structure of ∗jΩ  and ∗∗∗jΩ   to partition the matrices which reduces 
the dimension of matrices that have to be inverted or for which determinants have 
to be calculated to K. We show this separately for ∗jΩ  and ∗∗∗jΩ . 
 For the SPATIAL- and SPATTEMP-models the covariance matrix for brand j is 













With 1)( −∗∗ −= WIB jj λ . We use the following matrix partitioning results to 
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−−−= AAAAF . This leads to the following expressions for the 











Substitution of the expressions for )det( ∗jΩ , and 1−∗jΩ  in (6A.1) gives the 
likelihood for the SPATIAL- and SPATIALBM- models: 
 We adapt the likelihood provided by Bronnenberg and Mahajan (2001) to 
obtain expressions for )det( ∗∗∗jΩ , and 1−∗∗∗jΩ . The difference with Bronnenberg 
and Mahajan (2001) is that we do not specify a factor structure for the marketing 
instruments (we have only one instrument) and we do not include autocorrelation 
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Substitution of the expressions for )det( ∗∗∗jΩ , and 1−∗∗∗jΩ in (6A.1) gives the 
likelihood for the SPATTEMP- and SPATTEMPBM-models. Bronnenberg and 
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