Abstract. We study two problems. The first one is the similarity problem for the indefinite Sturm-Liouville operator
It is assumed that w, r, q ∈ L 1 loc (−b, b) and w(x), r(x) > 0 a.e. on (−b, b), 0 < b ≤ +∞. In the limit circle case at b or −b self-adjoint boundary conditions at the corresponding end are assumed.
In contrast to the classical case when the weight function is definite, i.e., the weight does not change sign on (−b, b), the operator A naturally associated with (1.1)
is not self-adjoint in L 2 w (−b, b). However, it is known that under certain positivity type assumptions on q (for example, if q ≥ 0 a.e. on (−b, b)), the spectrum of this problem is real and accumulates at both +∞ and −∞ (see, e.g., [40, 41] ). Then the following problem arises: what kind of basis properties do the (generalized) eigenfunctions of (1.1) have? There are two essentially different cases: 1) the problem (1.1) is regular, i.e., b < ∞ and w, r, q ∈ L 1 (−b, b), 2) the problem (1.1) is singular.
The first case is widely studied and in the case of even coefficients w, r the spectral properties of A are well understood. More precisely, the fist results on eigenvalues and completeness properties of eigenfunctions for regular problems were obtained by Hilbert, Bôcher, and Richardson over a century ago and then by Kamke in 1930s (for further details and references we refer to recent papers [11] , [40] ).
Motivated by various problems arising in physics, scattering and transport theory [5, 7, 26, 30, 39, 63] , the problem of whether or not the eigenfunctions of (1.1) form a Riesz basis of L 2 w (−b, b) attracted a lot of attention since the mid of seventies of the last century (see e.g. [4, 6, 10, 11, 17, 18, 19, 25, 27, 28, 29, 40, 41, 42, 43, 48, 49, 50, 56, 57, 58, 65] and references therein). The first general sufficient condition for the Riesz basis property was obtained by Beals in [6] and later this condition has been extended and generalized by many authors (for a survey we refer to the recent papers [11, 17] , see also [10, 18, 27] ).
In spite of a considerable activity in the study of the Riesz basis property of eigenfunctions of (1.1), the existence of problems (1.1) which do not have the Riesz basis property was established only in 1996 by H. Volkmer [65] . More precisely, Volkmer [65] observed that the inequality 
Noting that there are weights such that (1.3) is not valid (moreover, using a Baire category argument, it was noticed in [65] that (1.3) is not valid in general), Volkmer gave a positive answer to the existence problem. Explicit examples of weights were given later by Fleige [28] , Abasheeva and Pyatkov [1] (see also [11] ).
A significant progress in the study of the Riesz basis property for (1.1) was made by Parfenov [56, 57] . Namely, using Pyatkov's interpolation criterion [58] , Parfenov found a necessary and sufficient condition for the Riesz basis property under the assumptions that q = 0, r = 1, and w ∈ L 1 (−b, b) is even [56, Theorem 6] : the eigenfunctions of (1.1) form a Riesz basis of L Notice that the problem on the Riesz basis property for (1.1) is still open if the assumption that w, r are even is dropped. The most recent results can be found in [11, 17] (see also references therein).
If we consider the singular problem (1.1), then the situation becomes more complicated. First of all, the spectrum of (1.1) is not necessarily discrete and hence one needs to consider the problem of similarity to a self-adjoint operator instead of the Riesz basis property. It was noticed in [18] that in the case q ≥ 0 and 0 / ∈ σ ess (A) the situation is similar to the regular case. Namely, if the operator A is J-nonnegative then it admits a spectral function (a family of J-orthogonal projections), which might be unbounded only at 0 and at ∞ (see [51] ). In this case the corresponding point is called singular. Otherwise, it is called regular.
It turns out that the problem of the regularity at 0 is much more subtle. Namely, first results for the case 0 ∈ σ ess (A) were obtained only in the mid of 1990s (see [19, 29, 25] ) and to the best of our knowledge the similarity of A to a self-adjoint operator was established for several particular classes of operators (see [42, 43] ). Moreover, the existence of operators A with the singular critical point 0 was established in [41] (see also [42, §5] ). Now let us return to the inequality (1.3). This inequality is a particular case of the Hardy-Littlewood-Polya-Everitt (HELP) inequality. Namely, the famous Hardy-Littlewood inequality [31, Chapter VII] is a special case of (1.3) with K = 2, b = +∞, w = 1. In the seminal paper [20] , W.N. Everitt considered the following integral inequality (1.4)
Here K is a positive constant; the coefficients w, r, q ∈ L 1 loc [0, b) are real valued and w, r are assumed to be positive on [0, b); D max is the maximal linear manifold of functions for which both integrals on the right-hand side of (1.4) are finite.
In [20] , Everitt connected the above inequality with the Weyl-Titchmarsh mfunction of the Sturm-Liouville differential equation (1.5) − ( 1 r(x) f ′ ) ′ + q(x)f = λ w(x)y, x ∈ [0, b).
Under the assumptions b = +∞, w ≡ 1 on R + and (1.5) is regular at x = 0 and strong limit point at +∞, Everitt obtained beautifull necessary and sufficient condition for the validity of the HELP inequality in terms of the m-function associated with (1.5) (see Theorem 3.2 below). Moreover, the best possible value of K and all cases of equality in (1.4) are indicated in terms of m. The proof in [20] follows the line of one of the Hardy-Littlewood proofs [31] and of course the analysis of [20] extends to a wider setting: for the case of nonconstant w see [22] , the case of a regular endpoint b or, more general, the limit circle case at b is addressed in [8] and [23] . Note also that Evans and Zettl [24] found a general operator theoretic approach to (1.4) (see also [22] ), which allows to study the inequalities of the type (1.4) for other differential and difference operators, operators on trees etc. For further information on HELP type inequalities we refer to [8, 14, 15, 22, 23] (see also references therein). Again, the HELP inequality (1.4) is well understood in the regular case. Namely, in [8] , Bennewitz gave a necessary and sufficient condition for the validity of (1.4) in terms of coefficients (see Theorem 3.3) . In particular, the inequality (1.3) is valid if and only if the function W (.) is positively increasing at 0. Bennewitz's proof is based on a thorough analysis of the asymptotic behavior of the corresponding Weyl-Titchmarsh m-function at ∞ (see Section 3 for details). It is interesting to note that the class of weights such that (1.3) is valid coincides with the class of even weights w such that (1.1) with r = 1 and q = 0 has a Riesz basis property. Thus, in the regular case, Volkmer's condition is not only necessary but is also sufficient for the Riesz basis property of eigenfunctions of (1.1). However, this fact was noticed only recently (see [11] ).
As for the HELP inequality in the case of a singular end-point b, there are only a few particular results (see [20] , [22] , [23] , [15] and also references therein). The main difficulty in this case is the local behavior of the Weyl-Titchmarsh function at 0.
Our main focus is on the problem (1.1) and the inequality (1.4) in the singular case. Namely, in the case q = 0, we present criteria for both the validity of (1.4) and the similarity of the operator A given by (1.2) to a self-adjoint one. Note that these criteria can be extended to the case of a non-zero potential q under certain positivity type assumptions. Our main tool is the Weyl-Titchmarsh m-function (see Section 2.1 for definitions) and the analysis is based on the study of the asymptotic behavior of m(.) at zero and at infinity. Let us mention that the behavior of the m-function at ∞ is widely studied in the literature (see [9] and also Section 2.2). However, the behavior of m(.) at finite real points has been investigated only for particular classes of Sturm-Liouville operators (decaying potentials, periodic and quasi-periodic coefficients etc.). It is a surprising fact that for "polar" SturmLiouville operators (q = 0) the behavior of the m-function at 0 can be characterized by means of behavior of coefficients w, r at the singular end.
Let us describe the content of the paper. In Section 2, we recall the notion of the Weyl-Titchmarsh m-function and describe its main properties. In Subsection 2.2, we review basic results on high-energy asymptotic behavior of the m-function. New results are presented in Subsection 2.3. There we describe in terms of coefficients w and r the asymptotic behavior of the m-function at 0. In particular, we show that in the case q = 0 and w, r / ∈ L 1 (0, b), the Neumann m-function satisfies (1.6) sup
0 r dt, and W −1 , R −1 denote the corresponding inverse functions. Moreover, Kasahara [44] showed that it is possible to obtain one term asymptotic formula for m at 0 if R • W −1 is a regularly varying function at ∞ (see Theorem 2.16).
Section 3 is devoted to the HELP inequality (1.4). Firstly, we establish a new criterion for the validity of (1.4) in terms of the m-coefficient (see Theorem 3.4): if q = 0, then the inequality (1.4) is valid if and only if
Re m(iy) Im m(iy) < ∞.
In the regular case, this criterion was established in [50] and in contrast to the classical Everitt criterion, this result shows that it suffices to know the behavior of m(.) only along the imaginary semi-axis. Note also that (1.7) is necessary for the validity of (1.4) with q = 0 without any positivity type assumptions. Next, combining (1.7) with the results from Section 2, we arrive at the following characterization of coefficient w and r, for which (1.4) is valid (see Theorem 3.7): if q = 0 and w, r / ∈ L 1 (0, b), then the HELP inequality (1.4) is valid precisely if the function R • W −1 is positively increasing at both 0 and ∞. Also, using the connection between positively increasing functions and regularly varying functions, we obtain simple necessary and sufficient conditions in terms of coefficients. Moreover, in Subsection 3.3 we discuss the case of a non-zero q and using the Liouville transformation we establish a criterion for the validity of (1.4) under the assumption that the m-function belongs to the Krein-Stieltjes class (S) (see Theorem 3.12).
The indefinite spectral problem (1.1) is considered in Section 4. Our central result, Theorem 4.5, states that in the case of even coefficients w, r, q the Jnonnegative operator A is similar to a self-adjoint one if and only if
Here m + is the Neumann m-function associated with (1.1) on (0, b) (for further details see Subsection 4.1). Let us note that (1.8) is necessary even without the J-positivity assumption [41] since it is necessary for the linear resolvent growth condition (cf. (4.33)). Let us also mention that several necessary and sufficient conditions formulated in terms of m-functions have been obtained in [40, 41, 42, 43] . The proof of sufficiency of (1.8) is based on the Veselić-Akopjan similarity criterion [64, 2] (see Theorem 5.1) and is given in Section 5.
Let us emphasize that condition (1.8) enables us to improve and to extend a number of known results to the case of a singular end-point b. Namely:
(i) Combining Theorem 4.5 with the results from Section 2 we obtain the following criterion (see Theorem 4.7): if q = 0 and w, r / ∈ L 1 (−b, b) are even, then the operator A is similar to a self-adjoint one precisely if the function W • R −1 is positively increasing at both 0 and ∞. In the case of a regular endpoint b, this result was established by Parfenov [56] using a different approach based on Pyatkov's interpolation criterion [58] . In the case when b is singular, the similarity of A was established under a very restrictive assumption on the behavior of w at ∞ (see Remark 4.11). However, the connection between positively increasing and regularly varying functions enables us to obtain simple necessary and sufficient conditions, which substantially improve all previous results. Moreover, using necessary conditions, we obtain a class of J-positive operators A with the singular critical point 0 (see Section 4.2.4). Note that, all known examples of Sturm-Liouville operators with the singular critical point 0 are J-nonnegative, that is, 0 ∈ σ p (A) (cf. [40, 41, 42] ).
(ii) Since in the case of even coefficients w, r, q condition (1.8) holds if A satisfies the linear resolvent growth condition (see [41] ), we immediately conclude that the similarity of A to a self-adjoint operator is equivalent to the linear resolvent growth condition (see Theorem 4.20) . Moreover, using the connection between (1.7) and (1.8) (cf. Lemma 2.2), we show that the similarity of A is further equivalent to the validity of a certain HELP inequality (1.4).
(iii) Using the Liouville transformation, we can extend the above results to the case of a non-zero potential q (see Lemma 4.12) . However, in this case the similarity depends not only on w and r but also on q since the solution of (1.1) with λ = 0 now play a role. Also this shows that in this case the similarity depends not only on a behavior of coefficients at 0 and b, but also on a local behavior of coefficients on (−b, b). This fact was observed in [42, §5] . Moreover, Lemma 4.12 allows us to obtain simple necessary and sufficient conditions. For instance we investigate the similarity of A under the assumption that there are l ≥ − q(x) = l(l + 1)
x|q(x)|dx < ∞.
Note that the case l = 0 and w = r = 1 was studied in [42, §4] . However, our approach allows to treat the similarity for general weights and an arbitrary l ≥ − (see Lemma 4.16 for the case w = r = 1 and also the proof of Lemma 6.5 for the case w = x).
In the final Section 6 we investigate the well-posedness of boundary value problems for the two-way diffusion equation, also known as the stationary Fokker-Plank equation
Due to the sign change in the left-hand side, this parabolic equation is of "forwardbackward" type. Equation (1.10) arises in kinetic theory and in the theory of stochastic processes and have a long history [3] , [5] , [7] , [26] , [30] , [54] , [55] (see also references therein). Separation of variables in (1.10) leads to the spectral problem (1.1) and the well-posedness issue is closely connected with the similarity problem for the operator A (cf. [5] , [6] , [39] , [59] , [63] and also Theorem 6.1 below). The similarity results from Section 4 allows us to obtain a number of new sufficient conditions for the existence and uniqueness of solutions to boundary value problems for (1.10) (cf. e.g. Theorem 6.2). Let us mention that these conditions substantially extend all previous known conditions (for a comprehensive survey and previous results we refer to [39] ). Appendix A contains necessary definitions and facts on positively increasing functions as well as on Karamata's theory of regularly varying functions. In Appendix B, we present the Liouville transformation which establishes a connection between spectral problems (1.1) with q = 0 and a non-zero q, under a certain positivity type assumption.
Notation. The notation '(x ∈ X)' is to be read as 'for all x from the set X'. 
If the endpoint b is singular and in the limit point case, that is, either w /
2) is obsolete and can be dropped.
Let c(x, λ) and s(x, λ) be the system of fundamental solutions of (2.1) satisfying
For λ ∈ C \ R let also ψ(x, λ) be the Weyl solution of (2.1):
The Weyl-Titchmarsh m-function corresponding to the Neumann boundary conditions is then given by
Firstly, it is possible (see for details [9, §2] ) to assign m-functions with all its usual properties to systems of equations on (0, b) defined by
where R, W are increasing left-continuous functions of locally bounded variation on (0, b) normalized by W (0) = R(0) = 0 and the integrals are interpreted as Lebesgue-Stieltjes integrals. We shall always assume (for details we refer to [9, §2] ) the following Hypothesis 2.1. R and W have no discontinuities in common.
Fix a fundamental solution U (x, λ) = c s c [1] s [1] of (2.7) satisfying the standard initial condition at x = 0, U (0, λ) = 1 0 0 1 . Then define the solution Ψ = ψ ψ [1] such that
The function m is called the m-function of (2.7) subject to the Neumann boundary conditions. Notice that in the case dR(x) = r(x)dx and dW (x) = w(x)dx with positive r, w ∈ L 1 loc [0, b), the m-functions (2.5) and (2.8) coincide. Further, applying the Lagrange formula, we get (2.9)
Equality (2.9) means that m is a Herglotz function. Moreover, the function m admits the representation
where the positive measure dτ , called the spectral measure, satisfies
In particular, (2.10) means that m belongs to the Krein-Stieltjes class (S) (see [36] ). Notice also that in the limit circle case equation (2.9) defines the Weyl circle C ρ (z 0 ) = {z ∈ C : |z − z 0 | = ρ} at λ. The center and the radius of C ρ (z 0 ) are given by 
subject to the Dirichlet boundary conditions, that is,
Proof. It suffices to notice that col(u 1 , u 2 ) solves (2.7) precisely if col(−u 2 /λ, u 1 ) solves (2.12).
Example 2.3. Let dR(x) = aδ(x) and dW (x) = dx, where a > 0 and δ(.) is the Dirac δ-function, i.e., R(x) = aχ (0,1] (x). Then (2.7) becomes
Therefore,
The Weyl circle at λ ∈ C + has its center at z(λ) = a+ i 2Im λ and radius ρ(λ) = 1 2Im λ . Note that a real point x = a belongs to this circle for every λ ∈ C + . The latter is possible only in some degenerate cases. In particular, for systems (2.7) the following is true: if W = x and the Weyl circle of (2.12) at some λ ∈ C + contains a real point a ∈ R, then dR = aδ. [33, 34, 37] that the behavior of m at large λ is determined by the behavior of the functions w and r at x = 0. Y. Kasahara [44] improved these results and then applied them for the study of limit theorems for generalized diffusion processes. The most complete results on high-energy asymptotics are contained in the excellent survey [9] by Bennewitz.
Before formulate the next result we need the following definition. Proof. Consider the problem (2.12) and letm be the corresponding m-function. Then, by Lemma 2.2, we get
Applying Lemma 2.5 to the problem (2.12) we complete the proof.
Definition 2.8. Let the function f be the generalized inverse of
.
Note that f (y) → 0 as y → +∞ and, moreover, yf (y) → 0 as y → ∞ since xF (x) → ∞ as x → 0.
As it was noticed by Kasahara [44] and later by Bennewitz [9] , regularly varying functions (see Appendix A) play an important role in the study of the asymptotic behavior of m-functions. The following result is a particular case of Theorem 4.1 from [9] (see also [33] , [34] , [44, Theorem 2] ). 
The estimate holds uniformly for µ in any compact set of C + . Here Γ is the classical gamma function. If R•W −1 varies slowly (rapidly) at 0, then the asymptotic formula (2.19)-(2.20) remains true with ν = 1 (ν = 0) and K ν = 1.
2.3.
Asymptotic behavior of m at 0. In contrast to the high energy asymptotic behavior of m, the asymptotic behavior of m-functions at finite real points is insufficiently studied. To the best of our knowledge, there are only a few results in this direction. Of course, for regular problems the answer is simple. Namely, for regular problems the m-function is meromorphic in C and hence either λ = x 0 is a pole of m(·) (and hence x 0 is an eigenvalue), or it is a regular point (and hence x 0 is in the resolvent set). If the problem is singular, then a singular continuos spectrum may appear and hence the behavior of m at x 0 might be very nontrivial. However, it is a surprising fact that for "polar" Sturm-Liouville operators − d wdx d rdx the behavior of m at λ = 0 can be characterized in terms of the behavior of its coefficients w and r at a singular end. Seems the first results in this direction were obtained by I. S. Kac and M. G. Krein [35] and then later by Y. Kasahara [44] .
We begin with the following simple result. 
wherem ∈ (S) and, moreover,
wherem ∈ (S −1 ) and From now on we shall assume that W and R are unbounded on [0, b). Therefore, (2.7) is in the limit point case. 
Before start the proof we need some preparatory lemmas. 
corresponding to the Neumann boundary condition at x = 0. Then
where m(.) is the m-function of the problem (2.7).
Proof. If W is absolutely continuous and strictly increasing, then the change of independent variable ξ = W (x) in (2.7) transforms (2.7) into (2.28). However, the statement remains true in the general case and for further details we refer to [37, §12] and [35] , where the case R(x) = x was treated.
We also need the following result (see [9, Corollary 2.2]).
Suppose also that R k converges to R ∞ pointwise and locally boundedly. Then the solutions U k converge pointwise and locally boundedly to the solution U ∞ . The convergence is locally uniform in λ.
Let f be defined as the generalized inverse of the function F : R + → R + given by (2.18) . Notice that f (y) ↑ +∞ as y ↓ 0 since F (x) ↓ 0 as x ↑ +∞. However, yf (y) ↓ 0 as y ↓ 0 since xF (x) ↓ 0 as x ↑ +∞. Observe also that the function
is the inverse of 
Note that ρ k ↓ 0 since s k ↑ +∞.
Lemma 2.14. Let m be the m-function defined by (2.8). Then
The latter holds uniformly for µ in any compact set in C + .
Proof. By Lemma 2.12, we can consider the system (2.28) instead of (2.7). Set
f (ρ k ) and consider the corresponding system (2.32)
Then it is straightforward to check that the system of fundamental solutions is given by
This inequality yields that m k (µ) is in the Weyl circle of the k-th system at λ = µ. Applying Lemma 2.13, we complete the proof.
Now we are in position to prove Theorem 2.11.
Proof of Theorem 2.11. Assume the converse, i.e., there is a sequence
and define the functionR k : (0, 1) → [0, 1]. Then by the Helly theorem one may choose a subsequence of s k such thatR k converges, pointwise and boundedly, as k → +∞ along this subsequence. Without loss of generality we can assume that
Further, by Lemma 2.14,
is asymptotically in the Weyl circle of (2.31). On the other hand, m(ρ k e iθ ) is asymptotically real and hence the Weyl circle of (2.31) contains a real point. However (see Example 2.1), the latter is possible precisely if R ∞ (x) = aχ (0,1] (x). By construction, S ∞ (x) ≥ R ∞ (x) and hence S ∞ also has a jump at x = 0. Noting that S ∞ is submultiplicative, i.e., S ∞ (t 1 t 2 ) ≤ S ∞ (t 1 )S ∞ (t 2 ), and S ∞ : (0, 1) → [0, 1], we finally conclude S ∞ ≡ 1 on (0, 1). The proof is similar to the proof of Corollary 2.7 and we omit it. Next we present the following analog of Theorem 2.9.
Theorem 2.16. Let W and R satisfy the assumptions of Theorem 2.11. Assume that the function R • W −1 is regularly varying at ∞ with index α ∈ (0, ∞). Then any m-function corresponding to the Neumann condition at x = 0 satisfies
The estimate holds uniformly for µ in any compact set of C + .
Proof. According to Lemma 2.12, it suffices to prove the claim in the case W (x) = x. Consider the function R s defined by (2.30) . Note that R s → t α as s → +∞ pointwise and locally boundedly on R + . Then consider the the system (2.31) on the interval (0, c) with c > 0. Arguing as in the proof of Lemma 2.14, we can show that m s (µ) is asymptotically in the Weyl disc for the system (2.7) on (0, c) with W = x and R = R ∞ = x α . Since c > 0 is arbitrary and the limit equation is limit point at ∞, we conclude that m s converges to the unique m-function of the limit system considered on R + . Finally it suffices to mention that (see [9, Lemma 4.6 
Remark 2.17. Let us mention that Theorem 2.16 can be deduced from [44, Theorem 2], where (2.37) was established for µ = −1. Moreover, Theorem 2.16 can be extended to the cases α ∈ {0, ∞} (see, e.g., [44] ).
3. The HELP inequality 3.1. Everitt's criterion. Throughout this section we shall assume that r, w ∈ L 1 loc (0, b) are positive a.e. on (0, b). Consider the following inequality
If the endpoint x = b is regular or the corresponding differential expression is in the limit circle case at b, then we shall also assume that functions from dom(A + ) satisfy the following boundary condition at the right endpoint: lim x↑b (r −1 f ′ )(x) = 0.
Definition 3.1. The inequality (3.1) is said to be valid if there is K > 0 such that (3.1) holds for all f ∈ dom(A + ).
Firstly, let us remark that in the particular case b = +∞, w = r ≡ 1, and K = 4, the inequality (3.1) is the classical Hardy-Littlewood inequality [31] .
Secondly, notice that the left-hand side in (3.1) is finite for all f ∈ dom(A + ). Indeed, integrating by parts, we get
Clearly, in the regular case the right-hand side is always finite. In the singular case, it suffices to notice that lim x↑b ( 1 r f ′ )(x)f (x) = 0 for all f ∈ dom(A + ). Indeed, in the limit circle case at b, lim x↑b f (x) exists and is finite for all f from the maximal domain (cf. [23, Lemma 2.1]) and, moreover, lim x↑b ( 1 r f ′ )(x) = 0 for all f ∈ dom(A + ). In the limit point case at b, the result follows from [38, Corollary on p. 199].
The following criterion for the validity of (3.1) was found by Everitt [20] (see also [22] , where the regular case was treated). 
where
Re z |z| ∈ [− cos θ, cos θ]}. Moreover, the best possible K in (3.1) is given by
It is a nontrivial task to apply Everitt's criterion and to obtain conditions for the validity of the HELP inequality (3.1) in terms of coefficients. However, in the regular case, Bennewitz [8] found a necessary and sufficient condition for (3.1) to be valid. Let us note that the proof of Theorem 3.3 is based on Lemma 2.5.
3.2. Yet another criterion. Everitt's criterion for the validity of (3.1) requires the knowledge of asymptotic behavior of the corresponding m-function m at least in some sector of C + , which contains the imaginary semi-axis iR + . Our main aim is to show that it suffices to know only the behavior of m along the ray iR + . Before proving Theorem 3.4 we need the following result.
Lemma 3.5. Assume that (3.1) is not valid. Then there is a sequence {λ j } ⊂ C + such that
and arg m(λ j ) = o(1) as j → +∞, i.e.
The integral representation (2.10) implies that Re
4 ). Therefore, if (3.1) is not valid, then, by Theorem 3.2, there are sequences
To complete the proof it remains to note that λ j can accumulate only at 0 or at ∞ since m is Herglotz.
Proof of Theorem 3.4. Necessity. Assume that (3.1) is valid. Firstly, note that the Weyl solution ψ(x, λ) defined by (2.6) belongs to dom(A + ). Using (2.9) and (2.6) we get
Therefore, substituting ψ(x, iy) into (3.1), we arrive at Re m(iy) ≤ KIm m(iy), (y > 0).
Sufficiency. Assume the converse, i.e., (3.1) is not valid. Then, by Lemma 3.5, there is a sequence {λ j } ⊂ C + with the properties (3.5)-(3.6).
Using (2.10), observe that for
Note that
Thus, we get
Therefore, combining (3.7), (3.8) with (3.6) and noting that k j ↓ 0, we obtain Im m(iy j ) = o Re m(iy j ) , j → ∞.
Therefore, (3.4) is not satisfied. The proof is completed.
Remark 3.6. According to the proof of necessity of (3.4) for the validity of (3.1), Theorem 3.4 means that it suffices to check (3.1) on the Weyl solutions corresponding to imaginary λ = iy, (y > 0). That is, (3. 
Therefore, for λ θ = ρe iθ we obtain
Since for θ ∈ (0, π), 
Since r / ∈ L 1 (R + ), we getR → ∞ as x → ∞. Moreover, by Theorem A.2(ii),R is slowly varying at ∞. Corollary 3.8(i) proves the claim.
(ii) Since r is regularly varying at ∞ with index α ∞ > −1, by Theorem A.2 (formula (A.4)), we get
Therefore, R is regularly varying at ∞ with index 1 + α ∞ . Similarly, since r is regularly varying at 0 with index α, the function r(1/x) varies regularly at ∞ with index −α 0 . Therefore, as x → 0, we obtain by formula (A.5)
and hence R varies regularly at 0 with index 1 + α 0 . Corollary 3.8 completes the proof.
Remark 3.10. Let us show that the connection between the HELP inequality (3.1) and the properties of functions w and r can be observed in a straightforward manner. Note that in the case of a regular end point b this connection was first observed by Abasheeva and Pyatkov in [1] , where they generalized Fleige's example [28] . Assume for simplicity w ≡ 1 on (0, b). Let a n , b n ∈ (0, b) satisfy 0 < a n < b n < b. Define the function f n : (0, b) → R + as follows
Thus we get
and moreover
Plugging this into (3.1), we arrive at the following estimate for the constant K:
and hence
Therefore, we conclude that if there are sequences {a n }
However, by Lemma A.4, the latter means that the property of the function R to be positively increasing at 0 and at ∞ (of course, if b = +∞) is necessary for the HELP inequality (3.1). On the other hand, Theorem 3.7 states that the family of test functions (3.9) is sufficient to check the validity of the HELP inequality (3.1). 
where f ∈ dom(A + ) and
w (0, b)}. Remark 3.11. As it was mentioned, the left-hand side in (3.13) is finite for all f ∈ dom(A + ) if q = 0. However, for nonzero q it might happen that the left-hand side is infinite for some f ∈ dom(A + ) even if the minimal operator associated with ℓ is lower semibounded (see, e.g. [38] ). Therefore, in what follows we either assume that ℓ is strong limit point at b, that is lim x→b ( 1 r f ′ )(x)f (x) = 0 for all f ∈ dom(A + ) and hence lim x→b
) or we shall understood the left-hand side in (3.13) as the generalized Dirichlet form D[f ] (see [52] ):
which is clearly finite for all f ∈ dom(A + ). In this case, (3.13) reads as follows
The analogue of Everitt's criterion for the validity of (3.16) was established in [52] .
Assume that the m-function associated with ℓ and the Neumann boundary condition at x = 0 belongs to the Krein-Stieltjes class (S). Firstly, notice that Theorem 3.4 remains valid in this case (in the sense described in Remark 3.11, cf. However, if the endpoint b is singular, then Theorem 3.7 is no longer true. Namely, since the behavior of the m-function at infinity depends on the behavior of R • W −1 at 0 (cf. [9] ), the condition R • W −1 is positively increasing at 0 is necessary for the validity of (3.1). However, the condition R • W −1 is positively increasing at ∞ is neither necessary nor sufficient since the behavior of m(λ) at 0 depends not only on the behavior of the potential q at a singular end, but also on its local behavior on (0, b).
To demonstrate this let us consider a particular case of (3.13) assuming r = 1 and q ≥ 0. Since q is nonnegative, the fundamental solutions c(x, 0) and s(x, 0) of −y ′′ + qy = 0 are positive on R + . Let us transform the operator − Denote by x[ξ] the inverse of ξ(·). Then
Next observe that by Proposition B.1 and Theorem 3.2 the HELP inequality (3.13) is valid precisely if the following HELP inequality is valid with the same constant K
Note that the end-point B might be regular. Namely, this is the case if B < ∞ and W (B) < ∞, or equivalently,
w (R + ). Now, applying Theorem 3.7 and Theorem 3.3, we arrive at the following 
, then the HELP inequality (3.13) is valid if and only if the functionW −1 (ξ) given by (3.17), (3.18) is positively increasing at infinity.
Next let us give a simple proof of one result of W.N. Everitt [20, §15] . Consider the inequality (3.20)
Note that W (x) = R(x) = (R • W −1 )(x) = x in this case and hence R • W −1 is positively increasing at both 0 and ∞. Proof. In the case q = 0, (3.20) is the classical Hardy-Littlewood inequality, which is valid with K = 2.
Assume now that q > 0 on a set of a positive Lebesgue measure E ⊆ R + , |E| > 0. Consider the solution c(x, 0) of −y ′′ +q(x)y = 0. Note that c(x, 0) and its derivative c ′ (x, 0) satisfy
Since q ≥ 0 on R + , it follows from (3.21) that c(., 0) is positive and nondecreasing on R + . Let us show that there are C > 0 and x 0 > 0 such that c(x, 0) ≥ Cx for all x > x 0 . Firstly, notice that it suffices to prove this claim for compactly supported potentials. Indeed, if q ≥q on R + , then c(x, 0) ≥c(x, 0) on R + . So, assume that q has a finite support. Then equation −y ′′ + q(x)y = 0 has two linearly independent solutions y 1 , y 2 such that
However, (3.21) implies 
The similarity problem for J-nonnegative operators
The main objective of this section is the similarity of the operator
acting in the Hilbert space L 2 w (−b, b) to a self-adjoint operator. Namely, the operator A (see below for the precise definition) is non-self-adjoint in L 2 w (I). Moreover, it is a rank 2 non-self-adjoint extension of a symmetric operator A min (see (4.7) below). Under some additional assumptions the spectrum of A is real (cf., e.g., [43, 40, 41] ). The central result of this section is the similarity criterion in the case of even coefficients w, r, q. Moreover, we shall show that this problem is closely connected with the HELP inequality (3.1). 
Differential operators. Consider the following differential expressions
w (I)}, Moreover, we assume the following hypothesis:
Consider also the minimal and maximal domains (4.5)
Define the operators
and
Note that the operators L min and A min are symmetric, n ± (L min ) = n ± (A min ) = 2, and
w (I). As in Section 2.1, let m + and m − be the m-functions associated with the differential expression ℓ on I + = (0, b) and I − = (−b, 0), respectively. Namely,
Further, note that the deficiency subspaces of L min and A min are given by
and by the von Neumann formula the maximal domain admits the representation
Note that the nonnegativity assumption in Hypothesis 4.2 can be explicitly characterized in terms of m-functions m + and m − . 
In particular, if w, r, q are even, then L is nonnegative if and only if m + ∈ (S).
Here (S) and (S −1 ) are the Krein-Stieltjes classes (for definitions and properties see [36] ).
Consider the following extension A c of the operator A min
Note that the operator A defined by (4.3) coincides with A 1 .
We need the following result (see [41] and [42, Proposition 3.3] ). 
Proposition 4.4 ([42]). (i)
where (4.15)
(iv) If Hypothesis 4.2 is satisfied, then the spectrum of A = A 1 is real, σ(A) ⊆ R.
4.2.
The similarity criteria. In this section we present several criteria for the similarity of the operator L to a self-adjoint operator in the case of even coefficients w, r, q.
4.2.1.
The similarity criterion in terms of m-functions. Note that the operator A is J-self-adjoint and J-nonnegative in L 2 w (I) if Hypotheses 4.1 and 4.2 are satisfied. Moreover, the spectrum σ(A) of A is real and hence A admits a spectral function E A (·) (for further details we refer to [51] and also [41] , [42] ). The spectral function (or the family of spectral projections) of A might be unbounded only at 0 and at ∞. In this case, the corresponding point is called a singular critical point. Critical points, which are not singular, are called regular.
In this subsection we present several criteria for the similarity of the operator A with even coefficients to a self-adjoint operator. We begin with the following result. Notice that the necessity of conditions (4.16)-(4.18) was established in [41] . The proof of sufficiency is based on the Veselić-Akopyan criterion (see Theorem 5.1 below) and will be given in Section 5.
Remark 4.6. Let us mention that ∞ is always a critical point of the operator A. In the case of even coefficients w, r, q, the point 0 is critical for the operator A if and only if 0 ∈ σ ess (A). In particular, in the case q = 0, 0 is a critical point for the operator
4.2.2.
The case q = 0. Using the results on asymptotic behavior of m-functions from Subsections 2.2-2.3, we obtain the following similarity criterion for the operator
in terms of coefficients w, r. (ii) Again, notice that a regularly varying function is positively increasing and then apply Theorem 4.7(iii). .21) w
where α ∞ > 0 and l ∞ is a slowly varying function at ∞, then 0 is a regular critical point of the operator A. (iii) If b = +∞ and conditions (i) and (ii) are satisfied, then A is similar to a self-adjoint operator.
Proof. (i) Noting that l 0 (1/x) is slowly varying at infinity and using [47, Proposition IV.5.1], we obtain
Hence R is regularly varying at 0 with index α 0 > 0 and by Theorem 4.7(iii), ∞ is a regular critical point.
(ii) Again, by [47, Proposition IV.5.1],
and hence R is regularly varying at ∞ with index α ∞ > 0. Therefore, by Theorem 4.7(iii), 0 is a regular critical point for A.
(iii) Notice that (4.21) implies 0 / ∈ σ p (A). Therefore, by (i) and (ii), A has no singular critical points and hence A is similar to a self-adjoint operator. 
where α > 0 and p : (x 0 , +∞) → (0, +∞) satisfies
then 0 is a regular critical point of the operator A.
Proof. Let us show that W (x) = x 0 w dt varies regularly at ∞ with index α. Indeed, for x ≥ x 0 we get
Remark 4.11. Let us notice that in the case b = +∞, q = 0 and r = 1 the similarity problem for the operator A has been studied by several authors [19] , [25] , [29] and the strongest result was obtained in [48] (see also [42, §7] ). Namely, the similarity was established under the following conditions:
where α 0 , α ∞ > 0, p 0 is continuous at 0 and p 0 (0) > 0 and there is c > 0 such that
Clearly, the latter is a particular case of (4.23).
4.2.3.
The case q = 0. Consider now a more general situation. Let r = 1 on I and w, q be even and such that Hypotheses 4.1 and 4.2 hold true, that is, the operator
is J-self-adjoint and J-nonnegative. Then by Lemma 4.3 we conclude that the solutions c(., 0) and s(., 0) of −y ′′ + q(x)y = 0 are positive on R. Applying the Liouville transformation from Appendix B and using Proposition B.1 and [40, Theorem 2.6], we find that A is similar to the following operator Moreover,
Now, applying Theorem 4.7, we arrive at the following 
, then the operator A given by (4.25) is not similar to a self-adjoint operator,
, then the operator A is similar to a self-adjoint operator precisely if the function W is positively increasing at 0,
, then the operator A given by (4.25) is similar to a self-adjoint operator if and only if the functionW (ξ) given by (4.26), (4.27) is positively increasing at 0 and at infinity.
Proof. (i) Sincew ∈ L 1 (0, B) in this case, Theorem 4.7(ii) proves the claim. (ii) In this case we get B < ∞ and hence by Theorem 4.7(i), A is similar to a selfadjoint operator precisely if the functionW is positively increasing at 0. However, since c(x, 0) ∼ 1 as x → 0, we conclude thatW (ξ) ∼ W (x) and ξ ∼ x as x → 0.
(iii) Follows from Theorem 4.7(iii).
In the case w = 1, we immediately obtain the following Corollary 4.13. Assume that b = +∞ and w = 1. Let also the assumptions of Lemma 4.12 be satisfied. Then:
, then the operator A is similar to a self-adjoint operator, Remark 4.15. Let us mention that using a different approach, Corollary 4.14 was established in [60] under the additional assumption
However, in [60] the coefficients w and r are not necessarily even.
Let us also consider the following particular situation. 
Firstly, notice that in the cases l ∈ [−1/2, 1/2] both y 1 and y 2 are not in L 2 (R + ). Consider three cases:
In the first case, we get B = +∞ and the functionW is rapidly varying at ∞ and hence is positively increasing at ∞. By Corollary 4.13(iii), A is similar to a self-adjoint operator in this case. Further, if c(x, 0) ∼ √ x log(x) as x → ∞, then B < ∞ and by Corollary 4.13(ii), A is similar to a self-adjoint operator.
2) If l > −1/2 and c(
x −2l−1 where B < ∞. By Corollary 4.13, A is similar to a self-adjoint operator in this case.
3)
and hence by Corollary 4.13, A is not similar to a self-adjoint operator. If
Therefore, we getW
Hence for l ∈ (−1/2, 1/2) the functionW varies regularly with index
1+2l > 0 at infinity and henceW is positively increasing at ∞. Therefore, by Corollary 4.13(iii), A is similar to a self-adjoint operator.
Finally, if l = −1/2, thenW is slowly varying at ∞ and henceW is not positively increasing. By Corollary 4.13(iii), A is not similar to a self-adjoint operator.
Remark 4.17. Note that in the case l = 0 this result was established in [42, §4] by using a different approach based on a sufficient similarity condition obtained in [43] . Moreover, it was shown in [42, §5] that the operator
and is not similar to a self-adjoint operator. Clearly, in this case l = 1 and, moreover, c(x, 0) = (1 + |x| − π/4) −1 if |x| > π/4, which is in L 2 (R + ). Then by Lemma 4.16 it is not similar to a self-adjoint operator.
4.2.4.
J-positive operators with the singular critical point 0. The problem on existence of J-positive Sturm-Liouville operators with singular critical points has a long history. As it was already mentioned, only 0 and ∞ may be singular critical points for J-positive operators. The existence of J-positive Sturm-Liouville operators with the singular critical point ∞ was established in [65] and explicit examples were constructed in [1] and [28] . Examples of J-nonnegative operators with the singular critical point 0 were first presented in [41] . However, in all these examples 0 ∈ σ p (A), that is, operators in these examples are J-nonnegative but not J-positive. In [49] , it was shown that the operator A = sgn (sin x)
has a singular critical point 0. Clearly, this operator is J-positive, however, the weight function is periodic on R and hence has an infinite number of sign changes. 
Notice that by Theorem A.2(ii), the function
is unbounded and slowly varying at ∞. Therefore, the operator
1+|x| dx). Moreover, by Corollary 4.8(i), 0 is a singular critical point of A l . For example, setting l = 1, we get W (x) = log(1 + x) and the operator
2 (R, (1 + |x|)dx) and 0 is its singular critical point. Let us also mention that the weight w(x) = 1 1+|x| is infinitely differentiable at any point of R + and hence the regularity of the critical point 0 does not depend on smoothness of the weight function w. This fact was first noticed in [1] .
Using the connection between positively increasing functions at 0 and at ∞, we can modify [1, Example 1] in order to get one more example. 
Set a n = (2n)! and b n = (2n + 1)!, n ∈ N. Then we get an bn = (2n + 1)
w dt is not positively increasing at ∞ and hence, by Theorem 4.7, the corresponding operator
has a singular critical point 0. Moreover, since w / ∈ L 1 (R + ), we conclude 0 / ∈ σ p (A), i.e., A is J-positive.
4.3.
Connection with the LRG condition and the HELP inequality. The linear resolvent growth (LRG) condition (4.33) (T − λ)
is necessary for the similarity of a closed linear operator T acting in a Hilbert space H to a self-adjoint operator. It was noticed in [50, Theorem 7.3] that in the regular case, i.e., b < ∞ and q, w, r ∈ L 1 (−b, b) are even, condition (4.33) is necessary and sufficient for the operator A to be similar to a self-adjoint operator. Moreover, in [65] , the connection between the similarity problem and the HELP inequality was observed. Furthermore, it was noticed in [11] that in fact the validity of a certain HELP inequality is equivalent to the Riesz basis property of eigenfunctions. In this subsection we extend these results to the case of a singular end-point x = b. If additionally q = 0, then these conditions are further equivalent to the following one:
(iv) the HELP inequality (4.34)
is valid.
Proof. The implication (i) ⇒ (ii) is well-known. The implication (ii) ⇒ (iii) was noticed in [41] . Finally, (iii) ⇒ (i) was established in Theorem 4.5(iii). Assume now that q = 0. Then the equivalence (iii) ⇔ (iv) immediately follows from Theorem 3.4 and Lemma 2.2.
We complete this section with the following Remark 4.21. In the regular case, Theorem 4.20 was established in [50] . Moreover, in this case the implication (i) ⇒ (iv) was observed by Volkmer [65] and the converse implication (iv) ⇒ (i) was noticed in [10] .
Proof of Theorem 4.5
Our proof is based on the following criterion obtained independently by K. Veselić [64] and R. Akopjan [2] . Before proving Theorem 4.5, we need preparatory lemmas.
Lemma 5.2. Let m ± be the m-functions and F ± be defined by (4.15). Then
for all f ∈ L 2 w (I). Proof. Let T be a self-adjoint operator in a Hilbert space H. Then, using the spectral theorem and Fubini's theorem, we get
Therefore, setting f = f ± , where f ± has supports in I ± , using (4.14) with c = −1, and nothing that the operators A −1 and A 0 are self-adjoint, we get
Corollary 5.3. Let m ± be the m-functions (4.8) and F ± be defined by (4.15) . Then
w (I). Proof. Clearly, it suffices to establish the estimates for index "+". Fix m + and set m − = m + . Noting that f =f , we get Re
Hence, applying Lemma 5.2, we arrive at the first estimate. Noting that
we prove the second inequality. 
for all f =f ∈ L 2 w (I). Proof. Immediately follows from (4.18) and (5.4).
Corollary 5.5. Let m ± be the m-functions (4.8) and F ± be defined by (4.15) . Then
Applying Lemma 5.2 and Corollary 5.3, we complete the proof.
Corollary 5.6. Let m ± be the m-functions (4.8) and F ± be defined by (4.15). If (4.18) holds true, then
Proof. Applying Corollary 5.5 with m − = 2m + , we get
By (4.18), we get
and hence we arrive at the following inequality 1 Re m + (iy)
which completes the proof.
Proof of Theorem 4.5. We shall prove only part (iii) since the remaining parts can be established similarly.
Firstly, observe that
since q, w, r are even. Therefore,
where f − (x) = f (−x). By Theorem 5.1, we need to show that the integral
w (I). Using (4.14) with c = 1, we get (5.8)
Denote the right hand side in (5.8) by A(f, iy). Snce A 0 is self-adjoint, it suffices to show that the following integral
Therefore, A(f, iy) = A(f R , iy) + A(f I , iy), and hence we can restrict our considerations to the case of real valued f ∈ L
Setting f + = f − and then f + = −f − , we observe that it suffices to show that the following integrals
w (I), or equivalently,
However,
Applying Corollaries 5.4 and 5.6, we complete the proof.
On the well-posedness for the stationary Fokker-Plank equation
Consider the simplest two-way diffusion equation (6.1)
Here q ∈ L 1 loc (I) and r, w ∈ L 1 loc (I) satisfy w, r > 0 a.e. on I. It is assumed that the function u satisfies
If t 0 = ∞, we should change (6.2) as follows
Moreover, if necessary additional self-adjoint t-independent boundary conditions at x = −b and x = b are assumed. Boundary value problems (6.1), (6.2) and (6.1), (6.3) are of the forward-backward type. They arise in kinetic theory and in the theory of stochastic processes and have a long history. For example, if I = (0, π), r(x) = (sin x) −1 , p(x) = cos x sin x, q = 0, then equation (6.1), derived by Bothe in 1929 [13] , describes the steadystate distribution of particles scattered by a slab. Existence and uniqueness of solutions to the corresponding BVPs as well as the representation of solutions by the eigenfunction expansion was proven by Beals (see [5] , [26] , [30, Chapter X.6] ). If p(x) = x, r(x) ≡ 1 and q(x) = 1 4 (x 2 + a 2 − 2), then (6.1) is the one-dimensional linear stationary Fokker-Plank equation (see [7, 66] and also [30, Chapter X.5] ). The case I = R, q = 0, r = 1 and p(x) = (sgn x)|x| α , α > −1, arises in the theory of stochastic processes (see [30] , [54] ), however, existence and uniqueness of solutions to (6.1), (6.2) was established in [39, §5.1] (note that in [3] , [54] , [55] well-posedness of BVPs was studied under additional smoothness assumptions on the initial data φ ± ). For further examples we refer to [6] , [30] , [59] , [63] .
Let us also mention that equation (6.1) belongs to the class of second-order equations with nonnegative characteristic form. Boundary value problems for this class of equations were considered by various authors (see [46] , [53] and references therein). But some restrictions imposed in this theory makes it inapplicable to equation (6.1).
Separation of variables in (6.1) leads to the indefinite spectral problem
and the well-posedness issue for the above boundary value problems is closely connected with the similarity problem for the corresponding indefinite Sturm-Liouville
For the case when A is J-nonnegative and has purely discrete spectrum, the problem (6.1), (6.2) has been studied in great detail (see [5] , [7] , [26] , [30] , [59] , [63] and references therein). In the general case, the following result holds true (see [ Thus applying the results on the similarity for the operator A from Section 4 we immediately obtain conditions for the existence and uniqueness of solutions to problems (6.1), (6.2) and (6.1), (6.3) . Let us present only a few of them. Namely, for simplicity we restrict to the case r = 1 and I = R, i.e., we consider the following equation (6.5) (sgn x)w(x)u t (x, t) = u xx (x, t) − q(x)u(x, t), (0 < t < t 0 ≤ +∞, x ∈ R), Then using Lemma 4.16 we arrive at the following Remark 6.4. Let us mention that the case w(x) = |x| α , α > −1, was studied in [54] , [55] . To the best of our knowledge, the strongest result was obtained in [39, Theorem 5.5] . However, in [39] it is assumed that at ∞ the weight w satisfies condition (4.24), which is much stronger than (6.7).
Let us complete this section by considering the following equation (6.8) x u t (x, t) = u xx (x, t) − q(x)u(x, t), (0 < t < t 0 ≤ +∞, x ∈ R), Moreover, the m-functions corresponding to the Dirichlet problems also coincide.
