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Abstract
The aim of this paper is to improve the previous work on the relativistic Vlasov-
Maxwell system, one of the most important equations in plasma physics. Recently
in [3], C. Bardos et al. presented a proof of an Onsager type conjecture on renor-
malization property and the entropy conservation laws for the relativistic Vlasov-
Maxwell system. Particularly, authors proved that if the distribution function
u ∈ L∞(0, T ;Wα,p(R6)) and the electromagnetic field E,B ∈ L∞(0, T ;W β,q(R3)),
with α, β ∈ (0, 1) such that αβ+β+3α− 1 > 0 and 1/p+1/q ≤ 1, then the renor-
malization property and entropy conservation laws hold. To determine a complete
proof of this work, in the present paper we improve their results under a weaker reg-
ularity assumptions for weak solution to the relativistic Vlasov-Maxwell equations.
More precisely, we show that under the similar hypotheses, the renormalization
property and entropy conservation laws for the weak solution to the relativistic
Vlasov-Maxwell system even hold for the end point case αβ+ β+3α− 1 = 0. Our
proof is based on the better estimations on regularization operators.
Keywords: Relativistic Vlasov-Maxwell system, Onsager type conjecture, renor-
malization property, entropy conservation laws.
1 Introduction
In recent years, mathematicians have devoted much attention to the relativistic Vlasov-
Maxwell system, the most important equation describes the distribution of particles in
phase space of a monocharged plasma under relativistic effects. There has been an
increasing activity that studied the Vlasov-Maxwell system in kinetic plasma physics.
It is well-known that the Vlasov equation describes the time evolution of particles in
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a plasma, how the plasma response to electromagnetic fields. This equation finds the
unknown distribution function of particles u = u(t, x, ξ) satisfies:
∂tu+ v · ∇xu+ F · ∇ξu = 0, (1.1)
where (t, x, ξ) ∈ R+ × R3 × R3 represent time, position and momentum of particles,
respectively. The relativistic velocity v of a particle with momentum ξ ∈ R3 is given
by
v =
ξ√
1 + |ξ|2 . (1.2)
The consideration of problem may be under electromagnetic, in which the Lorentz force
F = E+v×B corresponds to the self-consistent electric field E = E(t, x) and magnetic
field B = B(t, x) generated by the charged particles in the plasma. They are coupled
satisfying Maxwell’s equations
∂tE − curlB = −j, ∂tB + curlE = 0, (1.3)
divE = ρ, divB = 0, (1.4)
where the quantities ρ = ρ(t, x) and j = j(t, x) are the charge density and electric
current density of the plasma, respectively, defined by
ρ(t, x) =
ˆ
R3
u(t, x, ξ)dξ; j(t, x) =
ˆ
R3
v(ξ)u(t, x, ξ)dξ. (1.5)
Maxwell’s equations must be solved together with the Vlasov equation (1.1), so-
called the Vlasov-Maxwell system. Here, we are interested in the Cauchy problem for
system (1.1)-(1.5), where the initial data given as
u(0, x, ξ) = u0(x, ξ) ≥ 0, (1.6)
E(0, x) = E0(x), B(0, x) = B0(x), (1.7)
divE0 = ρ0 =
ˆ
R3
u0dξ, divB0 = 0. (1.8)
There are many interesting problems that related to the Vlasov-Maxwell system (1.1)-
(1.5) that make the range of its application has been considerably extended. For in-
stance, the existence and uniqueness of analytical solutions to this, especially for high
dimensions; regularity results for the system in some spaces; the conduction of sharp
estimates for solutions; some numerical methods and simulations on the solutions, etc,
are at the core of many researching topics at the moment.
The global existence of solution to this earlier has been studied intensively by several
authors, such as R.J. Diperna and P.-L. Lions in [8], Y. Guo in [9, 10] or G. Rein in [12]
and several references therein. Later, different approaches to the results related to this
system were recently achieved and reviewed by other authors. In our knowledge, there
has been a few results on the regularity of this system. Recently in 2018, N. Besse et
al. have showed in [5] that if the macroscopic kinetic energy is in L2, then the electric
and magnetic fields belong to the Sobolev space Hsloc(R
+×R3) with s = 6/(13+√142).
Moreover, in [4, 11], authors have established the critical regularity of weak solutions to
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a general system of entropy conservation laws which are related to the famous Onsager
exponent 1/3. In the nearest research paper [3], Bardos et. al. gave a proof of an
Onsager type conjecture on renormalization property and entropy conservation laws
for the Vlasov-Maxwell equations. More precisely, their work devoted to the results
that if the distribution function u ∈ L∞(0, T ;Wα,p(R6)) and the electromagnetic fields
E,B ∈ L∞(0, T ;W β,q(R3)), with α, β ∈ (0, 1) satisfying αβ + β + 3α − 1 > 0 and
1/p + 1/q ≤ 1, then the renormalization property holds. As there have been too few
results concerning to regularity of this system, such extensions have been promising
to discussed under various assumptions and conditions of problem formulation. In the
present paper, based on the regularity assumptions of weak solution to the Vlasov-
Maxwell equations, a small portion of that result is improved, where the conclusion of
this property holds even for αβ + β + 3α − 1 ≥ 0, the renormalization property and
entropy conservation laws hold under the same hypotheses. To our knowledge, from
the mathematical point of view, the end point case αβ + β + 3α − 1 = 0, the proof
is more challenging than what obtained in [3]. Compare to the previous study for the
case αβ+β+3α−1 > 0, ours have the advantage that for αβ+β+3α−1 ≥ 0, we work
on the weaker regularity assumptions, and the effective technique is applied to extend
the proof. The key idea comes from the better estimations on regularization operators
that will be described later.
The rest of the paper is organized as follows. Next section 2 is devoted to some
notations and definitions about the renormalization property and entropy conservation
laws, and our main result of this paper is also stated therein. We then introduce in
Section 3 some regularization operators and properties are also presented for later use.
Finally, the last section gives a brief proof of the renormalization property and entropy
conservation laws for Diperna-Lions weak solution to the Vlasov-Maxwell equations.
2 Main result
At the beginning of this section, let us recall some notations and definitions concerning
to the problem.
Throughout the paper, we denote by D(Rn), with n ≥ 1, the space of infinitely
differentiable function with compact support and by D′(Rn) the space of distribution.
For α ∈ (0, 1), 1 ≤ p ≤ ∞, the generalized fractional order Sobolev spaces Wα,p(Rn) is
defined for any function f belonging toWα,p(Rn) if and only if the following Gagliardo-
type norm is finite:
‖f‖Wα,p(Rn) :=
(ˆ
Rn
|f(x)|pdx
)1/p
+
(ˆ
Rn
ˆ
Rn
|f(x)− f(y)|p
|x− y|n+αp dxdy
)1/p
< +∞,
in the case 1 ≤ p <∞ and
‖f‖Wα,∞(Rn) := max
{
‖f‖L∞(Rn), sup
x 6=y∈Rn
|f(x)− f(y)|
|x− y|α
}
< +∞,
for p = ∞. Here and subsequently, L1(R6) denotes the set of non-negative almost
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everywhere function f such that
‖f‖L1(R6) :=
ˆ
R6
f(x, ξ)
√
1 + |ξ|2 dx dξ < +∞. (2.1)
In addition, the notation S stands for the set of non-decreasing function G ∈ C1(R+;R+)
such that
lim
t→+∞
G(t)
t
= +∞.
The weak solution of a coupled set of relativistic Vlasov-Maxwell equations involves
the distribution function u (describes plasma components), electric and magnetic fields
E,B (self-consistenly modified by particles). Here, we say that (u,E,B) is a weak
solution to relativistic Vlasov-Maxwell equations (1.1) if (u,E,B) satisfies the following
weak formulationˆ T
0
dt
ˆ
R3
dx
ˆ
R3
u(∂tϕ+ v · ∇xϕ+ F · ∇ξϕ) dξ = 0,
for all ϕ ∈ D((0, T ) × R6). The existence result of a global in time weak solution to
the relativistic Vlasov-Maxwell equations proposed by DiPerna-Lions is stated in the
following theorem, where we refer the reader to [8] for details.
Theorem 2.1 Let u0 ∈ L1 ∩ L∞(R6) and E0, B0 ∈ L2(R3) be initial conditions with
satisfy the constraints
divB0 = 0, divE0 =
ˆ
R3
u0 dξ, in D′(R3).
Then there exists a global in time weak solution of the relativistic Vlasov-Maxwell sys-
tem, i.e., there exist functions
u ∈ L∞(R+;L1 ∩ L∞(R6)), E,B ∈ L∞(R+;L2(R3)),
and ρ, j ∈ L∞(R+;L4/3(R3)), (2.2)
such that (u,E,B) satisfy (1.1)-(1.4) in the sense of distributions, where ρ and j are
defined in (1.5).
Let (u,E,B) be a weak solution to the relativistic Vlasov-Maxwell system (1.1)-
(1.5), as in Theorem 2.1. Then for any smooth function G ∈ C1(R+;R+), we say that
(u,E,B) satisfies the renormalization property if
∂t(G(u)) +∇x · (vG(u)) +∇ξ · (FG(u)) = 0, in D′((0, T ) ×R6) (2.3)
in the sense of distribution, that means,
ˆ T
0
dt
ˆ
R3
dx
ˆ
R3
G(u) (∂tϕ+ v · ∇xϕ+F · ∇ξϕ) dξ = 0,
for all ϕ ∈ D′((0, T ) × R6). Otherwise, solution (u,E,B) is said to satisfy the local in
space entropy conservation law, if
∂t
(ˆ
R3
G(u)dξ
)
+∇x ·
(ˆ
R3
vG(u)dξ
)
= 0, in D′((0, T ) × R3), (2.4)
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and the local in momentum entropy conservation law, if
∂t
(ˆ
R3
G(u)dx
)
+∇ξ ·
(ˆ
R3
FG(u)dx
)
= 0, in D′((0, T ) × R3), (2.5)
in the sense of distribution.
In this way, we can state that (u,E,B) satisfies the global entropy conservation
law, if we have
ˆ
R6
G(u(t, x, ξ)) dξ dx =
ˆ
R6
G(u(s, x, ξ)) dξ dx, for 0 < s ≤ t < T. (2.6)
Let us state our main result about the renormalized property and entropy conserva-
tion laws for the global weak solution of relativistic Vlasov-Maxwell equations. Related
to the present note, it emphasizes that the regularity assumptions on the weak solution
in our work are weaker than in the paper of C. Bardos et. al. [3], our improved results
thus are more general. In particular, we prove that the renormalization property and
entropy conservation laws for the global weak in time solution to the relativistic Vlasov-
Maxwell’s system (1.1)-(1.5) even hold for the end point case αβ + β + 3α− 1 = 0, as
described in the following theorem.
Theorem 2.2 Let (u,E,B) be a weak solution of the relativistic Vlasov-Maxwell sys-
tem (1.1)-(1.5) given by Theorem 2.1. Assume moreover that this weak solution satisfies
the additional regularity assumptions
u ∈ L∞(0, T ;Wα,p(R6)) and E,B ∈ L∞(0, T ;W β,q(R3)), (2.7)
where α, β ∈ (0, 1) such that αβ + β + 3α− 1 ≥ 0, and p, q ∈ N∗ such that
1
p
+
1
q
=
1
r
≤ 1 if 1 ≤ p, q <∞, and 1 ≤ r <∞ is arbitrary if p = q =∞. (2.8)
Then for any entropy function G ∈ C1(R+;R+), the global weak solution (u,E,B)
satisfies the renormalization property (2.3). Moreover, if G ∈ S and the mapping
t 7→ u(t, ·, ·) is uniformly integrable in R6, for almost everywhere t ∈ [0, T ], then the
local entropy conservation laws (2.4)-(2.5) and the global entropy conservation law (2.6)
hold.
3 Regularization operators
In this section, let us mention the important consequences of this work, that leading to
the proof of our main result. It is devoted to study the standard regularization operators
and their properties, that gives us the idea to prove main result in this paper. We will
now show their descriptions and prove some preparatory lemmas that are necessary for
later use.
Let ̺ ∈ D(R+;R+) be a smooth non negative function such that
supp(̺) ⊂ [1, 2],
ˆ
R
̺(τ)dτ = 1. (3.1)
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For every δ > 0 and n ∈ N∗, the radially-symmetric compactly-supported Friedrichs
mollifier
̺δ : R
n → R+, x 7→ ̺δ(x),
is given by
̺δ(x) = δ
−n̺
(
δ−1|x|) , x ∈ Rn. (3.2)
Let η, ε, δ be positive numbers and for any distribution f ∈ D′(Rn), g ∈ D′(R+ × Rn)
and h ∈ D′(R+ × Rn × Rn) , we define their C∞-regularization by
f δ(x) = ̺δ(x) ∗ f(x), (3.3)
gε,δ(t, x) = ̺ε(t) ∗t ̺δ(x) ∗x g(t, x), (3.4)
and
hη,ε,δ(t, x, ξ) = ̺η(t) ∗t ̺ε(x) ∗x ̺δ(ξ) ∗ξ h(t, x, ξ), (3.5)
where the operator ∗ denotes the standard convolution product. We first establish two
basic estimations for the relativistic velocity v in (1.2) by the following lemmas.
Lemma 3.1 Let δ > 0 and v be the relativistic velocity given by (1.2). Then we have
the following estimations
|v(ξ − w)− v(ξ)| ≤ 2|w|, (3.6)
and ∣∣∣v(ξ)− vδ(ξ)∣∣∣ ≤ 4δ, (3.7)
for all ξ, w ∈ R3.
Proof. By a simple computation, we firstly get that
|∇ξv| =
∣∣∣∣∣ I3√1 + |ξ|2 −
ξ ⊗ ξ√
(1 + |ξ|2)3
∣∣∣∣∣ ≤ 2, (3.8)
where I3 denotes the identity matrix of size 3. Combining inequality (3.8) and the
fundamental theorem of calculus, we obtain the first basic estimate (3.6),
|v(ξ − w)− v(ξ)| ≤ |w|
ˆ 1
0
|∇v(ξ − sw)|ds ≤ 2|w|.
By using this estimation, we obtain the second basic estimate (3.7) as follows
∣∣∣v(ξ)− vδ(ξ)∣∣∣ =
∣∣∣∣
ˆ
R3
̺δ(w)(v(ξ) − v(ξ − w))dw
∣∣∣∣ ≤ 2
∣∣∣∣
ˆ
R3
̺δ(w)|w|dw
∣∣∣∣ ≤ 4δ.
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Remark 3.2 In fact, one may obtain the better estimate for
∣∣v − vδ∣∣ than that of
Lemma 3.1, i.e., there exists a constant C depending only on the smooth function ̺
given by (3.1), such that ∣∣∣v(ξ) − vδ(ξ)∣∣∣ ≤ Cδ2, (3.9)
Proof. Using the fundamental theorem of calculus twice, for any i ∈ {1, 2, 3}, in this
way we obtain componentwise
vi − vδi =
ˆ
R3
dw̺δ(w)(vi(ξ)− vi(ξ − w))
=
3∑
j=1
ˆ
R3
dw̺δ(w)wj
ˆ 1
0
dτ∂jvi(ξ − τw)
=
3∑
j=1
∂jvi(ξ)
ˆ
R3
dw̺δ(w)wj
+
3∑
j,k=1
ˆ
R3
dw̺δ(w)wjwk
ˆ 1
0
dτ
ˆ 1
0
ds∂2jkvi(ξ − sτw). (3.10)
Since the smooth function ̺δ is radially symmetric, we haveˆ
R3
dw̺δ(w)wj = 0, ∀j ∈ {1, 2, 3},
which deduces that the first term of the right hand side of (3.10) vanishes. Therefore,
(3.10) becomes
vi − vδi =
3∑
j,k=1
ˆ
R3
dw̺δ(w)wjwk
ˆ 1
0
dτ
ˆ 1
0
ds∂2jkvi(ξ − sτw). (3.11)
Moreover, by the definition of the smooth function ̺, there exists a constant C depend-
ing only on the function ̺ such thatˆ
R3
̺δ(w)|wj ||wk|dw ≤
ˆ
R3
̺δ(w)|w|2dw ≤ Cδ2, ∀j, k ∈ {1, 2, 3}, (3.12)
On the other hand, by using δij as the Kronecker notation and directly computation
on the relativistic velocity v, for all j, k ∈ {1, 2, 3}, one obtains
∣∣∇2jkvi(ξ)∣∣ =
∣∣∣∣∣ δijξk√(1 + |ξ|2)3 +
δjkξi√
(1 + |ξ|2)3 +
δikξj√
(1 + |ξ|2)3 −
3ξiξjξk√
(1 + |ξ|2)3
∣∣∣∣∣ ,
which implies that ∣∣∇2jkvi(ξ)∣∣ ≤ 6.
Combining this estimation together with the inequality (3.12), and from (3.11), it
completes the proof.
We next present some well-known properties for C∞-regularization in the next
lemma. For the proof of (ii) and (iii), it refers the reader to some papers found
in [6, Proposition 4.2] or [7, Proof of Theorem 2.4], or in [2].
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Lemma 3.3
(i) For any distribution f ∈ D′(Rn) and ε > 0, we have
〈f ε, g〉 = 〈f, gε〉, g ∈ D(Rn),
where 〈·, ·〉 denotes the dual bracket between spaces D′ and D.
(ii) Let ε > 0, α ∈ (0, 1) and 1 ≤ p ≤ ∞. Then for any function f ∈ L1 ∩ L∞ ∩
Wα,p(Rn), we have
‖f ε‖Lp(Rn) ≤ ‖f‖Lp(Rn),
and
‖f ε‖Wα,p(Rn) ≤ ‖f‖Wα,p(Rn).
iii) Let α ∈ (0, 1) and 1 ≤ p ≤ ∞. Then for any function f ∈Wα,p(Rn), there exists
a constant C such that
‖f(· − w)− f(·)‖Lp(Rn) ≤ C|w|α‖f‖Wα,p(Rn), (3.13)
for all w ∈ Rn.
Proof. For any distribution functions f, g ∈ D′(Rn) and ε > 0, we write
〈f ε, g〉 =
ˆ
Rn
f ε(x) g(x)dx
=
ˆ
Rn
ˆ
Rn
̺ε(x− y)f(y)dy g(x)dx
=
ˆ
Rn
f(y)
ˆ
Rn
̺ε(x− y)g(x)dx dy
=
ˆ
Rn
f(y)gε(y)dy
= 〈f, gε〉,
that yields the proof of (i).
Lemma 3.4 Let ε > 0, α ∈ (0, 1) and 1 ≤ p ≤ ∞. Then for any function f belongs
to L1 ∩ L∞ ∩Wα,p(Rn), there exists a constant C such that
‖f ε − f‖Lp(Rn) ≤ Cεα
(ˆ
Rn
ˆ
Rn
1ε≤|x−y|≤2ε
|f(x)− f(y)|p
|x− y|n+αp dxdy
) 1
p
, (3.14)
and
‖∇f ε‖Lp(Rn) ≤ Cεα−1
(ˆ
Rn
ˆ
Rn
1ε≤|x−y|≤2ε
|f(x)− f(y)|p
|x− y|n+αp dxdy
) 1
p
. (3.15)
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Proof. For any y ∈ Rn, by the definition of ̺ε in (3.2) and using Ho¨lder inequality, we
obtain the following estimation
|f ε(y)− f(y)| =
∣∣∣∣
ˆ
Rn
̺ε(y − x)(f(x)− f(y))dx
∣∣∣∣
≤ Cε−n
ˆ
Rn
1ε≤|x−y|≤2ε|f(x)− f(y)|dx
≤ Cε−np
(ˆ
Rn
1ε≤|x−y|≤2ε|f(x)− f(y)|pdx
) 1
p
,
where the constant C depends only on the function ̺ given in (3.1). It follows that
‖f ε − f‖pLp(Rn) ≤ Cε−n
ˆ
Rn
ˆ
Rn
1ε≤|x−y|≤2ε|f(x)− f(y)|pdxdy.
Otherwise, by multiplying two sides of this inequality by ε−αp, it gives
ε−αp‖f ε − f‖pLp(Rn) ≤
C
εn+αp
ˆ
Rn
ˆ
Rn
1ε≤|x−y|≤2ε|f(x)− f(y)|pdxdy
≤ C
ˆ
Rn
ˆ
Rn
1ε≤|x−y|≤2ε
|f(x)− f(y)|p
|x− y|n+αp dxdy,
which deduces the first inequality (3.14).
In order to obtain the second estimation, it will be necessary to remark that
|∇f ε(y)| =
∣∣∣∣
ˆ
Rn
∇̺ε(y − x)(f(x)− f(y))dx
∣∣∣∣
≤ C
εn+1
ˆ
Rn
1ε≤|x−y|≤2ε|f(x)− f(y)|dx.
and the same proof of (3.14), we obtain (3.15) the desired result.
Remark 3.5 For all f ∈Wα,p(Rn), one can see that
ˆ
Rn
ˆ
Rn
1ε≤|x−y|≤2ε
|f(x)− f(y)|p
|x− y|n+αp dxdy ≤ ‖f‖Wα,p(Rn). (3.16)
Therefore, as the consequences of Lemma 3.4, one also obtains
‖f ε − f‖Lp(Rn) ≤ Cεα‖f‖Wα,p(Rn),
and
‖∇f ε‖Lp(Rn) ≤ Cεα−1‖f‖Wα,p(Rn).
For every function f ∈Wα,p(Rn × Rn), we define a function Θf as
Θf (ε) :=
(ˆ
Rn
ˆ
Rn
ˆ
Rn
1ε≤|x−y|≤2ε
|f(x, ξ)− f(y, ξ)|p
|x− y|n+αp dxdydξ
) 1
p
, (3.17)
the following Lemma is then stated and proved to give us a very important property
related to this function.
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Corollary 3.6 Let α ∈ (0, 1), 1 ≤ p ≤ ∞ and the function f ∈Wα,p(Rn × Rn). Then
for any ε, δ > 0, there exists a constant C such that
‖∇xf ε(x, ξ − w)−∇xf ε(x, ξ)‖Lp(Rn×Rn) ≤ Cεα−1|w|αΘf (ε), (3.18)
with w ∈ Rn, and
‖(∇xf ε)δ −∇xf ε‖Lp(Rn×Rn) ≤ Cεα−1δαΘf (ε), (3.19)
where the function Θf is defined by (3.17).
Proof. From Lemma 3.3, there exists a constant C such that
‖∇xf ε(x, ξ −w)−∇xf ε(x, ξ)‖Lp(Rn×Rn) ≤ C|w|α‖∇xf ε‖Lp(Rn;Wα,p(Rn)).
The inequality (3.15) in Lemma 3.4 is then applied to get
‖∇xf ε(x, ξ − w)−∇xf ε(x, ξ)‖Lp(Rn×Rn) ≤ Cεα−1|w|αΘf (ε).
To deal with the second estimation (3.19), by what obtained in Lemma 3.4 and Re-
mark 3.5, there exists a constant C such that
‖(∇xf ε)δ −∇xf ε‖Lp(Rn×Rn) ≤ Cδα‖∇xf ε‖Lp(Rn;Wα,p(Rn)).
Repeated application of the inequality (3.15) in Lemma 3.4 enables us to write
‖(∇xf ε)δ −∇xf ε‖Lp(Rn×Rn) ≤ Cεα−1δαΘf (ε),
and the proof is complete.
Lemma 3.7 Let α ∈ (0, 1), 1 ≤ p ≤ ∞ and the function f ∈ L1(0, T ;Wα,p(Rn×Rn)).
Then ωf (ε, δ) defined by
ωf (ε, δ) :=
ˆ T
0
(Θf(t)(ε) + Θf(t)(δ))dt, (3.20)
vanishes as ε and δ tend to 0.
Proof. By the definition of Θf in (3.17) and Remark 3.5, we have
Θf(t)(ε) ≤ ‖f(t, ·, ·)‖Wα,p(Rn×Rn) <∞, ∀t ∈ [0, T ].
Apply Lebesgue dominated convergence theorem, it is clear that Θf(t)(ε) tends to 0 as
passing ε goes to 0 for all t ∈ [0, T ]. The same conclusion is obtained for Θf(t)(δ), and
this guarantees that ωf (ε, δ) given by (3.20) vanishes as (ε, δ) goes to 0.
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4 Proof of Theorem 2.2
In this section, we consider a global in time weak solution (u,E,B) of Vlasov-Maxwell
equations. The weak formulation for the Vlasov equation (1.1) reads
ˆ T
0
dt
ˆ
R3
dx
ˆ
R3
u(∂tϕ+ v · ∇xϕ+ F · ∇ξϕ) dξ = 0,
for all ϕ ∈ D((0, T )× R6). Let us choose a test function ϕ as follows
ϕ = (G′(uη,ε,δ)ψ)η,ε,δ ∈ D((0, T )× R6),
where ψ ∈ D((0, T ) × R6) and G ∈ C1(R+;R+). Integrating by parts this weak formu-
lation yields that for all ψ ∈ D((0, T )× R6), there holds
ˆ T
0
dt
ˆ
R3
dx
ˆ
R3
dξG(uη,ε,δ)
(
∂tψ + v
δ · ∇xψ + Fη,ε,δ · ∇ξψ
)
+ ψG′(uη,ε,δ)
[
∇x ·
(
(vu)η,ϕ,δ − vδuη,ε,δ
)
+∇ξ ·
(
(Fu)η,ε,δ −Fη,ε,δuη,ε,δ
)]
= 0. (4.1)
Following the renormalization property of solution (u,E,B), it is sufficient to show
that the second term in the left hand side of (4.1) vanishes as (η, ε, δ) tends to 0, for all
ψ ∈ D((0, T )×R6). To do so, we firstly establish some commutator estimations which
are presented in the next lemma.
For simplicity, the problem is considered with α ∈ (0, 1) and 1 ≤ p, r ≤ ∞, with
n = 3 or n = 6 and s = 1 or s = ∞, we will use the following notations in the remain
part of our paper,
Ls,pn := Ls(0, T ;Lp(Rn)),
Ls,p,r := Ls(0, T ;Lp(R3;Lr(R3))),
LsWα,pn := Ls(0, T ;Wα,p(Rn)),
Ls,pWα,p := Ls(0, T ;Lp(R3;Wα,p(R3))).
Lemma 4.1 Let (u,E,B) be a weak solution of the relativistic Vlasov-Maxwell sys-
tem (1.1)-(1.5) given by Theorem 2.1, satisfying the regularity assumptions (2.7) of
Theorem 2.2, with α, β ∈ (0, 1) and p, q, r satisfy relations (2.8). Then for any posi-
tive numbers η, ε, δ > 0, there exists a constant C > 0 depending only on the smooth
function ̺ given by (3.1) such that∥∥∥∇x · ((vu)η,ε,δ − vδuη,ε,δ)∥∥∥
L1,p
6
≤ Cεα−1δα+1ωu(ε, δ). (4.2)
Moreover, there exists a constant CF > 0 depending on ̺, ‖u‖L1Wα,p
6
, ‖E‖
L∞Wβ,q
3
and
‖B‖
L∞Wβ,q
3
such that
∥∥∥∇ξ · ((Fu)η,ε,δ −Fη,ε,δuη,ε,δ)∥∥∥
L1,p,r
≤ CF
(
εα+βδα−1ωu(ε, δ) + δ
α
)
, (4.3)
where F := E + v×B is the Lorentz force field and the function ωu is given by (3.20).
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Proof. We first consider the commutator estimate (4.2) for the free streaming term.
It is easy to check that
(vu)η,ε,δ − vδuη,ε,δ = Kδ(v, uη,ε)− (uη,ε,δ − uη,ε)(v − vδ), (4.4)
where Kδ is defined by
Kδ(v, g)(t, x, ξ) =
ˆ
R3
̺δ(w) (v(ξ − w)− v(ξ)) (g(t, x, ξ − w)− g(t, x, ξ)) dw. (4.5)
Passing to the limit η → 0 on the right hand side of (4.4) which can be justified by the
Lebesgue dominated convergence theorem and regularity assumptions (2.7), we thus
get that∥∥∥∇x · ((vu)η,ε,δ − vδuη,ε,δ)∥∥∥
L1,p
6
≤ ‖∇x · Kδ(v, uε)‖L1,p
6
+ ‖∇x · ((uε,δ − uε)(v − vδ))‖L1,p
6
.
(4.6)
By the definition of Kδ in (4.5), one has
‖∇x · Kδ(v, uε)‖L1,p
6
≤
ˆ T
0
dt
ˆ
R3
dw̺δ(w)
‖(v(ξ − w)− v(ξ)) · (∇xuε(t, x, ξ − w)−∇xuε(t, x, ξ))‖Lp(R6).
In the use of (3.6) in Lemma 3.1 and (3.18) in Corollary 3.6, we obtain that
‖∇x · Kδ(v, uε)‖L1,p
6
≤ Cεα−1
ˆ T
0
ˆ
R3
̺δ(w)|w|α+1Θu(t)(ε)dwdt
≤ Cεα−1δα+1
ˆ T
0
Θu(t)(ε)dt
≤ Cεα−1δα+1ωu(ε, δ), (4.7)
where ωu given in (3.20). Additionally, from (3.7) and (3.19), there holds
‖∇x · ((uε,δ − uε)(v − vδ))‖L1,p
6
≤ ‖|v − vδ|(∇xuε,δ −∇xuε)‖L1,p
6
≤ Cεα−1δα+1
ˆ T
0
Θu(t)(ε)dt
≤ Cεα−1δα+1ωu(ε, δ). (4.8)
From what have already been proved, we obtain commutator estimate (4.2).
It remains to prove the estimate in (4.3). To establish this commutator estimate
for the Lorentz force term, it is possible for us to make the following decomposition as
follows
(Fu)η,ε,δ −Fη,ε,δuη,ε,δ = Kη,ε(E, uδ)− (E − Eη,ε)(uδ − (uδ)η,ε)
+ (v ×Bu)ε,δ − vδ ×Bεuε,δ, (4.9)
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where Kη,ε is given by
Kη,ε(E, g)(t, x, ξ) =
ˆ
R
dτ
ˆ
R3
dy ̺η(τ)̺ε(y)
· (E(t− τ, x− y, ξ)− E(t, x, ξ)) (g(t− τ, x− y, ξ)− g(t, x, ξ)) . (4.10)
For the sake of simplicity, in this work we will denote
TE := Kη,ε(E, uδ)− (E − Eη,ε)(uδ − (uδ)η,ε), (4.11)
TB := (v ×Bu)ε,δ − vδ ×Bεuε,δ, (4.12)
and make the effective use of the Lebesgue dominated convergence theorem together
with regularity assumptions (2.7), passing to the limit η → 0 in TE , yields that
‖∇ξ · TE‖L1,p,r ≤ ‖∇ξ · Kε(E, uδ)‖L1,p,r + ‖∇ξ · ((E − Eε)(uδ − (uδ)ε))‖L1,p,r . (4.13)
By Ho¨lder inequality, there holds
‖∇ξ · Kε(E, uδ)‖L1,p,r ≤
ˆ
R3
̺ε(y)‖(E(t, x − y)− E(t, x))
· (∇ξuδ(t, x− y, ξ)−∇ξuδ(t, x, ξ))‖L1,p,rdy
≤
ˆ
R3
̺ε(y)‖E(t, x − y)− E(t, x)‖L∞,q
3
· ‖∇ξuδ(t, x− y, ξ)−∇ξuδ(t, x, ξ)‖L1,p
6
dy.
Applying the estimate (3.13) in Lemma 3.3 and the regularity assumptions (2.7), we
obtain that
‖∇ξ · Kε(E, uδ)‖L1,p,r ≤ C
ˆ
R3
̺ε(y)|y|α+β‖E‖L∞Wβ,q
3
‖∇ξuδ(t, x, ξ)‖L1,pWα,pdy
≤ Cεα+β‖E‖
L∞Wβ,q
3
‖∇ξuδ(t, x, ξ)‖L1,pWα,p .
Thanks to (3.15) from Lemma 3.4, we have
‖∇ξ · Kε(E, uδ)‖L1,p,r ≤ Cεα+βδα−1‖E‖L∞Wβ,q
3
ˆ T
0
Θu(t)(δ)dt
≤ Cεα+βδα−1‖E‖
L∞Wβ,q
3
ωu(ε, δ). (4.14)
And the second term on the right hand side of (4.13) is then proved thanks to Ho¨lder
inequality,
‖∇ξ · ((E − Eε)(uδ − (uδ)ε))‖L1,p,r ≤ ‖E − Eε‖L∞,q
3
‖∇ξuδ − (∇ξuδ)ε‖L1,p
6
.
Then, from (3.14) and (3.19), it deduces that
‖∇ξ · ((E − Eε)(uδ − (uδ)ε))‖L1,p,r ≤ Cεα+βδα−1‖E‖L∞Wβ,q
3
ˆ T
0
Θu(t)(ε)dt
≤ Cεα+βδα−1‖E‖
L∞Wβ,q
3
ωu(ε, δ). (4.15)
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From what have already been proved in (4.13), (4.14) and (4.15), we get
‖∇ξ · TE‖L1,p,r ≤ Cεα+βδα−1‖E‖L∞Wβ,q
3
ˆ T
0
(Θu(t)(δ) + Θu(t)(ε))dt
≤ Cεα+βδα−1‖E‖
L∞Wβ,q
3
ωu(ε, δ). (4.16)
We next consider the term TB given by (4.12), which can be decomposed as
TB = TB1 + TB2 + TB3, (4.17)
where
TB1 :=
ˆ T
0
dτ
ˆ
R3
dy
ˆ
R3
dw ̺η(τ)̺ε(y)̺δ(w)
[(v(ξ − w)− v(ξ)) ×B(t− τ, x− y)]u(t− τ, x− y, ξ − w),
TB2 := v × ((Buδ)η,ε −Bη,ε(uδ)η,ε),
TB3 := (v − vδ)×Bη,ε(uδ)η,ε.
Let us now denote by ˆ
dX =
ˆ T
0
dτ
ˆ
R3
dy
ˆ
R3
dw
for simplicity of notations, the first term of (4.17) can be decomposed and rewritten as
follows
∇ξ · TB1 =
ˆ
dX ̺η(τ)̺ε(y)∇w̺δ(w)
· [(v(ξ − w)− v(ξ)) ×B(t− τ, x− y)]u(t− τ, x− y, ξ)
+
ˆ
dX ̺η(τ)̺ε(y)∇w̺δ(w) · [(v(ξ − w)− v(ξ)) ×B(t− τ, x− y)]
· [u(t− τ, x− y, ξ − w)− u(t− τ, x− y, ξ)] =: I1 + I2. (4.18)
Integrating by parts and since ∇w · [(v(ξ−w)−v(ξ))×B(t−τ, x−y)] = 0, one observes
that the first term also vanishes:
I1 =
ˆ
dX ̺η(τ)̺ε(y)̺δ(w)
∇w · [(v(ξ − w)− v(ξ)) ×B(t− τ, x− y)]u(t− τ, x− y, ξ) = 0, (4.19)
and by Ho¨lder inequality and estimate (3.6) in Lemma 3.1, it is easy to obtain that
‖I2‖L1,p,r ≤ 2
ˆ
dX ̺η(τ)̺ε(y)|∇w̺δ(w)||w|‖B‖L∞,q
3
‖u(t− τ, x− y, ξ − w)− u(t− τ, x− y, ξ)‖L1,p
6
.
We then apply the estimate (3.13) in Lemma 3.3, the restriction property for Sobolev
spacesWα,p(Rn) and regularity assumptions (2.7), it deduces from the above inequality
that
‖I2‖L1,p,r ≤ C
ˆ
R3
|∇w̺δ(w)||w|α+1dw‖B‖L∞,q
3
‖u‖L1,pWα,p
≤ Cδα‖B‖
L∞Wβ,q
3
‖u‖L1Wα,p
6
. (4.20)
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It follows easily that from (4.18), (4.19) and (4.20), one has
‖∇ξ · TB1‖L1,p,r ≤ Cδα‖B‖L∞Wβ,q
3
‖u‖L1Wα,p
6
. (4.21)
To estimate ∇ξ · TB2 , we can now proceed analogously to what we have obtained in
(4.16) for ∇ξ · TE , giving
‖∇ξ · TB2‖L1,p,r ≤ Cεα+βδα−1‖B‖L∞Wβ,q
3
ˆ T
0
(Θu(t)(δ) + Θu(t)(ε))dt
≤ Cεα+βδα−1‖B‖
L∞Wβ,q
3
ωu(ε, δ). (4.22)
Ho¨lder inequality is used repeatedly to obtain
‖∇ξ · TB3‖L1,p,r ≤ |v − vδ|‖Bη,ε‖L∞,q
3
‖∇ξuη,δ,ε‖L1,p
6
.
Applying estimate (3.7) in Lemma 3.1 and Lemma 3.3 to this inequality, we have
‖∇ξ · TB3‖L1,p,r ≤ Cδ‖Bη,ε‖L∞,q
3
‖∇ξuη,δ,ε‖L1,p
6
≤ Cδα‖B‖
L∞Wβ,q
3
‖u‖L1Wα,p
6
. (4.23)
Gathering estimates (4.21)-(4.23), we obtain from (4.17) that
‖∇ξ · TB‖L1,p,r ≤ Cεα+βδα−1‖B‖L∞Wβ,q
3
ˆ T
0
(Θu(t)(δ) + Θu(t)(ε))dt
+ Cδα‖B‖
L∞Wβ,q
3
‖u‖L1Wα,p
6
≤ C‖B‖
L∞Wβ,q
3
(
εα+βδα−1 ωu(ε, δ) + δ
α‖u‖L1Wα,p
6
)
. (4.24)
Finally, by estimates (4.16) and (4.24), we obtain (4.3) from (4.9) and therefore, the
proof of Lemma is then complete.
Proof of Theorem 2.2. We firstly use the notation
ˆ
dX =
ˆ T
0
dt
ˆ
R3
dx
ˆ
R3
dξ
for simplicity, the weak formulation for the Vlasov equation (1.1) reads
ˆ
dX u(∂tϕ+ v · ∇xϕ+ F · ∇ξϕ) = 0, ∀ϕ ∈ D((0, T )× R6), (4.25)
where F = E+v×B denotes the Lorentz force field. We remark that integrals in (4.25)
are finite since for DiPena-Lions weak solutions in [8], it is known that u ∈ L∞,26 and
E,B ∈ L∞,23 . For every positive numbers η, ε and δ, let us take the test function
in (4.25) as
ϕ = (G′(uη,ε,δ)ψ)η,ε,δ ∈ D((0, T )× R6), (4.26)
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with ψ ∈ D((0, T ) × R6) and G ∈ C1(R+;R+). By using Lemma 3.3 and successive
integrations by parts, we obtain from (4.25) and (4.26) that
ˆ
dX G(uη,ε,δ)
(
∂tψ + v
δ · ∇xψ + Fη,ε,δ · ∇ξψ
)
+ ψG′(uη,ε,δ)
[
∇x ·
(
(vu)η,ϕ,δ − vδuη,ε,δ
)
+∇ξ ·
(
(Fu)η,ε,δ −Fη,ε,δuη,ε,δ
)]
= 0,
(4.27)
for all ψ ∈ D((0, T ) × R6). We now establish the renormalized Vlasov equation (2.3).
Using regularity assumptions (2.7), Lemma 3.3, 3.6 and 4.1, we obtain that∣∣∣∣
ˆ
dX G(uη,ε,δ)
(
∂tψ + v
δ · ∇xψ + Fη,ε,δ · ∇ξψ
)∣∣∣∣
≤ C
(
εα−1δα+1 + εα+βδα−1
)
ωu(ε, δ) + Cδ
α, (4.28)
where the function ω given in (3.20) and the constant C depends on ‖u‖L1Wα,p
6
,
‖B‖
L∞Wβ,q
3
, ‖E‖
L∞Wβ,q
3
, G and ψ. We see that
εα−1δα+1 + εα+βδα−1 = εα−1δα−1
(
δ2 + εβ+1
)
.
Therefore, to balance contributions coming from the free streaming and Lorentz force
terms in the right hand side of (4.28), we may choose
δ2 = εβ+1,
which guarantees that∣∣∣∣
ˆ
dX G(uη,ε,δ)
(
∂tψ + v
δ · ∇xψ + Fη,ε,δ · ∇ξψ
)∣∣∣∣ ≤ C (εαβ+β+3α−12 ωu(ε, δ) + δα) .
Under our general assumption αβ + β + 3α− 1 ≥ 0, we deduce that∣∣∣∣
ˆ
dX G(uη,ε,δ)
(
∂tψ + v
δ · ∇xψ + Fη,ε,δ · ∇ξψ
)∣∣∣∣ ≤ C (ωu(ε, δ) + δα) . (4.29)
Thanks to Lemma 3.7 and α ∈ (0, 1), the right hand side of (4.29) vanishes as (ε, δ)
goes to 0. So we obtain the renormalization property (2.3) of the Vlasov equation.
We next establish the local in space entropy conservation law (2.4). For this pur-
pose, we restrict entropy function G ∈ S, this means G is non decreasing function in
C1(R+;R+) such that
lim
t→∞
G(t)
t
=∞.
Let us first take a function Γ ∈ D(R3) such that supp(Γ) ⊂ B2(0), Γ ≡ 1 on B1(0) and
0 ≤ Γ ≤ 1 on B2(0) \B1(0), where Br(0) denotes the ball of radius r and centered at 0
in R3. Then we introduce a function Γ by
ΓR(ξ) = Γ
(
ξ
R
)
, with R > 0.
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It is obvious to check that ΓR ∈ D(R3) and
ΓR −→ 1 and ∇ξΓR −→ 0, a.e. as R→∞. (4.30)
Now we choose a test function ψ in (4.29) such that
ψ(t, x, ξ) = µ(t, x)ΓR(ξ), with µ ∈ D((0, T ) × R3).
By assumption that the map t 7→ u(t, ·, ·) is uniformly integrable in R6, for almost
everywhere t ∈ [0, T ], and the de La Vallee Poussin theorem, there exists a constant
CG only depending on the entropy G such that
ˆ
R3
dx
ˆ
R3
dξ G(uη,ε,δ) ≤ CG <∞. (4.31)
Applying the Lebesgue dominated convergence theorem under the estimate (4.31),
(4.30) and regularity assumptions (2.7), we obtain that
ˆ
dX G(uη,ε,δ)∂tµΓR −→
ˆ
dX G(uη,ε,δ)∂tµ, as R→∞, (4.32)
ˆ
dX G(uη,ε,δ)vδ · ∇xµΓR −→
ˆ
dX G(uη,ε,δ)vδ · ∇xµ, as R→∞, (4.33)
and ˆ
dX G(uη,ε,δ)F η,ε,δL uη,ε,δ · ∇ξΓRµ −→ 0, as R→∞. (4.34)
Limits (4.32)-(4.34) are uniform in (η, ε, δ) and there exists a constant c1 only depending
on ‖u‖L∞,2
6
, ‖B‖L∞,2
3
, ‖E‖L∞,2
3
, µ and Γ such that
∣∣∣∣
ˆ
dX G(uη,ε,δ)Fη,ε,δuη,ε,δ · ∇ξΓRµ
∣∣∣∣ ≤ c1R−1. (4.35)
Gathering estimates (4.32)-(4.35), one obtains from (4.29) that∣∣∣∣
ˆ
dX
(
∂tµ+ v
δ · ∇xµ
)
G(uη,ε,δ)
∣∣∣∣ ≤ C(ωu(ε, δ) + δα) + c1R−1, (4.36)
under the assumption αβ + β + 3α − 1 ≥ 0. Thanks to Lemma 3.7 again, the right
hand side of (4.36) vanishes as (ε, δ) → 0 and R → ∞. It deduces that the local in
space conservation law (2.4) holds. The local momentum conservation law (2.5) can be
obtained in a similar way.
The final task is now to establish the global entropy conservation law (2.6). Let us
take a test function µ in (4.36) such that
µ(t, x) = σ(t)ΓR(x), with σ ∈ D((0, T )),
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where ΓR is defined the the previous proof for local conservation laws. By (4.31)-(4.30)
and regularity assumption (2.7), we may apply the Lebesgue dominated convergence
theorem to obtain thatˆ
dX G(uη,ε,δ)∂tσΓR −→
ˆ
dX G(uη,ε,δ)∂tσ, as R→∞, (4.37)
ˆ
dX G(uη,ε,δ)vδ · ∇xΓRσ −→ 0, as R→∞. (4.38)
Limits (4.37)-(4.38) are uniform in (η, ε, δ) and there exists a constant c2 > 0 only
depending on CG , σ and Γ such that∣∣∣∣
ˆ
dX G(uη,ε,δ)vδ · ∇xΓRσ
∣∣∣∣ ≤ c2R−1. (4.39)
Combining between (4.36) to (4.37)-(4.39), we obtain that∣∣∣∣
ˆ
dX ∂tσG(uη,ε,δ)
∣∣∣∣ ≤ C(ωu(ε, δ) + δα) + (c1 + c2)R−1, (4.40)
under the condition αβ+β+3α−1 ≥ 0. The global entropy conservation law (2.5) holds
since the right hand side of (4.40) vanishes as (ε, δ) → 0 and R → ∞ by Lemma 3.7.
The proof of Theorem 2.2 is complete.
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