In this paper, we propose a novel approach for solving the reliable broadcast problem in a probabilistic unreliable model. Our approach consists in first defining the optimality of probabilistic reliable broadcast algorithms and the adaptiveness of algorithms that aim at converging toward such optimality. Then, we propose an algorithm that precisely converges toward the optimal behavior, thanks to an adaptive strategy based on Bayesian statistical inference. We compare the performance of our algorithm with that of a typical gossip algorithm through simulation. Our results show, for example, that our adaptive algorithm quickly converges toward such exact knowledge.
Introduction
Diffusing information efficiently and reliably in an environment composed of many unreliable nodes interconnected by lossy communication links is an ability sought by many current large-scale systems (e.g., large-scale publish-subscribe architectures). Achieving reliable and efficient information diffusion in such contexts, however, is a complex task. First, being composed of many nodes, it is unrealistic to assume that any one of them has precise a priori information about the network topology and the reliability of the components. Second, even if such information were available to nodes at the beginning of the execution, the dynamic nature of a large system would render it obsolete quickly. Nodes, for example, may leave the system constantly (due to failures or explicit disconnections), changing its topology. Finally, as observed by many researchers, mechanisms traditionally used to reliably broadcast information in small-and middle-size networks do not scale well when the system grows [2] .
Many works have investigated this problem from a probabilistic perspective (e.g., [2, 4, 9, 10, 11, 12] ). Probabilistic algorithms scale much better than deterministic ones and achieve high reliability. Intuitively, every node that receives a message chooses a subset of system members, for example among the complete set of destinations, and propagates (i.e., gossips) the message to these nodes. The gossip nature of the algorithm combined with the possibility of crashes and message loss implies that there are some chances that not all nodes receive the original message. Nevertheless, provided that nodes keep gossiping the original message "long enough" it can be guaranteed that with very high probability all nodes receive the message.
In this paper, we propose an approach to improve the performance of gossip-based algorithms by taking into account the topology and probabilistic nature (i.e., node failure and message loss probabilities) of the environment in which these algorithms execute. Since nodes adapt to the environment characteristics during the execution, we call such algorithms adaptive. This adaptive characteristic is precisely what distinguishes our approach from previous works, which in general do not take topology and reliability aspects into account to improve performance. As we discuss in the paper, our approach is complementary to previous optimizations proposed in the literature (e.g., [12] ) and could be combined with them.
The motivation for adaptive algorithms is performance. Large-scale systems are usually composed of several parts with varying reliability characteristics (e.g., local-area network links are usually more reliable than wide-area network links), and adjusting the gossip mechanism according to the system characteristics can provide more efficient results. To better spell out our argument, consider the following simple example in which two nodes are connected through two independent paths. Path one loses messages with probability Ä, ¼ Ä ½. Path two is less reliable than path one and loses messages with probability «Ä, where « ½. With a typical gossip algorithm, which chooses paths randomly for every send, after node one sends ¼ messages to node two, the probability that at least one message reaches node two is ½ ´Ô« Ä µ ¼ [5] . Using an algorithm adapted to this environment, which chooses the paths according to their reliability probabilities (and therefore always chooses the first path), node one reaches node two with probability ½ Ä ½ after ½ messages are sent. Consequently, to reach the same reliability as an environment-adapted algorithm, a typical gossip algorithm has to retransmit more messages, wasting throughput and unnecessarily consuming system resources. Figure 1 depicts the relation between ¼ and ½ as a function of « when both algorithms achieve the same reliability. When « ½ , both paths have the same reliability and so, there is no difference between the algorithms. When « ½ ¼ , even if path one is very reliable, for example Ä ¼ ¼¼¼½, an adaptive algorithm only needs about 87% of the messages sent by a traditional gossip algorithm to reach the same overall reliability. Further improvements are obtained in more complex topologies. Section 5 discusses this issue in detail, using a more sophisticated traditional gossip algorithm.
Briefly, in our approach each time a node decides to broadcast a message, it builds a Maximum Reliability Tree (MRT), a spanning tree that determines the best way to propagate messages. To build an MRT, nodes use information about the system topology and the reliability of nodes and communication links. The more precise this information, the closer to the optimal the gossiping mechanism will be. We initially assume that broadcasting nodes have perfectly accurate information about the system topology and the nodes and links reliability to build the MRT, leading to an optimal reliable broadcast algorithm. Then, we replace the full-knowledge assumption with a more realistic one in which nodes try to approximate the topology and the reliability parameters of the system during the execution, adapting to changes. This results in a modular and simple design. Our optimal algorithm, based on perfect knowledge about the system, remains the same, while our adaptive strategy is completely encapsulated in a separate activity that tries to approximate such perfect knowledge. We believe that this approach could be used to develop other adaptive algorithms in large-scale environments.
Our approximation strategy works as follows. First, nodes keep exchanging their local knowledge of the network topology with their direct neighbors. This guarantees that each node will eventually discover the complete network topology. Second, nodes monitor their direct neighbors and try to assess their availability and the reliability of the communication links interconnecting them. This information is also part of the messages exchanged between neighbors. Upon receiving a message from a neighbor, a node updates its local information. This process combines Bayesian statistical inference and a distortion factor. The latter approximates the time ran out since the information was created, and how far in the network it originated. We show that if the systems' characteristics remain stable for some time, the topology and reliability information assessed by the nodes eventually converge toward a perfect knowledge of the system. Finally, although nodes keep exchanging information with their neighbors, this data can also be opportunistically piggybacked in gossip messages, saving bandwidth.
The rest of the paper is organized as follows. Section 2 introduces the system model and the concepts of optimal and adaptive reliable broadcast algorithms. Section 3 describes an optimal algorithm to solve probabilistic reliable broadcast. Section 4 presents our adaptive algorithm. Section 5 evaluates our approach through simulation. Section 6 reviews related work, and Section 7 concludes the paper.
Probabilistic Model and Definitions

Processes and Communication Links
We consider a system of distributed processes communicating by message passing. There are no strong assumptions about the time it takes for processes to execute and for messages to be transmitted. The system's topology is defined by ´¥ £µ, where ¥ Ô ½ Ô ¾ is a set of processes ( ¥ Ò), and £ Ð ½ Ð ¾ ¥¢¥ is a set of bidirectional communication links. A link Ð Ü from Ô to Ô is also denoted by Ð . If Ð ¾ £ and , we say that Ô is neighbor of Ô . The set of all Ô 's neighbors is denoted by Ò ÓÖ×´Ô µ. We define a path as a combination of links and intermediate processes through which a message can transit to reach a destination.
Processes can crash and subsequently recover and links can lose messages. We do not consider Byzantine failures, i.e., processes execute according to their algorithms. Processes have access to local volatile memory and stable storage. Information recorded in stable storage survives crashes, which is not the case for information stored in volatile memory. Processes should be judicious about using stable storage, however, since it is significantly slower than volatile memory.
Processes execute a sequence of steps, which can be of two kinds. In a normal step, a process (a) may receive a message from one of its neighbors or send a message to one of its neighbors (but not both), (b) undergo a state transition, and (c) may write some information in stable storage. These assumptions simplify the probabilistic analysis and proofs of our algorithms. In a crashed step, the process simply loses all the contents of its volatile memory, if any, and passes to the next step, which may be normal or crashed. If Ô executes a crashed step × followed by a normal step × ·½ , we say that Ô has recovered at step × ·½ .
A configuration ´È ½ È ¾ È ¥ Ä ½ Ä ¾ Ä £ µ is a tuple of probabilities, where È is the ratio between the number of crashed steps and the total number of steps executed by Ô in some execution of the algorithm, and Ä Ü is the ratio between the number of messages lost by Ð Ü and the total number of messages transmitted through Ð Ü in the execution. È can be understood as the probability that process Ô executes a crashed step in the execution and Ä Ü as the probability that link Ð Ü loses a message, whenever it is requested to transmit one.
Probabilistic Reliable Broadcast
Reliable broadcast is defined by the primitives broadcast´Ñµ and deliver´Ñµ. To simplify the discussion, we assume that processes in ¥ are part of a single broadcast group; in practice, there may exist several broadcast groups, with processes possibly being members of more than one group. A probabilistic reliable broadcast algorithm Ã ensures with at least probability Ã that if a process in ¥ delivers some message Ñ, then all processes in ¥ will deliver Ñ. For brevity, we do not require a message to be delivered exactly once by each process. Usually, to ensure exactly-once message delivery in a crash/recovery model, processes have to do some local logging to keep track of messages already delivered. If needed, this guarantee can be built on top of our reliable broadcast primitive.
Adaptation and Optimality
To compare the efficiency of different probabilistic reliable broadcast algorithms, we consider the number of messages exchanged. According to this parameter, it seems intuitive that processes should privilege paths requiring the lowest possible number of retransmissions to reach other processes. Our definition of adaptation is based on the notion of optimal algorithms. We informally define optimal and adaptive probabilistic reliable broadcast algorithm as follows.
Definition 1 A probabilistic reliable broadcast algorithm Ç Ã is optimal to some configuration w.r.t. the number of messages if there is no algorithm Ã such that processes executing Ã in exchange fewer messages than processes executing Ç Ã in . Definition 2 A probabilistic reliable broadcast algorithm Ã is adaptive to some configuration iff the number of messages exchanged by processes executing Ã in in response to a broadcast is eventually equal to the number of messages exchanged by processes executing Ç Ã in .
An Optimal Algorithm
Our optimal algorithm relies on the assumption that each process knows the topology and the failure configuration of the system, and uses this knowledge to minimize the number of messages needed to reach all processes with a given probability. This is achieved by having each process first compute a Maximum Reliability Tree (MRT) of the system, as described next.
Maximum Reliability Tree (MRT)
The Maximum Reliability Tree is a spanning tree containing the most reliable paths in connecting all processes in ¥. We assume that the MRT is calculated by function ÑÖØ´ µ using a modified version of Prim's algorithm [1] . Both algorithm and proof of optimality can be found in [5] . If processes agree on the system's topology and configuration, they all build the same MRT. Under more realistic assumptions, however, processes may have different views of the system topology and configuration. In such cases, they will build different MRT's. To avoid ambiguity, we denote ÑÖØ ´ µ the MRT built by some process Ô . Notice that since MRT is a tree, it always contains exactly Ò ½ links.
From MRT to Optimal Algorithm
Intuitively, given a sender Ô , our optimal algorithm uses ÑÖØ ´ µ to determine the minimum necessary number of messages that must transit through each edge in order to reach all processes with probability Ã. To state this idea more formally, we introduce some additional notation.
Let Ô × be the root of the tree, Ô all other processes in ÑÖØ ×´ µ, with ½ ¥ ½, Ð the link that leads to Ô , and Ñ the number of messages going through Ð . Moreover, let Ì be the subtree of ÑÖØ ×´ µ with Ô as root-from this definition, Ì × ÑÖØ ×´ µ-and let Ë be the set of direct subtrees of Ô , i.e., Ë contains any subtree whose root is a process Ô directly connected to Ô via link Ð . Finally, we define Ñ to be a vector whose components are the numbers of messages transiting through the links of Ì .
Given a tree Ì and a vector Ñ , the reach function computes the probability that all processes in Ì are reached by at least one message. Eq. (1) presents the Ö function in a recursive form with Ñ being the -th component of vector Ñ . The idea consists in multiplying the probability that at least one message reaches the root process Ô of each subtree Ì ¾ Ë by the recursive probability to reach all processes of Ì . Then, if process Ô is a leaf (Ì ), we have that
(1) presents a typical tail-recursion form, we can also write the Ö function in pure iterative form, as shown by Eq. (2), with ÔÖ ´ µ being the process that precedes Ô in Ì .
Using the Ö function, we can state our optimization problem in a concise manner, as shown in Eq. (3), where expresses
We encapsulate the solution to this optimization problem in the ÓÔØ Ñ Þ ´µ function, which takes an MRT and Ã as input parameters and returns a vector Ñ × . Algorithm 1 shows how the optimize function is used to implement our optimal probabilistic reliable broadcast. for all subtree Ì ¾ Ë do 11: repeat Ñ times 12: send (Ñ, ÑÖØ ) to Ô 3.3. The ÓÔØ Ñ Þ ´µ Function Algorithm 2 implements ÓÔØ Ñ Þ ´µ via a greedy strategy. From operational research it follows that a greedy algorithm does indeed yield an optimal solution if the problem it solves is itself greedy (a fact proved in [5] ). The algorithm starts with a minimal solution, i.e., an initial vector Ñ of the form´½ ½ ½µ, and then proceeds in incremental steps. In each step, the algorithm chooses the link Ð in the MRT that maximizes the gain in terms of the probability to reach all processes when sending one more message through Ð . It then stops when the desired probability Ã is reached and returns vector Ñ as solution. In Algorithm 2, Ù denotes a vector in which the -th element is 1 and the others are 0, e.g., Ù ¾ 1 ½ ¼ ¼µ. while Ö´ Ñµ Ã do 4: let Ù be such that
Algorithm 1 Optimal Algorithm at
return Ñ
An Adaptive Algorithm
Overview of the Algorithm
Our adaptive protocol is based on Algorithm 1, used by the optimal protocol. The difference lies in the knowledge processes have about the topology ´¥ £µ and the configuration . In the optimal protocol, this knowledge is accurate; in the adaptive protocol, it is an approximation. Thus, with the adaptive protocol, in addition to executing Algorithm 1, processes are constantly trying to approximate and based on what they observe from the system. If and remain stable for "long enough", our adaptive protocol converges toward the optimal one. Network topology ( ). Initially, processes know only the links connecting them directly to their neighborsnotice that we do not require processes to agree on the system membership at any given time. To share this knowledge, each process periodically sends heartbeat messages containing its view of the topology to all its neighbors. When receiving a heartbeat, a process updates its topology knowledge with the information received. The next time this process propagates its topology view, it will include the recently added information. If the network topology remains stable and par-titions are temporary, even in the presence of process crashes and message losses processes eventually learn the global system topology.
Reliability configuration ( ). Heartbeats are also used by processes to determine the reliability of the system and to share this information with other processes. The probability of crashing is approximated by the process itself by periodically reading the value of its local clock and storing it in stable storage. When the process recovers from a crash, it reads the last clock value from stable storage and compares it to the current time. The probability of failure is proportional to the number of intervals missed during some sufficiently large amount of time. When a process Ô receives a heartbeat from some neighbor Ô , it updates its local estimate of Ô 's failure probability by simply adopting the value received from Ô . In addition, Ô adjusts the message loss probability of link Ð . If Ô does not receive any heartbeats from Ô for some time, Ô increases the failure probability of Ô and the message loss probability of Ð . To approximate the reliability of non-neighbor processes and remote links, Ô only relies on information received from its neighbors. When Ô receives a heartbeat with from its neighbor Ô , it must decide which estimates to keep, i.e., its current ones or the ones in . Intuitively, the idea is to choose the less distorted estimates. This implies that each estimate has a distortion factor, which expresses how accurate the estimate is: the higher the factor, the less accurate the estimate. As explained in next section, two factors tend to erode an estimate accuracy: time and distance.
A Detailed Approximation Algorithm
Algorithm 4 presents our solution to approximate the knowledge some process Ô has about and . To simplify the algorithm, we assume that Ô knows ¥, the set of processes in the system, right from the start-this assumption is not essential and can be removed at the cost of some additional complexity in the algorithm. 1 Thus Ô must approximate £ and . In Algorithm 4, £ and denote the view Ô has on £ and , respectively, at any given time. . While £ has exactly the same structure as £ (i.e., a set of links), is more complex than . Hereafter Ô denotes È , the crash probability of Ô at Ô , and Ð denotes Ä , the message loss probability of Ð at Ô . Ô and Ð are complex data structures representing Ô 's current estimates of È and Ä , respectively-we refer to such data structures as simply estimates. An estimate contains a small Bayesian network used to approximate È and Ä . Section 4.3 describes how Bayesian networks are used to compute such probabilities via functions Ò Ø Ð Þ Ê Ð Ð ØÝ´µ, Ò Ö × Ê Ð Ð ØÝ´µ and Ö × Ê Ð Ð ØÝ´µ. In addition to Bayesian networks, estimates contain several other fields, listed and initialized between Lines 2 and 12, and explained next.
Algorithm structure. Algorithm 4 is an epidemic-type protocol: each process Ô periodically sends its £ and approximation to its neighbors; the periodicity is set to AE and also serves as a heartbeat protocol to detect process crashes and messages losses. This epidemictype propagation is shown on Lines 14 to 17. Although these messages are completely independent of the application, the information they convey could be piggybacked into application messages.
Approximating £. Process Ô initializes £ with the links to its neighbors (Line 9). Whenever Ô receiveś £ µ from some neighbor Ô , it adds all links in £ to £ (Line 33.) Next time Ô sends its view of £ to its neighbors, £ will contain these additional links. As already discussed, this strategy ensures that £ will eventually embrace the complete topology, i.e., it will eventually converge to £.
Approximating . To approximate (i.e., the crash probability of processes in ¥ and the message loss probability of links in £), Ô relies on the four events presented next. Event 1. Reception of´£ µ from neighbor Ô (Lines 18-33). This event allows Ô to know how many messages were lost by link Ð . Each heartbeat sent by Ô holds a sequence number in Ô × Õ. Similarly, Ô keeps in Ô × Õ the sequence number of the last heartbeat received from Ô and in Ô ×Ù×Ô Ø the number of times it suspected Ð since the last time it received a heartbeat from Ô . Based on this information, Ô can proportionally adjust the message loss probability of Ð (Line 19) and decide whether the suspicion timeout associated with Ô should be adjusted (Line 23).
Process Ô also uses to select and adopt the best estimate for each process and for each link. This is done by function × Ð Ø ×Ø ×Ø Ñ Ø ´µ presented in Algorithm 3. This function selects the best estimate based on the notion of distortion factor. Intuitively, for any Ô , the corresponding distortion factor Ô is proportional both to the network distance between Ô and Ô , and to how much time ran out since Ô last updated its estimate about Ô . A similar principle applies to the estimate of any link Ð , except that in this case the distortion factor merely captures the distance between Ô and Ð . The minimal value of Ô is given by the network distance between Ô and Ô , and Ô increases as Ô hears nothing about Ô (directly or indirectly) for a given period of time (timeout ¡ Ô ). This is why process estimates in have their distortion factor initialized to ½: initially, Ô knows nothing about the failure probabilities of other processes. For its own probability and the probability of direct links, the distortion factor is 0. Given two distortion factors, selecting the best estimate means adopting the less distorted one. In addition, when adopting Ô 's estimate, process Ô also increments the corresponding distortion factor. This accounts for the fact that the estimate Ô just adopted is now second-hand. Note that having the distortion factor Ô ¼ guarantees that the estimate of Ô concerning its own reliability will always be adopted by Ô . Finally, selecting the best estimates only makes sense for links that are already known to Ô . For new links, Ô merely adopts Ô 's estimate and adjusts the distortion factor (Lines 30-32).
Event 2.
No update of Ô 's estimate for ¡ Ô time (Lines 34-39). The distortion factor associated with some estimate Ô captures the fact that in absence of news about Ô , its estimate should get more distorted. This increase in distortion is captured by incrementing Ô (Line 35). If Ô is also a neighbor of Ô , the absence of update means that Ô did not receive any heartbeats from Ô for some time, and so, it should suspect it. Furthermore, both Ô and the link to it should have their estimated reliability decreased (Lines 38-39).
Events 3 and 4.
No crash of Ô during ¡ ÙÔ time, and returning from a crash lasting ¡ ÓÛÒ time (Lines 40-43). The last two events help augment Ô 's knowledge about its own reliability. The idea is to increase or decrease Ô 's estimate of its own reliability proportionally to how long it stayed up and down. 
Bayesian Networks
To estimate the failure probability of some process or link, Ô builds a list of probability intervals and maintains for each interval a belief that the failure probability lies within the corresponding interval. In doing so, Ô actually builds a small Bayesian network ×, where is the belief and × is the failure probability. 
Let be the event associated with the crash of some process, the message loss of some link, or merely the suspicion that such a crash or loss occurred. We denote by È Ù the Ù-th probability interval associated with at Ô , and by È Ù the corresponding belief, i.e., the probability that the "real" failure probability in lies within the Ù-th interval. In Algorithm 5 we consider Í failure probability intervals (Line 2), initially associated to identical beliefs (Lines 5 to 7).
To compute the new degree of belief on a given interval Ù, based on the observation of an event , Ô uses basic conditional probability È Ù ¢ È È Ù ¢ È Ù and Bayes theorem given by Eq. (4). This equation is used to compute the belief a posteriori on È Ù (denoted by È Ù ), which will be the new value of È Ù after event has been observed by Ô . This is precisely what function Ö × Ê Ð Ð ØÝ´µ of Algorithm 5 does (Lines 8 to 11). As shown in function Ò Ö × Ê Ð Ð ØÝ´µ, a similar computation is performed to account for the absence of failure (Lines 12 to 15).
Simulation Results
In order to evaluate the performance of our adaptive algorithm we built a discrete-event simulation model and conducted several experiments with it. Our model simulates the behavior of processes and links in a distributed system, associating a crash probability to each process and a loss probability to each link. To simplify the interpretation of our results, we considered This choice counts against our adaptive algorithm because contrary to traditional gossip, our solution selects the most reliable links. Nevertheless, even under such unfavorable conditions, the results provide strong evidence about the benefits of an adaptive strategy.
We performed experiments with 100 processes for several network topologies. In the minimal network connectivity setup each process had two neighbors (i.e., the network is a ring). The connectivity was increased until each process had 20 neighbors. Heartbeat messages were 50K bytes long and contained a small Bayesian network per process, information about the loss probability of links, and some additional fields as described in Section 4.2.
Our results were compared to a reference algorithm, implementing a typical gossip-based reliable broadcast. The execution proceeds in steps, and in each step processes forward data messages to their neighbors. The execution continues until all processes have been reached with probability 0.9999-the exact number of steps needed depends on the parameters of a particular setup and were determined interactively. As a simple optimization, processes acknowledge the receipt of data messages. Thus, when choosing the neighbors to which some data message Ñ will be forwarded, each process Ô never forwards Ñ to its neighbor Õ if (a) it has previously received Ñ from Õ, or (b) it has received an acknowledgment message from Õ for Ñ.
In Figure 2 we compare the adaptive and the reference algorithms. In Figure 2 (a), we varied the crash probability while assuming that links were reliable (i.e., Ä ¼); in Figures 2(b) we varied the message loss probability while assuming that processes were reliable (i.e., È ¼ ). In both figures, the y-axis shows the ratio between the number of messages sent by the reference algorithm and by the adaptive algorithm to reach all processes with the same probability. For example, when the connectivity is 16 and È ¼ ¼¿, the adaptive algorithm needs 4 times fewer messages than the reference algorithm to reach all processes with the same probability. The adaptive algorithm provides better results as the connectivity of the network increases. This is due to the fact that in low-connected graphs in which processes and link have the same reliability, the adaptive algorithm does not have much room for improving the forwarding mechanism. Figure 3 shows the effort needed to converge (i.e., all processes in the system learn the reliability probabilities) in number of messages per link. This parameter is twice the number of heartbeat messages sent by a process through a link until all processes converge. For example, when the network connectivity is 6 and Ä ¼ ¼ , about 400 heartbeat messages will be sent per process through a link. If heartbeats are sent each 1 second, the adaptive mechanism will converge in about 7 minutes. Two factors amount for the convergence time: the time it takes for the Bayesian networks to find the right probability interval accurately-in the simulations we used 100 probability intervals-and the time it takes for this information to reach all processes.
Connectivity has a double effect on convergence. On the one hand it helps convergence since it reduces the time it takes for the inferred information to arrive at all processes. On the other hand, it hurts convergence since as more links are added, more information has to be inferred. We have also observed that low probabilities are easier to be inferred by our Bayesian model than high probabilities. In the case of links, the effects are more noticeable since links are more numerous than processes. This can be observed in Figure 
Figure 3. Convergence with (a) reliable links and (b) reliable processes
To evaluate the scalability of our adaptive algorithm, we executed simulations using two types of network topologies: a ring (i.e., each process connected to two others) and a random tree. In both cases about 100 graphs were generated for each experiment (see Figure 4 ). The ring is a worst-case topology in which messages should traverse in the average half the processes in the network. In such a case, the convergence time increases linearly with the size of the system. For random trees, however, the convergence time is almost constant . In practical scenarios, the topology is expected to be closer to a tree than to a ring. 
Related Work
Epidemic protocols, also known as gossip protocols, were introduced in the context of replicated database consistency management [3] . They were first used to implement reliable broadcast in large networks in [2] . This latter protocol proceeds in two phases. In the first phase, processes use an unreliable gossip-based dissemination of information to transmit messages; in the second phase, message losses are detected and repaired via re-transmissions. Many variations of this protocol have been proposed, mostly orthogonal to the ideas described in our paper. Improved buffering techniques, for example, have been considered in [7] and [10] . In both cases, the goal is to limit the amount of buffering required for a message. While the former work requires a full knowledge about the system membership, the latter does not. The approach in [10] is mainly concerned with process recovery. Alternative approaches have considered recovering messages from the sender's log [13] . In [7] , heuristics are presented to garbage collect messages. It aims to identify "aging" buffered messages.
The only adaptive gossip-based reliable broadcast protocol we are aware of is [12] . In this protocol, processes adjust the message rate emission to the amount of resources available (i.e., buffer size) and to the global level of congestion in the system. Processes periodically evaluate the available resources in the system and from time to time exchange the minimum buffer size. Senders then reduce their gossip rate according to their estimates about the mean number of messages in a process' buffer. We are not concerned with adjusting sending rates in this work, and the ideas described in this work could be easily integrated in our algorithm. Control information, for example, used in both algorithms could be combined into a single message.
In [4] and [6] the authors show how to implement a gossip-based reliable broadcast protocol in an environment in which processes have a partial view of the system membership. Our approach does not require processes to know all the system members or the topology connecting them. This information, however, allows processes to improve their gossiping.
Reducing the number of gossip messages exchanged between processes by taking the network topology into account is discussed in [8] and [9] . Processes communicate according to a pre-determined graph with minimal connectivity to attain a desired level of reliability. Similarly to our approach, the idea is to define a directed spanning tree on the processes. Differently from ours, no process and link reliability guarantees are taken into account to build such trees.
Concluding Remarks
This paper was motivated by a simple observation: typical gossip algorithms need to retransmit more messages than adaptive algorithms to reach the same reliability probability. Based on this observation, we proposed a new approach for broadcasting messages with a given reliability probability. For this purpose, we defined the notions of optimal and adaptive probabilistic reliable broadcast algorithms. We then proposed an algorithm that converges toward optimality, by adapting its behavior to the distributed environment in which it executes. When provided with exact knowledge about failure probabilities, we proved that our adaptive algorithm is indeed optimal. We also evaluated the performance of our algorithm through simulation and showed that it quickly converges toward exact knowledge of failure probabilities.
We plan to pursue this work in several directions. First, we intend to apply our approach to distributed problems other than reliable broadcast and to consider optimality criteria different than the number of messages. Another idea is to improve our statistical inference mechanism, for example by dynamically increasing the number of probabilistic intervals when better precision is required. Along the simulation axis, we also plan to gather further results based on more complex topologies. For example, our current simulations rely on the conservative assumption that all failure probabilities are identical. By revisiting this assumption, we expect our adaptive algorithm to further increase its performance gain with respect to typical gossip algorithms.
