The connection between agriculture and environment is a central topic to the agricultural policy agenda and it has been the core of policy reforms. These linkages have been strengthened by the 2003 Common Agricultural Policy (CAP) Reform that has introduced a set of environmental rules as a condition to receive Single Farm Payments (SFP). Consequently, the provision of environmental goods is addressed by both CAP pillars I and II, respectively, with cross-compliance belonging to pillar I while the second axis Rural Development Program (RDP) measures belong to the pillar II. The aim of this paper is to analyse the provision of environmental goods provided by agricultural activities and the impact the Common Agricultural Policy has on such provision. This aim is pursued firstly by quantifying an environmental quality indicator based on the concept of High Nature Value (HNV) farmland and, secondly by testing Exploratory Spatial Data Analysis (ESDA) techniques and spatial econometric models as means to identify provision determinants that improve causality in spatially non-stationary data. The analysis highlights the relevance of spatial models in improving the quality of the estimation, while model results show that rural development program measures and income support payments have opposite effects. Results confirm the relevance of productive factor use and entrepreneurship in explaining differences on environmental quality provision.
Introduction
The linkage between agriculture and the environment is central to the agricultural policy agenda (Bureau et al. 2012) . Since the introduction of voluntary measures in Regulations 2078/92 and 2080/92, the protection of natural resources and the quality of the environment have been addressed in all agricultural policy reforms and now form the core of the Rural Development Program (RDP) of the European Union. These linkages were strengthened by the 2003 Common Agricultural Policy (CAP) Reform. The provision of environmental goods is addressed by both CAP pillars, cross-compliance belonging to the first pillar and the second axis of RDP measures belonging to the pillar II. Crosscompliance is based on a set of environmental rules as a condition for receiving Single Farm Payments (SFPs). Since environmental concerns represent the main justification to maintaining the payments (Hodge 2012) , increasing focus has been given to the effectiveness of the environmental measures of the CAP.
One of the main issues is a joint design of agri-environmental schemes (AES) in order to improve the provision of environmental goods (Bartolini et al. 2012) . In fact, crosscompliance rules have been set as the baseline for the implementation and quantification of agri-environmental payments, which in turn require additional environmental recommendations (Scheele 2008) . As a result, cross-compliance provides an overall minimum environmental quality standard and prevents the fragmentary and uneven provision of environmental goods by AES (Juntti 2012) .
Since Agenda 2000, a greater amount of the RDP budget has been allocated to AES in order to encourage farmers to adopt environmentally friendly practices. However, in spite of a relatively high AES budget allocation (about 2.5 billion Euros of EU funds per year), both the scientific literature and policy evaluation reports have reported weaknesses in the design, implementation and evaluation phases of AES (Oréade-Brèche 2005; Purvis et al. 2009 ). Recently the European Court of Auditors (2011) criticised 1) the low level of targeting of AES, 2) the low linkage between incentive systems and the environmental benefits provided, and 3) the weaknesses of the current evaluation and monitoring systems in measuring environmental benefits and in the additionality measuring.
The objective of this paper is to analyse the provision of environmental goods through agricultural activities and investigate the determinants of this provision, highlighting the relevance of the Common Agricultural Policy. This aim is pursued firstly by quantifying an environmental quality indicator based on the concept of High Nature Value (HNV) farmland and, secondly by testing Exploratory Spatial Data Analysis (ESDA) techniques and spatial econometric models.
Where an HNV farmland indicator is used as a proxy of changes in the maintenance of natural and semi-natural systems, spatial econometric models lead to a better formulation of causality when distribution is affected by spatial heterogeneities and associations (Brady and Irwin 2011) . We made an empirical analysis of Tuscany region. The Region has a heterogeneous distribution of habitats (Mücher et al., 2009 ) and agricultural systems, due to the varying orography, climatic and market conditions. The main novelties of this paper are represented by the HNV index developed for the ex-post analysis of Tuscany and the correction of the results by adding a spatial pattern.
The remaining paper is structured as follows. In the next section the concept of HNV and the indicators applied are reviewed, then the methodology applied is presented and the results are discussed. Finally, in the last section the conclusions of the research are presented.
Background

Assessing policy impact on the environment
The impacts of agricultural activities and land-use changes on the environment have been widely studied in the scientific literature. Several authors have documented the agricultural pressure on the loss of biodiversity (Mouysset et al., 2012) , nutrient run-off and water quality (Petit and Elbersen, 2006; Leip et al., 2011) , soil conservation (Auerswald et al., 2003) , and on the landscape (Lefebvre et al., 2014) .
Generally, many studies have shown that low-intensive agriculture is the main source of environmental quality (Foley et al. 2005; Caballero and Gil, 2009) and at the same time is the most vulnerable farming system (Caballero et al., 2008) . Thus a set of agricultural policy instruments has been implemented to maintain low-intensive farming and to encourage the shift towards less impacting systems. Policy instruments belonging to both CAP pillars have thus been implemented, consisting mainly of cross-compliance measures and agri-environmental schemes.
A large body of literature deals with the agricultural policy impacts on the environment focusing on both ex-ante and ex-post policy analysis. While the former mainly apply normative or positive mathematical programming models (Louhichi et al., 2010) , in the latter environmental impacts are estimated using econometric or statistical models (see Buysse et al., 2007 for a review). These methods quantify the policy changes on the environment using environmental indicators that represent a proxy of impact on the environment (Primdahl et al., 2010; Chiron et al., 2013) or by developing bio-economic models that jointly simulate the agents in an analysis of the impact on the environment and on space (Louhichi et al., 2010) .
Application of HNV indicator
An increasing number of authors have focused on measuring policy impacts by developing indicators that quantify these impacts on multiple dimensions, rather than providing a quantification of a single environmental dimension (Purvis et al., 2009; Primdahl et al., 2010) . The current Common Monitoring and Evaluation Framework (CMEF) is based on the quantification of environmental impacts on a set of common indicators. The aim of these indicators is to track policy changes on the main RDP environmental objectives: 1) measuring biodiversity, 2) preserving natural and semi-natural ecosystems, 3) water quality, and 4) combating climate change.
One of these indicators is High Nature Value (HNV) farming and forestry, which quantifies changes in natural and semi-natural ecosystems through a composed index. However, although the HNV farmland index is useful for policy evaluation purposes, it has some weaknesses in accounting for causality between policy intervention and policy effects, in providing evidence of spatial spillover, and in tracking the direct and indirect policy effects highlighted by the scientific literature ).
HNV is used as a proxy indicator to measure biodiversity and high environmental quality areas across the EU (Paracchini and Britz 2010). The reason for exploiting HNV for monitoring and evaluation, is that it is easier to collect information and to interpret causality between changes in agricultural practices and environmental quality than to use indicators based on the observation of species (Andersen et al. 2003) . However, while HNV is a clearly understandable and usable tool for a policy maker to justify measures to promote sustainable agriculture, scientists have been debating about its definition and quantification.
Since the 1990s, the concept of HNV has been used to relate certain farm activities to "a natural value" (Baldock et al. 1993) . HNV is a broad concept and includes both HNV farmland areas and HNV farming systems. According to Cooper et al. (2009: pp 4) HNV farmland "comprises those areas in Europe where agriculture is a major (usually the dominant) land use and where that agriculture supports or is associated with either a high species and habitat diversity, or the presence of species of European, and/or national, and/ or regional conservation concern, or both". A distinction between HNV farmland areas and HNV forestry is often provided, which is mainly the consequence of the expected benefits from the two HNVs.
HNV farmland has been measured by aggregating three elements (see the European Evaluation Network for Rural Development 2009):
Farmland with a high proportion of semi-natural vegetation (type 1); Farmland with a mosaic of low intensity agriculture and natural and structural elements (type 2); A land mosaic or farmland supporting rare species of a high proportion of European or world populations (type 3).
A review of the different ways to measure HNV farmland indicators for monitoring and evaluation purposes can be found in Peppiette (2011). By comparing 24 case studies, Peppiette (2011) shows very heterogeneous definitions and measurements of these indicators as well as a lack of measurements of type 2 and type 3 indicators.
The agricultural and environmental economics literature has identified indicators (or proxies) against which to express or measure a farm contribution to HNV. Table 1 summarises the taxonomy of the HNV indicators and their measurements. Table 1 shows the indicators used to quantify HNV farmland values. These indicators can be grouped into three approaches; land cover (type 1), farming system (type 2), and species (type 3). For a discussion of these methods, see the European Evaluation Network for Rural Development (2009). (FADN) . They identify structural differences between HNV and non-HNV farms; HNV farms are characterised by a smaller size and lower efficiency in production. They further show differences regarding the amount of subsidies received from CAP and observed a higher dependency of HNV farms on RDP payments, while non-HNV farms rely more on pillar I payments. They concluded that subsidies are necessary in order to maintain the economic viability of HNV farms.
Through a spatial Durbin model, Reinhard and Linderhof (2013) estimate the policy effects (mainly payments to AES) on the HNV farmland indicator, and from an analysis at Nomenclature Units Territorial Systems (NUTS) 2 level, they found positive effects of AES on HNV. Signorotti et al. (2013) obtained the same result when applying spatial econometric models to estimate the policy effects on HNV at a municipality level. They found different effects of participation in several AESs and, in particular, involvement in organic farming and landscape measures showed a positive and significant effect, increasing the HNV indicator value, while other AESs implemented were not significant.
Paracchini and Britz (2010) applied an ex-ante analysis of the policy impacts on HNV, and by measuring impacts on alternative CAP policy designs on HNV, they found positive effects of pillar I policy on land-use changes and as a consequence on the quantity and quality of the HNV farmland indicator.
Methods
Overview
This section is organized into two parts. The first part develops the quantification of the HNV farmland indicator, while in the second part ESDA and spatial econometrics are used to estimate the determinants of the HNV farmland indicator. We used the approach developed by Paracchini and Britz, (2010) , and applied by Reinhard and Linderhof (2013) to study the determinants of the HNV farmland indicator at a regional level, while Signorotti et al., (2013) adopted it for analysis at a municipality level. As previously discussed, the HNV farmland indicator (see Table 1 ) can be divided into three components, which measure 1) the crop diversity of non-grassland (DCI), 2) the management intensity of non-grassland (MII), and 3) the livestock intensity of grassland (LII) a . Formally, the HNV farmland indicator for a generic municipality i is calculated as follows:
where: The above-mentioned components quantify three different dimensions that together can be considered as a proxy of the HNV system. The three indexes are used to separately evaluate non-grassland crops and grassland crops, due to their different environmental impacts.
Compared with grassland, non-grassland areas (arable areas and orchards) are not considered as a biodiversity source (Paracchini and Britz, 2010) . However, when nongrassland areas are managed with low inputs and present semi-natural vegetation or crop diversification, they can impact positively on biodiversity (Paracchini and Britz, 2010; Chiron et al., 2013) . On the other hand, when grazing and livestock system are not managed with a low-input use, or there is high livestock intensity on the grassland, there is a reduction in biodiversity and possible negative externalities such as groundwater pollution (Caballero et al., 2007) .
Within the first components (DCI), a modified version of the Shannon Index is used to quantify the crop-diversity on non-grassland land. This modified version of the Shannon index returns a non-linear score between zero and one (Paracchini and Britz, 2010) for each municipality.
The second index (MII) measures the intensity of nitrogen used and the index is calculated using a step function. Following Signorotti et al., (2013) , for those municipalities within the 95 th percentile (higher intensive), the high value of zero is assumed, while for those municipalities within the 5 th percentile, a value of one is assumed. For the other municipalities, a non-linear transformation is assumed to return a value close to one when nitrogen is less than 20 kg per hectare, and close to zero when the value is higher than 190 kg per hectare. These two threshold values are compatible with the current amount of nitrogen use and are included into the range of restrictions for nitrogen sensitive areas (Bartolini et al., 2007) .
The third index (LII) measures the impacts of grazing and livestock systems on biodiversity, by applying a step function in relation to the livestock intensity in each municipality. The function returns a value of one if livestock intensity in one municipality is close to zero, while it returns zero if the value is higher than two livestock units per ha.
The upper boundary represents a set of constraints for nitrogen sensitive areas (Bartolini et al., 2007) .
Spatial analysis
Spatial analysis is a growing topic within the agricultural economics literature (Anselin 2010; Corrado and Fingleton 2012) . It enables visual elements to be created within cluster spatial systems, thus permitting the effects of spatial autocorrelation to be studied (Anselin 1995) .
We develop the spatial analysis in two steps. Firstly ESDA is used to calculate the distribution of the HNV farmland indicator for each municipality in Tuscany (Italy), and secondly two different spatial econometrics models are used to explain the determinants of the HNV indicator. Generally, in spatial analysis one assumes that spatial autocorrelation can be derived from neighbourhood effects or from distances between observations.
ESDA is a branch of the Exploratory Data Analysis (EDA) which is applied to spatial data (Anselin 1995) . It tests spatial distributions and studies spatial stationary phenomena/spatial instability or associated spatial regimes (Anselin 1995) .
We use ESDA to identify global and local indicators of spatial association in order to test the existence of spatial autocorrelation between municipalities. These methods are common in regional economics and are being increasingly exploited in agricultural economics (Bell and Dalton 2007; Breustedt and Habermann 2011) . Formally a global indicator of spatial correlation is calculated using the global Moran's I (Anselin 1995) . The quantification of Moran's I index has the following form:
Where: w ij : Spatial weight, between municipalities i and j; x i , x j : Observed values of variable HNV farmland indicator for municipalities i and j; x: Average HNV value; n: Number of observations (municipalities). As pointed out by Corrado and Fingleton (2012) , any assumption about the spatial weight matrix is fundamental to the specification of spatial phenomena, when measuring the strength and direction of interactions between spatial units (see Mur 2013) . Interactions among spatial units are generally hypothesised first by neighbourhood and second by distance. In the first approach, weight matrices are assumed as those spatial units that share part of the border, while in the second approach spatial units are related to each other in terms of distance. We tested the effects of two alternative spatial weight matrices: the order contiguity matrix (queen contiguity) and the inverse distance matrix.
The order contiguity matrix is a binary weight matrix with zeroes on the main diagonal and rows that contain zeroes when spatial units are non-contiguous, while they contain values of one between neighbouring units (Mur 2013) . The inverse distance matrix is based on the Euclidean distance between centroids of each municipality. Consequently the elements of the matrix measure distances between centroids of the polygons containing municipalities (Mur 2013) . Both weight matrices are row normalised, in order to get a value of one as a row sum. Consequently, the two alternative weight assumptions treat spatial association by taking into account neighbourhood or closeness among spatial units, respectively.
Following Anselin (1995) , Moran's I is used to calculate a global indicator of spatial association, which, when significant, detects spatial instability and determines unrealistic assumptions regarding spatial stationary data. By decomposing Moran's I, Anselin (1995) developed Local Indicators of Spatial Association (LISA) in order to identify spatial clusters with similar values and to detect spatial outliers with dissimilar values (Anselin, 1995) .
The spatial econometrics literature provides several models to control spatial effects in micro-level studies (e.g. Bell and Dalton 2007 ) and many models are now available (Mur, 2013) . Thus, the estimation method chosen is mainly a consequence of data availability and of the expectations regarding the spatial effects of dependent variables (Mur, 2013) .
According to LeSage and Pace (2009) , the spatial effects can be modelled using a standard linear regression model:
Where: y is i × 1 vector of observations HNV farmland indicator; X is the i × k matrix of the k determinants of the HNV farmland indicator; β is the vector of regression parameters (to be estimated); ε is the error term; W i is the i × i matrix of spatial weights; ρ and λ are the spatial lag parameter and the spatial error coefficient, respectively.
The spatial lag and the spatial error coefficients account for different spatial patterns. The spatial lag quantifies the spatial spillover within the dependent variable; while the spatial error coefficient corrects heteroskedasticity due to spatial dependence in the error term.
According to Breustedt and Habermann (2011) , the above set of equations returns different models, based on spatial lag and spatial error coefficient values. Indeed, when ρ = λ = 0 the set of equations equals a standard regression model, otherwise when ρ ≠ 0 and λ = 0 the equation equals a spatial autoregressive model (SAR) with spatial lag as an explanatory variable of HNV, while when ρ = 0 and λ ≠ 0 the set of equation equals a spatial error model (SEM) with spatial components as an error term.
The investigation of spatial dependency and spatial heterogeneity has an economic relevance as the HNV farmland indicator is non-stationary over space and due to the spatial agglomeration of stakeholder participation of in agricultural policies. Indeed, natural and semi-natural ecosystems show edge effects (Fernàndez et al., 2002; Conceptión et al., 2012) , due to the spatial heterogeneity in farming systems (Dick et al., 2014 ) and due to the spatial heterogeneity of climatic and market conditions (Mücher et al. 2009; Chiron et al., 2013) .
Other authors (e.g. Schmidtner et al., 2012) have emphasised the spatial spillover effects of participation in agricultural policies, especially when they are based on voluntary mechanisms such as RDP measures. Thus environmental goods provision is spatially dependent on differences in farm performance or the quality of local institutions and the effects of policy targeting by policy makers (Yang et al., 2014) .
Data
Data from the Italian Agriculture Census 2010 and the ARTEA b database of pillar I and II CAP payments from the current and previous RDP programs were used in the analysis. Table 2 shows the descriptive statistics of both dependent and explanatory variables. The first two variables (Table 2) Explanatory variables can be classified into three categories: farm structure, policy and location. Farm structure variables study the relationships between the characteristics of municipal farming systems, farm management and provision of environmental goods. Variables describing farm structure measuring the productive factors used can affect the farming system intensification/extensification (Bartolini et al., 2011) and thus return different HNV farmland scores. In addition, the characteristics of farmers affect their attitudes towards adopting public goods (Jongeneel et al., 2008) . Thus, farming systems with an intensive use of productive factors can have a lower HNV farmland value (Foley et al. 2005) .
However, other authors have pointed out a higher efficiency in the marginal productivity of factors used for more intensified farming systems (for example Cohn et al. 2014 ). This category of variables includes the following variables from Table 2: 1) age (d_old and d_young), 2) the amount of household labour used on the farm (partime), 3) external labour (extlab), 4) legal status (coltdir, condother), 5) farmer living on farm (live_on), 6) average farm size (size), 7) quality products (d_quality), 8) plots (plots) as a proxy of farm efficiency.
The second category contains policy variables, belonging to both CAP pillar I and II. The data used were obtained by aggregating payments received since 2003 under the single payments scheme and from the two RDP programs, namely RDP 2000 -2006 and RDP 2007 -2013 , by the farms located in each municipality. Policy has a prominent role in promoting the provision of HNV farmland (Signorotti et al. 2013; Reinhard and Linderhof 2013) . The first pillar policy can negatively affect the HNV farmland score due to maintenance support and the introduction of commodity crops. A negative impact could be balanced by the adoption of cross-compliance commitments on the eligible land (Juntti 2012 ).
The broader objectives of second pillar measures -increasing productivity, increasing the provision of environmental goods, increasing jobs and the viability of rural areas -can impact on the HNV farmland value (e.g. measures aimed at modernisation can have a negative impact on the HNV farmland value, while increase viabilities of rural areas and payments for introduction and maintenance of environment good positive effects). Hence, disentangling the impact of second pillar policies can account for the expected multiple impacts on HNV.
Variables using these data were tested: the effects of the intensity of payments (per hectare payments), the logarithmic transformation of the cumulative amount of payments received until 2010. The following variables were used as covariates: SFP per hectare of Usable Agricultural Area, (SFP), the logarithmic transformation of the cumulative sum of payments received from first (axis1) and third RDP axes (axis3); participation in measure 121, aimed at promoting farm modernisation (rdp121), which was one the most relevant measures of the first axis in terms of budget.
The impacts of RDP measures belonging to the second axis were tested using several separate sets of variables by dividing the measures into four groups: 1) compensation payments (measures 211 regarding compensation payments for farms located in less favourable areas, and 212 compensation payments for farms located in mountain areas), 2) organic farming (measure 214, sub-measure A1), 3) integrated production (measure 214, sub-measure A2), and 4) forestry measures (measures 223 afforestation of non-agricultural land, 225 forest-environmental payments; 227 non-productive investment in forestry farms). For each group of measures, the logarithmic transformations of cumulative payments received (comp, org, int, for) were used to estimate the policy impacts on HNV. A further category includes location variables, such as dummies for RDP zoning. This zoning was performed using inhabitant density per municipality and the level of income. The area of Tuscany was classified into five categories (see Tuscany Region 2007 for a definition of the criteria used). Municipalities located inside urban areas belong to the first category, (poli_urb). The second category (rur_int) contains municipalities located in areas whose population density is lower than 300 inhabitants per square kilometre but with very intensive production. The three remaining zones correspond to rural areas characterised by increasing socio-economic concerns, namely rural areas in transition (rur_trans), declining rural areas (rur_decl), and rural areas with development problems (rur_probsv). To identify these additional three categories, variables concerning the share of agricultural labour in the total labour force with respect to the EU 25 average value, were considered in order to identify a declining rural area (rur_decl). Finally rural areas in transition and rural areas with development problems were identified using criteria of urban density less than 150 inhabitants. An additional criterion to distinguish between these two was the amount of tourism in the municipality. Thus municipalities close to urban areas or with tourist attractions (for example in coastal areas) were classified as rural areas in transition (rur_trans), while others were classified as declining rural areas (rur_decl).
Thus different zoning explains the relation between the expectation of off-farm earnings and rural viability. The last zones (rur_decl and rur_probsv) represent marginal municipalities located in hilly or mountain areas and characterised by low incomes compared with the others. In these zones a higher HNV farmland value is expected due to less opportunity for commodity production and low intensive production due to structural and market barriers (Bartolini et al., 2014) .
The last category includes the amount of farmland located under Nature 2000 or under nitrogen-vulnerable protection areas (Nat200; zvn). These two zonings are aimed at controlling the inputs for farming activities. They affect crop profitability and thus should have a positive effect on the HNV farmland value.
Results and discussion
In this section the results of the spatial distribution of HNV are presented, secondly the ESDA analysis is done, for global and local indicators of spatial association, and thirdly, the results of the spatial econometrics models are presented.
The objective of the ESDA is to detect the spatial autocorrelation of the HNV farmland indicator distribution, while the objective of the spatial econometric technique is to estimate HNV farmland indicator determinants, taking into account spatial dependences and spatial heterogeneities (LeSage and Pace, 2009). These analyses are both performed using two alternative spatial weight matrices, namely, first order contiguity and inverse distances. Figure 1 shows the spatial distribution of HNV municipalities in Tuscany. . High HNV indicator scores were also observed in the north east , but with an uneven distribution among municipalities. Municipalities with high HNV farmland indicators belong to different agricultural production lines with arable farming systems in the south and a combination of livestock and grazing farming systems in the north. In contrast, the intensive agricultural areas located in the provinces of Pistoia, Massa and Florence, show a very low HNV performance, due to the prevailing agricultural system, which is based on floriculture and nursery production. In addition, the map (Figure 1) shows a low HNV farmland indicator value in the mountain areas of Massa and Lucca, due to the relatively high portion of the area allocated to forestry.
The HNV score comparison between years 2010 and 2000 shows an HNV reduction in the central area, as well as in the provinces of Arezzo, Florence and Siena. The comparison highlights small changes in those municipalities with a low HNV score. These municipalities are located in the fluvial planes of the provinces of Lucca, Pisa and Florence.
The ESDA results are shown in Figure 2 . The chart on the left in Figure 2 shows Moran's scatterplot using queen contiguity (A) and the chart on the right uses inverse distances matrix (B). Moran's scatterplot is divided into four quadrants. The one at the top right represents the "hot spots" and the one on the bottom Both the weight matrices result in positive and significant values, which implies that the distribution of HNV is affected by spatial association. The positive and significant values mean that the hypothesis of non-spatial dependency of the observed variables can be rejected, which is the complete spatial random distribution of the HNV farmland indicator. The higher score of Moran's' I using first order contiguity compared with the inverse distance weight matrix shows a higher value of global association (0.49 versus 0.19). The results highlight that this weight matrix best describes the pattern of spatial autocorrelation of the HNV distribution. Thus the results highlight that the value of the HNV increases with proximity, but with a different magnitude. Therefore Moran's' I results allow to carry out the spatial analysis. Figure 3 presents the spatial association (LISA) of the local indicators using alternative spatial weight matrices.
The maps in Figure 3 show the spatial clusters obtained by LISA. The map on the left assumes that spatial effects are driven by contiguity between municipalities, while the map on the right follows the assumption that municipalities are spatially related to each other by the inverse distance matrix. The coloured areas in the map (Figure 3 ) measure those municipalities that present a statistically significant spatial association. Both Figures 2  and 3 show a "hot spot" cluster (red municipalities), and a "cold spot" cluster (blue municipalities). Figure 3 highlights the extent of the three clusters of local spatial association. The largest cluster, in red (hot spot cluster) is located in the south of the region in the provinces of Grosseto, Siena, Pisa and Livorno. This area shows a high and significant HNV farmland score for the municipalities and for the neighbouring area or close municipalities. The second largest area with a significant local spatial association pattern is the area in the north-west of Tuscany. Here the municipalities show low HNV farmland performances. The municipalities located in the plain represent the most productive area of the region. The third cluster is located in the area between Florence and Arezzo and is characterised by a significantly high HNV farmland value.
The other municipalities highlighted represent spatial outliers, where the spatial unit has a significant and dissimilar value compared to its near-by or neighbouring municipalities. As shown in Figure 3 , these spatial outliers area are located in the surrounding area of the two larger clusters. The Table 3 presents the Lagrange Multiplier tests on the ordinary least squares (OLS) residual, while HNV farmland indicator determinants are estimated in Tables 4  and 5 using the two different weight matrices.
The aim of Lagrange multiplier (LM) tests (Table 3) is to compare the OLS model with alternative Spatial Autoregressive (SAR) and Spatial Error (SEM) models, (Table 4) , hypothesising the absence of spatial dependence. Results show that assumptions regarding the spatial dependency of HNV are significant for each weight matrix (even with different magnitudes) and the tests suggest the application of both SAR and SEM models (Table 3) . Table 4 presents the OLS, SAR and SEM model results using a spatial weight matrix based on queen contiguity, while Table 5 presents SAR and SEM models using the inverse distance matrix.
The first column in Tables 4 and 5 presents OLS model results (model 1), the second and third columns of Table 4 present the SAR (model 2a) and SEM (model 3a) model results using a first order contiguity matrix, while the second and third columns of Table 5 present SAR (model 2b) and SEM (model 3b) model results using inverse distances matrix.
The OLS model results (Table 4) show that the HNV farmland indicator is positively correlated (0.452) by the value in 2000 (hnv_2000), suggesting that the provision of HNV increased in those municipalities with a high level of indicator in previous years. This would seem to indicate that environmental quality maintenance has been more effective than the conversion of a new area towards more environmentally sustainable management. Farm structure and the connection between household and external labour influences the HNV farmland indicator, changing the intensity of the productive factors (Trisorio and Borlizzi, 2011) . Our results show that when external labour increases (extlab), there is a reduction in the HNV farmland indicator (-0.2603), due to the increased production intensity. In fact, the need to earn enough income to maintain farm household consumption leads to more intensive productive systems compared to areas with a lower level of household labour involved in agriculture. Our results also highlight that with an increasing percentage of part-time farms (partime), there is less efficiency in the use of natural resources and this has a negative impact (-0.0048) on the HNV farmland indicator.
The increase in the average farm size (size), positively affects (0.2319) the HNV farmland value due to an expected higher marginal value of land use by large farming systems.
We found that the share of farmers participating in measure 121 (rdp_121) has a negative effect (-0.6081) on the HNV farmland indicator due to the trade-off between measure 121 objective (farm modernisation) and the environmental measures of axis 2. OLS results show a positive impact (0.7216) of the organic farming payments on the HNV farmland indicator, due to the extensification of organic production compared with integrated or conventional systems.
The classification of municipalities according to RDP zoning is significant when explaining the value of the HNV farmland indicator and consequently, there are quite heterogeneous effects among the zones. Rural areas with intensive agriculture (rur_int) negatively affect (-6.28 ) the performance in terms of HNV, while the location in less productive rural areas (rur_dec and rur_probsv) positively affects (5.7156 and 5.352 (***significant at 0.01; **significant at 0.05; *significant at 0.1);
respectively) the provision of HNV. Results do not show any significant effects of the location in urban areas on the HNV farmland indicator. The OLS model reveals the negative (-0.002) and significance effect of location on a nitrogen vulnerable area (nvz). The results are somewhat counterintuitive due to the unexpected positive effects of the implementation of nitrogen use restriction. The lack of significance in the spatial models emphasizes the spatial distribution of the nitrogen vulnerable areas in zones with high pressure farming systems. Due to the location in (***significant at 0.01; **significant at 0.05; *significant at 0.1).
plains and locations with a high water availability, there is a diffusion of high intensive production in these areas. Contrary to expectations, an increase in the share of UAA under Natura 2000 sites does not significantly affect the HNV farmland indicator. All coefficients of determination − R 2 , Akaike's Information Criterion (AIC) and Bayesian Information Criterion (BIC) − show an improvement in the estimation by adding spatial parameters so that, with the exception of model 3b, spatial dependence (ρ) and spatial heterogeneity coefficients (λ) are significant and have a positive value.
Both SAR models (model 2a in Table 4 and 2b in Table 5 ) show positive and significant values of ρ, which implies that the HNV farmland indicator is affected by spatial spillover. When other conditions are equal, ρ indicates an increase of 0.43% (model 2a) and 0.75% (model 2b) of the HNV farmland indicator, given an increase of one per cent (on average) of HNV among spatially related municipalities.
The SEM model results (model 3a in Table 4 , and 3b in Table 5 ) show significant values of spatial error coefficient (λ) only in one case of contiguity among spatial units (model 2b).
Both spatial autoregressive models and spatial error models show notable differences in determinants of HNV farmland scores compared with OLS model results. The variables that are spatially distributed, such as part-time and location in a vulnerable nitrogen zone, were not significant in explaining HNV, due to the spatial dependence.
Conclusion
In this paper we investigated the linkages between agricultural activities and the provision of environmental goods by taking into account spatial interactions among observations (i.e. municipalities). Using HNV as a proxy to measure the environmental quality, we estimated the Common Agricultural Policy contribution to the introduction and maintenance of environmental quality. The results confirm the feasibility of the analyses for normative purposes given that the analysis can capture the causality among policy, farming practices and the impact on environmental quality.
The results emphasise the relevance of both spatial dependency and spatial heterogeneity and show the influence of spatial spillover in explaining the HNV farmland indicator. Thus, spatial analysis techniques improve the understanding of farmland environmental provision, including spatial spillover and correcting heteroskedasticity in the residual.
Our results show the heterogeneous contribution of agricultural activities on HNV farmland provision in municipalities in Tuscany, with the creation of a large agglomeration area characterised by a high and homogenous provision of environmental quality. We found that farm structure and farmer's entrepreneurship impact on the economic performance and are also relevant in explaining differences in environmental goods provision. Consequently environmental goods provision would seem to be a consequence of the right balance between increasing farm efficiency in the use of productive factors and the level of entrepreneurship. These results confirm previous research findings regarding differences in the efficiency of factor use among areas with varied HNV farmland performances (Trisorio and Borlizzi 2011) .
Our results highlight the poor design of the environmental rules on environmentally vulnerable zones. In fact, the location of the farm both in the Natura 2000 area or in the nitrogen vulnerable zone is not significant when explaining a positive value of HNV. Such zones are mainly located in the most productive areas and hence, even after applying environmental rules, these areas show the worst HNV farmland performance.
The results claim for a coherent definition of the environmental pressure and for the environmental rules to be applied effectively. Our computation of the HNV farmland index refers mainly to the crops and livestock, without including species conservation which constitutes the basis for the design of Natura 2000. Thus more accurate indicators that take these elements into account could have a significant impact on the zoning.
The analysis highlights that the provision of HNV farmland seems to be connected more with the intensity of the activities and with the efficiency of a farm's in using resources, rather than the changing behaviour of farmers as pointed out by Wilson (2001) . The results also confirm the dependence on public subsidies for maintaining a viable area with a high nature value.
Pillar I and II policies show opposing impacts on the HNV farmland indicator. Even with the introduction of cross-compliance rules, the amount of SFP received per municipality has a negative effect on the HNV indicator. Our results confirm expectations and previous findings (Signorotti et al. 2013; Reinhard and Linderhof 2013) regarding the positive effects of agri-environmental schemes in promoting the HNV farmland indicator. Despite this, our results highlight that only organic farming positively contributes to the HNV farmland value.
However, we found a controversial impact of SFP and RDP on the HNV farmland indicator. We confirmed previous findings regarding policy impacts on HNV provision. They showed a negative effect on HNV provision by income support and RDP payments within the first axis but, on the other hand, a positive effect of the agri-environmental schemes. The proposal for CAP after 2020 includes a greening measure aimed at encouraging crop diversification and the maintenance of natural and semi-natural grasslands. This measure could shift income support payments toward more environmentally sustainable productions and as a consequence reduce the negative impact of SFP on environmental quality.
We found that there is a trade-off within RDP measures when pursuing several RDP objectives. This result is somewhat surprising in this context, and reflects a trade-off between RDP objectives: increasing productivity and farm modernisation (axis one of RDP) on the one hand and improving and maintaining environmental quality (axis two of RDP) on the other. At the same time, there is a need for better coherence in the design and implementation of RDP programs among the several RDP axis and with pillar I policy. Thus, the development of a comprehensive RPD program based on overall regional and territorial strategies seems to be a priority within the new programming.
The paper has some weaknesses in terms of the selection and quantification of the HNV farmland indicator and the modelling components. A lack of data on the micro elements of environmental quality, for example the length/surface of hedgerows or landscape, and plot size, reduced the possibility to include further relevant variables to the HNV dimension (landscape, land mosaic, etc.) .
Similarly the lack of data on the quality of forestry at a municipality level meant that forestry elements were excluded from the HNV, which in the context of Tuscany, involves a large portion of the total agroforestry area. Moreover, the HNV farmland indicator is quantified without including forestry farmers. The computation of the HNV farmland indicator only applies for farmers with UAA (and thus in the case of forestry farmers with a portion of forest this is excluded by the analysis). Thus, one of the limitations concerns the lack of forestry contribution to the HNV and thus a "pure" HNV indicator could not be developed.
