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Temperature programmed desorptionWe have used ﬁrst-principles calculations, including a correction for the dispersive forces (DFT-D2), to investi-
gate the arrangement of hydrazine (N2H4)molecules upon adsorption on the Cu(111) surface, showing that sur-
face–molecule interactions affect the process most. Our calculations provide insight into the interplay between
lateral adsorbate–adsorbate and vertical adsorbate–substrate interactions. We found that the main contributors
to the assembly of the hydrazine layers are the binding interactions between the adsorbates and the substrate.
The dispersion forces are predominant in both vertical and lateral interactions, whereas hydrogen-bonding is
least important and organisation of the N2H4 monolayers is therefore primarily due to the long-range interac-
tions. Optimised geometries for several hydrazine conformations were found to be coverage-dependent. The
electronic properties such as charge density and density of states have been calculated for different hydrazine
coverages, and indicated that no charge transfer occurs betweenmolecules. Scanning tunnelling microscopy im-
ages were simulated, where the observed protrusions arise from the trans conformers. We also found that the
effect of hydrazine adsorption on the Cu(111) surface energy is negligible and further investigation of other Cu
facets is needed to determine the N2H4 effect on the nanoparticles' morphology. Finally, we have simulated the
temperature programmed desorption of different coverages of hydrazine from the Cu(111) resulting in desorp-
tion peaks between 150 and 200 K.
© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
The assembly of organic molecules on solid surfaces is ﬁnding in-
creasing applications in nanoscience, due to the ease of preparation
and their power to control surface chemical and physical properties.
The driving forces that induce the formation of highly ordered assem-
bled molecular structures on the substrate are the adsorbate–adsorbate
and adsorbate–substrate interactions. The molecular orientation during
the assembly process may be governed by long-range binding forces
such as hydrogen-bonding, dipole–dipole, van der Waals (vdW) and
electrostatic interactionswhich act at amolecular level. Owing to the di-
rectional nature of these interactions, especially hydrogen-bonding,
they may be used as control tools in the design of assembled mono-
layers [1]. A fundamental understanding of these interactions will help
to better control the structure and properties of these systems [2]. Den-
sity Functional Theory (DFT) is a suitable technique to investigate the
assembly process at the atomic level and the electronic structures of
the systems at different coverages of molecules, as successfully shown
on a number of substrates [3–8].w).
l rights reserved. This is an open access aMolecular assembly of adsorbates may also be applied in the syn-
thesis of well-deﬁned nanoparticles for speciﬁc applications. Under-
standing the nanoparticle production process helps us to generate
particles with speciﬁc sizes, morphologies and desired properties for
particular applications. Reverse micelle-based synthesis, for instance,
has achievedmuch in theway of controlling the size and shape of cop-
per nanoparticles, although the underlying processes are still not fully
understood. Many factors affect the size and shape of nanoparticles
and one important factor is the concentration of the reducing–cap-
ping agent, e.g. hydrazine (N2H4), which experiment has shown has
a strong effect on the nanoparticle morphology [9–15]. Thus, under-
standing the molecular adsorption of N2H4 on the dominant Cu
(111) surface at different coverages may help identify measures to
control the growth direction and design of copper and other metal
nanoparticles.
In this paper we have applied electronic structure calculations
based on the Density Functional Theory (DFT), with additional semi-
empirical terms to take into account essential dispersion interactions,
to investigate the interactions between hydrazine molecules. We
have investigated the systems with different concentrations of hydra-
zine, forming a network layer at themolecular level, to provide insight
into the interplay between lateral adsorbate–adsorbate and verticalrticle under the CCBY license (http://creativecommons.org/licenses/by/4.0/).
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centration of hydrazine on the copper crystal shape. The application of
a full monolayer allows us to mimic the hydrazine assembly and un-
derstand the intermolecular interactions. We have also modelled
scanning tunnelling microscopy (STM) images for future comparison
with experiment.
2. Computational methods
In this study we have employed the Vienna Ab-initio Simulation
Package (VASP) [16,17], which allows calculations based on the Density
Functional Theory (DFT) [16–19] using pseudopotentials and plane-
wave basis sets. The Perdew, Burke and Ernzerhof (PBE) [20] form of
the GGA pseudopotentials [21,22] is used here for calculations within
the general gradient approximation, to carry out our total energy calcu-
lations and perform geometry optimisations by minimizing the forces
and stress tensor on the systems. Only the valence electronswere treat-
ed explicitly and their interactions with the ionic cores were described
by the Projector Augmented-Wave (PAW) method [22]. The cut-off
energy for the expansion of the plane-wave basis sets was set at
600 eV, which gave bulk energies converged to within 0.001 eV/atom.
To improve the description of the long-range interactions, we have
employed the DFT-D2 [23,24] method of Grimme as implemented in
VASP, which has been shown to make important contributions to the
surface–molecule interactions [3,25–27]. In this approach the total
energy is calculated as a function of the dispersion coefﬁcient for each
atom pair, a global scaling factor that depends only on the exchange–
correlation functional used, which is 0.75 for the PBE functional, and a
damping function to avoid near singularities for small distances. The in-
tegration of the Brillouin zonewas done using theMonkhorst–Pack [28]
11 × 11 × 11 and 3 × 3 × 1 k-point grids for the bulk and surface simu-
lations, respectively.
Following our previous work [25,26], we have used a slab model of
four atomic layers, in which the three uppermost layers were free to
relax during the optimization, while the bottom layer was kept frozen
at the optimised bulk positions. This set-up, where one side of the slab
is kept ﬁxed, ensures the explicit geometry optimisation of a realistic
number of surface layers, while still retaining a reasonably sized slab
whichmade it feasible to investigate a large number of initial adsorption
geometries. To evaluate the model, structural relaxations of the clean
Cu(111) surfaces were performed as a measure of the accuracy of the
surface structure. They are calculated as the percentage relaxations of
the atomic layers using Eq. (1):
Δdi j% ¼ di j−dbulk=dbulk
 h i
 100 ð1Þ
where dij is the interlayer distance in the relaxed surface and dbulk is the
bulk layer spacing, which is given by the spacing of the ﬁxed layers in
the slab. The results for a 4-layer slab with different numbers of relaxed
layers are summarised in Table 1, whereminus signs correspond to con-
traction. We note a contraction (−0.12%) in the ﬁrst interlayer relaxa-
tion of the Cu(111) surface with three relaxed layers, in good
agreement with experiment. Furthermore, the second interlayer
exhibits an even larger contraction (−0.40%),while the interlayer spac-
ing d34 (−0.04%) remains almost unchanged.Table 1
The relaxed surface energies γ and percentage interlayer relaxation of clean Cu(111) slabs wit
Bulk 1 relaxed layer 2 relaxed la
γ (J/m2) 1.9714 1.9712 1.9696
Δd12 (%) − −0.08 −0.08
Δd23 (%) − − −0.44
Δd34 (%) − − −We have also calculated the relaxed surface energies for the clean
Cu(111) with different numbers of relaxed layers, where the unrelaxed
surface energy (γu) is calculated as follows, Eq. (2):
γu ¼
Eslab;u−nEbulk
2A
: ð2Þ
Eslab,u is the energy of the unrelaxed slab, Ebulk is the energy of the
primitive cell, n is the number of atoms in the slab compared with the
ones in the bulk and A is the surface area of one side of the slab. We
have then calculated the relaxed surface energy (γr) using Eq. (3);
where Eslab,r is the energy of the relaxed slab with one side ﬁxed in the
optimised bulk geometry.
γr ¼
Eslab;r−nEbulk
A
−γu ð3Þ
Table 1 presents the relaxed surface energies for a 4-layer slab with
different numbers of relaxed layers, which shows that the surface ener-
gies converge very well with respect to the number of relaxed layers for
the Cu(111) surface.
The slab used is a 3 × 3 supercell from the full unit cell, p(6 × 6), con-
taining 36 atoms per layer (144 Cu atoms/unit cell) and exposing an
area of 198.8 Å2, which enables us to investigate a realistic hydrazine
network. A vacuum of 20 Å was included between the slabs to avoid
perpendicular interactions between images. We have also employed a
perpendicular dipole correction to enhance energy convergence of the
adsorbed systems. The geometry of the hydrazine molecule was
optimised in the gas phase using a cubic box of 20 × 20 × 20 Å3,
where the relaxed gauche conformer was found to be the most stable
structure, being lower in energy by 0.13 eV relative to the trans and
by 0.36 eV relative to the eclipsed conformation.
We started building an overlayer of hydrazinemolecules from a sin-
gle hydrazine on the Cu(111), as investigated previously [25], and in-
creasing to two, three, four, ﬁve, six and nine molecules per cell,
resulting in a wide range of coverages: from 0.50 to 4.53 molecules/
nm2. We carried out a relaxation of the geometry after each addition.
The adsorption energy (Eads) per molecule was calculated as the dif-
ference between the total energy of the optimised substrate–adsorbate
system (Eslab + nmol) and the sum of the energy of the relaxed clean sur-
face (Eslab) and n times the energy of an isolated N2H4 (Emol) in the
gauche conformation, which is the most stable hydrazine conformer
in the gas phase; n is the number of hydrazine molecules, Eq. (4):
Eads ¼ Eslabþnmol− Eslab þ n  Emolð Þ
 
=n: ð4Þ
The binding and cohesion energies per molecule have also been cal-
culated to discuss the interplay between transversal (Ebind) and lateral
interactions (Ecohe) [32], which are deﬁned as
Ebind ¼ Eslabþnmol− Eslab þ Enmol
  
=n ð5Þ
Ecohe ¼ Enmol−nEmol½ =n ð6Þ
where, Enmol is the energy of the hydrazine network in the vacuum and
Eslab⁎ is the energy of the copper surface, bothwith the same geometry as
found in the adsorbate–substrate calculation (denoted by the asterisk).
Within this deﬁnition, negative Eads, Ebind and Ecohe values mean ah different numbers of relaxed layers.
yers 3 relaxed layers Exp
1.9695 2.02 [29]
−0.12 −0.7 ± 0.5 [30],−0.3 ± 1.0 [31]
−0.40 −
−0.04 −
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in the discussion of the results any energies adsorbed or released, we
comment only on their magnitudes. The Bader population analysis as
implemented by the Henkelman algorithm [33] is also used to clarify
the nature of the binding between molecules and the surface.
The scanning tunnelling microscopy (STM) images were simulat-
ed using the Tersoff–Hamann formalism [34], in which tunnelling
currents are proportional to the local density of states (LDOS) of
the surface over a range that corresponds from the Fermi energy
(EF) to the bias. We integrated our DFT-based partial charge density
from −1.5 eV to EF using Hive [35]. An STM at constant current
mode follows a surface of constant current, which translates into a
surface of constant integrated LDOS ρ(x, y, z) = ρc as a function of x,
y and mapping z on a grayscale.
3. Results and discussion
An isolated hydrazinemolecule prefers to adsorb parallel to Cu(111)
in a gauche conformation, but rotated towards the eclipsed conforma-
tion, interacting through both nitrogen atoms with Cu–N distances of
2.16 and 2.17 Å, as shown in Table 2. This structure with the calculated
adsorption energy of−0.85 eV/N2H4 and a long-range interaction ener-
gy contribution of−0.61 eV/N2H4 is shown in Fig. 1 [25]. As we have
shown in our previous papers [25,26], the dispersion correction en-
hances the hydrazine adsorption on the Cu(111) surface and increases
the adsorption energy, while it changes the preferred orientation of
the molecule from the atop geometry obtained by pure DFT [36] to a
bridging adsorption conﬁguration by using dispersion-corrected DFT-
D2.
We have modelled several hydrazine conﬁgurations to produce the
hydrazine assembly. We started from two molecules and identiﬁed
the lowest-energy conﬁguration, followed by a further increase in the
coverage through the addition of another molecule onto the surface
and exploration of the different orientations under the new coverage.
The hydrazine networkwas grown in this way until full monolayer cov-
erage was obtained. The lowest-energy structures are shown in Figs. 1–
3,whereas less stable conﬁgurations are provided in the Supplementary
Information. We have reported the adsorption, binding, and cohesion
energies for each system, as well as the dispersion contributions to the
energies, in Table 3 and the geometric details in Table 2.
3.1. Adsorption structures of hydrazine molecules on Cu(111)
First, we investigated the relative orientation between two mole-
cules in the supercell, as shown in Fig. 1. We positioned different hy-
drazine conformers, including gauche, trans and eclipsed conformers,
onto the surface, providing several choices for pairing of the N2H4mol-
ecules. We found three low-energy conﬁgurations with only small dif-
ferences in the adsorption energies, ΔEads2(A)–2(B) = −0.06 eV and
ΔEads2(A)–2(C) = −0.03 eV, as shown in Table 3. Structure 2(A) has
one hydrazine in the gauche and its neighbouring molecule in the
trans conformation. In structure 2(B) one hydrazine is in the gaucheTable 2
Distances (d) and charge transfer (CT) between the surface and the cluster on the most-
stable structures with one, two and three N2H4 molecules on the Cu(111). The distances
between the interacting Cu atoms and the N atoms of each N2H4 molecule are reported.
No. hydrazines dN–Cu (Å) dN–Cu (Å) dN–Cu (Å) d(H-bond) (Å) CT (e−)
1 2.16 2.17 – – +0.14
2(A) 2.08 2.12 – 2.09 +0.17
2(B) 2.13 2.11, 2.25 – 2.80 +0.19
2(C) 2.10 2.14 – 1.94 +0.14
3(A) 2.14 2.07 2.12 2.33, 2.14 +0.23
3(B) 2.12 2.16, 2.16 2.12 3.34, 3.32 +0.21
3(C) 2.10 2.12 2.14 2.30, 1.94 +0.19conformation, adsorbing through one N atop a Cu atom, while the
othermolecule rotates towards the eclipsed conformation, thereby en-
abling the molecule to bridge through both N atoms to the surface. In
the third structure, 2(C), both molecules are in the gauche conforma-
tion and, like structure 2(A), they adsorb on the surface through one
N atom.
Conﬁguration 2(A) binds most strongly, due to the higher contribu-
tion of the dispersion interaction (Table 3). Although there is negligible
difference in charge transfer (CT) from thehydrazine clusters to the sur-
face, Δ(CT)2(A)–2(B) = −0.02 e− and Δ(CT)2(A)–2(C) = +0.03 e−, the
molecules in structure 2(A) are closer to the surface. The structure of
the trans conformer makes it feasible to form H-bonds with nitrogen
atoms of the neighbouring gauche conformer and enables molecules
to interact by lateral interactions. Structure 2(A) is stabilised by the dis-
persive forces which contribute half of the adsorption energy. Since in
structure 2(B) the hydrazine assembly has bound covalently to the sur-
face through three bonds, compared to two bonds in 2(A) and 2(C), it
leads to more charge transfer (+0.19 e−) and a larger binding energy
to the surface (−1.19 eV), the largest of the calculated structures
(Table 3). However, the longer distance and weaker interaction be-
tween the molecules result in a smaller adsorption energy. Owing to
the closer distance between the molecules in structure 2(C), this has
the highest cohesion energy, although the repulsion between the hy-
drogens of the two gauche conformers decreases the adsorption energy.
We next increased the coverage by adding a third molecule to the
previous three conﬁgurations, where the most stable networks formed
are indicated as 3(A), 3(B) and 3(C) in Fig. 2. In the 3(A) network, which
is grown from the optimised 2(A) geometry, the adsorption energy de-
creases to Eads=−1.10 eV through the addition of another gauche hy-
drazine,which forms anH-bondbetween one of the nitrogen atoms and
one of the H atoms of the trans conformer. The charge transfer from the
molecules to the surfaces is also the largest of these three conﬁgura-
tions, making this the most stable structure at this coverage.
Conﬁguration 3(B) grown from 2(B), decreases the adsorption ener-
gy to −1.03 eV compared to 3(A), ΔEads3(A)–3(B) =−0.07 eV. In this
case, one of the hydrazine molecules bridges through both nitrogen
atoms to the surface, whereas the others, in gauche conformation,
bind only by one nitrogen to the copper atoms, allowing the formation
of hydrogen bonds through their N to hydrogen atoms of the ‘bridging’
hydrazine in themiddle. Structure 3(C) grows from2(C), with all hydra-
zine molecules in gauche conformation and interacting through only
one nitrogen atom to the surface, releasing a smaller adsorption energy
of Eads = −1.01 eV, i.e. −0.09 eV less favourable than conﬁguration
3(A). The energy difference is related to the smaller charge transfer
from the molecules to the surface (shown in Table 2). The 3(C) has
the highest cohesion energy among the calculated conﬁgurations,
Ecohe=−0.10 eV, which is due to the short distance between the mol-
ecules and therefore stronger H-bonds.
Based on the lowest-energy structure found for the [N2H4]n assem-
bly by three molecules (n = 3), we increased the coverage by adding
one and two extra molecules to this network. Fig. 3 shows the lowest-
energy assemblies of [N2H4]n clusters (n = 4, 5), with three and four
H-bonds respectively. The calculated energies for these structures,
(Table 3), show that the clusters are energetically degenerate
(ΔEads4–5 =−0.01 eV), indicating that the extra H-bond in the struc-
ture does not contribute much to the stability of the structure and
conﬁrming that the hydrazine assembly is mostly due to dispersion
forces.
The lowest-energy [N2H4]6 assembly on the surface is shown in Fig. 3
with an adsorption energy of Eads=−1.01 eV, the same adsorption en-
ergy than3(C). It is grown from3(A) and consists of two trans structures
in the centre, neighboured by four gauche conformers, with all themol-
ecules binding to the surface through one N atom. Although there are
four H atoms oriented towards the N of a neighbouring molecule, the
calculated cohesion energy (Ecohe =−0.05 eV) varies little and is of a
similar magnitude compared to the other hydrazine assemblies with
Fig. 1. Top and side views of the lowest-energy N2H4 adsorption conﬁgurations of (1), single N2H4 molecule adsorption, and 2(A), 2(B) and 2(C) conﬁgurations for two molecules on the
Cu(111) surface. The hydrogen-bond distances are indicated and labelled in Å (N= blue, H = white, Cu = orange).
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hydrogen-bonds between molecules.
By adding threemore hydrazine molecules and increasing the cov-
erage to nine molecules (4.53 molecules/nm2), aimed at attaining full
coverage, we found the lowest-energy conﬁguration with an adsorp-
tion energy of Eads =−0.95 eV/N2H4 and dispersion contribution of
Eads
vdW = −0.58 eV/N2H4, represented in Fig. 3. Together withFig. 2.Assembly of hydrazine conﬁgurations 3(A), 3(B) and 3(C) for threemolecules on the Cu(
white, Cu = orange).Ecohe =−0.07 eV/N2H4 and Ebind =−0.92 eV/N2H4, these results in-
dicate that the binding of the N2H4 molecules to the Cu surface is the
main contributor to the stabilisation of the hydrazine network, owing
to the covalent character of the interaction of all molecules with the
surface [25,26]. Dispersion forces make up almost half of the adsorp-
tion and binding energies, showing that the dispersive forces are
also essential in the description of the hydrazine organisation. The111) surface. The hydrogen-bond distances are indicated and labelled in Å (N= blue, H=
Fig. 3. Self-assembly of hydrazine for four, ﬁve, six and nine molecules on the Cu(111) surface. The hydrogen-bond distances are indicated and labelled in Å (N= blue, H=white, Cu=
orange).
144 S.S. Tafreshi et al. / Surface Science 637–638 (2015) 140–148high contribution of dispersion forces to the small cohesion energies
indicate that van der Waals forces are the main interaction between
molecules, whereas hydrogen-bonding is only a weak factor in the
formation of the hydrazine assemblies, because of the relatively long
distances between molecules.
3.2. Electronic structure characterization
We have calculated the charge density differences for hydrazine on
the Cu(111) surfaces by subtracting the individual electron densities
of themolecular cluster and the surface, both calculated in the geometryTable 3
Adsorption (Eads), binding (Ebind) and cohesion (Ecohe) energies. Long-range interaction energy
No. hydrazine (types) Eads (eV/N2H4) EadsvdW (eV/N2H4) Ebind (eV/N2H4) Eb
2(A) −1.12 −0.57 −1.14 −
2(B) −1.06 −0.50 −1.19 −
2(C) −1.09 −0.45 −1.10 −
3(A) −1.10 −0.55 −1.10 −
3(B) −1.03 −0.56 −1.15 −
3(C) −1.01 −0.59 −0.97 −
4 −1.07 −0.57 −1.06 −
5 −1.06 −0.57 −1.05 −
6 −1.01 −0.52 −1.00 −
9 −0.95 −0.58 −0.92 −of the combined system, from the density of the total system, see Fig. 4.
Yellow and blue regions correspond to positive and negative electronic
charge modiﬁcations, respectively, between the Cu substrate and
molecules.
The charge density difference has been calculated for two different
coverages of hydrazine on the Cu(111), i.e. with 5 and 9 molecules.
The electronic density rearrangement takes place individually, with
negligible polarization of the molecular electron clouds, which is quite
similar to the single molecule adsorption. This electronic behaviour
matches the energetics, showing that themolecule–surface interactions
(binding energy) contribute most to the hydrazine assembly.contributions to these energies are also reported with vdW superscript.
ind
vdW (eV/N2H4) Ecohe (eV/N2H4) EcohevdW (eV/N2H4) No. hydrogen bonds
0.53 −0.02 −0.02 1
0.54 0.06 −0.01 1
0.51 −0.04 −0.03 1
0.51 −0.04 −0.03 2
0.53 0.06 −0.01 2
0.52 −0.10 −0.04 2
0.52 −0.05 −0.04 3
0.52 −0.05 −0.04 4
0.48 −0.05 −0.04 4
0.52 −0.07 −0.05 6
Fig. 4. Top and side views of the charge density difference induced by deposition of 5 and 9 hydrazinemolecules on Cu(111). The isosurfacewas set to±0.02 e Å−3, where yellow and blue
denote loss and gain of electron density respectively.
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mation about the spatial distribution of the valence band states in
the vicinity of the Fermi energy (EF), from the optimised structures
of the different coverages composed of 5 and 9 hydrazine molecules.
The positions of the atomic species adsorbed on a surface can be af-
fected [3] in low temperature experimental STM, where they do not
show the real space images of single molecules and small clusters on
surfaces [37,38] for several reasons, such as high mobility of the mol-
ecules during adsorption resulting in immediate formation of larger
clusters and error in cluster assignment. Moreover, tip interactions
can perturb the image by vibrational excitation [39] or restructuring
[40] and dissociating adsorbed molecules [41]. However, simulated
STM images do not suffer from any external perturbations.
We have tested different potentials with respect to the Fermi level
energy and concluded that a bias of−1.50 eV is enough to provide a
clear STM image. Fig. 5 shows the STM images at a density ofFig. 5. Simulated STM images of the hydrazine networkwith a) 5 and b) 9 hydrazinemolecules a
distances are also indicated (N= blue, H = white).8 × 10−5 e Å−3 and distance of 1.7 Å for the hydrazine assembly
composed of 5 molecules and for full coverage with 9 molecules at a
density of 2 × 10−4 e Å−3, where the tip is at 1.4 Å from the highest
atom. The insets in Fig. 5 clearly show the trans and gauche con-
formers that determine the STM images. As there is no experimental
STM image to compare with, our simulated STM images for the hydra-
zine networks on Cu(111) are at the moment a good reference for
future experiment.
The density of states (DOS) in Fig. 6 explains some features of the
STM owing to its relationship to the partial charges. The negligible ap-
pearance of DOS of hydrogen atoms in the energy range [−1.5–0] eV
explains why they are not observed at that bias in the STM images.
The N atoms of the trans conformers show more and sharper peaks
than the gauche structures in the energy range of [−1.5–0] eV, which
explains why the protrusions from N atoms of trans conformers are
more intensive in the STM image.t a simulated bias of−1.5 V. Insets show enlargement of the STM images. Densities and tip
Fig. 6. The average PDOS ofN andH atoms of trans and gauche conformations of N2H4 corresponding to [N2H4]5 cluster in (a) and (b); and the full coverage [N2H4]9 cluster in (c) and (d) on
the Cu(111) surface. E = 0 eV corresponds to the Fermi level.
146 S.S. Tafreshi et al. / Surface Science 637–638 (2015) 140–148In order to clarify the effect of the hydrazine coverage on the binding
and cohesion energies, we have analysed these energies for each struc-
ture in relation to the number ofmolecules in the assembled layer. A lin-
ear trend is presented in Fig. 7, indicating that while the cohesion
energy remains almost constant with increasing number of molecules,
the adsorption energy aswell as the binding energy between the assem-
bled hydrazine layer and the surface become less important. This trend
conﬁrms that themolecule–molecule interactions are weak and the hy-
drazinenetwork is led by the binding energy,which contributesmore to
the adsorption energy than the cohesion energy.
The equilibrium morphology of a crystal is determined by the sur-
face free energies. Wulff's Theorem [42] states that a polar plot of sur-
face free energy versus the orientation of normal vectors would give
the crystal morphology grown under thermodynamic equilibrium
based on the approach of Gibbs, [43] whoproposed that the equilibrium
form of a crystal should possess minimal total surface free energy for a
given volume. Lattice dynamics simulations have shown that the contri-
bution of the excess entropy term to the surface free energy is small
compared to the enthalpy term, as the differences between the entro-
pies of the bulk and the surface are small. Hence, for solid surfaces theFig. 7.Adsorption (Eads), binding (Ebind) and cohesion (Ecohe) energies of the lowest-energy
adsorption structures as a function of the number of hydrazine molecules.surface energy is a close approximation for the surface free energy
[44] and the surface energies can therefore be assumed to determine
the equilibrium morphology of the crystal.
The experimental study by Lisiecki [9] showed that controlling the hy-
drazine concentration is a key parameter enabling the size and shape con-
trol of copper nanoparticles. As the energy of the system changes linearly
with respect to the hydrazine coverage, the hydrazine chemical potential
remains constant and we have calculated the relaxed surface energy (γ)
of the Cu(111) surface for the lowest-energy adsorption conﬁgurations
at different hydrazine coverages. Fig. 8 shows the variation of the
Cu(111) surface energy as a function of N2H4 coverage. As the increase
in surface energy with hydrazine coverage is negligible, we may deduce
that hydrazine does not affect the particles' morphology through the
Cu(111), although it may of course have a more noticeable effect on sur-
faces with lower coordinations, which tend to be more reactive and
whose surface energies tend to be more affected by adsorbates [45,46].3.3. Temperature programmed desorption
In order to extrapolate the electronic structure results to real condi-
tions we have simulated the temperature programmed desorptionFig. 8. Surface energy (γ) of the Cu(111) surface for the lowest-energy adsorption struc-
tures as a function of the number of molecules. The linear trend-lines in the plots ﬁt the
equation y = 0.0034x + 1.9688, R2 = 0.98.
Fig. 9. Simulated TPD curves for N2H4 desorption from Cu(111) surface for a reaction time
of 1 s and heating rate of 1 K/min at different initial coverages.
147S.S. Tafreshi et al. / Surface Science 637–638 (2015) 140–148(TPD) of N2H4 from the Cu(111) surface, considering pre-adsorbed
N2H4 molecules with different coverages to mimic an experimental
batch reactor with a high pumping speed to avoid re-adsorption of the
molecule. The energy interaction is coverage dependent, as derived
from our results for coverages between 0.06 and 0.25 ML N2H4 cover-
age, where a monolayer (ML) is deﬁned as the number of molecules di-
vided by the number of Cu atoms on the surface.
The N2H4 pressure and coverage as a function of time with the rate
constant of k are derived from the following set of differential equa-
tions:
dPN2H4
dt
¼ kθN2H4 ð7Þ
dθN2H4
dt
¼−kθN2H4 ð8Þ
where θ is the coverage in ML and t is the time.
In the heterogeneous catalytic system, the constant rate of desorp-
tion process is computed using the transition-state theory by Eyring
[47] and Evans and Polanyi [48], as follows;
k ¼ A0 exp
−Ea
kBT
 	
¼ kBT
h
qTS
qIS
exp
−Ea
kBT
 	
ð9Þ
where h is the Plank constant, kB is the Boltzmann constant, T is the tem-
perature, A0 is the pre-exponential factor, Ea is the binding energy and
qIS and qTS are the partition functions of reactants and transition states,
respectively. The partition function qIS includes all the vibrational
modes, while qTS is the partition function for the transition state,
where the only degree of freedom the molecule has is vibrational,
from which the vibration between the molecule and the surface
representing the reaction coordinate has been excluded. The values of
the N2H4 desorption rate constant and pre-exponential factor at 150
and 300 K are reported in Table 4.
Fig. 9 shows the simulated TPD spectra of molecular N2H4 on the
Cu(111) surface, where the derivative of the N2H4 partial pressure
with respect to the temperature results in a peak showing the temper-
ature at which the N2H4 pressure reaches its maximum. Since experi-
mental reports show that hydrazine starts to decompose at around
300 K [49], we have considered a temperature range between 100 and
300 K to investigate N2H4 desorption,without involving hydrazine reac-
tions on the Cu surface. A heating rate of 1 K/min was applied, measur-
ing the pressure every second. From Fig. 9 it is clear that N2H4
desorption takes place between 150 and 200 K from the Cu(111) sur-
face. Similar desorption temperatures have been reported for hydrazine
on rhodium [50] and Irn/Al2O3 [51] surfaces.
4. Conclusions
Wehave presented a theoretical study usingDFT-D2of the assembly
of hydrazine networks adsorbed on the Cu(111) surface. Our results
show that the molecule–molecule interactions are very weak and
arise mostly from dispersive forces. We conclude that binding of the
N2H4 molecules with the Cu surface, plus dispersive forces between ad-
sorbate and surface are themain interactions driving the assembled ad-
sorbate networks, although the cohesion energies between the
molecules, arising primarily from long-range interactions, also affectTable 4
Calculated pre-exponential factors (A0) and desorption rate constants (k) for N2H4 from
Cu(111) at 150 and 300 K are reported.
A0 (s−1) k (s−1)
150 K 300 K 150 K 300 K
N2H4 (ads)→ N2H4 (g) 8.39 × 1011 2.31 × 1011 4.14 × 10−5 5.68 × 107the arrangement of themolecules in the surface overlayer. The relative-
ly large dispersion contributions to the cohesion energies indicate that
the molecule–molecule interactions arise mostly from vdW forces and
that hydrogen-bonding is the smallest contributory factor in the hydra-
zine assembly. Our charge density difference calculations show that the
molecule and substrate share electrons, while no charge transfer was
observed between molecules. The STM images for the two hydrazine
networks composed of ﬁve and nine molecules were calculated,
where the observed protrusions arise from the trans conformers. We
have also investigated the surface energy as a function of hydrazine con-
centration, indicating that variation in the hydrazine coverage on the
Cu(111) should not affect signiﬁcantly the shapes of the copper nano-
particles, and further investigation of other Cu facets of the nanoparti-
cles is therefore required to obtain the effect of hydrazine coverage on
their surface energies. Temperature programmed desorption of hydra-
zine from the Cu(111) surface was simulated for different hydrazine
coverages, showing a desorption peak between 150 and 200 K.
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