Activity recognition is a core domain within intelligent systems that utilizes the sensing devices available in an environment to identify human activity. Conventional solutions rely on machine-learning approaches and the assumption that the target scenario will Rit the algorithm training conditions, which raises the cost and effort of labelling data, as daily living environments are dynamic, unpredictable, and exposed to new activities. Hence, we take advantage of the ubiquitous presence of personal gadgets such as smart-watches combined with data fusion approaches to dynamically transfer learned knowledge across devices in a natural environment while performing daily living activities. In this paper, we focus on recognizing walking as an activity, which might enable carers or medical practitioners to monitor the risk of falling or suffering from a chronic disease whose progression is linked to a reduction in movement and mobility. Preliminary results show a 2% increase in activity recognition accuracy on the wearable approach, and a 10% improvement in accuracy when combining features from both wearable and environmental domains.
INTRODUCTION
Wearable devices have received much attention in pervasive health due to their ability to enable the observation of relevant signs associated with physical performance, non-invasively and without interrupting the daily living activities of the user [1] . The opportunity to apply this technology in the medical Rield relies on a variety of applications associated to, for example, chronic diseases like diabetes [2] and obesity [3] , that can be managed through monitoring and recognizing physical activities [4] , [5] . To further illustrate the applicability of this approach, imagine a scenario in which an 80 years old patient (whose home has been equipped with multiple motion and thermal sensors) visits his medical practitioner every six months to get an assessment of his gait performance. The medical staff require the patient to undertake some physical exercises using wearable devices such as Ritbit to determine the effectiveness of the prescribed medicine but want to know its effect on daily living activities within the patient's normal environment. In this context, an activity recognition algorithm will need to be able to transfer the patient experience between different physical settings.
Activity recognition is the problem of anticipating human actions given a collection of sensed data. It is a multidisciplinary Rield drawing upon different areas such as ubiquitous computing, machine learning and data fusion. For example, in ubiquitous computing, activity recognition can take advantage of off-the-shelf technologies available within the user's environment (e.g., smartphones, smart-watches), to enable the collection of data from daily living scenarios. Machine learning, due its capacity to handle differences between sensor readings and features in the domain, can help in the automatic recognition of daily living tasks. Data fusion, which exploits the natural synergy brought about by use of multiple data sources, can help to achieve inferences that could not be feasible from a single sensor [6] .
Some approaches to recognize human activities rely on design-time techniques that, after being trained once remain static, and assume that further data is drawn from identical sources and conditions. However, this cannot guarantee accurate prediction within natural environments, since day to day activities are dynamic, exposed to unexpected changes, and independent of the space domain [7] .
In this regard, transfer learning is an approach in which a previously learned experience (i.e., knowledge / process) from one domain is used to extract knowledge from another domain [8] . It reuses the existing knowledge and trained model to recognize activities under different conditions, resulting in the leverage of resources such as training and labelling efforts. The beneRits of transfer learning positively impact on the time invested learning a new task, the human effort required when training and the diversity of activity to be recognized.
Transferring of recognition capabilities from one sensor to another one can be handled at the classiRier level, in which the model is transferred directly, or by mapping from the feature space independent classes to the target domain [9] . In this paper, we propose a transfer learning approach under which an untrained device learns from the experience of an already trained sensor. The knowledge is transferred across devices, relaxing the assumption of the same feature space, and distributed by learning a mapping between different sensor technologies. A data fusion technique is used to explore the beneRits of merging device data to recognize activity associated with Activities of Daily Living (ADL), such as walking [10] .
In the remainder of the paper we introduce some related work on transfer learning. Then, we explain our approach in detail. Next, we evaluate our methodology by following the teacher-learner approach to better demonstrate the beneRit of data fusion. Finally, we conclude by sharing some ideas for directions for future research.
RELATED WORK
Transfer learning has been successfully applied in many application areas such as natural language processing [11] , sign language recognition [12] , adaptive updating of land-cover maps [13] , and activity recognition [14] . For example, Diethe et al. [8] . examine ADL by using accelerometer sensors to build a model for transfer learning house-to-house. Their results show that by combining active and transfer learning, faster learning with limited labelling resource can be achievable, whilst some limitations focused on space and domain dependency. According to the literature, approaches to transfer learning are categorized based on the means for importing knowledge between the source and target domain, such as instance-based, knowledge-based, and feature-based, as well as dimensions such as crossparticipant and cross-device transfer [8] .
Researchers have applied transfer learning following various approaches. For example, in TransEMDT they propose a methodology that integrates a decision tree and the k-means clustering technique to adapt a crossparticipant activity recognition model [15] . They focus on optimizing the amount of labeled data needed when new participants are presented. TrAdaBoost Rits into the category of instance-transfer. It develops a solution based on a Support Vector Machine algorithm in which knowledge from the old domain is taken to solve the task of a new domain [16] . Calatroni et al. [5] develop a system capable of transferring knowledge to a new set of wearable sensors based on an already trained model between body motion sensors. They, however, assume that both the source and target domains consisted of similar types of feature, which does not always happen in realistic scenarios since different tasks are handled by the most appropriate and hence often different technologies.
Similarly, Chen et al. [6] map the features from two different smart-homes using probabilistic methods to measure the distance between the features. However, the activities concerned are assumed to be detected by a similar feature-space as those presented in the source domain. Hu et al. [13] propose a bridge to map sensor devices based on the association of terms, extracted via Web search, that have previously been associated with each sensor device. There are two main assumptions, the activities in the source and target domain are related by the collection of terms, and the underlying feature space is identical between the source and target domain. Zheng et al. [29] applied transfer learning when activity recognition labels are different. They also learn the similarity function between the activities in the source and target domain via Web search and speciRically transfer the data that have a different label space to the target. Due to the motivation of this paper, we focus on taking advantage of the ubiquitous presence of wearable devices. Considering the resource constraints in this domain, a rapid and power efRicient approach is needed.
In this context, data fusion consists on the integration of multi-sensor data that exploits the natural synergy brought by multiple sources to achieve inferences that could not be feasible from a single sensor [6] . There are three categories to consider: the direct fusion of sensor data (i.e., competitive type), representation of sensor data via feature vectors (i.e., complementary type), and processing of each sensor to achieve high-level inference (i.e., cooperative type). For example, in MHTL (Multi Home Transfer Learning) methodology, they follow the cooperative type by combining multiple sources to form different activity recognition models, therefore being able to map target activities based on a more diverse set of source activities [17] .
Meaningful scenarios for transfer learning might involve types of device as follows: data from Rloor sensors in an internal smart Rloor environment along with pedometer readings when moving outdoors; a smart bed conRigured with wireless sensor networks and a mobile phone app for sleep monitoring. Regarding the technologies under consideration in our study, video recording provides a Rine-grained source of data for activity recognition tasks. One drawback, however, when tracking individuals is the limitation arising from viewing range and Rixed positioning [18] . Wearable sensors are another commonly used mechanism to collect activity-related data. These too have challenges such as optimum location and associating their data with meaningful activity recognition outcomes [19] . In this paper, data fusion is used as a strategic way to take advantage of the diversity of data provided by these twodifferent sets of technology: inertial and thermal vision sensor.
METHODOLOGY
1 https://www.motorola.com.au/products/moto-360 Three orthogonally uniaxial accelerometers and Micro Electro Mechanical Systems (MEMS) technology allow sensing components to be miniaturized and have become commonplace in modern technology such as garment devices [20] . In this regard, we focus on detecting walking activity by using accelerometer data retrieved from a Moto 360 2 nd generation smartwatch 1 ; which for the purposes of this study we will be referring to as the wearable domain. We also use a thermal sensor installed in the Smart Environments Research Group (SERG) laboratory from Ulster University; which for the purposes of this methodology we will be referring to as the environmental domain. The thermal sensor enables real-time processing of frames using an aerial view from the Thermal Vision Sensor (TVS) 2 installed in a 4 x 3.5 meters living space, free of obstacles. Figure 1 shows the view scanned by the TVS detecting a participant in both pre and post-processing frames. For the purpose of this study, data is collected from both domains (i.e., wearable and environment) simultaneously, then respective features are extracted in order to build distinct activity recognition models, as illustrated in Figure 2 . 
Wearable domain
The accelerometer sampling rate was set at 50 Hz since we are analyzing short and Rine-grained units (i.e., steps). Raw data was pre-processed by removing the DC component and applying a Butterworth Rilter to clean signal from noise. Due to gravitational values included in the signal, orientation changes of smartwatches can be calculated from the accelerometer readings. Hence, orientation-related features, such as Root Mean Square, are extracted from each accelerometer axis. Nonoverlapping Rixed length windows of 2 seconds were used.
As a Rirst attempt, we used Weka [21] to explore the modeling of classiRication to be built. We compared the performance of three activity recognition classiRiers: Decision trees (Random Forest) [22] , Naive Bayes [23] and Sequential minimal optimization (SMO) [24] . After conducting a single-user training and a cross-validation (10 folds) exercise, it was empirically decided to use the Random Forest classiRier, which showed 14% higher performance compared to the other two methods.
Environmental domain
We have extended a mechanism previously published [26] to calculate the gait velocity while walking along a supervised space observed by the TVS. The vision-based image processing captures every single thermal frame obtained from the TVS and applies binary thresholding which lowers the noise within the threshold. The Gaussian blur technique for smoothing, reducing and filtering out salt-and-pepper noise is applied. Later on, contours are characterized which are necessary to filter out the participant in the thermal frames. A rectangular block is drawn over the contour to keep a track of the moving participant within frames, as shown in Figure 1 . The proposed tracking collects real-time inhabitant position using the TVS by monitoring the central location of the inhabitant. These frames are associated with timestamps for real-time tracking. The participant is tracked within the smart room using the TVS for walking and standing activities. All the implementations pertaining to participant monitoring and tracking are developed using the Eclipse IDE and Java-based OpenCV 3.4.1
RESULTS AND DISCUSSION
As a proof of concept of the benefit that can be achieved by taking advantage of the synergy created by combining technologies from two different domains (i.e., wearable and environmental) in daily living activities, we have collected data of a participant wearing the smartwatch and walking through the living space with a pre-installed TVS on the ceiling.
Transfer learning has been explored by following the teacher-learner approach [25] . Two initial scenarios, in which each domain plays the role of a teacher have been devised. As illustrated in Figure 3 , in the first scenario, we have used the environmental domain's model as a teacher of the wearable domain. Accuracy reaches up to 80% under cross-validation (10 folds). In the second scenario, we use the smart environment activity recognition prediction as a teacher of the wearable model. Accuracy increased 2% compared against the training model itself, when following the similar validation mechanism aforementioned. Finally, as per our motivation mentioned in the introductory section of this paper, we have performed a third scenario in which we take advantage of the technology used by fusing data at the feature level. Based on the hypothetical scenario in which a user could have access to both domain's technology, we have built a third model based on the collection of both domain features. This model is then used as teacher to re-train both of the previously created models (i.e., the one consisting of wearable technology and the one consisting of environmental technology). Accuracy of the walking detection improves from 70% up to 80% after the model has been re-trained by combining feature components from the two different technology domains.
CONCLUSIONS
In summary, we have presented a proof of concept in which features from heterogeneous technologies collaborate under the teaching-learning approach of transfer learning. Learned experience has been taken from one model to teach the pair, showing an increase of 10% when cross-validating (10 folds) the wearable domain's model. Note that in this paper we have focused on illustrating the beneRit of combining different technologies, thus the actual activity recognition model presented in this paper shall be enhanced in further work. In sharing learned knowledge across the two domains, we have faced two main challenges: signal synchronization, due to the fact that for machine learning data is typically organized into discrete values as a basis for feature recognition; and feature selection, due to the inherent dependency on sensor properties and their interpretation in the context of heterogeneous technology.
At this stage of the study, we have identiRied limited work elsewhere in the literature in which wearable and environmental technology is combined to enhance activity recognition in daily living scenarios. Hence, due the relevance of the topic, as part of our further work we will provide a thorough review of related work in this regard. On the other hand, Also, in addition to providing a more robust activity recognition model, future work will focus on addressing the aforementioned challenges with our main focus on a mechanism to dynamically select those features which will yield higher performance for the models involved.
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