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a b s t r a c t
We study aspects of computability concerning random events and variables in a
computable probability space which fulfills certain computability axioms. To this end, we
introduce two multirepresentations of random events and random variables respectively,
employing the Fréchet–Nikodym metric and the Ky Fan metric. They are shown to be
recursively complete in guaranteeing computability of basic operations on random events
and random variables. Some natural variations of the multirepresentation of random
variables are defined for the integrable variables to explore computability of integration.
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1. Introduction
In the past decades many efforts have been contributed to exploring computational contents in probability theory, mea-
sure and integration theory from different schools, including TTE (the Type-2 Theory of Effectivity) [15,17,21,20,22,25–27],
domain-theoretical approach [10,11] and constructive analysis [2,4,7,8]. Nonetheless, a systematic approach to effective
probability theory does not yet exist.
In this paper, we suggest an axiomatic approach to fundamental aspects of computability concerning random events and
variables. Motivated by the work in a computable measure space byWeihrauch andWu [27], our approach here is based on
an effective version of the probability space, written (Ω,F , µ,R, β), i.e., a probability space (Ω,F , µ) associated with an
effective structure (R, β), whereR is a countable algebra withF = σ(R) and β is a notation system ofR fulfilling certain
axioms.
Classically, the probability measure µ is assumed to satisfy the following Kolmogorov axioms.
(K1) The probability of an event is a non-negative real number: 0 ≤ µ(E) ≤ 1 for all E ∈ F .
(K2) The assumption of unit measure: µ(Ω) = 1 and µ(∅) = 0.
(K3) The assumption of σ -additivity: any countable sequence (Ei) of pairwise disjoint events satisfiesµ(

i Ei) =

i µ(Ei).
In addition to the above, we propose four axioms about atomic computability properties on the effective information
structure (R, β).
(C1) R is a countable ring withΩ ∈ R and F = σ(R).
(C2) β is a notation system ofR with a recursive domain.
(C3) µ is computable w.r.t. β . Namely, there exists a Turing machine that computes, on input of any β-name of an event
A ∈ R, an approximation of µ(A) up to any precision.
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(C4) Set union and difference are computable w.r.t. β . Namely, there exists a Turing machine that computes, on inputs of
any β-names of events A, B ∈ R, a β-name of A ∪ B resp. A− B.
These axioms assume that the probability measure and set-theoretical operations on basic events in R can be
implemented in a Turing machine via β-names. Using β-names, we will build three multirepresentations, i.e., δF for the
random eventsF , δRV for the random variables RV, and δL for the integrable random variablesL1(µ) respectively. Applying
those multirepresentations, we study computability of basic functions such as set-theoretical operations on random events,
(X, a) → {X ≤ a} and expectation X → E[X] on random variables. It proves that each of those multirepresentations is
recursively complete in the class of all naming systems that entail the computability of some of the aforementioned functions.
This means that names under those multirepresentations encode necessary and sufficient information to guarantee
computability of the considered functions. Therefore they are not just ad hoc but fundamental and typical.
As background, we consider TTE, which is a realistic theoreticalmodel suitable for defining natural computability notions
on abstract spaceswith different algebraic or topological structures. The general idea of TTE is to equip an abstract spacewith
concrete naming systems for its components, and computations on the space are realized by a Type-2 machine operating
on names under the naming systems.
Throughout the content, Σ denotes a finite alphabet of symbols including 0 and 1. We denote by Σ∗ resp. Σω the set
of finite resp. infinite words on Σ , and write W for Σ∗ or Σω . A naming system of a set X is a surjective multifunction
δ :⊆ W ⇒ X assigning words in W as names to each element in X . If W = Σ∗, δ will be called particularly a notation;
otherwise, amultirepresentation.
A Type-2 machine is a Turing machine with a one-way write-only output tape, where ‘‘one-way’’ means that the output
tape has a left end and always writes from left to right. A string function F :⊆ Σ∗ ∪Σω → Σ∗ ∪Σω is said to be computed
by a Type-2 machineM if, on anyw ∈ dom(F),M outputs the value F(w) and halts whenever F(w) ∈ Σ∗. A string function
is called computable iff it is computed by a Type-2machine. A well-known fact is that a computable string function is always
sequentially continuous (see Section 2.2), i.e., a prefix of the output is already determined by a prefix of the input. This is
called the finiteness property of a Type-2 machine.
Definition 1.1 (Effectivity Induced by Naming Systems Cf. [24, Definition 17 and 24]). Let f :⊆ X ⇒ Y be a multifunction. Let
δ, γ be naming systems of X, Y respectively.
1. A string function F :⊆ Σ∗ ∪Σω → Σ∗ ∪Σω will be called a (δ, γ )-realization of f , iff for any x ∈ dom(f ) and a δ-name
u of x,
F(u) ≠ ∅ and ∀v ∈ F(u).f (x) ∩ γ (v) ≠ ∅.
2. The multifunction f will be called (δ, γ )-continuous or (δ, γ )-computable iff it has a continuous or computable (δ, γ )-
realization respectively.
3. The above notions of induced continuity and computability can be extended to multivariate multifunctions in a natural
way.
By definition, we have that (δ, γ )-computable implies (δ, γ )-continuous.
Definition 1.2 (Reducibility Between Naming Systems). Let δ, γ be two naming systems of a set X .
1. δ is topologically/recursively reducible to γ , written δ ≤t γ resp. δ ≤ γ iff the identity on X is (δ, γ )-continuous/
computable (namely, there exists a continuous/computable translator from δ-names into γ -names). (Generalizing [24,
Definition 24.2])
2. δ <t γ denotes that δ ≤t γ and γ t δ. The meaning of δ < γ is defined accordingly.
3. ≡t and≡ denote the equivalences induced by≤t and≤ respectively.
Among a class of naming systems of the same set of objects, the complete ones under continuous or even computable
reducibilities aremost interesting in that they encode theweakest information that is necessary to satisfy certain topological
or recursive properties.
Definition 1.3 (Completeness of Naming Systems). Let Φ be a class of naming systems of a set X . A naming system δ ∈ Φ is
said to be topologically or recursively complete inΦ , iff φ ≤t δ or φ ≤ δ for any φ ∈ Φ , respectively.
The well-known concept of admissible naming systems in TTE relates to a kind of topological completeness. (See
Definition 3.2.7. and Theorem3.2.9 [23],which is generalized by Schröder [18,19] to limit relations andmultirepresentations,
as defined by Definition 2.1 in the sequel.)
In Section 2, naming systems of numbers and basic concepts related to limit relations and probability theory are briefly
depicted.
In Section 3, we propose the notion of a computable pseudo-metric space, whichwill become a useful model to formalize
effectively random events and variables.
In Section 4, we present a formal definition of a computable probability space, and then construct the
multirepresentations δF and δRV for all randomevents and variables in it. δF is admissiblew.r.t. the Fréchet–Nikodymmetric
µ(A △ B) on events A, B ([5, page 53]) and δRV is admissible w.r.t. the Ky Fan metric dµ(X, Y ) = inf{ε > 0 : µ{|X − Y | >
ε} ≤ ε} on random variables ([6, page 236]).
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In Sections 5 and 6, δF and δRV are proven to be recursively complete w.r.t. computability of certain functions.
In Section 7, we introduce another interesting multirepresentation σ which originates from [17]. We show that δRV is
stronger than σ in general.
In Section 8, we discuss computability of integrationw.r.t. δRV. It shows that δRV is insufficient to compute the expectation
of an unbounded random variable.
Finally, we present a multirepresentation δL for the integrable random variables, which is capable of computing the
expectations of all integrable random variables. The relation between δRV and δL is explored which gives the recursive
completeness of δL.
2. Terminologies
2.1. Naming systems of numbers
For any words u and v, let u ⊑ v denote that u is the prefix of v. Let ⟨⟩ be some coding function on words Σ∗ and Σω
such that, for any k ≥ 1,
⟨w1, w2, . . . , wk⟩ ⊑ ⟨w1, w2, . . . , wk, . . .⟩.
(Cf. e.g., the ‘‘tupling functions’’ as defined in Definition 2.1.7 [23].)
Throughout the remaining content, each natural number is assumed to be in the form of a finite binary string; each
rational number m/n with m, n ∈ N co-prime is represented by a finite word ⟨m, n⟩; each real number x is represented by
an infinite word ⟨a1, a2, . . .⟩, where (ai) is a sequence of rational numbers such that |x − ai| ≤ 2−i for every i ≥ 1. This
representation of real numbers is denoted here by ρ, which is sequentially continuous w.r.t. the Euclidean metric on R.
We will say a number, such as a value of a numerical function, can be ‘‘computed’’, ‘‘obtained’’ or ‘‘found’’ if and when a
name of it in the formas assumed above can be computed by a Type-2machine. One can see that a real number is computable
(w.r.t. ρ) iff, up to any precision, a rational approximation of it can be computed.
We will also use two aided representations of R, i.e., ρ< and ρ> which use an increasing resp. decreasing sequence of
rational numbers to represent a real as its limit.
Let M,N be non-empty sets and γ , δ naming systems of M,N respectively. The so-called product naming system of the
tuplesM × N can be derived, written (γ , δ), which is defined by
(γ , δ)(w) := (m, n) if and only if w = ⟨u, v⟩,m ∈ γ (u) and n ∈ δ(v).
Product naming systems of more dimensions can be derived canonically.
2.2. Limit relations and sequential continuity
In the sequel, let (xi) denote the sequence x1, x2, . . . A limit (convergence) relation→X on a non-empty set X , is a relation
that assigns points in X to sequences (xn) in X , i.e.→X⊆ Xω × X . If ((xn), x) ∈→X , we say that (xn) converges to x, written
(xn)→X x or xn →X x, where (xn) is called a→X -convergent sequence and x is called a limit of (xn). Limit relations induce a
natural notion of continuity: a function f :⊆ X → Y is said to be continuousw.r.t. limit relations→X and→Y iff f preserves
convergent sequences (Cf. [3,9]). Sometimes this notion of continuity is called sequential continuity to differwith that defined
in terms of topologies. This concept is extended to multifunctions in Definition 2.1.1.
A pair (X,→X ) will be called a limit space if and only if the limit relation→X on X satisfies the following three axioms
(Cf. [13,16]):
(L1) (x)→X x;
(L2) If (xn)→X x then (xnk)k →X x, where (xnk)k is a subsequence of (xn);
(L3) If (xn) is a sequence such that any subsequence of (xn) has a subsequence converging to x, then (xn) converges to x.
Each topology induces a limit relation which satisfies the above three axioms. However, a limit relation does not need
to be induced by any topology (Cf. [12]). In this paper,→τ denotes the limit relation induced by a topology τ , and→d by a
(pseudo-)metric d.
For a word w in Σ∗ ∪ Σω , w≤i denotes the maximal prefix of w of length ≤i. Let w0, w1, . . . be a sequence of words in
Σ∗ ∪ Σω . We say (wi) converges to w0, written (wi)→Σ w0, iff ∀i ≥ 1∃N ∈ N∀k ≥ N (wk)≤i = (w0)≤i. A string function
F :⊆ Σ∗ ∪Σω → Σ∗ ∪Σω is called continuous iff, for anyw0, w1, . . . ∈ dom(F)with (wi)→Σ w0, (F(wi))→Σ F(w0).
Definition 2.1 ([19, Definition 2.4.5 and 2.4.16]). Let (X,→X ) and (Y ,→Y ) be limit spaces.
1. Amultifunction f :⊆ X ⇒ Y is defined to be sequentially continuouswith respect to→X and→Y iff, for any ((xn), x) ∈→X ,
it holds that
∀n ∈ N∀yn ∈ f [xn]∀y ∈ f [x].((yn), y) ∈→Y .
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2. Let δ be a multirepresentation of X . Then δ is called admissible w.r.t. →X , iff δ is topologically complete among all
(→Σ ,→X )-continuous multirepresentations of X , i.e. δ is (→Σ ,→X )-continuous and φ ≤t δ for any (→Σ ,→X )-
continuous multirepresentation of X .
2.3. Basic notions from probability theory and measure theory
Let Ω be a non-empty set. A ring on Ω is a collection of subsets of Ω closed under the formation of finite unions and
differences. A field (or algebra) on Ω is a ring on Ω that contains Ω . A σ -field (or σ -algebra) on Ω is a field on Ω which is
closed under countable unions. For any class C of sets, there exists a minimal σ -field including C, in symbol σ(C), called
the σ -field generated by C. A probability measure on a σ -fieldF is a real-valued functionµ : F → [0, 1]which is countably
additive with µ(∅) = 0 and µ(Ω) = 1. In this case, the triple (Ω,F , µ) is called a probability space. Then Ω is called a
sample space and the sets in F are called random events. A real function X : Ω → R is called a random variable if it is Borel
measurable, i.e., {X > a} := {ω ∈ Ω|X(ω) > a} is a random event for any real number a (Cf. [1, page 36, line 34–37]). A
random variable can be interpreted as a physical measurement on the sample spaceΩ .
A sequence of sets (An) is called monotonically increasing/decreasing if An ⊆ An+1 resp. An ⊇ An+1 for all n. Obviously, if
(An) is a monotone sequence, then lim supn An = lim infn An, where
lim sup
n
An :=
∞
n=1
∞
i=n
Ai and lim inf
n
An :=
∞
n=1
∞
i=n
Ai.
Let An ↗ A denote that (An) is a monotonically increasing sequence of sets with A = n An, and An ↘ A that (An) is a
monotonically decreasing sequence of sets with A =n An. In the above two cases, we call A themonotone limit of (An).
For sets A and B, A △ B := (A− B) ∪ (B− A) is called the symmetric difference of A and B.
Denote by RV the class of all random variables in (Ω,F , µ). Denote byL1(µ) the class of all integrable random variables
in (Ω,F , µ). For X and Y ∈ RV, define that, for all ω ∈ Ω
(X ∨ Y )(ω) := max(X(ω), X(ω)),
(X ∧ Y )(ω) := min(X(ω), Y (ω)).
And X+ := X ∨ 0 and X− := −(X ∧ 0) = (−X) ∨ 0.
Theorem 2.2 (Approximation Theorem [1, p.19]). Let (Ω,Å, µ) be a measure space, and let F be a field of subsets of Ω such
that Å = σ(F ). Assume that µ is σ -finite on F , and let ε > 0 be given. If A ∈ Å and µ(A) <∞, there is a set B ∈ F such that
µ(A △ B) < ε.
3. A computable pseudo-metric space
We will represent random events and random variables by sequences of special elements converging under pseudo-
metrics, so we introduce the following notions, which extend the definitions of a computable metric space and its Cauchy
representation as defined in Definition 8.1.2 [23] to pseudo-metrics. The following definition can be referred in a textbook.
Definition 3.1 (Pseudo-Metric Space [14, p. 119]). Let M be a non-empty set and d : M × M → [0,+∞) a non-negative
real-valued function. The tuple (M, d) is called a pseudo-metric space if and only if dmeets the following conditions:
1. ∀x ∈ M.d(x, x) = 0,
2. ∀x, y ∈ M.d(x, y) = d(y, x),
3. ∀x, y, z ∈ M.d(x, y)+ d(y, z) ≥ d(x, z).
Definition 3.2 (Computable Pseudo-Metric Space).
1. A computable pseudo-metric space is a tuple (M, d, A, β) such that d is a pseudo-metric onM , β :⊆ Σ∗ → A is a notation
of a dense subset A ⊆ M with a recursive domain, and d is computable w.r.t. β .
2. The Cauchy multirepresentation δM :⊆ Σω ⇒ M associated with the computable pseudo-metric space (M, d, A, β) is
defined by that x ∈ δM(p) iff p = ⟨w1, w2, . . .⟩with d(β(wi), x) ≤ 2−i for all i ≥ 1.
Notice that, for a Cauchy multirepresentation δM as defined above, it holds d(x, y) = 0 for any δM-name p and
x, y ∈ δM(p).
Theorem 3.3. For a computable pseudo-metric space (M, d, A, β), the Cauchy multirepresentation δM is admissible w.r.t.→d.
Proof. First, let us show δM is (→Σ ,→d)-continuous. Let pi ∈ dom(δM) for all 1 ≤ i ≤ ∞ with (pi)i≥1 →Σ p∞. Suppose
p∞ = ⟨w1, w2, . . .⟩ as a δM-name. It holds that
∀n∃N∀i ≥ N, ⟨w1, w2, . . . , wn⟩ ⊑ pi.
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So, for all A ∈ δM(p∞) and Ai ∈ δM(pi), d(β(wn), A) ≤ 2−n and d(β(wn), Ai) ≤ 2−n for every i ≥ N . It follows that
d(Ai, A) ≤ 21−n, i.e. (Ai)→d A. Therefore δM is (→Σ ,→d)-continuous.
Second, supposing γ is another (→Σ ,→d)-continuous naming system of M , it suffices to show γ ≤t δM . For a subset
B ⊆ M , denote as usual
diam(B) := sup{d(x, y)|x, y ∈ B}.
For all k ≥ 1, define Γk by that, forw ∈ Σ∗,w ∈ Γk iff there exists p ∈ dom(γ ) so thatw is the minimal prefix of p that
fulfills the following conditions:
|w| ≥ k and diam(γ [wΣω]) < 2−k.
This is well-defined since limk→∞ diam(γ [p≤kΣω]) = 0 for any p ∈ dom(γ ).
Suppose <dom(β) is a linear order on dom(β). For each k ≥ 1 there exists a function gk : Γk → dom(β) so that, for any
w ∈ Γk, gk(w) is the minimal argument in<dom(β) s.t.
∀x ∈ γ [wΣω].d(β(gk(w)), x) < 2−k.
Such functions gk are well-defined since diam(γ [wΣω]) < 2−k and A is dense inM .
Let q be a γ -name of x ∈ M . Since limk→∞ diam(γ [q≤kΣω]) = 0, there exists for each k ≥ 1 a unique prefix of q, written
q[k], s.t. q[k] ∈ Γk. Then ⟨g1(q[1]), g2(q[2]), . . .⟩ is a δM-name of x. Let us define a translator G from γ -names into δM-names
as follows. For all γ -name q,
G(q) := ⟨g1(q[1]), g2(q[2]), . . .⟩.
It is easy to verify that G is (→Σ ,→Σ )-continuous. So we have shown that γ ≤t δM . 
4. A computable probability space
Definition 4.1. Let (Ω,F , µ) be a probability space. The structure (Ω,F , µ,R, β)will be called a computable probability
space if it satisfies additionally the following axioms:
(C1) R is a countable ring withΩ ∈ R and F = σ(R);
(C2) β is a notation system ofR with a recursive domain;
(C3) µ is computable w.r.t. β;
(C4) Union and difference are computable w.r.t. β .
Axiom (C1) makes it possible to represent every random event in F by a converging sequence over R. Axiom (C2) is
useful for us to enumerate effectively the domain of β so as to find an appropriate element in R. Although a c.e. domain
suffices to do the searchings, a recursive one is more possible to permit designing of efficient algorithms. To the view of ours,
the notation systems and encoding schemes as employed in mathematics and computer sciences so far have been designed
actually to be of a recursive domain, and we believe that a notation system with a non-recursive domain is avoidable and
thus unnecessary. Axiom (C3) endows the probability measure with the (β, ρ)-computability. Axiom (C4) postulates the
effective set-theoretical operations on the structure (R, β).
Assumption 4.2. Throughout the remaining content, let (Ω,F , µ,R, β) be a computable probability space with the
infinitely divisible property, i.e., for any A ∈ R, there exists a subset B ⊆ A inR s.t.
1
4
µ(A) ≤ µ(B) ≤ 1
2
µ(A).
Definition 4.3 (Pseudo-Metric dµ on F and RV).
1. For A, B ∈ F , define dµ(A, B) := µ(A △ B). The function dµ on F 2 is called the Fréchet–Nikodymmetric ([5, page 53]).
2. For X, Y ∈ RV, define dµ(X, Y ) := inf{ε > 0 : µ{|X − Y | > ε} ≤ ε}. The function dµ on RV2 is called the Ky Fan metric
([6, page 236]).
In the above definition, item 1 can be treated as a special case of item 2 as dµ(A, B) = dµ(IA, IB), where IA and IB are the
indicator functions of A and B. It is easy to see that dµ is a pseudo-metric on both F and RV. Recall that in the literature a
sequence (Xn) of random variables is called converging in measure iff (Xn) converges under dµ.
The following observation is useful, whose proof is left to the reader.
Lemma 4.4. Let X, Y ∈ RV and ε > 0. Then
dµ(X, Y ) ≤ ε ⇐⇒ µ{|X − Y | > ε} ≤ ε.
Lemma 4.5. R is dense in the pseudo-metric space (F , dµ).
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Proof. Immediately by Theorem 2.2. 
Theorem 4.6. (F , dµ,R, β) is a computable pseudo-metric space.
Proof. By Definition 4.1, dµ is computable w.r.t. β . By Lemma 4.5, R is dense in (F , dµ). Therefore, (F , dµ,R, β) is a
computable pseudo-metric space by Definition 3.2. 
A function h : Ω → Q is said to be a simple variable in the computable probability space (Ω,F , µ,R, β) iff h takes on
only finitely many distinct rational values and, for each rational value c , {h = c} ∈ R. Let SV denote the set of all simple
variables.
Lemma 4.7. SV is dense in (RV, dµ).
Proof. Let X ∈ RV and c ∈ Q+. There exists n ∈ N s.t.
µ{X ≥ nc} + µ{X < −nc} ≤ c. (1)
For each integer kwith−n ≤ k < n, denote
Ak := {kc ≤ X < (k+ 1)c}.
Define a rational-valued step function s :=n−1k=−n kc · IAk . Then
{|X − s| ≥ c} ⊆ {X ≥ nc} ∪ {X < −nc}
and thus µ{|X − s| ≥ c} ≤ c by (1), which implies
dµ(X, s) ≤ c. (2)
On the other hand, due to Lemma 4.5,R is dense in (F , dµ), so there exist Ek ∈ Rwith−n ≤ k < n s.t.µ(Ak △ Ek) ≤ c/2n.
Define a simple variable h :=n−1k=−n kc · IEk . Then
{|h− s| ≥ c} ⊆
n−1
k=−n
Ak △ Ek
and thus µ{|h− s| ≥ c} ≤ c , which implies dµ(h, s) ≤ c. This together with (2) obtains dµ(X, h) ≤ 2c . 
A natural notation νSV of SV is defined as follows. For any h ∈ SV and p ∈ Σω , νSV(p) := h iff, for some n ∈ N and some
rational numbers ci and β-nameswi with 1 ≤ i ≤ n, β(wi) are pairwise disjoint and
p = ⟨⟨c1, w1⟩, ⟨c2, w2⟩, . . . , ⟨cn, wn⟩⟩ and h =
n
i=1
ciIβ(wi).
Theorem 4.8. (RV, dµ, SV, νSV) is a computable pseudo-metric space.
Proof. By Lemma 4.7, it suffices to show that dµ is computable w.r.t. νSV. Let X, Y ∈ SV. Let p, q be νSV-names of X, Y
respectively s.t.
p = ⟨⟨a1, u1⟩, ⟨a2, u2⟩, . . . , ⟨am, um⟩⟩,
q = ⟨⟨b1, v1⟩, ⟨b2, v2⟩, . . . , ⟨bn, vn⟩⟩.
An algorithm computes on p and q as follows.
Step 1. For all 1 ≤ i ≤ m and 1 ≤ j ≤ n, compute the values of |ai − bj|.
Step 2. Arrange those values |ai − bj| to construct the maximal decreasing sequence
c1 > c2 > · · · > cr .
Step 3. Obtain an increasing sequence E1 ⊆ E2 ⊆ · · · ⊆ Er , where
Ek =

{β(ui) ∩ β(vj) | 1 ≤ i ≤ m, 1 ≤ j ≤ n and |ai − bj| > ck}.
Step 4. Find the minimal k s.t. µ(Ek) > ck. Then output µ(Ek) as the value of dµ(X, Y ) and halt.
Let us verify correctness of the above procedure. As the sequence (ci) constructed in step 2 is decreasing, the sequence
(Ek) obtained in step 3 is indeed increasing. By steps 2 and 3 together, we see that the minimal integer k specified in step 4
can be found surely. It remains to show that the output is exactly dµ(X, Y ). In fact, it yields by step 4 that
ck < µ(Ek) ≤ µ(Ek−1) ≤ ck−1.
Then {|X − Y | > µ(Ek)} = {|X − Y | > ck} = Ek and so
µ{|X − Y | > µ(Ek)} = µ(Ek)
which implies by definition that dµ(X, Y ) = µ(Ek). 
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According to Definition 3.2, we obtain the following multirepresentations.
Definition 4.9 (Cauchy Multirepresentations of F and RV).
1. δF :⊆ Σω ⇒ F is the Cauchy multirepresentation of F defined by
A ∈ δF ⟨w1, w2, . . .⟩ iff A ∈ F , wi ∈ dom(β) and dµ(β(wi), A) ≤ 2−i
for every i ≥ 1.
2. δRV :⊆ Σω ⇒ RV is the Cauchy multirepresentation of RV defined by
X ∈ δRV⟨v1, v2, . . .⟩ iff X ∈ RV, vi ∈ dom(νSV) and dµ(νSV(vi), X) ≤ 2−i
for every i ≥ 1.
Several different multirepresentations of measurable sets in a computable measure space have been defined in [25,26].
The restrictions of all those naming systems onto the class of finitely measurable sets are essentially the same one, i.e.,
they are recursively reducible to each other. Particularly, if the underlying measure space is the computable probability
space as we assumed here, then each of them is equivalent to δF . Therefore, all the results on finite measures and finite
measurable sets as obtained in [25,26] apply accordingly to δF . For example, it follows by Theorem 4.1 in [26] that the
probability measureµ and the set-theoretical operations (union, intersection, difference and complement) are computable
w.r.t. δF .
5. Recursive completeness of δF
Let us verify computability of the measure µ and the set-theoretical operations w.r.t. δF in the special situation of
(Ω,F , µ,R, β). Although it can be derived as a corollary of the old results in [25] or [26], we prefer to obtain a separate,
direct and simple proof as follows.
Theorem 5.1.
1. β ≤ δF .
2. Ω is δF -computable.
3. µ is δF -computable.
4. The set-theoretical operations (union, intersection, difference and complement) are δF -computable.
Proof. 1. Let E ∈ R with a β-namew. Then ⟨w,w, . . .⟩ is a δF -name of E. This implies β ≤ δF .
2. SinceΩ ∈ R, the statement follows from claim 1.
3. Let A be a random event with a δF -name p. By definition, supposing that p = ⟨w1, w2, . . .⟩, it holds
dµ(A, β(wi)) = µ(A △ β(wi)) ≤ 2−i
for every i ≥ 1. Since
|µ(A)− µ(β(wi))| ≤ µ(A △ β(wi))
and µ is β-computable, µ(A) can be computed from p.
4. Let A, B ∈ F with δF -names p, q respectively. Suppose that p = ⟨w1, w2, . . .⟩ and q = ⟨v1, v2, . . .⟩ and let Ai := β(wi)
and Bi := β(vi) for every i ≥ 1. We have
(Ai ∪ Bi) △ (A ∪ B) ⊆ (Ai △ A) ∪ (Bi △ B),
and so
µ((Ai ∪ Bi) △ (A ∪ B)) ≤ 21−i.
Since∪ is computablew.r.t.β , aβ-name ui of Ai+1∪Bi+1 can be computed fromwi+1 and vi+1 for any i ≥ 1. Then ⟨u1, u2, . . .⟩
is a δF -name of A ∪ B. Therefore, ∪ is computable w.r.t. δF .
Similarly, we have
(Ai − Bi) △ (A− B) ⊆ (Ai △ A) ∪ (Bi △ B).
So a δF -name of A − B can be computed from p, q, that is, set difference is computable w.r.t. δF . This together with
statement 2 implies that complement is (δF , δF )-computable. Finally, since A∩B = (Ac ∪Bc)c , intersection is (δF , δF , δF )-
computable. 
Corollary 5.2 (Completeness of δF ). δF is recursively complete in the class of all naming systems δ of F satisfying the following
conditions:
1. β ≤ δ;
2. µ is δ-computable;
3. The set-theoretical operations (union, intersection, difference and complement) are δ-computable.
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Proof. Suppose δ is a naming system of F which fulfills the three conditions as stated in the theorem. Let A ∈ F with a
δ-name p. Since β ≤ δ, for any β-name of a set E ∈ R, a δ-name, say q, of E can be computed. By condition 3, a δ-name
of A △ E can be computed from p and q. By condition 2, µ(A △ E) can be computed. Moreover, dom(β) is recursive by
Definition 4.1. Therefore, for any i ≥ 1, a β-namewi of a set Ei ∈ R can be found s.t. µ(Ei △ A) < 2−i. Then ⟨w1, w2, . . .⟩ is
a δF -name of A. Thus δ ≤ δF . This together with Theorem 5.1 guarantees the claimed completeness of δF . 
6. Recursive completeness of δRV
A real number c will be called a stable value of a random variable X iff µ{X = c} ≠ 0. It is well-known that a random
variable has at most countably many stable values. A random variable is called continuous iff it has not a stable value at all
(Cf.[1, page 175, line 22–24]).
Theorem 6.1. Let γ be a (→Σ ,→dµ)-continuous naming system of F , and δ any naming system of RV. The mapping
f : RV× R→ F , (X, c) → {X ≤ c}
is not (δ, ρ, γ )-continuous and thus not (δ, ρ, γ )-computable. The statement holds accordingly for ‘‘≤’’ replaced by ‘‘≥’’, ‘‘<’’ or
‘‘>’’ respectively.
Proof. Let X be a random variable with a stable value c0. It holds that
µ{X < c0} ≠ µ{X ≤ c0}. (3)
Let p be a δ-name of X . Let (ci) be a sequence of real numbers with ci ↗ c0. It follows that
{X ≤ ci} ↗ {X < c0}
and thus
µ{X ≤ ci} ↗ µ{X < c0}.
It follows by (3) that
lim
i
µ{X ≤ ci} ≠ µ{X ≤ c0}.
On the other hand, let F be a (δ, ρ, γ )-realization of f , and assume that F is continuous. Since (ci) ↗ c0, there exist
ρ-names qi of ci s.t. (qi) →Σ q0. Then (F(p, qi)) →Σ F(p, q0), where F(p, qi) is a γ -name of {X ≤ ci} for every i ≥ 0.
Remembering that, as assumed in the theorem, γ is (→Σ ,→dµ)-continuous, we have
({X ≤ ci})→dµ {X ≤ c0}
and so
lim
i
µ{X ≤ ci} = µ{X ≤ c0}.
This is a contradiction.
Since {X > a} = Ω − {X ≤ a}, the statement for ≤ replaced by > follows by Theorem 5.1.4. Analogously, one obtains
the statements for≥ and< respectively. 
Remember that δF is (→Σ ,→dµ)-continuous, so the above theorem applies to δF . Nonetheless, we have the following
positive results.
Theorem 6.2. The mapping (X, a) → {X ≤ a} is computable w.r.t. δRV and δF in all random variables X ∈ RV and values a ∈ R
which are not stable values of X.
Proof. Let an ↗ a for an, a ∈ R. Since {X ≤ an} ↗ {X ≤ a}, we have µ{X ≤ an} ↗ µ{X ≤ a} as a is not a stable value of X .
Let p be a δRV-name of X . By Definition 4.9.1 of δF , it suffices to show that for any i ≥ 1 some set E ∈ R (in the form of a
β-name) can be computed from p and a s.t.
µ(E △ {X ≤ a}) ≤ 2−i.
Since a is not a stable value of X , a rational-simple function h and a rational number 0 < ε ≤ 2−i−1 can be obtained from
p and a by Definitions 4.3.2 and 4.9.2 s.t.
µ{|h− X | ≥ ε} ≤ ε and µ{a− ε ≤ h ≤ a+ ε} ≤ ε. (4)
It holds
{h ≤ a} △ {X ≤ a} ⊆ {|h− X | ≥ ε} ∪ {a− ε ≤ h ≤ a+ ε};
{h ≤ a+ ε} △ {X ≤ a} ⊆ {|h− X | ≥ ε} ∪ {a− ε ≤ h ≤ a+ ε}.
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Thus we have, for any rational number c : a ≤ c ≤ a+ ε,
{h ≤ c} △ {X ≤ a} ⊆ {|h− X | ≥ ε} ∪ {a− ε ≤ h ≤ a+ ε},
which implies by (4) that
µ({h ≤ c} △ {X ≤ a}) ≤ 2−i.
It is not hard to see that a β-name of {h ≤ c} can be computed from any νSV-name of h for any rational number c. Therefore,
a δF -name of {X ≤ a} can be computed from p and a. 
Corollary 6.3. Let X be a continuous random variable. The mapping (X, a) → {X ≤ a} is computable w.r.t. δF and δRV in all
random variables X and real numbers a.
Proof. Since X is continuous, it holds by definition that any real a is not a stable value of X . Therefore the statement follows
from Theorem 6.2. 
Theorem 6.4. The following multifunction is computable w.r.t. δRV:
(X, a, ε) → a˜ ∈ R (X ∈ RV, a ∈ R and ε > 0)
where a˜ is any real number which is not a stable value of X and |a˜− a| ≤ ε.
Proof. Suppose (Xi) is the sequence of simple functions encoded in a δRV-name of X . Let i0 be the minimal natural number
s.t. 2−i0 < ε/2. A rational number a0 can be found s.t. A0 := (a0 − 2−i0 , a0 + 2−i0) ⊆ [a, a+ ε]. Let us define inductively a
converging sequence (ak) of rational numbers and a decreasing sequence (Ak) of open intervals as follows. For every k ≥ 0,
denote two subsets of Ak by
A′k := (ak − 2−(i0+2k+1), ak), A′′k := (ak, ak + 2−(i0+2k+1)).
Define nondeterministically for every k ≥ 0,
Ak+1 := A′k, Bk+1 := A′′k if µ{Xi0+2k+2 ∈ A′k} ≤ µ{Xi0+2k+2 ∈ A′′k } + 2−k,
Ak+1 := A′′k , Bk+1 := A′k if µ{Xi0+2k+2 ∈ A′′k } ≤ µ{Xi0+2k+2 ∈ A′k} + 2−k,
(5)
and let ak+1 be the midpoint of Ak+1. Thus, for any k ≥ 0,
Ak = (ak − 2i0+2k, ak + 2i0+2k) and A1 ⊇ A2 ⊇ · · · ⊇ Ak ⊇ · · ·
So a real number a˜ := limk ak can be computed from (Xi) sinceµ{Xi2k+2 ∈ A′k} andµ{Xi2k+2 ∈ A′′k } are computable recursively
from the rational-simple functions Xi2k+2 for each k. It is obvious that |a˜− a| ≤ ε.
It remains to verify thata is not a stable value of X . For each k ≥ 1, supposing Bk = (bk, ck), let
Ck := (bk − 2−(i0+2k+2), ck + 2−(i0+2k+2)).
It is not difficult to see that Ck are pairwise disjoint. In fact, for any k ≥ 1, Ak and Bk are disjoint and Bi ⊆ Ak for all i > k.
Furthermore, the distances from A′k or A
′′
k to the endpoints of Ak are no less than |Ak|/4 = 2−(i0+2k+1), and so the distances
from Ak+1 or Bk+1 to Bk are no less than 2−(i0+2k+1). Consequently, Ck are pairwise disjoint.
Assume the contrary that there exists δ > 0 s.t. µ{X = a˜} > δ. Since (Xk)→dµ X and a˜ ∈ Ak for every k ≥ 1, it holds
lim
k
µ{Xi0+2k+2 ∈ Ak} ≥ δ.
Since µ{Xi0+2k+2 ∈ Ak} ≤ µ{Xi0+2k+2 ∈ Bk} + 2−k by (5), it follows
lim
k
µ{Xi0+2k+2 ∈ Bk} ≥ δ. (6)
On the other hand, we have
{Xi0+2k+2 ∈ Bk} ⊆ {X ∈ Ck} ∪ {|X − Xi0+2k+2| ≥ 2−(i0+2k+2)}
and limk µ{|X − Xi0+2k+2| ≥ 2−(i0+2k+2)} = 0 by definition. This together with (6) obtains
lim
k
µ{X ∈ Ck} ≥ δ.
Since Ck ⊆ A0 are pairwise disjoint, this implies that µ{X ∈ A0} = ∞. This is a contradiction. 
Theorem 6.5 (Completeness of δRV). δRV is recursively complete in the class of all naming systems δ of RV that satisfies
Theorems 6.2 and 6.4 while replacing δRV by δ.
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Proof. Let X ∈ RV with a δ-name p. It suffices to construct for every i ≥ 1 a simple function Xi from p s.t. dµ(Xi, X) ≤ 2−i.
Since δ satisfies both Theorems 6.2 and 6.4, a sequence of reals a0 < a1 < a2 < · · · < an which are not stable values of X
can be computed s.t. ak − ak−1 ≤ 2−i for all 1 ≤ k ≤ n and
µ{X ≤ a0} + µ{X ≥ an} ≤ 2−i−1. (7)
Moreover, for each 1 ≤ k ≤ n, a δF -name qk of the set {ak−1 ≤ X < ak} can be computed, and thus by definition, a basic set
Ek ∈ R can be obtained from qk s.t.
µ(Ek △ {ak−1 ≤ X < ak}) ≤ 2−i−1/n. (8)
Let Xi :=nk=1 bkIEk where bk is any rational number in (ak−1, ak). It holds by (7) and (8) that µ{|Xi − X | ≥ 2−i} ≤ 2−i and
hence dµ(Xi, X) ≤ 2−i. 
7. Another multirepresentation σ of random variables
In [17, Definition 3.4], themultirepresentationσ of randomvariables in an abstract probability space has been introduced,
which together with its variations is useful in discussing computability of basic queueing systems. We reformulate it here
for the random variables RV in the computable probability space (Ω,F , µ,R, β) as follows.
Definition 7.1. Define an information structure (RV, B, ν) as follows.
1. Let B = {B(s, t,m)|s, t,m ∈ Q}, where
B(s, t,m) := {X ∈ RV|µ{s < X < t} > m}.
2. Let ν be a natural numbering of B defined by ν⟨s, t,m⟩ := B(s, t,m) for any parameters (s, t,m) ∈ Q3.
The multirepresentation σ :⊆ Σω ⇒ RV induced by ν is defined by that, for any q ∈ Σω and X ∈ RV,
X ∈ σ(q) ⇐⇒ q is a listing (via ν) of all B(s, t,m) ∈ Bwith X ∈ B(s, t,m).
For a random variable X , µX (E) := µ{X ∈ E} is well-known to be a measure on R. For random variables X, Y , define the
following equivalence
X ≡ Y ⇐⇒ µX = µY .
We observe the following.
Lemma 7.2. For X, Y ∈ RV, X ≡ Y iff X and Y have the same σ -names.
Proof. (only if) Since X ≡ Y , it holds by definition µX = µY . For any rational numbers s, t , we have µX (s, t) = µY (s, t),
namely
µ{s < X < t} = µ{s < Y < t}.
It follows that, for any rationalm,
X ∈ B(s, t,m) ⇐⇒ Y ∈ B(s, t,m),
which implies that X, Y have the same σ -names.
(if) Suppose that X, Y have the same σ -names. For any rational numbers s, t,m, it holds
X ∈ B(s, t,m) ⇐⇒ Y ∈ B(s, t,m),
i.e.
µ{s < X < t} > m ⇐⇒ µ{s < Y < t} > m.
This yields
µ{s < X < t} = µ{s < Y < t}.
So we have µX = µY , namely X ≡ Y . 
This observation indicates that σ is substantially a representation of the quotient space RV/≡ since each σ -name
represents an equivalence class of ≡. Furthermore, each σ -name can be viewed as representing a stochastic experiment
or simulator that subjects to a unique probability distribution. Therefore, σ can be treated as a universal model of stochastic
experiments or simulators.
The following result shows that usually a δRV-name contains more rich information than that of a σ -name.
Theorem 7.3.
1. δRV ≤ σ .
2. σ  δRV if there exist disjoint sets E, F ∈ R with µ(E) = µ(F) > 0.
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Proof. 1. Suppose X ∈ RV. Let (Xi) be the Cauchy sequence of simple variables as encoded in a δRV-name of X . Let us show
that, for any s,m ∈ Q,
µ{X > s} > m ⇐⇒ ∃i.µ{Xi > s+ 2−i} − 2−i > m. (9)
(⇒) Suppose µ{X > s} > m for s,m ∈ Q. As (Xi)→dµ X , it holds
lim
i
µ{Xi > s+ 2−i} = µ{X > s} > m.
This follows that there exists i large enough s.t.
µ{Xi > s+ 2−i} − 2−i > m. (10)
(⇐) Suppose there exists i s.t. (10) holds. By Lemma 4.4 and Definition 4.9.2,
µ{|Xi − X | ≥ 2−i} ≤ 2−i
which yields for every i that
µ({Xi > s+ 2−i} − {X > s}) ≤ 2−i
and thus
µ{X > s} ≥ µ({Xi > s+ 2−i} − 2−i > m.
With an analogous argumentation, one obtains that, for any s, t,m ∈ Q,
µ{s < X < t} > m ⇐⇒ ∃i.µ{s+ 2−i < Xi < t − 2−i} − 2−i > m. (11)
Notice that the value of µ{s + 2−i < Xi < t − 2−i} can be computed from a β-name of Xi. This together with (11) implies
that a σ -name of X can be computed from (Xi).
2. Suppose disjoint E, F ∈ R with µ(E) = µ(F) > 0. Then IE, IF ∈ RV and IE ≡ IF and thus they cannot be discriminated
by σ -names. However, they can be discriminated by δRV-names. In fact, given any δRV-names of IE and IF , one obtains
δF -names, say p, q, of E and F due to Theorem 6.2. With p and q, the values µ(E) and µ(E ∩ F) can be computed by
Theorem 5.1. Then µ(E ∩ F) < µ(E) is c.e., so is IE ≠ IF . 
8. Computability of integration w.r.t. δRV
In general, the information encoded in a δRV-name of a random variable X is insufficient to compute the expectation E[X].
Theorem 8.1. Integration X → 
Ω
Xdµ for all integrable random variables X is not (δRV, ρ)-continuous and thus not (δRV, ρ)-
computable.
Proof. Let X ∈ RVwith 
Ω
Xdµ <∞. It is not very hard to see that there exists a δRV-name of X , written ⟨w1, w2, . . .⟩, such
that
dµ(Xi, X) ≤ 2−i−1 and lim
i

Ω
Xidµ =

Ω
Xdµ (12)
where Xi := νSV(wi) for every i ≥ 1. This yields by Lemma 4.4 that
µ{|Xi − X | > 2−i−1} ≤ 2−i−1 (∀i ≥ 1).
Fix i. Due to Lemma 4.5,R is dense in F , so there is Ei ∈ R s.t. µ(Ei) > 0 and
µ(Ei ∪ {|Xi − X | > 2−i−1}) ≤ 2−i. (13)
Let Yi := Xi + (i/bi)IEi where bi ∈ Qwith 0 < bi < µ(Ei). Since
{|Yi − X | > 2−i} ⊆ {|Yi − Xi| > 2−i−1} ∪ {|Xi − X | > 2−i−1}
⊆ Ei ∪ {|Xi − X | > 2−i−1},
it follows by (13) that
µ{|Yi − X | > 2−i} ≤ 2−i
which implies dµ(Yi, X) ≤ 2−i by Lemma 4.4 and thus
dµ(Xk, Yi) ≤ dµ(Xk, X)+ dµ(X, Yi) ≤ 2−k (1 ≤ k < i).
On the other hand, as Yi = Xi + (i/bi)IEi , we obtain by (12) that
lim
i

Ω
Yidµ = ∞.
Suppose vi is a νSV-name of Yi. Let pi := ⟨w1, w2, . . . , wi−1, vi, vi, . . .⟩. Then pi is a δRV-name of Yi and (pi)→Σ p. However,
limi

Ω
Yidµ = ∞ and

Ω
Xdµ <∞. So the theorem follows. 
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Nonetheless, if some upper and lower bounds of X are known then its expectation E[X] can be computed w.r.t. δRV.
Theorem 8.2.
1. The function (X, a, b) → 
Ω
(X ∧ a ∨ b)dµ is (δRV, ρ, ρ, ρ)-computable in all X ∈ RV and a > b.
2. The multifunction (X, ε) → (A, A Xdµ) for any A ∈ F with µ(Ac) ≤ ε is (δRV, ρ, δF , ρ)-computable in all X ∈ RV and
ε > 0.
3. Integration X → 
Ω
Xdµ is (δRV, ρ<)-computable.
Proof. 1. Let (Xi) be a sequence of simple variables encoded in a δRV-name of X . By Lemma 4.4, it holdsµ{|X − Xi| > 2−i} ≤
2−i for every i ≥ 1. Noticing that |X ∧ a ∨ b− Xi ∧ a ∨ b| ≤ |X − Xi|, we have
µ{|X ∧ a ∨ b− Xi ∧ a ∨ b| > 2−i} ≤ µ{|X − Xi| > 2−i} ≤ 2−i.
For any integers j and i s.t. (a− b+ 1)2−i ≤ 2−j, it holds
Ω
|X ∧ a ∨ b− Xi ∧ a ∨ b|dµ ≤

E
|X ∧ a ∨ b− Xi ∧ a ∨ b|dµ+

Ec
|X ∧ a ∨ b− Xi ∧ a ∨ b|dµ (14)
≤

E
(a− b)dµ+

Ec
2−idµ
≤ (a− b+ 1)2−i
≤ 2−j,
where E := {|X ∧ a∨ b− Xi ∧ a∨ b| > 2−i}. Since

Ω
Xi ∧ a∨ bdµ can be computed from (Xi, a, b), the statement follows
from (14).
2. By Theorems 6.2 and 6.4, a number a > 0 can be computed s.t. µ(Ac) ≤ ε where A := {−a ≤ X ≤ a}. Thus the
statement follows by 1.
3. The statement follows immediately from 2. 
The following definition is inspired by [17, Definition 3.12].
Definition 8.3. Define a multirepresentation δbRV of the almost everywhere bounded random variablesL∞(µ) by
X ∈ δbRV(w) iff (X, b) ∈ (δRV, ρ>)(w) and {|X |(ω) ≤ b} = Ω a.e.
Corollary 8.4. Integration X → 
Ω
Xdµ is (δbRV, ρ)-computable.
Proof. The statement follows immediately from Theorem 8.2.1. 
9. A recursively complete multirepresentation ofL1(µ)
In [27], a multirepresentation of integrable functions in a computablemeasure space has been defined, which applies the
well-known L1-metric on integrable functions.We reformulate it heremore straightforwardly in the computable probability
space (Ω,F , µ,R, β).
For integrable random variables X and Y , the L1-metric is defined by
d1(X, Y ) :=

Ω
|X − Y |dµ.
It is known that d1 is stronger than dµ, i.e., convergence in the mean
L1−→ is contained in convergence in measure µ−→.
Theorem 9.1. (L1(µ), d1, SV, νSV) is a computable pseudo-metric space.
Proof. It is well-known that the subspace SV is dense inL1(µ). It remains to show that d1 is computable w.r.t. νSV. Let p, q
be νSV-names of simple variables X, Y respectively s.t.
p = ⟨⟨a1, u1⟩, ⟨a2, u2⟩, . . . , ⟨am, um⟩⟩,
q = ⟨⟨b1, v1⟩, ⟨b2, v2⟩, . . . , ⟨bn, vn⟩⟩.
By definition, β(ui) are pairwise disjoint and so are β(vj) . So we have
Ω
|X − Y |dµ =

1≤i≤m,1≤j≤n
|ai − bj| · µ(β(ui) ∩ β(vj)).
This formula applies to compute d1(X, Y ) from the νSV-names p, q of X, Y . 
Let us denote by δL the Cauchy multirepresentation of (L1(µ), d1, SV, νSV) as defined in Definition 3.2.2. Intuitively, δL
uses a fast Cauchy sequence in
L1−→ to represent its limit random variables.
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Theorem 9.2.
1. The mapping X → E[X] is computable w.r.t. δL.
2. Both X → E[X+] and X → E[X−] are computable w.r.t. δL.
3. The mapping (X, a) → {X ≤ a} is (δL, ρ, δF )-computable in all X ∈ RV and all unstable values a of X.
Proof. Let X ∈ L1(µ) and (Xi) be the Cauchy sequence encoded in a δL-name of X .
1. By definition, d1(X, Xi) ≤ 2−i, i.e.,

Ω
|X − Xi|dµ ≤ 2−i. So
Ω
(X − Xi)dµ
 ≤ 2−i,
which implies that

Ω
Xdµ can be computed from (Xi).
2. It is easy to see that
d1(X+, X+i ) ≤ d1(X, Xi) ≤ 2−i.
Since

Ω
X+i dµ can be computed from Xi, the mapping X →

Ω
X+dµ is computable w.r.t. δL. Similarly, one obtains that
the mapping X → 
Ω
X−dµ is computable w.r.t. δL.
3. Let
E := {|X − X2i| ≥ 2−i}. (15)
As

Ω
|X − X2i|dµ ≤ 2−2i,we have
µ{|X − X2i| ≥ 2−i} ≤ 2−i, i.e. µ(E) ≤ 2−i.
Let
Ai := {X2i ≤ a− 2−i}, (16)
A′i := {X2i < a+ 2−i}.
It suffices to show that
lim
i
µ(Ai △ {X ≤ a}) = 0.
We will show that
Ai ∪ E ⊆ {X ≤ a} ∪ E ⊆ A′i ∪ E. (17)
In fact, for all ω ∈ Ai − E, it follows by (15) that |X(ω)− X2i(ω)| < 2−i.Moreover, by (16), X2i(ω) ≤ a− 2−i. So we obtain
X(ω) < a and thus ω ∈ {X ≤ a}. Let us show {X ≤ a} ∪ E ⊆ A′i ∪ E. Let ω ∈ {X ≤ a} − E. Then
X(ω) ≤ a,
|X(ω)− X2i(ω)| < 2−i,
which yields X2i(ω) < a+ 2−i, i.e. ω ∈ A′i .
By (17), Ai △ {X ≤ a} ⊆ (A′i − Ai) ∪ E. Therefore, it suffices to show that
lim
i
µ(A′i − Ai) = 0.
Assume the contrary that there exists δ > 0 and a subsequence (A′ij−Aij) s.t.µ(A′ij−Aij) ≥ δ. Remember that a is an unstable
value of X , so |X − a| > 0 a.e. on A′ij − Aij for all j. Therefore,
lim
j

A′ij−Aij
|X − a|dµ > 0.
On the other hand, as |X2i − a| ≤ 2−i on A′i − Ai, we have
lim
i

A′i−Ai
|X2i − a|dµ ≤ lim
i

A′i−Ai
2−idµ = 0.
Therefore,
0 = lim
j

Ω
|X − X2ij |dµ ≥ limj

A′ij−Aij
(|X − a| − |X2ij − a|)dµ > 0.
This is a contradiction. This proves limi µ(A′i − Ai) = 0. 
In order to present recursive completeness of δL, let us introduce two auxiliary multirepresentations ofL1(µ)which are
also inspired by [17, Definition 3.15].
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Definition 9.3.
1. Define a multirepresentation δfe of the integrable random variablesL1(µ) by
X ∈ δfe(w) iff (X, E[X]) ∈ (δRV, ρ)(w).
2. Define a multirepresentation δde of the integrable random variablesL1(µ) by
X ∈ δde(w) iff (X, E[X+], E[X−]) ∈ (δRV, ρ, ρ)(w).
Theorem 9.4. δde < δfe.
Proof. By definition, it holds directly that δde ≤ δfe. It remains to show that δfe  δde, which is reduced to show that the
mapping X → E[X+] is not (δfe, ρ)-computable. We will apply the finiteness property of a Type-2 machine to prove it by
contradiction. Assume that a Type-2 machine M computes X → E[X+] w.r.t. δfe and ρ. Let p be a δfe-name of X ∈ L1(µ)
and ((Xi), E[X]) the information encoded in p s.t.
dµ(Xi, Xj) ≤ 2−i−1 (∀j ≥ i). (18)
Suppose that, on input p, the output ρ-name of E[X+] byM encodes the Cauchy sequence (ci). By definition, for all i ≥ 1,
|ci − E[X+]| ≤ 2−i. (19)
Let v be a prefix of the output ρ-name which contains the argument c2. Letw be the prefix of p that has been scanned byM
while the prefix v has already been outputted byM .
Let (Xi)1≤i≤k be the initial segment of (Xi) which are encoded in the prefix w of p. By the infinitely divisibility of the
computable probability space as assumed in Assumption 4.2, there exist two events A, B ∈ R s.t.
0 < µ(A), µ(B) ≤ 2−k−2.
For each ω ∈ Ω , define
X ′(ω) :=
X(ω)+ µ(A)
−1 if ω ∈ A,
X(ω)− µ(B)−1 if ω ∈ B,
X(ω) otherwise.
Then
E[X ′] = E[X] and E[X ′+] = E[X+] + 1. (20)
We will show that there exists a δfe-name p′ of X ′ withw ⊑ p′.
Let (ai) and (bi) be increasing sequences over Q s.t.
ai ↗ µ(A)−1, bi ↗ µ(B)−1; (21)
(∀i ≤ j).|ai − aj|, |bi − bj| ≤ 2−i−1. (22)
For each 1 ≤ i ≤ k, let X ′i = Xi; for each i ≥ k+ 1 and ω ∈ Ω , define
X ′i (ω) :=
 Xi(ω)+ ai if ω ∈ A,
Xi(ω)− bi if ω ∈ B,
Xi(ω) otherwise.
By (Xi)
µ−→ X and (21), it follows immediately (X ′i )
µ−→ X ′. Let us show that (X ′i ) is a fast Cauchy sequence over SV, namely
(∀i < j).dµ(X ′i , X ′j ) ≤ 2−i.
Note that, for all j,
dµ(Xj, X ′j ) ≤ µ(A ∪ B) ≤ 2−k−1,
so we have, for all 1 ≤ i ≤ k and j ≥ k+ 1,
dµ(X ′i , X
′
j ) ≤ dµ(Xi, Xj)+ dµ(Xj, X ′j ) ≤ 2−i.
On the other hand, for all i, jwith k+ 1 ≤ i ≤ j, it holds by the definition of X ′i and (22) that
|X ′i − X ′j | ≤ |Xi − Xj| + 2−i−1,
which implies
{|X ′i − X ′j | > 2−i} ⊆ {|Xi − Xj| > 2−i−1}.
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By Lemma 4.4 and (18),
µ{|Xi − Xj| > 2−i−1} ≤ 2−i−1.
Thus
µ{|X ′i − X ′j | > 2−i} ≤ 2−i.
By Lemma 4.4 again, we obtain as required
dµ(X ′i , X
′
j ) ≤ 2−i.
Now we have shown that (X ′i ) is a fast Cauchy sequence converging in measure to X ′, so we can encode ((X
′
i ), E[X]) as a
δfe-name p′ of X ′ s.t.w ⊑ p′.
As w ⊑ p′, it follows by the finiteness property of a Type-2 machine that v ⊑ fM(p′). Recall that c2 is encoded in the
prefix v of the ρ-name of fM(p′) as the second rational approximation of E[X ′+], i.e. |c2 − E[X ′+]| ≤ 2−2. This together with
|c2 − E[X+]| ≤ 2−2 by (19) yields |E[X ′+] − E[X+]| ≤ 2−1, which contradicts with (20) as required. 
Theorem 9.5.
1. δL < δRV.
2. δL ≡ δde.
Proof. Suppose X ∈ L1(µ).
1. Let (Xi) be the Cauchy sequence encoded in a δL-name of X . By definition, for all i < j,
Ω
|X2i − X2j|dµ ≤ 2−2i,
so we have
µ{|X2i − X2j| ≥ 2−i} ≤ 2−i,
and thus dµ(X2i, X2j) ≤ 2−i. Therefore, we can construct a δRV-name of X , which encodes (X2i). This yields δL ≤ δRV. Since
X → E[X] is incomputable w.r.t. δRV by Theorem 8.1 and computable w.r.t. δL by Theorem 9.2, it holds that δL < δRV.
2. By statement 1 and Theorem 9.2.2, one obtains immediately δL ≤ δde. It remains to show δde ≤ δL. Let ⟨w, p1, p2⟩ be
a δde-name of X . To see how to construct a δL-name of X from ⟨w, p1, p2⟩, it suffices to see, for any j ≥ 1, how to construct
a simple variable Yj ∈ SV from ⟨w, p1, p2⟩ s.t.
d1(X, Yj) ≤ 2−j. (23)
Suppose (Xi) is the Cauchy sequencew.r.t. dµwhich is encoded in the δRV-namew ofX . Fix integer j. Recalling bydefinition
E[X+] = ρ(p1), a rational a and an integer i can be computed s.t.
|E[X+] −

Ω
X+i ∧ adµ| ≤ 2−j−3
and 
Ω
|X+ ∧ a− X+i ∧ a|dµ ≤ 2−j−3 (24)
by the proof of (14). This gives
Ω
|X+ − X+ ∧ a|dµ =
E[X+] − 
Ω
X+ ∧ adµ
 ≤ 2−j−2,
i.e. d1(X+, X+ ∧ a) ≤ 2−j−2,which together with (24) obtains
d1(X+, X+i ∧ a) ≤ 2−j−1.
Similarly, a rational b and an integer k can be found s.t.
d1(X−, X−k ∧ b) ≤ 2−j−1.
Let Yj := X+i ∧ a− X+k ∧ b. Then (23) follows as required. 
Corollary 9.6 (Recursive Completeness of δL). Let φ be a naming system of L1(µ). Then φ ≤ δL if and only if φ satisfies the
following two conditions:
1. φ ≤ δRV, and
2. the mappings X → E[X+] and X → E[X−] are computable w.r.t. φ.
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Proof. (only if) If φ ≤ δL then conditions 1 and 2 follow immediately from Theorem 9.5.2 and Definition 9.3.2.
(if) Suppose φ fulfills conditions 1 and 2. By Theorem 6.5, φ ≤ δRV. This together with condition 1 implies that φ ≤ δde.
Therefore φ ≤ δL by Theorem 9.5.2. 
10. Conclusion
Applying the concept of a computable probability space, we have defined multirepresentations δF , δRV and δL for
the random events F , the random variables RV and the integrable random variables L1(µ) in it respectively, which are
admissible w.r.t. natural pseudo-metrics well-known in measure theory. Those multirepresentations have been proven
respectively to be recursively complete in certain classes of naming systems, which implies that they are both sufficient
and necessary to guarantee computability of certain operations on random events and random variables. So these
multirepresentations are not merely ad hoc but fundamental to induce an interesting computability theory on probability.
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