A new approach to environmental policy analysis is introduced that is designed to
meaning or content. Furthermore, criteria that are difficult or impossible to monetize are often excluded from consideration. Factors such as the impact on a beautiful vista, sensitive or unique species, recreational enjoyment, and social justice may not be part of the least-cost perspective (i.e., a search for the optimal, lowest cost solution).
Optimal, least-cost decision analysis processes may offer little opportunity for meaningful stakeholder participation because stakeholders must become versed in economic optimization methods to contribute. When economic or other single-criterion perspectives serve as the basis for analysis in environmental policy decision analysis rather than integrating a diversity of perspectives, the decision analysis process is typically reduced to a power struggle, with advocates of one view pitted against advocates of another, and "resolution" is found in the declaration of a survivor or winner.
Traditional scientific approaches to decision analysis often do not alter the fundamental property of a search for single answers. Only the search domain is changed, with analytical approaches evaluating research-inspired solutions rather than, for example, economic or political power. Learning through a diversity of perspectives is seldom a key element of this process, even if a more analytical search style is embraced. Instead, the process is often governed by adversarial and exclusionary practices.
Recent discussions of environmental policy highlight the difficult conflicts that occur when environmental decisions are made (Kinsman, 2000; Masera, 2000; Sankovski, 2000) . These conflicts occur because sustainable environmental solutions require compatible but difficult social, economic, and political changes (Byrne & Rich, 1992) . Complex policy questions have ecological, social, economic, and political impacts, the implications of which cannot be resolved through optimality-based solutions that conventional social, physical, and biological science render. Crafting sustainable policies requires policy makers to simultaneously address the full range of complexities. Furthermore, policy makers seeking holistic strategies need to draw from multiple theories, methods, and so on. In so doing, these policy makers need to understand that this will change our comprehension of our problems and our views of what are acceptable and practical solutions. Policy makers facing these sorts of challenges need a multicriteria decision analysis framework that (a) brings together technical knowledge and social values and (b) fosters learning and seeks a consensus solution. In this article, we discuss a new framework that takes these conceptual aims and offers a concrete opportunity for policy makers and other stakeholders to explore decision options that manifest sustainable strategies.
Current Approaches
Decision analysis approaches have been extensively employed for the past several decades to resolve public-sector planning and regulatory problems (Dyer, Fishburn, Steuer, Wallenius, & Zionts, 1992; Giupponi, Eiselt, & Ghetti, 1999; Martin, Bender, & Shields, 2000; Ridgley & Lumpkin, 2000; Saaty, 1990b ; U.S. Environmental Protection Agency [EPA] , Ecological Benefit Assessment Workgroup, Social Sciences Discussion Group, Science Policy Council, 2002) . Most decision analysis models are built on optimization algorithms and depend on probability-based modules to rank alternative options (Chechile, 1991; Dyer et al., 1992; Saaty, 1982 Saaty, , 1990a Saaty, , 1990b Winkler, 1972) . Any single decision may have multiple goals or objectives and will involve trade-offs among relevant objectives. In decision analysis, decision makers' opinions typically are modeled as sources of rankings or relative priorities among the impacts and objectives. Once these are entered into the model, results are determined and optimized. That is, present-day decision models are generally designed to find the single best solution from a predetermined set of options.
Other decision analysis models rely on the participation of stakeholders in finding the best decision. One type of participation decision model relies on value-tree structures and group Delphi methods to extract consensual expert judgments (Renn, Webler, Rakel, Dienel, & Johnson, 1993) . These expert-stakeholder models allow for the use of technical (expert) information and social value judgments with the aim to determine an optimal consensus among expert and lay opinions.
Other public participation decision models rely on stakeholder judgment alone, without the use of independent experts. In effect, "expert" opinion is deduced from stakeholder discussions in a manner that combines expert data with social value judgments as a single exercise. All stakeholders' opinions are accepted as the basis for possible solutions (Gregory & Keeney, 1994) .
The Problem
To date, multicriteria decision tools have been applied only to find the "best solution" from a set of predefined options using technological and singlediscipline approaches. Approaching decision analysis as an optimization exercise assumes that learning is a less important feature of the analytical process than determining an optimal solution. Applying this approach to the policy decision analysis process can result in misunderstanding and polarization among stakeholders and hampers the creation of options that could otherwise have developed had the process afforded participants a learning opportunity.
Expert-stakeholder models using methods such as group Delphi tend to blur the important differences between expert judgments and stakeholder values and, like the optimization approaches, do not offer a learning-based framework for consensus building. Because the ability to derive consensus from the range of expert and lay opinions is presumed, these models are less helpful when the science is controversial or when significant lifestyle issues are involved.
Stakeholder-only models are also problematic because without a structured means for discussing expert information and relevant social issues, stakeholders are not offered an opportunity to learn from a discourse shaped by expert information and other stakeholder perspectives. Although stakeholder opinions are valuable, they are not always unchangeable. Stakeholders may choose to change their opinions when informed through applicable expert data. Likewise, expert choices may change when researchers learn about social concerns not previously examined in analytical models.
Consequently, a new approach to decision analysis is needed that provides an interdisciplinary atmosphere for learning that can lead to the resolution of multifaceted issues while integrating expert judgment with stakeholder values rather than seeking an optimized solution. In the following sections, we discuss a new learning-based approach to environmental decision analysis and present both a description of its principles and a case example.
Multi-Criteria Integrated Resource Assessment (MIRA)
MIRA is a new approach to environmental policy decision analysis. Its purpose is to facilitate decision analysis through an improved understanding and interconnection between both the scientific data and the societal values that are present in all environmental policy questions. MIRA incorporates the latest methods and concepts of, for example, ecologists, toxicologists, economists, statisticians, and sociologists in an innovative, interactive system. Through MIRA, links among previously isolated facts or models can be made and analyzed. In addition, MIRA offers the opportunity for stakeholders to shape the core elements of decision analysis-criteria, ranking, and options-according to the knowledge and perspectives relevant to their concerns.
MIRA's major components are a data automation interface (the Data Collection Manager [DCM] ), an innovative indicator formulation methodology (the Geostatistical Indicators Module [GIM]), and a decision analysis module using the Analytic Hierarchy Process (AHP). The application of the AHP to air quality and other environmental decisions is not new (Kangas, 1993; Lahdelma, Salminen, & Hokkanen, 2000; Qureshi & Harrison, 2001 ), but the AHP approach taken in MIRA is new. Principally, MIRA uses the AHP as a learning rather than an optimization tool. Figure 1 illustrates the structural components of MIRA. The DCM allows an analyst to store, sort, and retrieve data such as source emissions, demographics, and air quality values. Because of the traditionally discipline-bound nature of environmental analysis, separate systems of data collection and warehousing have developed among different organizations within the U.S. EPA. For example, this can be seen through the various analytical tools that the U.S. EPA uses to determine impacts from utilities, motor vehicles, and sources of toxic air pollutants (U.S. EPA, Assessment and Standards Division, Office of Transportation and Air Quality, 2002; U.S. EPA, Office of Air Quality Planning and Standards, 1994; U.S. EPA, Office of Air and Radiation, Clean Air Markets Division, 2002) . Each of these analytical tools has its own data requirements and uses its own data systems as inputs (U.S. EPA, Office of Air and Radiation, Clean Air Markets Division, 2001; U.S. EPA, Technology Transfer Network, Clearinghouse for Inventories and Emission Factors, 1996 Factors, , 2001 . Consequently, within the U.S. EPA, there is currently no integrated system that allows for the storage and custom retrieval of data, which can also then be used directly in decision analysis.
The indicator methodology in the GIM provides a means to reduce spatial fields of pollutant concentration, usually presented as contour maps, to a single quantitative index value. These contour maps are produced from results of the Fate and Transport Module (see Figure 1) , which houses fate and transport models such as those that determine air quality impacts. The creation of this area-weighted index allows an analyst the unique ability to compare the environmental impact among different and, if desirable, noncontiguous areas. Both the data from the DCM and the indices from the GIM can be used to populate the decision criteria in MIRA's decision analysis module. In addition, data from other expert systems, such as ecological indicators, can be incorporated into the MIRA framework and used in the decision analysis module (Lefohn & Foley, 1992; Suter, 2001 ; U.S. EPA, Regional Vulnerability Assessment Program, 2002) . Decision maker and stakeholder preferences and judgments are obtained and used in the decision analysis spreadsheet to rank decision alternatives. The modular construction of MIRA permits an analyst the flexibility to determine which aspects of the DCM and the GIM will be used with the decision analysis module. It is the decision analysis module that is the focus of this article.
For environmental decisions to be driven by science and social values, it is necessary to introduce technical knowledge and value judgments without presuming a particular relationship between them. Instead, the architecture of a decision model must permit users to explore different ways to interconnect the two domains. A methodology is needed that integrates social value judgments with expert knowledge even while maintaining the "identities" of each of these stakeholder attributes. In MIRA, the separate identities of expert data and social value judgments are preserved, which then allows users to generate and evaluate various decision options in a learning-based rather than an optimization-based framework.
Key to MIRA's approach is the increased opportunity for meaningful participation by decision makers and other stakeholders. These participants play active roles in providing insight and judgment to the data relative to the particular decision at hand. As will be discussed below, stakeholders use MIRA to determine the quantitative importance of decision criteria, which stakeholders identify, in this decision context. Through MIRA's analytical framework, all stakeholders educate themselves about the data and their interests or values relative to the decision. One of MIRA's strengths is the ability for decision makers and other stakeholders to examine the sensitivity of a decision to both expert data and social value judgments. By avoiding optimization, MIRA leaves open the possibility of crafting a consensus decision based on mutual learning among all stakeholders. Figure 2 illustrates the process flow of decision analysis using MIRA. This figure shows only a partial representation of the MIRA process because space limitations preclude showing all possible feedbacks from stakeholders and experts and their interactions with the relevant data and criteria definition. In Figure 2 , stakeholder and expert input are shown as entering once at the top of the process figure, but these inputs in fact can and should occur throughout the process. The MIRA process consists of the following nine major steps: (1) Define decision criteria; (2) select the "problem set," which is the set of elements that are to be ranked using MIRA (e.g., the decision options or pollutant sources); (3) gather the data needed for each criterion; (4) index the data; (5) weight the criteria; (6) create an initial "decision set," which is a problem set whose elements are ranked on the basis of the data and criteria weighting; (7) create many different decision sets for the initial problem set and modify that problem set if appropriate as learning occurs and additional options are discovered (iteration); (8) conduct stakeholder deliberation; and (9) make the final decision. In the next sections, we conceptually describe some of MIRA's key features: indexing, criteria weighting, learning, and the increased opportunity for consensus building among stakeholders. We follow with a case study that concretely illustrates how MIRA might be applied to policy decisions. 
The General Method

Indexing
In general, data alone offer limited insight until value and significance to a decision are applied by decision makers and other stakeholders. For example, cost data can be used in multiple contexts, and whereas $100 might be considered expensive for a pencil, the same $100 might be considered a bargain for a car. Furthermore, in many situations, the same data often provide different insights to different people. In MIRA, the relevant decision criteria are connected to a decision through an indexing process (Saaty, 1990b) .
Where the data already provide common insight to all stakeholders, MIRA is not needed. Without a framework such as MIRA, critical differences in data value and significance are often not communicated among the different parties and may underlie many disagreements, which become a barrier to arriving at consensus. Although MIRA does not presume any insight, it does require that it be expressed explicitly. This forces stakeholders to debate and discuss the given insight for the data relative to the decision at hand. In these discussions, stakeholders are free to examine a variety of insights and their effect on potential decision out- comes before coming to consensus. The indexing process is the methodology in MIRA that provides contextual meaning to the data.
A fundamental part of the indexing process is to index all criteria to a common scale. Because the various decision criteria are likely to have different units and scales, converting these units to a common decision attribute scale is needed to rank the elements of the problem set. It is through this process of deciding how each criterion is to be placed on the decision scale that insight is given to the data. Indexing is the first place in MIRA at which decision makers and stakeholders add social value judgments to a decision.
In the next section, we discuss how MIRA's decision criteria are weighted on the basis of stakeholders' opinions regarding their relative importance. The AHP is used in MIRA to explicitly incorporate these social value judgments into the decision analysis process.
Criteria Weighting
After indexing the decision criteria, a decision maker now uses the AHP to determine the relative importance among decision criteria. Through a series of pairwise comparisons among the stakeholderidentified decision criteria, the relative importance among decision criteria can be assigned. Importantly, the assigned weights are not assumed to be optimal. In fact, weighting schemes can themselves become the focus for learning in MIRA, with changes in them used as a key means to probe for expert and stakeholder consensus and conflicts. When decision criteria are arranged hierarchically, pairwise comparisons are conducted at each level of the hierarchy until the relative criteria weights have been established for each criterion. The overall preferences among the criteria are determined by the product of indexed criteria and stakeholder judgments. In this manner, MIRA allows a decision maker to combine scientific and social value judgment elements in a consistent and systematic manner to evaluate and learn about different decision options.
We choose to use the AHP rather than multiattribute utility theory in MIRA because the AHP can be used in a manner that avoids the derivation of a single optimal answer (Chechile, 1991; Saaty, 1990b) . The AHP is used to produce an array of outcomes or options, which are dependent on stakeholder-determined criteria weighting, creating a learning environment for the participants. Stakeholders' identities are preserved, because the data that represent stakeholders' interests are kept constant while allowing for changes in relative weighting among the criteria.
Learning
The key to MIRA's learning-based decision analysis approach is its iterative feedback capability. An initial ranking of the problem set (i.e., a decision set) is produced by following the above process for indexing and criteria weighting with stakeholders' preferences. However, the stakeholders may be interested in determining what other options (or decision sets) are available if the initial ranking and decision makers' preferences are changed. Through experimentation with indexing and criteria weighting, decision makers and other stakeholders can learn about other decision options. The effect of scientific uncertainties on the decision set can be examined as well. Such experimentation, combined with stakeholder discussions, represents MIRA's decision analysis feedback loop and allows for the generation of other decision possibilities.
By altering preferences and indexing and reexamining data, decision makers and other stakeholders debate the relative importance of each of the decision criteria and the data used in an exercise to determine their effect on the problem set rankings. In this manner, the subsequent decision is informed by the relevant data as well as by stakeholder discussion and debate. Participants with preconceived ideas for the final decision may find that their ideas need to change because of the new insight learned through the datadriven MIRA approach. To this end, some intractable decision conflicts may be resolvable when decision makers and stakeholders use the MIRA framework to help inform their opinions.
In Figure 2 , the feedback loop indicates a return to the beginning of the process when, in fact, stakeholders and experts can agree to revisit any of the steps from indexing to correcting or manipulating the physical or social science data to test the sensitivity of the decision sets to uncertainties. Conflicts among experts can be handled by evaluating the sources of conflicts and determining their effects on the resulting decision options. Similarly, conflicts among stakeholders and between stakeholders and experts can be examined through multiple MIRA runs, together with a discussion of the underlying interests and decision criteria. Therefore, the iterative learning process in MIRA is decision specific and includes not only the ability to test different criteria, indexing, and preference weights but also the importance of uncertainties and value conflicts and other factors that in other decision models might be dropped because of their supposed intractability.
Stakeholder DeliberationFacilitating Consensus
Consensus building and conflict resolution are facilitated by focusing on issues and discerning interests (Brunsson, 1985; McKearnan, Susskind, & Thomas-Larmer, 1999; Susskind, Levy, & ThomasLarmer, 2000) . By offering transparency in analysis and accessibility to information and by placing the emphasis on learning, MIRA has a greater potential to support consensus building than current analytical methods. Different stakeholders' interests and perspectives as represented by indexed and weighted decision criteria can be tested and examined as part of the policy negotiation or discussion. MIRA can facilitate conflict resolution and consensus building by helping stakeholders understand each of their underlying interests, explore salient issues, and deliberate potential options.
In contrast to the existing expert-stakeholder or stakeholder-only methodologies, MIRA maintains the separate identities and roles of experts and stakeholders while allowing for their integrated participation in the decision analysis process. Expert data are used directly, and stakeholders' judgments are applied separately but directly to those expert data. Experts and stakeholders are both part of the process but hold separate roles. MIRA supports science-intensive environmental policy decision analysis while embracing stakeholder participation and allowing all stakeholders to learn from one another and the critical data. From this process, new decision options can be explored, and consensus building can be pursued as a question of learning rather than optimality.
MIRA Illustrated by Case Example
MIRA's utility is best illustrated through a policy example. In particular, MIRA's handling of stakeholders' identities (represented by different sets of weighted decision criteria) and the process of stakeholder feedback (including examining uncertainty) are demonstrated in the case study below. Our case study is the decision to choose among alternative fuel options for the purpose of reducing ozone air pollution, which is a subject of current debate at the U.S.
EPA. In this case study, the analysis of different fuel additives is assessed with respect to their capacity to reduce air pollution, to minimize toxicological risks, and to minimize water contamination. This case is chosen to demonstrate MIRA's utility in real policy and is an illustrative example of the kind of analysis that can be done with MIRA. Readers are cautioned about making too much of the particular case study results shown here. Interested investigators are encouraged to examine the analytical framework, discuss criteria and data, and incorporate stakeholders' input where necessary before producing creditable policy options for the fuels decision.
Alternative Fuels Case Study
In 1995, the EPA decided to approve the use of the gasoline additive methyl tertiary butyl ether (MTBE) to reduce ozone pollution and toxic air compounds (U.S. EPA, 1994a EPA, , 1994b . This decision was met with resistance and hostility by those who criticized the resulting contamination of groundwater by MTBE 1 spilled during refueling and other vehicle operations (Marcus, 1997; Moolenaar, Hefflin, Ashley, Middaugh, & Etzel, 1994; Squillace, Zogorski, Wilber, & Price, 1995; U.S. EPA, 1987 ; U.S. EPA, Criteria Assessment Office, 1993). The groundwater contamination made drinking water in several U.S. communities unacceptable for drinking. These communities were not reassured by the EPA's statements that drinking water was still safe to drink, even though the MTBE contamination made the drinking water odorous (U.S. EPA, Office of Water, 1997). MTBE is extremely odorous compared with other gasoline constituents. It is a compound that, when spilled, seeks water sources. The remediation of MTBE contamination in groundwater and soils is difficult (Squillace, Pankow, Korte, & Zogorski, 1996) . By the use of MTBE as a fuel additive, however, gasoline refiners are able to reduce the amount of benzene added to the gasoline, which is considered a positive move in reducing the level of toxic air compounds in gasoline. Resources, 1996) . However, although MTBE proved to be an extremely effective pollution control measure for reducing the harmful effects of gasoline to the air environment, the communities were unwilling to accept the scientific trade-off that was made to allow for any amount of groundwater contamination, even though it was determined to be within acceptable health standards. Because of the pressures from the social and political communities, in 1999, the EPA was forced to rethink its gasoline strategy (Blue Ribbon Panel on Oxygenates in Gasoline, 1999) .
In this case study, some of the policy alternatives to the use of MTBE as a fuel additive are examined. These are the use of ethanol-based fuels, 2 the increased inspections and enforcement of underground storage tanks (USTs) storing fuels (including MTBE fuels), and improvements in the USTs themselves by the installation of double-walled tanks (double-walled USTs). All these alternatives are compared with the pre-1995 situation, when regular unleaded gasoline without any fuel additives was used. Each of three fuel types (gasoline, MTBE fuel, and ethanol fuel) are compared alone and with the two possible UST options, increased inspections and double-walled tanks. This results in a total of nine options being considered for this analysis (see Table 1 ).
Selecting the Decision Criteria
There are 19 decision criteria used in the fuels case study example. Figure 3 shows that these criteria are arranged hierarchically and, on the primary level, include drinking water odor, air quality criteria, economics, and toxicology. The toxicology criterion, on the secondary level, includes the toxicology from the air pathway and toxicology from the water pathway. Risk factors from the inhalation of benzene, 1,3-butadiene, formaldehyde, and acetaldehyde are part of the air pathway toxicology criterion at the tertiary level of the decision criteria.
As discussed above, social value judgments enter the MIRA process at both the indexing and criteriaweighting stages. To explain the operation of MIRA, we discuss only 3 of the criteria-economics, air quality (tailpipe emissions), and air pathway toxicology. However, the results of using all 19 criteria are shown in the "Results" section to illustrate how learning occurs when all criteria are simultaneously analyzed with the MIRA approach.
Indexing
Having selected and organized the decision criteria, the next step in the MIRA process is to index the data. Different quantitative decision criteria may have different units. In our example, costs have the units of dollars, whereas, for example, the risk from benzene is expressed as benzene emissions in grams per mile, weighted by the EPA weighting factor for benzene risk. As discussed above, direct comparison among these criteria is accomplished by converting the data to the decision units of a common decision attribute scale. Because our decision problem is to determine which fuel alternative is more preferable, all data must be expressed on a scale that represent an option's degree of preference. By convention, we establish our decision preference scale such that smaller values favor an option and higher values indicate a less favorable option.
The indexing process can be illustrated conceptually as a bin filled with marbles. Each option might be considered a bin, with each of the decision criteria (properties of that option) contributing different numbers of marbles (i.e., criteria value in decision units) to each option. The more marbles an option amasses in the analysis, the less that option is preferred. By establishing the number of index categories, a decision maker is establishing the "number of marbles" among which each of the criteria values will be distributed. In effect, deciding on the number of index categories determines the extent of the decision scale. In our case example, we use eight index categories, which establishes a maximum indexed value of 8 for any criteria data value.
The overriding consideration in selecting the length of the decision scale is to provide a degree of resolution that enables a decision maker to adequately differentiate degrees of preference for all of the criteria. Studies have indicated that seven plus or minus two index groupings are generally sufficient for discerning differences among choices (Saaty, 1990b) . In our fuels analysis, we found, through the iterative learning process, that eight index categories (i.e., a decision scale ranging from 1 to 8 decision units) was adequate.
Once the decision attribute scale has been determined, the criteria are then indexed. Indexing allows decision makers to distinguish problem set elements (in our example, the nine fuel options) on the basis of the values of their various decision criteria. At this point in the process, because no judgment has been made regarding the relative importance among the decision criteria, all criteria (for a given hierarchy level) have equal importance. The relative importance among criteria will be established during the preferencing stage of the process. In our example, costs at the gas pump for the different fuel options' data range from $1.33 to $1.42 for the nine fuel alternatives being considered. We chose to group the data into eight index category ranges as follows: Index Category 1, $1.341 and below; Index Category 2, $1.342 to $1.353; Index Category 3, $1.354 to $1.364; Index Category 4, $1.365 to $1.375; and so on. The criteria data can be distributed evenly or not among the index categories.
At this point, decision makers with other stakeholders should discuss the significance of a $0.09 price spread among the fuel options. If either the data are incorrect or the stakeholders determine that the significance between $1.33 and $1.42 does not warrant the spread between Index Category 1 and Index Category 8, the stakeholders are free to spread the costs within a narrower index range, such as between Index Categories 2 and 4, or choose to eliminate price as a decision criterion because it does not sufficiently help distin- guish among the options. Because data relevance depends primarily on the decision context, MIRA is designed intentionally to provide an analyst with flexibility to determine how best to construct the decision scale. The final determination of the number of index categories, the category data ranges, and how the data should vary within categories is driven by two factors. The first is the need to appropriately differentiate the elements of the problem set. The second factor is, within the decision context, the determination of the relative significance among the decision criteria when compared to one another. Learning about the sensitivity of the problem set to the adapted indexing approach occurs through an iterative process.
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Preserving Data Resolution
In situations in which it is desirable to preserve data resolution, a useful indexing approach is to normalize the data within each of the index categories. For example, in our case study, the costs of installing a doublewalled UST are indexed from 1 to 8, where Index Category 1 represents costs of $52,500 and less, Index Category 2 represents costs between $52,501 and $105,000, and so on up to Index Category 8, which represents costs greater than $367,500. Normalizing the costs within each index category allows us to differentiate between $26,250 at an index value of 1.0 and $48,562 at an index value of 1.85. Without such normalization, two fuel options having costs of $26,250 and $48,562 would receive the same index value of 1.0. Although the normalization within each index category allows an analyst the option of preserving the high resolution of the cost data, deciding on how the data are to be indexed depends on the decision context. Simply because the data are highly resolved does not mean that such resolution is important to the decision. Allowing stakeholders to deliberate and affirmatively determine the relevance of the data to the decision at hand is an important and unique feature of the MIRA approach to decision analysis.
In the risk factors for the fuel options, we track four fuel constituents: benzene, 1,3-butadiene, formaldehyde, and acetaldehyde. The unit risk factors for each of these fuel constituents are converted to potencyweighted toxic values to allow for a comparison among the different fuel options, each of which would result in a different exposure to the four fuel constituents. The potency-weighted toxic values are obtained by multiplying the EPA-weighted risk factor, derived from the fuel constituent's unit risk factor, by the amount of that fuel constituent in each fuel option (National Science and Technology Council, Committee on Environment and Natural Resources, 1996) . Although the existing data indicate that the potencyweighted toxic values for these four compounds vary only slightly, for illustrative purposes, we treat these potency-weighted toxic values as if slight differences are important to the fuels decision. For example, the potency-weighted toxic values for benzene among the nine fuel options vary between 2.58 × 10 -4 to 2.7 × 10 -4 g/vehicle mile traveled. Similarly small differences among each of the potency-weighted toxic values for the other three fuel constituents are also found. Therefore, although in this example the differences in potency-weighted toxic values are not appreciably different and should not be treated as such, the flexibility in MIRA's analytical framework allows for data resolution when it is needed.
Addressing Qualitative Data
Not all data relevant to a decision are quantitative. MIRA allows for the quantifiable use of decision criteria that are not typically quantified. Although there were no qualitative criteria used in the current fuels case example, it is possible for qualitative criteria to be included in a quantitative MIRA analysis. For example, some qualitative criteria might include whether a fuel constituent is part of a carcinogenic classification or not. Unlike costs or risks, which are a continuum of numerical values, these qualitative criteria are dichotomous and categorical. These kinds of criteria can be included in the MIRA analysis by placing them into the index scheme in a manner that is equivalent in purpose to the quantitative data. For example, we determine that a constituent in a fuel option that is a carcinogen would make that fuel option less preferred than another that has a constituent that is only a possible carcinogen and therefore should receive a higher indexed value. If the indexing scheme ranges from 1 to 8, an index value of 8 may be chosen for a carcinogen, whereas those that are in a class of possible carcinogens receive index values of 2. Choosing a difference of 8 compared with 2 rather than some other combination is a stakeholder-determined choice that is made regarding the relationship between the data (carcinogenicity) and the decision (preference for a fuel option). It is important to note that the final choice regarding the indexing specifics is not reached until the participants have analyzed and learned from the data through MIRA's initialization and iterative learning process.
Addressing Data Thresholds
Through its indexing module, MIRA has the ability to address not only the overall magnitude of risks or health standards but also thresholds and uncertainties related to those thresholds. The current case example of fuels does not contain data with thresholds, but this is an important analytical feature of MIRA that investigators may want to use in future studies. For example, health standards may exist for one or more fuel constituents, and it is important for investigators to know not only whether a particular policy option may include a concentration of a fuel constituent beyond the standard but how far the concentration estimate is from the health standard. This feature of MIRA allows investigators to examine and address data uncertainties. Therefore, if there is a concern about whether a standard will be exceeded, a concentration estimate that is farther below the health standard indicates more certainly that the compound is safe than an estimate that is close to that standard. Consequently, a fuels analysis that considers data thresholds may be structured such that the indexing reflects data uncertainty with respect to each policy option.
Criteria Weighting
As discussed above, determining the relative importance among expert and social values can be addressed in the MIRA decision analysis process at the preferencing step. This step can be automated with a variety of available computer software, including Expert Choice. In this step, decision makers use the AHP to make pairwise comparisons among all the criteria. However, before proceeding with AHP criteria weighting obtained from stakeholders, it can be useful to produce a benchmark decision set that represents equal preferences among all criteria. Comparing future decision sets created through stakeholderderived criteria weights to this benchmark can help analysts and stakeholders better understand how sensitive the decision (i.e., problem set rankings) is to changes in relative criteria weights. The benchmark decision set preferences represented by equal preferences among all the criteria can be seen in Table 1 .
We can use three criteria-odor, cost, and toxicology-as our set of decision criteria to illustrate the criteria-weighting process. Using the AHP, a decision maker determines the importance of odor compared with cost, cost compared with toxicology, and toxicology compared with odor. In these pairwise comparisons, a decision maker indicates not only which criteria are more important with respect to the fuels decision but also by how much (i.e., using a scale ranging from 1 to 9) (Saaty, 1990b) . It is important to note that the underlying data associated with each of these criteria remain the same even as the relative weights among the criteria are altered to explore new decision options. Once the relative importance among the criteria is determined, the MIRA framework ranks the fuel alternatives (from most preferred to least preferred) on the basis of all the indexed criteria as weighted by stakeholder preferences.
Through experimentation, many different preference schemes can be generated and tested. In Table 1 , two such preference schemes are shown. The first was used to generate the benchmark preferences used to produce Decision Set #1, and the second was used to produce Decision Set #2. When the preferences used to produce each decision set are examined together with the decision sets (shown in Table 2 ), decision makers and other stakeholders can begin a learning process to determine the influence of preferences and criteria data on the ranking of potential decision options. Furthermore, on the basis of discussions spurred from the learning produced from early decision sets, stakeholders can discuss whether more appropriate criteria should be added (such as the carcinogenicity of fuel constituents) or whether additional options should be considered and tested. By summing the products of the indexed criteria data with stakeholders' preferences for each of the criteria identified in the analysis (criteria sum), the decision options are ranked quantitatively as shown in Table 2 . In Table 2 , we indicate the decision options' ranks and also, in parenthesis, the criteria sums for each of those decision options.
Results
The learning process in MIRA occurs in two places. The first place is in the construction of the analysis and the increased understanding of the relationship of the data to the decision problem. The data used in the fuels case study came from many different sources. Not all research results are directly comparable, because study parameters are different in the various studies. In addition, some data were simply conflicting. Therefore, for the illustration of MIRA's concepts, we used average data or simply chose an extreme result to use in the initial demonstration with the intent to test the other extreme in the next iteration. MIRA's analytical framework allows investigators to test different data, including data uncertainties, by rerunning the analysis and examining the sensitivity of the decision to the data. Therefore, while constructing the fuels case example, the gaps in the toxicological research and areas of data uncertainty became clearer. The clarity offered by MIRA's analytical framework helps decision makers and other stakeholders determine their resolve for the final decision on the basis of the soundness of the available data.
The second place in which learning occurs in MIRA is in the iterative analysis, which consists of varying MIRA's input components (e.g., criteria, indexing, preferencing, etc.) and reranking the problem set to produce a variety of decision sets. Table 2 shows how different judgments can affect the decision set. Table 2 is a comparison of the nine fuel options (ranked from most preferred to least preferred) when the criteria are judged to be equally preferred (namely, the benchmark decision set) compared with a decision set that, in general, assigns the greatest importance to the air quality criterion. In the column labeled Decision Set #1 in Table 2 , all 19 criteria used are judged to be equally important.
Discussion of Results
As a point of reference, we use MTBE fuel, which was the EPA's decision option in 1995 that produced so much controversy. With all criteria determined to be equally important, the MTBE option ranks last of all options at ninth when compared with the other eight fuel options that were evaluated. We now begin a learning process to determine how much the ranking of the MTBE option changes when we alter the judgments from equality. After altering preferences among all 19 criteria, we selected one decision set generated from iterative learning to highlight the MIRA process.
In the column labeled Decision Set #2 in Table 2 , air quality is assumed to be more important than the other criteria when the overall decision is weighted 51% by air quality. The other criteria preferences for Decision Set #2 are shown in Table 1 . The result is that the MTBE option is ranked second out of the list of nine fuel options. Although the rank of second in the second decision set is the result of more than just a single change in the importance of air quality relative to other criteria, the comparison underscores an important policy implication, namely, that the MTBE option is more likely to be ranked as a preferred option when air quality is determined to be more important than other criteria.
By comparing the rank of the MTBE option in Decision Set #2, in which air quality is preferred over all the other criteria, with its rank in Decision Set #1, in which all criteria are equally preferred, we can see how the U.S. EPA's decision makers could have come to their 1995 decision by considering air quality over the other criteria. Note also that the other fuel options also change their relative rankings when decision makers's preferences favor air quality over the other criteria. For example, the option of gasoline with double-walled UST moves from a rank of second in Decision Set #1 to a rank of seventh in Decision Set #2. The degree to which a particular fuel option is preferred over another option depends on both the data and the preferences for the combination of the relative expense of the UST options (double wall and inspection), the reduction in risks, the reduction in tailpipe emissions, and other criteria.
MIRA Compared With the Current Process
In the typical environmental policy decision analysis process, illustrated in Figure 4 , the decision analysis process starts in a manner that is similar to MIRA. However, the important differences between the two processes become evident as decision criteria are determined, stakeholders participate, and decision options are generated. As the typical environmental policy decision analysis process proceeds, certain important factors that reflect stakeholders' interests can remain unexpressed even though they affect the decision outcome. Without identifying these critical factors, other stakeholders can misunderstand or misconstrue the impact of the identified criteria on the possible decision options. In contrast, through MIRA, the process of identifying problem set elements and decision criteria makes such factors and interests explicit. All criteria identified by stakeholders as having relevance to the decision are explicitly indexed and weighted. This links stakeholders' interests to the data and to the particular policy decision being discussed.
The potential involvement of stakeholders in the MIRA process is strikingly different from that offered in the typical environmental policy decision analysis process. The nontransparent nature of the typical process requires stakeholders to know how to participate, thereby limiting participation to those stakeholders with access to expert data and analyses, resources, and decision makers. Furthermore, the typical process is different from the MIRA process in that the problem is not deconstructed into explicit decision criteria and the relative importance of each decision criterion to the others. The result is that decision makers are less likely to consider all stakeholders' interests or clearly identify how such interests are considered in the decision. Such ineffective communication can result in a failure to discover innovative decision options because of unrecognized biases. In the typical decision analysis process, options tend to be predetermined because there is little opportunity to use the data to inform alternative decision options.
MIRA fosters the generation of additional decision options by allowing stakeholders greater access to expert data and analyses and by explicitly incorporating stakeholders' interests (criteria selection and preferencing) into the decision process. By using existing stakeholder participation processes to guide discussion and elicit stakeholders' interests, coupled with MIRA's structured means of utilizing these inter-ests, the potential for building consensus is greatly enhanced. Participation is more meaningful because different interests, as represented by decision criteria and their weighting, can be included in MIRA's transparent, analytical framework. Through this increased opportunity for participation, MIRA facilitates learning among stakeholders and decision makers, which offers a potential for building consensus that is not available with existing optimization methodologies. We believe that MIRA's framework offers new opportunities for preserving diverse stakeholders' identities and for learning that have not previously been available.
As discussed above, the MIRA process provides for more effective stakeholder involvement than is present in the typical environmental policy decision analysis process. Under the typical process, we could not have produced the kinds of decision sets with regard to MTBE that so clearly show us the effect of changing preferences among the decision criteria of air quality, emissions, risks, and so on. Through MIRA, decision makers and other stakeholders are able to discern salient differences and similarities between MTBE and other fuel options when preferences are changed. By comparing these and other fuel options, decision makers and other stakeholders can better understand the criteria and data important for the consideration of different fuel options. Therefore, under the typical environmental policy decision analysis process, the options that are produced are not only based on nonexplicit decision-influencing factors but are also more limited because learning about the decision is not explicitly part of that process. The power of MIRA is that it allows stakeholders to explore the circumstances of the decision in such a way that many possible solutions can be found. 
Conclusion
With MIRA, decision analysis is informed through a process of learning by organizing the data relative to a particular decision and treating decision analysis as an exploratory, iterative effort to find alternatives. A decision-specific composite of possibilities for consensus-directed discussion among decision makers and other stakeholders is created. Single optimal answers are avoided in favor of examining the many possible solutions that are generated using diverse perspectives. MIRA improves environmental policy decision analysis by offering users the opportunity to rethink options at each stage in the decision analysis process. Through MIRA's holistic approach, a decision maker learns about possible decision options by first establishing the relevant criteria, using the latest expert data, and applying social value judgment. This approach avoids purely technical, discipline-bound, and optimality-oriented methodologies that characterize current environmental decision policy analyses. MIRA provides unprecedented flexibility for decision makers and other stakeholders to generate, test, debate, and potentially resolve difficult decision issues in a socially and ecologically sustainable manner.
MIRA's output is not an optimal decision but information that spurs discussion, debate, learning, and consensus building. With MIRA, environmental policy decision analysis is treated as an ongoing process rather than a single, discrete event. Learning and consensus building occur when decision criteria are framed within MIRA's transparent, analytical approach. The MTBE case example is typical of the kinds of multicriteria decision analyses that the U.S. EPA is tasked to do. As such, MIRA is a useful decision analytical approach that can allow the EPA to avoid the problems brought on by the application of technical fixes, discipline-bound approaches, and optimization. 
Notes
