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Computer modelling and complex systems simulation have dominated the scien-
tific debate over the last decade, providing important outcomes in biology, geology
and life sciences. In the social sciences, the number of research groups currently
developing research programs in this direction is increasing. The results are ex-
tremely promising since simulation technologies have the potential to become an
essential tool in the field.
Agent-based modelling is widely recognised as one of the techniques with more
potential to develop useful simulations of social interacting systems. The approach
allows to specify complex behavioural and cognitive rules at the individual level;
and through aggregation, the output at the macro level can be derived. Increas-
ingly, the output of micro-level simulation models is used as an input to policy
models. Policy models not only requires detailed micro-level data, but also signifi-
cant compute power since the number of agents and interactions can be extremely
large in some cases.
High performance computing offers a massive supercomputing power which
allows us to simulate a large artificial society. In that context, parallel simulation
could provide an alternative to speed up the execution of such compute-intensive
socio-demographic models. It deals with techniques that allow the use of multiple
processors to run a single simulation. Although research in parallel simulation has
been around for more than two decades, the number of applications in the social
sciences is scarce.
In this thesis, we present a methodology for simulating population dynamics
at a large-scale. Especifically, we developed a parallel simulation framework to run
demographic models. It simulates the interactions of individuals in a society so
the population projection can be obtained. Two of the main obstacles hindering
the use of agent-based simulation in practice are (a) its scalability when the
analysis requires large-scale models, and (b) its ease-of-use, especially for users










challenges. On one hand, we give a solution in to simulate large social systems in
a parallel environment. We show its potential by studying the peformance of our
approach with measures such speedup and execution time. We identify the factors
from a demographic model that affect the simulation execution performance. The
application is sensible to the architecture where it is run in terms of memory
consumption when the population size per node is high. However, our solution
scales well when independent of cache issues. Our findings show migrations have
a deep effect on performance due to their impact on network communications.
Moreover, we investigate the effect of three computer architecture configuration
such as unbalanced workload, heterogeneous processing speed and heterogeneous
communication latency. Since the application of parallel simulation in demography
is new, it is useful to quantify the effect of these factors on performance.
On the other hand, we provide a graphical user interface which allows mod-
ellers with no programming background to specify agent-based demographic mod-
els and transparently run them in parallel. We believe this will help to remove a
major barrier on using simulation although we are aware technical knowledge is
necessary to execute scenarios in High Performance Computing facilities.
Two cases studies are presented to support the feasibility of the approach
for the social sciences. The first case under study carries out an analysis of the
evolution of the emigrated population of The Gambia between 2001 and 2011,
a relevant period for immigrations in Spain. The second case study simulates
the sociodemographic changes of South Korean during one hundred years. The
objective is to rate the feasibility of our methodology for forecasting individual
demographic processes. Our results show that agent-based modelling can be very
useful in the study of demography. Furthermore, the use of a parallel environment
enables the use of larger scale demographic models.
i
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En las u´ltimas de´cadas la modelizacio´n computacional y la simulacio´n de sistemas
complejos han dominado el debate cient´ıfico, dando lugar a resultados importantes
en a´reas como la biolog´ıa, la geolog´ıa o las ciencias de la vida. En ciencias sociales
el nu´mero de grupos de investigacio´n que desarrollan programas en esta direccio´n
no para de crecer. Los resultados son extremadamente prometedores ya que la
simulacio´n tiene el potencial para llegar a ser una herramienta esencial en el
a´mbito de los estudios sociales.
La modelizacio´n basada en agentes es ampliamente reconocida como una de las
te´cnicas con mayor potencial para desarrollar simulaciones de sistemas sociales.
Este enfoque nos permite especificar reglas de comportamiento y cognicio´n com-
plejas a nivel del individuo y, a trave´s de su agregacio´n, se obtienen resultados a
nivel macrosco´pico. Cada vez ma´s, los resultados individualizados de los modelos
de simulacio´n son usados como entrada de modelos de pol´ıticas de planificacio´n
familiares. Estos modelos no so´lo requieren una gran cantidad de datos a nivel
microsco´pico, sino que adema´s precisan de una capacidad de ca´lculo significativa
ya que el nombre de agentes y sus interacciones puede llegar a ser muy grande.
La computacio´n de altas prestaciones ofrece una capacidad de ca´lculo masiva
que nos permite simular a gran escala sociedades artificiales, proveyendo una
alternativa para acelerar la ejecucio´n de estos modelos socio-demogra´ficos tan
intensivos en sus ca´lculos. Aunque la investigacio´n en simulacio´n paralela tiene
ma´s de veinte an˜os, el nu´mero de aplicaciones en las ciencias sociales es escaso.
En esta tesis presentamos una metodolog´ıa para simular dina´micas pobla-
ciones a gran escala. Concretamente, hemos desarrollado un entorno de simulacio´n
paralela que permite emular modelos demogra´ficos, simulando las interacciones de
individuos en una sociedad con el fin de obtener la proyeccio´n de la poblacio´n. Dos
de los principales obsta´culos para el uso de la simulacio´n basada en agentes en su
pra´ctica son (a) la escalabilidad cuando el ana´lisis requiere modelos muy grandes,










en programacio´n. Nuestro enfoque propone una solucio´n para ambos retos. Por
una parte, proponemos una solucio´n a la simulacio´n a gran escala de sistemas so-
ciales en un entorno paralelo. Mostramos su potencial estudiando su rendimiento,
identificando los factores que la hacen ma´s sensible al tiempo de ejecucio´n e inves-
tigando el impacto de tres configuraciones conocidas de la arquitectura. Puesto
que la aplicacio´n de la simulacio´n paralela en demograf´ıa es nueva, es u´til calcular
el efecto de estos factores en el rendimiento de la metodolog´ıa que proponemos.
Por otra parte, el entorno desarrollado incluye una interface gra´fica de usuario
que permite a usuarios sin experiencia en programacio´n especificar modelos de-
mogra´ficos basados en agentes y ejecutarlos de forma transparente en un entorno
paralelo. Con este enfoque, ayudamos a superar una gran barrera en el uso de
la simulacio´n aunque un conocimiento te´cnico para ejecutar escenarios en una
arquitectura de altas prestaciones sea necesario. Finalmente, presentamos dos ca-
sos de estudio que ponen de manifiesto el alcance de nuestro enfoque para las
ciencias sociales. El primero realiza un ana´lisis de la evolucio´n de la poblacio´n
gambiana emigrada a Espan˜a entre 2001 y 2011, un periodo especialmente rel-
evante para las inmigraciones en Espan˜a. El segundo caso simula los cambios
sociodemogra´ficos de Corea del Sud durante cien an˜os. El objetivo es mostrar lo
que nuestra metodolog´ıa puede aportar para el estudio en profundidad de pro-
cesos demogra´ficos. Nuestros resultados muestran que la modelizacio´n basada en
agentes puede ser de gran utilidad en demograf´ıa. As´ı mismo, el uso de un en-
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Population dynamics influence every aspect of human, social and economic de-
velopment. Today, our world faces the challenge to manage an unprecedented
population growth. We are already 7 billions of people (up from 2.5 billion in
1950). In the European Union, governments confront a particular scenario. Ac-
cording to the European Commission, by 2025 more than 20% of Europeans will
be 65 or over. Moreover, it is expected a particular rapid increase of people over
80. By 2060, the population of Europe is projected to reach 517 million (while
today is 501 million according to Eurostat) with 30% aged 65 or over (see Figure
1.1). Today, one out of four working people is above the age of 65. According to
these forecasts, in 2060 we will be facing the disproportionate ratio of one person
above 65 out of every two working people.
Given these circumstances population trends poses significant challenges for
European economy and welfare system. According to Wilmoth (2013), Director of
the Population Division at the United Nations Department of Economic and So-
cial Affairs, most policy experts agree the major demands are population growth,
population ageing and migrations (both immigrations and emigrations). Popu-
lation growth and ageing are shaping with increasing influence the social world.
Therefore, the need - and to a certain extent, even the responsibility - arises for
governments to take the appropriate decisions to respond situations emerged from
this trend. Migrations are often perceived as disturbing. However, they can rep-
resent a profit both for the migrants and for the countries involved: new labour
resources, new individual opportunities, strengthening of the economic and social
structures (especially in developed countries, that commonly suffer from a popu-












(a) Population pyramids between 1991 and 2011.
Figure 1.1: Population pyramids of EU-27 countries, between 2011 and 2060 in %
of the total population
Demography is a science field that involves the statistical study of human
populations. It is often used as the basis for government policies in areas such as
labour market, education, healthcare, social welfare and taxation. For example,
a fall in the number of births may lead to school closures. Similarly, a rise in the
number of elderly people may not only lead to an increase on pensions and social
care, but also to a demand rise for healthcare services. In 2011 Europe had an
expenditure on pensions of 13% of GDP, ranging from a high of 16.1% in Italy to
a low of just over 7% in Ireland. The average expenditure on care for the elderly
in hte same year was 0.5% of GDP. Demographers have long studied population
trends trying to project them onto the future. However, they have historically
been unsuccessful on preventing some of them. For instance, they were not able
to forecast the baby-boom that took place after the World War 2 due to the indus-
trialization of European countries. Neither they could foresee the rapid fertility
decline in Europe and the attained level of human longevity we experience today.
Fertility low rates are now far beyond of what demographers or policy-makers
could have expected 50 years ago. Moreover, it seems there is no limit for medical
advances that lengthen population life expectancy. Technological and medical sci-
ence advancements make demographic forecasting a complex problem to handle.
Since 1970 elderly death rates in many countries have fallen in an unprecedented










Figure 1.2: Median age of the population in EU-27 countries, 1991-2011.
ation has naturally led to an increase on Europeans’ life expectancy and therefore
to the increase of the population’s age at a global level. To illustrate this, Figure
1.2 shows an increase on median age of European population between 1991 and
2011.
In this framework, Europe is experiencing a slow population growth. With a
fertility rate below two (even in traditionally welfare states such as Scandinavian
countries) some populations have consequently start to shrink in size. This sit-
uation has thereafter led to an acceleration of the population ageing process. In
Figure 1.3, we can see the current effective economic old-age dependency in Eu-
ropean countries and the expected situation by 2060. Furthermore, the situation
has a big implication for government budgets due to the cost of old age pensions,
social and medical care.
To confront these challenges, governments need to gather information about
population dynamics to understand and analyse population trends. But even when
doing so, policy intervention can fail. We have observed such unfortunate cases
throughout human history. To mention a particular case which happened recently,
about 16 million girls under age 18 give birth each year (UNW, 2013). England
has one of the highest teenage pregnancy rates of Western Europe (see Figure
1.4). UK government is investing millions in its prevention due to the risk it
supposes on increasing health inequalities, child poverty and the derived economic
impact. Only during the period between 2009 and 2010 the amount invested
reached £26 million on income support to teenage mothers. But let us analyse
how such extraordinary figures were reached and what were the causes that led to
that. In 2002, UK government made the morning-after pill more widely available











Figure 1.3: Effective economic old-age dependency ratio
blunt demonstration teen pregnancies rose 12% showing that the measure did not
have a notable effect on rates of pregnancy and abortion (Glasier, 2006). Later
in 2004 the Young People’s Development Programme started a 3 years project
which consisted of offering education and support for sexual and drug-related
topics for 13 to 15 year-old who were deemed at risk of pregnancy, drug abuse
or exclusion from school. The policy had been applied previously in New York
successfully. However, the same kind of policy in England showed no evidence
that the intervention delayed heterosexual experience or reduced the numbers for
pregnancy, drunkenness or cannabis use (Wiggins, Bonell, Sawtell, Austerberry,
Burchett, Allen, and Strange, 2009).
The main reason behind policy intervention failure is that social problems
are most of the time of such complexity and non-linearity that analytic solutions
are difficult to outline (Sterman, 2000). In that case we can state social systems
are complex non-linear systems. A social system is a collection of individuals
who interact among them and their environment, motivated by a set of personal
goals. Its behaviour cannot be expressed as the sum of the behaviour of its parts
(synergy propriety). That is why dynamics of social systems frequently difficult
their analytical understanding (Gilbert and Troitzsch, 2005), and its intricacies
create great complexity in their proper evaluation and extracted results.










Figure 1.4: Percentage of all live births to mothers under 20 years, Scotland and
Western EU 2009 *2007 data, **2008 data, from (Rep, 2013)
Source: The Scotland and European Health for All Database, Scottish
Public Health Observatory, 2012
lation techniques were introduced on the second half of the XX century. These
techniques have the ability to gain insight into particularly complex problems,
hence being a good choice to study social processes. Figure 1.5 shows how both
analytical and simulation techniques serve us to find an optimized solution to a
real problem. Through observation of the real world, we build models that help
us confront problems. To solve them, we either build a mathematical model or
a simulation model. With a model, we can then find an optimal solution to the
problem under study that can be afterwards applied to reality. The purpose is to
avoid doing real experiments, which are often expensive or even infeasible. The
main difference between an analytical and simulation solution is that simulation
models allow the understanding of the phenomena’s insights. However, some so-
cial problems can simply not have an analytical solution due to its complexity.
Because of its great potential, scientific areas such as transport, bioinformat-
ics or computational mechanics have adopted simulation as their daily tool to
explore complex phenomena. For the social sciences, simulation methodologies
are very promising by offering an opportunity to develop a virtual laboratory for











Figure 1.5: Analytical solutions and simulation techniques help us to find an opti-
mized solution to real world problems (after (Borshchev and Filippov,
2004))
exclusively focused on the provision of forecasts or foreseeing the consequences of
a hypothetical policy. The aim also expands to the research of past phenomena
and providing a better understanding of the present reality. For instance, simula-
tion has been lately used to understand the decay of the Maya empire (Heckbert,
2013). These type of studies are important to deep into the dynamics of a soci-
ety, understanding the reasons that cause the collapse and guide future course of
action decisions.
In policy analysis, the projected population serves as an input to strategy mod-
els. Traditionally, policy models allocate people in every population group (usually
based on age and gender) to a set of states (such as in full-time employment, in
full-time education, unemployed and retired). As computer technology advances,
and the data at micro level have become available, multi-state simulation model at
the level of individuals has gained popularity for policy analysis. In this model, the
state transition of each individual is simulated (such as the transition from being
in full-time education to full-time employment). The multi-state model has now
become the standard methodology in demography (Willekens, 2005). A complex
multi-state model that includes biological factors (such as health-related factors),
cognitive factors (such as learning) and social factors (such as social network)
is also known as an Agent-based Model in computer science (or a behavioural
micro-simulation model in economics).
Simulation is useful for policy evaluation (Arthur and McNicoll, 1975). Quan-
titatively, simulation models provide the outcomes to justify particular strategies.











to families per child or implementing measures to make more flexible work mar-
ket for women. Options can be studied and compared based on their numerical
output in a series of variables. Qualitatively, simulation can show the sequence of
events that lead to implications of policy choices that could not have been fore-
seen before. It can provide information for debate and discussion on particular
social issues. Therefore, models not only serve for numerical assessment but also
for debate on policy implications.
In this thesis, we present a methodology for simulating large-scale population
dynamics. Particularly, we will show how a particular type of simulation model
(agent-based) can be used for studying the demographic evolution of a population.
Our interest lies on the simulation of large populations, which are often the target
of many policies. Our work shows how high-performance computing facilities allow
us to simulate large social systems. To this aim we present a solution for parallel
simulation of agent-based demographic models.
In the remainder of this chapter, we describe the context of our research in 1.1,
addressing the current use of large-scale simulations and presenting how agent-
based models can help on simulating population dynamics. Later, we motivate
our choice for agent-based modelling in demographic simulation (section 1.2). We
show the potential of these techniques and the opportunities it represents for high
performace computing and simulation communities. In section 1.3, we introduce
our main research questions and hypothesis. Finally, in section 1.4 we explain how
this thesis is organized.
1.1 Context
Over the last years technological advances have paved the way for advances in
many areas of research such as physics, biology, chemistry and astrophysics. To-
day, it is difficult to find a science sector which has not been influenced by devel-
opment on computers. Among the methodologies computers have introduced in
the scientific method, simulation has gained a lot of success. Computer simulation
started to be used as a scientific tool in meteorology and nuclear physics after de
World War II. It provides a virtual laboratory to experiment with models capable
of varying numerous assumptions in a set of experiments. Today, simulation has
proven to be extremely useful in mathematical modelling in disciplines such as
biology, environmental and life sciences, and resulting in the birth of entirely new
disciplines (e.g. bioinformatics, geoinformatics, health informatics, etc.).
In the social sciences and humanities, however, simulation has just recently
been used in the study of social processes. The use of simulation methodologies to
explain population dynamics started in the 1970s. However, it was not until the
1990s that it sparked high interest. Today, social simulation is considered one of
the greatest challenges for the following decades as illustrated by initiatives like
the European FuturICT project (http://www.futurict.eu/). Notwithstanding











need to be further developed. On one hand, computational methods need to be
adapted and improve to suit social studies demands. On the other hand, social
experts should make an effort to understand simulation capabilities and learn how
to build social simulation models.
Social scientists and policy makers have been always confronting the challenge
to develop models to understand humans and societies. Now, they can serve from
a scientific method that allows them to test their hypothesis, reinforce theories
and even, in some cases, make predictions. Nevertheless, social scientists are not
alone in this challenge. Computer scientists likewise need to point their energies
to understand the needs of social experts on facing simulation and to provide the
instruments to help them delve into social processes and their evolution.
Furthermore, today we see latest developments in technology have provide
computer infrastructures faster and more powerful than ever. Research in com-
puter architecture makes us witness of big encouraging advances that had lead
to high-speed connected systems, cloud computing and supercomputers. Through
parallel computation, many research areas (including social simulation) can take
profit of these technological improvements and assimilate them to boost their
fields. Parallel simulation deals with techniques that allow the use of multiple pro-
cessors to run a single simulation. In that sense, parallel simulation could provide
an alternative to speed up the execution of compute-intensive social models. Al-
though research in parallel simulation has been around for more than two decades
the number of applications of parallel simulation in the social sciences is scarce.
Nevertheless, there are reasons to think parallel simulation techniques could
become necessary in the future of social simulation. In the real-world, social dy-
namics are very complex, containing billions of interacting individuals and an
important amount of data (both spatial and social). That is the reason a desktop
computer or a small cluster might not have enough capacity to manage realistic
models. Moreover, the number of simulations to validate social models against
evidence records might be substantial (Rubio and Cela, 2010). One solution is
to run the simulation model on high-performance environments such as big com-
puter clusters, supercomputers, clouds or grids. However, the problem encounters
difficulties on the distribution of computational workload among machines (Fu-
jimoto, 2000), especially when the system is as dynamic as human populations.
There are multiple types of simulation which can be useful for social studies
(Gilbert and Troitzsch, 2005). Among them, agent-based modelling and simu-
lation have gain a lot of popularity with application in many areas, from the
physical sciences to the social sciences Macal and North (2007). It is useful in
exploring problems which entities are capable of executing decision-making pro-
cesses. These entities, called agents, interact both with other entities and the
virtual world where they live (the environment). They execute interaction and
decision-making processes over time providing a means to check the evolution
of a population. Simulation outputs will produce results which can be compared











that explain the phenomena but also we will be able to understand the hidden
mechanisms that have driven the population to evolve in that direction.
An agent-based model is a model that is formed by a set of autonomous
agents that interact with their environment (including other agents) through
a set of internal rules to achieve their objectives. For this reason, agent-based
modelling is particularly well suited with the concept of entities with individual
decision-making processes interacting within a common environment which can
show emergent behaviour. The agent-based model, just like other types of model,
is used to represent a real world system to help us understand the system and
make decisions. An agent-based model is commonly implemented as a piece of
computer code and run using a simulator. Agent-based simulation (ABS) is the
computer implementation of an agent-based model.
In social sciences, agent-based modelling is one of the most widely used ap-
proaches for simulations of complex social interactions. The main reason is that
the object of study in these disciplines, human society present or past, is difficult
to analyse through classical analytical techniques due to the unpredictable and
changing (dynamic) nature. In this context, agent-based modelling is encouraging
the introduction of computer simulations to examine behavioural patterns in com-
plex systems. Simulation opens the door to virtual artificial experimentation of
social phenomena. For this reason, agent-based simulation allows the implemen-
tation of experiments and studies that would not be feasible otherwise (Pavon,
Arroyo, Hassan, and Sansores, 2008). Agent-based simulation is recognized as one
of the techniques which could contribute more to develop useful simulations of
complex social interactions (Gilbert, 2008).
The purpose of this thesis is to apply agent-based modelling to demography
for simulating population dynamics. One of the main applications of demography
is the projection of the structure of a population. Traditional methodologies in
population projection have been applied at the macro-level. However, supported
by the advances in computer technology and the availability of data at micro level
(individuals), the use of micro-level simulation models in population projection
have become more popular in the last years (Van Imhoff and Post, 1998). The
main advantage of this approach is that individual-specific explanatory variables
can be included in the model. For example, we may include factors such as age,
education level, salary group and ethnicity to model the number of children that
an individual female will have. This approach allows us to specify complex be-
havioural and cognitive rules at the individual level; and through aggregation, the
output at the macro level can be derived.
Agent-based modelling is commonly used for small scenarios because the num-
ber of agents and interactions between them can be extremely large in some of
case studies, thus forcing the scientist to limit its number in order to execute the
simulation in a standard computer. However, in the case of policy models, both
the amount of compute power required and detailed micro-level data are signifi-











important role in the future of social simulation.
1.2 Motivation
This work started with the interest of Barcelona Supercomputing Center (BSC) to
apply high-performance computing to speed up compute-intensive social models.
The pursuit came after seen successful applications of parallel simulation in earth
science and life science. As a result of that concern, in 2008 a small group was set
to explore artificial societies and applications of parallel simulation on humanities
and social sciences. As a starting point, BSC decided to profit the deep knowledge
of Social and Cultural Anthropology Department of Autonomous University of
Barcelona in the demography of The Gambia, and its migration flows to Spain.
The purpose of this new line of research is to contribute to policy analysis studies
with simulation.
Policy work is mainly based on decision support models that tend to serve
large-scale applications to answer real-world questions. New policies may arise
processes too dynamic and complex to be foreseen with a good degree of confi-
dence by unaided minds (Arthur and McNicoll, 1975). For example, subsidies
can be used to create incentive effects or wealth effects. In many occasions, we
want to create one but not the other. Hence, appropriate policies such as alloca-
tion formulas and eligibility conditions must be made carefully. Simulation models
are able to capture relevant socio-economic phenomena and give the planners a
scientific tool to trace out and examine the consequences of applying a certain
policy. Therefore, the main goal is to provide a means to test alternative policy
choices and to gain insight into the future impact of new plans, which are specially
sensible for developing countries. Moreover, the results would free from political
influences or biases. These models commonly use real, demographical data and
need to be validated to prove their credibility.
After a revision of the literature on parallel simulation, we found little had
been done in the social sciences. We saw that as an opportunity and decided to
choose agent-based modelling approach to explore large-scale demographic sim-
ulations. Currently, there are several tools to support the development and ex-
ecution of generic agent-based models. However, typically desktop agent-based
modelling tools do not scale well to what is required for extremely large appli-
cations. Therefore, high-performance computing represents a chance to perform
simulations of big scenarios, which are of interest of government and agencies
decision problems.
Social simulation community is formed by scientists with very different back-
grounds. The reason is the interdisciplinary of population dynamics studies. These
backgrounds can be grouped in three different profiles:
1. social scientists who use simulation modelling techniques to test their hy-












2. scientists between the Artificial Intelligence world and social studies, such
as sociology or psychology, who are interested in understanding and repro-
ducing intelligent social behaviour,
3. computer scientists with an interest in social dynamics who can contribute
in the design and development of tools and instruments to give a boost in
the field.
The work presented in this thesis is framed in the context of this last category. The
goal is to help social scientists perform large-scale simulation of social phenomena
taking profit of high-speed infrastructures like supercomputers or clusters. In that
way, they can perform simulations that would be very costly or just not feasible
to perform.
High-Performance Computer (HPC) offers a massive supercomputing power
which allows us to simulate a large artificial society. Scientists have long researched
on human behaviour. The results can be included in a population model in order
to mimic a more realistic human population. This research is exciting because we
could find some non-intuitive results due to the interactions among individuals
(emergent behaviour). This research is also important because we could compare
the effect of different policies on different groups in a population (including minor-
ity groups). Relative differences between policies can be analysed before they are
put in place. Hence, we could avoid potentially costly and irreversible mistakes.
Successful research in this area could improve the quality of life by improving the
quality of public policies through the exploitation of computer technologies.
1.3 Objectives
The main objective of this thesis is to investigate how large-scale demographics
through computational models could help on understanding population dynam-
ics. The goal of this work is to develop a tool to develop demographic simula-
tion models for supporting decision making processes of policy makers. From the
methodological point of view, this work is aimed to answer the following questions:
1. Which are the main processes that describe population dynamics in terms
of demographic evolution?
2. Could simulation methodologies be helpful on the study of population dy-
namics at a large-scale?
3. Which are the determinants that impact the parallel simulation of agent-
based models?
4. Could social studies such as demographics, anthropology o sociology take
advantage of new technological capacities to boost their research and per-











5. Could parallel computing, which has successfully been applied to research
areas such as earth sciences or life sciences, contribute to simulate large-
scale social phenomena?
6. Which are the factors of demographic simulation that affect its execution
performance?
7. Is it possible to design a simulation tool able to harness the available com-
pute power efficiently?
To answer these questions our objectives are:
 To research on individual-based approaches to representing population dy-
namics for simulating them
 To develop a computational framework that can model the demographic
evolution of a population to assist in decision making process for policy
analysis
 To develop strategies to profit from High Performance Computing infras-
tructures to improve the simulation of large populations.
 To apply this methodology to a real-case study to simulate the demographic
evolution of Gambians in Spain.
 To apply this methodology to a second case study to simulate the population
dynamics in South Korea.
In order to achieve these objectives we design and develop a demographic
simulator which is able to take advantage of parallel computing to simulate the
demographic evolution of large-scale populations. We choose to use agent-based
models so we can model the population at an individual-level. Human social be-
haviours are thereafter simulated through modelling individual agent’s behaviour
and its interaction with other agents. Since it is not possible to completely model
human behaviour, we only model the most common processes of demographics.
The main emphasis has been to develop a framework that is flexible enough to
allow new social processes to be dynamically integrated with the system.
Moreover, the choice of two complex problems in the Demography and Anthro-
pology domains as cases studies, such as the demographic evolution of Gambians
in Spain and the population dynamics in South Korea, was considered essential
to support the feasibility of the approach for the social sciences. The problems are
modelled following the proposed methodology and using the given agent frame-
work. The agent-based model should provide an insight of the social phenomena
studied. The first case under study carries out an analysis of the evolution of
the population of The Gambia between 2001 and 2011. The Gambia is a small











been quite high last 30 years. The period of our study is interesting for research
because migration flows from The Gambia to Spain increased significantly. In
that decade, Spanish economy flourished probably increasing the expectancies of
Gambian migrants and increasing migration movements.
The second case study simulates the socio-demographic changes of South Ko-
rean from 1990 to 2090. The objective is to rate the feasibility of our methodology
for forecasting individual demographic processes. The motivation is the current
collaboration with the Big Data Software Platform research department at the
Electronics and Telecommunications Research Institute (ETRI) in Daejeon, South
Korea. ETRI is currently engaged in a project to explore new simulation concepts
for developing an open full-scale individual based modelling simulation platform
to analyse and predict socio-economic behaviours based on demographic changes.
As a part of their ongoing project, we are collaborating with them to test our
methodology for simulating South Korean population dynamics.
Both proposed case studies suit well the high-degree complexity of common
agent-based models because the evolution of the population is affected by a large
number of interrelated and dynamics factors: gender, age, economic level, family,
matchmaking and reproduction patterns, life cycles and so on. Moreover, our
agent-based approach is interesting for studying both phenomena since it provides
a way to gain insight of the population at an individual-level. For example, it could
help to understanding ageing processes on Western societies and the dynamics
that can be leading to the current trend. One of the challenges we may encounter
is that the structure of households in Gambian society is significantly different
from the western society. This case study will help us improve the design and the
applicability of the parallel simulation software. Moreover, with the South Korean
study we are interested to see if our methodology could be useful on the forecast
of socio-demographic dynamics.
In order to apply agent-based models to demographic simulation, our ap-
proaches are to:
1. Integrate the individual dynamics’ modelling to regional areas where the
population is distributed;
2. Develop a set of methods to present the simulation output in ways that are
suitable for later analysis. Simulation results will be able to show the popu-
lation projection at a macro and micro scale at any time of the simulation;
3. Provide a set of different instruments to specify the behaviour of individuals.
Users should be capable of represent human behaviour according to the
statistical information available for them (quantitative data) or as rule-
based knowledge (qualitative data);
4. Develop a graphical user interface to provide a way to model users’ own
simulation scenarios. Since most policy modellers are not familiar with pro-











automatically generated, offering a procedure to profit High Performance
Computing resources to run large simulations. This system will approach
final users to current parallel computing techniques.
As a result of the objectives’ achievement, this research will boost research on
several fields making the following contributions:
1. On the social sciences side, this work contributes to demographics applied
to policy analysis with a new framework to improve population dynamics
simulation studies.
2. On the operations research side, it advances discrete simulation field by
employing agent-based modelling to simulate demographics, with an event-
driven approach.
3. On the computer science side, it contributes to the research done in High-
Performance Computing, by dealing with scalability and performance issues
of social agent-based simulations.
1.4 Structure of this thesis
This thesis is structured as follows:
Chapter 2 presents the state-of-art by giving an overview on social modelling.
It describes the modelling process for social systems, discusses some approaches to
social modelling and introduces agent-based modelling. It also presents the most
commonly used tools for social simulation and discusses further research needs.
Chapter 3 introduces the second state-of-art on parallel simulation and High
Performance Computing Systems. It highlights the advantages and challenges
of parallel simulation. Then it describes the application of parallel simulation
to study large-scale social systems. It reviews some of the tools that have been
developed in this area of research so far. Moreover, it presents some applications.
The core of our work is presented in chapters 4, 5, and 6. Chapter 4 describes
our approach for large-scale demographic simulation. It details our model for pop-
ulation dynamics, shows the design of tee proposed framework, and describes the
implementation of agents and processes. The tool is able to harness the available
compute power efficiently. Its design requires a good understanding of factors
in the policy model that may affect the run-time performance of the simulator.
In this chapter, we identify factors from a demographic model that affect the
simulation performance.
The tool should be easy to use by model developers (non-computer experts).
Therefore, we present a graphical user interface for our tool in chapter 4. We
explain in detail its components and the different approaches to using both qual-
itative and quantitative data to specify demographic processes.
Chapter 5 addresses the performance of simulating large-scale population dy-










1.4. Structure of this thesis
the execution time and the scalability. It also studies the response of the tool
to different conditions such as a homogeneous environment, an unbalanced pop-
ulation size, dealing with heterogeneous processing elements or heterogeneous
communication latency.
In chapter 6, we review the literature on validation and verification of simu-
lation models and use white-box validation to give more credibility to our tool.
Chapter 7 shows our two case studies. First, we simulated the demographic
evolution of Gambian population in Spain from 2001 to 2011, and its migration
movements. We are particularly interested in understanding migration patterns
of migration and seeing how household structure changes. Second, we use our
approach to model South Korean population dynamics and project them into the
future. Although our methodology is not meant for forecasting, we are interested
in analysing the results to see whether we are able to reproduce South Korean
patterns of population dynamics.
Finally, in chapter 8 we provide a summary of conclusions, our contributions



















Modeling and simulation for population dynamics
Computer modelling and complex systems simulation have dominated the sci-
entific debate over the last decade, providing important outcomes in biology, ge-
ology and life sciences, and resulting in the birth of entirely new disciplines (e.g.
bioinformatics, geoinformatics, health informatics, etc.). In the social sciences,
the number of groups currently developing research programs in this direction
is increasing. The results are extremely promising since simulation technologies
have the potential to become an essential tool in the field (Gilbert, 2008).
However, some social scientists are sceptical about the idea of reproducing in
silico population dynamics, because of the perceived complexity of social struc-
tures. This scepticism is understandable given the low number of projects that
use this approach and the lack of experience with methodologies of this kind.
Nevertheless, the research done in complexity science during recent years shows
how computer simulation can be applied to this field. Indeed computer models
provide an artificial environment to test hypothesis, to reproduce theories and
to analyse scenarios. Furthermore, they provide a way to study problems where
the analytical solution can not be found. Thus, they can be seen as a natural
complement to classical research methods (Helbing, 2012).
In this chapter, we show the nature of social simulation and why it is becoming
so popular. In particular, we first describe the need of modelling in social science
and humanities. Later, we revise some approaches to social modelling and com-
pare their limitations with respect to agent-based modelling. Moreover, we discuss
the advantages and drawbacks of agent-based modelling. Then, we revise some
applications of agent-based simulation in the social sciences and analyse its ac-
ceptance in policy analysis studies. Finally, we present some tools for agent-based
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book Formal Languages for Computer Simulation: Transdisciplinary Models and
Applications authored by Montan˜ola Sales, Rubio-Campillo, Casanovas-Garcia,
Cela-Esp´ın, and Kaplan-Marcusan (2014e) Copyright 2014, IGI Global, www.igi-
global.com. Posted by permission of the publisher.
2.1 Modeling social systems
Social sciences and humanities are concern with the study of the human being and
their world. Using methods of empirical data collection and scientific analysis, the
social sciences study human behaviour and society in a variety of fields such as
sociology, psychology, political science, economics or anthropology. The reason for
having many specialised areas of research around human beings is that societal
modelling is complex and can be studied from different approaches (Gilbert and
Troitzsch, 2005). According to Rossiter, Noble, and Bell (2010) social systems are
complex in three different ways:
 they are composed by many entities which interact between them with a
high degree of interconnection that can introduce internal feedbacks,
 their structure and rules may vary over time, so they have limited accuracy
which in turn makes validation difficult,
 they have limited available historic data to work.
So how could social researchers tackle their questions about change in social
systems? As pointed by Kohler and van der Leeuw (2007) the fieldwork could be
a place to start but it is not enough to answer all questions. Therefore, social
scientists need to build models as possible explanations to contrast their theories
and their data.
Computational modelling and simulation can handle systems with complex,
dynamic, and interrelated parts, such as epidemics spread or the extinction of an
ethnic group, which occur within a context constrained by many socio-economic
factors. This methodology can also handle the emergence of social patterns from
individual interactions. In that way, a part of computational modelling is to be
capable of model a person and his/her social relationships as networks. In this
section, we show the nature of social simulation and why it is becoming so popular.
We will also discuss the modelling procedure and why simulation looks suitable
for applications in social science and humanities.
2.1.1 A brief history of social science simulation
The study of the real world with simulation technologies in the social sciences
started in the earlies 1960s with the advances and developments on computer










2.1. Modeling social systems
Discrete-Event Simulation and System Dynamics. These methodologies are char-
acterized by taking advantage of the big calculus capacity of computers. System
Dynamics approach, later described in 2.2.2, uses big systems of differential equa-
tions to plot variables trajectories over time (Hanneman, 1988). Sterman (2000)
describes it as
”a powerful method to gain useful insight into situations of dynamics
complexity and policy resistance”
However, System Dynamics is restricted to the social analysis at macro-level.
Moreover, it can only allow models that can be translated into equations.
In the early stages, simulation focused more on the prediction of social systems
than on their understanding (Gilbert and Troitzsch, 2005). In the same period,
another approach to model social behaviour appeared, known as microsimulation
(Orcutt, 1957). Microsimulation, later described in 2.2.1, aims to model the evo-
lution of population dynamics over time through specifying a random sampling
process for each individual at every simulation time point. Although microsimu-
lation has no pretensions to explanation but to predict as system dynamics, it is
interesting to note that the unit of simulation is the individual. However, there is
no attempt to model interactions between them. During many years, microsimu-
lation was the only form of simulation that was widespread recognized by social
scientists. Today it is still used in many countries for policy issues.
In the 1980s, advances came from mathematics and physics, especially those
working in the artificial intelligence field. In these years, cellular automata (Von Neu-
mann, 1966) started to be used to understand social interaction. Cellular au-
tomata are mathematical models that simulate dynamic systems that evolve in
discreet steps. They consist of a grid where every square is known as cell. Each
cell has concrete state in each moment of time and also a set of neighbours. In
each step of time, the new state of a cell is calculated by a homogeneous tran-
sition function that considers the cell state and its neighbours states. In Figure
2.1, we can see different approaches to calculate the cell state. In some real-life
applications, there have been some variations of the cellular automata definition
such as non-uniform grid, asynchronous update of the cell states, and extension
of the cell neighbourhood (Hwang, Garbey, Berceli, and Tran-Son-Tay, 2009).
Later, new advances in computing allowed to combine cellular automata with
game theory in the social sciences. One of the most well known examples is the
Life Game of Conway (Gardner, 1970) where with four simple rules a cellular
automata is build to simulate the life of a complex organism society, including
their interactions. At the same time, other types of simulations coming from
stochastic processes arose, such as queue theories (Kreutzer, 1986) or multi-level
simulation (Helbing, 1994).
In the 1980s, when the computer capacity increased and the Internet appeared,
Artificial Intelligence researchers develop the distributed computing in the form
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Figure 2.1: Type of neighbours in a cellular automaton
later gave birth to a new technique which allows autonomous objective-driven
movements in grids: multi-agent-based systems (Weiss, 1999). In the same pe-
riod, artificial intelligence community developed ”machine learning” techniques,
systems with the ability to learn from experience, adding the new information to
their knowledge and procedural skills (Michalski, Carbonell, and Mitchell, 1985).
A summary on the historical development of contemporary approaches to
social simulation can be seen in Figure 2.2.
2.1.2 Why model?
The concept of modelling is widely extended. It comes from the natural obser-
vation of the world and the curiosity or need to reproduce it. As Epstein (2008)
says
“Anyone who ventures a projection, or imagines how a social
dynamic—an epidemic, war, or migration—would unfold is running
some model”
The challenge is to write it down, to turn it from implicit, where assumptions
or data are hidden, to explicit. It does not matter if the model implies a mathe-
matical formulation or any graphical representation. Models are approximations
to reality for an intended used (Pidd, 2010). According to Pidd, a model can
be graphically represented as a box with inputs and outputs. The box will be
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Figure 2.2: Historical approaches to social simulation (based on Gilbert and
Troitzsch, 2005)
phenomena under study, the box will be black since the model will be analysed
through its outputs under defined inputs. For example, when performing con-
trolled experimentation in some areas of physical science. On the contrary, if the
box is grey that means we have some knowledge of the model’s interior processes.
That is most often the case when investigating “what if” scenarios. Then, pro-
cesses should be analysed when detecting some unexpected emergent behaviour,
as a consequence of the internal dynamic interactions between the variables in
the system.
In social sciences and humanities, common mathematical models are based
on differential equations which are very useful to describe continuous systems
or central systems, where physical laws drives the system dynamics rather than
information processing (Parunak, Savit, and Riolo, 1998). However, equation-
based models experience more difficulties in systems where the interest is on the
interactions between discrete entities, as human being can be. Moreover, to model
individuals as discrete autonomous entities looks more natural (Rubio, 2009).
Given the difficulties to apply differential equations, statistical techniques have
commonly been used as a powerful analysis tool (Stewart, 1989). They are able to
extract general patterns from a set of data that does not appear to have a regular
behaviour. However, statistical analysis provides models that indicate tendencies
in a sample of variables’ values. Therefore the information we can generate is very
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Figure 2.3: Conceptual modelling in a simplified simulation development process by
Heath et al. (2009)
Simulation is especially suitable when we want to conduct experiments with
a model in order to understand the behaviour of the system under study (Shan-
non, 1976). Representation of reality through simulation models are often closer
to reality processes than other mathematical models (Lozares Colina, 2004).
Simulation not only includes the construction of a model to study the system
dynamics of interest, but also can generate new knowledge with an impact on
the model formulation itself. For instance, we may need to refine the model when
new hypothesis arise. The ultimate objective is to get closer to possible answers
of the initially formulated questions about the real world. According to (Shan-
non, 1976), a simulation process should start with the definition of a problem,
analysing the important entities which play a role and the relations between vari-
ables, followed by a model formulation. At this stage, it is important to decide the
number of variables to take into account since simplicity and complexity should
be balanced. The model should have as many variables as needed to answer the
initial questions. However, it is possible to refine it in later stages.
2.1.3 How to model
It is not ventured to say that modelling is one of the key research processes. A
model has impact in all aspects of the simulation study. But which is the process
of modelling? Law (2007) describes in the following way. When trying to simulate
the real world we talk about systems of interest, which are a
“collection of entities that act and interact together toward the
accomplishment of some logical end”
To study them, modellers start from a set of thoughts in the stake-holder’s mind
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its objectives, the input and outputs of the system and its content (Robinson,
2008). In this process, some assumptions and simplifications are made. Robinson
states that these assumptions help dealing with uncertainties or beliefs about the
real world (the scope of the model), while simplifications help reducing the com-
plexity of the model (its level of detail). All this components form the conceptual
model, which gives us an insight of the behaviour of the system. The process of
building a model from a real or proposed system is called conceptual modelling.
In Figure 2.3, Heath et al. (2009) show how conceptual modelling is embedded in
a simplified simulation development process.
Despite the importance of the conceptual model in a simulation study, there
is no agreement in the definition of what a conceptual model is. Onggo (2010)
suggests this lack might be due to the wide variety of conceptual model repre-
sentations which have been proposed in the literature. What seems clear is that
conceptual modelling is very close to the notion of abstraction, which is related to
computer science and has originated many specification languages (Roussopoulos
and Karagiannis, 2009). To make this abstraction process effective, an appropri-
ate simplification of reality is needed (Pidd, 2003). That is, we need to set the
boundaries of the real world portion we want to model in an appropriate way that
can give an answer to the question we make. Inspite of this process of simplifica-
tion, a model should be complex enough to answer the question raised (Banks,
1998). For example, a model that emulates a vehicle routing problem can answer
questions on how a company should distribute its products in a given network.
However, this model can not say how this distribution will impact on the current
traffic of the network. If we were interested in that, we should enlarge our model
to include the traffic flow to calculate how a given distribution of vehicles will
affect it.
Thus, we need to find a balance between the real world and the conceptual
model. If we directly consider the most complex system to do a studywe will
encounter several problems, being the most important its credibility. How could
we be certain that the added components in our model are not affecting the
results? As Robinson (2008) states simple models have many advantages, such
as they are faster, require fewer data, are more flexible and more importantly, if
we better understand them we can better interpret their results. In fact, a good
model design enhances the probability of simulation study success. Nevertheless,
not in all research areas simplicity is seen as a positive value. For instance in
the social sciences, van der Leeuw (2004) states archaeologists can not assume a
simple behaviour until there is some evidence of it. Indeed, one should be careful to
simplify certain natural processes since it presumes some assumptions about how
they operate with the danger of missing important facets to explain it (Davies,
Roderick, and Raftery, 2003). The tendency however is to build KISS (Keep it
simple, stupid) models. This idea stems from Occam’s razor: things should be kept
as simple as possible and made as little more complex as explanation purposes
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seeks simple and abstract models that are general enough to be explanatory for
multiple specific cases.
Furthermore, in social sciences and humanities there is a particular difficulty
when doing conceptual modelling: sometimes data is not available or non-existent.
In those cases, stakeholders need to proceed in other ways by filling out the ab-
stract social process or mechanism sufficiently to create a working implementation.
Therefore, they will focus more on the instantiation of the desired mechanism than
in being faithful to the observation of the real world process (Yang and Gilbert,
2008).
One important property of the conceptual model is that it is not oriented to
any software, so stakeholders free from implementation concerns. Thus being able
to represent the behaviour of a problem which can be later solved in the preferred
computational methodology. Separating the modelling and coding process allow
modellers to focus on developing a more appropriate (“right”) model to perform
the study of interest (Robinson, 2008). This fact has the advantage of allowing all
stakeholders to integrate in a simulation project (Roussopoulos and Karagiannis,
2009). That is the reason why it is possible to communicate the model between
them, to discuss different points of views and to set common objectives. Therefore,
a collaborative effort is needed since they might probably come from different
domain knowledge and expertise (Chen, Theodoropoulos, Turner, Cai, Minson,
and Zhang, 2008).
2.2 Approaches to social modelling
In previous sections, we have described the modelling process, and we have seen
what it consists of. We have also outlined the simplification and abstraction pro-
cesses of modelling, along with the difficulties we might find in the way. There are
some alternatives in the style of methodology to model social systems. As pointed
in Siebers, Macal, Garnett, Buxton, and Pidd (2010), people do not always con-
sider different approaches to addressing problem requirements, but tend to use
the ones that are more familiar to them. Sometimes, however, the techniques
turn out to be inadequate, and they need to switch to another one. Therefore,
it is important to know in advance the capabilities and drawbacks of different
methodologies to simulate a social system. In this section we present and dis-
cuss four methodologies that are most usually employed for social simulation,
particularly for demographics.
2.2.1 Microsimulation
One of the commonly used paradigms in demographic simulation is microsimula-
tion. Initial studies in microsimulation date back to the work of Orcutt (1957). In
this simulation paradigm, modellers have to specify a random sampling process
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individual at the next simulation time. Microsimulation uses an initial popula-
tion set, usually obtained through surveys, with detailed characteristics of the
population under study such as household members’ age, income, employment
and so on. These parameters are intended to represent individual preferences and
tendencies. Within the model each entity is defined by a unique identifier and a
set of attributes, such as age, gender, economic status, marital status and so on.
Then a set of rules is defined so each individual entity moves from one state to
another (e.g. moving from single to married). Rules can be stochastic (subject
to a probability, for example, the probability of getting married) or deterministic
(for example paying taxes or going to primary school, in most western societies).
With this initial population setting microsimulation makes predictions on how
the sample will look like in the future.
At one extreme, the sampling process requires a simple random sampling.
At another extreme, it may require a complex regression model. However, most
microsimulation tools have been built to assist public policy analysis. Examples
include LABORsim for policies related to labour supply in Italy (Leombruni and
Richiardi, 2006) and Pensim2 for the British pension system (O’Donoghue and
Redway, 2009). SOCSIM (Hammel, Mason, and Wachter, 1990) is one among the
few generic micro-simulation tools for demography. Other works include Dahlen
(2009), who developed of an open-source micro-simulation tool called LaMPsim
that has been designed for labour market policy in Sweden. Also, Zinn, Gampe,
Himmelspach, and Uhrmacher (2009) developed another generic micro-simulation
tool called MIC-CORE. Bourguignon and Spadaro (2006) discusses the use of
microsimulation for welfare analysis.
The main advantage of microsimulation is that initial population settings
come from real data, not being based on randomness or hypothesis. This fact
makes microsimulation robust against another kind of modelling techniques, since
it is easier to understand or interpret the results of the simulation and make
predictions of the future population stake (Gilbert, 2008). However, the ageing
process of agents needs detailed transition matrices which are often difficult to
obtain since it requires a large amount of data. Furthermore, neither there is
interaction between agents, nor often space is taken into account. This fact is an
important drawback in some case scenarios, such as modelling people behaviour
in self-organizations or not taking into account the space when mobility has a role
in the system.
2.2.2 System Dynamics
System dynamics is another commonly used modeling paradigm in developing
demographic simulation models. Unlike microsimulation, system dynamics does
not keep track changes in the state of each individual but focuses more on the
population of individuals and the rates of individuals moving from one state to
another. Due to its approach, it is difficult to capture the individual character-










Chapter 2. Modeling and simulation for population dynamics
commonly used to analyse the complex feedback systems and the mutual inter-
actions in the system over time. It evaluates a set of differential equations that
calculate the value of a variable at the next time step from the value of other
variables.
System dynamics important works in the area of population dynamics include
the World Dynamics (Forrester, 1971) and World3 population model (Meadows,
Meadows, Randers, and William, 1972; Meadows, Meadows, and Randers, 2004).
A demographic model in system dynamics is often used as a component in a policy
model. For example, Ahmad and Billimek (2005) developed a system dynamics
model to analyse policies to reduce the harmful effect of tobacco on population
health. Key demographic components such as fertility rate, mortality rate and net
migration are included in the model. Saysel, Barlas, and Yenigun (2002) developed
a system dynamics model to analyse policies on various environmental issues such
as water distribution management and agricultural pollution. The model took
into account the mutual interactions between the environmental issues and the
demography in the region.
2.2.3 Discrete event simulation
Discrete event simulation pictures a system in terms of states and events, basing
the simulations on the events that take place in the system under study and
looking at the effects these events have on the state of the system. Similarly to
microsimulation, discrete event simulation keeps tracking the individuals from
their arrival in the system (through births and migrations) until they leave the
system (through deaths and migrations). However, discrete event simulation does
not inspect each individual at each simulation time point. It inspects an individual
only when the state of the individual changes.
Most discrete-event demographic simulation models are used in applications
such as healthcare and epidemiology. For example, Rauner, Brailsford, and Flessa
(2005) developed a discrete event simulation model to study the effectiveness of
intervention programs to reduce the vertical HIV transmission. The model used
demographic data to initialize and to project the population. The model took into
account the demographic information for activities such as being tested for HIV
and receiving treatment. Roderick, Davies, Jones, Feest, Smith, and Farrington
(2004) built a discrete event simulation model to estimate the future demand of
renal replacement therapy in England, that took into account the demographic
population changes. In the area of epidemiology, a number of researchers have
attempted to build large-scale simulation models. The main objective is to under-
stand the spread of global epidemics that may include analysis of a large number
of individuals. Eubank (2002) and Rao and Chernyakhovsky (2008) showed that
parallel discrete event simulation was needed for large-scale epidemiological mod-
els. They developed specialized parallel simulation tools for epidemiological mod-
els. Recently, there has been a number of works that develop tools for large-scale
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2.2.4 Agent-based models
Agent-based models (ABM) also called individual-based models come from the
area of Artificial Intelligence, which tries to create artificial systems that think
and act like human beings (Russell and Norvig, 2010). In those terms, the unit
of study is the agent. Although there is no standard definition of agent, it is
commonly accepted the one from Huhns and Singh (1997) which defines an agent
as
”a self-contained program that can control its actions, based on its
perceptions of the environment”
The reason for this discrepancy is the differences found on applications within
disciplines, leading to distinct visions of which characteristics an agent should
have (Crooks and Castle, 2006). Despite this disagreement, most authors consider
agents should satisfy the following properties:
 Autonomy, understand as the capability to operate without the direct con-
trol of humans or other agents
 Interactive, as the social capacity to interact with their environment and/or
with other agents besides perceiving their closest local environment objec-
tives
 Having the potential to add characteristics as adaptation, learning, complex
planning and language
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Agent-based models are formed by a set of autonomous agents that interact
with their environment through a set of internal rules to achieve their objec-
tives. Interactions with other agents or entities within the system are specified
in the model. Therefore, agent-based simulation is the process of designing an
agent-based model of a real system and performing experiments with it, either to
understand the behaviour of the system or to evaluate a set of strategies for its
operation (Shannon, 1976). The environment is a space in which agents take ac-
tion and constraints potential interactions (see Figure 2.4). As Crooks and Castle
(2006) state, agents may be spatially explicit or spatially implicit, wether they
have a location in geometrical space or it is irrelevant. In spatially explicit models
landscape can be represented as
 a passive space where agents interact or
 spatial landscape represents an agent itself, for example on a land with
naturally growing resources.
When the systems evolves through time, interactions of agents occur in certain
order. Since agents behave individually in parallel the order of interaction should
not be sequential but randomized.
2.2.5 Difference between agent-based simulation and other ap-
proaches
Previously we described different approaches commonly used to model and sim-
ulate social systems. Now, we want to point at the differences between them and
highlight how agent-based modelling differs from other methodologies. However,
our purpose is not to demonstrate agent-based modelling is better than the other
approaches but to revise the kind of questions it is willing to answer in differ-
ent application domains with respect to other methodologies. Table 2.1 shows a
summary of differences between the previous modelling approaches described. We
want to mark out the context where agent-based simulation is meant to. The mod-
eller’s challenge is to pick the most appropriate approach to the problem. Thus
facilitating the modelling process plus obtaining the expected type of results.
After the description of microsimulation in 2.2.1, we can see this technique
has two main limitations (Davidsson, 2001). On one hand, it models individuals’
behaviour in terms of probabilities which are supposed to match with preferences,
plans and decisions. On the other hand, it simulates people at the individual
level, not taking into account interactions with others. Moreover, microsimulation
requires realistic micro-data so it can be difficult to apply when appropriate data
are not available (Wu and Birkin, 2012). On the contrary, agent-based simulation
can perfectly cope with those limitations and gain better results.
Agent-based modelling is able to express the complexity of a real-world system
since agents can reproduce individuals’ autonomous behaviours and the interac-
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Table 2.1: Comparing different approaches of social modelling
seems more natural than traditional modelling approaches such as discrete-event
simulation or system dynamics. According to Bonabeau (2002):
”Whether one is attempting to describe a traffic jam, the stock
market, voters, or how an organization works, agent-based modelling
makes the model seem closer to reality”
Siebers et al. (2010) illustrate this with an example. During many years, in epi-
demics system dynamics have been used to understand the spread of infectious
diseases, especially using models know as Susceptible-Infected Recovered (SIR).
SIR models have been very useful to guide policy decision making. However, they
are unable to include human behavioural aspects while we know now affect epi-
demics dynamics. Thus, agent-based simulation seems a more suitable approach,
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Furthermore, both Bonabeau (2002) and Siebers et al. (2010) state a good
candidate problem for the use of agent-based models should be placed in any of
these situations:
 when we want to model the behaviour of heterogeneous constituent units’
activities of the system, especially when aggregate transition rates can not
clearly define it
 when there is interaction between individual entities, particulary when there
is some complex structure such as social networks
 when we want to consider a space and how individuals move across it
 when we want to include in the model how individuals adapt or learn
 when we want to reproduce strategic behaviour and anticipate future agents
decisions
 when cooperation or organization is included in the model
 when there is structural change as a result of the model
 when we can obtain future conditions that can not be predict from the past
In summary, agent-based modelling looks appropriate for modelling social
systems when describing them with equations becomes intractable and when it
is very important to validate and calibrate them to ensure they are reproducing
what we want to. Systems that can be modelled centrally, where dynamics can be
described by physical laws rather than information processing, are most naturally
modelled with equation-based approaches (Parunak et al., 1998).
Moreover, compared to other methodologies agent-based simulation allows ex-
tensibility, mainly because that in terms of software it follows the object-oriented
software paradigm. As an example, Siebers et al. (2010) mention a case where
agent-based modelling was used when system dynamics became too complex to
deal with. They also showed how agent-based simulation provided a way to un-
derstand the system as it grew in complexity. In fact, an agent can be considered
a self-directed object with the capability of autonomously choosing actions based
on the agent’s situation. Therefore classes are naturally used as methods to repre-
sent agents and agent behaviours. This fact implies that models can be extended
to add more agents, behaviours and components of real-world applications.
Instead, discrete-event simulation is useful when we want to describe a sys-
tem in terms of its entities and processes, rather than activities, and to represent
uncertainty through stochastic distributions (Siebers et al., 2010). For example,
discrete event simulation is suitable for queueing systems, very common on man-
ufacturing and service industries. Seldom entities change their state or learn on
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between discrete event and agent-based simulation lies on the nature of enti-
ties driving the system (process-centric or individual-driven), which according to
Siebers et al. is not often clear in Operations Research. In both approaches, the
simulation engine jumps from one event to another. However, agent-based mod-
elling has a disadvantage compared to discrete-event simulation: the approach
typically uses more resources in terms of computation and communications thus
resulting in slower simulations (Davidsson, 2001).
2.3 Agent-based modelling in social sciences
Often in the community of social simulation the term agent-based simulation
and multi-agent systems are used equivalently. However, they refer to different
approaches of research. The term multi-agent systems comes from the Artificial
Intelligence area and focus more on technical issues related to agent systems
than epistemological ones. In that way, multi-agent system methodologies usually
tackle issues related to the formalisation of modelling process; its implementation
and some issues concerning software engineering methodologies (architecture, de-
sign, efficiency and so on). In contrast, agent-based models tend to use more
social theory than multi-agent systems, where it is usually not so critical. As
Conte, Gilbert, and Sichman (1998) states
”If the multi-agent systems field can be characterised as the study
of societies of artificial autonomous agents, agent-based social simu-
lation can be defined as the study of artificial societies of autonomous
agents”
When building agent-based models, one of the first decisions modellers need
to take is to choose between modelling at the individual level or at the aggregate.
The election should depend on the purpose of the model. For example, if we want
to understand the dynamics of crowds we might need to look at the factors that
drive the behaviour of every individual from a psychological perspective. In that
case, an agent-based model at the individual level looks more promising, such
Madhavan, Papelis, Kady, and Moya (2009) propose. However, if the object of
interest is to deep on the density evolution of a crowd, either a continuous-field
model or aggregates of individuals could be possible (Goodchild, 2005). The
size of the crowd could change our decision since the more variables intervene in
a model, the more difficulties researchers could encounter to understand them.
Setting constraints is essential for agent-based modelling, since we can not produce
an unlimited number of models to generate an unlimited number of scenarios for
social dynamics (Moss, 2001).
Simple observation of real world leads us to the idea of patterns. They are
usually the result of the interactions of small pieces that somehow combine in
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Figure 2.5: Roles of simulation use (from Heath et al., 2009)
patterns or phenomena emergence arise out of the interaction of numerous indi-
viduals (agents) at the micro-level (Bonabeau, 2002). An example of emergent
behaviour could be a flock of birds winging acting complete synchronized while
there is no leader to follow. Agent-based simulation can be used to detect pat-
terns of behaviour under the hypothesis that those can emerge from the addition
of individual decisions in a social model. Moreover, this property of emergence
is especially interesting in situations where the modeller suspects dependent and
independent variables alternate their role intermittently, which is very common
in social sciences (Mene´ndez and Collado, 2007).
Which are the ways were agent-based simulation is useful for studying popu-
lation dynamics? Based on the modeller level of understanding over the system
under study, Heath et al. (2009) distinguish three types of purposes for simula-
tion, shown in Figure 2.5. When the level of understanding is high the simulation
model can be used as a predictor, producing precise forecasts of future behaviour
under well defined conditions. When that level of understanding is in a medium
stage, the simulator turns to a mediator providing insight into the system without
offering a complete representation of its behaviour. Mediator simulation models
can be used to test theories, and their results can be used to improve the sim-
ulation. Finally when low information about the model is available the use of
simulation is as a generator, producing hypotheses and theories about the system
behaviour. In any of those cases, social scientists agree researchers should define
the concrete purpose of a proposed model.
Concretely in social sciences, Mene´ndez and Collado (2007) state there are
two goals of simulation. First, to verify if a social model is coherent and adjusts
adequately. In fact, when data is non-existent the parameter space is explored to
find the optimal adjust for unknown variables. Once the simulation model behaves
as expected new hypothesis can be introduced, observing if the model reflects the
real behaviour. This property is especially useful when we have qualitative data
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parameters until observing the behaviour of interest. Through those parameters
we can find out their relationships and mutual influence. Second, to virtually defy
big limitations on experimenting in these areas, since some hypothesis can not
be tested otherwise by recreating empirical situations. Therefore simulation can
improve explanatory or even predictable capacities of models. However, if the
knowledge in models is poor so the results of the simulation will be, resulting
simulation not useful at all.
2.3.1 Advantages and limitations of agent-based models
Moss (2001) points out that the agent-based simulation can be useful in social
sciences for several purposes:
 to restate and assess existing theories, which are often sociological and an-
thropological
 to take advantage of sociological theories and concepts to inform simulation
models
 as a formalised description of a system
 to analyse different scenarios
 to help in policy analysis and formation
Beyond these interests, he states the foundational purpose agent-based social
simulation is to develop a general social theory. Axtell, Axelrod, Epstein, and
Cohen (1996) tried to figure out how general individual models might be by
aligning some of them. However, in Moss opinion, this kind of models are far
from being general. Simulation can provide insights and hypotheses on population
dynamics, but theories on social behaviour are more relevant in the field (Bankes,
2002). That is the reason Moss suggests there is no universally accepted theory
of the social process. Moreover, this fact explains why there has been very little
use of agent-based models to recommend public policy.
Another reason for the importance of agent-based simulation in the social
sciences and humanities is its naturalness as representational formalism (Bankes,
2002). Agent-based methodology provides a way to express the vast amount of
data and knowledge about social agents characteristics, including their behaviour,
motivations, and relationships with other individuals or institutions. Behaviours
and interactions can be formalized by equations or through decision rules (if-
then kind or logical operations), giving more flexibility to the modelling approach
(Helbing, 2012). Moreover, agent-based simulation makes the construction of het-
erogeneous agents and their rules flexible enough, which turns out to be partic-
ularly helpful when there is a knowledge gap or data are unavailable (Axtell,
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attention such as the calibration of models to data or which methodology should
be used to answer specific questions.
Finally, agent-based simulation is flexible since agents can be defined within
any given system environment, and move on it freely (Castle and Crooks, 2006).
In that way, it is possible to define geospatial reference of agents through variables
and parameters of the simulation. Moreover, agent interactions can be governed by
space and networks, or a combination of the two, which will be more complicated
to explain by mathematical formulation (Axtell, 2000).
Besides agent specification, a key advantage of agent-based modelling is the
ability to combine it with another kind of models (Helbing, 2012). For example,
modellers may represent the environment by a continuous field and couple it
with an agent-based model of the population behaviour. Example can be found
in scenarios of people evacuation when a poisonous gas spreads (Epstein, 2009;
Parker and Epstein, 2011).
Despite those advantages, agent-based approach also has some limitations. In
sociology, some researchers find difficulties on applying agent-based models due
to the lack of knowledge in certain social phenomena. This lack might be not
only due to empirical evidence, but also to limitations on sociological theory. An
example can be found in Mene´ndez and Collado (2007), where the authors try
to study religious evolution in Spanish society in the end of last century. As a
conclusion of their study, they point out at the need of finding more formal and
documented models able to explain systematically social processes.
Another disadvantage of using agent-based models is the lack of full access
to data relating to the phenomenon of interest, because the target of interest
is not easy to access, or simply data is non-existent. There is also a limit on
the size of parameter space that can be checked for robustness when conducting
agent-based simulation. If we increase the number variables we not only increase
computational needs, but also we compromise the credibility of the model which
is very difficult to validate against real data (Castle and Crooks, 2006).
2.3.2 Some applications in social sciences
Among numerous applications of agent-based simulation to the social science,
Schelling (1971) is credited to develop the first social agent-based model. In his
work, he reproduced population dynamics in terms of segregation patterns. His
work showed these patterns can emerge from migratory movements of two differ-
ent culture types of households, which were quite tolerant. Later some other social
models using the agent-based approached arose, such as Sugarscape (Epstein and
Axtell, 1996). Despite the simple behaviour of its agents, Sugarscape results illus-
trated a variety of features of societies, including the emergence of social networks,
trade and markets, cultural differentiation, and evolution. Another icon model
of the agent-based modelling community is the Artificial Anasazi model (Dean,
Gumerman, Epstein, Axtell, Swedlund, Parker, and McCarroll, 2000; Epstein and










2.3. Agent-based modelling in social sciences
Arizona between 800 and 1350. The model helped to prove that simulation could
reproduce settlements archaeological records on the occupation of the Anasazi in
Long House Valley with simple household rules on choosing locations for farms.
Moreover, the model showed that the abandonment of the valley around 1300 can
not be explained only by environmental variations.
In this section, we do not pretend to revise the full range of agent-based
simulation applications but to point out some examples of interest. We can find
examples in very different areas.
Archaeology and anthropology
Archaeologists and anthropologists use agent-based simulation of ancient civiliza-
tions to help explain their growth and decline, based on archaeological data. An
example of that is Villatoro and Sabater-Mir (2008) who studied the Yamana
indigenous of Tierra del Fuego (Patagonia) to deep in the factors that lead this
hunter-gatherer society to extinction. In their study, they found that despite liv-
ing in very hostile geographical conditions Yamana had a strong organisation and
a set of norms that made possible a high interaction between different groups. For
that, they used agent-based simulation where agents had a set of simple logical
rules. More recently, Heckbert (2013) used an agent-based model to represent the
ancient Maya socio-ecological system. In their study, the authors identify the vari-
ables of Maya society resilience and vulnerability such as climate variability, soil
degradation, deforestation, demographic pressure, and the physical configuration
of trade networks.
Economy
In economics, we can find numerous applications of agent-based simulation. An
early example on evolutionary trade network formation among strategically in-
teracting buyers, sellers, and dealers networks is from Epstein and Axtell (1996).
Another example to reproduce dynamics in queues, such those of costumers in
check-in desks, banks or airports can be found in Gilbert and Troitzsch (2005).
Also, economical factors are considered in the agent-based model of Balbi and
Giupponi (2010) of adaptation to climate change. Tesfatsion (2002, 2006) gives
some more example of applications of agent-based modelling and simulation to
economic systems.
Sociology
Sociologists are also working on agent-based modelling. Cognitive science is start-
ing to extend the idea of artificial agents to social settings (Bedau, 2003). In that
sense, Gratch and Marsella (2001) use agent-based simulation to study the influ-
ence of emotion and cognition on social behaviour. Mene´ndez and Collado (2007)
studied religious change in Spain by the end of the last century and how it which
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Applied intelligent agents
If we we talk about more intelligent agents, for instance orientating them ratio-
nally based on belief, desires and intentions aligned with psychological theory, we
can find applications in traffic simulation where drivers take their decisions based
on their perceptions of traffic flow and characteristics (El Hadouaj, Drogoul, and
Espie´, 2001). In the area of emergencies, we find the study on fire emergency
in an airport where agents need to decide their way to escape by (Burmeister,
Haddadi, and Mattilys, 1997). However, as Mene´ndez and Collado (2007) states
sometimes it is not possible to precisely define desires and intentions which move
human beings in the society to simulate them.
Policy analysis
There are not so many applications of agent-based modelling which actually have
been used to support policy decision making. Most of the works done so far
correspond to industrial applications that have contributed to guiding policy de-
cisions. For example in the electrical sector, Chappin, Dijkema, van Dam, and
Lukszo (2007) built an agent-based model to express the behaviour of electricity
producers. The work has contributed significantly to the still ongoing debate to fix
the EU emissions trading scheme. Veselka, Boyd, Conzelmann, Koritarov, Macal,
North, Schoepfle, and Thimmapuram (2002) also developed an agent-based mod-
elling simulator to model electric power deregulation for the State of in Illinois
in the US. Its results provided an objective assessment of the need for real-time
electricity pricing information to consumers and transparent market monitors in
the absence of regulating body. The tool is currently being used for electric power
applications for the US Department of Energy. Zhao, Mazhari, Celik, and Son
(2011) proposed an hybrid model with agent-based simulation and system dy-
namics to study solar power in residential areas at two different regions in the
US. They developed a decision support tool to analyse the effectiveness of various
policies of establishing distributed photovoltaic systems. In the mining sector,
Andriamasinoro and Angel (2012) applied agent-based modelling to forecast in-
dustrial mining in Burkina Faso. The approach allowed the authors to deep in
the relations between migration and particular types of environments and gov-
ernance scenarios. Their work is being considered by authorities of Burkinabe
Users’ Committee. In the energy market, Smajgl and Bohensky (2013) performed
a study with agent-based modelling for the Indonesian Government showing the
impact of energy price changes on poverty, deforestation and various other natural
resources in East Kalimantan, Indonesia.
Other applications to policy include the work done by Christensson, Wood-
cock, Hitchins, and Cobb (2004) who used a strategy development system using
agent-based models for military actions and society response. Specifically, the
work focussed on command and control and crisis management procedures in-
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Armed Forces and later used by US Joint Forces Command experimentation at the
MultiNational Exercise version 4. Another example on emergency management
is shown in Dugdale, Pavard, and Soubie (2000). The study used an agent-based
model to help redesigning an emergency call center, making it more efficient in
terms of use of resources. In the area of park and visitors management is inter-
esting to see the work of Itami, Raulings, MacLaren, Hirst, Gimblett, Zanon, and
Chladek (2003) who used graphical interface systems and agent-based simulation
to simulate human interaction in Port Campbell National Park and Bay of Islands
Coastal Reserve, Australia. The tool help on managing increased number of visi-
tors in these parks to improve their experience’s satisfaction. With the same idea,
although in the private sector, Cheng, Lin, Du, Lau, and Varakantham (2013)
presented an agent-based simulation of visitors behaviour in an amusement park
in Singapore.
In land-use problems, the work of Brady, Sahrbacher, Kellermann, and Happe
(2012) helped to evaluate the potential impacts of three alternative frameworks of
reform on agricultural landscapes for the European Union Common Agricultural
Policy. The model was calibrated with real data of the counties of Jo¨nko¨ping and
Va¨sterbotten in southern and northern Sweden. Agent-based modelling was useful
for capturing the heterogeneity of farms and the landscape in regions, as well as
modelling farm-agent behaviour and interactions in an optimization framework.
In water management and use, another application of agent-based simulation
can be found in the study of Gurung, Bousquet, and Tre´buil (2006), who used
agent-based model to facilitate water management negotiations in Bhutan. The
methodology showed its usefulness for mediation purpose, helping to solve a con-
flict on sharing water resources by creating an institution for collective watershed
management. Barthelemy, Moss, Downing, and Rouchier (2001) also used agent-
based simulation to improve water demand management in the south of England
during a period of climate change. In the project, stakeholders were involved in
the model specification and validation process. The model captured the weather
system, the hydrological system, the behaviour of households and the behaviour
of policy agencies.
2.3.3 Acceptance of agent-based models in policy studies
Up to now we have seen the potentials of agent-based modelling in the social sci-
ences. The agent-based methodological approach is not meant to substitute other
mathematical techniques such as equation-based modelling or system dynamics,
neither is going to supply them. It just gives a complementary view to study
a problem, and it is especially suitable for obtaining generative explanations of
complex interactions of human systems through the unforeseen interactions of
multiple agents (Epstein, 2006). These characteristics point at the usefulness to
guide decision making process in policy studies.
However, not all social research areas use agent-based modelling for proving
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lack of use is the acceptance this type of models have in the social studies com-
munity, especially among policy modellers. But what are the reasons behind the
resistance of adopting agent-based methodology? Despite its limitations, a pure
mathematical-based approach has today more acceptance for policy makers than
agent-based models (Andriamasinoro and Angel, 2012). The reason might be that
equation-based models are perceived as more feasible than agent-based models.
Moreover, there are also some difficulties that might contribute to the low
acceptance of agent-based modelling in policy analysis:
 agent-based modelling is complicated for those who are not skilled in pro-
gramming (Hamill, 2010)
 agent-based community is quite close, thus having difficulties to reach some
application areas and to convince people of its merits (Weyns, Helleboogh,
and Holvoet, 2009)
 the need to justify an agent-based approach in sociology, which is not gen-
erally accepted (Squazzoni, 2010)
 the need of finding more formal and documented models which should be
able to explain systematically social processes (Mene´ndez and Collado,
2007)
 in some research areas such as archaeology, modelling is understood as
including all the details of the system under study. However, this leads
to a complex simulation and represents big difficulties when attempting
validation (Farmer and Foley, 2009)
 the time that takes to design an application scenario and to justify the scale
of time for an agent to behave (days, weeks, months...) (Andriamasinoro
and Angel, 2012).
Although it might appear logical that science should inform, affect policy, in the
United States today policy-makers do not necessarily want this to happen (Baird,
2013). Actually, the bridge between academia and policy is narrow, and it is often
more difficult than it seems to translate theories and findings to policy.
Given this resistance, the challenge is then to find a way to overcome it. Hamill
(2010) made interesting suggestions in this respect. First, agent-based models
could be more appealing if the benefit in terms of outputs were clear. In that
way, the method should provide the kind of outputs both politicians and analysts
expect, which differ in their level of detail. Second, there is a need to convince
analysts about the benefits of this method compare to others. And finally, the
value of modelling needs to be demonstrated by offering training projects (a good
example could be the mentioned example in Section 2.3.2 by Veselka et al. (2002)).
Beyond these suggestions, Buchanan (2009) points out at the systematic collab-
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entities. Thematic entities might be for instance sociologists, anthropologists or
human geographers in the context of an study about urban segregation and in-
clusion in cities, or economists, socio-economists (Feitosa, Le, and Vlek, 2011),
and geologists in Andriamasinoro and Angel (2012) work. Moreover, a coupled
approach combining agent-based modelling and mathematics with the idea of
getting closer to analysers might convince stakeholders of agent-based benefits.
In their work, Andriamasinoro and Angel also saw that integrating agent-based
models with spatial data in the form of maps will increase their confidence in the
method.
2.4 Tools for modelling in social simulation
With an interest in developing agent-based modelling as a general technique to
be applied to the study of societies, a numerous number of platforms have been
designed to model social phenomena. In this section, we will briefly describe some
of them and compare them in terms of software capacity, architecture and the
type of applications they have been tested. The tools presented in this section are
sequentially-based. We have chosen the software platforms we currently believe
to be of particular relevance to scientific modelling and simulation of societies.
We do not intend to review them fully but just to revise their most important
characteristics to help the reader picture the world of agent-based simulation
tools. A more completed list on software platforms for agent-based modelling and
simulation can be found in Nikolai and Madey (2011) and http://www2.econ.
iastate.edu/tesfatsi/acecode.htm.
Agent-based systems are very complex applications to program, implement
and optimise, especially when the size of the population to simulate is large. Ac-
tually, we can find two different situations when modelling and simulating social
behaviour. On one hand, there is a computer scientist or someone with advanced
skills in mathematical programming that faces the challenge to realize some re-
search in a social domain. Unless he/she has an adequate knowledge in the social
model, he/she will experience difficulties to build a valid model to later explain
and communicate it to the social community. On the other hand, we can find a so-
cial scientist who wants to take advantage of simulation techniques to experiment
with his/her theories and knowledge. Unless he/she has the programming expe-
rience to develop and implement his/her ideas, he/she will need to find someone
to do that. The ideal case, therefore, would be the situation where the social sci-
entist could autonomously use a tool to define his/her models and afterwards run
them. Similarly, when social scientists perform a multivariate analysis through a
statistical tool without the need of knowing in deep the mathematical algorithms
involved, they should be able to test their hypothesis or theories. Thus, the need
to give a boost in developing tools to help research community advance in the
social simulation field is justified.
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ware available for users has increased. Software tool-kits might be difficult to
handle, especially when they use object-oriented languages. In that sense, the
use of object-oriented languages is very extended: 42% use Java as their primary
programming language, 17% uses C++, 11% uses C, 8% uses a variant of Logo
and the rest use a platform specific language that was designed to facilitate the
modelling and simulation design (Nikolai and Madey, 2009). In fact, there is
little consensus about the best general purpose programming language to use on
simulation social behaviour (Gilbert and Bankes, 2002). Given the number of dif-
ferent programming languages that can be used, agent-based modelling packages
tend to be hard to understand for users who may have little or no programming
experience, as social scientists generally are the case.
Apart from that, each tool has its own non-intuitive terminology, so users
should learn how to draw or write their models in each particular platform (Al-
lan, 2010). For example, the term ”multi-agent system”, which properly refers to
a small system with heterogeneous agents that have artificial intelligence capa-
bilities, it is in some cases used to refer to a large system of homogeneous agents
(an agent-based system) (Nikolai and Madey, 2009). These slight differences
on the concepts employment can mislead the user or create difficulties in work
teams. This situation is due to the multidisciplinary nature of social agent-based
modelling field, so easily there might be a conflict in the use of terms.
Depending on the user’s background, the characteristics of the platform should
be different. For instance, social scientist might be more concerned about how
easily is the interaction with the interface to manage simulations and the degree
of programming skills required, while computer scientists may consider if the tool
is open source and its capability to be modified or extended for their own purposes.
But no matter which type of user should the tool be meant for, they should have
a good documentation. However, basic documentation is incomplete in general,
with some exceptions (Allan, 2010). It mainly depends on how extended is the
community using the tool and the community that supports its development.
Beyond that, there is no standard on how to specify agent-based models not
only in the social science and humanities community, but also in the computer
science, and specifically in artificial intelligence. That fact makes difficult to ad-
dress the issue on how the agents’ characteristics, the interactions between them
and with the environment should be defined. As a consequence, current platforms
address that issue in their proper way, according to the type of applications they
are meant for, their characteristics, and what the tool designers think can be more
convenient for their users. Consequently, it is not surprising to see that several
tools have their own language which is used specifically for that tool-kit. Some of
them, probably concerned about becoming simpler to learn and use, have support
for visual programming (Nikolai and Madey, 2009).
In the following subsections, we will briefly describe the characteristics of four
different tools which are most commonly used from the social scientist perspective.
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designed as general purpose tools, as an educational tool and as a specific tool
for social scientific use respectively, all of them have been used for diverse kind
of applications. Their differences on the primary domain of application might
not only affect the user interaction with the tool-kit, but also the fact some of
them have become more popular among some specific areas of social studies and
humanities.
2.4.1 Swarm
Swarm is one of the oldest agent-based modelling tool-kits developed in Santa
Fe Institute (Minar, Burkhart, Langton, and Askenazi, 1996). It is intended for
general purpose applications, especially those related to artificial intelligence, to
develop multi-agent models to simulate complex adaptive systems. In Swarm the
design of models follows a schema of a hierarchy of swarms. A swarm is a group
of agents with a schedule of actions that the agents execute. It is possible to
design hierarchies of swarms whereby an agent can be composed of swarms of
other agents in nested structures. When this happens, the agent behaviour at the
higher level is defined by the emergent phenomena of the agents inside its swarm.
Swarm separates the model from its observation. This property enables the model
itself to remain unchanged if the observation code is modified.
Swarm simulations can be written mainly in Objective-C and some in Java,
both object-oriented languages. Therefore, a knowledge on object-oriented pro-
gramming is desirable. Swarm has a free source code form under the license GNU
General Public License (GPL), which implies to make the source code for their
entire model available to anyone who obtains a legitimate copy of the model’s bi-
nary code. It runs in Windows, Linux, Mac and OS X operating systems. Swarm
has no support for Geographical Information Systems although there is an ex-
tension of Swarm simulation libraries named Kenge that provides functionalities
to create cellular automata similar to Geographical Information Systems (Box,
2002).
Swarm has been applied to a variety of domains. There are works in organ-
isation management, for instance, the work of Lin and Pai (2000) to simulate
changing business processes to adapt to new business environments. Also there
are several contributions to economics (Luna and Stefansson, 2000) and supply
chain (Strader, Lin, and Shaw, 1998). In more technological areas, we can find
applications in mobile technology (Lingnau and Drobnik, 1999) and in social
networks of open source software development (Madey, Freeh, and Tynan, 2002).
Traditionally, Swarm has been the most powerful and flexible simulation plat-
form since it allows to implement very intricate and complicated social mecha-
nisms (Allan, 2010). However, since the modeller needs to have some experience
in Objective-C and possible Java, Swarm has a steep learning curve. That is the
reason it has remained technically challenging for most social scientist to use.
Consequently, it has not generated a broad-based community of practitioners in
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Figure 2.6: Graphical user interface of Netlogo of Axelrod and Hammond, 2003
model of the evolution of ethnocentrism (after Wilensky and Rand, 2007)
based modelling more visible to a large number of scientists (Janssen, Alessa,
Barton, Bergin, and Lee, 2008).
2.4.2 Netlogo
Netlogo is an agent-based programming language and modelling environment for
simulating complex phenomena. Netlogo derives from StarLogo (Resnick, 1994)
and StarLogoT (http://ccl.northwestern.edu/cm/starlogot/), an environ-
ment for experiment complex dynamics in parallel environments in Macintosh
operating system. Netlogo was designed to provide a basic laboratory for teach-
ing complexity concepts. Therefore, it provides a graphical user interface to create
models that control graphic agents that reside in a world in the form of a grid
of cells, which can be monitored. Since the tool was designed for teaching, the
environment and the language in Netlogo is meant to be simple enough ”to have
a low threshold for beginners“ (Tisue and Wilensky, 2004). Therefore, Netlogo
includes a large number of examples. In Tisue and Wilensky (2004) the reader can
find some useful information about Netlogo, including the history of its origins, a
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of Netlogo in the research community.
Netlogo uses a modified version of the Logo programming language (Harvey,
1997). The use of this language is a different approach from other tool-kits such
as Swarm and Repast use a general-purpose programming language, such as Java.
Despite being free, Netlogo is not open source. Netlogo is written in Java so it can
be run on all major platforms, requiring Java version 1.4 to run current version
2.0. According to Tisue and Wilensky (2004), the majority of users find Netlogo
fast enough for most purposes, especially when running simple code on a large
numbers of agents.
There are many applications of agent-based social simulation in Netlogo.
Damaceanu (2008) used an agent-based computational model to show how global
economy must focus on using renewable resources because this approach may in-
crease the global wealth. Zhao and Li (2008) conducted a study on reputation
evaluation mechanisms using Netlogo. Albiero, Fitzek, and Katz (2007) tested
a power saving technique for mobile devices in a cooperative framework for the
wireless domain. In Koper (2005) a learning network was modelled to study how
social interactions might affect acquiring new learning competences. In Milling-
ton, Romero-Calcerrada, Wainwright, and Perry (2008) Netlogo was used to run
an agent-based model of agricultural land-use decision-making to evaluate po-
tential changes in wildfire risk for a Mediterranean landscape. Barcelo, Cuesta,
Del Castillo, Galan, Mameli, Quesada, Santos, and Vila (2010) simulated the
emergence of ethnicity and cultural differentiation in prehistoric hunter-gatherer
groups in Patagonia (Argentina). Furthermore, Netlogo can be used to replicate
models as Janssen (2009) did with the Artificial Anasazi model.
Netlogo is probably the simulation platform most widely used in Social Sci-
ences and Humanities. The main reason is the smooth learning curve of the ap-
plication and its extensive documentation, particularly if it is compared to other
software packages. Unfortunately, Netlogo forces the user to create a model fol-
lowing the concepts and constraints defined by the program itself, and for this
reason the researcher will run in trouble in case of creating a model that differs
from the Netlogo approach. Moreover, the code of this software is closed, so the
possibilities of adapting the platform to other uses are weak.
Actually, Netlogo is known as being by far the most professional platform in
its appearance and documentation (Allan, 2010). It is the perfect platform for
prototyping the first versions of a model and exploring toy models, and an excel-
lent tool to improve the understanding of social scientists regarding the process
of modelling.
2.4.3 Repast
The Recursive Porous Agent Simulation Toolkit (Repast) is a free, open source
toolkit that was developed by a collaboration between the University of Chicago
and the Argonne National Laboratory (Collier, 2001). It is under constant de-
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Figure 2.7: Graphical user interface of Repast Suite for Java Modeling (source http:
//repast.sourceforge.net/ )
simulation environments, create agents in social networks, collect data automati-
cally and build user interfaces easily. Despite being designed for modelling social
behaviour, it is not limited to that (North, Collier, and Vos, 2006). It has a wide
variety of applications that range from social systems to evolutionary systems,
market modelling, and industrial analysis.
According to Allan (2010), Repast has many similarities with Swarm, both
in philosophy and appearance. Similarly, it provides a library of code for de-
signing, running, visualizing, and collecting data from simulations. Perhaps those
likenesses are because Repast was initially a Java re-coding of Swarm. However,
Repast does not implement swarms. Since Repast was aimed to support social
science domain, it includes specific tools for that field and was designed to be
easy for inexperienced users. The current version is called Repast Symphony and
it is limited to Java. Repast Symphony provides hierarchical and organisation
support through contexts with special spaces for defining agents’ relationships,
called projections (North and Macal, 2005).
The Repast user community is large and active.It is released under the Berke-
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Figure 2.8: Graphical user interface of Mason for Schelling segregation model (source
http://cs.gmu.edu/~eclab/projects/mason/
available for download. In terms of architecture and computer capabilities, Repast
Symphony has a concurrent and multi-threaded discrete event scheduler. More-
over, it has available various numerical libraries such as random number gen-
erators and has distributed computing support using the Terracotta Enterprise
Suite for Java. Point and click modelling in 2D and 3D is supported. In terms of
documentation, although Repast provides some demonstration simulation models
such as SugarScape, Swarm’s Heatbugs and MouseTrap models, there are very
few other simulation models generally available. However, a mailing list of Repast
can provide general support and discussion.
Tobias and Hofmann (2004) evaluated free Java-libraries for social-scientific
agent-based simulation and found Repast to be the clear winner. Also, Allan
(2010) declares Repast as being the agent-based modelling and simulation pack-
age with the greatest functionality. Repast has many users involved in a variety
of social domains. For example, we find applications in species explorations of
landscape (Vidgen and Padget, 2009), reputation systems (Schlosser, Voss, and
Bru¨ckner, 2005) (Wierzbicki and Nielek, 2011), dynamics of insurgencies (Ben-
nett, 2008), social influence and decision-making (Altaweel, Alessa, and Kliskey,
2010) or evolutionary simulation (Edmonds, 2006). For other Repast application
areas, such as evolution and ecosystems, artificial societies, and artificial biological
systems see North and Macal (2005).
2.4.4 Mason
Mason (Luke, Cioffi-Revilla, Panait, Sullivan, and Balan, 2005) is the newest
entrant into the field of agent-based simulation tool-kits from our list. It was
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George Mason University Center for Social Complexity. The limitations of Repast
in terms of computational demand inspired Mason design as a smaller and faster
alternative. Therefore, Mason was developed as a new platform with emphasis on
efficient execution of the code, which is also in Java language (Allan, 2010). It
contains a model library and a suite of visualization tools in 2D and 3D, both
running independently (see figure 2.8). As one of the newest software tools, it has
migration options from other softwares which is interesting for developers. The
system is open source and free. For more information about the Mason system
and its basic architectural design see Luke et al. (2005).
There are many applications of Mason in social science. An example is the
work in Dunham (2005) on epidemiological simulation. Cioffi-Revilla (2010) used
Mason to study the emergence and evolution of policies in Inner Asia. Bigbee,
Cioffi-Revilla, and Luke (2007) also showed how the Sugarspace model could be
replicated with Mason. Luke and Ziparo (2010) used Mason to simulate virtual
learning of automata. Other areas of application of Mason include climate change
(Hailegiorgis, Kennedy, Rouleau, Bassett, Coletti, Balan, and Gulden, 2010), con-
flict (Kennedy, Hailegiorgis, Rouleau, Bassett, Coletti, Balan, and Gulden, 2010;
Rouleau, Coletti, Bassett, Hailegiorgis, Gulden, and Kennedy, 2009) or nomad
societies (Cioffi-Revilla, Rogers, and Latek, 2010). For a complete list of Mason
applications see their website (http://cs.gmu.edu/~eclab/projects/mason/).
2.5 Discussion and conclusions
In this chapter, we revised the process of modelling in social sciences. We have
seen why modelling is necessary for science, particularly in social studies, and
the different steps researchers need to be aware of. After briefly introducing the
background of social simulation, we saw four different kind of approaches to simu-
late population dynamics, including microsimulation, System Dynamics, Discrete-
Event Simulation and Agent-Based Modelling.
In this thesis, we chose agent-based modelling and showed how it differs from
other approaches. Furthermore, we revised the advantages this methodology has
and explored the literature to see some applications in the social sciences and
humanities. We saw there is a lot of work done in agent-based simulation in
social sciences there is much more to do. Particularly in policy, since the political
interest in monitoring and global governance of population dynamics is growing
up. We found there are not so many studies that have actually used agent-based
models to guide governmental decisions. We found this fact surprising, giving the
potential of the agent-based approach to gain insight into population dynamics.
Therefore, we showed some plausible reasons for its lack of acceptance in policy.
In addition, we looked over four widespread tool-kits for agent-based simula-
tion. We showed their needs, characteristics and some of their shortages. We also
revised some social simulation studies that use them. In summary, social scientists










2.5. Discussion and conclusions
 On managing the interaction with the tool, including the need for a good
detailed documentation and usability.
 On designing agent-based models users generally have non-existing or basic
programming skills
 On defining the kind of features specific to the social sciences and humanities
(learning or reasoning capabilities of agents, emergent behaviour, interac-
tions, social networks among others)
Moreover, most current platforms do not provide support to represent and
detect emergent structures as explicit entities in the model. The difficulties on
following population dynamics during the simulation course should be taken into
account not only when designing agent-based platforms with general broad pur-
poses, but also when improving tools that are nowadays in the market (Tail-
landier, Vo, Amouroux, and Drogoul, 2012). Furthermore, as social simulation
field advances new features, new needs will appear demanding for a reasonably
fast adaptation of the current tools.
We found there are differences in terminology among software tools. Given
that social simulation is a recognised multidisciplinary field, more attention should
be paid to this issue. Probably this situation comes from the same background
distinction of those who developed the software tool. Therefore, people working
in social simulation should discuss and define each of these terms to avoid future
misunderstandings.
Agent-based models are being actively applied in many practical areas. The
applications range from modelling adaptive behaviours in hunter-gathered pre-
historic societies, to understanding consumer behaviours in stock markets. The
scope of the applications also varies from minimalist academic models meant to
capture the most important features of a system, to decision support systems aim
to answer world policy questions, with the difficulty of including real data and
later validating the model. According to Allan (2010), in some areas of application
is not clear that minimalist applications can be sufficient, although they might
contribute to detecting difficulties and shortage in the design of models. What is
clear is that there is still a lot of work to do in social simulation field, not only
in the technical aspect, but also in terms of definition and agreement on models
that emulate population dynamics. In that sense, Allan points out the need of a
new generation of agent-based models including more advanced aspects on com-




















Parallel simulation for population dynamics
To understand the complex nature of social systems social researchers have a
range of methodologies available, simulation among them. The intrinsic dynamic
nature of real-world social phenomena may easily lead to simulations too slow to
provide the needed insights for researchers (Allen, 2011). That is why parallel
and distributed computing can offer an alternative to manage realistic models.
However, the distribution of social models among computers in a network of nodes
is not an easy task. Scalability (the capacity of the system to handle a higher
amount of work as hardware grows) needs to be addressed, although there is no
consensus on dealing with the difficulties it encounters on agent-based models
(Tesfatsion, 2002; Hybinette, Kraemer, Xiong, Matthews, and Ahmed, 2006).
In the previous chapter, we revised different methodologies for social modelling
and simulation. With this chapter, we want to address some of the technologi-
cal challenges social researchers could expect in the future of social simulation.
Concretely, we will explain the most relevant aspects on dealing with large-scale
agent-based simulation in the social sciences and humanities.
The rest of this chapter is organized as follows. In sections 3.1 and 3.2, we
will provide a general description of parallel and distributed simulation and the
current computer architectures to run simulations. Then, we will also analyse the
advantages and drawbacks parallel simulation encounters in section 3.3. Later, we
will point out some reasons why we think parallel simulation can be very useful
to the study of population dynamics (section 3.4). Section 3.5 will follow with the
discussion of some open problems on dealing with large agent-based simulation.
Moreover, it will revise some tools designed for running them in parallel and
distributed environments. Finally, we will present our conclusions on this subject.
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Social Simulation and Modeling authored by Montan˜ola Sales, Rubio-Campillo,
Casanovas-Garcia, Cela-Esp´ın, and Kaplan-Marcusa´n (2014d) Copyright 2014,
IGI Global, www.igi-global.com. Posted by permission of the publisher.
3.1 Background on parallel simulation
There is general interest in using individual-based simulation (such as micro-
simulation and agent-based simulation) with larger sample sizes in population
dynamics simulation models (including demographics). This fact raises a perfor-
mance issue because individual-based simulation is relatively slow if the model
includes a large number of individuals and the simulation time unit is very small.
The execution time will be even worse when the sampling process in each individ-
ual requires a complex regression model. It should be noted that the simulation
execution time depends not only on the processor speed, but also on the memory
capacity. If the agent-based simulation model includes a large number of individ-
uals, it will probably require a bigger memory space than the memory capacity of
a single-processor computer. This fact will cause numerous operations on mem-
ory swapping. Hence, it is possible that sequential simulation might be too slow.
Parallel or distributed simulation may offer an alternative.
Parallel and distributed simulation deals with the distribution of simulation
tasks and processes using multiple processors. While serial processing runs a simu-
lation in sequence, parallel and distributed simulation takes advantage of coupled
computer systems (e.g. a supercomputer or a shared-memory multiprocessor) to
reduce execution time or to execute large simulations. Figure 3.1 illustrates the
difference between sequential simulation and parallel and distributed simulation.
In our example, the simulation is composed by five tasks (T1...T5) that are per-
formed during simulation time. Tasks have dependencies between them. The figure
shows a possible distribution of those tasks across three processors. By executing
a simulation program in a set of processors, it is hope that the simulation time
can be reduced substantially, up to a factor equal to the number of processors
(Law, 2007). In that way, the simulation is portioned somehow, and its resulting
partitions are mapped to processors. Through the combination of their results,
the output of single simulation model is obtained.
Parallel and distributed simulations distinguish mainly by the computer ar-
chitecture they use. In parallel simulation, computers are mostly connected with a
high speed network and share the same physical space. Moreover, infrastructures
are commonly composed by many homogeneous machines. Both characteristics
make the delay in transmitting a message from one computer to other (known as
communication latency) relatively low. Latency is a key element on performance
studies since it determines how much time computers will spend on waiting for
messages to be delivered. On the contrary, distribute architecture is composed by
heterogeneous machines that are located in a broad geographic area. Therefore,










3.1. Background on parallel simulation
Figure 3.1: Sequential versus parallel and distributed simulation example
it is affected by the distance between the two machines involved in the communi-
cation. Moreover, software protocols used to connect both computers tend to be
complex and can also have an impact in the communication (Fujimoto, 2000).
Traditionally, parallel and distributed simulation has been applied in military
and network simulations. Today, we have seen an increase in the number of papers
reporting on parallel simulation applications outside the traditional areas. Tang,
Perumalla, Fujimoto, Karimabadi, Driscoll, and Omelchenko (2005) conducted an
initial study in applying parallel simulation to a plasma physics application. In
the realm of biological science, Lobb, Chao, Fujimoto, and Potter (2005) applied
parallel simulation to a neuron model. Parker (2007) used distributed simulation
to study an epidemic model. Lan and Pidd (2005) applied parallel simulation
to simulate a quasi-continuous manufacturing process. Yoginath and Perumalla
(2008) applied parallel simulation to a traffic simulation model. Rubio-Campillo,
Cela, and Hernandez-Cardona (2012) explored battlefield dynamics in archaeology
using parallel simulation. The situation is encouraging, although it is still far from
ideal since the number of applications of parallel and distributed techniques in
the social sciences is scarce.
There are two main schemes to divide the simulation: temporal or spatial.
Temporal partitioning consists on dividing the simulation along its time dimen-
sion. Therefore, each simulation time interval will be executed in a different pro-
cessor. However, this scheme is atypical in social sciences applications since com-
monly past events shapes individual or societal behaviour. In a spatial parti-
tioning scheme, the simulation is divided into different sections so each of them
contains its corresponding part of the environment and associated entities (agents
in agent-based modelling). Furthermore, it is important to analyse the relation
between time and space resolutions. Some problems need a specific time step
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Figure 3.2: Abstraction of a parallel execution architecture
other time scale. For example, if we try to simulate a migration it is difficult to
define behaviour at a daily time step rate, so we will use months, or even years.
As we will later see in chapter 4, we used month scale to simulate demographic
changes in our agent-based demographic model.
To achieve parallelization, commonly a simulation model is partitioned into
a set of smaller components called logical processes (LP ). Logical processes or
groups of them are assigned to different processors and run concurrently. Each
logical process runs a part of the simulation model and communicates with others
logical processes through messages or events. For example, in Figure 3.1 each time
line of parallel/distributed simulation would be a logical process (therefore we will
have LP1, LP2 and LP3). Each logical process can be viewed a sequential simula-
tion model, having its set of local variables, event list and simulation clock. Figure
3.2 shows the typical execution architecture of a parallel simulation. In order to
ensure the execution of the simulation model is correct, events need to be pro-
cessed at their corresponding time sequence, regardless of their logical processes.
This property is named local causality constraint. It ensures correct simulation
results that will match the equivalent sequential simulation. In that way, if one
job is supposed to be done before another job there must be synchronization
mechanisms to ensure that sequence of events.
As we saw in Section 2.2.3, simulation methodologies can be classified accord-
ing to time advancement mechanisms: time-stepped and event-driven. In order
to store the events that will take place, discrete event simulation uses an event
list. The simulation mechanism consist in taking the first element of the event
list, moving the time step to the time of that event, and then simulate the effects
of that event. In a time-stepped simulation all events are scheduled with a fixed
time increment dt, and entities exchange their status updates via messages while
simulation time advances from one time step to the next. Time-stepped simula-
tions are efficient when events are frequent or dense. However, when events are
less frequent (when compared to the size of time-steps) the performance of time-










3.2. Computer architectures for simulation studies
Figure 3.3: Difference between time-step simulation (left) and event-driven simula-
tion (right). Inspired by Fujimoto (2000)
proceed in discrete time steps in which state updates are scheduled. In that way,
new state of entities actually drive changes in the simulation. The difference of
this approach is that entities exchange events (and not messages) for state up-
dates. Those events are executed in time stamp order. Event-driven simulations
have gained significant popularity because they can be effectively applied to a
broad spectrum of systems (Fujimoto, 1990). However, time driven simulation
could be more suitable when there is human interaction or in real time simula-
tion (Davidsson, 2001). Figure 3.3 illustrates the difference between time-step
and event-driven simulation.
3.2 Computer architectures for simulation studies
Simulation models can be run using the capacity of Core Processing Units (CPUs
or cores), which are the atom of any computing system. CPU is responsible for
calculating arithmetical and logistical operations. With the advances of computer
technology, desktop computers went from one CPU to several cores with shared
memory. The aggregation of computer nodes through the network is known as a
High Performance Computing (HPC) infrastructure. There are four types of HPC
systems that can be used to explore simulation problems:
1. A set of computer nodes interconnected with high-speed networks offering
HPC at a relatively low-cost (computer clusters),
2. Large sets of computers interconnected with high-speed networks and faster
processing speeds, thanks to their memory subsystems and interconnections
(dedicated supercomputers),
3. Computers connected through a real-time communication network, typi-
cally the Internet, which provides dynamic and scalable resources as services
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Figure 3.4: Overview of distributed systems according to their scalability and the
domain they are applied (source Foster et al. (2008))
4. Computers connected through a real-time communication network as clouds,
which require more control by the end user (grids).
An overview of distributed systems can be seen in Figure 3.4. Clusters and
supercomputers are oriented to the applications domain, whereas clouds are used
in services-oriented applications. While supercomputers and clouds are used for
large-scale studies, clusters and web systems are used at small scale. Grid systems
overlaps both with application and service-oriented systems but is generally used
at a lower scale than supercomputers and clouds.
The main advantage of HPC infrastructures is that they alleviate part of the
computational demand by distributing the code among different computer nodes.
Each desktop computer will typically have multi-core processors so user can test
their parallel applications in their desktop machines and later deploy them in a
large system with little or no modification (Parry, 2012). A general architecture
of an HPC computer cluster is shown in Figure 3.5. New increases in computer
power are coming from embedding more cores in one node.
Whereas desktop machines and small computer cluster are affordable to many
research groups, high-performance computing clusters and supercomputers are
expensive resources. Internet is an available network to parallelise and distribute
simulation work through grids and clouds. Grids are heterogeneous, non-dedicated
public systems useful to execute large-scale simulations (Zhang, Theodoropoulos,
Minson, Turner, Cai, Xie, and Logan, 2005). They require the distribution of
pieces of programs to a large set of computers. This fact has several advantages
since work can be divided up among computer nodes, with the corresponding










3.2. Computer architectures for simulation studies
Figure 3.5: General architecture of an HPC computer cluster
they present a disadvantage because if one piece of the software on a computer
node fails, other pieces of the software on other nodes may fail. Dependency
between node tasks is the weakness point of Grids. Cloud computing evolved out
of grid computing and uses grid technologies as its infrastructure support (Foster
et al., 2008). It provides access for users to services that can utilize multiple servers
anywhere on the globe without knowing which ones they are using or where they
are located. Users free from use an application from the PC, or purchase a specific
version that’s configured for their devices.
Grid and Cloud have similar architecture and, according to Foster et al.
(2008), provide services at different layers (see Figure 3.6). Application layer
comprises all applications that are available to users (in the case of Cloud with
a usage-based pricing mode). Middleware captures collection of resources that
can be used build, test and deploy custom applications. Resources layer provides
the abstracted/encapsulated access to individual resources of the network, which
are in raw hardware resources layer. Grid differentiate from clouds in providing
a layer to perform secure network transactions, through authentication protocols
and defining the communication channel.
An alternative to CPU-based machines are graphics processing units (GPU).
Although GPU have traditionally been designed to handle intensive graphic tasks,
recently they have been used to perform more general purpose calculations, includ-
ing numerical computing (Owens, Luebke, Govindaraju, Harris, Kru¨ger, Lefohn,
and Purcell, 2007). GPUs can quickly perform mathematical calculations because
of their high bandwidth (rate of data transfer) (Parry, 2012). In agent-based mod-
els, they can be useful when the number of communications between agents is
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Figure 3.6: Grid vs Cloud architecture (inspired by Foster et al. (2008))
clusters requires high-level programming skills and advance knowledge of the con-
straints imposed by the architecture. As a result, model implementation needs to
be adjusted to GPU particularities. Despite this limitation, GPU can be used ef-
ficiently to implement some specific functions (for example to gather information
of the environment or to calculate the shortest path). As an example, Wittek and
Rubio-Campillo (2013) used GPUs for accelerating the update of knowledge of
agents distributed in a graphical information systems. They showed the impact
of running the simulation in a GPU cluster had on the implementation of the
model. GPUs also have limitations on memory use. Therefore, large-scale scenar-
ios might require distributing simulations between independent GPU cores and
subsequently incorporating message passing techniques. In that case, multi-core
graphic systems limitations on high latency will need to be taken into account.
3.3 Advantages and challenges of parallel simula-
tion
Parallel and distributed simulation is useful in many ways (Fujimoto, 2000). First,
parallel and distribution techniques can help to complete the simulation faster, us-
ing a number of processors to distribute the work. Reduction of computer time is
critical in applications where simulation is used as a decision aid tool, for example
in emergencies that affect air traffic management. It is also interesting in virtual
environments for training where participants are located in distant geographical
areas. Moreover, it can help handling large or complex systems where the exe-
cution is very time-consuming. Second, distributing the simulation workload in
different processors makes the system more tolerant to failures. Therefore if a
processor goes down others can pick up the work and the simulation can proceed
as normal. Third, parallel and distributed simulation makes possible to combine
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porting the programs to a common system is avoided. And fourth, they can com-
bine geographically distributed computers and integrate different participants in
the simulation (e.g. in flight simulators for air battle). Overall these advantages,
parallel and distributed techniques can make possible to simulate larger scenar-
ios, which commonly spend a lot of resources and memory such as large nodes
in computer networks or agent-based models with a large number of individuals
(Perumalla, 2006).
Nevertheless, parallel and distributed simulation encounters some difficulties
on its application. They are mainly due to the architecture of computer HPC
systems that are being used. According to (Timm and Pawlaszczyk, 2005), they
include
 load balancing between computer cores
 synchronization of events to ensure local causality constraint
 management of communications between nodes
 monitoring the distributed simulation time
 dynamic resource allocation
Among them, good load balancing and inter-node communications with synchro-
nization of events are central to parallel simulation (Parry, 2012). In order to
ensure good performance of the simulation, it is important to divide equitable
the initial load of the simulation model among nodes. In that way, we will avoid
situations of having a computer idle as others are working due to the initial
workload unbalance. Pacheco (1997) gives some examples to solve it. However, if
there is mobility in the system and computational demands change, techniques
of dynamic load balancing will need to be considered. Although there are some
solutions to deal with that (Jang and Agha, 2005, 2006), they also represent an
additional overhead. Therefore, it will only be worth in cases where either some
agents communicate with others with more intensity than others or communica-
tion patterns are constantly changing (Parry, 2012). Communications between
nodes can slow down substantially the simulation execution time. Therefore, the
way the simulation is split between nodes is an important element to obtaining
a good performance. However, this highly depends on the simulation model we
want to parallelise.
In distributed simulation, new challenges have arisen in recent years. With the
increase of the number or processors included in large-scale simulations, the prob-
ability of having a fail during the simulation increases. As a result, mechanisms
of fault tolerance need to be addressed. Moreover, secure exchange of informa-
tion through networks should be taking into account in some application areas,
especially when data navigates through the Internet (e.g. the case of grid and
cloud computing). Therefore, new challenges such as dealing with overheads of
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3.4 Why can parallel simulation be useful to simu-
late social systems?
There are many reasons why agent-based simulation may require a considerable
computational power. Here we point out some of them, partly based on Helbing
(2012):
 Agent-based models are non-linear, dynamic systems with high uncertainty
and notable degree of stochasticity. Therefore, we will need several runs to
obtain results. With parametric sweep, we can run multiple instances of
the same program on different sets of input data. HPC infrastructures can
minimize the time needed to achieve this task.
 Moreover, parametric sweep can solve the exploration of the model’s param-
eter space. However, determining the number of runs a given case scenario
should be executed is not an easy task and the problem needs to be further
explored.
 Large-scale scenarios of agent-based modelling might involve a very large
number of agents. This situation might require access to a big infrastructure
of computing nodes. Although most of the agent-based models in the liter-
ature are barely large-scale, advances in the field could make the simulation
of these scenarios more necessary.
 Realistic scenarios often include realistic decision-making processes. En-
riched models for agents, where a rational behaviour or cognitive and psy-
chological processes take place, require higher computing demands.
 Emergence is a property of many agent-based models. In most studies, it can
be explored with small scale simulations. However, there are cases where
that is not possible to achieve (Mithen and Reed, 2002). For example
Rubio-Campillo et al. (2012) showed how the typical linear warfare can
not be correctly modelled while trying to simulate few individuals. They
proved it is not possible to simplify the simulation using fewer agents, as
the behaviour to explore is linked to the number of them that interact at a
given time step.
3.5 Large-scale social simulation
In the last years, many disciplines have profited computer advances to deal with
large-scale simulations of agent-based models such as molecular physics, telecom-
munications, ecology or military research. In the case of social sciences and hu-
manities the number of works is increasing. However, the distribution of an agent-










3.5. Large-scale social simulation
models at a small or medium scale do not often have to care much about their per-
formance. The performance measures the increased computational time needed
to simulate a number of N agents in the system. In the ideal case, as we in-
crease the number of agents the scalability of the simulation depends linearly on
N . Nevertheless, in many cases time scales worse than linear, as a polynomial
or exponential function. That is the characteristic which allow us to distinguish
efficient implementations from inefficient ones (Helbing, 2012).
Although there have been some attempts to define protocols for describing
agent-based models (Gilbert, 2008; Grimm, Berger, Bastiansen, Eliassen, Ginot,
Giske, Goss-Custard, Grand, Heinz, Huse, et al., 2006), there is no common
methodology for developing them. Neither it is defined how users should handle
large-scale scenarios of agent-based models. Parry (2012) states there are several
ways to enlarge large-scale agent simulations: increase computer hardware (using
vectorization techniques (Chandak and Browne, 1983) or processors dedicated
to specific simulation functions (Comfort, 1984)); reduce the number of agents
or revert to simpler modelling; work with aggregates of agents sharing similar
characteristics; and reprogram the model in parallel. Parry (2012) describe the
potential solutions to implement large-scale agent-based models. The one that
has fewer shortcomings is to modify the model to a parallel environment. This
solution has been applied successfully to simulate particles on massive parallel
computer systems in the physical sciences of fluid dynamics, materials sciences
and meteorology. However, it might be monetary expensive and require advanced
computational skills.
For some models or case studies, scalability is not crucial and can be solved
just by increasing computer power, using vectorization techniques (Chandak and
Browne, 1983) or processors dedicated to specific simulation functions (Comfort,
1984). However, there are some cases where scalability is key, so the model needs to
be reprogrammed for a parallel environment. In this section, we will describe the
elements that affect agent-based simulation performance, and we will briefly see
some agent-based simulations platforms that are suited for large-scale scenarios.
3.5.1 Dealing with simulation of large-scale social systems
There are several aspects that particularly affect the scalability of agent-based
simulations. First, the complexity of agent-based models has an impact on simu-
lation performance. The overall complexity of an agent-based model depends on
the number of agents and the behaviour complexity of each of them. Artificial
intelligence has long explored agent’s complexity, with approaches like the Belief,
Desires, Intentions (BDI) scheme to model agents (Bratman, 1999), which has
its roots in cognitive science and comes from a model of human reasoning. It has
been used to simulate the behaviour of drivers (El Hadouaj et al., 2001) and
to fire emergency situations (Burmeister et al., 1997). Advanced approaches to
human modelling of this kind require a high demand in computer power. There-
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resources of an HPC system.
Second, complexity and topology of communications between agents have a
high effect on simulation speed. The number of communications in the system
depends mainly on the distribution of space in the implementation of an agent-
based model and the number of movements of agents across the environment
scheme. Commonly large agent-based models use spatial partitioning, where each
computer node owns a section of the entire simulated scenario. This spatial par-
titioning is decided due to the interacting topology of agents, which can be either
static or dynamic. However, there might be agent-based where space is not impor-
tant, such studying social mechanisms like evolution of paternal care (Salgado,
2013). In the case it does, it is important to understand the logic of the model
to efficiently divide the environment across computer processors. For example, if
we think about a case study like migration flows from one region to another it
could be interesting to adapt our space partitioning to these population move-
ments and think of the balance between regions and the ’bottlenecks’ migrations
(communications) can cause.
Third, environment can be as simple as dividing the model in different parts
(regions) or being as complex as a graphical interface system. A graphical inter-
face system consists of a set of tools that allow users to interact and understand
spatial information. A graphical interface system can not only deal with data at a
geographical scale but also with alternative data such as culture, political ideology
or religion. A good revision of graphical interface system techniques and capabili-
ties can be found in Castle and Crooks (2006). In agent-based systems, each agent
needs to gather knowledge from the environment, as well as from other agents
in order to execute its decision making processes. Moreover, agents may modify
the environment so environmental data and agents will be shared. The design of
the solution for this kind of systems is model dependent. If the environment is
rather simple, we can have the same information in all nodes and distribute agents
across processors. For example, Parry (2012) used this scheme with an agent-based
model of aphid population dynamics in agricultural landscapes of the UK. How-
ever, if the agents are complex and have numerous interactions between them it
will be costly to have them residing in different processors. Although there have
been some initiatives to automatize the parallelisation of agent-based simulations
(Coakley, Gheorghe, Holcombe, Chin, Worth, and Greenough, 2012; Kurowski,
de Back, Dubitzky, Gulya´s, Kampis, Mamonski, Szemes, and Swain, 2009), over-
all, the nature of the problem and the properties of the computer platform will
often guide the method to split the simulation execution.
Finally, the computational consideration of resolving time advancement mech-
anisms should be taken into account. The synchronously or asynchronously up-
date of time determines how agents change during the simulation. Most social
simulations commonly use a time-stepped execution, in which time advances at a
fixed interval and agents are updated at each time step. However, there might be










3.5. Large-scale social simulation
chronous update of time might be an alternative to increasing performance (Pe-
rumalla, 2010). The reason is asynchronous (discrete-event) implementation can
increase simulation speed since agents will only be updated when it is needed to.
However, in the parallel execution context it adds additional complexity since the
mapping of asynchronous simulations is not so obvious. Therefore, discrete-event
simulation can be faster than time-stepped simulations. If there is communication
between nodes, an asynchronous update is a problem since some nodes will have
to wait for others to finish processes before communication can take place. To en-
sure simulation results are correct, research in parallel and distributed simulation
has produced a number of synchronization protocols that can be classified into
two main categories: conservative and optimistic. While conservative protocols do
not allow any causality constraint violation throughout the duration of the simu-
lation, optimistic protocols allow its violation but provide mechanisms to rectify
it.
One of the frequently used conservative simulation protocols is the CMB pro-
tocol Chandy and Misra (1979) Bryant (1984). This protocol uses a dummy
message called a null message. When a logical process sends a null message with
a timestamp “t”, it tells the receiving logical process that it will not send any
message with a timestamp earlier than “t”. The time-stamp “t” depends on what
is called the look-ahead. It represents the minimal amount of physical time that
is required to complete the process in the real world. The logical processes use
this information to advance their local simulation time. Hence, the performance
of the CMB protocol depends on the look-ahead quality.
The Time Warp protocol Jefferson (1985) is the most widely used optimistic
protocol. In this protocol, once a logical process detects a local causality con-
straint violation, it rolls back to the last correct state and restarts the simulation
from that point. Traditionally, the rollback process is made possible by using a
state-saving mechanism. A more recent method includes the reverse computation
method where the correct state is recovered by reversing the computation process
Carothers, Perumalla, and Fujimoto (1999). Fujimoto (2000); Perumalla (2006)
provide a good summary on these techniques.
Furthermore, the duration of an agent-based simulation is affected by techni-
cal characteristic of computer architecture. Network speed of different platforms
(cluster, grids, clouds, supercomputers) may vary and cause differences on latency
of message transmission. These differences will greatly affect communications of
agents and thus simulation performance (Wang, Turner, and Wang, 2005)). More-
over, the computer power of each processor is a key element for reducing the
execution time. Users should be aware that running agent-based simulation in
heterogeneous computer infrastructure (such as grid or clouds) can result in un-
expected unbalances and delay the execution time. There exists some mechanisms
to profit shared-memory capacities of processors with libraries such as OpenMP,
which allow to parallelize the execution of agents’ actions within a single com-
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be contexts where this is not possible to do due to conflicts on accessing and mod-
ifying the same data at the same time (for instance, when agents modify the same
portion of space). Finally, output requirements or data storage can cause trou-
ble in the implementation of agent-based simulations. For example, imagine that
we need to get data at the micro-scale of individual stories. Reprogramming the
model might affect to the output handling and decrease simulation performance.
3.5.2 Tools for large-scale agent-based models in social sci-
ences
There is a lot of interest in developing agent-based models as a general technique
to be applied to the study of societies. A number of platforms exist to provide the
means to study social phenomena. However, they are essentially discrete-event
tools designed to execute serially on CPUs and have limited scalability (Lysenko
and D’Souza, 2008).
To date, it appears there is not any parallel or distributed implementation of
Swarm. Although the Netlogo engine has no fixed limits on the size, it is single-
threaded, single processor based thus being problematic to run large-scale models.
To fix that, there is an extension of Netlogo called BehaviorSpace that allows the
user to run the simulation in parallel, one per core in a multicore or a cluster of
processors. BehaviourSpace was specially design to explore the parameter space of
models, exploring possible behaviours to determine which combinations of settings
cause the behaviours of interest. BehaviourSpace is also free and open source.
In the context of parallel and distributed simulation, several frameworks have
been recently developed. They range from parallel, distributed approach to the
GPU/many-cores or tools to automatize parallel agent-based simulation code. In
this section, we will briefly describe some of them and compare them in terms of
software capacity and architecture. All of them take advantage in different ways
of HPC architecture to deal with either big or very complex simulations of social
phenomena. The purpose of this chapter is not to fully revise these tools but
introduce some of them to the reader.
Repast HPC
Repast-HPC is the most popular tool for tightly-coupled, large computing clusters
and supercomputers (Collier and North, 2012). It is based on the tool Repast for
sequentially execute agent-based models. Repast-HPC is intended for users with
basic C++ expertise and access to high-performance computers. Repast-HPC im-
plements a dynamic discrete-event scheduler with conservative synchronization.
It offers useful features such as data collection, specifying agent interactions by
space and networks or automatic management of agent interactions across pro-
cesses. Repast-HPC allocates a region of space to multiple processors and manages
the boundaries by copying them (and their agents) in the adjoining region. In Col-
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Figure 3.7: Load balance policy in DMASON (source Cordasco et al. (2011))
the spread of rumours through a networked population.
D-Mason
DMASON is the Distributed Multi-agents simulation tool-kit, based on Mason.
As in Repast-HPC, users can create an agent-based model in MASON and then
use the framework to easily distribute it over many machines. It provides a par-
titioning functionality that self-balances regions and requires and all-to-all com-
munication. As opposite to Pandora and Repast-HPC, partitioning of the field
is decided by the user in advance and, in our opinion, may cause an additional
unbalance. Agents can migrate from one region to other and, therefore, it does not
guarantee load balancing. However, it implements a simple balancing mechanism:
when a region is overloaded it decides to split itself in smaller regions, dividing
consequently the amount of agents in each of these regions (see Figure 3.7). To
deal with boundaries problems, neighbouring regions communicate before each
simulation step. DMASON is developed in Java and uses Java Message Service
(JMS) for communication between workers, so it is not meant for Java beginners.
Pandora
Pandora is a framework designed to implement agent-based models and to exe-
cute them in HPC environments (Rubio-Campillo, 2013). Pandora is currently
being used to simulate ancient societies and their relationship with environmen-
tal transformations in the project “SimulPast” (http://www.simulpast.es). It
has been explicitly programmed to allow the execution of large-scale agent-based
simulations, and it is capable of dealing with thousands of agents developing
complex actions. Pandora implements a time-stepped scheduler and defines the
environment where agents live as a set of layers containing raster map structures,
following graphical interface systems standards. As in Repast-HPC, in Pandora
the user is responsible for writing the agent-based code (in C++ or Python) and
the world of the simulation is evenly divided among computer nodes. This layout
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sections which are executed in four different processors. Data and agents located
in the border between adjacent nodes will be copied and sent to neighbours every
time step, in order to keep data up-to-date in the entire scenario. The range of this
border will be defined as the maximum interaction range of any agent, because
this is the horizon of actions of any component of the simulation.
(a) space schema (b) space distribution
Figure 3.8: Space schema and distribution to solve collisions in Pandora
This solution for space partitioning (adopted as well by Repast-HPC) is highly
scalable, given the fact that every computer node will need to communicate, at
most, with eight neighbour nodes, independently of the total size of the simulation.
To solve collision between agent’s actions, Pandora splits the section of every
computer node in 4 equal parts, numbering 0 to 3, as it can be seen in ??. The
agents contained in all 0 sections will be executed simultaneously without the
possibility of conflicts. When they finish, modified border data is sent to the
neighbours, and a new section will begin its execution (1, 2 and finally 3). Once
all of them are done, the entire state of the simulation is serialized, and a new
time step can be evaluated.
Other tools
Using grid technology, the open source project GridABM (Gulya´s, Szabo´, Lege´ndi,
Ma´hr, Bocsi, and Kampis, 2010) provides a set of templates to enable researchers
to run agent-based models in computing clusters and computational grids. It is
based on Repast and depending on the topology of communication of agents it al-
lows user to choose the appropriate schema and run their simulations in different
parallel and distributed simulation platforms. The programming is very similar
to developing Repast sequential applications.
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perform large agent-based simulations. Examples of that can be seen in Lysenko
and D’Souza (2008) and Perumalla and Aaby (2008). In their solutions, all agent
data is stored in large multi-dimensional arrays where each element holds the
complete state of an agent. In that way, GPU computer architecture is profited
to faster several orders of magnitude agent-based modelling tool-kits. However,
the programming of GPUs is counter-intuitive. Moreover, these perspectives do
not display well complex behaviours at interactive rates. There have been other
approaches to simulate complex agent-based models (Pelechano, Allbeck, and
Badler, 2007; Treuille, Cooper, and Popovic´, 2006) but they are far from scaling
the number of agents. Vigueras, Lozano, Perez, and Ordua (2008) proposed a
scalable architecture to manage large crowds of agents. They later apply it to a
real case scenario (Vigueras, Ordun´a, and Lozano, 2010).
There exist tools that automatically generate parallel agent-based simulation
code. An example is FLAME (Richmond, Walker, Coakley, and Romano, 2010).
In FLAME agents are modelled as finite state machines which consist on a set of
finite states, transition functions, and input and output messages. The state of
each agent is determined by its internal memory. Agents communicate through
messages that can be produced by themselves or can receive from others, sim-
ilarly to Repast. FLAME takes the model definition of the agent-based model
and the C-code to implement agent actions and state changes to automatize the
generation of the user application. The resulting code can run either in a serial
or in a parallel environment. It is available for both CPU-based and GPU-based
systems. Although FLAME is meant to free the user from parallelism complexity,
agent model must contain that parallelism at a task level. The advantage of this
platform is that it distributes the computational load over the processing elements
to achieve computational load balance.
Previously described tools have focused on the distribution of one simulation
over several nodes and require high-programming computational skills. However,
it would also be interesting to explore the distribution of a set of experiments over
an HPC infrastructure. In that case, a single simulation is executed on one node
and several simulations are launched in parallel. An example of this approach are
the tools OpenMole (Reuillon, Leclaire, and Rey, 2013) and EPIS (Blanchart,
Cambier, Canape, Gaudou, Ho, Ho, Lang, Michel, Marilleau, and Philippe, 2011).
OpenMole is a cloud approach for large-scale model exploration of complex sys-
tems, which distributes experiments on an HPC environment transparently. It
uses a Domain Specific Language to design experiments for simulation models to
perform their sensitivity analysis. EPIS also allows the deployment of lots of sim-
ulation runs over a cluster of nodes to explore the solution space of agent-based
simulations. EPIS uses grid computing to distribute the experiments on a cluster.
The advantage of both frameworks is the possibility to profit HPC architecture
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3.6 Summary and conclusions
In the last years many disciplines have profited computer advances to deal with
large-scale simulations of agent-based models such as molecular physics, telecom-
munications, ecology or military research. The work done on the social field is not
very substantial although the community of social simulation is expanding. De-
spite being quite new compared to other interdisciplinary fields like geoinformatics
or bioinformatics, social simulation can profit from the technological advances to
boost its results and examine large-scale social phenomena going beyond organi-
zations, institutions or small groups without losing its micro-scale.
In this chapter, we have revised the technical challenges social researchers
need to face when dealing with simulations of large-scale agent-based models. A
summary of those challenges is summarized in Table 3.1. One of the motivations
was to show the reader that large simulations are feasible. We presented the most
common computer architectures that encompass HPC infrastructures and gave
several arguments to prove parallel and distributed simulation is interesting for
social models. Although most common tools for agent-based simulation are not
meant to deal with large-scale scenarios, we presented some that can actually
help to overcome this problem. In order to parallelize large simulation models,
it is interesting for modellers to know the difference between CPU and GPU or
between parallel simulation in multicore clusters and grids or clouds. Technical
characteristics of such systems can not only affect simulation performance but
also may require significant changes on program restructuring. The debate about
which system is better is far from the aim of this chapter, but it is important
to note that they can serve for different purposes within a social perspective.
On one hand, cloud and grid computing can be an affordable solution to run
large social simulation when no high-speed cluster computing is available. On
the other hand, the best solution for models with intensive communication is
supercomputing (Wittek and Rubio-Campillo, 2013).
Scalability of social agent-based models is not a trivial matter and requires an
interdisciplinary effort. On one hand, computer scientists need to know certain
aspects of the application domain to participate successfully in the model de-
sign. On the other hand, social researchers should be aware of the computational
challenges the model generates at different layers (availability of computational
resources, experiment design, model scale, and so on). In this sense, this chapter
explores the problem of launching large parallel and distributed simulations in the
context of an interdisciplinary research. One of the main aspects of using HPC
infrastructures to launch large simulations is to ensure we obtain the same results
as the equivalent sequential execution. Since the process of transitioning from a
sequential to a parallel and distributed version can be costly, it is worth to explore
different options and study simulation needs at first. Moreover, there might be
cases where parallel simulation is less efficient than a single processor implemen-
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Table 3.1: Summary of challenges on large-scale social simulation from the model
and architecture perspectives
enough to compensate overheads due to message passing and extra calculations
required. Beyond that, we discussed the most important aspects that affect so-
cial agent-based simulations. We also described some of the currently available
tools to simulate large-scale social agent-based models. With this chapter, we




















Yades: a parallel demographic simulation tool
Today, our society is inexorably shifting in form and nature, influenced by chal-
lenging transitions driven by social, economic, environmental and technological
changes. The European Union is configuring its research agenda in the Horizon
2020 program around societal challenges like ageing, energy saving, smart trans-
port, secure internet, inclusion and preservation of cultural heritage. Most of these
challenges can be overcome only by using tools to provide projections of future
population which help deepening on the understanding of population dynamics.
Simulation is one of these tools which has a lot of potential. However, it has been
little used in demographic studies to help explaining dynamics (Billari, Ongaro,
and Prskawetz, 2003). Parallel techniques can provide a support to manage large
simulations, not only in terms of dealing with complex models but also when
working with large data sets.
In the past two decades, research into parallel simulation has been dominated
by the development of better synchronization algorithms and their performance
evaluations. From 2005, efforts have been made to promote the use of parallel
simulation in wider areas of application. As we saw in chapter 3, parallel simula-
tion is widely used across many different application areas including military and
network simulations, and shy efforts have been done in areas around the social
sciences.
Among social studies, demography is an area of research which has greatly
contributed to project population to guide societal planning (Rees, 2009). Demog-
raphy is the study of human population in relation to changes brought about by
the interplay of births, deaths and migration (Pressat, 1985; Posada, Herna´ndez,
and Lo´pez-Paredes, 2007). Population projection is one of the main applications
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certain representation of the modelled population, it is often used as an input to
models used for planning and policy making. Traditionally, policy models allocate
people in every population group (usually based on age and gender) to a set of
states (for example, in full-time employment, in full-time education, unemployed
and retired). One of the traditional methodologies in population projection uses a
macro-level model describing the flows of cohorts (people in same age and gender
group) from one group to another. People may enter and leave the community
through births, deaths and migrations. Hence a good estimation of flow rates
entering into and leaving from every group in the community is critical.
As computer technology advances and the data at a micro-level have become
available, the multi-state simulation model at the level of individuals has gained
popularity for policy analysis. In this model, the state transition of each individual
is simulated (such as the transition from being in full-time education to full-time
employment). The multi-state model has now become the standard methodology
in demography (Willekens, 2005). Complex policy models that include biologi-
cal factors (such as health-related factors), cognitive factors (such as learning) or
social factors (such as social network) may require a significant amount of com-
puting power. As shown later in this chapter, even the demographic model alone
requires a significant amount of computing power, let alone if a complex policy
model is added on top of it. Parallel simulation may offer an alternative solution.
There are several tools that support the development and execution of generic
agent-based models (see Chapter 2). However, desktop agent-based modelling
tools may not scale well for large-scale simulations. Recently, some efforts have
been made in this direction by using High Performance Computers (see chapter
3). High performance computing enables the execution of large scale simulations
by distributing the workload on a number of processors. The work of this thesis
contributes to the current body of knowledge addressing specifically large demo-
graphic simulations under an agent-based approach.
The use of an agent-based model is justified for its ability of generating in-
dividual event histories and produce estimates of the full distribution outcome.
Agent-based modelling is particularly useful to project a population answering
”what if” questions such as the effect of a policy on a demographic characteris-
tic. The final goal of this work is to model the impact of individual decision units
from the changes in strategic planning or government policies. Despite agent-based
modelling useful features, there has been a limited use in the area of demography.
However, agent-based approaches can improve our understanding of population
dynamics, particularly demographic behaviour (Billari et al., 2003; Billari, Fent,
Prskawetz, and Scheffran, 2006). Agent-based modelling pre-suppose (realistic)
rules of behaviour and try to validate them by showing if they can explain macro-
scopic regularities.
This chapter presents the design and development of a parallel demographic
simulation framework which is able to simulate population dynamics of a geo-










Figure 4.1: Yades framework for paralell demographic simulation
Another Demographic Simulation) and takes advantage of parallel computation
to run large-scale demographic models. The work departs from the prototype
presented in Onggo (2008). The framework presented was developed in collabo-
ration with the author through an International Joint Program of the UK Royal
Society and a grant from the Research and Innovation Ministry from Spanish
Government.
Yades has three components: a web user interface, a demographic simula-
tion library and the simulation code generator. The web user interface allows
demographic modellers to specify demographic model components in a number
of representations familiar to demographers such as regression and statistical dis-
tribution function. The simulation code generator can produce the corresponding
C++ code that is linked to the demographic simulation library which uses a scal-
able parallel discrete-event simulation engine. The event-driven approach and a
time step of 1 month was improves the efficiency of our simulation model since
events are less frequent (when compared to the size of time-steps), as seen in
Section 3.1. The generated code is ready for compilation using a target C++
compiler. The demographic simulation library supports both sequential and par-
allel execution of the simulation model. The framework is picture in Figure 4.1.
The chapter is organized as follows. In section 4.1 we introduce the most gen-
eral methods for population projection in demography. In section 4.2 an overview
of related work in demographic simulation is provided, including some previous
work on agent-based simulation in demographics. An explanation on the design
and development of the simulation tool then follows in section 4.3. In section 4.4
we present the user interface and justify its need. Finally, in section 4.5 we revise
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4.1 Components of a demographic model
The main core of a demographic simulation model is the life course of individuals.
In general, a demographic simulation model is formed by a number of demographic
components such as birth (fertility), change in economic status and marital status,
migration and death (mortality). Hinde (1998); Rowland (2003) provide a good
explanation of various demographic components and their modelling methodology.
A short summary is given below.
Fertility
Common models for the birth component are related to the fertility model that
describes the propensity of the women in a population to bear children. The
models include age-specific fertility, parity-specific fertility, birth spacing and their
combinations. Age-specific fertility uses age to determine the probability of having
a child. Parity-specific fertility takes into account the number of children a female
individual has already had. The birth spacing model focuses more on the time
between each birth. It is rather complicated to model because it includes factors
such as birth control, abstinence period, economic status, etc.
Economic status
The ability to track an individual’s economic status is included in the model be-
cause there is a plan to build a policy model on top of it (for public policy planning
and analysis in such areas as taxation, pensions and benefits). This ability is es-
sential because many policies are linked to economic status. Most models use
state-transition diagrams to represent the possible changes in status. In the sim-
plest case, the transitions are made based on a series of simple random samplings.
More complex models will include explanatory variables such as an individual’s
characteristics, the characteristics of the individual’s family and external socio-
economic factors. Figure 4.2 shows an example of a state-transition diagram. An
individual starts from the state “unborn” and moves to state “dependent” until
the person reaches the end of the dependent-age. At this stage, the individual
may move into one of the three states: “in employment”, “in higher education”,
or “unemployed”. As time progresses, the individual may switch between state
“in employment” and state “unemployed”, and eventually the person will reach
the state “pension”. An individual in any state can move to state “dead”. The
state-diagram given in Figure 4.2 assumes that an individual may never move to
state “in higher education” in later life. If this assumption is not acceptable, a
modeller can change the assumption (and hence the state-transition diagram).
Marital status
Demographers consider the pattern analysis of marriage and cohabitation to be
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Figure 4.2: An example of a state-transition diagram for economic status
determines the fertility rate of female individuals is marital status. Furthermore,
the ability to track an individual’s marital status is needed in the model for
the same reason as in economic status, i.e., many policies are linked to marital
status. Moreover, the difference between marriage and cohabitation has shown to
be significant in terms of understanding households dynamics (de Vaus, 2004).
Similar to economic status, most models use state-transition diagrams to represent
the possible changes in status. In the simplest case, the transitions are made
based on a series of simple random samplings. More complex models will include
explanatory variables such as an individual’s characteristics, the characteristics
of the individual’s family and external socio-economic factors. Figure 4.3 shows
an example of a state-transition diagram for marital status.
In demographic simulation, the marriage model is rather special. Two mar-
riage models are commonly used: open and closed. An open marriage model is
simpler because it simply changes the marital status of the individual in the
model. A closed marriage model, which is used in our simulation tool, is more
complicated. In this model, the simulation can only schedule the start of a ‘part-
ner search’ rather than a marriage per se. If a suitable individual is found from
the list of prospective partners, then the marriage event will be scheduled for both
individuals. Otherwise, the individual will be added to the list of prospective part-
ners for a specific duration. The same model applies for cohabiting individuals
and civil partnerships.
Migrations
The effect of migration has become more significant in recent years. Migration
processes involves the formation and dissolution of households during the simula-
tion. Unlike births and deaths, an individual may migrate (either domestically or
internationally) more than once. A simple model uses a simple random sampling
to decide whether an individual is going to migrate and to determine the new
place. A more complex model employs a combination of individual-specific fac-
tors, family-specific factors, region-specific factors and other external factors to
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Figure 4.3: An example of a state-transition diagram for marital status
Figure 4.4: Life table example
grant populations are likely to have different demographic characteristics to the
populations they join (Haug, Compton, and Courbage, 2002).
Mortality
The most commonly used method in mortality analysis is the life table (and its
variants). The life table summarizes the variation of mortality by age and gender.
Survival analysis is another commonly used method where a distribution function
of lifetime was used to sample an individual’s lifetime at birth. Figure 4.4 and
Figure 4.5 show an example of the life table published by the Office of National
Statistics and an example of a distribution function of lifetime, respectively.
4.2 A demographic model for population dynamics
Traditionally, there are two methods commonly used in population projections:
mathematical model and cohort component (Hinde, 1998). In the first method,
demographers use a set of mathematical equations to project the size of a future
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Figure 4.6: Examples of mathematical model and cohort component in demography
a population, i.e., the size of different groups within the population (such as
different age groups). This is an iterative method in which each iteration projects
the structure of a population in the following year using a set of flow models.
Hence, the latter method is able to produce a more detailed projection.
For many purposes, the population structure is more useful than the total
population size. The equation on the left in Figure 4.6 is an example of a well
known equation in demography. It represents a logistic growth model where Pt
is the size of population at time t, C is a constant associated with the initial
population size, r is the annual rate of population growth, and k is a parameter
to be estimated ((r/k) is the projected maximum population size). The flow model
on the right in Figure 4.6 is an example of a model used in cohort component
method. Individuals in the population are grouped based on the age of their last
birthday. They will progress to the next group until they leave the system due to
mortality or migration. New individuals may enter into the system through birth
or migration.
The use of simulation for population projection has increased in recent years.
Particularly, supported by the advances in computer technology and the availabil-
ity of data at a micro level (individuals), the use of micro-level simulation models
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this approach is that individual-specific explanatory variables can be included
in the model. For example, we may include factors such as age, education level,
salary group and ethnicity to model the number of children that an individual fe-
male will have. To take one example, Liddle (2002) developed a simulation model
to assess the effect of demographic dynamics on sustainable development at three
levels: economic, social and environmental. Apart from their application in pop-
ulation projection, demographic models are often used as the basis for policy
modelling and analysis. To take two cases, Walker, Percival, and Harding (2000)
used simulation to analyze the effects of demographic changes on government ex-
penditure on pharmaceutical benefits in Australia. Similarly, Bonnet and Mahieu
(2000) analyzed pension policy in France using simulation. Their simulation model
comprised three main components: demographic, labour market and income.
Agent-based models have been used in demographic simulation. Read (1998)
used them to explore the interplay between the demographic system and the cul-
tural system in an artificial society of hunter gatherers. Among the recent works
in this area, we find a work that proposes agent-based extensions on a spatial mi-
crosimulation model of demographic change by Wu and Birkin (2012). Basically
they took a microsimulation model and improved it by modeling the heterogene-
ity, autonomy, explicit inclusion of space and bounded rationality of agents. They
modelled ageing, mortality, fertility, health change, marriage and migration de-
mographic components. Their approach helped them to understand the impact
of interactions, behaviour and influence of personal history in projecting the stu-
dent migration and mortality in Leeds (UK). Geard, McCaw, Dorin, Korb, and
McVernon (2013) showed an example of how to use agent-based modelling (they
called it ”Individual-based model”) to create a synthetic population which is able
to describe basic demographic processes of ageing, mortality, partnership and kin-
ship at a individual and household level. They explored the interaction between
these processes and patterns of infection and immunity.
Another example is the work of Kniveton, Smith, and Wood (2011) who pro-
posed an agent-based approach to understand environmental migration (named
”Agent Migration Adaptation to Rainfall Change”). Following this conceptual
model they built an agent-based model for Burkina Faso demographics (including
birth, ageing, mortality, marriage, and international migrations processes.) with
the objective to assist policy makers. Silverman, Bijak, Hilton, Cao, and Noble
(2013) provided an example of combining statistical demographic methods with
agent-based modelling to understand how changing family structures in the UK
population may influence the provision of health care. To do that, they used an
extension of the Wedding Ring, a model of agent-based partnership formation
based on Billari, Prskawetz, Diaz, and Fent (2007). With their approach, they
state to overcome the limitation of demographic models over-reliance on purely
statistical information at the expense of theories and mechanisms.
As in previous studies, our proposed simulation tool implements a set of agent-
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and migration processes) to explain population dynamics. However, we use paral-
lel environment to take advantage of High Performance Computing capabilities to
run large-scale simulations. Although in agent-based simulation some approaches
have already been proposed to explore demographics, none of them is address-
ing large scenarios. Despite some tools deal with large-scale agent-based models,
their interface is not specifically designed to model demographic human behaviour
neither they target demographers and policy makers.
4.3 Yades design and implementation
There are a number of environments which have been developed to provide nu-
merous services to building parallel/distributed simulation systems by supporting
optimistic, conservative, or hybrid synchronization strategies (Preiss, 1989; Stein-
man, 1992; Radhakrishnan, Martin, Chetlur, Rao, and Wilsey, 1998; HLA, 2000;
Steinman, 2005). Among them, there is one named µsik that supports multiple
synchronization algorithms such as: lookahead-based conservative protocol and
rollback-based optimistic protocol (state-saving and reverse-computation) (Pe-
rumalla, 2005). µsik has been reported to be scalable to run a synthetic bench-
mark called PHOLD on a large number of processors (Perumalla, 2007). This
library adopts the process interaction world-view; hence a simulation model is
formed by a set of interacting (logical) processes (LP). These logical processes are
implemented as µsik processes. Logical processes communicate through events
with the standardized communication protocol Message Passing Interface (MPI)
(Pacheco, 1997). Logical processes communicate through events. Multiple logical
processes are mapped onto a physical process (µsik kernel) that is run on top of a
processing element (PE). A machine can have more than one processing element
(e.g., in multi-core architecture). It should be noted that in µsik documentation,
the physical process is often referred to as the federate. To avoid confusion with
the federate in High Level Architecture (HLA, 2000), in this dissertation the
term physical process is used instead of federate.
Yades was implemented using µsik parallel simulation library following a Sin-
gle Program/Multiple Data (SPMD) paradigm. In SPMD each processor runs that
same program, in contrast to a master/slave approach. We used logical process to
implement agents in our demographic agent-based model. Figure 4.7 illustrates
the layers of software needed to implement the parallel simulation tool using µsik.
To implement a simulation model in µsik, we must specify three main components:
a physical process (in our case PopulationSimulator), a set of logical processes (
Region and FamilyUnit), and a set of events (of type PopulationEvent). Figure
4.8 shows the Unified Modeling Language (UML) class diagram of the tool. We
use it here because UML is a well-known standardized modelling language for
software engineering (Fowler and Scott, 2000). In this figure we can see how the
different physical and logical processes described bellow inherit from µsik classes.
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Figure 4.7: Parallel simulation using µsik
be found in Perumalla (2005). The following sub-sections explain how the three
main components are implemented for the demographic simulation software.
4.3.1 Physical process
The physical process (PP), implemented as class PopulationSimulator, is de-
fined as a subclass of class Simulator. The main tasks of this class are to: establish
the simulation parameters, generate initial population, manage logical processes
and generate simulation reports.
Figure 4.9 shows that the simulator will initialize a number of physical pro-
cesses, each of which will run on a processing element. Then, the initialization of
two types of logical processes: Region and FamilyUnit (FU) will follow. A logical
process Region represents an administrative area where a number of families live.
Each logical process FamilyUnit represents a family in the community. In this
paper, we use a strict definition of family which will be discussed later (see section
4.3.2). Hence, for each physical process, there will only be one logical process Re-
gion and a number of logical processes for FamilyUnit. Communication between
two logical processes occurs when an logical process (in this case a family) from
the region in one physical process wants to migrate to another area on a different
physical process. We used logical processes of µsik to define the agents in our
agent-based model. Therefore, we have two types of agents: regions and family
units.
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Figure 4.8: UML Class Diagram of Yades
In this class, we use a variable called endtime to specify the simulation stopping
condition. The number of regions mapped onto a physical process is stored in
nRegions. The variables for statistical counters, such as average age and aver-
age time spent in marriage, are not shown. Any class that inherits µsik class
Simulator must implement methods init and run. They are used to initialize
the simulation (such as setting up simulation parameters and distributing logical
processes across processing elements) and to run the simulation, respectively. The
method Write is used to produce a detailed report (in CSV format). This report
is very useful for model validation or post-analysis using other software (such as
Excel and SAS). Finally, the method GetNewActiveIndividual is used to add a
new individual to a physical process (due to events such as: migration and birth).










Chapter 4. Yades: a parallel demographic simulation tool
Figure 4.9: Logical process structure and communication





// other variables are not shown
PopulationSimulator(void);
virtual ~PopulationSimulator(void);
virtual void init(int ac, char *av[]);
virtual void run(void);














4.3. Yades design and implementation
in each region. The data includes the proportion of different age groups in the
community, the proportion of different types of families by age group, the propor-
tion of different economic status by age group, the proportion of different marital
status by age group and the proportion of the number of children in a family.
4.3.2 Logical process: family unit
One of the key design decisions concerns the types of logical processes that are
going to be used in the model. We departed from the work presented in Onggo
(2008) where each individual was represented as a logical process. This turns out
to be problematic. The reason is that public policies may apply to individuals
as well as groups of related individuals, such as households and single parents.
For example, the UK Department for Work and Pensions and HM Revenue &
Customs manage a number of public funds that may apply to individuals (includ-
ing jobseeker’s allowance and incapacity benefit) or groups of related individuals
(which could include child benefit and housing benefit). Therefore, it is important
that the model recognizes different types of ‘policy unit’. Policy unit is often re-
ferred to as ‘family unit’. A family unit is formed by either a single independent
individual or two independent individuals living together (as married, in civil-
partnership, or in cohabitation) and any dependent individuals (children). Hence,
in this definition, a family unit may represent an independent individual, a single
parent, a childless couple or a nuclear family. For completeness, the definition is
extended to include orphans, that is, a family unit of dependent children without
any parents.
The decision to represent a family unit as a logical process has another benefit.
When there is a change in the marital status that affects couples (such as from
married to divorced or from married to widowed), only one message needs to be
sent to the affected couple. In the earlier work, two messages had to be sent, one
for each affected individual. Hence, it reduces the number of sent messages in the
simulation.
A family unit may receive events which are related to five demographic com-
ponents that may change individuals’ states. Modellers need to specify models
for five demographic components: fertility, a change in economic status, a change
in marital status, migration and mortality (described previously in section 4.1).
The fertility component determines whether a female individual will give birth,
based on the characteristic of the female individual and the current calendar time.
The model returns the time when the baby is due. Similarly, the characteristic
of an individual and the current calendar time determines a new economic status
that will be effective a certain dt time from now. The same will happen for a
new marital status but this component will take into account if there is a couple.
If the new status is either married or cohabitating, modellers need to define the
criteria that will be used to match the individual to another individual from the
list of prospective partners (i.e. closed marriage model). If a suitable partner is
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time. Otherwise, the individual will be added to the list for a fixed duration. If a
partner still cannot be found at the end of the duration, an event will be sent to
remove the individual from the list.
Modellers need to specify the model that is used to determine whether a family
unit is going to migrate. If the destination is in another country (emigration),
the family unit will simply be removed from the simulation and sent to another
region. There also new populations of immigrants coming to the current region,
which can have different characteristics from the local population. Finally, in the
mortality component, modellers need to model the time when an individual will
die based on the characteristics of the individual. Commonly used methods, such
as life table and survival function can be used for the mortality component. The
detailed implementation of logical process family unit is shown in Figure 4.11.
4.3.3 Logical process: region
The second type of logical process represents an administrative area where a
number of families live. This logical process will handle domestic migrations,
immigration, changes in simulation parameters and periodic reports. Yades allows
users to have heterogeneous regions, with different population characteristics. The
main limitation of the current version is that it only allows one processing element
to run one region. The detailed implementation of class Region is shown in Figure
4.12.
A region may receive four types of events. The first event is used when a
family unit is going to migrate to a new area. The family unit will send an event
to request a place at the destination area (RequestFUEvent). The destination
area will prepare an empty family unit and send the identification number to the
migrating family. Subsequently, all members of the family will be sent to the new
location. The second type of event is used to simulate the immigration events,
i.e., the number of family units entering the country every month (in batches).
This allows modellers to implement different models for immigration policies be-
cause it considers heterogeneous numbers and demographic characteristics of the
immigrants. Finally, the report event can be used to produce periodical reports,
for example, a report on the population structure (by gender, age group, marital
status and economic status).
4.3.4 Events
Besides the events already mentioned, in this simulation model, we use the fol-
lowing type of LifeEvent to implement demographic processes:
 ChangeWorkStatusEvent: an event that changes an individual’s work status
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// other variables are not shown
void LifeEvent( LifeEvent* event);
void FamilyForm( FamilyFormEvent* event);
void DomesticMigration( DomesticMigrationEvent* event);
void FUReadyEvent( FUReadyEvent* event);
void UndoLifeEvent( LifeEvent* event);
void UndoFamilyForm( FamilyFormEvent* event);
void UndoDomesticMigration( DomesticMigrationEvent* event);
void UndoFUReadyEvent( FUReadyEvent* event);
// supporting methods are not shown
protected:







virtual void init(void) {}
virtual void wrapup(void);
virtual void execute(SimEvent *event);
};














vector <PartnerData> male; // partner list
vector <PartnerData> female;// partner list
// other variables are not shown
void SeekPartner( SeekPartnerEvent* event);
void RequestFU( RequestFUEvent* event);
void ReportEvent( ReportEvent* event);
void InternationalMigrationEvent( InternationalMigrationEvent* event);
void UndoSeekPartner( SeekPartnerEvent* event);
void UndoReportEvent( ReportEvent* event);
void UndoInternationalMigrationEvent( InternationalMigrationEvent* event);
// supporting methods are not shown
protected:
virtual void undo_event(SimEventBase *e);
PopulationSimulator *psim();
public:





virtual void execute(SimEvent *event);
};
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 CancelSeekPartnerEvent: an event that is used to remove an individual
from the list of prospective partners when s/he dies or migrates to another
local authority
 BirthEvent: an event that creates a new individual
 DeathEvent: the death of an individual
 RequestPIDEvent, TransferPIDEvent, MigrDataEvent, and MigrStatEvent:
are used to implement migration in terms of moving a family unit
We use the competing risk model (see Hosmer, Lemeshow, and May (2008) chap-
ter 9) to ensure that every family unit will have exactly one future event. This
approach will sample time-to-event for a number of competing events such as
death, giving birth, change in marital status, change in economic status and em-
igrations. The event with the shortest time-to-event will be chosen and executed.
This process is repeated whenever a life event occurs (except for death and em-
igration). As a consequence of this approach, the model uses a continuous time
where future events can happen almost immediately. Hence, the look-ahead is
relatively small that makes a conservative protocol less efficient. For this reason,
the optimistic protocol is used.
4.4 A Graphical Interface Unit for Yades
Modelling and Simulation platforms are designed to support simulation mod-
elling processes and help modellers to perform challenging models. Platforms
are aimed to free users from the unnecessary part of model development pro-
cesses that can be automated, accelerate the model development process and give
a chance to reuse models and analyse results (Kokalj, 2003; Li, Yi, Sun, and
Gong, 2012). In the case of agent-based simulation, models have to be specified
in computer programs/codes, usually using an object-oriented programming lan-
guage. For social scientists, this approach is not ideal. To solve this problem, we
present a web user interface as a platform for Yades’ M&S that is available at
http://yades.fib.upc.edu. The main advantage of using a web user interface
is that it is easily accessible using any supported web browsers.
The user interface is designed so that modellers can define the set of variables
and components that will be used in the simulation model. It will also generate
the simulation code so that users can download the code to be compiled and run
on the target execution platform such as a supercomputer, a cluster of PCs or
even a local machine, as shown in Figure 4.1 presented at the beginning of this
chapter. Therefore, modellers do not have to worry about the detail on how to
harness the parallel computer power.
We will now briefly introduce the state of the art of user interfaces for simu-
lation, justify the need of a graphical user interface for agent-based demographic
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4.4.1 Background on graphical user interfaces design
From the point of view of users, the interface of a simulation tool is the tool itself
(Hix and Hartson, 1993), since it is the part of the system with which they inter-
act. In complex systems research, easy-to-use interfaces are specially important
since models are difficult enough for non- experts to understand (Saw and But-
ler, 2008). Human computing interfaces simplify the development of models and
relieve social scientists of self-development simulation features, such as simulation
input-output procedures (Tobias and Hofmann, 2004).
In Kuljis (1996), issues that influence usability of simulation systems are ex-
amined. The author remarks the importance of simulation software design that
addresses the specific needs of a certain domain and supports user model devel-
opment. Therefore, characteristics such as user degree of computer literacy and
knowledge or domain knowledge should be taken into account in the interface
design (Shneiderman and Plaisant, 2010). Myers, Hudson, and Pausch (2000)
state there is always the feeling that a powerful solution to a problem justifies a
steep learning curve on graphical user interfaces. However this learning curve can
determine the tool’s adoption. They point out numerous examples of promising
approaches that did not caught on. Among the reasons which determine a tool’s
success, they point at ease of operation, quality and dealing with diverse dexter-
ity of users. Thus, a good interface should be easy to use, efficient, supportive
and satisfy user needs (Smith, 1997). Actually, the development of good graph-
ical interfaces and supportive manuals can be fundamental for software adop-
tion, enabling its diffusion among population both experts and non-skilled users
(Bonaccorsi and Rossi, 2003; Murphy and Perera, 2001, 2002; Viorres, Xenofon,
Stavrakis, Vlachogiannis, Koutsabasis, and Darzentas, 2007).
Among different kind of user interfaces, web-based approaches for simulation
take advantage of a browser to support the interaction of simulation graphical
interfaces with users. Actually web-based solutions not only serve as an operat-
ing system but also as a distribution channel for applications (Kuljis and Paul,
2003; Macal and North, 2007). Byrne, Heavey, and Byrne (2010) describe sev-
eral advantages of integrating the Web with the field of simulation, such as the
ease-of-use, wide availability, cross-platform capability, collaboration features and
control access. Web-based simulation encounters also some disadvantages to con-
sider, including loss in speed, graphical interface limitations, security vulnera-
bility, application stability and license restrictions. Despite these drawbacks, the
current tendency is to increase the development of web user interfaces since Web
technologies provide means as rich as local PC-based applications (Myers et al.,
2000; O’Reilly, 2007). However, areas such as user interface ease-of-use should
be further research (Murugesan, Deshpande, Hansen, and Ginige, 2001), partic-
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4.4.2 The need of a specialized user interface
To confront the difficulty that social scientists and policy modellers are not fa-
miliar with computer programs/codes, we need a specialized GUI which could
allow users to easily model different behaviours using familiar methods such as
regression or intuitive diagrams such as a state-transition diagram. In that way,
we ensure the software design answers the needs and capabilities of the users for
whom they are intended Stone and Stone (2005).
Currently, there are some tools that allow the design of generic ABM to be run
on parallel environments (seen in chapter 3). However, they required some skills
in language programming (Java or C++ mainly). To embrace different simula-
tion models, they provide a desktop user interface where users can define agents’
settings and an environment (a grid or a Graphical Information System) where
agents can move and a set of simulation displays. Agent behaviour is specified with
the corresponding programming language. While this approach is interesting for
users who want to use social simulation as a virtual laboratory for their exper-
iments, it is not ideal when users have non-existing or basic programming skills
neither when they are not familiar with agent-based models. Moreover, graphical
design support attempts (such the ones Repast suite provides) tend to get too
complex as soon as models get a particular size.
Social modellers often use statistical estimation techniques to derive into agent
decision rules and behaviours. These rules are simple models that relate certain
situations with some actions. Key variables that govern agent behaviours have
to be identified and statistical relationships have to be obtained (Macal and
North, 2005). For example, Yang and Gilbert (2008) give some advices on how to
use qualitative data on the design and validation of agent-based models in social
simulation. They also point out that in some cases the modellers will have to give
some educated guesses to the model based on existing theories in social science,
and decide how to quantify some variables.
To summarize, the requirements for the design of the GUI are as follows.
 To design a simple user interface for users who are not familiar with pro-
gramming and parallel computer environment
 To exploit the potential power offered by parallel computers transparently
 To provide different types of input data: theoretical distributions, multiple
regression, logical rules and state-transition diagram
 To produce/show outputs at micro and macro levels
The user interface presented in this research follows what is referred to as
a user-centred design approach which involves users throughout the design and
development process Stone and Stone (2005). To achieve this, we include the
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also involve the user in the evaluation of the system during the whole design and
development process.
4.4.3 Graphical user interface design
The demographic agent-based model is made up of five agent behaviours that
shape the population dynamics: fertility, mortality, marital status, economic sta-
tus and migrations. In this subsection, we will explain the GUI design for each
part. Before running the simulation, modellers will also need to specify the initial
population and simulation settings. The features of the initial population in one
area could be different from other regions. Hence, the user interface would also
support this requirement. Figure 4.13 shows the internal structure and compo-
nents of the GUI.
Figure 4.14 shows the sequence of the model implementation wizard that is
designed to make the modelling specification process as easy as possible (the
demographic modellers, of course, need to prepare the model specification off-line
before they enter the specification to the web user interface). The sequence starts
with the simulation configuration setting such as the simulation duration. Then,
a number of geographical regions will be added. Next, modellers need to specify
the initial group settings such as the gender proportion by age groups in each
area. Then, the demographic components will be specified: fertility, mortality,
marital status, economic status and migrations. To help defining qualitative and
quantitative data, users can create distributions, regressions and logical rules in
the system, which can be later use to define migration, fertility, economic or
partnership changes. A detailed list of what the modellers need to specify for the
model components is given in Table 4.1.
Initial population specification
The user interface allows users to specify typical family structures in the region.
It includes information on the population distribution by gender and age groups,
distribution of different types of family units (parents with/without children, sin-
gle parents, single individuals, etc.), the age distribution of children in the family,
the distribution of different economic statuses, and the distribution of different
marital statuses. The GUI allows the information to be entered manually or to
import it from a CSV file.
Fertility
Common fertility models to describe the propensity of the women to bear chil-
dren include age-specific fertility, parity-specific fertility, birth spacing and their
combinations. Age-specific fertility uses age to determine the probability of hav-
ing a child. Parity-specific fertility takes into account the number of children a
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Figure 4.13: Web user interface – modules of the interface
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Configuration Defines the simulation
configuration
Simulation name, number of years,
report interval, performance report,
individual report, and age groups
Regions Defines the regions in the
model and their settings
Number of regions, homogeneous or
heterogeneous setting, region name,
family units per region, type of
configuration
Initial population Defines the initial population
settings for each region
Population proportions by age group,
types of family units by age group,
economic status, marital status,
children distribution, birthspacing
distribution
Birth Defines birth and fertility
settings for each region
Fertility age interval, time to birth
Mortality Defines mortality settings for
each region
Life expectancy at birth or survival
function or life table approach
Economic status Defines economic status
settings for each region
Duration in status, transition name,
transition origin, transition
destination, probability or rule for
transition
Marital status Defines marital status
settings for each region
Duration in status, transition name,
transition origin, transition




Defines the settings for
domestic migration and
emigrations
Logic function to decide whether the
family unit is going to migrate, logic
function to decide whether it is a
domestic migration or emigration,
migrations to a domestic destination,
migrations to international destination
Immigration Defines the settings of
immigrant population
Number of monthly arrivals of
immigrant family units, initial settings
for immigrants
Rules Defines distributions,
regressions and logic rules
that can be used in the
simulation
Distribution name, distribution type,
distribution parameters, regression
name, regression parameters, rule
name, type of result, rule sentence
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Figure 4.15: Web user interface – view of birth settings
between each birth. This model is rather complicated because it includes factors
such as birth control, abstinence period, economic status, etc. The user interface
is designed to allow users to specify these models. They will need to indicate the
fertility age interval and a model to generate the time to birth. Most of these
models can be specified using a theoretical distribution function, a multiple re-
gression function or logical rules based on individual characteristics (see Figure
4.15).
Mortality
The most commonly used mortality models are the life table (and its variants) and
survival analysis. The life table summarizes the variation of mortality by age and
gender. Survival analysis uses a distribution function to sample an individual’s
lifetime at birth. The user interface allows users to specify these two commonly
used models through entering the life table manually or importing it from a CSV
file.
Marital status
In demography, we recognize a number of marital statuses such as single, married
and divorced. The GUI is designed to allow users to specify the transition in a
state-transition diagram, a graphical tool which helps on defining the multi-state
modelling, a standard methodology in demography (Willekens, 2005). Allowing
multi-state models enable users to represent different transition models, previ-
ously inferred. The difference between marriage and cohabitation has shown to
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Figure 4.16: Web user interface – view of marital status model
Users will then need to specify each transition and the time to the next state
using distribution function, multiple regression or logical rules. Transitions that
involve two singles to form a new family unit are treated differently. Modellers will
need to specify a “match maker” function, which is based in logic rules according
to age, gender, economic status. Figure 4.16 shows how an example of a marital
status’ state diagram is set in the GUI.
Economic status
The ability to track an individual’s economic status is included in the model
because there is a plan to build a policy model on top of it (for public policy
planning and analysis in such areas as taxation, pensions and benefits). As well
as marital status, economic status component is essential for this purpose. The
GUI for the change in economic status is very similar to marital status model but
in this case we do not need the match maker function.
Migrations
Modellers need to specify two types of migration: national migration and interna-
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modellers to specify domestic migration model that determines whether a fam-
ily unit is going to migrate. Mobility is specified using a constant probability,
logit regression or logical rules. For those who migrate, the destination area is
determined by a migration matrix. The same user interface is also used for the
emigration. Immigrant populations are likely to have different demographic char-
acteristics to the populations they join (Haug et al., 2002). For this reason, users
need to specify the number of immigrants per month and their characteristics.
4.4.4 Yades interface code generator
Figure 4.17 shows the interface for code generation. The tool is meant to be
run either in a sequential or parallel environment. However, access to a parallel
environment is usually restrictive. Moreover, we cannot produce an executable
of the simulation because it depends on the architecture is going to be used.
Therefore, we provide users the simulation code resulting from their specification
of the model. In that way, users with access to a cluster or supercomputer can
compile and execute the code. While we free users from the coding process of
the model we cannot release them from managing a job in a High Performance
Computing environment. Other ABS tools have similar functioning in leaving
the management of job’s execution to users, though there have been attempts to
automatically generate parallel agent-based simulation code (Richmond et al.,
2010).
To be able to run the code they need to install libsynk and µsik libraries
available from http://kalper.net/kp/people/kalyan/index.php.
4.5 Summary and conclusions
We have presented a tool for agent-based demographic modelling and simulation.
The main objective of the tool is to tackle the scalability issue in large-scale and
complex agent-based models by running the models on top of a parallel discrete-
event simulation engine. This tool allows modellers to specify individual behaviour
with an agent-based paradigm.
The agent-based model presented in this chapter is able to mimic the human
population naturally in the way that individuals can move around and interact
with each other and/or the environment where they live. The main reason for
an agent-based approach is that it allows to capture the internal structure of the
interactions and movements of the population to be studied. In the community
of social simulation it is argued that complex systems emerge from the bottom-
up, are highly decentralized, and are composed by a multitude of heterogeneous
objects (Troitzsch, 2009). This complexity cannot fully be reproduced with a
microscopic model so agent-based models seems a better option since it reflects
more naturally the typically human capabilities, on the contrary of microsim-
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macro simulation models which cannot content most of the finding in social re-
search. Moreover, the aggregation of people with the same characteristics would
decrease the capacity of the social scientist to understand the processes behind
the individual/family/household/organization dynamics.
The agent-based approach can subtly model population changes and the het-
erogeneous behaviour of the individuals among a large population, characteristics
that are important to reproduce demographic processes (such as marriage or mi-
gration) where the interactions and behaviours are playing an important role.
Since our goal is to use this methodology to experiment with social policies, it
is highly important for us to be able to reproduce the complexity at a macro-
level from an agent-based level. Moreover, agent-based technology is able to cope
not only with quantitative data but also with qualitative information coming from
ethnographic records, a characteristic that is especially relevant for demographics.
Although the framework is oriented to study demographic dynamics, we expect
to add new social models on top of it where the agent-based perspective can be
key.
Yades uses an agent-based model to model fertility and birth, mortality, eco-
nomic status, marital status, and migration demographic processes which permits
individuals to flexibly move and interact in a geographical environment:
1. It uses a rich set of attributes which come not only from census or surveys
data sources, but also with behavioural rules that help to overcome some
data-related limitations of over-reliance on purely statistical information.
Individuals attributes change over time due to their demographic evolution.
2. There is no central unit that controls interactions or behaviours of the
population
3. Agents behave autonomously according to their own rules
4. Agents do not have global information, they take actions according to simple
rules that are based on local knowledge
As a demographic planning tool, Yades is able to monitor the evolution of
population structures and demographic changes of a set of geographical regions
over time. The model is useful for providing information for demographic planning
or policy making, particularly for location-based policies. For instance, it can give
us information about migrations patterns which can help calculate their impact
in the supply of health or public transport services. Therefore, the tool is useful in
assisting decision making,exploration of ”what if” situations and testing different
hypothesis.
We believe the two of the main issues in the wider adoption of parallel simu-
lation are scalability and ease-of-use. This tool confront both issues by proving a
graphical user interface that allows modellers to specify individual behaviour such
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paradigm and transparently generated codes that enable the model to run on top
of a parallel simulation engine hosted in our supercomputer infrastructure. The
user interface is designed for social scientists and modellers who are not trained in
parallel programming. Hence, it will provide them with familiar modelling tools
such as regression editor, an easy-to-use state-transition diagram, and a simplified
version of logical rule editor. We believe that this will allow users to concentrate
on understanding the modelling process rather than simulation library it is being
used. We believe this will help to remove a major barrier on using simulation.
However, we are aware technical knowledge is necessary to execute scenarios in
High Performance Computing facilities but this limitation is something that all












In this chapter, we present the results of some experiments done to study Yades
performance under varying conditions. The purpose is to understand how the
tool behaves from the technical point of view and how sensible it is to different
computer architecture parameters. In chapter 3, we saw agent-based parallel sim-
ulation scalability is feasible but depends on some factors: the size of the model,
the agents’ complexity, and the representation of the environment. At a computer
architecture level, the simulation execution time depends not only on the com-
putation time but also on the communication time. Therefore, synchronization is
key to scalability because it requires communication in the network. The speed
of these communications has to be also taken into account.
To analyse Yades performance, we carried out two experiments. First, we
studied the effect of population size and migration activities on performance and
scalability. Second, we tested the performance of the tool on different execution
settings: homogeneous environment, heterogeneous population size, heterogeneous
processing speed and heterogeneous communication latencies. Heterogeneous en-
vironments are interesting for us since it is common for data centres to be often
upgraded by replacing the part of the infrastructure with the latests processors
and memories. Thus, the response of the framework to heterogeneous processing
speed and heterogeneous communications can affect not only computation time
but overheads.
All experiments were run using µsik settings that gave a roll-back based op-
timistic parallel simulation execution with a state-saving mechanism and a time
window of 12 months. The model uses a continuous time where future events
can happen almost immediately. The lookahead is relatively small that makes
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used. Fujimoto (2000, chap. 4,5) provides a good overview of various techniques
in optimistic parallel simulation.
The second experiment was initially done in HEC cluster at Lancaster Uni-
versity, UK and presented in (Onggo, Montan˜ola Sales, and Casanovas-Garcia,
2010). Later we studied the scalability of the tool on Marenostrum 2 and 3 super-
computers in Barcelona (Spain) and repeated the second experiments to compare
the results in the same architecture. Those experiments were published in Mon-
tan˜ola Sales, Casanovas-Garcia, Kaplan-Marcusa´n, and Cela-Esp´ın (2014b) and
are presented in this chapter.
The program was compiled using gcc version 3.3.5 with the optimization flag
O3 turned on and mpich version 1.2.7 was used. The experiments were run on
Marenostrum 2 and 3 supercomputers, with high-speed Myrinet and Infiniband
interconnections respectively. Each node in Marenostrum 2 has two dual-core
PowerPC 970 CPUs with a frequency of 2.3GHz and 8GB of memory. Each node
in Marenostrum 3 has two 8-core Intel SandyBridge-EP E5-2670 with a frequency
of 2.6GHz and 32GB of memory. In the experiments, we used up to 256 processors.
All performance results presented in this section are based on the average of five
replications. Because the standard deviations are very low, we did not need more
than five replications for each experiment. The results of the parallel simulation
have been checked against the sequential execution for correctness.
The rest of this chapter is organized as follows. In sections 5.1, we will pro-
vide some definition of concepts that are used in this chapter and necessary to
understand our work. Then, section 5.2 and 5.3 present the first experiment to
measure the effect of population size and migrations in execution time and scala-
bility. Afterwards, the second experiment follows showing the performance of the
tool in a homogeneous environment (section 5.4), a heterogeneous population size
(section 5.5), a heterogeneous processing speed (section 5.6), and a heterogeneous
communications (section 5.7). Finally, we will remark some conclusions of our job.
5.1 Some definitions
The following list consist of a syllabus of definitions that can help the reader to
understand the work presented in this chapter.
 Time window is the amount of time a simulation entity can advance ahead
of others.
 Elapsed time is the time for an event to occur.
 Speedup is a metric that indicates how much a parallel algorithm is faster
than a corresponding sequential algorithm.
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 Latency is the communication time that is spent when a message is send
in a network, from its origin to its final destination.
 Scalability is the ability of a system to handle a growing amount of work
and accommodate it. When a system is said to scale it means it is efficient
when simulating it at a large-scale. So, a simulation model scalable should
be able to profit a growing amount of computers to run faster.
 IPC is the number of instructions a processor is able to run per cycle.
 Cache is the memory with faster access. The processor uses it to reduce
the average time to access data from the main memory.
 Cache miss is an attempt to read or write a piece of data in the cache
that failed. As a result, the processor goes to search the data in the main
memory with much longer latency.
 Throughput is the amount of data delivered over a communication chan-
nel.
5.2 Effect of population size on execution time and
scalability
Perumalla (2005, 2007) has carried out a number of experiments to evaluate the
performance of µsik simulation library. Hence, we do not repeat it in this dis-
sertation. The focus of the following experiments is to understand the effect of
population size on the overall simulation performance. We disable the migrations
to measure the effect of the number of family units on computation time. The
simulation for a period of 30 years was run with different initial population sizes
of 80,000, 160,000 and 320,000 family units. The number of individuals is approx-
imately twice the number of family units. Since the average fertility rate is set
to be around two with no immigration, the numbers of individuals at the end
of the simulation are approximately the same as their initial size. The result ran
in Marenostrum 2 is shown in Figure 5.1. As we can see, it shows super linear
speedup, meaning the double of processors increases the speedup more than twice.
For example, a simulation of 320,000 families in two nodes has a speedup of 4.66
while in four nodes it is 22.63, showing an improvement higher than two which
would be expected in an ideal linear scalability.
This superscalar behavior can be explained due to cache memory problems. To
illustrate that, we observe the behavior of cache miss ratio and IPC (instructions
per cycle) in our application using use Paraver performance analysis tool (Pillet,
Labarta, Cortes, and Girona, 1995). Besides the studied population sizes, we run
lower population sizes: 40,000, 20,000 and 10,000 family units. All the executions
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Figure 5.1: Effect of population size on speedup
Figure 5.2: Paraver miss ratio histogram in L2 cache for different population sizes










5.2. Effect of population size on execution time and scalability
Figure 5.3: Miss ratio observed in L2 cache for different population sizes scenarios
in one node
Figure 5.4: Paraver histogram of IPC obtained varying population size scenarios










Chapter 5. Yades performance analysis
Figure 5.5: IPC obtained for different population size scenarios in one node
different population sizes (see Figure 5.2). The histogram in this figure shows the
time the simulation spends in miss ratio at L2 cache level. We choose L2 cache
level because it is the most representative in Marenostrum 2. The fact that we
see, from bottom to top, that the highest concentration of miss ratio (blue zone)
is growing and moving to the right means that for an increasing population size
the average miss ratio in L2 cache level is higher. Then, we plot the average miss
ratio seen in L2 cache level in Figure 5.3. We confirm that average miss ratio
increases with population growth, particularly when we go from 40,000 to 80,000
family units.
Second, we studied IPC behavior. We first plot the histogram of IPC in differ-
ent population sizes (see Figure 5.4). Here we see how an increase of population
sample, affects the IPC of the application. The highest concentration of IPC in
our application (blue zone) is moving to the left as we increase the population
size (from bottom to top). That means, when we increase the number of families
in the simulation, the IPC decreases from 1,2 to 0.9. The IPC in Marenostrum
3 is 4 but most of the applications reach an IPC of 1.5. Then, we plot IPC in
Figure 5.5 observing a substantial decrease in IPC when we increase the number
of families, especially beyond 40,000. These results prove our application is very
sensitive to the size per node, since memory is determinant of performance which
explains the super linear speedup found in our experiment.
To deep in the impact of different population sizes in performance, we cal-
culate the effect of increasing the number of nodes and the population size in
proportion (weak scaling). We used three different population sizes configura-










5.3. Effect of population size and migrations on scalability
Figure 5.6: Weak scaling
machine decommissioning, we perform the experiment in Marenostrum 3. Despite
the difference on the architecture, the results (shown in Figure 5.6) are represen-
tative. We can see execution time remains stable when increasing the population
and nodes. That means our application is scaling well as we increase the problem
size when there are no migrations. Moreover, here we also observe the effect of
cache misses on execution time. Looking at the results in one node, going from
20,000 to 40,000 population size the execution takes more than double time (from
31.45 seconds to 2.02 minuts) in comparison to moving from 10,000 to 20,000
families (with a difference of 21.87 seconds).
5.3 Effect of population size and migrations on scal-
ability
The objective of this experiment is to study the effect of varying the number of
nodes on execution time and speedup. Both experiments were run in Marenostrum
2.
In the first part, the effect of migrations on execution time is measured. The
simulation started with 320,000 family units and was run for a period of 30 years.
We varied the number of processors from one to 256 using base-2 logarithmic scale.
We considered migrations with probabilities from 0% to 60%. The probability of
migrations determines the probability of a family unit to migrate when there is
a change in the employment status of one of the parents. The results are shown
in 5.7. On one hand, as we can see the execution time decreases as we increase
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Figure 5.7: Effect of population degree of migration on execution time
shown in Figure 5.3 and Figure 5.5, the execution time is reduced more than
half as we double the number of processors. Hence the simulation is slower for
big scenarios in few nodes due to the limitations on node memory. On the other
hand, the reduction in the execution time becomes less significant as the number of
nodes increases. This is because the reduction in the computation cost becomes
less significant and at the same time the communication costs becomes more
expensive as the number of processors increases, due to migrations and rollbacks.
In the second part, we study the speedup for a fixed population size (strong
scaling). Figure 5.8 displays the performance improvement when the simulation
is run for 30 years with 320,000 family units running on 1 to 128 processors. The
speedups grow when the number of nodes increases. Ideal line shows the linearity.
The result shows the super linearity observed in section 6.1 due to cache misses.
Moreover, for the same problem size, an increase in the number of processors
increases computing power, but at the same time more synchronization overheads
are required. This explains the diminishing performance gain as we increase the
number of nodes. It can also be seen in Figure that the smaller the proportion of
family units who are going to migrate, the larger the speedup obtained. This is
because a high proportion of migrations increases the number of inter-processor
communications when migrations take place and, consequently, the rollbacks. This












Figure 5.8: Strong scaling with migrations
5.4 Homogeneous environment
The objective of this experiment is to understand the effect of migration activities
on the performance of the tool, specifically the execution time and the number of
rollbacks, under an ideal execution configuration. In this configuration, we ran the
simulation in Marenostrum 2 for a period of 30 years with an initial population
size of 320,000 family units (around 650,000 individuals), divided equally among
all administrative areas. This would produce a homogeneous workload to all pro-
cessors. The simulation was run on one compute node containing four processors
to minimize the effect of heterogeneous communication latency. The probability
of migrations was varied between 0% and 60%. As explained earlier, migrations
are responsible for all inter-processor communications in the simulation.
Probability 0% 20% 40% 60%
Average number of migrations (in-
dividuals)
0 324,801 642,065 946,524
Table 5.1: Average number of migrations in 30 years
The results are shown in Table 5.1 and Figure 5.9. As expected, the number
of migrations is proportional to the migration probability (Table 5.1). Figure
5.9 shows that the increase in the number of migrations increases the execution
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Figure 5.9: Execution Time for Homogeneous Workload
that has to be executed by the simulator. As a result, it requires more time to
execute all useful events. In this configuration (homogeneous environment), the
average number of rollbacks is close to zero regardless of the migration proba-
bility. This indicates that each processor has enough computations and advances
its simulation clock slower in such a way that the migrations seldom cause any
rollbacks. Consequently, the overhead costs are mainly due to the inter-processor
communications and rollbacks.
5.5 Unbalanced population size
In practice, the number of family units may vary across administrative areas.
Hence, it is important to measure the effect of an unbalanced distribution of
family units on the performance of the tool. As in previous experiments, we set
the simulation duration to 30 years but fixed the probability of migrations to 60%.
We ran the simulation on four processors in one compute node of Marenostrum
2 with a total of 320,000 family units at the start of the simulation. We varied
the distributions of the family units from a balanced distribution of 80,000 family
units on each processing element to a rather unbalanced distribution of 215,000
family units on one processing element and 35,000 family units on each of the
remaining processing elements (see Table 5.2).
The four configurations are arranged in different columns in Table 5.3 . Row 2
shows total number of migrations. As expected, the total number of migrations is
roughly the same regardless of the distribution of the family units. Row 3 onwards










5.5. Unbalanced population size
Configuration Processor 1 Processor 2 Processor 3 Processor 4
Balance 80,000 80,000 80,000 80,000
Low unbalance 125,000 65,000 65,000 65,000
Medium unbalance 170,000 50,000 50,000 50,000
High unbalance 215,000 35,000 35,000 35,000












946,524 947,359 946,532 948,299
Total rollbacks 0 252,397 348,495 474,626
Table 5.3: Effect of Unbalanced Distribution of Family Units on Performance
Figure 5.10 shows that the equal distribution of family units across proces-
sors results in the best execution time. The worst execution time (almost two
times slower) was given by the most unbalanced configuration in the experiments
(configuration High unbalance). This result is consistent with what has been re-
ported in parallel simulation literature, i.e. an equal distribution of family units
will result in an equally distributed workload across the processors. Consequently,
the processors can advance their simulation clock at a similar pace, which reduces
the number of rollbacks.
A processor with the highest workload in the more unbalanced configuration
has to execute more events. This explains the increase in the amount of time spent
for executing useful events. In contrast, a processor with the lightest workload in
the more unbalanced configuration will execute fewer events. Consequently, it
spends less time executing useful events.
In each of the unbalanced configurations, the processor with the higher work-
load will advance its simulation clock slower than the other processor; hence it
will not experience any significant number of rollbacks. Consequently, its overhead
can be attributed mainly to the communication costs other than rollback, such as
waiting for events from another processor. The busier the processor, the less time
is spent on waiting, which explains the decrease in the time spent for overhead.
On the other hand, processors with lighter workload execute fewer events so they
may advance their simulation time ahead of the busier processor. As a result, they
have to rollback more often (see Table 5.3). This explains the increase in the time
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5.6. Heterogeneous processing elements
5.6 Heterogeneous processing elements
In this section, we measure the effect of using heterogeneous processors on the
performance of the tool. In the experiment, we ran the simulation in Marenostrum
2 for a period of 30 years with an initial population size of 320,000 family units,
divided equally among all administrative areas. The probability of migrations
was fixed at 60%. To emulate the difference in processor speed, we inserted a
delay for every simulation year at one of the processors (1 second and 2 seconds
for each experiment, respectively). This is done by adding a delay to the event
that generates an annual report. The result is shown in Table 5.4. The result is
consistent with what has been reported in literature on parallel simulation, i.e.,
the wider gap in processor speed will result in more rollbacks (see the last row).
Delay (seconds) 0 1 2
Number of migrations (individuals) 946,524 946,532 947,327
Time to complete simulation (minutes) 361.1 429.1 480.2
Total rollbacks 0 252.4 348,495
Table 5.4: Effect of Unbalance in Processor Speed on Performance
5.7 Heterogeneous communication latency
Finally, we are also interested in the effect of heterogeneous latency in the com-
munication between processing elements. The event size used in Yades is 512
bytes. For this event size, we used the Intel MPI Benchmark Suite to measure
the inter-node latency and intra-node latency in Marenostrum 2 and found that
the inter-node latency was 4 times slower than the intra-node latency. In the
experiment, we used the same configuration as in the previous experiments but
without any delay. We varied the locations of the four processing elements used
in the experiment: using one compute node with four processing elements, using
two compute nodes with two processing elements each, and using four compute
nodes with one processing element each. The performance result is shown in Table
5.5. As expected, the number of migrations is about the same (row 2). The time
spent in executing useful events is roughly the same because we expect similar
number of useful events (row 4). The last two rows show that when the latency is
homogeneous, the number of rollbacks is zero (row 6). As a result, it incurs some
additional overhead cost (row 5). The overall performance (row 3) shows that a
configuration with heterogeneous communication latencies (2Ö2) performs worse
than a configuration with higher but more homogeneous communication latencies
(4Ö1) due to rollbacks. However, the difference in performance is not very visible
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Nodes Ö Processors 1Ö4 2Ö2 4Ö1
Average number of migrations (individuals) 947,327 946,990 949,679
Average time to complete simulation (minutes) 358 363.4 359.6
Average time to execute useful events (minutes) 124.1 124.2 122.7
Average overhead time (minutes) 233.9 239.2 238.7
Average number of rollbacks 0 6.4 0
Table 5.5: Effect of Unbalance in Communication Latency on Performance
5.8 Conclusions
We have presented the performance evaluation result of Yades. The study was
done first in the HEC high performance computing cluster at Lancaster University
and later in Marenostrum 2 and 3. The performance measures such as speed-
up and scalability of the tool using up to 256 processors showed the potential
of parallel simulation for large-scale scenarios. Those experiments in different
computer infrastructures showed us the application is sensible to the architecture
where it is run in terms of memory consumption when the population size per
node is high. However, when analysing weak scaling we saw the application scales
well when independent of cache issues. Moreover, migrations have a deep effect
on performance due to their impact on network communications.
We also conducted some more fine grained performance measures such as time
spent in executing useful events, time spent for overhead and the number of roll-
backs. Specifically, we have investigated the effect of three factors: unbalanced
workload, heterogeneous processing speed and heterogeneous communication la-
tency. The results are consistent with what has been reported in other application
areas where parallel simulation has been used. Since the application of parallel
simulation in demography is new, it is useful to quantify the effect of the three
factors on performance. The findings are useful because it is likely that the sim-












Validation and verification are two of the crucial parts in the process of per-
forming a simulation study. The reason is these techniques help on increasing
the confidence in the model, since it is not possible to demonstrate its absolute
validity in all contexts. However, unlike many other fields such as Physics or Eco-
nomics, there is no established standard for the validation of social simulation
models. The social simulation community is very concern about that since this
lack complicates the acceptance of social simulation models by those outside the
field.
This chapter presents the validation of our proposed agent-based demographic
model. First, we discuss the verification and validation and validation of simula-
tion models in Section 6.1. Particularly we will focus on the factors that should
be taken into account when validation agent-based models. Then, we present the
validation of our model following a white-box approach (Section 6.2). Although
this work is far from a complete validation of the tool, we believe it will contribute
to increasing the acceptance of our work to final users.
6.1 On verifying and validating simulation models
Validation and verification (V & V) is a significant element of any simulation
study. As pointed by Robinson (1997),
“”without V & V there are no grounds on which to place confidence
in a (simulation) study’s results”
In simulation, we often differentiate between verification and validation. Ver-
ification is a process to determine whether a conceptual model has been imple-
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Figure 6.1: Validation and verification processes of the agent-based social model
term, we debug the model. Validation is a process to determine whether the model
is an accurate representation of the system being studied for a given set of mod-
elling objectives. A simplified version of agent-based simulation models of Sargent
(2005) is shown in Figure 6.1. In this figure, we can see verification confronts
the conceptual model with the simulation model, while validation is done at two
different levels: operational and conceptual. In fact, we can look at validation as
an a posteriori constraint while verification as a priori constraint (Moss, 2001).
The reason is verification limits the specification of the model, establishing some
logic or theory limits before generating any output from the simulation. How-
ever, validation aims to adjust the model (through simulation outputs) with an
observation. A failure on validating a verified model would imply to modify the
model itself. As a consequence, either the model should be changed or the theory
or formalism should be revised.
Although conceptually simple, verification can be challenging, especially when
we are dealing with a relatively complex computer program. Law (2007) and
Banks, Carson, Nelson, and Nicol (1999) lists a number of techniques that can be
used in a verification process. Validation is neither an easy job. Actually, Robinson
(1997) states that it is not possible to prove that a model is valid in all contexts,
because a model is only a simplified version of reality. Consequently, the model
cannot describe the whole complexity of a real system. Hence, the main objective
of validation is to prove that a model is sufficiently accurate for parts of the
real world under study. Indeed, one of the key aspects of validation is to assess










6.1. On verifying and validating simulation models
studied (Ormerod and Rosewell, 2009). This issue can be fulfilled by performing
as many validation methods as possible during a simulation study until we (and
users) can gain enough confidence in the model and accept its results. Therefore,
validation is a continuous process (Edmonds, 2001). Validation should also take
into account the domain of the system under study (Sargent, 2005). Therefore,
a validated model may not be valid for a set of different experimental conditions
outside its domain.
(Robinson, 1997) identifies four different forms of validation in simulation
modelling: conceptual model validation, data validation, white-box validation and
black-box validation. Conceptual model validation deals with issues such as the
level of detail of the model and determines if the model is enough for the purpose
it was developed. Data validation is needed to determine whether the data used
in the simulation study is sufficiently accurate. The black-box validation concerns
with the relationship between inputs and outputs of the model, ignoring the ele-
ments inside. The objective is to determine if the output of the model reflects the
real world observation for the same set of inputs. Finally, white-box validation
tries to answer the question does each element of the model, and the structure of
the model elements represent the real world with sufficient accuracy?
In the following subsections, we will point at some specific issues of verifica-
tion and validation processes in agent-based social models and the role of formal
languages in these processes.
6.1.1 Validating agent-based models
In the area of agent-based simulation applied to social sciences and humanities val-
idation is a big issue of concern. Despite the increasing popularity of agent-based
simulation in the last two decades, validation techniques are neither as widely
used nor as formalised as one would expect. According to a survey conducted
by Heath et al. (2009) on the articles related to agent-based models published
between 1998 and 2008, 29% of the articles did not even discuss the validation
of their models. Moreover, their findings showed only 17% of the articles used
solely the conceptual validation, while 19% compared simulation results with real
observations (operational validation). 35% used both approaches. Beyond that,
they observed qualitative methods dominated the validation of agent-based mod-
els, possibly because many models are not conducive for quantitative validation
methods. Agent-based models often exhibit behaviour that can be problematic
for validation purposes, such as non-linearities and multi-level properties (Klu¨gl,
2008). Furthermore, they also require the finer level of model detail in which data
at that level of detail may be difficult to obtain. In general, agent-based models
often use significantly more assumptions making the assessment of the validity
more difficult.
Kennedy, Xiang, Madey, and Cosimano (2006) suggest the lack of verification
and validation for agent-based and social sciences could be attributed to agent-
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agent-based models often exhibit behaviour that can be problematic for validation
purposes, such as non-linearities and multi-level properties (Klu¨gl, 2008). In
addition, agent-based models often use significantly more assumptions that make
the assessment of the validity of these assumptions more difficult. Agent-based
models also require the finer level of model detail in which data at that level of
detail may be difficult to obtain.
Duong (2010) also examines this issue and points at three reasons contribut-
ing to the difficulties in agent-based validation: the greater uncertainty in social
sciences compare to others, the lack of consensus on how to represent social en-
vironment and the lack of experimental controls in data collection. There are
some methodological problems in the empirical validation of agent-based models
(Windrum, Fagiolo, and Moneta, 2007). The problems seem to have arisen due
to, among other reasons, the lack of techniques to build and analyse these models
and the lack of comparability between the ones that have already been developed.
A number of validation techniques have been proposed for agent-based simulation
modelling. For instance, Klu¨gl (2008) defined a validation process for agent-based
simulation models combining face validation and statistical methods. Another
technique comes from Moss, Edmonds, and Wallis (1997) who used a declarative
formalism to address the validation and verification of agent-based models with
cognitive agents. Despite these works, there seems to be a general concern on the
lack of validation framework or methodology in agent-based simulation.
A number of validation techniques have been proposed for agent-based simula-
tion modelling. Klu¨gl (2008) proposes a validation process for agent-based simula-
tion models combining face validation and statistical methods. Arifin, Davis, and
Zhou (2011) explain there are three ways to validate an agent-based simulation:
1. Through comparison of simulation output with real phenomena. Although
its simplicity, this method has disadvantages when real data is not complete.
2. Constructing mathematical models of the system under study and compare
these models with the simulation results. However, is not always possible
to build a mathematical model of reality, particularly when formulating
complex systems.
3. The third technique is docking (also known as alignment, replication, cross-
model validation, or model-to-model comparison), a process of comparing
two similar models which address the same question with the objective
of not only finding their similarities and differences, but also to gain un-
derstanding of the phenomenon under study (Burton, 1998). Performing
this comparison between independent simulation tools, docking might find
differences of interpretation in the model specification and also in the imple-
mentation. Nevertheless, finding a similar behaviour among multiple sim-
ulations will increase the validation confidence. Some examples of docking
can be found in the literature. For instance, the beer distribution game











and Louie (2002) and the work in collaboration networks by Xu, Gao, and
Madey (2003).
Another technique is the validation at two levels, called cross-validation (Moss
and Edmonds, 2003). It consists of two steps. First, we do a qualitative validation
at the agents’ level, checking that the behaviour of the computational agents is
similar to the target agents. Second, a statistical validation of patterns of be-
haviour of the overall system is performed. The concept of cross-validation comes
from Physics, specially on looking at systems with high volatility, and the social
theories of social embeddedness.
6.2 Yades Validation
Simulation community has recognized a number of validation techniques. Sargent
(2005) provides a summary of the techniques, such as animation, comparison to
other models, degenerative tests, event validity, extreme condition tests, face va-
lidity, historical data validation, historical methods, internal validity, multistage
validation, operational graphics, parameter variability or sensitivity analysis, pre-
dictive validation, traces and Turing tests. Robinson (1997) identifies four differ-
ent forms of validation in simulation modelling: conceptual model validation, data
validation, white-box validation and black-box validation. Conceptual model val-
idation deals with issues such as the level of detail of the model and determines
if it is enough for the purpose it was developed. Data validation is needed to
determine whether the data used in the simulation study is sufficiently accurate.
The black-box validation concerns with the relationship between inputs to the
model and its outputs, ignoring the elements inside a model. The objective is to
determine if the output of the model reflects the real world observation for the
same set of inputs. Finally, white-box validation tries to answer the question does
each element of the model and the structure of the model elements represent the
real world with sufficient accuracy?
In demographic modelling, common used techniques appear to be the variants
of white-box validation model. The reason is validation is exacerbated by the
inaccuracy of some demographic data and the changes in the definition of some
data categories. For example, the definition of stillbirth now could be different
from 20 years ago. For example, Bohk, Ewald, and Uhrmarcher (2009) and Zinn
et al. (2009) use plots of descriptive statistics to show the output results. As a
consequence, we used the white-box method to test whether our tool has been
correctly implemented. The method used in this project is described in (Pidd,
2004). The demographic simulation model creates an artificial society based on
the characteristics of the UK population using Yades. We divide the model into
smaller components and test the correctness of each component. It is suggested
that we start with the simplest possible behaviour so that the simulation output
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that we have used. We have tested the implementation of a simple model for each
demographic component in our model.
In the following subsections, we present the result of our evaluation on each
model component using the white-box method. In the evaluation, we use a popu-
lation of 110,000 family units. In each test, we run the simulation five times and
report the average results.
Mortality
Yades allows modellers to sample the lifetime of individuals using two commonly
used methods: life table and survival function. In order to evaluate this compo-
nent, we disable all other demographic components. This action helps us to detect
any error and to isolate the cause of the error easily. We vary the life tables. One
of the results is shown in Figure 6.2. In both cases, the Pearson product moment
correlation coefficient of the original distribution and the outputs is very high,
0.9870 for women and 0.9783 for men. The same evaluation is repeated using
various life tables. They also produce high correlation values. This exercise has
increased our confidence that the mortality component can produce the intended
behaviour.
Fertility
Modellers can specify a number of fertility models in Yades using age-specific
fertility model, parity-specific fertility model, birth spacing model and their com-
binations. To test the fertility model component, the rest of demographic compo-
nents are disabled in order to isolate fertility results. To simplify the model, birth
function is set to follow a Poisson distribution with parameter λ = 2 in women
from 16 to 49 years old (assumed to be the reproductive age). Birth function is
calculated for every woman regardless their marital status, and birth spacing is
uniformly distributed. After running the simulation, the accumulated number of
births by age group is obtained. In Figure 6.3, the percentages of births are repre-
sented according to the number of children’s group. As we can see, the simulator
is producing the expected number of births in the fertility interval. We repeat
this experiment with different parameters, and all of them produced the expected
results.
Marital status
Yades recognizes the following marital statuses: single, married, cohabitation,
separated, divorced and widowed. Individuals will move from one marital status
to another during their lifetime. The transitions from one status to another can be
specified based on a simple probability function, a regression function or a set of
logical rules. Likewise, time spent in one status can be sampled using a distribution











Figure 6.2: Comparison between simulation output and expected output for mor-
tality
unit (e.g., marriage and cohabitations), we need to specify a function that matches
a pair of individuals.
In the following evaluation, we use a probability function for the state transi-
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Figure 6.3: Comparison between simulation output and expected output for fertility
we find in the list regardless of his/her characteristics. Transitions are uniformly
distributed between 1 and 10 years. First, we want to test the correctness of fam-
ily unit formations. Hence, we disable all other transitions. We also disable all
other life events (as fertility and mortality). The top chart in Figure 6.4 shows
the result. As expected, the number of marriages and cohabitations increases with
time while the number of singles decreases progressively. The second test has the
same settings as before, but in this case we enable the mortality. The result can
be seen from the bottom chart in Figure 6.4. The figure shows that the number of
widowed increases with time. These results are the behaviour that we expected.
Economic status
As in the marital status, an individual may move from one economic status to
another during his/her lifetime. Yades recognizes the following economic statuses:
dependent, in employment, unemployed, in full-time higher education, pension
and economically inactive. Modellers will need to model the transitions from one
status to another and the time spent in any of the status. In the evaluations, the
transitions are scheduled using an uniform distribution between 1 and 5 years.











without mortality, the number of pensioners increases steadily. At the same time,
the number of dependent individuals, individuals in higher education, working
individuals and unemployed individuals decreases over time.
In the second test, we use exactly the same setting but in this case we enable
the mortality. The scenario should produce a similar behaviour as before, but the
proportion of retired individuals will be less because some of them will die. The
result can be seen from the bottom chart in Figure 6.5.
Migrations
Yades provides a facility for a modeller to define a model that determines whether
a family unit is going to migrate. There are two types of migration: domestic mi-
gration and international migration (emigration and immigration). These models
can be specified using a constant probability, regression or a set of logical rules.
The destination region is determined using a probability matrix where each row
represents the originating region, and each column represents the destination. To
validate this component we tried two different scenarios using four regions. In the
first scenario, we set the probability to migrate to be the same across all regions.
As expected, the number of population in each region is relatively the same. In the
second scenario we set one of the regions (i.e., region 4) to be the most attractive,
such that once people have moved to that region they will never leave the region.
In this example, we expect an increase in the population of region four while the
rest of the regions experience a decrease in their population. The result is shown
in Figure 6.6.
The validation of a complex agent-based model is challenging. The reason is
partly due to the quality of the available data that are needed to calibrate and
to validate the model. A large number of model parameters makes it even more
challenging. In this project, we have conducted the verification and validation of
an agent-based demographic simulation model implemented using Yades using
white-box method. This method allows us to assess the correctness of the model
components and their interactions. The results show that the five components of
the simulator are behaving correctly in terms of what the modellers should expect
from them for the given scenarios. To increase our confident in the model, we need
to conduct more testing using different validation methods.
The graphical user interface explained in Chapter 3 can be useful to help users
specify the model more easily without having to write the codes. This interface
would help potential users who do not have any programming experience to test
their models and provide feedback on the tool.
Simulation output
The chart on the left in Figure 6.7 is the population pyramid of the initial popula-
tion which is based on the UK Family Resource Survey data in 2008/09. A simple
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used for the fertility model (representing a population with an average fertility
rate of 1.3). The UK life table based on the 2005-2008 data is used for the mor-
tality model. A simple random sampling method is used for domestic migrations
and changes in marital status and economic status. Finally, there are no inter-
national migrations (representing a closed population). The chart on the right in
Figure 6.7 shows the population pyramid ten years later. This setting provides an
example of how a low birth rate affects the demography of a closed population in
10 years.
6.3 Conclusions
The validation of a complex agent-based model is challenging. This is partly due
to the quality of the available data that are needed to calibrate and to validate
the model. A large number of model parameters makes it even more challenging.
In this paper, we have presented the verification and validation of an agent-based
demographic simulation model implemented using Yades using white-box method.
This method allows us to assess the correctness of the model components and their
interactions. The results obtained in this paper show that the five components of
the simulator are behaving correctly in terms of what the modellers should expect
from them for the given scenarios. To increase our confident in the model, we need
to conduct more testing using different validation methods. At the moment, we
are implementing a graphical user interface to help users specify the model more
easily without having to write the codes. This would help potential users who do
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This chapter explores two case studies showing the use of Yades for a real ap-
plication in demographic analysis. In the first one, we take advantage of our
agent-based simulation approach to project the population of Gambian migrants
in Spain during 10 years (Section 7.1). In the second one, we explore how the
demographic evolution of South Korean population affects its ageing in 100 years
(Section 7.2).
Our approach not only enables to simulate the life course of individuals, but
also allow us to go further into the the movements, interactions, and behaviours
of the target population. Our methodology is able to capture individual char-
acteristics and to overcome some data-related limitations with assumptions on
behavioural rules. The purpose of these case studies is not to provide a calibrated
model but to show Yades’ potential with the study of two real case scenarios.
The results of the first study have been presented in Montan˜ola Sales, Casanovas-
Garcia, Onggo, and Li (2014c).
7.1 Gambian immigrants in Spain
The Gambia is a small country in the Sub-Saharan Africa, bordering the North
Atlantic Ocean and Senegal. It is almost an enclave of Senegal; smallest country
on the African continent with 1,88 million people (2003 national census source).
It is an ex-colony of the United Kingdom who got its independence in 1965. The
country is situated on each side of the Gambia River, which flows through the
country’s centre and empties into the Atlantic Ocean.
According to the 2003 national census, the population distributes among dif-
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Figure 7.1: Distribution of Gambian Emigrants by Destination Country, 2010.
Source: The World Bank. Migration and Remittances Factbook 2011
[http://www.worldbank.org/migration]
9% Serahuli, 4% other Africans, and 1% non-African. Due to the fertile land of
the country, the economy is based on farming, fishing, and tourism. About 75%
of the population depends on crops and livestock for its livelihood. Small-scale
manufacturing activity features the processing of peanuts, fish, and hides. Thus,
most of its population has a rural background. Literacy is quite high, 40.1% of
total population in 2003. Around a third of the population lives bellow the in-
ternational poverty line of US$1.25 a day (according to the Human Development
Report 2009, United Nations).
Despite its small size, Gambian emigration rate has been quite high last 30
years. In 2010, Spain received the 29% of emigrants from the Gambia, being the
leading destination country (see Figure 7.1). In the region of Gambia, movements
outside the country are perceived as a familiar strategy and follow two differentiate
patterns: surviving and mobility (Kaplan Marcusa´n, 2005). Mobility movements
generally answer to a familiar project, where the household does a significant
financial investment. To maximize the success of the project, a selection process
in the origin characterizes migrations.
The case study presented in this chapter carries out an analysis of the evolu-
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Figure 7.2: Arrivals of Gambian immigrants by destination region in Spain, from
before 1971 to 2011. Source: INE. Censo de Poblacio´n y Viviendas 2011
period is interesting for research because migration flows from Sub-Saharan Africa
(including The Gambia) to Spain increased significantly. Spanish economy pros-
pered in that decade probably increasing the expectancies of Gambian migrants
and increasing migration movements. Figure 7.2 shows the arrival of Gambians to
Spain in different Autonomous Communities. As we can see, Catalonia had the
highest concentration of the incoming flows.
7.1.1 Context
The Gambian is the four largest Sub-Saharan African group of emigrants in Spain,
with a total of 20,639 people according to the 2011 census of National Institute
of Statistics of Spain (INE). It is the group of emigrants with the highest fertility,
the higher proportion of children under 16 years old and the lowest proportion
of people older than 65 in Spain (Bledsoe, Houle, and Sow, 2007). Thus, we are
facing a young population, with a very high fertility rate (Total Fertility Rate in
2013 was 5.43 children per woman according to the National Institute of Statistics
of Spain - INE). Moreover, Gambians show an unequal sex and age distribution
as we can see in Figure 7.3. The population pyramid illustrates the age and
sex structure of a country’s population. The population is distributed along the
horizontal axis, with males shown on the left and females on the right. The male
and female populations are broken down into 5-year age groups represented as
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Figure 7.3: 2013 population pyramid of Gambians in Spain showing a high masculin
component. Source: INE 2013 continuos register
and the oldest at the top.
The gender disequilibrium shows two different migratory strategies, which
is common among Sub-Saharan immigrants in Spain (Sepa Bonaba, 1993; Pri-
eto Sarro and Lo´pez Trigal, 1993; Domingo, Lo´pez-Falco´n, and del Rey, 2008,
2010). Figure 7.4 shows the magnitude of this phenomena. From one hand, the
high masculine proportion, especially when compared to other migrants coming
from the rest of Africa, might respond to economic reasons in the origin. On the
other hand, low women proportion might be a consequence of family reunification
processes.
The particularities of Gambian population make an impact on local population
structures in Spain. Gambian immigrants exhibit a distinctive pattern from the
rest of migrants, i.e. they tend to reside only in certain areas, dispersed across the
various regions, with the largest concentrations in Catalonia from the beginning
(76.16% in 2011). Moreover, due to their rural origin in most cases, they tend
to work in agricultural sectors, domestic services, construction, or the service
industry.
7.1.2 Gambian model with Yades
In this section we will introduce how we built a model for Gambian immigrants
in Spain using Yades. In this model, we are including the two types of agents
provided by our framework: families and regions. We made the assumption to
just model Gambian immigrant demographics in Spain and not include the rest
of Spanish population to focus on the target population dynamics.
In Gambia, polygenic marriage arrangements to compose extended families










7.1. Gambian immigrants in Spain
Figure 7.4: Sub-Saharan population flows by sex and age 1988-2009. Source:
Domingo i Valls and Vono de Vilhena (2012)
et al., 2007). Kaplan Marcusa´n (1998); Bledsoe et al. (2007) argue polygamy
is practiced in Spain although illegal. In the study made by Kaplan Marcusa´n
(1998) of 121 Senegambian immigrants in Girona, 27% of the married men had
two wives. They follow the strategy where the first wife returns to Gambia with
her children and then the second wife comes to Spain. Despite the evidences, it is
difficult to quantify the number of cases of this kind. Therefore in our model we
make the assumption to consider a family unit as one or two adults with (some)
children.
In the model we included eight regions covering 97% of Gambians in Spain:
Almer´ıa, Huesca, Zaragoza, Madrid, Barcelona, Girona, Lleida, and Tarragona.
Since most of Gambians live in Catalonia, our results focus on the four provinces
of Girona, Lleida, Tarragona and Barcelona. We start the simulation with 7843
families, 15402 individuals.
Table 7.1 summarizes the data, either quantitative or quantitative, that was
used in each demographic component of our simulation model and the different
sources that were used. Next subsections describe the model in terms of how a
population is initialised, how it is updated over time in each demographic com-
ponent of the model, and which data related issues should be taken into account
with current available data.
Initialisation
An initial set-up population is created by randomly generating families with in-
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Model
component
Source of data and type




Four states: Employed, Unemployed, Studying and Retired




Five states: Single, Married, Separated, Divorced and Widowed
Transitions and durations for the state diagram (source: INE)
Closed Model for Mate-Matching (Billari et al., 2007)
Fertility Assume a maximum fertile age (Kaplan Marcusa´n, 2005)
Age-specific fertility rate for Gambians (Domingo et al., 2010)
High fertility pattern (Bledsoe et al., 2007; Kaplan Marcusa´n, 2007)
Domestic
Migrations
Probability based (source: INE)
At any work/education status
The whole family unit migrates
Immigrations Estimated arrivals to each region (source: INE)
Young component (Kaplan Marcusa´n, 2005)
Time Transitions are set at the initial simulation time and do not change
with time
Table 7.1: Summary of data sources and types for the Gambian demographic model
in Yades
belong. A population consists of the set of current families. The individuals are
assigned to the families according to a specified family size distribution. Families
can be formed by one or two adults and a number of children. The ages of the
initial population are drawn from a specific age distribution. The structure of this
initial population will diverge in several ways from a real population since con-
straints on birth interval and inter-generational age difference are not respected.
More complex methods could be used to gain greater realism (Gargiulo, Ternes,
Huet, and Deffuant, 2010; Ajelli and Merler, 2009).
Mortality
In demography, age and sex mortality rates are used to determine an individ-
ual’s probability of death. The most common method for mortality is the life
table approach. The Spanish National Statistics Institute (INE) provides life
tables by province, so we used those for Almer´ıa, Huesca, Zaragoza, Madrid,
Barcelona, Girona, Lleida, and Tarragona. Life tables for Gambian population
in each province were not available. Therefore, we assumed Gambian population
would have a similar mortality than the general population in the region. For
example, Figure 7.5 shows the life table for Barcelona. We contemplate the possi-
bility of using as well data from the Gambia. However, in Gambia mortality data
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Figure 7.5: Life table for the population in Barcelona in 2001. Source: INE 2001
census
In our model, if a death results in a family containing only children then the
family is dissolved. Any adult children (i.e., aged 18 or over) leave home and create
new single-person family, while any children under 18 is randomly allocated to
other families containing at least one child.
Fertility
In Gambia, the main function of marriage is to have children (Bledsoe, 2002).
According to Kaplan Marcusa´n (2005), motherhood is seen as the “primary life
project” of women. Therefore, when reunited wives arrive to Spain, they “start or
continue building their family”. That is one of the reasons why Gambian fertility
is quite high compare to other immigration groups in Spain. Although Bledsoe
et al. (2007) attribute part of the high fertility rates among Gambian women
to the circulation of co-wives and their children between Spain and Gambia to
evade Spanish prohibition on polygyny. They argue that the residency permit is
exchanged among the co-wives. As a consequence, second and third wives become
“invisible” in Spain.
Despite this evidence, in our simulation model we do not consider the circula-
tion of co-wives due to the lack of data available. Therefore we assume a maximum
fertility age from 15 to 50 (Kaplan Marcusa´n, 2005; Domingo et al., 2010) and a
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Figure 7.6: Age specific fertility rate for Gambian emigrants in Spain in 2001.
Source: INE 2001 census
In our model, upon giving birth a mother is excluded from being a candidate for
future births for a random number of months, with a minimum duration of 12 (9
months of pregnancy plus 4 months of maternity leave).
Marital status
We assume five states for the marital status model: single, married, separated,
divorced and widowed (see the diagram in Figure 7.7). Transitions and durations
among states were based on age, gender and current marital status of a person.
For example, an individual within a given range who is currently single has a fixed
probability per time unit of forming a new couple. Transitions and durations were
quantified with data from demographic indicators from the National Statistics
Institute of Spain (INE).
Demographers and sociologists often relied in mathematical and statistical
macro-level methods to model partnership formation through age-at-marriage
curves. With those methods, they have seen the age pattern of marriage is char-
acterized by constant features over time and space (Coale and McNeil, 1972).
However, psychologists and economists have traditionally focussed on modelling
the process of partner search. Agent-based models allows to combine both ap-
proaches. Thus, we are proposing to add this feature to our Gambian model.
We assume a closed marriage model where we match a person with another
from a list of prospective partners. For that, we are using the ”wedding-ring”
model proposed by Billari et al. (2007). This model decides whether a person
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Figure 7.7: Marital status diagram for Gambians immigrants in Spain. The mate
matching function is calculated from transitions from single, widowed,
separated or divorced to married.
of marrying depend on the availability of partners, and the willingness to marry
which is influenced by people already married in the same social network (”social
pressure”). The social network is linked to a neighbourhood, and it is located
in a theoretical space of two dimensions (age and location). The social pressure
is based on Hernes (1972) model which showed already married couple would
affect the not yet married population, assuming that members of the same cohort
constitute the influential peer group of everyday life. Moreover, Billari et al. define
a functional form of age influence since the literature shows the size of the social
network varies with age.
In Billari et al. model, it is assumed that a person lives in a theoretical space φ.
Every year, the group of the individual’s relative others is determined by selecting
a random set of people in φ. This group of relevant others includes individuals of
both gender, but only people from opposite gender may marry. The proportion
of married people (pom) in the relative others defines the social pressure (sp) for
marriage according to the following formula:
sp =
exp(β(pom− α))
1 + exp(β(pom− α)) (7.1)
where α and β are some parameters that determine the inflection point and slope
of a social pressure function.
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two unmarried people with opposite sex exist in each one’s window for potential
partners respectively, then they get married. Our window is defined by the local
region where the agents live. A difference with Billari et al. model is that we
calculate this function not only for single, but also for divorced, separated, and
widowed (see Figure 7.7). Thus, extending the use of the match making model
for all kind of partnership formation. When a partner is chosen from the pool of
individuals who are currently single and of the opposite gender, the new couple
moves into a new family, together with any dependents (e.g., children from previ-
ous couples). In the same way, when a couple dissolution takes place one member
of the couple moves into a new single person family, while the other remains in
the family. Qhen this dissolution happens, we assume children are split evenly
between the new two families.
Economic status
For the work status component, we assume four states: employed, unemployed,
studying and retired. Transitions among states were quantified with data from
the Permanent Observatory of Immigration of Spain (OPI). The lack of data to
determine durations among states made as to assume duration follow an uniform
distribution U˜(1, 5) in years. The economic component also calculates when an
individual above a specified age leaves the current family and forms a new single
person family.
Domestic migrations
In our model, we included domestic migrations across regions. Since we are mod-
elling eight provinces of Spain, we can have 56 different movements. For instance,
from Barcelona individuals could migrate to Girona, Lleida, Tarragona, Huesca,
Zaragoza, Madrid or Almeria. We made the simplification of isolating Gambians
from the rest of Spanish citizens. We also assumed a common trend of domes-
tic migrations based on a global probability of 30%, which was extracted from
general trend of domestic migrations in 2001 according to the National Statistics
Institute of Spain (INE). Since we did not have any data on the destination of
those migrations, we assume a random destination. Our model allows to perform
a migration at any economic status. The change of region is produced at the level
of the family, with all its members migrating.
Immigrations
The model includes new arrivals from Gambia. Based on the data provided by the
Spanish National Stastics Institute (INE), we adjusted immigration arrivals for
the period 2002-2011 to simulate 89.7% of the total number of arrivals (see Figure
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Figure 7.8: Real vs simulated Gambian migrations in Spain, 2002-2011. Source: INE
census, Estadistica de Variaciones Residenciales – Residential Variations
Statistics
Data considerations
One of the difficulties we confronted on building the model was the lack of data.
For instance, in The Gambia we have very few data coming from the census
(even 2013 Population and Housing Census has not been fully published yet).
Some data coming from Unicef, United Nations and the World Bank is based on
estimations, an issue that should be considered. For instance, the World Factbook
of the Central Intelligence Agency (CIA) estimates a population pyramid for the
Gambia (see Figure 7.9) but this data is not coming from the Gambia Bureau of
Statistics who elaborates the census.
Moreover, managing demographic data in the European context requires a
careful study. For example, when analysing migration and its consequences, who
counts as a migrant is of crucial importance. Yet there is no consensus on a single
definition of a ’migrant’ across Europe. In Spain, children born in the country are
counted as migrants if their parents have a foreign nationality. However, this is
not the case in France.
Another issue that should be taken into account on the management of Span-
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Figure 7.9: Estimated population pyramid of The Gambia in 2014. Source: The
World Factbook. Central Intelligence Agency (CIA). Retrieved 17
November 2014.
Statistics Institute of Spain (INE). For instance, Figure 7.10 compares a popula-
tion pyramid built from the 2001 INE census with another built from the 2001
INE continuous register. As we can see, there are slight differences in data: the
continuous register estimates the number of children up to 4, and men between 30
and 44 to be higher than the census. These differences can be explained because
of the overestimation of the continuous register, since in Spain it is not mandatory
to update one’s state when moving abroad. This overestimation is the reason why
we did not rely in the INE continuous register for our model. On the downside,
the official nature fo the microcensus also limits the validity of the data source
since the sample only contains officially registered foreign citizens. Besides this
sampling error, the available microcensus is a sample of just 10% of the popu-
lation which in turn can add some bias to the immigrant population. Issues like
that should be considered in order to analyse simulation results properly.
7.1.3 Simulation results
Starting from the 2001 structure by sex, age and marital status, we have prop-
agated the demographic dynamics forward, obtaining the expected picture of an
ageing population. Results presented in this section have been obtained from an
average of 100 runs of the simulation, in other to smooth the randomness in the
underlying patterns. Since the number of outcomes obtained from simulations is
very high, we show a selection of what is obtained. In this section, we present
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(a) census (b) continuos register
Figure 7.10: Comparison of INE sources for the Gambian population in Catalonia
in 2001: census vs. continuous register
with the census data provided by the National Statistics Institute of Spain (INE).
First, as described in previous section, we calculate the initial population for
the simulation. Figure 7.11 shows the differences between the built set-up with
the initial population from the INE 2001 census. As we can see, there is slight
overestimation on the size of the initial population (7.15% higher than real data),
particularly in women. However, the gender unbalance is respected. Children bel-
low 5 are under-represented. However, in general terms we can conclude the initial
population set-up responds to the needs of the simulation and reflects the current
distribution of the target population.
During 10 years, Gambians migrated across regions in Spain. Figure 7.12
presents the intensity of those flows across the territory. Since we assumed a global
migration probability with random destiny, regions registered an emigration rate
around 30% of their population. By the end of the simulation, 2444 families
(5000 individuals, 30,31% of the total population) have change their residence
in average. Figure 7.13 compares the total number of individuals obtained by the
simulation (in blue) with the 2011 INE census data (in red). It shows the variance
of results with information on quartiles 1 and 3 (Q1 and Q3 respectively). As we
can see, Barcelona and Girona decrease their size probably because we used a
general 30% migration rate when this might not correspond to reality for those
specific regions. As a result, Lleida, Tarragona and Madrid have a little more
population than the census shows. Differences can also refer to migrations to
outsider areas from the ones included in the model, which is a limitation of our
simulation and can increment perturbations. Despite the differences, we can see
that the maximum value for the variance includes the value observed in the 2011
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(a) real (b) simulation set-up
Figure 7.11: Population pyramid for Gambian population in Catalonia in 2011
(source: INE 2001 census) vs. the set-up used as the initial popula-
tion in the simulation
the 2011 census data.
By the end of the simulation we obtain the evolution of the immigrant pop-
ulation for 2011. Figure 7.14 illustrates the overall population structure in the
simulation for Catalonia, compared to the INE 2011 census. As expected, there
are some structural differences due to not including emigrations to the origin,
especially for groups over 45. These differences are common in both gender, and
particularly for women whose population decreases abruptly from Spain over 45
years. This data confirms anthropologist and demographic studies with respect
to the particularities of Gambian familiar forming, reunification processes. We
can also observe men over 60 are practically non-existent which could confirm
the explanation that emigrations are playing a key role in this population. There
also visible differences in male children from 0 to 14 years. This issue could be
explained by a over estimation of fertility, but the number of births for females is
lower than real records. As a consequence, we need to investigate further this issue
in future experiments. For groups of men from 15 to 39 the simulation shows re-
sults significantly lower than reality. We believe this might be due to not covering
the total number of immigrations that happened in this period. Nevertheless, the
overall process of population dynamics matches the Gambian emigrant population
data quite closely.
Regarding the family structure, it is important to notice that individual births
are allocated to parents using age and parity-specific fertility rates, but not to
families of a specific size or composition. Thus, family size distributions are not
controlled in our approach, but rather result from the interaction between indi-
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Figure 7.12: Density of migration incoming and outgoing domestic migration flows
of Gambians across Spain provinces.
Figure 7.13: Comparison between population sizes per regions obtained by the sim-
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(a) real (b) simulation results
(c) simulation results
Figure 7.14: Population pyramid for Gambian population in Catalonia in 2011 (a)
(source: INE 2011 census) vs. the one at the end of the simulation (b).
Figure (c) shows the differences observed when comparing (a) and (b).
Black dot lines correspond to the census data.
Further calibration against family-level data would be possible, but it is not the
purpose of this work to go beyond evaluating the effectiveness of our simple-based
model.
In terms of computer resources, the average time of the simulations was 128.7
sec. (2.14 min), using 8 processors of one node in Marenostrum 3 supercomputer.
Although in this case study the population is not very large neither the simulation
very long, we increased its performance by 8.015 (in sequential the same simula-
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approach is justified.
7.2 South Korean population dynamics
We are currently exploring socio-demographics of South Korea with Yades. The
project is a collaboration with the Electronics and Telecommunications Research
Institute (hereinafter ETRI) located in Daejeon, South Korea. Big Data Soft-
ware Platform ETRI research department is currently studying new simulation
concepts for developing an open full-scale individual based modelling simulation
platform to analyse and predict socio-economic behaviours based on demographic
changes.
The objective of this case study is to apply our methodology for population
dynamics simulation to rate the feasibility in the South Korean context. The
goal of the research is to analyse South Korean demographic patterns with our
demographic parallel simulation framework and analyse the goodness of fit in
forecasting individual demographic processes.
7.2.1 Korean context
South Korea is a country in East Asia of 50 million people whose economy has
grown very quickly in the last 60 years. Today, its citizens enjoy a very high stan-
dard of living and an education system ranked among the five highest-performing
countries in the world (OECD, 2014). It is also one of the world’s most densely
populated countries, with half of its population residing in the area around its
capital, Seoul. In 2005, Korea encountered 9 percent of its population over 65, far
beneath the average of 15 percent for developed countries. However, according to
the latest government projections, this situation will dramatically change by 2050
where 38 percent of Korea’s population will be elderly (see Figure 7.15).
Therefore, if the forecasts are correct, by 2050 South Korea may be the oldest
country on earth. This situation could bring difficult challenges to face for Korean
government and population. Despite the rapid economic growth of last decades,
Korea is a traditional society. As a result, workers are expected to retire early from
employment, women to quit their jobs when marrying and elders to be supported
by their extended families when retired. These issues poses many interrogation
for the Government in the long run, such as managing the rising expenditures
on pensions and health care, facing the deficit of entry-level workers and young
consumers or handling a new configuration of families. Moreover, Korea is one of
the world’s most ethnically homogeneous nations, being this homogeneity part of
the national identity (Shin, 2006). Unless the country takes adequate measures
to prepare for the demographic ageing trend, it is expected that Korea will face
a slower economic growth and living standards stagnation (Howe et al., 2007).
Concerned by this situation, in 2006 the Government launched the program
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Figure 7.15: Elderly (aged 65 and over), as a Percent of the Population, Korea versus
developed-country average, 1960-2050. Source: (Howe et al., 2007) from
Korea National Statistical Office (2006) and United Nations (2005)
Age of women 1970 1980 1990 2000 2004
20 ∼ 24 460.3 405.6 426.3 363.6 259.0
25 ∼ 29 362.8 285.4 219.8 254.5 193.4
30 ∼ 34 217.5 120.9 54.78 96.8 99.5
Table 7.2: Change in Marital Fertility Rate(MFR) in Korea. Source: Korea National
Statistical Office (2005)
The main objective was to raise Total Fertility Rate (TFR) from current 1.2 to
1.6 children per women by 2020 (the average for OECD countries). In Table 7.2
we can see the change in Marital Fertility Rate in Korea from 1970 to 2004.
However the tendency is very difficult to revert in a society that provides job
opportunities for women and their increased reluctance to get married compared
with the past (Korea Institute for Health and Social Affairs, 2006). For instance,
in 2009 252,000 births less were registered, down from 493,200 in 2007. Moreover,
the TFR declined from 1.19 in 2008 to 1.15 in 2009 as well as marriages from
343,600 in 2007 to 309,800 in 2009.
This evidence shows there is no single solution to increase low birth rates
in South Korea (Haub, 2010) and there is a need to establish programs and
policies by government and businesses. As part of Korean commitment to that
and supported by Korean government, we had the change to use our approach































Table 7.3: List of South Korean regions included in the model and their population
in 1990. Source: Korea National Statistics Office
is to have a framework that not only forecasts demographic tendencies, but also
helps on decision making processes derived from demographic changes.
In the following section, we introduce the model we built for Korean demo-
graphics and the simulation experiments for 100 years.
7.2.2 Korean model with Yades
In this section we will introduce how we built a model for South Korean demo-
graphics using Yades. As in the previous case study, we are including the two
types of agents provided by our framework: families and regions. We covered fif-
teen out of a total of seventeen regions of the country, which are listed in Table
7.3. Unfortunately, the Korean National Statistics Office did not had enough in-
formation about the population in Ulsan and Sejong so we could not incorporate
them in the model. In this model, we scaled the population by 100 as shown in
the third column of Table 7.3.
In terms of the simulation scenario, there are three main differences with the
previous Gambian case:
 On one hand, in this study we run the simulation model for a period of
100 years (from 1990 to 2090) with the idea to compare the evolution of
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Model
component
Source of data and type
Mortality Unique gender-based life table for all regions (source: KNSO)
Education
Status
Five states: Dependent, Elementary school, Middle school, High
schoool and College or university




Six states: Single, First-married, Married, Separated, Divorced and
Widowed
Transitions˜Uniform
Closed Model for Mate-Matching (Billari et al., 2007)
Fertility Assume a maximum fertile age (assumption by ETRI)
Age-specific fertility rate (source: KNSO)
Only married women have children (assumption by ETRI)
Domestic
Migrations
Probability matrix (source: KNSO)
Only single male without children migrate (assumption by ETRI)
Time Transitions change with time from 1990 to 2013. From 2013 to the
end simulation time they remain constant
Table 7.4: Summary of data sources and types for the Gambian demographic model
in Yades
the comparison was not possible since we did not keep the proportion ratio
of people across regions.
 On the other hand, we are relying mainly on data from Korean National
Statistics Office. Moreover, this data includes changes over time. That
means, for instance, that birth function will change from one year to an-
other to adjust to the provided information. Data is available from 1990 to
2013. Continuous data in demographic components was new in Yades, so
we had to define additional functionalities to use it.
 Finally, ETRI required to limit migrations to domestic movements across
Korean regions, and do not include international migrations (both immi-
grations and emigrations). In the context of this country, this requirement
is understandable since between 1945 and 1985 the urban population in
South Korea grew from 14.5% to 65.4% of the total population, specially
in Seoul which concentrated 23.8%. That phenomena is mostly attributable
to migrations rather than to natural growth (South, 2013).
Table 7.4 summarizes the datathat was used in each demographic component
of our simulation model and the different sources that were used. As opposite to
the Gambian case study, in Korea in Korean National Statistics Office (KNSO)
has quite a large number of quantitative data in their census. Therefore, most
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First Married Remarried
Without children 0.75 0.25
With children 0.5 0.5
Table 7.5: Probabilities assumed for the proportion of people who were married for
the first time or not with or without children
in terms of how a population is initialised, how it is updated over time in each
demographic component of the model, and which data related issues should be
taken into account with current available data.
Initialisation
Homogeneous initial population settings for the 17 regions where calculated from
the Korean micro census from 1990. According to that, the setup of the simulation
was defined, including
 the proportion of different age groups in the community,
 the proportion of different types of families by age group,
 the proportion of different education status by age group,
 the proportion of different marital status by age group, and
 the proportion of the number of children in a family.
The only information that was not available on the micro census was the
number of people who were married for the first time, or re-married. Therefore,
we had to assume this data with ETRI. The current simulations were done with
the probabilities from Table 7.5, depending on if people had children or not.
Mortality
Life tables were provided on 6/26/14 taking into account gender and marital
status. We made some adjustments on the code to adapt to that. However, they
were only available for 2000, 2005 and 2010. Later on 7/25/14 we were requested
to use a mortality table by gender from 1990 to 2012. This required a changed on
the mortality model logic. The current version is adjusted to this last mortality.
As a result, the maximum age in the simulator is set to 120. When an event
of mortality is scheduled, we assumed the time to execute this event is set to up
randomly between 1 and 12 months. It is also important to mention than in South
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Figure 7.16: Marital status diagram of five states for South Korea.
Fertility
The periodical events related to births where specify with the following data:
 The fertility age interval for women in the population, was set from 16 to
45.
 Birth only takes place on married women, therefore in marital status states
First Married or Remarried
 The logical rules guiding birth model, where built from the Age-Specific
Fertility Rate provided from 1990 to 2012.
 When the simulator calculates a new birth should take place, we assume
the event will take place between 9 months (pregnancy) and 1.9 years.
Marital Status
Marital status was specified with an homogeneous transition diagram for all re-
gions. It is shown in Figure 7.16.
The different between first marriage and remarriage was incorporated in the
model due to the data provided. Transitions between status where either provided
by ETRI from Korean National Statistics Office or inferred (for instance, the
transition from married to widowed was calculated with mortality data). The data
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value for year 2000 in the transition for remarriage after divorce, so 1995 data
was assumed for this transition. The duration in a status was set to be from 1 to
1.5 years, according to the discussion with ETRI.
As in the previous case study, we assume when a family unit splits (for divorce
or separation for instance) children will be split evenly in the new family units.
Moreover, we assume a closed marriage model with the same simplification of the
match making by (Billari et al., 2007), as described in Section 7.1.2.
Education status
For the education component, we assume five states: dependent, elementary school,
middle school, high school and college or university. Transitions among states
were quantified with data from the Korean National Statistics Office. The lack of
data to determine durations among states made as to assume durations follow an
uniform distribution U˜(1, 5) in years. The education component also calculates
when an individual above a specified age leaves the current family and forms a
new single person family.
Domestic migrations
A migration probability matrix was built with the data of Korean National Statis-
tics Office provided by ETRI. It contains the probability to migrate from one re-
gion to another. With this probability matrix, a cumulative distribution function
(CDF) is calculated to decide the region to migrate from the current region. In the
literature on Korean migration, single-member migration is seen as a strategy of
wealthier households (Mobrand, 2012). Although it can be argued this tendency
might have changed over the last years, ETRI requested to explicitly model that
only male in divorce, single or widowed marital status could migrate.
7.2.3 Simulation results
All the experiments were done in Marenostrum 3 supercomputer, located in
Barcelona Supercomputing Center, whose architecture has been described be-
fore. Results presented in this section have been obtained from an average of 100
simulation runs. In this case, we used up to 17 nodes, with 1 processor each (1
per region). In this section, we present some of the results for simulation years
2010, 2030, 2050 and 2090.
We started the simulation building the initial set-up with data from 1990.
Since ETRI provided data from the Korean National Statistics Office (KNSO)
census, we stopped the simulation after 20 years to check the evolution of the
population. The results are displayed in Figure 7.17 which shows the population
pyramid for 1990 and 2010 and their differences with real data. We can observe
several things. In the initial set-up, men from ages 0 to 4 and 15 to 19 are a bit
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than in real data. For women, we see an under-estimation in age groups 20-24
and from 55 to 75 or more while there then number of females in 0-4, 5-9, 10-14,
and 30-35 surpasses the census records. Those results make us think we need to
improve the initialisation of the simulation set-up, although the simulation results
look quite faithful to what is expected.
(a) initial population (b) population after 10 years
Figure 7.17: Population pyramid for the initial population (in 1990) and after 20
years (in 2010). Black dot lines correspond to the real data from the
KNSO.
After 20 years, we display the progression of South Korean demographics in
Figure 7.17 (b). If we look at males from 20 to 24 and 40 to 44, we see the real
population is much lesser than the natural population growth and we therefore
fail to project those groups. We can think of several possibilities to explain that.
The most probable is that emigrations have caused this high decrease. Since we
did not include them in our model, we are unable to adjust the population in those
ages. However, other plausible explanation could be that either the mortality of
those groups is not well adjusted or the model is not incorporating it adequately.
A similar issue happens with males in the groups 30-34 and (in lesser measure)
35-39. The real data shows lower numbers than a natural growth and we observe
differences with the simulation results. The arrival of immigrants in those age
groups could explain it.
Looking at the progression of females we can also observe several differences:
 it seems that the fertility of the simulation is slightly higher than real
records. This is observable either for the initial and the 20-years-after pop-
ulation pyramid.
 Real data for 10-14, 15-19 and 30-34 groups in 2010 is higher than the
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the country (with their families) could explain this phenomena.
 The hypothesis of emigration to explain a not justified decrease in the pop-
ulation might be true for females between 35 and 39, and specially from 40
to 44.
 Simulation results for retired women (over 55) are significantly lower than
real data, as a result of the accumulated error in the initial population from
1990.
Despite the differences, the projected population in 2010 looks quite similar
to census records from the Korean National Statistics Office.
(a) projection for 2030 (b) projection for 2050
(c) projection for 2070 (d) projection for 2090
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Figure 7.19: Evolution of the total population during 100 years of simulation
From this point, we need to be aware we do not have more data to validate
next results of the simulation. Figure 7.18 shows the projections for every 20
years up to the simulation end time (in 2090). As we can see, as time goes on
the population pyramid of the population becomes more narrow. This issue corre-
spond with the common idea that South Korea would collapse in the next decades
(of Economic, 2001; Coleman, 2002; Howe et al., 2007). In 2030 we can observe
the fertility already diminish, which can be understood since the simulation is
working with a constant birth rate taken from 2013 data of the Korean National
Statistics Office. Moreover, we see the 2010 pyramid suits the natural growth as
we expected, including the accumulated error for elder women (over 75 in this
case) with respect to the initial population. During 2050 and 2070 the pyramid
base is reducing in size with time and there is a progressive increment of elder
population. By 2090 the pyramid appears very narrow as a consequence of an
accumulated decrease of fertility during the last 80 years and the accumulated
number of retired people. Although medical advancements and development tend
to reduce mortality rates at elder ages, we did not include any variation in the
simulation to decrease mortality rates. However, it would be interesting to en-
hance the model with information to this respect. Figure 7.19 shows the resulting
evolution of the total number of individuals during 100 years of simulation.
If we have a look at the progression of domestic migrations during the sim-
ulation, we find a positive trend with time, as shown in Figure 7.20. The figure
shows first the evolution of migrations from 1990 to 2010 with respect to real
data. As we can see the tendency is correct for those years, although it could be










7.2. South Korean population dynamics
tions in that period. Figure 7.21 plots the distribution of age groups who migrate
from 1990 to 2010 and compares it with census data. Since our simulation size is
a sample of current population of South Korea, we scaled the results for single
migrations to make the comparison. Figure 7.20 also shows the progression pro-
vided by simulation results up to 2090. The simulation forecasts that the number
of domestic migrations will increase over the next years. However, we need to re-
call that our model is not taking into account the economic status of individuals
and it is based just on probabilities provided by current records. In the future,
it would be worth to explore if we can improve the accuracy of these results by
including economic variables in the model.
(a) domestic migrations from 1990 to 2010
(b) domestic migrations from 1990 to 2090
Figure 7.20: Number of domestic migrations during the simulation vs. census data
from KNSO in the period 1990-2010 (a), and for the rest of simulation
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Figure 7.21: Average number of domestic migrations per age group after 10 years
of simulation
In terms of computer resources, the average time of the simulations was 1056.0
sec. (17.6 min), using 15 processors of one node in Marenostrum 3 supercomputer.
In this case, since the population is very big we are unable to calculate the simu-
lation time in sequential and properly calculate the increased performance ratio.
However, we can state in this case study we multiplied the population by 62.12
with respect to the previous case study and the simulation time increased just by
8.21.
7.3 Conclusions
The presented case studies have been of great value to test our demographic
simulation methodology. In this exercise, we revised and questioned some of the
decisions made on the implementation of the different demographic components
included in Yades. Table 7.6 summarizes the comparison between both case stud-
ies, both in terms of complexity and performance. Our first model considers the
aspects which best characterize the Gambian emigrant population in Spain: high
fertility, partnership trends, deaths, labour market, and mobility. Data was ob-
tained from census and country surveys on migration patterns. Behavioural rules
were built from ethnographic records of anthropological studies (Kaplan Mar-
cusa´n, 2005; Bledsoe and Sow, 2006; Bledsoe et al., 2007). The simulation results
have been compared to the observed distribution of the Gambian population in












Gambians in Spain South Korea
Simulation time 10 years 100 years
Initial simulation time 2001 1990
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(in 1990-2010, the 95.46% of total
registered migrations)
Time transitions do not change
with time
transitions change with time
(1990-2013). From 2013 they
remain constant
Performance
Number of processors 8 15
Mean simulation time 128.7 sec (2.15 min) 1056.0 seconds (17.6 min)
Increased performance
ratio
8.015 62.12 increase on population size
increase than case study 1
8.21 increase on simulation time than
case study 1
Average memory used 9.4 GB 11.13 GB
Max memory used 12.7 GB 18.32 GB
Table 7.6: Comparison between the cases studies of the Gambian emigrants in Spain
and the South Korean demographic models in Yades
level, the heterogeneity of the group and its residential mobility is captured in
the model.
As we have seen, demography is a complex phenomena difficult to simulate if
we want to incorporate the anthropologist’s perspective. We agree that the current
work still has some limitations, among which two points seem to be important
to understand Gambian immigrants dynamics. First, we did not consider Bledsoe
et al. (2007) arguments on reproducing the high fertility with the circulation of
co-wives between the Gambia and Spain. The problem here is to quantify the
magnitude of this phenomenon, which skips current official statistical records.
Second, we did not consider family reunification processes or the possibility to
arrange marriages from the origin country. Again, changes in the immigration law
and lack of statistical records is an impediment for including them in the model.
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of the methodology itself. In fact, agent-based approach has shown to be useful
for the study of migrations flows and policy analysis already (Andriamasinoro
and Angel, 2012; Kniveton et al., 2011).
With the case of South Korean demographics we had the chance to test how
Yades is behaving in forecasting demography. The current results from 1990 to
2010 look promising and increase our confidence in the simulation model. The
projection for the following years up to 2090 looks also good, particularly if we
compare it with other forecast demographics studies made by agencies such as
the United Nations (of Economic, 2001). As a result, we believe Yades could
be used to complement other techniques commonly used to generate population
projections.
As a final conclusion, the proposed case studies suits well the high-degree com-
plexity of general agent-based models because the development of the population
is affected by a large number of interrelated and dynamics factors: gender, age,
economic level, family, matchmaking and reproduction patterns, life cycles and so
on. Moreover, the proposed agent-based approach is interesting for studying these
particular phenomena since it provides a way to gain insight of the population
at an individual-level. Thus, with our work we show the potential of agent-based
simulation on group dynamics with two real case studies. Furthermore, this work
will increase Yades credibility for the community of modellers and policy mak-
ers, showing the possibilities agent-based modelling tools can provide to assist
them in the understanding of demographic processes to guide decision-making or












We conclude offering a summary of the topics discussed in the previous chapters,
as well as a summary of the contributions and a discussion of their significance. No
research is ever finished and the one discussed in this thesis is no exception. First,
Section 8.1 exposes our main research findings. Second, we revise the publications
of this research. Finally, some possible directions for future work are proposed in
Section 8.3.
In this thesis, we presented a methodology for simulating population socio-
demographic dynamics at a large-scale. First, we revised classical modelling and
simulation techniques and showed their usefulness for social modelling (see Chap-
ter 2). A particular emphasis was done to introduce the advantage and cons of the
agent-based approach for simulating complex socio-dynamics. Then, we exposed
the current state of agent-based tools and their lack of support for large-scale
systems. Second, Chapter 3 addressed some of the technological challenges social
researchers confront in performing large-scale social simulations. We believe social
simulation community should be aware of them to boost the research on the field.
Third, our framework was introduced in Chapter 4 showing the potential of us-
ing agent-based modelling for demographic simulation in a parallel environment.
This framework is composed by a parallel simulation library and a user interface
meant for modellers such as demographers, anthropologists or policy makers who
have little knowledge about computer programming. Our goal is that finals user
reap the performance offered by parallel computers transparently. We later test
the performance of our tool in two High Performance Computing infrastructures:
the High End Cluster at Lancaster University, UK, and in Marenostrum 2 and
3 supercomputers in Barcelona, Spain. The results of those tests are presented











white-box validation approach and examine the results in Chapter 6. Finally, we
tested our framework with two case studies (presented in Chapter 7): the evo-
lution of Gambian immigrants in Spain and South Korean demographics. Both
real scenarios demonstrated the applicability of our methodology and help us to
evaluate it.
8.1 Thesis contributions
In this thesis, the following list of contributions have been made:
 The proposal of an application of agent-based modelling to demography
at a large-scale. Although agent-based models have already been used for
simulating demographics (see Section 2.3.2 and (Billari et al., 2003, 2006)
work), the application of parallel simulation to this specific research topic
is new. On one hand, we decided to prototype social units as agents, with
attributes and methods, versus other statistical/quantitative models used
already. The designed architecture allows to expand the characteristics and
processes of agents (which can be individuals, groups of individuals or col-
lectives) on demand. This approach has been showed to be important for
social sciences research, since it permits to add new behaviours and relation-
ships among people. On the other hand, we analysed the performance of our
approach and showed the framework has a good scalability, which highly
depends on the architecture infrastructure configuration such as memory,
latency or heterogeneous processing. We proved that migrations are one of
the key elements to determine the limit of scalability, since they require
communications through the computer network. The increasing complexity
of social models and the management of large data sets makes us think this
application would be of high interest in the future of both demographic and
simulation research.
 The development of a framework designed to approach parallel agent-based
simulation to social scientists and modellers. The tool is useful for demog-
raphers, anthropologists and other social practitioner since it allows a flex-
ible modelling to easily incorporate already existing social models. Conse-
quently, we provide an interface to visualize the information in a way that
adapts to their needs. Furthermore, our approach allows to take into account
not only variables at the individual level, but also at the collective level and
to combine both quantitative and qualitative data. Qualitative information
is crucial for some social studies such as anthropology or sociology. Fur-
thermore, this methodology has potential in areas such as epidemiology,
an area we are starting to work in, since epidemic models rely on a socio-
demographic base model to deep on the dynamics that drive to infection











 We analysed the sensibility of agent-based models in a High Performance
Computing context and review the strategies to better profit parallel ar-
chitectures. The knowledge and expertise in High Performance Computing,
programming models, and computer architecture from Barcelona Super-
computing Center allow us to enrich socio-demographics simulations. Our
works highlight there is a need of (a) training social researchers and mod-
ellers in the basics to use this new paradigm, and (b) learn about the singu-
larity of social complex systems and the underlying models on population
dynamics. For the social sciences, the critical point is not a methodology
to visualize simulations (as in traffic simulation or cellular growth), but the
capacity to scale and detect the tasks or processes that highly affect the
performance. We showed the parallelism of agent-based models depends
notably in their size, the inherent agent complexity, the communication
among agents, and the management of space where agents move and inter-
act. From the point of view of modellers, those are crucial points that need
to be taking into account when choosing a parallel or distributed simula-
tion tool for population dynamics. From the computer science perspective,
it poses a major challenge in terms of the methods, programming models
and algorithms that need to be developed to confront a efficient large-scale
social simulations.
 We performed two case studies to apply our methodology to real scenarios
of social interest. First, we modelled the complex dynamics of Gambian
immigrants in Spain. Here, the ethnographic information was crucial for
building the model and understanding the results of simulations. Our as-
sumptions where based on current research in anthropology and the lack of
information to quantify certain social dynamics (for instance on the famil-
iar reunification flows or the co-wives management and distribution between
Gambia and Spain). Despite these simplifications, the projected population
presents similarities with statistical records and encourages us to further
enhance the methodology. Second, we modelled South Korean demographic
evolution to test if our approach can be useful for forecasting demography.
The complexity of population dynamics of South Koreans was taken into
account and added to the model with quantitative and qualitative data.
The interest of ETRI research institute is to understand those dynamics
at a large scale with agent-based modelling techniques. The impact of our
work in Korea will allow Korean government to build a platform to take
future decision concerning the social policies and economy.
As a conclusion, our work boost the research in this interdisciplinary field,
bringing closer different disciplines such as Parallel Computing, Operations Re-
search simulation and social areas of Demography and Anthropology. From this in-
terdisciplinary perspective, it opens new research lines since a socio-demographic













The contributions of this work have led to a number of articles in both interna-




 Cristina Montan˜ola Sales, Bhakti S.S. Onggo, Josep Casanovas-Garcia, Jose M.
Cela-Espin, and Adriana Kaplan-Marcusa´n. Yades: A parallel simulation
tool for demography. Parallel Computing, 2015. (submitted)
This work presents the design and development of our framework, along
with the performance tests done in Marenostrum 2 and 3.
8.2.2 Articles in conference proceedings
 B.S.S. Onggo, C. Montan˜ola Sales, and J. Casanovas-Garcia. Performance
Analysis of Parallel Demographic Simulation. In Proceedings of the 24th Eu-
ropean Simulation and Modelling Conference, 25-27 October 2010, Hasselt,
Belgium (ESM10), pages pp. 142–148, Ostend, Belgium, 2010. Eurosis-ETI
This paper proposed some performance tests of a first version of our frame-
work in Lancaster High End Computing cluster.
 Cristina Montan˜ola-Sales, Bhakti S.S. Onggo, and Josep Casanovas-Garcia.
Agent-based simulation validation: A case study in demographic simulation.
In SIMUL 2011, The Third International Conference on Advances in Sys-
tem Simulation, pages 101–107, 2011. ISBN 978-1-61208-169-4
The white-box validation work introduced in Chapter 6 was presented in
this paper.
 Cristina Montan˜ola Sales, Josep Casanovas-Garcia, Adriana Kaplan-Marcusa´n,
and Jose M. Cela-Esp´ın. Demographic agent-based simulation of Gambians
immigrants in Spain. In Francisco J. Miguel, Frederic Amblard, Joan A.
Barcelo, and M. Madella, editors, Advances in Computational Social Sci-
ence and Social Simulation, Proceedings of the Social Simulation Confer-
ence, Barcelona, 1-5th Sept. 2014, Barcelona, Spain, 2014b. ESSA. doi:
10.13140/2.1.3052.4166. URL http://ddd.uab.cat/record/125597
In this paper, we presented the results of our methodology applied to Gam-












The following conference posters describing the framework were presented in three
different research communities:
 Cristina Montan˜ola Sales, Josep Casanovas-Garcia, Jose Maria Cela-Esp´ın,
B.S.S. Onggo, and Adriana Kaplan-Marcusan. Parallel simulation of large
population dynamics. In ACM SIGSIM Conference on Principles of Ad-
vanced Discrete Simulation (PADS), Montreal, Canada, May 2013a. ACM
SIGSIM
 Cristina Montan˜ola Sales, Josep Casanovas-Garcia, Jose Maria Cela-Esp´ın,
B.S.S. Onggo, and Adriana Kaplan-Marcusan. Agent-based simulation
of large population dynamics. In European Conference on Complex Sys-
tems, 16-20 September 2013, Barcelona, Spain, Barcelona, Spain, Septem-
ber 2013c
 Cristina Montan˜ola Sales, Josep Casanovas-Garcia, Jose Maria Cela-Esp´ın,
B.S.S. Onggo, and Adriana Kaplan-Marcusan. Parallel simulation of large
population dynamics. In Winter Simulation Conference, 8-12 December
2013, Washington D.C., Washington D.C., December 2013b. Informs
The graphical user interface described in Chapter 4, Section 4.4 was presented
in the following conferences:
 C. Montan˜ola Sales, J. Casanovas-Garcia, B.S.S. Onggo, J. M. Cela-Esp´ın,
and A. Kaplan-Marcusa´n. Approaching simulation to modelers: A user
interface for large-scale demographic simulation. In A. Tolk, S. D. Diallo,
I. O. Ryzhov, L. Yilmaz, S. Buckley, and J. A. Miller, editors, Proceedings
of the 2014 Winter Simulation Conference. ACM, December 2014a
 Cristina Montan˜ola Sales, Josep Casanovas-Garcia, Bhakti S.S. Onggo, and
Zengxiang Li. A user interface for large-scale demographic simulation. In
Juan Guerrero, editor, Procceding of the IEEE 6th International Conference
on Cloud Computing Technology and Science (CloudCom 2014). IEEE, De-
cember 2014c
8.2.3 Book chapters
 Cristina Montan˜ola Sales, Xavier Rubio-Campillo, Josep Casanovas-Garcia,
Jose Maria Cela-Esp´ın, and Adriana Kaplan-Marcusan. Overview on Agent-
Based Social Modelling and the use of formal languages. In Pau Fonseca,
editor, Formal Languages for Computer Simulation: Transdisciplinary Mod-
els and Applications, pages 333–377. IGI Global, Hershey PA, US, 2014e.
doi: 10.4018/978-1-4666-4369-7.ch011. ISBN 978-1-4666-4371-0
This chapter presented the state of the art of social modelling and simula-











 Cristina Montan˜ola Sales, Xavier Rubio-Campillo, Josep Casanovas-Garcia,
Jose M. Cela-Esp´ın, and Adriana Kaplan-Marcusa´n. Large-scale social
simulation, dealing with complexity challenges in high performance en-
vironments. In Diana Francisca Adamatti, Grac¸aliz Dimuro, and Helder
Coelho, editors, Interdisciplinary Applications of Agent-Based Social Sim-
ulation and Modeling, chapter 7, pages 106–123. IGI Global, May 2014d.
doi: 10.4018/978-1-4666-5954-4.ch007
The state of the art in parallel social simulation introduced in Chapter 3
was published in this book chapter.
8.3 Future directions
There are two main areas where our work will continue on developing. From the
point of view of the parallel simulation, there are three main topics interesting to
improve our methodology:
 The exploitation of the multi-core capacity of the node. The design of our
architecture is currently using a single processor to simulate each region
and each (large) set of families. However, most of computers nowadays
have a multi-core architecture. We would like to be able to use several
processors to increase the performance of a simulation in one node. To do
that, we need to study the possibility of using an application programming
interface to support multi-platform shared memory multiprocessing such as
the standard Open Multi-Processing (OpenMP) (Dagum and Menon, 1998)
or OmpsS (Duran, Ayguade´, Badia, Labarta, Martinell, Martorell, and
Planas, 2011), developed by Barcelona Supercomputing Center. Although
the mathematical calculus complexity of our framework is not very high,
the management of large sets of families and their events lead us to think
we could optimize the simulation performance with such approach.
 Dynamic balance of computer workload. As we have seen, there is a high
sensibility to heterogeneous size populations in terms of computer perfor-
mance. Differences in population sizes can come from (a) the initial distri-
bution of agents across regions, (b) movements such as domestic migrations,
and (c) arrivals in the system (immigrations). That is why it would be very
interesting to develop some dynamic balancing behaviour in the system. In
Chapter 3, we saw there are some approaches to do that. However, the over-
head of load balancing solutions should be also taken into account, since
communications between nodes can slow down substantially the simulation
execution time. Furthermore, we have seen the management of a large set of
agents and the optimistic synchronization of the simulation encounter some
problems in terms of memory demand, especially RAM. Virtual allocation
of population across the computer network would be interesting to study











 Use of more fine-grained data.
From the point of view of the demographic model, we would like to highlight
four different ideas of features which could highly improve our results:
 To add household structures. Introducing the concept of household would
allow one or more members of the same family unit to live in separate
regions. This social structure is particularly interesting for policy analysis
since numerous policies are not applied to individuals, but to the household
set. We are currently developing this new feature which will be helpful for
our next epidemiological study and the enhancement of the South Korean
demographic simulation.
 To add the economic framework. In our work, we followed the software en-
gineering principle of extensibility, where the implementation takes future
growth into consideration. Therefore, it is possible to incorporate in the
model economic effects such as labour market particularities, social trade
networks, economic policies and so on. For instance, we could allow mod-
ellers to introduce periodical changes in simulation parameters such as life
table and fertility rates based on economic effects at the region level. This
new feature can be easily achieved by adding a set of new events in regions.
 To increase the credibility of our framework. This topic can be done at
to levels. First, go beyond the white-box validation and develop further
the comparison of Yades’ results to other microsimulation models would
increase the credibility of our methodology. Second, we need to review and
improve our interface with end users. We have consulted an anthropologist,
who uses demographic models, during the design of the user interface to
understand how our simulation framework might be used by the end-users.
In the future, we will invite a number of end-users to evaluate our tool.
Experts reviews can be done late in the design process (Shneiderman and
Plaisant, 2010). We also plan to expand our graphical tool to include a
results feedback presentation panel, so a visual exploration of simulation
output could be performed. Right now, the tool works with initial aggregate
date for families and individuals. In the future, we would like to enhance it
so data at the micro-level could be also used.
 To enrich the framework with models such as social dynamics, where indi-
viduals are influenced by one another’s behaviour. This new feature would
make possible to define models with more complex social behaviour and
incorporate new interactions among people. Moreover, we could enrich the
family agent at the individual level to simulate preferences, objectives or
ethnics differentiate behaviour, profiting of Artificial Intelligence techniques
such as reasoning, learning or autonomy of agents. This would be especially











We believe the presented future directions for our methodology would provide
a way not only to improve the simulation model, but also to increase the scope
of applications we can apply it. For instance, we are currently studying migra-
tion patterns of Singapore with researchers of the Institute of High Performance
Computing in Singapore, extending our framework to add more variables that in-
fluence migrations in that country. Moreover, our methodology is currently being
expanded for the study of tuberculosis spread in Barcelona relying the demo-
graphic simulation model we proposed. We the ongoing work we expect to keep
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