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1 Introduction
Our aim is the development of efficient numerical tools for calculating deforma-
tions of thin structures as plates or shells considering finite (large) strain equa-
tions. For the beginning we start with quick solving the finite element equations
of the well-known linear Kirchhoff-plate equation for the small strain case. Here,
the main challenge is the fourth order biharmonic equation, that requires both
special finite elements (with C(1)-functions) and a special preconditioner for the
resulting matrix equation.
The paper is organized as follows. We start with a short sketch of deriving the
Kirchhoff plate equation and its conformal finite element discretization in Chapter
2. In Chapter 3 we describe the hierarchical preconditioner for the PCGM solver
of the discretized problem.
2 The Kirchhoff–Plate Equation
We consider the deformation of a 3D-domain Ω3D = Ω× [−d
2
, d
2
] with thickness d
in z-direction and (x, y) ∈ Ω ⊂ R2 a plane. Here, d << diamΩ, so the well-known
Kirchhoff hypothesis about an approximation to the 3D-displacement vector reads
as:
U(x, y, z) =

 −z wx−z wy
w

 (1)
with the unknown scalar function w(x, y) ∈ H2(Ω). The general 3D-solution of a
linear elastic deformation of Ω3D reads as
a(U ,V ) = f(V ) ∀V ∈ (H1D(Ω
3D))3 (2)
with
a(U ,V ) =
∫
Ω3D
σ(U) : ǫ(V ) dΩdz (3)
f(V ) =
∫
Ω3D
~f · V dΩdz +
∫
Γ3D
N
~g · V dS (4)
for given volume forces ~f and boundary tractions ~g on parts Γ3DN of ∂Ω
3D. In
linear elasticity we define
ǫ(U ) =
1
2
(
GradU +GradUT
)
(5)
1
and
σ(U) = 2µ ǫ(U) + λ(tr ǫ)I (6)
with the Lame´ constants µ and λ. Using Cartesian coordinates this means
ǫij(U) =
1
2
(∂iU j + ∂jU i) (7)
so
a3D(U ,V ) =
∫
Ω3D
2µ ǫij(U) · ǫij(V ) + λ divU divV dΩdz (8)
The Sobolev space H1D(Ω
3D) contains functions u ∈ H1(Ω3D) with zero values at
the Dirichlet boundary Γ3DD . We assume that
Γ3DD = ∂Ω ×
[
−
d
2
,
d
2
]
and
Γ3DN = Ω×
{
±
d
2
}
(hence: dS = dΩ).
Under the restriction ~f = f(x, y)e3 and ~g = g(x, y)e3 with scalar functions f
and g we can project the problem (2) into the subspace due to (1) and integration
over z ∈
[
−d
2
, d
2
]
leads to the well-known Kirchhoff plate equation
a(w, v) = f(v) ∀v ∈ H20(Ω) (9)
with
a(w, v) =
d3
12
∫
Ω
2µ(∇∇T w) : (∇∇T v) + λ(∆w)(∆v) dΩ,
f(v) = d
∫
Ω
f v dΩ +
∫
Ω
g v dΩ.
For the finite element equation it is convenient to define
ǫ(w) =

 wxxwyy
2wxy

 = D(∇)w (10)
with the differential operator
D(∇) = (
∂2
∂x2
,
∂2
∂y2
, 2
∂2
∂x∂y
)T
and the material matrix
C =

 2µ+ λ λ 0λ 2µ+ λ 0
0 0 µ

 ,
2
such that
a(w, v) =
d3
12
∫
Ω
(Dv)TC(Dw) dΩ (11)
From this abbreviation the structure of a finite element stiffness matrix is simply
deduced. Let (ϕ1, ..., ϕn) be the basis of the n finite element ansatz functions,
then
D̂ = (Dϕ1
... ....
...Dϕn)
defines the stiffness matrix
K =
d3
12
∫
Ω
D̂TCD̂ dΩ.
Analogously we can use (ϕ1, ..., ϕn) as the n form functions of one element (with
a much smaller n), then
Kel =
d3
12
∫
el
D̂TCD̂ dΩ (12)
is the element stiffness matrix.
The appropriate finite element discretization of the equation (11) requires H2-
functions for the global ansatz functions ϕi. This can be achieved with the so–
called Bogner-Fox-Schmidt elements. Here, we assume Ω consisting of a union
of axis-parallel rectangles, then the 16 cubic form functions ϕabkl (x, y) (a, b, k, l ∈
{0, 1}) can fulfill these requirements, if they are defined with the help of the
1D–functions:
pˆ00(s) =
1
4
(1− s)2(2 + s) pˆ01(s) = pˆ
0
0(−s)
pˆ10(s) =
1
4
(1− s)2(1 + s) pˆ11(s) = −pˆ
1
0(−s)
for s ∈ [−1, 1]
(13)
After transformation of [−1, 1] onto the x-interval of the element we have
P = (p00(x), p
0
1(x), p
1
0(x), p
1
1(x)) and after transformation of [−1, 1] onto the y-
interval we have Q = (q00(y), q
0
1(y), q
1
0(y), q
1
1(y)). Then
ϕabkl (x, y) = p
a
k(x) q
b
l (y) (14)
or the basis Φ = (ϕ0000 , . . . , ϕ
11
11) can be written as the Kronecker–product
Q(y)⊗P (x) of the one dimensional functions. This will be used later for deriving
the refinement formula of the preconditioner. The calculation of the element
matrix is easily done from (12) using
D̂ =

 Q ⊗ ∂xx P∂yy Q ⊗ P
∂y Q ⊗ ∂x P

 (15)
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At each node of the finite element mesh, we have 4 ansatz functions with support
of the 4 adjacent elements. The dimension of the linear system is four times
the number of nodes. The entries of the solution vector can be partitioned into
4-dimensional sub-vectors belonging to each node
wnode = (w
00
node, w
10
node, w
01
node, w
11
node),
which have the following meaning (due to the properties of the ansatz functions)
wabnode =
∂a
∂xa
∂b
∂yb
w|node (16)
3 Quick Solvers for the Stiffness Matrix
For efficient solving the discretized finite element linear equations, we use the pre-
conditioned conjugate gradient method (PCGM). Then the number of arithmetic
operations is proportional to the number of unknowns for each step of the itera-
tion. It remains to construct a preconditioner that guarantees a small number of
iterations (until a given accuracy) that does not grow after mesh refinement. In
[2, 4, 5] these preconditioners are derived as Additive Schwarz Method similar to
the BPX-preconditioner[1]. Here, we consider an easier approach based on the
hierarchical basis. Even with a very slow growth of the number of iterations (as
logN), this would be an efficient solver from two reasons.
First, the implementation is very cheap and second we will embed it into the
adaptive mesh refinement, where the so-called cascadic effect dampens the re-
quired iteration numbers additionally.
The idea behind is the definition of the hierarchical basis of the finite element
space VN of the ansatz functions. If Φ = (ϕ1, . . . , ϕN) is the original (nodal)
basis in VN and Ψ = (ψ1, . . . , ψN ) the hierarchical one, then it exists an
(N ×N)-matrix Q that transforms one into another,
Ψ = Φ Q.
From the fact that the stiffness matrix KH belonging to Ψ is much better condi-
tioned than our usual stiffness matrix K belonging to Φ, we arrive at a precondi-
tioner.
If λi(KH) denote the eigenvalues of KH , then
λi(KH) = λi(Q
TKQ) = λi(QQ
TK),
so C with
C−1 = QQT
4
is a “good” preconditioner for K. This was first discovered by Yserentant for the
Laplace equation on linear triangular finite elements [7]. The multiply with the
(theoretically dense) matrices Q and QT is done in O(N) operations only from
the hierarchical definition of the mesh. Analogously to this 2nd order equation,
we can derive a hierarchical refinement formula for our cubic functions as well,
which is used for the preconditioning action.
3.1 The Multiply with Q
Let
Φcoarsk = (ϕ
00
k , ϕ
10
k , ϕ
01
k , ϕ
11
k )
be the 4 ansatz functions belonging to the mesh point k of a fixed mesh with
mesh spacings h+x , h
−
x in x-direction and h
+
y , h
−
y in y-direction around the k-th
node. After mesh refinement as subdivision of all elements around this node, we
have
ΦF inek = (f
00
k , f
10
k , f
01
k , f
11
k )
the new (fine) functions around k-th node with half support in both directions
and 8 new quadruples of functions belonging to the 8 new nodes around this
node. These are ΦF inej = (f
00
j , ... f
11
j ) with 8 new indices j ∈ Nk (the set of all
new neighbors of k). The refinement formula
Φcoarsk = Φ
F ine
k +
∑
j∈Nk
ΦF inej Aj (17)
requires the (4x4)-matrices Aj , which can be deduced from the 1-dimensional
case, following [4].
We need to consider the refinement formula of the 2 functions
PCa (x) = (p
0(x), p1(x)),
defined on an interval [a, b] belonging to the left end point a. (So:
PCa (a) = (1, 0), P
C
a (b) = (0, 0),
∂xP
C
a (a) = (0, 1), ∂xP
C
a (b) = (0, 0),
see Fig. 1)
The subdivision of this interval is done by introducing c = a+b
2
as new grid point.
Now we have the fine grid function
P Fa (x) = (q
0(x), q1(x))
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Figure 1: PCa (x)
with support in [a, c] and a new fine function F (x) = (f 0(x), f 1(x)) with support
in [a, b] and
F (c) = (1, 0), F (a) = F (b) = (0, 0)
∂xF (c) = (0, 1), ∂xF (a) = ∂xF (b) = (0, 0)
acording to Fig.2 and 3.
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Figure 2: P Fa (x) Figure 3: F (x)
Then we easily calculate
PCa (x) = P
F
a (x) + F (x) · A(+h)
for
A(h) =
(
1/2 h/8
−3/(2h) −1/4
)
and h = b− a. (18)
If the coarse mesh function PCb belongs to the right point b (instead of a) the
same formula with −h is correct:
PCb (x) = P
F
b (x) + F (x) ·A(−h). (19)
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Now, we can derive the 2D-refinement formula from the Kronecker-product defi-
nition of Φcoarsk :
Φcoarsk = Q
C
k ⊗ P
C
k
= (QFk + F
F
1 ·A(−hy) + F
F
2 · A(+hy))
⊗ (P Fk + F
F
3 · A(−hx) + F
F
4 · A(+hx))
= QFk ⊗ P
F
k + (Q
F
k ⊗ F
F
3 )(I ⊗ A(−hx)) + ...
(20)
which is exactly the sum (17) with the matrices Aj as
I ⊗ A(±hx), A(±hy)⊗ I, or A(±hy)⊗A(±hx)
depending on the place of the 8 nodes j relative to the center node k. The
implementation is very simple, if the data structure “Edge”, as the tree of all
edges (from coarse to fine) is defined with 3 informations on each edge: “left”
node number (l), “right” node number (r), number of mid-node (m). From the
definitions above the following algorithm for the multiply w := Qy arises. Note
that
w = (wT1 , ... , w
T
n )
T
with wi ∈ R
4 for n nodes of the actual mesh (and N = 4n).
Algorithm: Multiply w := Qy
1. w := y
2. for each edge with nodes (l, r,m) from coarse to finest do

hx = (x-coord. of node r)− (x-coord. of node l)
hy = (y-coord. of node r)− (y-coord. of node l)
if (|hy| > |hx|) then B+ := A(+hy)⊗ I
B− := A(−hy)⊗ I
else B+ := I ⊗A(+hx)
B− := I ⊗ A(−hx)
wm := wm +B
+wr +B
−wl
(21)
Note that hx and hy have a sign depending on the position of the endpoints of
this edge and one of them is zero due to the axis-parallel mesh.
3.2 The Scaling Diagonal
In the case of 2D calculations on 2nd order p.d.e.’s, the size of the elements of the
stiffness matrix is fixed independent of the mesh size. From this reason we do not
7
need a scaling diagonal D in the definition of the preconditioner C−1 = QDQT
in the original paper of Yserentant.
Here, this is no longer true, because we consider a 4th order p.d.e. and the 4
different degrees of freedom per node are of different kind (the value and deriva-
tives, which scale differently w.r.t. h).The best way out is the definition of D in
the MDS (multiple diagonal scaling [6]) style, which means that D is the diagonal
of the actual hierarchical stiffness matrix KH .
This information can be derived and stored during the mesh refinement steps:
We mark a node as “used” if its diagonal entry of a previous stiffness matrix has
been stored in D. Then after mesh refinement, we calculate the diagonal D˜ of
the actual stiffness matrix and copy all entries of D˜ belonging to new nodes (not
“used”) into D. With this simple procedure we have always the correct scaling
factor in D.
4 Numerical Example
We demonstrate the power of this preconditioner at some simple rectangular plate
examples. We consider Ω = (0, 1.5) × (0, 1) with different boundary conditions
and constant force everywhere. Each of the 4 boundary edges are either full
clamped (“c”, means w = 0 and ∇w =
−→
0 ) or only softly supported (“s”, means
w = 0 and τ · ∇w = 0 with the tangential direction τ).
The example “cccs” has soft support on one of the longer edges, “ccss” at two
adjacent edges and “cscs” at two opposite (longer) edges. The coarse mesh con-
sists of one rectangle only, we start the calculation after 2 refinements with the
given number of elements in the Table 1. The PCGM iteration starts on each new
mesh with interpolated values from the next coarser mesh. The relative decrease
of the test value (r, w) under 10−8 has used as stopping criterion. The following
Table 1 contains the number of iterations required until this stopping criterion is
fulfilled for these four examples.
5 Conclusion
The most simple hierarchical technique for preconditioning the Kirchhoff–plate
equation leads to a very efficient solver. It is necessary to consider the correct
refinement formula for the Bogner–Fox–Schmidt element functions as well as
the correct scaling diagonal as the main ingreedients for this preconditioner. In
8
# elem. # d.o.f.’s. #it. #it. #it. #it.
“cccc” “cccs” “cscs” “ccss”
16 100 8 12 12 27
64 324 18 26 24 29
256 1 156 25 27 26 26
1024 4 356 22 23 24 22
4096 16 900 18 19 21 18
16 T 66 564 16 16 16 16
65 T 264 196 14 15 15 14
Table 1: Number of PCGM iterations on 4 examples
combination with the cascadic approach we obtain a small and near fixed number
of PCG–iterations required for some given accuracy.
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