In this paper, we present an algorithm for stability analysis of systems described by coupled linear Partial Differential Equations (PDEs) with constant coefficients and mixed boundary conditions. Our approach uses positive matrices to parameterize functionals which are positive or negative on certain function spaces. Applying this parameterization to construct Lyapunov functionals with negative derivative allows us to express stability conditions as a set of LMI constraints which can be constructed using SOSTOOLS and tested using standard SDP solvers such as SeDuMi. The results are tested using a simple numerical example and compared results obtained from simulation using a standard form of discretization.
INTRODUCTION
Partial Differential Equations (PDEs) are often used to model systems in which the quantity of interest varies continuously in both space and time. Examples of such quantities include: deflection of beams (Euler-Bernoulli equation); velocity and pressure of fluid flow (NavierStokes equations); and population density in predatorprey models. See Evans (1998) , Garabedian (1964) and John (1982) for a wide range of examples. Moreover, LTI Delayed Differential Equations (DDEs) can be modeled as a system of linear Ordinary Differential Equations (ODEs) coupled with a first-order transport PDE.
In this paper we address the stability analysis of multiple coupled linear PDEs, i.e. u t (t, x) = Au xx (t, x) + Bu x (t, x) + Cu(t, x),
where u : [0, ∞) × [a, b] → R n and A, B, C are matrices. PDEs expressed in this form can be of the parabolic, elliptic, or hyperbolic type.
Recently, there has been some progress in theory of analyzing and controlling PDE models of this form. First, we note the development of a theory of state-space for systems of PDEs or DDEs called Semigroup Theory, wherein the state of the system belongs to a certain space of functions. The solution map for these systems is an operator-valued function ("strongly continuous semigroup" -SCS), indexed to the time domain, which maps the current state to a future state. For an introduction to Semigroup Theory we refer readers to Lasiecka (1980) , Curtain and Zwart (1995) . In the semigroup framework, stability, controllability and observability conditions can be expressed using operator inequalities in the same way that LMIs are used to represent those properties for ODEs. As an example, for a systemu = Au which defines a SCS on a Hilbert space X with A being the infinitesimal generator, the exponential stability of the system is equivalent to the existence of a positive bounded linear operator P : X → X such that u, APu X + Au, Pu X ≤ − u, u X (2) for all u in the domain of A. Condition (2) is termed a Linear Operator Inequality (LOI). The terminology LOI is deliberately chosen to suggest a parallel to the use of Linear Matrix Inequalities (LMIs) for computational analysis and control of ODEs. Indeed, there have been efforts to use discretization to solve LOI type conditions for stability analysis and optimal control of PDEs (see, e.g. Christofides (2012) ), optimal actuator placement for parabolic PDEs (see Demetriou and Borggaard (2003) and Morris et al. (2015) ). However, in this paper, we do not employ discretization. While discretization has proven quite effective in practice, one should note that in general it is difficult to determine if feasibility of the discretized LOI implies stability of the non-discretized PDE. In contrast, this paper is focused on exploring how to use computation to solve LOIs (2) directly by parameterizing the cone of positive and negative operators.
An alternative approach to control (but not stability analysis) of PDEs is backstepping -See Krstic and Smyshlyaev (2008) , Vazquez and Krstic (2016) . The backstepping approach searches for a mapping from the original PDE to a chosen stable PDE using a Volterra operator. The desired controller is then found by formulating a PDE for the kernel of the Volterra operator -the solution to which yields a stabilizing controller for the original system. An alternative approach, taken by Peet (2014) , uses some of the machinery developed for DDEs to express Lyapunov inequalities as LMIs, which can then be tested using standard interior-point algorithms. We also note that in Fridman and Terushkin (2016) stability analysis and initial state recovery of semi-linear wave equation are presented in terms of LMIs.
The contributions of this paper can be summarized as follows. We show how to use positive matrices to parameterize positive functionals of the form
where w ∈ L n 2 (a, b), and M, N are polynomials. The motivation came from Gahlawat and Peet (2015) . Following the same idea, we present a corollary on how negative matrices parameterize a set of negative functionals of the Form (3) with w defined on a subspace of L 3n 2 (a, b) defined by the derivative of the Lyapunov functional. The result is based on the use of spacing functions, as introduced for DDEs in Peet (2014) and applied to PDEs in Valmorbida et al. (2014) and Meyer and Peet (2015) . Next, by showing that the derivative of a Lyapunov functional of Form (3) along the trajectories of the considered class of PDEs is also of the Form (3), we express stability conditions as feasibility of an LMI (See Thm. 6). Finally, we apply the proposed method to a system of coupled linear parabolic PDEs and compare the results with a numerical solution of that system based on the finite difference -See Section 8.
2. NOTATION I n is an identity matrix of size n ∈ N. L n 2 (a, b) is a Hilbert space of square Lebesgue integrable real vector valued functions on the interval (a,
and u x (t, x) represent partial derivatives with respect to the first and second independent variables. u xx (t, x) stands for the second order partial derivative with respect to the second variable. We also will occasionally use w ′ , w ′′ to denote derivatives with respect to the spatial variable.
3. PROBLEM STATEMENT In this paper we address stability analysis of the following class of PDEs wherein the function u :
for all t > 0 and x ∈ (a, b) ⊂ R. Coefficients A, B, C ∈ R n×n are matrices and n ∈ N.
Let the boundary conditions be expressed using a matrix
For example, in case of homogeneous Dirichlet boundary conditions
We assume that solution u to (4) exists, is unique and depends continuously on initial condition u(0, x). Also, for each t > 0 we assume that u(t, ·),
PARAMETERIZATION OF LYAPUNOV CANDIDATES USING POSITIVE MATRICES
In this section we show how positive matrices can be used to define positive functionals over L n 2 (a, b), where n ∈ N and (a, b) ⊂ R. Specifically, we define functionals
is an operator defined by polynomial matrices M and N as
for all x ∈ (a, b). The following theorem shows how positive semi-definite matrices P, Q > 0 and some constant ǫ > 0 can be used to define polynomial matrices M and N such that the operator P is positive and therefore the functional V is a Lyapunov candidate. Theorem 1. Given any positive semi-definite matrices P, Q ∈ S n 2 (d+1)(d+4) , define the partition
with respective dimensions such that the multiplication in (8)- (9) is valid. Now define 
is positive over L n 2 (a, b).
Proof. The idea of the proof is to show that V from (10), satisfies the following equation.
where
Since P, Q ≥ 0 and g(x) ≥ 0 for all x ∈ [a, b], then all integrands are positive on the interval [a, b] and hence the right hand side of (11) is positive.
First consider expansion of the 3rd integral of (11) using (12). Expansion of the 2nd integral is similar, except without the positive multiplier g.
Changing the order of integration in the 3rd integral of the right hand side of (13) and then switching between the integration variables x and y results in
Changing two times the order of integration in the 4th integral of the right hand side of (13) and then switching first between the integration variables x and z, and then between x and y results in
Using (13)- (15) we can write
Following the same idea as in (13)- (16) we can get
Using (8), (9), (16) and (17) we can see that
If we add b a w(x) T w(x) dx to the both sides of (18) and use (10), then we get (11), which concludes the proof.
n×n if there exist positive semidefinite matrices P, Q ∈ S n 2 (d+1)(d+4) and some ǫ > 0 such that M, N satisfy (7)-(9), then V defined as in (10) is positive.
It is significant to note that the proof only holds for functions defined on the interval (a, b). This is because outside of this interval, the integrand in the third term of Eqn. (11) is no longer positive.
For convenience we define a set of polynomials parameterized by n, d, ǫ as follows. For convenience, we also define the following set of polynomials which define negative functionals.
TIME DERIVATIVE OF THE FUNCTIONAL ALONG THE TRAJECTORIES OF THE PDE
In this section we formulate the time derivative of the Lyapunov functional such that its negativity can be checked using Σ n,d,ǫ − . Substituting u for w in (10), differentiating the result with respect to t and then substituting for u t from (4) with some straightforward manipulations results in (20).
By stacking u and its partial derivatives in a vector, as can be seen in (20), we can define the aggregate function
Since for each t > 0 the first and second partial derivatives of u with respect to the spatial variable belongs to L n 2 (a, b), then clearly U (t, ·) ∈ L 3n 2 (a, b) for each t > 0. Logically, then, it is possible to use Σ n,d,ǫ − to enforce negativity of the derivative in (20). However, this would be conservative. The reason is that the elements in U are not independent, but rather form a subspace of L 3n 2 (a, b), i.e.
(19) The challenge, then is to parameterize the subset of operators which are negative on this subspace. This is the subject of the following section.
PROJECTING NEGATIVE OPERATOR ON A SUBSPACE USING SPACING OPERATOR
To parameterize operators which are negative on Λ, but not necessarily on the whole space L Proof. (⇐) is straightforward. For (⇒), suppose u, Ru Y ≤ 0 for all u ∈ X. Since X is a closed subspace of a Hilbert space Y , there exists a projection operator such that P = P * = PP and Pw ∈ X for all w ∈ Y . Let M = PRP and
This theorem says that the set of operators which are positive on the subspace Λ is the direct product of the operators which are negative on L . Now we show how to parameterize a subset of operators T -the so-called "spacing operators" -which are null on Λ. We will then combine these sets to yield operators R which are negative on Λ, but not necessarily on the whole L 3n 2 (a, b) space.
Parametrization of spacing operators by polynomials
We suppose T : L Proof. The proof is based on applying the fundamental theorem of calculus to
Lemma 4 defines a set of spacing functions for Λ as in (22). (23), (25) and (27) hold.
Proof. For (23) the proof is straightforward double application of the fundamental theorem of calculus to
For (25) and (27), the fundamental theorem of calculus should be applied to
Lemma 5 defines a set of spacing functions which define null operators on Λ as in (24), (26) and (28).
Finally for convenience we define the following set of polynomial spacing functions.
. The Ξ i are as defined in Eqns. (22), (24), (26), and (28). 
LMI CONDITIONS FOR STABILITY
Finally, we can define a polynomial feasibility problem, expressed as an LMI, the solution to which provides a Lyapunov functional for (4). Theorem 6. Given System (4) with stated assumptions, if there exist Proof. Suppose conditions of the Theorem (6) are satisfied, then V as defined in (10) is positive and the time derivative (20) is negative. Therefore V is a non-increasing Lyapunov functional for (4).
NUMERICAL EXAMPLE
Applying our framework to the following system, we calculated a lower bound on the maximum parameter λ for which System (29) is stable. For u : [0, ∞) × [0, 1] → R 2 , suppose u 1,t (t, x) u 2,t (t, x) = 1 0 0 1 u 1,xx (t, x) u 2,xx (t, x) +λ 1 −1 −1 1 u 1 (t, x) u 2 (t, x) (29) for all t > 0 and x ∈ (a, b) with D as in (6): u 1 (t, 0) u 2 (t, 0) = 0 0 and u 1 (t, 1) u 2 (t, 1) = 0 0 .
By applying Theorem (6) to (29) with n = 2, ǫ 2 = 0, ǫ 1 = 0.001, d = 1, 2, ..., 6 and using bisection search we calculated the maximum λ for which we are able to prove stability of (29). We compared these results with the maximum λ discrete for which numerical solution tends zero for randomly chosen initial conditions (see Table 1 ) (this is an estimate for an upper bound on the true maximum λ). The numerical simulation is performed using MATLAB's build-in solver "pdepe".
CONCLUSION
In this paper we presented a framework for stability analysis of coupled linear parabolic PDEs with spatially dependent coefficients. Our approach is to create a computational test for search of Lyapunov functionals. We applied the proposed framework to a system of two coupled linear parabolic PDEs with constant coefficients.
