Abstract: Nowadays, the popularity of the internet has continuously increased. Predicting human body dimensions intelligently would be beneficial to improve the precision and efficiency of pattern making for enterprises in the apparel industry. In this study, a new predictive model for estimating body dimensions related to garment pattern making is put forward based on radial basis function (RBF) artificial neural networks (ANNs). The model presented in this study was trained and tested using the anthropometric data of 200 adult males between the ages 20 and 48. The detailed body dimensions related to pattern making could be obtained by inputting four easy-to-measure key dimensions into the RBF ANN model. From the simulation results, when spreading parameter σ and momentum factor α were set to 0.012 and 1, the three-layer model with 4, 72, and 8 neurons in the input, hidden, and output layers, respectively, showed maximum accuracy, after being trained by a dataset with 180 samples. Moreover, compared with a classic linear regression model and the back propagation (BP) ANN model according to mean squared error, the predictive performance of the RBF ANN model put forward in this study was better than the other two models. Therefore, it is feasible for the presented predictive model to design garment patterns, especially for tight-fitting garment patterns like activewear. The estimating accuracy of the proposed model would be further improved if trained by more appropriate datasets in the future.
Introduction
In recent years, requirements for individualized garments have increased rapidly, including clothing styles, colors, and fabrics. However, excellent garment fit is indispensable, which is considered to be a critical factor affecting garment wearing comfort. In today's apparel industry, garment pattern making is a vital procedure of manufacturing well-fitting garments. Garment patterns, also known as paper patterns, refer to paper or cardboard templates based on which the parts of the garment are draw on the fabric before cutting out. Making garment patterns, sometimes called garment structure design, pattern design, pattern drafting, or pattern cutting, is a complicated technique, involving a model to predict lower body dimension used for pants pattern design. However, the application of other neural networks models was not mentioned in that study. What is more, little attention has been focused on the application of radial basis function (RBF) ANN in garment pattern making. Therefore, the aim of this paper is to put forward a new ANN model based on radial basis function to improve the precision of estimating body dimensions used for garment pattern making. Additionally, the proposed model could be used for pattern makers with a lack of expertise and experience, through inputting the learning data based on the knowledge of experienced pattern makers.
The rest of the sections of this study are organized as follows. The "Methodology" section expounds on the research scheme and procedures in this paper, including anthropometric data acquisition, and construction of the RBF ANN-based predictive model. In the "Results and Discussion" section, key factors affecting predictive precision of the proposed model are analyzed and an application of the model is put forward and in making the patterns of active leggings. Finally, the "Conclusion" is presented with the conclusions and possible future works.
Methodology

Research Scheme
The proposed approach for estimating body dimensions used for garment pattern making is described in Figure 1 . The detailed implementation process is as follows. First, the anthropometric data of a group of 200 males were gathered to construct the human body dimensions database after data preprocessing. In the sequential step, the data in the database were divided into two groups: the key dimensions and the difficult-to-measure detailed dimensions. Then, the ANN predictive models with different mathematical algorithms were designed, which used the key dimensions as the input variables and the detailed dimensions needed for garment pattern making as the output variables. Afterwards, the constructed models were trained and tested by the training dataset and the testing dataset selected from the database, respectively. Subsequently, the predictive performance of the RBF ANN model proposed was compared with the BP ANN model and the linear regression model. 
Anthropometric Data Acquisition and Preprocessing
With the advantages of taking automatic body measurements precisely within a few seconds, the VITUS 3D body scanner was employed to collect the anthropometric data of 200 adult males who were from the middle and south region of China. The ages of the subjects in this study were between 20 and 48 years of age, and height ranged from 150 to 183 cm.
In the following stage, the data obtained from the 3D scanner were preprocessed by exploratory analysis. The data preprocessing aimed to figure out the singular values influencing the analysis results and to investigate the data samples' distribution. The singular values were mainly induced As a popular type of clothing, tight-fitting activewear without any ease allowance was taken as the study sample, in order to verify the performance of the presented model further. The key body dimensions of a new subject were inputted into the model. Then, the body dimensions related to making the activewear patterns were estimated by the model. Since the activewear selected was Appl. Sci. 2019, 9, 1140 4 of 14 without any ease allowance, the body dimensions outputted could be utilized as the pattern dimensions. The activewear patterns were made ultimately based on the estimated body dimensions.
In the following stage, the data obtained from the 3D scanner were preprocessed by exploratory analysis. The data preprocessing aimed to figure out the singular values influencing the analysis results and to investigate the data samples' distribution. The singular values were mainly induced by measurement errors and special body types. For the values induced by measurement errors, the data were re-measured carefully. For the values induced by special body types, all the measurements were reserved for the following study.
As an increasingly popular style of clothing, active leggings were taken for instance in this study. Since active leggings are tight fitting, their pattern dimensions are strongly related to human body dimensions. Twelve lower-body dimensions related to garment making patterns of active leggings were selected from the database for further study. Figure 2 illustrates the anthropometric dimensions used in this study, including stature, waist height, abdomen height, hip height, crotch height, knee height, waist girth, abdomen girth, hip girth, crotch length, thigh girth, and knee girth. How the dimensions were measured is explained in Table 1 . The subject stood upright and without shoes as shown in Figure 2 when being measured by the 3D body scanner. Head line was defined as the top of the head, and the heel line referred to the soles of the feet. The selected anthropometric data were conducted by descriptive analysis and the results are given in Table 2 . 
9
Hip Girth H The length measured around the fullest part of the hip horizontally.
10
Crotch Length C The length measured from the center point of front waist line to the center point of back waist line through the crotch. 11
Thigh Girth T The length measured around the root of the thigh horizontally. 12 Knee Girth K The length measured around the knee horizontally. Abdomen Girth A The length measured around the fullest part of the abdomen horizontally. 9
Crotch Length C The length measured from the center point of front waist line to the center point of back waist line through the crotch.
11
Thigh Girth T The length measured around the root of the thigh horizontally. 12 Knee Girth K The length measured around the knee horizontally. Figure 3 illustrates the flat patterns of active leggings with key structure lines and measurements. Compared with the anthropometric measurements shown in Figure 2 and Table 1 , the correspondence between the key measurements of flat patterns and body dimensions is shown in Table 3 . Therefore, four body dimensions were selected for the input neurons of the model, which were waist girth (W), abdomen girth (A), hip girth (H), and stature (ST).
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in Table 3 . Therefore, four body dimensions were selected for the input neurons of the model, which were waist girth (W), abdomen girth (A), hip girth (H), and stature (ST). The main objective of this paper was to construct an estimating model for pattern making. For the model, the inputs were easy-to-measure body dimensions, and the outputs were detailed body dimensions. As a kind of tight-fitted garment, the patterns of active leggings studied in this paper were without any ease allowance and the body dimensions outputted by the models could be utilized as the pattern dimensions. Thus, eight body dimensions were chosen for the output neurons of the models, including waist height (WH), abdominal height (AH), hip height (HH), crotch height (CH), knee height (KH), crotch length (C), thigh girth (T), and knee girth (K). Table 3 . Correspondence between the key measurements of flat patterns and body dimensions. The main objective of this paper was to construct an estimating model for pattern making. For the model, the inputs were easy-to-measure body dimensions, and the outputs were detailed body dimensions. As a kind of tight-fitted garment, the patterns of active leggings studied in this paper were without any ease allowance and the body dimensions outputted by the models could be utilized as the pattern dimensions. Thus, eight body dimensions were chosen for the output neurons of the models, including waist height (WH), abdominal height (AH), hip height (HH), crotch height (CH), knee height (KH), crotch length (C), thigh girth (T), and knee girth (K). The architecture of the predictive model proposed in this study is shown in Figure 4 . The model based on the RBF ANN had three layers, which were one input layer with four neurons, one output layer with eight neurons, and one hidden layer. The four neurons in the input layer were the easy-to-measure key dimensions, such as waist girth, abdomen girth, hip girth, and stature. The eight neurons in the output layer were the detailed body dimensions, including waist height, abdomen height, hip height, crotch height, knee height, crotch length, thigh girth, and knee girth. Table 4 shows the dataset used in this study, including training dataset and testing dataset. Since the sample size was too large, only part of the data are shown in Table 4 . Table 4 shows the dataset used in this study, including training dataset and testing dataset. Since the sample size was too large, only part of the data are shown in Table 4 . 
Training Dataset and Testing Dataset
Simulation of RBF ANN Model for Estimating Body Dimensions
The radical basic function (RBF) ANN is one of the feedforward neural networks with simple structure and has the advantages of approximating any non-linear function with arbitrary accuracy and fast convergence [16, 18] . Therefore, the predictive model proposed in this study was constructed based on RBF ANN with the architecture composed of an input layer, hidden layer, and output layer. In this paper, the simulation process included eight steps as follows.
Step 1: Distributed the element of X = [x(1), x(2), . . . , x(p)] T to the input layer. Where, X was a matrix of inputting samples; p was the number of input samples.
Step 2: Calculated the inputs of the hidden layer;
where, hi j (k) was the inputs of the kth inputting sample in the jth node of hidden layer, k = 1, 2, . . . , p; w ij was the linkage weights between input layer and hidden layer. For the RBF ANN, the linkage weights between the input layer and the hidden layer were set to 1.
Step 3: Calculated the cluster centers {c 1 , c 2 , . . . , c h } and the parameter σ in the hidden layer;
For the RBF ANN, the outputs of the hidden layer were activated by a radial Gauss function G:
where, c i was the ith cluster center in the hidden layer; σ, also known as spread, was the smoothing parameter, · was the representative of the Euclidean norm. Thus, the cluster centers {c 1 , c 2 , . . . , c h } and the parameter σ was set to 1.0 initially in this study. The cluster centers {c 1 , c 2 , . . . , c h } were determined by the K-means algorithm. The operational procedures were as follows:
(1) An initial set of cluster centers {c 1 , c 2 , . . . , c h } was chosen from the inputs of hidden layer randomly; (2) Each of the input of hidden layer was assigned to its closest cluster center according to the Euclidean metrics; (3) New cluster centers were computed as the means of the Kth cluster; (4) If the position of any cluster center changed, return to (2), otherwise, stop.
Step 4: Calculated the outputs of the hidden layer;
The outputs of hidden layer were calculated based on a radial Gauss function G shown as Formula (2).
where, ho j (k) was the outputs of the kth inputting sample in the jth node of the hidden layer.
Step 5: Calculated the inputs and outputs of the output layer;
where, yi o (k) was the inputs of the kth inputting sample in the oth node of the output layer; yo o (k) referred to the output of the kth inputting sample in the oth node of the output layer; w io was the linkage weights between the hidden layer and the output layer; f (·) was the activation function in the output layer and the Sigmoid function was used as the activation function in this study. Thus, the outputs of the output layer could be calculated:
Step 6: Updated the linkage weights between the hidden layer and the output layer.
The linkage weights between the hidden layer and the output layer were amended according to Formulas (8) and (9) . w N+1 io
where, α referred to the momentum factor, α and η referred to the learning speed, and both of them could accelerate the convergence rate of RBF ANN. The initial value of parameter α was set to 0.9 and η was adaptive in this study.
Step 7: Calculated global error E G .
where, E = 1 2
2 was the cost function to measure errors.
Step 8: Checked whether the error of the model met the goals.
If either the error was acceptably small or other terminating conditions occurred, the model stopped. Else, return to step 2 for the next round of learning until the goals were reached.
Results and Discussion
In order to reveal the effects of the factors affecting the estimating performance of the models, including volume of training dataset, quantity of hidden neurons, parameter σ in the hidden layer, and momentum factor α, a series of experiments were conducted. Various models were tested by the same dataset randomly extracted from the dataset illustrated in Table 4 . The testing dataset in this study in shown in Table 5 . Figure 2 and Table 1 .
After the model was tested, d ij were calculated according to Formula (10), which was defined as the absolute deviation between Y ij and Y' ij . D was defined as a matrix composed of d ij according to formula (11) . MSED referred to mean square error of D, which was utilized to evaluate the predictive precision of the models.
where, Y ij and Y' ij were respectively defined as the estimated output data and the expected output data of the ith inputting sample in the jth node of output layer.
Effects of Volume of Training Dataset
Since the training dataset was one of the key factors affecting the performance of the RBF ANN model, five various training datasets with 100, 120, 140, 160, and 180 samples, respectively, were established in order to investigate the effects. For each training dataset, the data were extracted randomly from the remaining data in the dataset shown in Table 4 . Then, an RBF ANN model with 4 input neurons, 20 hidden neurons, and 8 output neurons were trained by the five sets, respectively, using the same parameter σ (σ = 1.0) in the hidden layer and momentum factor α (α = 0.9). After being well-trained, the five models were tested by the datasets shown in Table 5 . Figure 5 illustrates the MSED of the five models. It can be easily seen that the MSE dropped as the volume of training datasets increased from 100 to 180. Among the five models, the MSED of the model trained by 180 samples was the lowest. From the perspective of MSED, the precision of the models grew with the increase in training samples. It means that the more trained data the models learned, the stronger were their estimating ability.
the model trained by 180 samples was the lowest. From the perspective of MSED, the precision of the models grew with the increase in training samples. It means that the more trained data the models learned, the stronger were their estimating ability. 
Effects of the Quantity of Hidden Neurons
Quantity of neurons in the hidden layer had great impact on the performance of the RBF ANN. Generally, the precision of the RBF ANN could be improved as the quantity of the hidden layer increased. However, too many neurons in the hidden layer will prolong the convergence rate of the RBF ANN, and even lead to failure to train the model. In order to determine the optimum number of hidden neurons, multiple experiments were executed. Twelve RBF ANN models with various hidden layer were constructed firstly. The quantity of hidden neurons were 60, 65, 70, 71, 72, 73, 75, 80, 85, 90, 95, and 100, respectively. The parameter σ and α were still set to 1.0 and 0.9. Afterwards, the twelve models were trained by the same dataset with 180 samples. Finally, they were tested with the dataset in Table 5 .
The MSED of the models with various hidden layers are shown in Table 6 . When the quantity of the hidden neurons increased from 60 to 72, the MSED declined gradually, while rising gradually as the quantity of the hidden neurons increased from 72 to 90. From 90 to 100, the MSED descended again. Overall, the MSED of the model with 72 hidden neurons has the minimum value relatively. Therefore, it could be considered that the precision of the RBF ANN model reached its maximum when the quantity of neurons in the hidden layer was 72. 
Effects of the Parameter σ in the Hidden Layer
In the hidden layer of the RBF ANN, since the outputs were activated by Formula (2), the parameter σ should have influenced the estimating performance. Based on the findings of Sections 3.1 and 3.2, thirteen RBF ANN models with four inputs, 72 hidden neurons, and eight outputs were built for further study. The only difference among them was the parameter σ, which were 0.001, 0.005, 0.008, 0.01, 0.011, 0.012, 0.013, 0.015, 1, 1.25, 1.67, 2.5, and 5, respectively. After being well-trained and tested, the models were compared according to MSED. Table 7 shows the MSED of the thirteen models. As σ altered from 0.001 to 5, the MSED presented a tendency to descend first and then rise. When σ was at 0.012, MSED came to the minimum. Thus, the optimum value of σ was determined. 
Effects of the Momentum Factor α
In order to find how the momentum factor affected the RBF ANN model in this study, ten kinds of α were selected between 0.1 and 1, and they were 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 1. The RBF ANN model constructed based on the findings of Section 3.3 were trained ten times according to the α selected. Although the α was changing, MSED was almost invariant. The running time of the model expended gradually with the increase of α. Table 8 shows the MSED of three predictive models, which were the RBF ANN model with the optimum performance constructed in this study, the BP ANN model, and the linear regression model. For each anthropometric measurement, the MSED of RBF ANN model was less than that of the other two models, which meant that the estimating performance of the RBF ANN model was better than the others. 
Comparison with Linear Regression Model and BP ANN Model
Application of the Body Dimensions Estimated by RBF ANN Model
In order to verify the model presented in this study, tight-fitted active leggings patterns making was taken for use as a case study. Due to tight fitness, the outputted body dimensions could be used as pattern dimensions of active leggings.
The application process in this study in illustrated in Figure 6 , as follows: Initially, anthropometric data of a subject were selected randomly. The subject's stature was 171.8 cm, waist girth was 68.9 cm, abdomen girth was 77.2 cm, and hip girth was 88.9 cm. Therefore, the input vector x = (171. 8 Sequentially, the body dimensions generated by the RBF ANN model were employed to making the patterns of active leggings. Then, the patterns were joined together into 3D active leggings by virtual stitching technology.
Finally, the stitched leggings were tried on by a virtual avatar to evaluate the fitness. The available evidence lent support to the view that the proposed RBF ANN model could estimate the body dimensions related to active leggings pattern making efficiently and precisely. The predictive accuracy would be further improved by more training data. 
Conclusions
In order to meet the personalized requirements of consumers in the internet era, this study has proposed a new neural networks method based on RBF ANN for garment pattern making, especially for tight-fitted garments, which is less time-consuming and more accurate than current methods. The key factors affecting the models, such as volume of the training dataset, quantity of hidden neurons, spreading parameter σ, and momentum factor α, were analyzed. After multiple experiments, the optimum parameters were determined. When spreading parameter σ and momentum factor α were set to 0.012 and 1, the RBF ANN model with four inputs, 72 hidden neurons, and eight outputs could reach the maximum accuracy, after being trained by the dataset with 180 samples. Compared with the traditional linear regression model used in the apparel industry, the RBF ANN model was superior on predictive precision contributing to its outstanding non-linear mapping capacity. The 
In order to meet the personalized requirements of consumers in the internet era, this study has proposed a new neural networks method based on RBF ANN for garment pattern making, especially for tight-fitted garments, which is less time-consuming and more accurate than current methods. The key factors affecting the models, such as volume of the training dataset, quantity of hidden neurons, spreading parameter σ, and momentum factor α, were analyzed. After multiple experiments, the optimum parameters were determined. When spreading parameter σ and momentum factor α were set to 0.012 and 1, the RBF ANN model with four inputs, 72 hidden neurons, and eight outputs could reach the maximum accuracy, after being trained by the dataset with 180 samples. Compared with the traditional linear regression model used in the apparel industry, the RBF ANN model was superior on predictive precision contributing to its outstanding non-linear mapping capacity. The proposed RBF ANN model had a simpler structure with higher estimating accuracy than the BP ANN model. With the approaching digital customization era in the apparel industry, it is feasible to adopt the RBF ANN model proposed in this study for a computer-aided body dimension auto-generation system, which could promote the accuracy and efficiency of pattern designers and improve the fitness of garments significantly.
Since the presented RBF ANN model in this study was trained by a dataset consisting of 200 subjects only, the accuracy of the model could be further improved. Apart from the sample capacity, the factors influencing body dimensions such as age, race, and geographical areas should be considered in future work. Although the approach proposed in this study was concentrated on making tight fitting garment patterns like active leggings, and it could also be applied in pattern dimension prediction of other garments with different fitness. In the future, through inputting more learning data from experienced pattern makers, the proposed model could be used by pattern makers lacking in related expertise and experience.
