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ABSTRACT
The major objective of the research was to investigate the relationship between 
juvenile abundance indexes (JAIs) for anadromous blueback herring (Alosa aestivalis) and 
abiotic factors (river flow and temperature) during the spawning and nursery period. This 
was accomplished by investigating relationships between years, using annual JAIs, and 
within years, using cohort early life history information obtained from JAI monitoring. 
Accomplishing this objective required the evaluation of the JAI methodology, specifically 
the effect of phototactic behavior on availability to the sampling gear, and obtaining 
population dynamics information (hatch dates, growth, natural mortality) during early life 
history from otolith microstructure analysis.
Diel changes in the surface (1.5 m) availability of juveniles in relation to water 
column light intensity in Virginia's tidal rivers were evaluated with weekly daytime, 
nighttime, and intensive sunset sampling (including their prey) with a pushnet. Mean 
catch-per-unit effort (CPUE) at night was one to two orders-of-magnitude higher than 
daytime mean CPUE. Availability dramatically increased approximately 30 minutes after 
sunset when intensity was 10'2 to 10'3 uEJm2/s. After the occurrence of this isolume, 
consecutive catches were order independent and varied without trend. A corresponding 
change in availability of prey did not occur, indicating that juveniles migrate to surface 
water in a specific isolume and not as a response to prey movement.
Sagittae from juveniles collected in the Rappahannock River during 1991 and 1992 
were examined to determine age, hatch dates, and cohort growth and mortality rates. 
Back-calculated growth rates and widths of daily increments in relation to abiotic factors 
were examined with linear regression and time series analysis. The 1991 hatch date 
frequency distribution was symmetrical (24 April through 6 June, peaking on 10 May).
The 1992 distribution occurred later in the season and was bimodal (1 May through 26 
June, with modal peaks on 16 May and 16 June). Seasonally high river flow and low 
water temperature in 1992 were associated with later larval emergence, reduced relative 
abundance, depressed growth, and increased mortality compared to 1991. These data 
indicate that the 1992 hatch frequency distribution was bifurcated by a major runoff event 
in early June. Results suggest that high river flows during the early larval period increase 
turbidity and reduce prey visibility, potentially causing depressed growth and starvation of 
newly hatched larvae.
The effects of seasonal and monthly abiotic factors on annual (1979-95) JAIs for 
the Pamunkey and Mattaponi Rivers were evaluated with correlation and multiple linear 
regression analysis. The pattern in annual JAIs between rivers was similar (r = 0.76), 
suggesting a common factor controlling year-class strength. No linear or nonlinear 
relationship, however, was evident between any of the abiotic factors and the JAIs. All 
correlation and multiple regression analyses failed to reject (P > 0.05) the hypothesis of no 
effect. While the statistical power to detect a strong effect was high (> 0.80), the power 
to detect weak effects was low, perhaps because of limited sample size. There was no 
apparent strong effect of abiotic factors on JAIs; for the observed variance, detection of a 
weak effect would require 25 or more years of data.
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Contributions to the Life History of 
Juvenile Blueback Herring {Alosa aestivalis): 
Phototactic Behavior and Population Dynamics
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GENERAL INTRODUCTION
The blueback herring, Alosa aestivalis, and the alewife, A. pseudoharengus, are 
anadromous members of the family Clupeidae and are collectively called river herring. 
Both species are found in rivers, estuaries, and coastal waters along the Atlantic coast of 
the United States and Canada. In the southern portion of their range, which includes the 
Chesapeake Bay region, the blueback herring is more abundant. Since Colonial times, the 
spring migration of river herring to natal freshwater habitats has supported a directed 
commercial fishery. In Virginia, this fishery has historically ranked near the top in terms of 
both landings and monetaiy value. Like most commercial fisheries, historical landings 
have widely fluctuated (ASMFC, 1990a). Since the early 1970's, river herring landings in 
Virginia have been in a period of drastic decline (Figure 1).
Causation of the decline is not known; however, numerous theories have been 
proposed. These include over-fishing, habitat degradation, year-class failure due to 
catastrophic events (e.g., 1972 Tropical Storm Agnes), and restriction from historical 
spawning grounds by dams (ASMFC, 1985a and 1990a; Loesch and Atran, 1994;
Rulifson, 1994; Hightower et al., 1996). Although theories on recruitment failure abound, 
specific studies on reasons for recruitment failure in Alosa are extremely limited and, for 
the blueback herring, virtually nonexistent.
The Atlantic States Marine Fisheries Commission (ASMFC), recognizing the crisis 
in the American shad (A. sapidissima) and river herring fishery, proposed a Fishery 
Management Plan in 1985 (ASMFC, 1985a). The plan specified several objectives, 
among which was a call for research programs to produce data needed for the 
development of scientifically rigorous management recommendations. These 
recommendations included establishing sustainable and acceptable yields, the preservation 
of acceptable stock levels, and optimum use of those stocks. Specific research needs were
7
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proposed by the Shad and River Herring Management Board in 1985 and included in a 
supplement to the fishery management plan (ASMFC, 1988). Among the priority data and 
information needs, the following was included:
"Develop and implement programs to establish indices o f juvenile alosid 
abundance in different drainage systems along the East Coast. A juvenile index, 
i f  properly calculated and validated, permits regulations to be altered as stock 
status changes, and can be used in evaluating factors that influence year class 
success. "
Since 1979, the VTMS anadromous fisheries research program has been collecting 
data on the annual relative abundance of juvenile Alosa in the Pamunkey and Mattaponi 
Rivers (Dixon et al., 1996). The data are used to develop annual juvenile abundance 
indexes (JAIs) for blueback herring, alewife, and American shad (A. sapidissima). The 
long-term objectives of this program include:
•  Assessment of the utility of JAIs, over a large range in stock sizes, as a surrogate 
for actual year-class recruitment in stock-recruitment models.
•  Determination of common patterns of change in species- specific JAIs within 
rivers.
•  Determination of common patterns of JAIs among rivers.
The research discussed herein directly addresses the long-term objectives of VIMS’ 
juvenile Alosa program and the research needs recommended in the ASMFC Shad and 
River Herring Management Plan. The research focused on the blueback herring because it 
is the most abundant Alosa species in Virginia tidal rivers in both the commercial fishery 
and in the juvenile sampling program. The major objective of the research was to 
investigate the relationship between JAIs and abiotic (i.e., hydrographic and meteorologic) 
factors during the spawning and nursery period. This was accomplished by investigating
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4relationships between years, using the Institute's annual JAIs, and within years, using 
cohort early life history information obtained from JAI monitoring. Accomplishing this 
objective required the evaluation of the JAI methodology and obtaining population 
dynamics information (hatch dates, growth, natural mortality) during early life history 
from otolith microstructure analysis.
The research used JAI data collected in Virginia's tidal rivers, including the James, 
Pamunkey, Mattaponi, and Rappahannock Rivers. Data were collected from all four 
rivers during 1991 and 1992, and from the Pamunkey and Mattaponi Rivers from 1979 
through 1995. Evaluation of the JAI methodology focused primarily on how the 
phototactic behavior of juveniles effects their availability to the JAI sampling gear.
Results of this research are presented in Chapter 1. Research results provide new 
information on juvenile phototactic behavior, provide refinements in the JAI sampling 
methodology, and verify that JAI data based on nighttime sampling minimizes the variance 
in sampling results.
Early life history population dynamics data was obtained by applying the otolith 
microstructure analysis technique to samples collected from JAI monitoring in the 
Rappahannock River in 1991 and 1992. Cohort population dynamics were analyzed in 
relation to short-term abiotic conditions during the hatch and larval through early juvenile 
development periods. Results of this research are presented in Chapter 2. Research 
results provide previously unavailable life history information (hatch dates and frequency, 
growth rates at age, and natural mortality rates), support the recruitment hypothesis that 
year-class strength is largely determined by abiotic conditions during the spawning and 
nursery period, and demonstrate the utility of the JAI program.
The recruitment hypothesis that year-class strength is largely determined by abiotic 
conditions during the spawning and nursery period was further investigated by using JAI 
data collected from the Pamunkey and Mattaponi Rivers from 1979 through 1995. This 
analysis included evaluating the JAI data to verify the methods for estimating annual 
indexes and to determine if sufficient sampling precision existed to discern weak and 
strong juvenile year-classes. Results of this research are presented in Chapter 3. Research
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results further support the JAI program methodology by demonstrating its ability to 
identify strong and weak year classes. Results also provide new information on the 
relationship between river system hydrodynamics and year-class strength, although further 
support for the recruitment hypothesis was not demonstrated.
The research was undertaken with an awareness of criticism (Rothschild, 1986; 
Walters and Collie, 1988) on the use of correlation analyses when studying year-class 
strength fluctuations. This criticism focuses on the ease of finding significance (type I 
error) when correlating a relative abundance time-series with numerous independent time- 
series data on environmental conditions. Despite this criticism, a conceptual model 
(Austin and Ingham, 1978; Rothschild, 1986; and Tyler, 1992) that provides justification 
for the selection of independent variables, makes correlation analysis a useful tool for 
revealing patterns and formulating advanced hypotheses that can be tested (Kope and 
Botsford, 1988). Furthermore, when relationships between abiotic factors and year-class 
success are reported for a species, such as for blueback herring and alewife in the Saint 
John River, New Brunswick (Jessop, 1994) and for American shad in the Connecticut 
River (Crecco et al., 1986), the relationship should be tested in other systems. Only in this 
way can we find if relationships are consistent, if alpha errors were incurred, or if the 
relationship is different or more complex given different life history parameters and abiotic 
conditions in other localities.
The following discussions present an overview of the general state of knowledge 
on the life history and population dynamics of the blueback herring and issues relevant to 
the research undertaken. Data gaps, required data assessments, and general research 
approaches are briefly discussed. Detailed literature reviews directly related to the 
research efforts undertaken are provided in the introductory sections to each chapter.
Life History
Blueback herring range from Nova Scotia and northeastern New Brunswick to 
Florida (Bigelow and Schroeder, 1953). In the U.S., blueback herring and alewife are 
collectively called river herring and alewife or gaspereau in Canada. In both countries.
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commercial landings are reported as alewife. Collective reference to the two species 
stems from similarities in their appearance, times of spawning, methods of capture, and the 
frequent juxtaposition of spawning grounds (Loesch, 1987). Adults and juveniles are 
generally distinguished based on eye diameter, body depth, and peritoneum color. The eye 
diameter, relative to the distance to the tip of the snout, and body depth of the alewife is 
greater than the blueback herring. The alewife peritoneum is pale while the blueback 
herring peritoneum is generally black or occasionally soot grey with darker spots (Bigelow 
and Schroeder, 1953; Hildebrand, 1963; Lippson and Moran, 1974). Other separating 
characteristics such as scale and otolith patterns, fin ray and myomere counts, genetic 
differences, and other morphometric and meristic features are discussed in detail in 
Lippson and Moran (1974), Loesch (1987), and Bozeman and Van Den Avyle (1989).
The general life history of the anadromous blueback herring has been discussed in 
detail in Bozeman and Van Den Avyle (1989). Their life history in freshwater habitats 
was discussed in detail by Loesch (1987). This information is summarized below as it 
pertains to the Chesapeake Bay region. Blueback herring appear to return to natal rivers 
for spawning, as suggested by morphometric and meristic differences among fish from 
different systems (Messieh, 1977), the establishment or reestablishment of spawning runs 
after gravid fish are placed in ancestral or new systems (Belding, 1920; Bigelow and 
Welsh, 1925; Havey, 1961), and olfaction experiments (Thunberg, 1971).
The onset of spawning migrations and egg deposition is temperature controlled 
(and thus it varies with latitude). They begin their migrations to freshwater habitats as 
water temperatures approach 10 °C and peak spawning occurs between temperatures of 
10° and 15 °C (Loesch and Lund, 1977; Loesch, 1987). In the Chesapeake Bay region, 
spawning migrations generally begin in March, peak in April, and last as late as early May 
depending on temperatures (Blumberg et al., 1992). Uzee and Angermeier (1994) 
reported that blueback herring spawned from 13 April to 13 May at water temperatures of 
13.8° to 21.5 °C in Occupacia Creek, a tributary of the Rappahannock River in Essex 
County, Virginia. After spawning, adults return to the sea and migrate to summer feeding 
grounds in the western North Atlantic.
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Sismour (1994) reported that in 1989 and 1990, river herring eggs were present 
in Pamunkey River tidal freshwater areas beginning in late March and lasting through 
May. River herring eggs are morphologically indistinguishable; i.e., egg occurrence by 
species could not be determined. Herring egg occurrence within and between 9.3-km 
strata in the tidal freshwater area was highly variable. Sismour (1994) reported that river 
herring yolk-sac larvae were captured in the Pamunkey River from late March through 
May. He also reported that yolk-sac larvae were slightly more abundant upstream while 
the abundance of early preflexion larvae was similar between strata. Hatch dates, based 
on otolith microstructure analysis, generally occurred from mid-April to mid-May.
Growth of larval river herring between 3 and 14 days averages 0.47 mm/d in tidal creeks 
and 0.35 mm/d in the mainstem river.
Metamorphosis occurs when larvae are approximately 20 mm TL (Lippson and 
Moran, 1974; Sismour, 1994). In Chesapeake Bay tributaries, juveniles remain in tidal 
freshwater nursery areas in spring and summer. During summer, when low river flows 
allow the encroachment of saline water, juveniles exhibit an upstream movement 
(Warinner et al., 1970; Loesch and Lund, 1977; Loesch, 1987). Details on the 
distribution, growth, selective feeding, and energy transformation of juvenile blueback 
herring in the James River, Virginia are presented in Burbidge (1972 and 1974). Juveniles 
fed primarily on copepods and cladocerans with selection strongest for adults copepods 
and weakest for copepod nauphlii. Feeding occurred only during daylight, beginning at 
sunrise with a maximum at sunset. Weaver (1975) presents a similar review for juvenile 
alewife in the James River. As water temperatures decrease in the fall, the juveniles move 
downstream as the first stage of their seaward migration. Some juveniles will remain in 
deep estuarine waters or the immediate coastal areas through winter (Hildebrand and 
Schroeder 1928; Milstein 1981).
Information on juvenile migration or movement to the adult stock is nonexistent.
It is assumed, however, that they join the adult stock within the first year of their lives and 
begin the annual north-south seasonal migration along the Atlantic coast, as described for 
the American shad (Leggett, 1973). Spawning migration to natal rivers may begin at age
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three; however, as reviewed by Loesch (1987), the composition of virgin spawners is 
strongly dominated by age-four fish and recruitment to the matured population is 
essentially completed by age five.
Although there is considerable general information on life history characteristics of 
juvenile blueback herring, there are notable data gaps. While Sismour (1994) provided 
valuable information on hatch dates, distribution, and growth of larval river herring using 
otolith microstructure analysis, early life history information specific to blueback herring 
could not be collected. Previous growth studies and estimates of natural mortality for 
juvenile blueback herring have also been complicated by the phenomena of early migration 
of juveniles from the nursery grounds (Loesch, 1969; 1987). Early migration has also 
been reported for juvenile alewives (Richkus, 1974a) and for American shad (Marcy,
1976). This early migration phenomena can result in an apparent decrease in the growth 
rate, or even an apparent "negative growth rate" with an obseived decrease in mean length 
estimates. Early migration can also result in overestimation of natural mortality as it 
artificially depresses the descending limb of survivorship curves. These problems, 
however, can be overcome using daily growth rings on otoliths to estimate age, growth, 
and natural mortality (Pannella, 1971; Crecco et al., 1983; Essig and Cole, 1986; Savoy 
and Crecco, 1987). Research in this area is discussed in Chapter 2.
JAIs as Management Tool
Estimates of juvenile abundance are widely used as predictors of future year-class 
strength (recruitment) of commercially important species (Peterman et al., 1988; Gulland, 
1989; Walters, 1989; Bradford, 1992; Rago et al., 1995). JAIs are also frequently a 
critical component of interstate fisheries management programs (ASMFC, 1985b;
ASMFC, 1990b; Rago et al., 1995). The use of a JAI as a management forecasting tool is 
based on the general belief that differential mortality during the larval stage leads to 
recruitment variability (Rago et al., 1995). After the larval stage, differential mortality has 
stabilized and future recruitment is reflected in juvenile abundance. This belief is founded 
on the "critical period" hypothesis as first proposed by Hjort (1914), and expanded by
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Cushing (1991).
While considerable data on juvenile Alosa abundance in various East Coast river 
systems exists, most of the time-series of JAIs have not been validated against relative 
abundance of adults in subsequent spawning runs, as was accomplished for striped bass in 
the Maryland waters of the Chesapeake Bay (Goodyear, 1985). Available information to 
support validation, however, is promising. Strong positive correlations (r > 0.80) 
between juvenile relative abundance and future recruitment to the fishery have been 
reported for alewife in Maine (Havey, 1973) and for American shad in the Connecticut 
River ( Leggett, 1977; Crecco et al., 1983).
Preliminary analysis of the relationship between alewife and blueback herring JAIs 
for the Pamunkey and Mattaponi Rivers and subsequent pound net landings of river 
herring in the York River have also yielded promising results. Loesch and Dixon (1996) 
reported that species-specific and combined river herring JAIs for the Pamunkey and 
Mattaponi Rivers were correlated to the recruitment of their respective year-classes to the 
pound net fishery (r > 0.75). Although results were preliminary, the relationships suggest 
that the JAI is determined after year-class strength is established and that JAIs may be a 
reasonable measure of future recruitment to the fishery. The utility of JAIs in spawner- 
recruit models could not be evaluated, however, due to the limited spectrum of stock 
densities during the study period.
The research conducted herein further evaluated several of the design features of 
the Institute's Alosa JAI monitoring program, specifically relating to measuring the annual 
relative abundance of juvenile blueback herring. The role of light in controlling availability 
of juveniles to the sampling gear, the relation between annual indexes and nursery zone 
dynamics, and the relative precision in JAIs, as measured by the ability to discern strong 
and weak year classes, were all evaluated. This analysis was required to demonstrate the 
utility of the JAI data toward accomplishing the primary research objective: i.e., assessing 
the influence of abiotic factors during the spawning and nursery period on recruitment 
variability as measured by annual JAIs.
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Diel Vertical Migration
A detailed review of the role of light in the marine environment and its influence on 
diel vertical migration of fish is presented in Blaxter (1966), Woodhead (1966), and more 
recently Neilson and Perry (1990). Blaxter and Hunter (1982) specifically reviewed 
available information on the vertical migration patterns of clupeids. Light intensity 
thresholds that control feeding and schooling behavior have been demonstrated for many 
teleosts. It is now generally recognized that vertical distribution and migration are a 
response to occupying and following a preferred isolume of light intensity. Within this 
isolume, the conflicting demands of foraging and predator avoidance are balanced (Munk 
et al., 1989; Higgs and Fuiman, 1996).
While information on the role of light in controlling the vertical distribution of 
pelagic fish in the open ocean is extensive, similar information for pelagic fish in estuarine 
waters, and anadromous Alosa specifically, is extremely limited and often contradictory. 
Studies conducted prior to 1980 (Warinner et al., 1970; Burbidge, 1974) found greater 
availability of juvenile blueback herring in surface water as compared to mid-water depths 
during daytime sampling. Loesch et al. (1982) and Jessop (1990a), however, both 
reported that near-surface pushnet catches of juvenile Alosa were greater at night than 
during the day. Loesch et al. further suggested that juveniles were negatively phototropic 
and, as a result, engaged in diel vertical migration in response to changes in light intensity.
Phototactic behavior has significant ramifications on fisheries research (Blaxter and 
Parrish, 1965; Loesch et al., 1982; Neilson and Perry, 1990; Luecke and Wurtsbaugh,
1993; Nash et al., 1994). These they include potential errors in estimating relative 
abundance when variability due to phototactic behavior is not controlled or, at least, 
minimized during sampling surveys. Because of the findings of Loesch et al., all sampling 
in the VIMS juvenile Alosa monitoring program has been conducted during nighttime 
hours.
The research described herein (Chapter 1) expanded the research on phototactic 
behavior of juvenile blueback herring initiated by Loesch et al. (1982). The comparison of 
day and night sampling results was spatially and temporally expanded and daytime
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availability in response to measured light intensity was directly investigated. In addition, 
the relationship between availability and rapid changes in illumination that occur at sunset 
was also investigated. Results provide new information on phototactic behavior of 
juvenile blueback herring and criteria for sampling that reduce errors in JAIs. Results also 
demonstrate that the JAIs used to test the recruitment hypothesis (Chapters 2 and 3) were 
developed with a methodology that maximized their availability to the sampling gear and 
minimized the sampling variance.
Recruitment Studies
Variability in recruitment is believed to be the major cause of fluctuations in 
abundance of most exploited fish populations (Sissenwine, 1984; Houde, 1987 and 1989a; 
Cushing, 1991). The cause of recruitment variability is generally believed to result from a 
combination of biotic (e.g., spawning stock size, competition, predation) and abiotic (e.g., 
hydrographic and meteorologic conditions) factors during early life history. Variability in 
recruitment, however, has seldom been adequately explained by consideration of biotic 
factors alone (Houde, 1989a). As discussed by Houde (1989a) and Cushing (1991), 
abiotic sources of mortality during the larval stage of fishes seem to predominate, leading 
to fluctuations in abundance. This early life history period, when differential mortality is 
critical to the establishment of year-class strength, was first proposed by Hjort (1914). 
Abiotic sources of mortality arise from both episodic short-term (e.g., days) and subtle 
long-term changes in environmental conditions, primarily climatic factors. These changes 
lead to starvation, disease, or predation during early larval development.
The relationship between year-class strength and hydrographic and meteorologic 
variables have been shown for many pelagic and coastal ground fishes, as reviewed by 
Cushing (1991). Recent advances in otolith microstructure analysis have also allowed the 
retrospective examination of early life history to support recruitment studies (Secor et al.,
1995). Studies are now conducted on hatch dates, daily and seasonal growth patterns, 
and mortality rates. The importance of abiotic factors in influencing early life history 
dynamics and establishing year-class strength based on otolith microstructure analysis has
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now been reported for many teleosts (e.g., Houde, 1989a; Yoklavich and Bailey, 1990; 
Pepin, 1991; Woodbury et al., 1995; Fossum and Moksness, 1995).
Available information suggests that recruitment variability in anadromous fish is 
strongly influenced by abiotic conditions during the spawning and early larval development 
period (Rothschild and Dinardo, 1987). The number of studies, particularly for Alosa 
species, however, have been extremely limited. Studies on American shad have shown a 
strong linkage between year class variability and abiotic conditions, particularly river flow 
and water temperature, during the spawning and early larval development period (Crecco 
et al., 1983 and 1986; Crecco and Savoy, 1984 and 1987a; Summers and Rose, 1987). 
Sismour (1994) observed a rapid decline in the abundance of early preflexion river herring 
larvae associated with high Pamunkey River flow in 1989. He suggested that the decline 
was potentially the result of starvation due to increased turbidity and reduced prey 
visibility.
Similar information specifically for blueback herring is limited to the research of 
Jessop (1994). He showed a link between environmental variables in the Saint John River, 
New Brunswick, Canada and juvenile relative abundance, daily instantaneous mortality, 
and instantaneous growth rates. Jessop reported that relative abundance decreased and 
daily instantaneous mortality increased with mean July-August river discharge. His results 
are limited, however, because 'cause and effect' were only inferred. Physiological, 
behavioral, and ecological linkages through which environmental factors influence 
blueback herring recruitment were not demonstrated, as recommended by Walters and 
Collie (1988).
The research discussed herein further examined the relationship between annual 
blueback herring JAIs and abiotic conditions during the spawning and larval development 
period. Complimentary approaches, similar to the experimental design employed by 
Crecco and Savoy (1984 and 1985), were used to test the recruitment hypothesis. 'Within 
year1 relationships between short-term time series of abiotic factors and abundance, 
growth, and mortality of Rappahannock River juvenile cohorts collected in 1991 and 1992 
were investigated based on otolith microstructure analysis. Time series generated from
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otolith microstructure analysis provide the physiological, behavioral, and ecological 
linkages through which environmental factors influence survival (Secor et al., 1995). 
Detailed information on the otolith microstructure analysis technique and its use in testing 
recruitment hypotheses, research methods, and results is presented in Chapter 2. "Between 
year1 relationships were investigated using the annual JAIs for the Pamunkey and 
Mattaponi Rivers during the period 1979 to 1995. Detailed information on the use of 
long-term time series for testing recruitment hypotheses, research methods, and results is 
presented in Chapter 3.
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Figure 1. Commercial river herring landings in Virginia, the Atlantic Coast, and by foreign fleets: 
1920-1995 (Source: ASMFC,!985a; VMRC, 1986-1996; NMFS, 1994).
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Chapter 1.
Effects of Light Intensity on the Availability of 
Juvenile Blueback Herring {Alosa aestivalis) to a Pushnet
15
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ABSTRACT
Diel changes in the surface (1.5 m) availability of juvenile blueback herring (Alosa 
aestivalis) in relation to water column light intensity were evaluated in Virginia's tidal 
rivers in 1991 with weekly daytime and nighttime sampling with a bow-mounted pushnet. 
Continuous sampling of juveniles and their zooplankton prey, between 1.5 hours before 
and after sunset, was also performed to assess fine-scale changes in availability, determine 
the threshold isolume that maximizes their availability, and assess whether the change in 
availability is due to prey movement. Availability during daytime was extremely limited. 
There was no significant (%2, P > 0.05) difference in the frequency of daytime collection 
under clear and overcast sky conditions in comparisons within all rivers. The frequency of 
collection at low water column light intensities (< 10 z/E/m2/s) was, however, significantly 
(X2, P < 0.05) higher in all comparisons. Mean catch-per-unit effort (CPUE) at night in all 
rivers was one to two orders-of-magnitude higher than daytime mean CPUE. The 
coefficient of variation (CV) of mean CPUE at night was also considerably lower than 
during the day. Availability dramatically increased approximately 30 minutes after sunset 
when intensity was 10'2 to 10*3 wE/nr/s. After the occurrence of this isolume, consecutive 
catches were order independent and varied without trend. A corresponding change in 
availability of prey did not occur, indicating that juveniles migrate to surface water in a 
specific isolume and not as a response to prey movement. A light intensity of 10*2 to 10'3 
nE/m2/s may be a threshold that controls retinomotor responses to support selective 
feeding and schooling behavior. The importance of light in controlling the availability of 
target species to sample gear, and the importance of accounting for light in sampling 
design, are discussed.
16
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INTRODUCTION
The effects of light intensity on the catchability of juvenile anadromous Alosa 
species was reported by Loesch et al. (1982). Diel migratory activities were suggested 
based on significant changes in bottom trawl and surface pushnet catches during day and 
nighttime sampling. Furthermore, surface pushnet catches of blueback herring were 
associated with a sky-opacity index, suggesting that this species (or its prey) was 
negatively phototropic.
Since 1979, an annual survey of juvenile Alosa abundance has been conducted in 
the tidal freshwater nursery zones of the Pamunkey and Mattaponi Rivers (Dixon et al.,
1996). Sampling results are used to develop an annual juvenile abundance index (JAI) for 
blueback herring (^ 4. aestivalis), alewife (A. pseudoharengiis), and American shad (A. 
sapidissima). All sampling has been conducted during nighttime hours following the 
findings of Loesch et al. (1982). In 1991, as part of the annual survey, the role of light in 
controlling the availability of juveniles to JAI sampling gear was further evaluated (Dixon 
and Loesch, 1992). The research included an assessment of the feasibility of collecting 
JAI data during daytime hours and directed sampling to identify threshold isolumes that 
control availability following sunset.
A detailed review of the role of light in the marine environment and its influence on 
diel vertical migration of fish is presented in Blaxter (1966), Woodhead (1966), and, more 
recently, Neilson and Perry (1990). Forward (1988) presents a similar review for 
zooplankton. Blaxter and Hunter (1982) specifically reviewed available information on 
the vertical migration patterns of clupeoids. Light intensity thresholds that control feeding 
behavior (Blaxter, 1965; Blaxter, 1986; Batty, 1987; Munk et al., 1989; Batty et al., 1990) 
and for the maintenance of schools (All, 1959; Blaxter and Parrish, 1965; Whitney, 1969; 
Pavlov et al., 1972; Ryer and Olla, 1991; Higgs and Fuiman, 1996) have been shown for
17
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many teleosts. It is now generally recognized that vertical distribution and migration are a 
response to occupying and following a preferred isolume of light intensity, within which 
the conflicting demands of foraging and predator avoidance are balanced (Munk et al., 
1989; Higgs and Fuiman, 1996).
The role of light in controlling the feeding, schooling, and diel vertical migratory 
behavior of the various life stages of Atlantic herring has been extensively studied. Balls 
(1951), based on echo-sounding measurements in the North Sea, reported on their diel 
vertical movements and concluded that "herring instinctively require a modicum of 
darkness to be comfortable, and this condition varies with the depth of the water, causing 
variation in behavior." In a series of laboratory and field measurements, Blaxter (1964, 
1966, 1968, 1973) reported on the visual thresholds and spectral sensitivity of larval and 
juvenile herring. His experiments demonstrated feeding thresholds in accordance with 
specific light intensities. He noted that the rate of feeding proportionally decreased with 
the logarithm of light. Furthermore, he demonstrated that light requirements change with 
ontogenetic development, most importantly the age and physiology of the eye (Blaxter and 
Jones, 1967). A feeding threshold (i.e., when 10 percent are feeding) was observed for 
larval herring at 3x10‘3 wE/m2/sl and for juveniles at 2x1 O'4 yE/m2/s. Based on 
examination of the developing eye, Blaxter and Jones observed that larval herring possess 
only single cones and no rods. At metamorphosis (30-40 mm TL), however, the 
appearance of twin cones and rods increases visual acuity and reduces the feeding 
threshold. Blaxter (1973) suggested that herring frequent surface water at night to 
increase the time available for feeding and that the juvenile threshold of 2x10"* uE/wr/s
All literature-reported light intensities values were converted to units of wE/nr/s. 
As noted by Valiela (1984), the measurement of light intensity is reported in 
widely varying units. Photosynthesis is driven by photons, so the preferred light 
unit quantifying photons is the einstein (E), where 1 E = 1 mole of photons. Light 
unit conversions follow the rough conversions listed by Valiela (1984): 1 r/E/nr/s 
= 0.0187 ly (langley)/hr = 0.217 W(watt)/m2 = 51.2 lux = 4.78 ft candles, where I 
ly = 1 gm cal/cm2, 1 W = 107 ergs/s; 1 lux = 1 candle on 1 m2; 1 ft candle = a 
candle at 1 ft distance; all conversions refer to light in 400-700 nm, the range of 
wavelength that spans photosynthetically active radiation (PAR).
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occurred in surface water when the sun was 12 degrees below the horizon, or 
approximately 45 minutes after sunset or before sunrise.
Several researchers, also working with Adantic herring larvae and juveniles, 
confirmed and refined the early work of Blaxter. Stickney (1972), based on controlled 
laboratory experiments, observed that juvenile herring exhibited maximum locomotor 
activity at 2 wE/nr/s, a level close to the natural illumination at the water surface at sunset. 
In a laboratory study, Batty (1987) also noted that the proportion of larvae swimming 
increased with increasing light illumination and changed with age. He observed that at a 
light intensity of 2xl0‘3 wE/nr/s, 93 percent of larvae were swimming in a horizontal 
orientation while in darkness, larvae spent all their time sinking or swimming vertically. 
Munk et al. (1989), based on field observations, reported that during daytime hours the 
vertical abundance of herring larvae and their potential food was not correlated. They 
concluded that the daytime vertical distribution of herring larvae in calm weather is mainly 
determined by feeding conditions: larvae move to depths where light is sufficient for 
feeding and refinement within that zone is made according to a compromise between 
optimal light conditions for feeding and optimal prey densities.
Detailed research on the role of light in controlling the behavior of estuarine and 
anadromous fish has been largely limited to juvenile Pacific salmon (Oncorhynchus sp). 
Hoar (1953, 1956), Neave (1955), and McDonald (1956) have shown that as light 
intensity decreases at dusk, the fry and juveniles of anadromous Pacific salmon rise to the 
surface and either swim with the current or are displaced downstream. Ali (1959), in 
laboratory studies working with anadromous Pacific salmon fry, reported on diel 
movement in response to light and its control on initiating downstream outmigration in 
relation to development of retinomotor responses. He presented evidence to show that 
when light intensity falls below the cone thresholds of 2x1 O'2 to 2x1 O'1 r/E/nr/s the eyes of 
fiy and smolts commence to dark-adapt and they begin a migration to surface water. He 
also showed that schools of juveniles disperse and feeding stops in total darkness and in 
light intensities lower than the rod threshold of 2x1 O'5 wE/nr/s. Feeding between the rod 
and cone thresholds, however, was observed in direct proportion to the logarithm of light
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intensity. Ali's observations were later confirmed in a laboratory study by Brett and Groot 
(1963) working with juvenile coho salmon (0 . kisutch). They observed that the feeding 
rate of juveniles decreased below 2xl0*3 i/E/nr/s in proportion to the log of the light 
intensity and completely stopped at I O'6 wE/nr/s.
Information on the role of light in controlling the behavior of the various life- 
stages of anadromous Alosa is limited. Saila et al. (1972) reported that adult migration 
behavior at a fishway was harmonic with diurnal periodicity and that incident solar 
radiation was more instrumental in determining instantaneous changes in activity of 
alewife (A. pseudoharengtis). Richkus and Winn (1979), based on laboratory 
observations using photocell measurements of activity of adult and juvenile alewives, 
showed activity to be strongly diurnal, corresponding to field observations (Richkus, 
1974b), with activity primarily under control of exogenous light cycles. No evidence of 
endogenous diurnal activity cycles was observed in any of the experiments. The findings 
of Loesch et al. (1982) on the effects of light intensity on the catchability of juvenile 
anadromous Alosa species was previously mentioned. Kelso and Ney (1985) reported on 
nocturnal surface foraging by alewives in reservoir coves. Jessop (1990a) reported that 
near-surface pushnet catches of juvenile blueback herring, although greater at night than 
during the day, did not exhibit a strict negative phototropism. Juvenile alewives, however, 
were noted to be completely absent from near-surface waters during daylight. Jessop 
(1990a) noted that low power of statistical tests due to high sampling variability and low 
sample sizes precluded conclusions about diel processes.
The previous information demonstrates the importance of light in controlling the 
feeding, schooling, and vertical migration behavior of pelagic fish. Behavioral patterns in 
response to light intensity have significant implications to field surveys that attempt to 
measure relative abundance or collect life history information (Konstantinov, 1964;
Blaxter and Parrish, 1965; Loesch et al., 1982; Neilson and Perry, 1990; Luecke and 
Wurtsbaugh, 1993; Nash et al., 1994). Field experiments described herein were designed 
to investigate the role of light in controlling the surface availability of juvenile blueback 
herring to JAI sampling gear. The role of light in controlling the availability of primary
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zooplankton prey and, thereby, the availability of juveniles was also investigated. Results 
support refinement of the Institute's JAI program, verify the utility of JAI data in further 
research (Chapters 2 and 3), and contribute new life history information.
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Study Areas
Sampling was conducted in the tidal freshwater areas of the James, Pamunkey, 
Mattaponi, and Rappahannock Rivers in Virginia (Figure 2). The rivers occupy adjacent 
watersheds in the southeastern region of the state and trend in a northwest to southeast 
direction. Below the fall-line, the extent of tidal influence, the rivers are characterized as 
drowned river-valley systems. In each river, fresh and salt water mix over a broad 
transition zone with the 1 o/oo isohaline generally located between kilometers 55 and 75 
depending on season and freshwater inflow. A zone of turbidity maximum develops with 
its mean locus in freshwater just upstream of the 1 o/oo isohaline (Nichols and Thompson, 
1973). The tidal freshwater portions, just upstream of the limit of salt intrusion, are also 
characterized by a chlorophyll maximum (Anderson, 1986).
Sampling for juveniles in the James and Rappahannock Rivers began at river 
kilometer 148 (Figures 3 and 4, respectively). The sample depth requirement of the 
pushnet (1.5 m) limited the starting locations at kilometer 130 on the Pamunkey River and 
at kilometer 111 on Mattaponi River (Figure 5). Sampling was stopped in each river 
when measurable (1 o/oo) saline water was encountered. This approach results in 
sampling through the upstream and downstream limits of the juvenile nursery area and 
allows for the identification of a dynamic nursery zone as subsequently described.
Sampling for Relative Abundance (TAP
A total of 19 daytime sampling cruises, including the collection of 264 pushnet 
samples, was conducted through the nursery zones during June and July 1991 to assess 
the relative abundance of juveniles in relation to light intensity2. Weekly daytime cruises 
were conducted for five weeks on the Pamunkey (72 pushnet samples), Mattaponi (54 
samples), and James (78 samples) Rivers and for four weeks on the Rappahannock River
2 A summary listing of all sampling dates in 1991 and 1992 is presented in the
Appendix, Table A-l.
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(60 samples).
All sampling was conducted with a bow-mounted pushnet on a 6-m deep-v center 
console fiberglass boat powered by a 150-hp outboard engine. The pushnet is a 5.2-m 
long (body 3.0-m, cod-end 2.2-m), four panel, 1.5 x 1.5-m Cobb trawl net modified to fit 
the pushnet frame. The net is constructed of 1.9-cm stretch mesh, number 110 knotless 
nylon netting in the body and 1.27-cm stretch mesh, number 126 knotless nylon netting in 
the cod-end. The pushnet is described in detail in Kriete and Loesch (1980).
A stratified random sampling plan (SRS) was employed. Each river was divided 
into a series of strata, each 9.3 km (5 nautical miles), and each stratum further divided into 
five 1.9 km substrata. Perpendicular to this stratification, the 9.3 km sections were 
divided into three nearly equal parts, a center section and two shoreward sections bounded 
by the 1.8 m depth contour lines at mean low water (MLW) shown on the respective 
navigation charts. Thus, each 9.3 km stratum was partitioned into 15 sites. Three sites 
were randomly chosen from the 15 in each stratum. Sampling began at the randomly 
selected upstream station and proceeded downstream until saline water (as measured with 
a YSI Model 33 SCT meter) was encountered or until juveniles were no longer collected 
within a 9.3 km stratum. The nursery zone in each sampling period was demarcated by 
the last upstream and the last downstream stratum in which juveniles were captured. A 
typical sampling cruise included 15 to 21 five-minute pushnet samples.
A calibrated flowmeter was mounted in the middle of the net to monitor the 
volume of water sampled. Five-minute samples at 1200 rpm were collected against the 
direction of tidal flow. All samples were preserved in 5 percent neutral buffered formalin 
(NBF) for 24 hours after which they where rinsed and transferred to 70 percent ethanol 
for storage. In the laboratory, juvenile blueback herring were identified based on criteria 
in Lippson and Moran (1974) and Hildebrand and Schroeder (1928). All samples were 
standardized to a unit-of-effort of 655 m3 (Loesch and Kriete, 1983). Juvenile catch data 
were also adjusted for a minimum fish size of 27 mm. Previous research on escapement 
(Loesch and Kriete, 1983) indicated only 5.4 percent of the fish < 26 mm were retained in 
the cod-end, and a fork length of 27 mm was chosen as a lower limit for catch-effort
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considerations. Because catches are typically highly variable, the geometric mean CPUE 
was calculated for each sample date as the measure of central tendency. The geometric 
mean is the antilogarithm of the mean of the logarithms of CPUE (X+l). Use of 
geometric means reduces the influence of outliers in data analyses.
The JAI used was the maximal geometric mean catch-per-unit-of-eflfort (maximal 
mean CPUE), i.e., the mean CPUE in a sampling period that exceeds the mean CPUE in 
all other weekly sampling periods. The maximal mean CPUE reflects the peak in the 
standard catch curve (Ricker, 1975). A maximal mean CPUE is used as an index rather 
than a seasonal mean CPUE because it minimizes sampling bias from early out-migration 
(Loesch, 1969; Richkus, 1974a and b; Richkus, 1975; Marcy, 1976) and the effect of gear 
avoidance with increased fish size. Labor and material costs are also greatly reduced. 
Loesch and Dixon (1996) reported that the maximal geometric mean CPUE was strongly 
correlated (r > 0.90) to the geometric mean CPUE of juvenile blueback herring and 
aiewife of all weekly samples (i.e., June-July seasonal mean) in both rivers over the period 
1979 to 1995. This finding further supports the use of the maximal mean CPUE as the 
JAI. Furthermore, the relative variation (CV) for the maximal mean CPUE was 
significantly lower than the seasonal mean in all comparisons. Further details on the Alosa 
JAI program are presented in Loesch and Kriete (1983) and Dixon et al. (1996).
Paired Dav and Night Sampling
Daytime cruises were paired with 16 nighttime sampling cruises to compare the 
availability of juveniles during daytime and nighttime hours. Weekly paired daytime 
(approximately 0900 to 1600 hours) and nighttime (approximately 2000 to 0500 hours) 
sampling was performed on three dates in the Rappahannock, four dates in the Pamunkey 
and James, and on five dates in the Mattaponi Rivers. A total of 220 paired daytime and 
nighttime samples were collected in 1991. Incident and water column light intensity was 
recorded during all daytime sampling cruises, as subsequently described.
Summary statistics, including the geometric mean CPUE, standard deviation, and 
coefficient of variation (CV), were calculated for each sample time and date. Because of
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the magnitude of differences between the day and night availability of juveniles, 
comparisons of day-night sampling results are largely descriptive (i.e., comparisons of 
means and CV). Investigation of the relationship between light intensity and daytime 
relative abundance is also largely descriptive because of the limited daytime catch.
Scatter plots of daytime catch in relation to water column light intensity were used 
to identify a potential isolume below which the frequency of collection of juveniles 
significantly increases. Sampling and light intensity monitoring results in each river were 
then categorized as above or below the light intensity value and the frequency of collection 
calculated for each category. The null hypothesis of no difference in the frequency of 
collection in the two categories was investigated with Chi-square analysis at a significance 
level of 0.05. Rejection of the null hypothesis would support the alternative hypothesis 
that the frequency of collection is higher at lower water column light intensities. This 
would suggest that daytime capture of juveniles is significantly influenced by the 
magnitude of water column light intensity within the fishing zone of the pushnet (1.5 m).
Mean, standard deviation, and CV of fork lengths were calculated by strata for all 
sample dates and time of day within rivers and compared. Differences in mean fish length 
between day and night samples were analyzed via two-sample /-tests and the 
nonparametric Mann-Whitney Rank Sum Test at the 0.05 significance level. Blaxter and 
Parrish (1965) showed that gear avoidance of juvenile Atlantic herring is related to the 
visual acuity which is controlled by water column light intensity. The occurrence of fish 
with significantly greater fork lengths during nighttime samples would suggest that gear 
avoidance during daytime samples also contribute to the availability of juveniles to the 
pushnet gear.
Light Intensity Monitoring
A LI-COR model LI-1000 Datalogger with a LI-190SA Quantum Sensor was 
used for measuring incident light intensity (as recorded on the boat deck) and a LI-192SA 
Underwater Quantum Sensor was used for measuring water column light attenuation. LI- 
COR quantum sensors measure Photosynthetically Active Radiation (PAR) in the 400 to
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700 nanometer waveband or visible light. The unit of measurement is micromoles (or 
microEinsteins) per second per square meter (//mol/nr/s or wE/nr/s). The lower range of 
sensitivity of the sensors in field applications was approximately 10"* uE/nr/s. Light 
intensity on a clear sunny day at noon typically was 2.4xl03 uEJnr/s. Because of the 
range in light intensity measurements and its exponential decay in water, all analyses using 
light intensity measurements were done in logarithmic units.
The light intensity extinction coefficient (k) was calculated for each daytime sample 
by rearrangement of Beer's Law (Tyler and Preisendorfer, 1965):
L = I ^
where I0 is the light intensity at the surface, z is the water depth, I. is the light intensity at 
depth and k  is the extinction coefficient, k  varies depending on the amount of 
suspended particles and dissolved substances in the water. In the clearest ocean water k is 
as low as 0.05 while in turbid harbors and estuaries, k  can be greater than 1.5 (Clarke and 
Denton, 1962).
Mean extinction coefficients between rivers, sample dates, and strata were 
compared with ANOVA and Scheffe's test of multiple mean comparisons (Neter et al., 
1985). Data were pooled for descriptive purposes and analyses when comparisons failed 
to detect significant (P > 0.05) differences in mean extinction coefficients.
Sampling for Assessing Influence of Light Intensity at Sunset
A 24-hour sampling study (three samples every hour) conducted on August 5-6, 
1991 in the James River (kilometers 130 and 139) showed that movement of juveniles to 
surface water was extremely rapid within the time scale used (i.e., one 5-minute pushnet 
sample every 15 minutes). The decrease in light intensity was also extremely rapid 
precluding the ability to determine a specific isolume followed by the juveniles as they 
approach surface water. Resolution was increased by using two boats, one sampling 
immediately after the other, in a limited area of the nursery zone. Sampling was
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conducted in the James and Rappahannock Rivers where juveniles are much more 
abundant thereby ensuring a high sample count for analysis.
A 1.9 km (I-nautical mile) section of the river in the center of the nursery zone 
(kilometers 131.5 [RM 71] to 133.3 [RM 72] in the James River and kilometers 133.3 to 
135.2 [RM 73] in the Rappahannock River)(Figures 6 and 7, respectively), was 
partitioned into three equal subsections. Perpendicular to this stratification, the 0.63 km 
sections were divided into three nearly equal parts, a center section and two shoreward 
sections bounded by the 1.8 m depth contour lines at mean low water (MLW) shown on 
the respective navigation charts. Thus, the 1.9 km section is partitioned into nine sites.
The order of sampling within each section was randomized. Sampling began one-hour 
before sunset and ended approximately one-hour after sunset. Three samples were 
collected in each subsection, one immediately after the other in a progressive process. The 
first vessel collected a standard five-minute sample, followed immediately by the second 
vessel which was followed immediately by the initial sampling vessel. All samples were 
collected against the direction of tidal flow. This sampling pattern resulted in the pushnet 
being almost continuously in the water, thereby generating a time series for analysis with 
the time series of decreasing light intensity.
Differences in the fishing power of the two vessels that could affect sampling 
results were expected to be statistically insignificant. Analysis of over 100 paired samples 
by the vessels in 1992 failed to detect a significant difference in their fishing power (Sadler 
et al., 1993). Approximately 25 five-minute samples were collected on each date.
Sampling was conducted on four dates in 1991 on the James River and two dates in 1992 
on the Rappahannock River (150 total samples).
Incident light intensity and water column light attenuation were monitored at the 
beginning and end of each five-minute pushnet sample. Incident light intensity was 
measured on the deck and water column light attenuation measured at set depths of 0.5 
and 1.5 meters (maximum depth of pushnet collection). The LI-COR meter was used for 
all light intensity monitoring. The mean light intensity on the deck and within the water 
column for the five-minute sampling period was calculated from the readings taken at the
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beginning and end of each sample. Catches were processed and standardized to CPUE 
using aforementioned procedures. All sample times were standardized to sunset with the 
time of occurrence of sunset on the sample date as time zero.
Data analysis investigated the null hypothesis of no relation between the number 
(or availability as measured by CPUE) and size (FL) of juveniles collected by the pushnet 
and light intensity. Analysis of fish length (FL) in relation to light intensity investigated 
the potential for ontogenetic differences in the development of the eye which may 
influence availability. Parametric and nonparametric statistical analysis techniques were 
used to analyze the data. Nonparametric analyses were used when model assumptions of 
parametric analysis were questionable and to provide further insight on relationships. The 
appropriateness of pooling data from multiple sampling dates for analysis was tested with 
ANOVA and Scheffe's test of multiple mean comparisons (Neter et al., 1985). 
Relationships were examined with parametric and nonparametric correlation (Pearson's 
and Spearman's Rank, respectively) and simple linear regression. Simple linear regression 
analysis was primarily used to investigate the presence of trends in catch and fish size in 
relation to sample number. Regression diagnostics (residual analyses) were used as 
necessary to test for the appropriateness of the linear model. Because all data were 
serially collected, the Runs Test (Zar, 1984) was used to test for serial randomness. Two 
sample r-tests, Median Tests, and the Mann-Whitney Rank Sum Test were also used to 
test mean CPUE in samples before and after isolume occurrence in the fishing zone of the 
pushnet (1.5 m). Logl0 (X+l) transformations were used as necessary to stabilize 
variances and normalize data. Null hypotheses were rejected at the 0.05 significance level.
The hypothesis that juvenile availability increases in relation to the movement of 
isolumes to surface water, and that after a specific isolume occurs in surface water, 
juvenile relative abundance is random and varies without trend, was tested with pooled 
data and with data collected in each river. Mean and standard deviation of CPUE in 
sample runs before and after the logarithmic light intensity threshold categories of 0.1,
0.01, and 0.001 «E/m2/s occurred within the sampling depth of the pushnet (1.5 m) were 
calculated for descriptive purposes. The nonparametric Runs Test and simple linear
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regression were used to isolate the threshold isolume after which juvenile availability to 
the sampling gear is constant. The Runs Test was used to examine sample runs after the 
occurrence of each intensity category for serial randomness. Failure to detect serial 
randomness indicating that relative abundance is order independent or that it consecutive 
measures vary randomly (Zar, 1984). The presence of trend in the data was tested with 
simple linear regression using logI0-transformed (X+l) CPUE as the dependent variable 
and time relative to sunset as the independent variable. Rejection of the null hypotheses 
(i.e., slope significantly different from zero, P < 0.05) would indicate that availability 
continues to increase in consecutive measures. Failure to reject the null hypothesis would 
indicate that recruitment to the surface water is complete and differences in sample run 
catch are the result of random variability.
Sampling and Laboratory Techniques for Zooplankton
The vertical migration of juveniles into surface water at night may be a response to 
light intensity as it affects feeding and schooling or it may be a response to movement of 
their prey. To investigate the potential for prey movement, zooplankton samples were 
simultaneously collected with pushnet samples during sunset sampling cruises. A standard 
plankton net (12.5 cm diameter, 69.8 cm length, 153 micron mesh in net, and 147 micron 
mesh in collecting bucket) was mounted on the pushnet frame to facilitate simultaneous 
sampling. Five-minute samples were collected using the same design previously discussed 
for pushnet samples. All samples were preserved in 5 percent NBF and returned to the 
laboratory for identification and enumeration.
In the laboratory, zooplankton were filtered through a 110 micrometer mesh sleeve 
and diluted to a readable concentration using a plankton splitter. Zooplankton were 
identified under a dissecting scope (50X) and counted using a standard counting tray. The 
three main groups of zooplankton identified that are the primary prey of juvenile blueback 
herring included cladocerans of the family Bosminidae, adult copepods, and copepod 
nauphlii (Burbidge, 1972). Total catch for the five-minute sample was calculated based on 
the dilution required during sample splitting.
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Parametric and nonparametric techniques were used to analyze the catch data. 
Correlation and simple linear regression analyses were used to investigate the relationship 
between zooplankton catch and relative abundance of juveniles and light intensity. The 
Runs Test (Zar, 1984) was used to test for serial randomness. Simple linear regression 
was used to investigate the occurrence of trend in the serial data with abundance as the 
dependent variable and time relative to sunset as the independent variable. Logl0 (X-H) 
transformations were utilized as necessary to stabilize variances and normalize data.
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Light Intensity Monitoring
Light attenuation was lowest in the Mattaponi River (Table I). ANOVA (P < 
0.001, 254 d£ ,F -  6.75) and Scheffe' pairwise comparisons indicated that only the 
Mattaponi River mean extinction coefficient differed significantly (P < 0.05). The pooled 
mean extinction coefficient for the Pamunkey, James, and Rappahannock Rivers was 3.34. 
In general, light is rapidly attenuated in tidal freshwater with less than one percent of 
incident light remaining below 1 m (Figure 8). In the Mattaponi River, the one percent 
isolume is approximately 1 m deeper (Figure 9).
Mean extinction coefficients varied between sample dates and between 9.3 km 
river strata (Table 2). Within each river system, ANOVA indicated that sampling date, 
strata, and their interaction had a significant (JP < 0.05) effect on k. Because light 
attenuation in rivers is controlled by a complex interaction of suspended sediment load, 
water chemistry, biological productivity, and water column mixing patterns, the observed 
interaction effects would be expected. Scheffe' pairwise comparisons of date and strata, 
however, indicated the following general observations. In all rivers except the Mattaponi, 
mean light attenuation during the first and final sampling week differed significantly (P < 
0.05). Mean light attenuation generally increased with sample date. In all rivers, 
extinction coefficients in upstream strata differed significantly from downstream strata. 
Light attenuation generally increased in the downstream direction and, within the 
Pamunkey, James, and Rappahannock Rivers, a peak was observed between stratum V 
and IV which is upstream of the zone of saline intrusion and the turbidity maxima in all 
three rivers (Figure 10). The observed peak in the extinction coefficients between stratum 
V and IV is believed to correspond to the zone of chlorophyll maxima (Anderson, 1986).
Relative Abundance During Davtime and Between Dav and Night
During daytime hours, juveniles were virtually unavailable to the pushnet sampling 
gear. None were collected in the Mattaponi River and only few were collected in the
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Pamunkey, James, and Rappahannock Rivers (Table 3)J. CV values also show the 
extreme variability during daytime collection. Zero catches were observed in more than 
80 percent of the daytime samples (212 of 264 samples). Combined catch results in 
relation to light intensity at 1.5 m (Figure 11), suggest that availability of juveniles is 
inversely related to light intensity within the surface water zone sampled by the pushnet. 
Below approximately 10 uE/nr/s, availability of juveniles is considerably higher. This 
observation is supported by comparison of the percent frequency of collection of juveniles 
at light intensities above and below 10 uEIvrc/s (Figure 12). Chi-square analyses indicate 
that the frequency of collection was significantly (P < 0.05) higher at low water column 
light intensities in the Pamunkey, James, and Rappahannock Rivers. Generally, the 
percent frequency of collection of juveniles at light intensities below 10 wE/nr/s was 
double the frequency of collection when light intensity exceeded 10 wE/nr/s at 1.5 m.
Incident light intensity between 1000 and 1700 hours (general daytime sampling 
time) did not affect catch results. Chi-square analyses failed to detect a significant (P > 
0.05) difference in the frequency of catch between overcast (< 1000 wE/m2/s) and clear 
sky (> 1000 wE/nr/s) conditions in all comparisons within rivers (Figure 13). Differences 
in the depth occurrence of isolumes under clear and overcast sky conditions, based on the 
mean extinction coefficient (3.24), are minor and differ by only approximately 0.5 meters 
(Figure 14). Furthermore, isolumes less than 10 wE/nr/s under both incident light 
conditions occur at depths below the sampling zone of the pushnet (1.5 m). Failure to 
detect an effect of incident light intensity on catch results, assuming juveniles use an 
isolume of intensity less than 10 wE/nr/s, would be expected.
Nighttime sampling resulted in a geometric mean CPUE that was at least an order- 
of-magnitude greater than daytime CPUE. On some dates (e.g., July 3 on the 
Rappahannock River), the difference was as much as three orders-of-magnitude (Table 3 
and Figure 15). Besides the major differences in mean CPUE, the variability in collection, 
as measured by the CV, was considerably lower during nighttime sampling (Figure 16).
CPUE by river strata during day and night sampling is presented in the Appendix, 
Table A-2
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A consistent difference in mean and median fork lengths of juveniles collected 
during day and night sampling was not apparent (Table 4). In the Pamunkey River, the 
nonparametric Mann-Whitney median test failed to detect a significant (.P > 0.05) 
difference in the observed fork lengths between day and night samples in two possible 
comparisons. For the James River, a significant difference (P < 0.05) was detected in 
lengths in two of three possible comparisons with the median nighttime fork lengths 
exceeding those observed during daytime collections. In the Rappahannock River, median 
fork lengths from day and night samples did not differ significantly (P = 0.13) in strata 
Vni on June 27, however, in strata VIII on July 10 median lengths were significantly (P = 
0.03) different with the observed lengths of fish collected during the day exceeding those 
observed in the night sample.
Availability in relation to isolume movement at sunset
ANOVA of the log-transformed (X+l) data did not detect a significant difference 
(df = 5, 38, F=  1.51, P = 0.22) in mean relative abundance after sunset among the six 
sampling dates. Although ANOVA results support analysis of pooled data, failure to 
detect a significant difference is the result of small number of samples collected after 
sunset on each date (i.e., approximately 7 to 10 samples) and the high variability in catch 
results thereby limiting statistical power. Analyses, therefore, were performed on both 
pooled and unpooled (by river) data.
Availability of juveniles to the pushnet increased rapidly after sunset in relation to 
the exponential decrease in light intensity. 24-hour sampling on August 5-6, 1991 within 
strata IV (130 - 139 km) in the James River with one vessel showed the rapid change in 
availability at sunrise and sunset (Figure 17). Continuous sampling with two vessels 
revealed the fine scale nature of change in availability in relation to sunset and light 
intensity (Figure 18).
CPUE increases by one to three orders-of-magnitude when water column light 
intensity at 1.5 m was below 0.01 wE/nr/s. There is little change in CPUE as the light 
intensity at 1.5 m decreases to 0.1 wE/nr/s (Figure 19). The rapid increase in availability
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below 0.01 uE/nr/s is apparent when only samples collected below the water column light 
intensity of 0.1 wE/nr/s are examined (Figure 20).
The change in availability is so rapid that the influence of light intensity is not 
apparent with continuous sampling with two vessels on individual sample dates (Figures 
21 and 22, respectively). This is primarily because of the rapid decline in water column 
light intensity after sunset in relation to the 5-minute period of a pushnet sample. The 
intensity of 0.01 uE/nr/s occurs within the sampling zone approximately twenty minutes 
after sunset and it further attenuates by an order-of-magnitude within a ten minute period 
(Figure 23). At best, only two 5-minute pushnet samples could be collected during this 
period.
Mean CPUE varied without trend after the light intensity of 0.001 uE/nr/s 
occurred in the sampling zone of the pushnet (Table 5). Consecutive measurement of 
CPUE in sample runs after the occurrence of 0.1 uE/nr/s at 1.5 m for pooled and 
unpooled data exhibit non-random, or serial correlation, and significant (P < 0.05) positive 
trend indicating that availability was not constant, or recruitment to the surface zone was 
incomplete. After the occurrence of the 0.01 and 0.001 wE/nr/s isolume, the analysis 
results are mixed. Pooled data indicate the absence of non-random variability and serial 
correlation in consecutive measures of CPUE, however, regression results suggest the 
presence of significant positive trend. In the James River, non-random variability and 
positive trend in CPUE was evident after the 0.01 //E/nr/s. After 0.001 uE/nr/s, 
variability in consecutive measures of CPUE was random but positive trend was still 
evident. In the Rappahannock River, random variability in consecutive measures of CPUE 
occurred at 0.01 wE/nr/s, however, a significant positive trend was still evident. After 
0.001 wE/nr/s, CPUE varied randomly without trend.
Indirect analysis indicates that availability of juveniles was constant, or recruitment 
to the surface zone was complete, after the occurrence of the 0.0001 uE/nr/s isolume in 
surface water. The light meter used in the study was not sensitive to illumination levels 
below 0.001 uEJnr/s and further refinement of the results based on water column light 
intensity measures was not possible. Measured surface light intensity, however, can be
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used to predict light intensity at 1.5 m based on the pooled mean extinction coefficient 
(3.34) and Beer’s Law. Consecutive measures of CPUE in sample runs at light intensities 
below 0.001 wE/nr/s, therefore, can be indirectly analyzed. At a surface light intensity of 
0.1 «E/nr/s, which corresponds to an intensity o f0.0006 wE/nr/s at 1.5 m, consecutive 
measures of CPUE in sample runs for the pooled data exhibited random variability in the 
runs test (P = 0.21) and a lack of trend in regression analysis (P = 0.10). Similarly, for the 
James River data, consecutive measures of CPUE exhibited random variability (P = 0.09) 
with no trend (P = 0.19).
Size-Dependent Availability
Comparison of mean FL among sample dates in James River samples, based on 
ANOVA (df = 3, 379; F=  5.27; P = 0.002) and Scheffe’s test of multiple comparisons, 
indicated two groups of sample dates in which the means were not significantly different. 
These samples were collected between August 28 and September 10 and between 
September 10 and October 8. Data were combined accordingly for analysis. In the 
Rappahannock River, the two-sample t-test (df = 505; t = -1.13; P = 0.26) and the Mann- 
Whitney Rank Sum Test (P = 0.20) failed to detect a significant difference in mean lengths 
between the two sample dates. Data on measured fork lengths were similarly combined 
for analysis4.
Evidence for a size-dependent change in availability was limited. For the James 
River samples, there was no evidence of an increasing trend (P > 0.05) in mean fork length 
with decreasing illumination on individual sample dates or with pooled data. In the pooled 
Rappahannock River samples, however, a significant (P = 0.003) increasing trend in mean 
fork length was detected. On an individual sample date basis, the trend was statistically 
significant (P = 0.001) for samples collected on September 14, but nonsignificant (P = 
0.24) for samples collected on September 23.
Descriptive statistics of FLs by river, date, and sample number at sunset are 
presented in the Appendix, Table A-3.
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Comparisons of mean FL before and after the occurrence of isolumes similarly 
failed to reveal a consistent size-dependent change in availability. Although the mean FL 
of James River juveniles was typically greater in samples collected after the occurrence of 
the 0.001 wE/nr/s isolume as compared to samples collected in the presence of light 
(Table 6), differences were nonsignificant (P > 0.05). In the Rappahannock River, 
however, mean FL significantly (P < 0.05) differed in the two categories with the mean FL 
of fish collected after the occurrence of the 0.001 uE/m2/s isolume greater than the mean 
FL offish collected in the presence of light.
Zooplankton abundance in relation to light intensity
There was no consistent change in availability of primary zooplankton prey at 
sunset. Log10-transformed abundance of bosminids, copepod adults, and copepod nauphlii 
in relation to time (EST) show no apparent change on any of the sample dates (Figures 24 
to 26). Although the mean relative abundance of copepod adults was consistently higher 
in surface water after sunset than before, differences were nonsignificant (P > 0.05) in two 
sample /-tests (Table 7). Consistent differences were not evident for bosminids or 
copepod nauphlii and mean differences on all dates were nonsignificant. Non-random 
variability in consecutive measures of zooplankton abundance was evident on only one 
date and only for adult copepods (Runs Test, P  = 0.04). Variation in relative abundance 
of the three zooplankton groups was poorly explained by the change in light intensity ( r  < 
0.25) and all regression slopes were nonsignificant (P > 0.05) (Table 8).
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The results of this study support the hypothesis that juvenile blueback herring are 
associated with an isolume of preferred light intensity, and that a threshold light intensity 
controls their availability to surface sampling gear. When the threshold isolume occurs in 
surface water, their availability to the near-surface (< 1.5 m) pushnet sampling gear is 
maximized. Results confirm and refine the findings of Loesch et al. (1982), when diel 
changes in catchability of anadromous juvenile Alosa were first reported. The findings 
show that the threshold isolume is between 10‘2 and I O'3 wE/nr/s, which occurs in the 
sampling zone of the pushnet approximately 30 minutes after sunset and before sunrise. 
Furthermore, the results indicate that the movement of juvenile blueback herring to surface 
water is not a response to movement of their zooplankton prey, because a similar 
movement by the prey was not observed. Diel vertical migration apparently is a response 
to water column isolume movement with changes in incident light intensity. The findings 
are consistent with those for juvenile Atlantic herring, an oceanic clupeid relative, for 
which the isolume of 10-1 wE/nr/s was reported as the feeding threshold (Blaxter, 1966) 
and the threshold triggering diel vertical movement (Blaxter, 1986).
The daytime availability of juveniles was extremely limited in all four rivers 
studied. Daytime mean CPUE was one to two orders-of-magnitude lower than the CPUE 
during nighttime sampling. The CV of the daytime mean CPUE was also considerably 
higher, frequently by an order-of-magnitude, than the nighttime mean CPUE. Numerous 
confounding effects, including increasing recruitment of juveniles with time, variability 
between strata abundance, and variability in light penetration by date, time of day, and 
between river strata, precluded rigorous statistical analysis. Despite these problems, the 
data suggest a strong influence of daytime light attenuation on catch results. Juveniles 
were not collected during any daytime sampling on the Mattaponi River. This river has 
the least light attenuation (clearest water) of the four rivers studied. In the more turbid 
Rappahannock, James, and Pamunkey Rivers, the frequency of collection of juveniles 
during daytime sampling hours was significantly higher at low water column light
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intensities (< 10 wE/nr/s).
The result of this study's monitoring of water column light intensity in the nursery 
zone and its calculated depth attenuation profiles may explain the limited availability of 
juveniles during daytime hours. Although light attenuates rapidly in Virginia’s tidal 
freshwater rivers compared to coastal and clearest ocean water (see Figure 8; k values 
from Clarke and Denton, 1965), on average light intensity estimates during the daytime 
sampling period still exceed 10 «E/nr/s within the 1.5 m depth zone sampled by the 
pushnet on days of low sky opacity. The intensity threshold of 10': to 10*J wE/nr/s occurs 
at a depth greater than 3.5 m. Increased sky opacity, such as during overcast conditions, 
decrease the depth of threshold isolume occurrence by less than 0.5 m. During the 
daytime sampling period used in this study, therefore, juveniles likely occupied a depth 
below the depth zone sampled by the pushnet.
Net avoidance during the daytime could also account for decreased catches.
Loesch et al. (1982) concluded, however, that net avoidance was not a major factor in 
paired studies of daytime and nighttime sampling. While they observed decreased daytime 
catches in surface water, they also observed a significant decrease in nighttime catches 
lower in the water column. Gear avoidance could not account for the decreased bottom 
catches at night. Because gear avoidance increases with fish length, the mean length of 
fish collected during daytime hours would be expected to be less than the mean length 
observed during nighttime collections, if gear avoidance was a problem. No consistent 
significant differences in mean lengths between paired daytime and nighttime samples were 
observed. In fact, on several occasions, the mean daytime length exceeded the mean 
length observed at night. Jessop (1990a) observed that juvenile lengths were shorter 
during the day than at night, but that lengths overlapped during the sunrise-sunset 
transition periods. Spatial and diel differences in length did not exceed 2.3 mm, or about 8 
percent of the maximum observed mean length. He suggested that the differences may be 
of little practical significance.
The comparison of daytime sampling results to nighttime results is consistent in 
pattern, though different in relative magnitude, to similar comparisons reported by Loesch
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et al. (1982). Based on Mattaponi River sampling with a surface trawl during September 
1977, they reported a limited daytime surface catch (n = 34, geometric mean of 0.2) in 
comparison to the nighttime catch (geometric mean of 71). Using the pushnet in the 
James River during October 1978 (n = 20), they observed geometric mean catches of 293 
during daytime clear sky conditions, 752 during daytime overcast conditions, and 1082 
during nighttime sampling. Differences in relative magnitude are, however, due in part to 
differences in sampling design. The results of this study were based on sampling through 
the entire nursery zone, and zero catches at the zone edges depress mean values. Loesch 
et al.'s results were based on sampling within a restricted river area that is typically within 
the center of the juvenile nursery zone. Mean values, therefore, would be expected to be 
higher. During 1991, however, no single daytime catch approached the numbers collected 
in 1978. Stock collapse since the mid-1970s (Rulifson, 1994; Hightower et al., 1996) may 
explain the differences in observed surface density.
Results of this study and those of Loesch et al. (1982) strongly contrast with those 
during the early 1970s. Warinner et al. (1970) reported a movement of Potomac River 
juvenile river herring toward the surface in daylight. Burbidge (1974) reported that more 
bluebacks were captured at the surface than at five meters at every station and every 
month during daytime sampling in the James River. Changes in water clarity since the 
1970s (Dennison et. al., 1993) may explain the inconsistent results. Minimally effective 
sewage treatment during the 1960s and early 1970s is believed to have caused 
eutrophication, including major phytoplankton and algal blooms in tidal freshwater areas 
with greatly reduced light penetration. Increased light attenuation is believed to have 
contributed to the demise of submerged aquatic vegetation (SAV) in the tributaries of the 
Chesapeake Bay (Orth et al., 1991). Reduced light penetration may have also 
concentrated juveniles in near-surface water of channel areas (away from predators in 
shallow water shoreline areas) during daytime hours. The breakdown of schools at night 
and dispersal of juveniles across the entire surface area of the river would lead to an 
apparent decrease in relative abundance during nighttime sampling, as observed by 
Warinner et al. (1970). Concentration of juveniles in surface water of the James during
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the early 1970s would also lead to the lower catches at depth (5-m) observed by Burbidge 
(1974) during daytime sampling.
Increased water clarity, due to improved water quality, caused a resurgence of 
SAV in the Potomac River beginning in 1983 (Dennison et al., 1993). Increased water 
clarity in the late 1970s, prior to the observed resurgence of SAV, would have moved 
juveniles to deeper areas of the water column. Establishment of this distribution would 
have led to the diel migration pattern observed by Loesch et al. (1982).
Jessop (1990a) also reported major differences in the availability of juvenile 
bluebacks to the near-surface pushnet gear in the Mactaquac headpond of the Saint John 
River, New Brunswick. He reported geometric mean CPUEs of 29 during midday, 132 at 
night, and 2 shortly after sunrise and before sunset. He also reported that although 
midday catches were lower than at night, catch did not decrease monotonically with 
decreasing illumination, because catches were lowest at intermediate levels of illumination 
near dawn and dusk. Jessop observed that when only nighttime densities were examined, 
a slight decline in density occurred overnight. Jessop's observations, and those of this 
study, can be explained by a general model of behavior linked to feeding and school 
requirements as influenced by light intensity.
Pelagic schooling fish such as the clupeids must balance the conflicting demands of 
feeding and predator avoidance, and both these demands are influenced by the availability 
of light (Woodhead, 1966; Whitney, 1969; Blaxter, 1986). Preferred isolumes of fry and 
juvenile Atlantic herring for feeding and school maintenance have been identified (Blaxter, 
1964 and 1966; Blaxter and Parrish, 1965; Batty, 1987; Batty et al., 1990). Munk et al. 
(1989) suggested that the vertical distribution of juvenile Atlantic herring is mainly 
determined by feeding conditions: they move to depths where light is sufficient for 
feeding, and refinement within that zone is made according to a compromise between 
optimal light conditions for feeding and schooling and optimal prey densities. As light 
decreases toward dusk, schools of feeding herring continue to forage in the preferred 
isolume as it moves toward the surface of the water (Blaxter, 1986). Blaxter (1966) 
observed that the rate of feeding of larvae and juveniles proportionally decreased with the
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log of light intensity. Furthermore, the visual threshold when less than 10 percent were 
feeding occurred at an intensity of 10"* uE/m2/s. This threshold occurs at the water’s 
surface after sunset and before sunrise when the sun is 12° below the horizon. Surface 
feeding at night under a full moon (10*3 wE/nr/s) was also observed. Blaxter and Jones 
(1967) further verified that the threshold of retinomotor responses corresponds to surface 
light intensity at late dusk and early dawn.
Results of this study and existing information suggest a similar chronology for 
juvenile blueback herring in the freshwater nursery zone of Virginia's tidal rivers. During 
the day, the 10*2 and 10'3 uE/nr/s isolume exists at approximately 4 to 5 meters in the 
water column. Above and within this isolume, juveniles probably are most active and 
forage and school to avoid predation. In laboratory experiments, Richkus and Winn 
(1979) observed that juvenile alewife are most active during daylight. Blaxter (1968) 
reported that 90 to 100 percent of juvenile Atlantic herring were feeding at an intensity of 
101 zzE/m2/s and Stickney (1972) reported that they exhibit maximum locomotor activity at 
10° wE/nr/s, a level close to natural illumination at the water's surface at sunset and 
sunrise.
Burbidge (1974) and Jessop (1990a) both observed a daytime feeding chronology 
for juvenile blueback herring. Feeding began at dawn, increased through the day to a 
maximum at dusk, and then declined overnight. During the daytime, and within or around 
the zone of preferred light intensity, juvenile blueback herring likely feed in a selective 
mode. A daytime selective, or ’particulate', feeding mode was observed in landlocked 
juvenile alewives (Janssen, 1976) and in juvenile blueback herring (Janssen, 1982).
Random variability above the narrow threshold zone, and intermittent movement to 
shallower depths for selective feeding and prey avoidance, would explain their occasional 
capture but limited availability during daytime sampling.
Water column light intensity rapidly decreases as the sun moves below the horizon. 
Juveniles migrate to surface water in association with the rapid movement of the 10‘2 and 
10'3 wE/m2/s isolume. When the isolume reaches the 1.5-m depth sampling zone of the 
pushnet, availability dramatically increases. During this brief period, physiological changes
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in the light adaptation of the eye may explain the post sunset peak in abundance observed 
in this study and by Jessop (1990a). Ali (1959) found that juvenile anadromous Pacific 
salmon have a cone threshold of approximately I O'2 to 10*1 uE/nr/s and a rod threshold of 
10'5 uEInr/s. He found that dark adaptation at sunset results in a state of partial blindness. 
During this period, fry and smolts have an inability to maintain position with relation to 
some reference point and either swim with the current or are swept downstream. This 
period was reported to last for approximately 35 to 50 minutes. Following dark 
adaptation, the rods functioned to process the limited light, and schooling and feeding 
continued until the light intensity threshold of the rods was attained in the water column.
Juvenile clupeids have a similarly well developed association of cones and rods 
(Blaxter, 1968). A similar physiological change in juvenile bluebacks could explain the 
peak catches observed after sunset and before sunrise in this study during 24-hour 
sampling on the James River. Jessop (1990a) observed a similar peak after sunset on the 
Saint John River. He also observed a slight decline in density overnight, however, a 
predawn peak in abundance was not observed. After the occurrence of the preferred 
isolume in surface water, juveniles that have migrated from river depths may undergo a 
similar ’blind' period during which they are susceptible to gear capture. Following 
adaptation, surface water dispersal into shallow areas not used during the daytime would 
result in a declining density in river channel areas.
Information on schooling and feeding behavior of juvenile bluebacks and their 
availability to sampling gear during nighttime hours is limited. Because sampling was 
stopped in this study approximately 1.5 hours after sunset, no new information on late- 
night behavior was obtained. The JAI sampling program assumes constant availability.
This assumption, however, has not been tested. Available information suggests that this 
assumption is not valid and that ambient light conditions continue to have a role in 
influencing behavior. Juveniles are not blind at night. The eyes are likely highly efficient 
at collecting and absorbing limited light. Juvenile Atlantic herring can feed at night under 
bright moonlight conditions (Blaxter, 1966; Batty et al., 1986). Janssen (1978) observed 
that landlocked alewives could feed at night, though feeding was non-selective, or filter-
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feeding. As previously mentioned, Jessop (1990a) observed that a slight decline in density 
occurred overnight. Jessop (1994) also adjusted his JAI to account for higher catches 
during periods of bright moonlight.
The light intensity threshold observed in this study that influenced the availability 
o f juveniles to the pushnet gear may be the threshold for retinal cone function. Retinal rod 
function may continue, following the dark adaptation period, through nighttime hours in 
the presence of moonlight. Ali (1959) found a rod threshold of I O'5 wE/nr/s below which 
schools disperse and feeding stops for juvenile Pacific salmon. Brett and Groot (1963) 
observed an even lower feeding threshold of 10"6 uE/nr/s for juvenile coho salmon. 
Whitney (1969), based on a review of studies on schooling behavior in relation to light, 
also reported a lower limit for some species of KT5 wE/nr/s. The full moon light intensity 
on surface water is about 10*3 wE/nr/s. Based on the light attenuation in tidal freshwater 
observed in this study, the light intensity within the 1.5-m depth zone of the pushnet 
would be <10'5 wE/nr/s. This may be sufficient light for the continuation of retinomotor 
responses, responses that influence behavior and potentially bias sampling results.
Results of this study show the limited utility of daytime pushnet sampling to collect 
life history and relative abundance information for juvenile blueback herring. The time for 
initiating nighttime JAI sampling has now been standardized to a time at least 45 minutes 
after sunset (Dixon et al., 1996), based on the light intensity threshold that maximizes 
nighttime availability. The influence of moonlight on JAI sampling results, however, needs 
to be examined. The influence of light intensity on the behavior and vertical distribution of 
juvenile blueback herring that is seen in this and other related studies, shows, as also noted 
by Jessop (1990a), that complete information on life history behavior requires sampling at 
their diel preferred depth. During daytime hours, this could be accomplished with the use 
of multiple opening and closing nets that cover the entire water column.
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Table 1. Summary of light intensity monitoring results for the Pamunkey,
Mattaponi, James, and Rappahannock Rivers: June-July 1991.
River iV1
Mean light 
intensity at 1.5 m 
(wE/nr/s)
Mean percent 
light remaining 
(at 1.5 m)b
Extinction 
coefficient (it)
Mattaponi 47 37.9 3.2 2.82
James 79 24.5 2.1 3.28
Pamunkey 71 30.2 1.9 3.26
Rappahannock 61 14.5 1.0 3.52
N  = number of samples.
Relative to deck measurement.
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Table 2. Summary of mean light extinction coefficients (k) in 9.3 km river strata during weekly day sampling in the Pamunkey, 
_________Mattaponi, James, and Rappahannock Rivers: June-July 1991.___________________________________________
River
Strata*
uate
I II III IV V VI VII VIII
June 10 3.72 4.27 3.11 1.88
June 17 3.93 3.98 3.51 3.56 2.59
June 27 2.87 3.30 3.93 2.06 2.20
July 2 3.46 2.96 3.33 2.41 2.99
July 8 2.91 3,28 2.62 4.23 5.17
June 12 3.37 2,87 2.45 3.22
June 19 3.28 3.30 3.36
June 25 2.33 1.99 2,39
July 3 2.88 2.86 2.79
July 10 2.47 2.80 2.77
June 13 3.59 3.54 2.73 2,35 1.30
June 19 3.72 4.31 3.91 2.74 2.16
June 26 3.63 5.03 3.33 3.23 3.27 3.25
July 1 3.59 4.47 3,17 2,23 1.74
July 8 3.29 3.55 3.87 4.62 3.29
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Table 3. Summary of weekly paired daytime and nighttime monitoring results for
the Pamunkey, Mattaponi, James, and Rappahannock Rivers: June-July 
1991.
River Date V
Daytime Nighttime
Geometric
mean
CPUE
CV (%)
Geometric
mean
CPUE
CV (%)
Pamunkey June 10 12 0.4 288 5.1 70
June 17 15 0.2 374 7.5 57
June 27 15 0.1 374 NSb -
July 2 15 0 - 5.5 54
July 8 15 0.1 255 2.9 83
Mattaponi June 12 12 0 - 3.2 97
June 19 9 0 - 1.5 138
June 25 12 0 - 4.6 52
July 3 12 0 - 2.0 103
July 10 9 0 - 1.5 103
James June 13 16 0.2 277 27.7 47
June 19 14 0.5 162 NSb -
June 26 18 0.9 142 56.8 21
July 1 15 0.2 293 21.2 50
July 8 15 1.6 124 66.1 32
Rappahannock June 17 15 1.6 132 NSb -
June 27 15 2.6 85 59.1 25
July 3 15 0.2 208 114.9 17
July 10 15 1.0 173 122.0 22
N  = number of paired daytime and nighttime samples. 
NS = no sample (vessel breakdown or storm).
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Table 4. Comparison of mean and median fork lengths (mm) between daytime and
nighttime samples according to river, sample date, and 9.3 km river strata.
River Date Strata Time n Mean(mm)
Median
(mm) P1
Pamunkey June 10 m Day 15 38.1 38.0 0.90
Night 9 38.3 37.0
June 17 in Day 19 38.9 38.0 0.17
Night 104 39.9 40.0
James June 26 VIII Day 12 49.8 49.0 0.38
Night 34 48.3 48.5
June 26 rv Day 20 42.0 42.0 <0.01
Night 56 47.6 48.5
July 8 VIE Day 56 47.3 48.0 0.03
Night 161 48.8 49.0
Rappahannock June 27 VIII Day 56 42.0 42.0 0.13
Night 166 42.8 43.0
July 10 vm Day 48 49.4 49.0 0.03
Night 161 48.2 49.0
Probability from Mann-Whitney median test.
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Table 5. Mean, standard deviation, runs test probability, and trend probability of
CPUE in sampling runs at sunset prior to, and after, light intensities of 0.1, 
0.01, and 0.001 wE/nr/s occur in the sampling zone (1.5 m depth) of the 
pushnet for combined data and by river.
River
Light
intensity
(tfE/nr/s)
n Mean Std.dev Runs test P* Trend Pb
Combined Before 0.1 45 0.3 0.5
(pooled data) After 0.1 79 49.0 80.9 0.003* <0.001*
Before 0.01 59 1.1 2.3
After 0.01 65 58.8 86.2 0.10 NS <0.001*
Before 0.001 73 4.1 15.4
After 0.001 51 70.3 92.7 0.28 NS 0.01*
James Before 0.1 29 0.2 0.4
After 0.1 49 58.9 98.2 <0.001* <0.001*
Before 0.01 35 0.7 2.3
After 0.01 43 66.7 102.5 0.001* <0.001*
Before 0.001 47 5.3 19.1
After 0.001 31 85.2 113.9 0.10 NS 0.03*
Rappahannock Before 0.1 16 0.4 0.5
After 0.1 30 32.8 34.9 0.02* <0.001*
Before 0.01 24 1.6 2.2
After 0.01 22 43.4 35.2 0.26 NS 0.03*
Before 0.001 26 1.8 2.5
After 0.001 20 47.2 34.6 0.41 NS 0.17NS
Nonparametric runs test probability where Ha: consecutive measurements of 
CPUE have random variability (P > 0.05. NS = non-significant); and Ha: 
consecutive measurements of CPUE have non-random variability and are serially 
correlated (P < 0.05*).
Linear regression probability of log transformed (X+l) CPUE on time relative to 
sunset where H0: CPUE varies randomly with respect to time (without trend) (P > 
0.05, NS); and Ha: variation in CPUE with respect to time is non-random (with 
trend or significant slope) (P < 0.05*).
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Table 6. Summary of mean and standard deviation of FL (mm) before and after the light intensities of 0.001 nE/m2/s by sample 
date and for combined data, and results of two-sample f-tests and Mann-Whitney Rank Sum Tests for differences 
between means.
River Date Light intensity (//E/m2/s) M*
Mean
(mm) Std. Dev.
Two-sample / 
P
Rank sum 
P
James 28 Aug. 1991 >0.001<0.001
23
274
51.0
56.3
1.4
4.4
0.10 0.06
4 Sept. 1991 >0.001<0.001
94
436
54.1
56.3
2.5
4.7
0.12 0.07
10 Sept, 1991 >0.001<0.001
52
152
56.4
56.3
4.8
3.6
0.95 0.69
8 Oct. 1991 >0.001 144 57.8 3.6 0.70 0.75<0.001 270 58.1 4.1
Combined: 28 Aug. - >0.001 169 55.5 4.4 0,29 0.11
10 Sept. 1991 <0.001 862 56.3 4,4
Combined: 10 Sept. - >0.001 196 57.2 4.2 0.63 0.55
8 Oct. 1991 <0.001 422 57.5 4.0
Rappahannock 14 Sept. 1992 >0.001<0.001
37
779
57.0
62.2
5.8
7.7
0.001* 0.002*
21 Sept. 1992 >0.001<0.001
58
712
59.7
62.7
6.0
6.9
0.06 0.04*
Combined >0.001 95 58.2 6.0 <0.001* <0,001*<0.001 1491 62.5 7.3
Number offish measured.
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Table 7. Summary of mean and standard deviation of zooplankton abundance before and after sunset and results of two-sample /- 
tests on log,0-transformed data for differences between the means.
River Date Zooplankton Sunsetcategory N Mean Std. dev. /-test results
James 8 Oct. 1991 Bosminids Before 5 12,190 4,915 /=  0.57; P = 0.58
After 6 11,500 7,557
Copepod - adults Before 5 1,235 814 / = -1.14; P = 0.28
After 6 1,899 919
Copepod - nauphlii Before 5 2,874 660 /=  1.30; P = 0.23
After 6 2,267 823
Rappahannock 14 Sept. 1992 Bosminids Before 5 1,808 1,154 / “ -0.60;/> = 0.57
After 6 3,192 2,996
Copepod - adults Before 5 576 220 / = -0,35; /> = 0.74
After 6 1,548 2,030
Copepod - nauphlii Before 5 2,304 1,175 / = -0.18; ^  = 0.86
After 6 2,880 2,422
21 Sept. 1992 Bosminids Before 5 578 211 /=  0.79; P = 0.45
After 6 480 144
Copepod - adults Before 5 187 102 / = -1.99; P = 0.08
After 6 509 353
Copepod - nauphlii Before 5 629 250 /=  1.53; = 0.16
After 6 429 170
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Table 8. Summary of runs test analyses of consecutive measures of zooplankton abundance and linear regression analyses of 
zooplankton abundance in relation to light intensity at 1.5 m by sampling date.
River Date Zooplankton N
Linear regression results'1
Runs test (r)
? b, 1*
James 8 Oct. 1991 Bosminids 11 0.17 0.01 0,01 0.99 NS
Copepod - adults 11 0.04* 0.25 -0.57 0.12 NS
Copepod - nauphlii 11 0.64 0.11 0.21 0.33 NS
Rappahannock 14 Sept. 1992 Bosminids 11 0.64 0.04 -0.56 0.53 NS
Copepod - adults 11 0.99 0.01 -0.16 0.88 NS
Copepod - nauphlii 11 0.83 0.01 0.12 0.88 NS
21 Sept. 1992 Bosminids 11 0.50 0.06 0.35 0.48 NS
Copepod - adults 11 0,50 0.24
CO1 0.13 NS
Copepod - nauphlii 11 0.64 0.09 0.59 0.37 NS
Ha: Adundance is order independent.
Linear regression performed on logul- transformed data; Ha\ slope (b,) = 0.
Figure 2. General sampling areas in the James, Pamunkey, Mattaponi, and 
Rappahannock rivers.
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Figure 8. Light attenuation in Virginia's tidal freshwater rivers (k = 3.24) compared to 
coastal (k = 0.5) and clearest ocean water (k = 0.05) based on Beer’s Law 
(surface light = 2000 nE/m2/s), I(depth z) = I(surface)e.xp(-kz).
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Figure 11. Daytime CPUE in relation to light intensity (Iog-scale) at 1.5 m in the 
Pamunkey, James, and Rappahannock Rivers: June-July 1991
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Figure 13. Frequency of daytime catch under overcast (< 1000 uE/nr/s) and 
clear (> 1000 i<E/m'/s) sky conditions.
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Figure 15. Geometric mean CPUE during daytime and nighttime sampling on the 
Mattaponi, Pamunkey, James, and Rappahannock Rivers: June-July 1991.
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Figure 16. Mean coefficient of variation (CV) during daytime and nighttime sampling on the 
Mattaponi, Pamunkey, James, and Rappahannock Rivers: June-July 1991.
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Figure 17. Mean hourly CPUE in the James River, August 5, 1991.
68
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Su
rf
ac
e 
Li
gh
t 
In
te
ns
ity
 
(|a
E
/m
2/
s)
(l
og
) i  -
1.5 -
I -
0.5 -
0 >— 
-100
Figure 18.
V
••V
%
•  •
<  * 1 A
,- > A . •
V 4 * 4
V-a :,
A
•  Light Intensity 
A CPUE
V aa a a  
▲ ▲
3.5
2.5
1.5
0.5
0
-50 0 50 100 150 200 250 300
Time (minutes) relative to sunset (0)
Light intensity and CPUE relative to sunset for combined monitoring data 
from the James and Rappahannock Rivers in 1991 and 1992.
69
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
CPUE 
(log)
3.5
2.5
c
0.5
• •
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2
Light intensity at 1.5 m (|iE/m 2/s)(log X + l)
Figure 19. CPUE and light intensity at 1.5 m for combined sunset monitoring data (n = 151) 
from the James and Rappahannock Rivers in 1991 and 1992.
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Figure 21. CPUE compared to light intensity (< 0.02 pE/m2/s) at 1.5 m during sunset sampling 
in the James River: (a) August 28. (b) September 4, (c) September 10, and (d) October 8. 1991.
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Figure 22. CPUE compared to light intensity (< 0.02 pE/m2/s) at 1.5 m during sunset sampling 
in the Rappahannock River, (a) September 15 and (b) September 23, 1992.
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Figure 23. Predicted light intensity at 1.5 m in tidal freshwater (k = 3.34) before and after sunset.
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to time (EST) for Rappahannock River samples on September 14, 1992.
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CHAPTER 2.
Juvenile Blueback Herring (Alosa aestivalis)
Daily Otolith Increment Deposition, Hatch Dates, Growth, and 
Mortality, and their Relationship with Abiotic Factors in the 
Rappahannock River, Virginia: 1991 and 1992
7 8
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ABSTRACT
The hypothesis that variability in year-class strength of anadromous blueback 
herring (Alosa aestivalis) is related to abiotic conditions that effect survival and growth 
during early life history was investigated. Sagittae from juveniles collected during 1991 (n 
= 392) and 1992 (n = 455) juvenile abundance index (JAI) sampling in the Rappahannock 
River, Virginia were examined to determine age, hatch dates, estimate cohort growth and 
mortality rates, and re-create somatic and otolith growth histories. A strong linear 
relationship (P < 0.001) between mean weekly estimated age and chronological days 
between sampling dates ( r  = 0.98) during 1991 supported daily increment formation.
The JAI in 1991 was 122.0 and 52.0 in 1992. The 1991 hatch date frequency distribution 
was symmetrical (24 April through 6 June, peaking on 10 May). The 1992 distribution 
occurred later in the season and was bimodal (1 May through 26 June, with modal peaks 
on 16 May and 16 June). Mean cohort instantaneous mortality rates (Z) in 1992 were 
significantly higher than the rates for similar cohorts in 1991 (13 to 14%/d and 3 to 7%/d, 
respectively). Early juvenile stage (< 50 days) mean growth rate-at-age for the first hatch 
cohort in 1992 was considerably lower than the rate for similar age juveniles in the second 
hatch cohort and cohorts produced in 1991. The daily growth chronology of sagittae 
from juveniles collected in 1992 exhibited extended periods of below average growth that 
followed major increases in river flow. Seasonally high river flow and low water 
temperature in 1992 were associated with later larval emergence, reduced relative 
abundance, depressed growth, and increased mortality compared to 1991. While these 
observations suggest that the 1992 hatch frequency distribution was bifurcated by a major 
runoff event, back-calculated growth histories and daily variation in increment width 
deposition were poorly explained by daily river flow and air temperature in linear 
regression and time series analyses. High river flow may be a forcing mechanism on 
another abiotic factor, perhaps turbidity, that directly effects larval growth and survival. 
High turbidity reduces prey visibility, potentially causing depressed growth and starvation 
of newly hatched larvae.
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INTRODUCTION
One of the major problems in testing recruitment hypotheses is the limited extent 
of time-series data bases. In general, only a single pair of measures of abundance (or 
recruitment) or mortality estimates and environmental (biotic and abiotic) factors are 
produced each year. Efforts to estimate the effects of environmental factors on average 
stock size with this approach are confounded by the effects of long-term environmental 
changes and short-term or year-to-year 'noise', which makes the average harder to detect 
(Walters and Collie, 1988). Observation of effects, therefore, may require decades of 
time-series data. Even where data are available, however, empirical studies do not 
demonstrate 'cause and effect' (Sissenwine, 1984); little understanding of the 
physiological, behavioral, and ecological linkages through which environmental factors 
influence recruitment rates and distribution patterns is provided (Walters and Collie,
1988).
Otolith microstructure analysis of daily increments (Secor et al., 1991), first 
identified by Pannella (1971), is a valuable tool for obtaining information on early life 
history dynamics. It affords an alternative or supporting approach to investigate 
recruitment hypotheses. Since the early 1980s, otolith microstructure research has been 
extensive, with far ranging utility, as generally reviewed by Secor et al. (1995). In 
particular, otolith microstructure time series of daily growth increments provide 
information on early life history, including growth rates, mortality rates, and back- 
calculated hatch dates, which can be related to environmental factors. The life history 
chronology recorded in otolith microstructure, therefore, affords the opportunity to 
generate multiple data points within years and directly investigate the physiological, 
behavioral, and ecological linkages through which environmental factors influence the 
dynamics of early life and potentially establish year-class strength (Houde, 1987, 1989a).
80
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
81
The importance of environmental factors in influencing early life history dynamics 
and establishing year-class strength based on otolith microstructure analysis has been 
reported for numerous teleosts (e.g., Houde, 1989a; Yoklavich and Bailey, 1990; Pepin, 
1991; Woodbury et al., 1995) and, more specifically, for many clupeids including Atlantic 
herring (Moksness et al. 1995, Fossum and Moksness, 1995), Pacific anchovy (Peterman 
and Bradford 1986; Peterman et al., 1988), tropical herring (Thorrold and Williams,
1989), Atlantic menhaden (Maillet and Checkley, 1989, 1991), and American shad 
(Crecco et al., 1983; Crecco and Savoy, 1984, 1985; Crecco et al., 1986, Savoy and 
Crecco, 1988). Except for American shad, research on the relationships between 
environmental factors and early life history dynamics of anadromous fish based on otolith 
microstructure analysis is extremely limited. Jessop (1994), utilizing data on annual 
relative abundance and length-at-capture of juvenile alewife and blueback herring, 
demonstrated a link between relative abundance, daily instantaneous mortality, and 
instantaneous growth rates and environmental variables in the Saint John River, New 
Brunswick, Canada during the period 1982-1990. He reported that, for both species, 
juvenile relative abundance decreased and daily instantaneous mortality increased with 
mean July-August river discharge. While an influence of water temperature on relative 
abundance and mortality was not observed, alewife instantaneous growth rates decreased 
and blueback growth rates increased in relation to mean July-August water temperature.
Jessop's (1994) results for juvenile blueback herring are limited in that 'cause and 
effect' is only inferred. As previously discussed, physiological, behavioral, and ecological 
linkages through which environmental factors influence blueback herring recruitment are 
not demonstrated as recommended by Walters and Collie (1988). Given the limited time 
series (9 years) on which his research is based, the chance for spurious correlations is also 
high. Jessop’s (1994) results, as well as the results of research on American shad in the 
Connecticut River (Crecco and Savoy, 1985), however, provide a background to 
formulate and test more rigorous hypotheses. These hypotheses include observations on 
life history dynamics, as derived from otolith microstructure analysis, of juvenile blueback 
herring and how they are influenced by environmental factors during the spawning and
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nursery period.
Information on the early life history dynamics of blueback herring is extremely 
limited. That which is available is based on length-at-capture (Whitney, 1961; Loesch, 
1969, 1987; Burbidge, 1974) and artificial rearing (Sismour, 1994). Life history dynamics 
within natural systems based on length-at-age is nonspecific for river herring and limited to 
the work of Sismour (1994). Growth and natural mortality studies based on length-at- 
capture are biased by variable recruitment and by the phenomena of early migration of 
juveniles from the nursery grounds (Loesch, 1969, 1987). A similar early migration has 
been reported for juvenile alewives (Richkus, 1974a) and for American shad (Marcy,
1976). Variable recruitment and early out-migration can result in an apparent decrease in 
the growth rate, or even an apparent "negative growth" rate with an observed decrease in 
mean length estimates. Early migration can also result in overestimation of natural 
mortality as it artificially depresses the descending limb of survivorship curves. Length-at- 
capture studies also provide no information on individual growth trajectories and hatch 
dates. Research utilizing otolith microstructure analysis, as described herein, overcome 
these problems.
In general, growth rings on sagittae of clupeid larvae and juveniles, including 
Atlantic herring (Brothers et al., 1976; Moksness, 1992), alewife (Essig and Cole, 1986; 
Sismour, 1994), American shad (Crecco and Savoy, 1985; Savoy and Crecco, 1987; 
Limburg, 1996), and blueback herring (Sismour, 1994) are highly visible. The extent to 
which sagittal otoliths provide an accurate description of the age and back-calculated 
growth of juvenile blueback herring depends on the assumptions that (1) each growth ring 
is deposited daily and (2) the otolith grows in direct proportion to the body length of the 
fish. The first assumption has been verified for numerous species (e.g., see Secor et al., 
1991, 1995) and, specifically, for blueback herring (Sismour, 1994). With respect to the 
second assumption, linear, but not necessarily direct, relationships have been demonstrated 
in the previous studies. Recent studies (Campana, 1990; Secor and Dean 1992) have 
observed a decoupling of otolith and somatic growth, implying that the relationship is not 
necessarily direct or even linear. In fact, as noted by Secor and Dean (1992), despite 25-
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years of concerted effort, a comprehensive or accurate relation between otolith growth 
rate and somatic growth rate has not been quantified. Furthermore, detailed evaluation of 
potential decoupling of otolith and somatic growth in Alosa has not been undertaken.
The process of decoupling results in changes in somatic growth without a 
corresponding change in the growth rate of the otolith. Potential decoupling of otolith 
and somatic growth, therefore, bias the re-creation of growth history via the back- 
calculation technique (Campana, 1990; Secor and Dean, 1989, 1992). Secor and Dean 
(1989) observed a lagged response of about 7 days in otolith growth rate to changes in 
somatic growth rate of pond-reared larval striped bass. An approximate 7-day lag was 
also observed by Moksness et al. (1995) working with Norwegian Atlantic herring.
Despite these findings, other studies have failed to detect a growth effect or evidence of 
decoupling (Fossum and Moksness, 1995; Munk, 1993). With respect to mixed study 
results, Moksness et al. (1995) concluded that decoupling might not be a serious problem 
above a minimum somatic growth rate, but problems may arise when starved or slow- 
growing larvae are sampled. Such a condition may exist in the analysis of recruitment 
hypotheses in relation to dramatic events as caused by climate which affect the availability 
of food.
The research on juvenile blueback herring described herein directly addresses the 
data gaps identified and considers the potential problems in its experimental design and 
data analysis. The primary research objective is the investigation of the relation between 
juvenile year-class relative abundance, growth, and natural mortality in relation to abiotic 
factors during the spawning and nursery period. This is accomplished by field sampling 
for relative abundance and re-creation of growth histories based on otolith microstructure 
analysis. The secondary objective is the provision of basic information on the life history 
dynamics, including hatch dates, growth, mortality, and distribution of juvenile blueback 
herring based on daily aging.
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Study Area
JAI sampling was conducted in the tidal freshwater section of the Rappahannock 
River in southeastern Virginia (Figure 27). Tidal influence extends to the fall-line at 
Fredericksburg, approximately 172 km above the river mouth. The total drainage basin 
covers an area of 7,032 km2 (2,715 mi2) of which 4,134 km2 (1,596 mi2) is upstream of the 
fall-line gauging station near Fredericksburg. Average annual freshwater inflow to the 
estuary since 1907, as measured at the USGS gauging station near Fredericksburg, is 46.6 
m3/s (1697 cfs). The two-year recurrence flow is 550 m3/s (19,423 cfs)(White, 1996).
The estuary is partially mixed at average conditions of tide and river flow (Nichols, 1977). 
Fresh and salt water mix over a broad transition zone and stratification is relatively weak. 
The 1 o/oo isohaline is usually located in the proximity of Tappahannock, which is 69 km 
from the mouth. A turbidity maximum develops between fresh and salt water, with its 
mean locus in freshwater just upstream of the 1 o/oo isohaline (Nichols and Thompson, 
1973). Bottom sediments and suspended matter in the river are composed primarily of 
clay and silt derived from erodible cropland in the basin (Nichols, 1977). The tidal 
freshwater portion, just upstream of the limit of salt intrusion, is also characterized by a 
chlorophyll maximum that becomes apparent in April and persists through the summer 
(Anderson, 1986). Sampling was performed along the mainstem of the river within the 2- 
m depth contour interval (i.e., main river channel). Sampling began at kilometer 148 (RM 
80) and was completed by approximately kilometer 83 (RM 45), the lower limit of the 
Alosa nursery zone.
Abiotic Data
Abiotic variables used in analyses included river flow, water temperature, and air 
temperature. Data were collected for the period April 1 through August 15, the period 
encompassing spawning and larvae and juvenile development. River flow was recorded at 
the U.S. Geological Service (USGS) gaging station (#0166800) near Fredericksburg, VA
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at approximately river kilometer 204. Daily and monthly mean flows were obtained from 
USGS (1991 and 1992). Mean monthly river flow for the period of record (1907-1992) 
was also obtained from USGS (1992). Daily maximum and minimum air temperature 
were recorded at the National Climatic Data Center station at Fredericksburg National 
Park and obtained from NOAA (1991 and 1992). Monthly mean values for the prior 30- 
year period (1962-1992) were also obtained from NOAA (1992). Weekly water 
temperature data were also obtained from USGS (1991 and 1992) as well as from the 
Spotsylvania County Wastewater Treatment Plant and City of Fredericksburg Wastewater 
Treatment Plant water quality monitoring programs at river kilometers 196 and 202, 
respectively (Faha, 1995). Daily abiotic values were used to calculate the mean and 
coefficient of variation (CV) during monthly and 7-day intervals. The CV was used as the 
measure of abiotic factor variability during the time intervals.
Sampling for Relative Abundance fJAD
The JAI sampling methodology was described in detail in Chapter 1. Nighttime 
JAI sampling began in late June in 1991 and continued for eight weeks through August 
14. In 1992, sampling began in early June and continued for 12 weeks through August 
17. Each weekly collection comprised 15 pushnet samples in both years.
Otolith Extraction. Preparation, and Examination
Fifty juveniles were sub-sampled for otolith extraction from each weekly 
collection. Juveniles were sub-sampled from each pushnet sample in proportion to that 
sample's contribution to the total catch; i.e.,
No. specimens/sample = sample catch/total catch x 50
This procedure minimized potential bias from age assemblages within the nursery zone. 
Specimens for otolith extraction were removed without bias from catch sample jars (i.e., 
jars were covered with black paper, shaken, followed by specimen removal with forceps).
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Sagittal otoliths were processed for microstructural examination following the 
general procedures presented in Secor et al. (1991). Prior to otolith extraction, each 
specimen's fork length (FL) and wet-weight was recorded. Sagittae were extracted under 
a dissecting scope. Sagittae were selected for examination because, of the three pairs, 
they were the only otoliths that could be consistently found. The left sagittae was 
extracted from all specimens. To compare left-right sagittae increment counts, however, 
both sagittae were removed from 100 specimens collected in 1992; 50 from an early cruise 
of young age fish and 50 from the last weekly sampling cruise.
Sagittae were removed and stored for air-drying in 96-well tissue culture trays. 
Sagittae were cleaned via immersion in 5% sodium hypochlorite (household bleach) for 30 
minutes, rinsed three times with distilled water, and finally rinsed in 70% ethanol which 
was allowed to evaporate from the tissue culture wells. Following drying, sagittae were 
removed and embedded in Crystalbond, a thermosetting agent, in the sagittal plane (medial 
or sulcal side up) on a microscope slide. Prior to grinding, the length or maximum 
diameter (i.e., tip of rostrum to tip of post-rostrum) of each otolith was measured at 100- 
300x magnification under a calibrated Olympus BHT-2 compound microscope connected 
to the BIOSONIC Optical Pattern Recognition System (OPRS). Slides were initially 
ground against wet 600-grit wet-dry paper until the sagittal surface was reached. 
Subsequent grinding continued with wet 1000-grit wet-dry paper. Slides were frequently 
checked on a compound microscope at lOOx to 200x to check progress and ensure 
grinding in the level sagittal plane. As grinding experience increased, elucidating 
increments was improved by using well-worn 1000-grit paper. A 25 mm suction cup, 
typically used for hanging window decorations, was used to support the slide during 
manual grinding.
The medial or sulcal side was ground to the base of the sulcus and then polished 
for 30 seconds on a piece of wet microcloth containing 0.3 micron alumina polishing 
compound. The slide was then heated, and, under a microscope, the sagittae was flipped 
and repositioned on the distal side with a dissecting needle. Grinding then continued with 
well-worn 1000-grit paper until the primordium was reached and there was no
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superposition of growth increments. A final 30-second polish was performed prior to 
reading.
Each otolith was cleared with a drop of Type A optical immersion oil for 24 hours 
prior to reading. Each otolith was read at 200-300x magnification under an Olympus 
BHT2 compound microscope connected to the BIOSONIC OPRS. Increment counts 
generally were made along the posterior axis (i.e., nucleus to post rostrum margin) with 
the hatch-check as the first increment. Counts along the anterior axis were only made 
when increments could not be observed in the posterior field. Sub-daily increments that 
could not be followed throughout the field of view were not counted.
A total of 920 otoliths were examined, of which 890 were readable. A second 
read was performed on all otoliths, during which increment widths were measured along 
the maximum radius in the posterior field using the BIOSONIC OPRS. When a clear path 
in the posterior field was not available, increment widths were not measured. Radial 
measurements were recorded for 71 otoliths in the 1991 sample and 215 otoliths in the 
1992 sample. Restriction of measurements to the posterior field axis limited the sample 
size compared with otoliths in which increments were counted. Lack of increment 
resolution and over-grinding of the posterior margin precluded radial measurements on 
many otoliths.
First and second increment counts were compared, similar to the method employed 
by Kline (1990). If the percent difference between readings was less than 10 percent, the 
mean of the readings was accepted; however, if the difference between readings was 
greater than 10 percent, the readings were discarded. In addition, on a subset of 200 
otoliths, increments were counted at least three times for a more rigorous precision 
analysis.
Increment Count Precision
The precision attained in increment counts was estimated with two data sets: (1) 
replicate counts on all otoliths and (2) counts of three or more times on a subset of 200 
otoliths. For replicate counts, descriptive statistics, including mean, standard deviation.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
38
coefficient of variation (CV), median, minimum, and maximum difference, were developed 
for the absolute value of the count difference and for the count difference as a percentage 
of the mean. Statistics were developed for combined data (1991 and 1992) and for each 
year. To determine if there was a general trend (e.g., to either over- or under-count 
increments) between replicate counts, a paired /-test and the nonparametric Wilcoxon 
signed rank test was performed on each year’s replicate data set. Age effect on precision 
was analyzed using simple linear regression with the absolute value of the count difference 
and CV as the dependent variable and increment count as the independent variable in the 
linear model. The occurrence of a significant slope (positive or negative) would indicate 
an age effect upon precision.
The CV and an index of precision (D) (Chang, 1982) were calculated for the data 
set with three or more counts to determine the reproducibility of increment counts. D 
measures the percent error contributed by each observation to the average age-class and is 
calculated as follows:
D = CV//R
where R = the number of times each otolith is read.
The CV and D are preferred measures of precision compared to percent agreement 
because the percent agreement, as noted by Beamish and Fournier (1981) and Chang 
(1982), fails to take into consideration the range offish age classes in the population 
sampled. The CV also has the advantage in that it is a parameter that can be tested. D 
can also be used to show the error contributed by each observation to the averaged age 
determination for theyth fish by multiplying D, by the averaged age for the/th fish. 
Descriptive statistics, including mean, standard deviation, CV, median, minimum, and 
maximum, were developed for each parameter for both pooled data and by year.
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Comparison of Left and Right Sagittae
Paired sagittae from 100 juveniles were processed as previously described to 
determine equality in size and increment counts, and whether selection of either for 
processing would have an effect on subsequent analyses. The null hypothesis of no 
difference in otolith diameter and increment count was tested with the paired /-test and the 
nonparametric Wilcoxon Signed Rank Test.
Daily Increment Deposition
Support for daily increment deposition during the juvenile life-stage was 
investigated via the sequential sampling technique described by Schmidt and Fabrizio 
(1980). The objective of this method is to show that rings on the otoliths of juveniles 
were correlated with Julian days. If rings are deposited daily, the difference in increment 
counts between weekly samples should correlate with the difference in Julian days 
between sample dates. Use of this method rests on the assumption that consecutive 
samples are equally representative of the juvenile population; i.e., there is neither 
recruitment to, or emigration from, the juvenile population during the sample period and 
gear avoidance does not appreciably change during the sample period. Recruitment and 
emigration or gear avoidance were examined with analysis of weekly length-frequency 
distributions. Recruitment to the population would be indicated by the consistent presence 
of juvenile at the minimum collection size (27 mm). Evidence of emigration and gear 
avoidance would be indicated by consistent decline in CPUE for larger fish, as well as the 
presence of'negative' mean growth between weekly samples (Dixon et al., 1996).
Mean increment counts were calculated for each weekly sample in 1991 and 1992. 
The difference in mean increment counts between the initial week's sample and each 
subsequent week's sample was then calculated. Actual calendar days between each weekly 
sample and the initial week's sample were also calculated. The relationship between the 
difference in mean counts and calendar days was analyzed via simple linear regression.
Daily increment formation would be indicated with a strong coefficient of determination 
(i.e., r  > 0.9) and, more importantly, if the slope of the regression line equaled 1 (H0: B- =
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1). Tests of the regression coefficient (B{) equal to 1 were performed according to the 
method in Neter et al. (1985).
Hatch Date Distribution
Hatch dates were calculated based on the difference in the estimated age of the fish 
and its collection date. Because juveniles for otolith microstructure analysis were not sub­
sampled proportionately to each week's catch (i.e., fixed sub-sample size of 50 fish/week), 
hatch date distributions for the otolith sub-sample required expansion to the total catch. 
Frequency distributions of the hatch dates of each otolith sample in each weekly sub­
sample were expanded to the total number of fish collected on that date. The summation 
of hatch date groups from all weekly samples collected resulted in a single histogram of 
hatch date frequencies for each year. Descriptive statistics, including the mean, quartiles, 
mode, and minimum and maximum hatch dates, were calculated for each week's sample 
and year.
Age Distribution of Juveniles in the Nursery Zone
Differences in mean age by river kilometer in each week's collection were 
examined with ANOVA and Scheffe' pairwise comparisons of means (Neter et al., 1985). 
The presence of trend in age along the river’s axis in each week's collection was examined 
with simple linear regression with age as the dependent variable and river kilometer as the 
independent variable. A significant (P < 0.05) slope would indicate a trend (positive or 
negative) in the distribution of ages in the nursery zone. The seasonal pattern in the trend 
was demonstrated by converting daily ages in each week's collection to relative ages. 
Relative age was calculated as the ratio of each specimen's age in each week's collection to 
the youngest age in that week's collection. Relative age, therefore, was expressed as a 
ratio relative to 1.0. Relative ages were expanded to the total catch as described for the 
hatch date distribution analysis. Seasonal mean relative ages were then calculated for each 
river kilometer in the nursery zone in each year.
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Natural mortality
Instantaneous daily natural mortality rates (Z) in 1991 and 1992 were estimated via 
the otolith increment-frequency method of Essig and Cole (1986). This method involves 
expansion of the frequency distributions of ages determined from otolith increments in 
each week's sub-sample to the total number of juveniles collected on that date. A single 
histogram of age frequencies for the sampling season was created by summing age groups 
from all weekly samples. Instantaneous daily mortality was estimated as the negative 
slope of the descending limb of the log,.-transformed age-frequency curve by:
vV,=A^';
where Z = instantaneous daily mortality coefficient; M, = number of juveniles of age group 
t; N0 = number of juveniles in the first fully recruited age group; t = time in days (Ricker, 
1975). Z was also estimated for hatch date cohorts based on visual evaluation of the hatch 
date frequency distributions. Criteria for identification of cohorts included the occurrence 
of notable river flow events and the occurrence of discrete modal groups in the hatch date 
frequency distribution.
The confounding effect of gear avoidance (and, potentially, early season 
emigration) was minimized by truncating the age interval across which mortality estimates 
were derived. The length (FL) at which gear avoidance may become a critical sample bias 
was identified via visual inspection of the seasonal length distributions. A precipitous 
decline in the frequency of length groups being indicative of potential gear avoidance. A 
margin of safety of 10-mm less than the identified length was utilized to minimize the 
impact of gear avoidance on the mortality estimates. The specific age of occurrence in 
each year of the length criteria was identified by re-arranging the appropriate growth 
function, as subsequently described.
Confidence intervals of 95% around the mortality estimates were computed by 
standard regression techniques (Zar, 1984). Z values were compared (H0: bl = b2) 
between years and between cohorts via the r-test method utilizing the pooled residual
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mean square (yy_r) and standard error of the difference between regression coefficients 
(j6/^ )  as presented in Zar (1984).
Growth
Length-age data in 1991 and 1992 were fit to the Gompertz and von Bertalanffy 
growth equations using the non-linear curve fitting program FISHPARM (Prager et al., 
1987). Length-age data for hatch date cohorts, identified as previously described, were 
similarly fit to the growth functions. Appropriateness of model fit was based on the 
strength of the coefficient of determination (r ) and analysis of residuals.
Back-Calculated Growth
Use of the back-calculation technique based on increment radial distances to 
determine the growth history of individual fish is based on the principle of isometry; i.e., 
the otolith grows in proportion to the body length of the fish. Proportionate growth was 
tested using simple linear regression analysis with the FL as the dependent variable and 
otolith diameter as the independent variable. Proportionate growth was tested in both 
years. Isometry would be verified and use of the back-calculation technique validated via 
a significant slope (P < 0.05) and a strong coefficient of determination ( r  > 0.80).
The FL L  at an intermediate age i was back-calculated from otolith radial distance 
with the Biological Intercept Model developed by Campana (1990):
L' = Le -  (R - R )(Le -L ° ) /(K -  R ):
where R  is the radial width of the /th growth increment, R  is the distance from the 
nucleus to the first increment or hatch check, R  is the total radius at time of capture, Lc is 
the fork length (mm) at capture, and L° is the size at hatch or 4.7 mm (Wang and 
Kemehan, 1979).
Back-calculated FL at 7-day intervals through 63 days were calculated. The 7-day 
growth intervals were selected for mathematical convenience and for comparison to short­
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term abiotic factors. Age-specific instantaneous growth rates (mm/day) during the 7-day 
intervals were estimated based on the back-calculated FL with the following equation 
(Ricker, 1975):
G, = LN(LtJ  - LN(LJ/dt
where Gt = the instantaneous growth rate of a juvenile between the ages t to /+/; Lt, ,  = 
fork length of a juvenile at age / - / ; £ ,=  fork length of a juvenile at age /; dt = the number 
of days between L, and
Based on hatch dates, each juvenile (71 in 1991 and 212 in 1992) was assigned to 
a 5-day cohort from approximately May 1 through June 30. The time period of hatching 
in 1991 limited the number of 5-day cohorts to four, while in 1992, the extended hatching 
period allowed for the creation of 11 5-day cohorts. The 5-day cohort interval size was 
selected as a compromise between insuring adequate number of samples within each 
cohort and maximizing the number of within year cohorts for which mean growth rates 
would be related to short-term abiotic factors. A 5-day cohort interval size was also 
utilized by Crecco and Savoy (1985) for similar reasons. In addition, Crecco and Savoy 
(1985), utilizing known age larvae, determined that over 85 percent of the larvae were 
correctly assigned into 5-day cohorts. Mean age-specific instantaneous growth rates (G„) 
during 7-day intervals were then calculated based on all juveniles within each 5-day 
cohort.
Cohort Growth and Abiotic Factors
Potential mortality of eggs and larvae during the immediate pre- and post-hatch 
period in 1991 and 1992 was qualitatively determined by examining plots of the number of 
fish hatched, and mean daily river flow and maximum and minimum air temperature by 
date. Plots were examined for the occurrence of reduced hatching frequency in relation to 
major changes in abiotic conditions. The joint occurrence would suggest mortality of both 
eggs and larvae. While it would be preferable to directly compare mortality rates to
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changes in abiotic factors, eggs and larvae were not collected and, therefore, mortality 
rates could not be estimated. The assessment is subjective because it is entirely based on 
survivors collected later during the nursery season with their hatching history inferred 
from their estimated age and collection date. Although mortality is inferred, the survivors 
or cohorts may exhibit reduced otolith and somatic growth patterns.
Quantitative evidence was obtained by examining the relationship between back- 
calculated cohort mean instantaneous growth rates (G„) and short-term abiotic factors 
following the method by Crecco and Savoy (1985). The null hypotheses tested was that 
short-term abiotic conditions in the spawning-nursery grounds have no effect on growth 
and survival during the larval through juvenile stage. Instantaneous growth rates were 
initially examined to determine if they differed among 5-day cohorts. One-way ANOVA 
(Neter et al., 1985) was used to test whether significant (P < 0.05) differences existed in 
mean instantaneous growth rates among 5-day cohorts. Differences among cohort means 
were resolved with the Scheffe' pairwise comparison of means test (Neter et al., 1985). 
Analyses were performed on growth data from each age interval.
Mean instantaneous growth rates during 7-day intervals among 5-day cohorts were 
examined against changes in the mean and CV of daily river flow, and minimum and 
maximum daily air temperature. The mean and CV of these abiotic factors were 
calculated for each 7-day growth interval from the daily records during the period April 1 
through June 30. The median day (day 3) within each 5-day cohort was selected as the 
starting date for calculating mean daily flows and minimum and maximum temperatures 
and their associated CVs. Relationships between the abiotic factors and cohort 
instantaneous growth rates during each 7-day interval were examined with linear 
correlation analyses. The instantaneous growth rates were examined separately on the 
same age intervals used in analysis of variance. With this approach, the response of age- 
specific growth patterns to abiotic factors could be evaluated. All analyses used IogI0- 
transformed data.
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Otolith Growth and Abiotic Factors
This analysis examined daily otolith growth (independent of somatic growth) in 
relation to abiotic factors. The objective was the detection of stress periods in otolith 
growth in response to daily changes in river flow or air temperature. Direct analysis of 
otolith growth avoids bias in the otolith and somatic growth relationship that would 
confound results from the previously discussed back-calculation method.
Increment widths were calculated (/th radial distance - fth radial distance) for all 
samples in each year. Mean increment widths-at-age were then calculated. Relative 
deviations from its mean width-at-age ([mean - observed width]/mean) were calculated. 
Use of relative deviations, as compared to absolute deviations, eliminates confounding 
effects of differing increment widths by increment number. In a matrix (one for each year) 
with columns as chronological date and rows as sample number, each otolith sample was 
positioned according to its estimated hatch date with subsequent increments 
corresponding to estimated chronological dates. Mean relative deviations were then 
calculated for each chronological date in each year and plotted in time series. In this 
pattern, negative deviations represent periods of below average increment growth and 
positive deviations represent periods of above average growth.
Time series of mean relative deviations were compared to corresponding daily time 
series of abiotic factors. Because stress periods would extend for several days following 
major abiotic events, ordering of mean relative deviations should be dependent or show 
strong evidence of auto-correlation. Lack of ordering, or order independence, is indicative 
of serial randomness and the lack of occurrence of stress periods. Serial randomness in 
the time series was tested via the Run's Test (Zar, 1984). Autocorrelation coefficients 
(Box and Jenkins, 1976) for each year’s time series of daily mean relative deviation were 
calculated and plotted against daily lags. High coefficients (r > 0.80) that decrease slowly 
with increasing daily lag would further indicate autocorrelation and lack of serial 
randomness.
Time series of daily variation in increment growth and abiotic factors were 
compared with cross correlation analysis (Box and Jenkins, 1976). All data were log10-
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transformed and nonstationary time series were differenced with lag 1 to remove 
autocorrelation. Cross correlation coefficients were examined at zero and all positive lags 
(i.e., abiotic factor) to determine if any of the abiotic factors were an indicator, or leading 
indicator, of daily variation in increment growth.
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Abiotic Conditions
There were major differences in abiotic conditions during the spawning and 
nursery season between years. The 1992 season (April-June) had considerably higher 
river flow and lower water temperature than in 1991 (Table 9). The daily river flow rate 
during June 1992 was nearly three times greater than during June 1991. Flow rates were 
also much more variable, as indicated by the CV, during the three-month season in 1992 
(137%) compared to 1991 (53%). During the three-month period in 1992, the mean daily 
temperature (maximum and minimum) was approximately 3 °C cooler than in the same 
period in 1991. Mean maximum and minimum daily temperatures in May 1992 were 5.7 
and 4.1 °C cooler, respectively, than May 1991. Following air temperature, water 
temperature averaged 4 °C cooler in 1992 compared to 1991, with a differential of almost 
10 °C during May.
Two major and several minor runoff events occurred during 1992. The first began 
on April 22 and extended for almost 10 days before base flow levels returned. Peak daily 
mean flow during this event was 22 times greater than the prior base flow rate. The peak 
instantaneous discharge rate reached 714 m3/s (25,200 cfs) at 0530 hours on 23 April. A 
runoff event of this size has a return frequency of two years. A relatively minor event 
occurred on day 38 (May 9) followed by the second major event beginning on day 65 
(June 5). Peak daily mean flow during this event was 17 times greater than the preceding 
base flow level. The maximum instantaneous rate of discharge during this event was 544 
m3/s (19,200 cfs) at 0500 hours on 6 June. Similar to the first event, river flow remained 
at elevated levels for nearly 10 days.
Annual Relative Abundance CJAIs) and Length Distributions
The 1991 year-class, as measured by the weekly geometric mean CPUE, was 
considerably stronger than the 1992 year-class (Figure 28). Nearly twice as many 
juveniles were collected in 1991 (14,584) compared to 1992 (8,269). In 1991 the
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maximum geometric mean CPUE (122.0) was observed during the week of 6 July. In 
1992, the maximum (52.0) was observed during the week of 21 July, two weeks later than 
observed during 1991. A smaller secondary peak (45.2) was also observed during the first 
week of August.
The center of juvenile abundance differed in location and in the weekly pattern of 
location between years. In 1991, except the initial sampling date, the center of abundance 
was consistently between river kilometers 140 and 130 (Table 10). The slightly 
downstream center of abundance on the initial sample date is more an artifact of length 
recruitment to the pushnet gear than real. In the upstream river strata, many juveniles less 
than 27 mm FL were collected and excluded from data analysis. In 1992, the center of 
abundance was slightly downstream, principally located between river kilometers 130 and 
120. Greater variability in 1992 was shown in the location of the center of abundance 
principally because of secondary recruitment of juveniles to the pushnet gear. Between 15 
June and 13 July, the number of juveniles less than 27 mm FL steadily declined, 
particularly in the river's upper strata. During this period, the center of abundance was 
between river kilometers 115 and 125. Beginning with the 21 July sample, however, the 
number of juveniles at 27 mm FL increased dramatically in the upriver strata causing a 
shift in the center of abundance to between river kilometers 125 and 135. This general 
location persisted through the last sample of 17 August.
Recruitment of juveniles to the sampling gear differed between years. In 1991, 
mean FL, and minimum and maximum FL, steadily increased during each week’s collection 
(Table 11). Since juveniles s 27 mm were not collected during any week, juveniles were 
fully recruited to the pushnet gear beginning with the initial sampling date of 27 June. In 
1992, however, recruitment to the sampling gear was not complete until 28 July. 
Recruitment of juveniles s 27 mm suppressed mean FL and resulted in periods of apparent 
’negative’ population growth (e.g., 21 July and 5 August).
Modal progression of weekly length frequency distributions indicated differences 
between years in cohort composition of the juvenile year-class. Modal progression of 
weekly length frequencies in 1991 reflect growth of a single cohort (Figure 29). The 1992
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year-class was composed of two major cohorts. Recruitment of the second cohort in 1992 
is indicated by the bimodal FL distribution beginning 21 July (Figure 30).
Weekly length frequency distributions also suggest the potential for gear avoidance 
and out-migration beginning at approximately 60 mm FL. In both 1991 and 1992, there is 
a precipitous decline in the frequency of collection of juveniles a 60 mm FL. Gear 
avoidance and out-migration at this length may also explain the disappearance of the first 
cohort in weekly samples during 1992 after approximately 5 August.
Otolith Development and Increment Description
Otoliths from early season collections were asymmetrical or pear-shaped and 
became increasingly elongated in the anterior-posterior axis (Figure 31). The otoliths also 
became curved, particularly in the anterior field or rostrum, as they grew in size with the 
distal surface convex and the medial surface concave. The nucleus was readily discernible 
as its margin is usually darkened as the first increment or hatch check. Occasionally, 
incomplete increments could be detected within the hatch check increment. A yolk- 
absorption check, as reported by Sismour (1994), was not readily discernible. Mean 
nucleus size did not vary with increment count in either 1991 or 1992 samples. Mean 
radius of the nucleus in 1991 samples was 5.56 nm (95% C.I.: 5.28 - 5.85 Mm) and slightly 
larger than the mean radius of 5.25 M m  (95% C.I.: 5.11 - 5.38 M m ) observed in 1992 
samples.
Individual growth increments were readily resolved and comprised a dark 
(discontinuous zone) and light (translucent zone) band with transmitted light. High 
contrast areas with well-defined increments were evident around the nucleus. Low 
contrast areas with poorly defined increments occurred in the dorsal and ventral fields and 
in the anterior and posterior fields away from the nucleus. The dark band or 
discontinuous zone typically exhibited a pattern of darkened margins with a slightly lighter 
interior zone (Figure 32). This dark band was of variable width and occasionally appeared 
as a single narrow line. The occurrence of these single lines across the otolith transect did 
not suggest any pattern or complex periodicity. Sub-daily increments were not readily
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discernible at the reading magnification of 200-300x; however, at higher magnifications, 
sub-daily increments were apparent and caused misinterpretation of increment zones and 
confusion in increment counts.
Growth of the otolith followed a sigmoid growth curve (Figure 33). Increments 
were closely spaced from the nucleus to approximately increment number 20 after which 
increment spacing increased until approximately increment number 55. After increment 
number 55, increment widths decreased. From the nucleus to approximately increment 
40, mean increment widths at increment number were larger in 1991 compared to 1992 
(Figure 34). After increment 40 there were no consistent differences in increment widths 
between 1991 and 1992.
Between zero and approximately 50 increments, variability in mean otolith radius 
increased as the number of increments increased. After increment number 50, variability in 
otolith size, as measured by the standard deviation of mean radial distance, decreased 
rapidly (Figure 35). The decline in variability of otolith size after 50 increments may be 
the result of sampling bias resulting from emigration, or gear avoidance by larger fish.
There was also greater variability in otolith size at-increment-number (as measured by the 
standard deviation) in the 1992 sample as compared to the 1991 sample, particularly 
between increments 30 and 55.
Linear regression analysis of both years' data indicate that fork length and otolith 
length proportionally increase (Figure 36). The slope of the regression of fork length on 
otolith length was significant (P < 0.001) in both years with a high coefficient of 
determination (i.e., r  = 0.83 and 0.90 in 1991 and 1992, respectively). The hypothesis 
that the regression slopes (b,) were equal was rejected (t = 12.5, P < 0.001, df = 864), 
indicating that an increase in fork length with increase in otolith length was slightly greater 
in 1992 than 1991. Proportional increase in fork length with otolith length provides 
evidence of isometry, and allows the use of back-calculation techniques to reconstruct 
individual growth histories.
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Increment Count Precision
Increment count precision was high with only minor differences between years.
The mean count difference was 2.5 increments for combined data (range of zero to 12 
increments), and 3.1 for 1991 and 2.3 for 1992 (Table 12). As a percentage of the mean 
count, the count difference averaged 5.3 percent (range of zero to 20.3 percent) for 
combined data. A significant difference in log-transformed increment counts from the first 
and second read was not detected in the combined annual data (paired /-test, / = 0.73, P = 
0.47). When the data were analyzed by year, a significant difference was also not detected 
in the 1992 samples (/ = 1.03, P = 0.31); however, a significant difference between counts 
was detected for the 1991 samples. The mean difference in counts for 1991 was only one 
increment. The 1991 otoliths were the initial otoliths examined and the slight difference in 
increment counts probably reflects learning in the increment resolution and counting 
process. The mean CV for the total data set was 3.9 percent (range of zero to 8.6 
percent) (Table 13). The mean index of precision (D), which measures the percent error 
contributed by each observation, was 2.2. The mean error in age determination made in 
each observation was slightly less than one increment.
Comparison of Left and Right Sagittae
Left and right sagittae did not differ in either size or increment count. A significant 
difference between the length of the left and right sagittae was not detected (paired /-test; / 
= 0.04, P = 0.96, df = 96). A significant difference was also not detected between log- 
transformed left and right sagittae increment counts (paired /-test; H0: D = 0, / = 1.06, P =
0.29, d f= 77). Linear regression analysis with the dependent variable as the difference in 
increment counts and the independent variable as mean increment number failed to reject 
the hypothesis that the slope equals zero (F= 2.78, P = 0.10, d f= 77). Increment 
number, therefore, had no apparent effect on the difference in increment count.
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Daily Increment Deposition
The weekly mean increment count linearly increased with chronological days in 
1991 verifying daily increment formation. The mean number of increments in each weekly 
sample monotonically increased in 1991 (Table 14). The difference in mean increment 
number between weekly samples was approximately seven days for all samples except that 
collected on 8 August 1991 (Table 15). A similar increase and difference in mean counts, 
however, was not observed in the 1992 weekly samples. In 1992, the difference in mean 
counts between weekly samples was highly variable and, on some dates (i.e., 5 and 17 
August), the mean weekly increment count was less than the mean for the previous week.
The slope of the difference in estimated mean age from the initial sample on the 
number of chronological days from the initial sample were significantly different from zero 
for both years (P < 0.00 l)(Figure 37). The linear model accounts for a high proportion of 
the total observed variation, as indicated by the strong coefficients of determination ( r  =
0.98 and 0.84 for 1991 and 1992, respectively). The estimated regression slope for each 
year were tested against the null hypothesis of b = 1. For 1991, the analysis failed to 
reject the hypothesis (Rest, t = 2.69, df = 6, P > 0.01) thereby supporting daily increment 
formation. The hypothesis of b = 1, however, was rejected for the 1992 data (/ = 8.64, df 
= 8, P < 0.01). Because recruitment of juveniles s 27 mm continued through much of the 
nursery season during 1992, the weaker relation between weekly mean increment count 
differences and chronological days would not be expected to support the hypothesis of b =
1.
Hatch Dates
Hatch dates differed in timing and mode of distribution between years (Figure 38). 
The 1991 distribution was unimodal, spanning 23 April through 6 June. The mean hatch 
date occurred on 12 May and the modal date was 10 May5. The mean hatch date (day 39 
or 10 May) was also fairly constant in each weekly sample (Table 16) until late in the
5 Summary statistics for hatch dates in 1991 and 1992 are presented in the 
Appendix, Table A-5.
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season when larger fish either avoid the sampling gear or emigrate from the nursery zone. 
This results in shifting of the mean hatch date to several days later in the season. The 
distribution for 1992 is bimodal and spans the period 24 April to 27 June. Modal hatch 
dates in 1992 occurred on 23 May and 17 June. The initial modal hatch date in 1992 
occurred almost 11 days later and the hatch season extended 21 days longer than in 1991.
Two major hatch date cohorts were produced in 1992. The initial cohort (Cohort
A) spans the period 24 April to 7 June. This cohort is evident in all weekly collections 
although only a small number are present in the last collection of 17 August (Figure 39). 
The second cohort (Cohort B) spans the period 8 June to 27 June. Cohort B first appears 
in the collection of 21 July, after which it is the dominant cohort in all weekly collections.
Age Distribution in Nursery Zone
Mean daily age increased in the downstream direction in both years. ANOVA and 
Scheffe' pairwise comparisons of means consistently detected significant differences (P < 
0.05) between mean age of juveniles in the upper (km 146 to 139) and lower (km 109 to 
102) river strata in all weekly collections. Linear regression analysis detected a significant 
(P < 0.05) positive slope in all weekly collections indicating an increasing trend in mean 
age in the downstream direction. In general, the increase in mean age in the downstream 
direction was greater in 1992 than in 1991 (Figure 40).
Natural Mortality
Cohort natural mortality rates in 1992 were greater than both the total population 
rate and the rates for similar cohorts in 1991. While the daily instantaneous natural 
mortality rate (Z) in 1991 (0.073) was higher than in 1992 (0.035) (Table 17)6, the 
existence of multiple cohorts depressed the 1992 mortality rate. This was apparent when 
mortality was estimated separately for the two previously identified cohorts (A and B) in
Age frequency distributions for 1991 and 1992, and cohorts A and B in 1991 and 
1992 which were used to derive daily instantaneous natural mortality rates (Z) are 
presented in the Appendix, Figures A-1 through A-3, respectively.
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1992. The mortality rate for cohort A and B (0.149 and 0.138, respectively) are 
considerably higher than the 1992 seasonal rate (0.035) when both cohorts are included in 
the age frequency distribution. Comparison of the 1992 cohort mortality rates failed to 
detect a significant difference (r = -0.16, df = 35, /> > 0.05). The cohorts for 1991 were 
arbitrarily determined using the median hatch date (May 11) to divide the population. 
Cohort A includes juveniles hatched between 24 April and 11 May and cohort B includes 
juveniles hatched between 12 May and 7 June. Cohort mortality rates in 1991 were 
significantly different (/ = 2.34, df = 77, P < 0.001) with the early season cohort having 
the higher mortality rate (0.075 for cohort A compared to 0.025 for cohort B). Cohort 
mortality rates in 1992 were at least two times greater than the seasonal and cohort rates 
in 1991.
Growth
Juvenile length-at-age was well described by both the Gompertz and von 
Bertalanffy growth functions in both years (Table 18). The coefficient of determination 
was essentially the same for both functions in each year (i.e., r  = 0.79 and 0.81 in 1991 
and 1992, respectively). Because the Gompertz function had slightly smaller residuals and 
since it is traditionally used to describe larval and juvenile growth (Moreau, 1986; Prager 
et al., 1987), the Gompertz growth equation was used to estimate the mean growth rate- 
at-age in all further analyses7. Cohort length-at-age in both years was also well described 
( r  > 0.79) by the Gompertz growth function (Table 19).
The early season (< age 45 days) growth rate in 1992 was slower compared to
1991. Growth rates in 1992, however, increased over a period of approximately 25 days 
before declining while growth rates declined steadily with age in 1991 (Figure 41)8. In
1992, the initial growth rate (at age 28 days) was 0.83 mm/d compared to 1.22 mm/d in
Observed and predicted (Gompertz Model) growth (FL) curves for 1991 and 1992 
are presented in the Appendix, Figures A-4 and A-5, respectively.
A summary of predicted (Gompertz Model) FL and growth rate-at-age in 1991 
and 1992 is presented in the Appendix, Table A-6.
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1991. The increasing rate of growth in 1992 peaked at age 48 days. After age 48 days, 
mean length-at-age in 1992 was greater than during 1991. The decline in the 1992 growth 
rate after 48 days, however, was approximately equal to the rate of decline in 1991.
Differences in mean growth rate-at-age in 1991 cohorts were minor, however, 
major differences were observed between 1992 cohorts9. In 1991, the general pattern of 
declining growth rate with age was similar for both cohorts (Figure 42). Ordinary least 
square fit to the Iogl0-transformed mean growth rate-at-age data for each cohort and 
comparison of slopes, indicated that while the slopes of the 1991 cohort growth rate 
curves were significantly different (P < 0.001), actual differences were minor (i.e., b, = 
0.32 and 0.34 for cohorts A and B, respectively). Juveniles in cohort A produced by the 
first hatch period in 1992, however, had lower mean growth rates-at-age during early 
juvenile life (< age 45 days) compared to juveniles in cohort B resulting from the second 
hatch period (Figure 43). Mean growth rate-at-age of juveniles in cohort B was similar to 
that of juveniles in both 1991 cohorts. Mean growth rate-at-age for juveniles in cohort A 
was similar to the overall growth pattern of juveniles in 1992; i.e., between age 30 and 50 
days, the mean rate of growth increases after which it declines at a rate approximately 
equal to the rate of decline of cohort B and both cohorts in 1991. Results indicate that the 
annual mean growth rate-at-age of juveniles in 1992 (Figure 41) was largely dominated by 
the growth characteristics of juveniles in the early season cohort A.
Back-Calculated Growth
Consistent with Lee's Phenomena (Ricker, 1975), back-calculated mean lengths for 
fish at younger ages are smaller than the observed average size at age (Table 20). This 
may be the result of size-selective sampling or gear avoidance by larger fish. Back- 
calculation error because of incorrect estimation of the intercept (or, in the method 
utilized, the size at hatch, R0) (Smale and Taylor, 1987) may also explain the apparent
Predicted length and growth rate-at-age in 5-day intervals from Gompertz growth 
functions fit to cohort length-at-age data in 1991 and 1992 are presented in the 
Appendix, Table A-7.
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differences.
In 1991, estimated length-at-age increased slowly with each subsequent 5-day 
cohort (Table 21). Because each subsequent cohort includes younger fish in the otolith 
microstructure analysis, the impact of Lee's Phenomena, particularly related to size- 
selective sampling, is reduced. The smaller length-at-age for early cohorts in 1991, 
therefore, may be more apparent than real. In contrast to 1991, length-at-age for 1992 
cohorts is highly variable and consistent patterns are only evident during the larval stage 
between 7 and 21 days. During this period, length-at-age generally increases for cohorts 
emerging before May 31, after which length-at-age decreases.
The mean instantaneous growth rate (G„) at 7-day intervals in 1991 increased for 
each successive 5-day cohort during the intervals 0-7 and 7-14 days (Table 22). After 14 
days, differences in G„ among 5-day cohorts were inconsistent, although the late season 
cohort (May 17-21) generally had the highest G„. In 1992 the G„ also increased during 
the interval 0-7 days for each successive 5-day cohort until the June 2 cohort when a 
noticeable decline in G„ occurred. Differences in G„ among cohorts for all other age 
intervals were inconsistent. ANOVA identified significant {P < 0.05) differences between 
1991 5-day cohort's G„ only during the intervals 0-7 and 7-14 days (Table 23). Larvae 
(age zero to 14 days) that emerged during the early nursery season apparently had a lower 
G„ than larvae that emerged later in the season. During the period 0 to 7 days, a 
significant difference {P = 0.005) in G„ was detected between the initial 5-day cohort (1) 
and the last 5-day cohort (4) based on Scheffe' pairwise comparisons of means. Similarly, 
7-14 day G„ for early cohorts 1 and 2 differed significantly (P < 0.001) from late season 
cohorts 3 and 4.
In contrast to 1991, ANOVA detected significant differences (P < 0.05) in G„ 
between 1992 cohorts in all but the last age interval (age 56 to 63 days) (Table 23).
Scheffe' pairwise comparison of means also detected significant differences through the 
first five age intervals (i.e., through 35 days). After 35 days, although significant 
differences were detected with ANOVA, the small sample size and conservative nature of 
the Scheffe' multiple comparison test failed to elucidate apparent differences. In all
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cohorts, G„ decreased exponentially with increasing age.
The 7-day interval G,f of 5-day cohorts resulting from the initial hatch period in 
1992 consistently ranked low, at least through age 35 days, among all cohorts. Although 
significant pairwise differences in G,f between 1992 cohorts at each length interval were 
limited, relative ranking of cohort mean G„ in each age interval (Figure 44) reveal general 
patterns of cohort G„ through the nursery season. Based on the change in relative ranking 
of G„ at each age interval, the cohorts can be divided into three groups, cohorts that 
emerged prior to May 16 (cohorts 1-3), cohorts that emerged between May 16 and June 4 
(cohorts 4-7), and cohorts that emerged after June 4 (cohorts 8-11). Back-calculated 
growth histories through age 35 days for the three groups of cohorts can be summarized 
as follows: (1) early season cohorts all had relatively low growth rates during the larval 
and early juvenile life stage, (2) mid-season cohorts had relatively high larval (zero to 14 
days) growth rates, although, rates declined thereafter, and (3) late season cohorts had 
relatively low early larval growth rates (zero to 14 days) that were similar in magnitude to 
early season cohorts, and relatively high growth rates during the late larval and early 
juvenile life stage. Generalizations on growth histories beyond age 35 days are tenuous. 
Finding of statistical differences in pairwise comparisons are limited and general results are 
mixed with no consistent patterns in relative ranking among the cohorts.
Back-Calculated Growth Histories and Abiotic Factors
The 1992 hatch frequency distribution appears to have been bifurcated by a major 
runoff event (Figure 45). In addition, a major runoff event occurred immediately prior to 
the hatching period. There were no runoff events during the 1991 hatching period. 
Subsequent analyses examined back-calculated somatic and otolith growth histories for 
evidence of potential detrimental impacts from the runoff events that occurred during
1992.
Correlations between abiotic factors and back-calculated cohort mean G„ during 
age intervals in the larval stage (<21 days) were weak in 1992. Relationships within the 
1991 data were not examined due to the limited number of cohorts and the lack of
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significant differences among cohort G„. All correlations with the mean and CV of daily 
river flow during intervals 0 to 7, 7 to 14, and 14 to 21 days were < 0.50 (Table 24). 
Correlations with the mean and CV of daily air temperature during intervals 0 to 7 and 7 
to 14 days were < 0.43. There was also no evidence of a consistent positive or negative 
relationship between the abiotic factors and cohort mean G„ during these intervals. 
Correlations between mean maximum and minimum daily air temperature and cohort G,t 
during the interval 14 to 21 days were 0.67 and 0.80, respectively.
Correlations between abiotic factors and back-calculated cohort mean Gn during 
age intervals in the early juvenile stage (21-42 days) were moderately strong and 
consistent in pattern. While the correlation for the mean and CV of river flow was weak 
during the 21 to 28 day age interval, a strong negative correlation (r = -0.91) was obtained 
during the age interval of 28 to 35 days (Table 24). The CV of mean daily river flow was 
also negatively correlated (r = -0.78) with cohort G„ during the interval 28 through 35 
days. Moderately strong positive correlations (r > 0.69) were obtained with mean daily air 
temperature during the age intervals 21 to 28, 28 to 35, and 35 to 42 days. During these 
intervals the correlations for the CV of daily air temperature were weak (r < -0.64), 
however, they were consistently negative. All correlations with abiotic factors during the 
age interval 42 to 49 days were weak (r < 0.50).
The daily variation in sagittal increment growth appears to be related to river flow. 
The 1991 time series of daily mean relative deviation of increment growth shows no 
apparent pattern or relationship with daily river flow (Figure 46). Daily river flow during 
the 1991 nursery period was relatively stable with no major runoff events. The 1991 time 
series was order-independent (Runs Test, P  = 0.08) and autocorrelation coefficients 
(Figure 48) were weak (< 0.3). The 1992 time series, however, indicated extended 
periods of below and above average increment growth. Below average increment growth 
followed the occurrence of high daily river flow (Figure 47). Prior to approximately June 
30, increment widths were consistently below average, except during the first five days of 
the time series. After June 30, increment widths were consistently above average for a 
period of nearly 30 days. For the 1992 time series, order independence was rejected
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(Runs Test, P < 0.001) and the autocorrelation coefficient (Figure 48) was initially high (> 
0.80), decreasing slowly with increasing lag indicating serial correlation.
Daily river flow and air temperature poorly explained the pattern in daily increment 
growth variation. Cross-correlation coefficients of the logl0-transformed differenced time 
series of daily abiotic factors and increment growth variation were extremely weak at zero 
and all positive lags for both years (Table 25). Results show that none of the abiotic 
factors are an indicator, or leading indicator, of daily variation in increment growth.
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1 10
The results of this research support the hypothesis that year-class strength of 
blueback herring is strongly influenced by abiotic factors during early life history. 
Seasonally high river flow and low water temperature in 1992 were associated with later 
larval emergence, reduced relative abundance, depressed cohort growth, and increased 
natural mortality compared to 1991 when abiotic conditions were near average historical 
values. The daily growth chronology of sagittae from juveniles collected in 1992 show 
extended periods of below average growth that follow major increases in river flow further 
supporting the hypothesis. River flow appears to be the primary mechanism forcing 
changes in the abiotic environment that effect growth and survival. Direct relationships 
between growth and survival, and river flow, as well as other abiotic factors examined in 
this study, however, were weak. The weak relationships may result from bias in the 
method for recreating growth histories. In addition, another abiotic factor related to river 
flow in a nonlinear manner (i.e., turbidity) may be the primary factor affecting survival and 
growth. Each of these issues are subsequently discussed.
This research has also demonstrated the utility of otolith microstructure analysis to 
gather population dynamics information for juvenile blueback herring and to recreate their 
growth histories from time of hatch. Application of this tool has resulted in providing 
previously unavailable life history information including hatch dates, age distribution in the 
nursery zone, growth, and natural mortality. The utility of otolith microstructure analysis 
and its findings are initially discussed.
Daily Increment Deposition and Count Precision
The strong linear relationship ( r  = 0.98) between mean weekly estimated age and 
chronological days between sampling events during 1991 supports daily increment 
formation in sagittal otoliths. Sismour (1994) validated daily increment formation through 
34 days in larval blueback herring based on culture of known-age larvae raised from eggs. 
Crecco et al. (1983) similarly validated daily increment formation in larval and juvenile
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American shad.
Daily growth rings in sagittal otoliths were readily apparent after labor intensive 
preparation. While the percent agreement of multiple counts was low (12%), the mean 
count difference was only slightly greater than two increments. The precision attained in 
multiple counts was high based on the low CV (3.9%) and index of precision (Z); 2.2%). 
Sismour (1994) attained a similar level of precision with larval otoliths. His index of 
precision was 5.5% and 3.9% in 1989 and 1990 samples, respectively. The observed CV 
for the two years was 7.8% and 5.4%, respectively. Since the CV and index of precision 
vary with the mean, the lower values observed in this study are due to the older daily age 
category studied.
Hatch Dates
The estimated hatching dates of juveniles covered the period from late April 
through June, with peak hatching generally in mid-May. Differences in modal hatch dates 
between the years are potentially due to differences in abiotic conditions, as subsequently 
discussed. Estimated hatch periods were similar to those estimated by Sismour (1994) for 
river herring in the Pamunkey River. In his study, he estimated a hatch period from early- 
April to mid-May for larvae collected in the river's mainstem, and from mid-April to late- 
May for larvae collected from tidal creeks. The earlier hatch period observed in his study 
may be due to inclusion of larval alewife in his sample. Alewife spawn as much as three to 
four weeks earlier than blueback herring in Virginia's tidal rivers (Loesch, 1987). 
Differences may also be simply due to different river systems and different abiotic 
conditions during the spawning and larval development period. Differences in estimated 
hatching dates derived from larval and juvenile collections are likely due to differences in 
stage-specific mortality, particularly during the larval stage. As noted by Methot (1983), 
the fraction of the total reproductive effort that establishes year-class strength may show 
little correspondence to maxima larvae production. Limburg (1996) found that the 
juvenile year-class of American shad in the Hudson River during 1990 was hatched after 
June 1, despite the highest abundances of eggs and yolk-sac larvae in May.
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Juvenile Growth
Growth of juveniles was well described by the Gompertz growth function.
Growth rates varied between years, among cohorts, and by age. In general, the daily 
growth rate declined with age. The growth rate of juveniles age 30 to 60 days, on 
average, was between 1.2 and 0.80 mm/day. At 100 days, growth was approximately 
0.60 mm/day. The decline in growth rate with age suggested that growth was likely 
asymptotic. Because sampling ended in August, nearly three months before the end of the 
juvenile nursery season, the asymptotic length was not observed. Crecco et al. (1983) 
found that growth of juvenile American shad was also well described by the Gompertz 
growth function and was asymptotic at approximately 100 days. They observed predicted 
growth rates of 1.2 to 1.4 mm/day for juveniles between age 30 and 60 days, and 0.8 to 
0.9 mm/day for juveniles between age 60 and 90 days. Differences in growth rates 
between years and among cohorts in this study are further discussed below in relation to 
abiotic conditions.
Natural Mortality
Daily mortality rates varied between years and among cohorts. In 1991, rates of 
7%/day and 3%/day were estimated for early and late season cohorts, respectively. Daily 
mortality rates in 1992 were significantly higher than in 1991 but did not differ between 
cohorts, ranging from 13 to 14%/day. These rates are higher than those calculated for 
juvenile American shad in the Connecticut River. Crecco et al. (1983) calculated rates 
between 1.8 and 2.0%/day during the four-year period, 1979-1982. Heinrich (1981) also 
reported a rate of 2%/day for Lake Michigan alewives between hatch and age 50 days.
This rate, however, was based on juveniles raised in a controlled laboratory system. 
Bradford (1992), based on literature review, reported juvenile mortality rates for several 
marine species of 1 to 1.5%/day. The rates he listed, however, were for interval durations 
between 200 and 300 days, considerably in excess of the approximate 90 day interval used 
in this study. Despite the apparently high juvenile mortality rates, the estimated rates are 
considerably lower than the rate estimated for first-feeding American shad larvae of
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approximately 20 to 26%/day (Crecco et al., 1983). Feeding-stage larval mortality rates 
for other species have been reported as high as 50%/day (Houde, 1989b).
The results of this research demonstrate the utility of otolith microstructure 
analysis and the otolith increment-frequency method (Essig and Cole, 1986) for estimating 
daily mortality rates. The results also show the impact of the presence of multiple cohorts 
in samples on estimated seasonal mortality rates. The seasonal mortality rate for 1992 was 
estimated at 3.4%/day; however, early and late season cohort rates were 14 and 13%/day, 
respectively. Essig and Cole (1986) noted that mortality estimates would be expected to 
decline as the number of cohorts in the analysis increased. Mortality estimates for the 
1992 cohorts compared to the seasonal estimate suggest that the otolith increment- 
frequency method for estimating daily instantaneous natural mortality is sensitive to 
multiple-cohort complexities.
Seasonal natural mortality rates estimated in this study were similar in magnitude, 
and consistent in comparison, to previous estimates derived with the catch curve or 
decline in CPUE method. Sadler et al. (1993) reported Z values for juvenile blueback 
herring in the Rappahannock River in 1991 and 1992 of 0.103 (11%/d) and 0.047 
(4.8%/d), respectively. Their lower rate in 1992 likely resulted from the recruitment of 
the second cohort to the sample population, as noted in this study. The relatively high 
mortality rate reported for 1991 is possibly because of the confounding effects of gear 
avoidance with increased fish size and emigration of larger fish from the nursery zone. 
These confounding effects were minimized in this study by limiting analyses to ages when 
gear avoidance and emigration were not apparent.
Age Distribution of Juveniles in the Nursery Zone
The size and age of juveniles in the nursery zone increased in the downstream 
direction. Burbidge (1974) also observed a significant increase in size of juvenile 
bluebacks in the James River in the downstream direction. Limburg (1996) similarly 
observed that younger cohorts of juvenile American shad in the Hudson River 
predominated upriver and older cohorts were found downriver. The reason for the age
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distribution in the nursery zone is not known and difficult to interpret. Limburg (1996), 
based on the gradual disappearance of young cohorts from upriver areas and the existence 
of larger individuals within age cohorts in downriver areas, suggested that cohorts move 
downriver as a function of age and size. A similar movement of cohorts was not observed 
in this study. The relative age distribution and density of juveniles (center of abundance) 
persisted in the nursery zone through early August in both years.
Other hypotheses to explain the age distribution include (1) a later upriver 
spawning, or (2) differential mortality of first-feeding larvae in the presence of a 
developing prey field along the river's nursery zone axis. The findings of Sismour (1994) 
do not support the first hypothesis. He observed that while herring egg occurrence within 
and between Pamunkey River strata was highly variable, they were captured primarily in 
lower and upriver strata at similar time periods. In particular, during 1990, egg 
abundances were apparently higher in upriver than downriver strata during early April. He 
also observed that, while differences in the abundance of yolk-sac and preflexion larvae 
between river strata were not significant, yolk-sac larvae were slightly more abundant 
upstream. Sismour’s results suggest that river herring egg deposition varies with time but 
not location within the nursery zone. The inability to distinguish between alewife and 
blueback eggs and larvae, however, preclude definitive conclusions on temporal and 
spatial spawning patterns of each species.
Available information to support the second hypothesis is more promising.
Upstream of the zone of saline intrusion, spring freshets, rising temperatures, and 
hydrodynamic trapping result in the development of chlorophyll maxima during April 
(Anderson, 1986; Marshall and Alden, 1990; Moon and Dunstan, 1990). Low freshwater 
inflow supports the persistence and expansion of this maxima to upriver tidal freshwater 
areas through Spring, Summer, and early Fall (Anderson, 1986). This chlorophyll maxima 
likely support development and expansion of zooplankton assemblages within the tidal 
freshwater area. Burbidge (1974) observed that zooplankton densities in the tidal 
freshwater area of the James River were low during June but steadily increased through 
Summer. Densities were highest between river kilometers 110 and 130. This area
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corresponds to the zone of chlorophyll maxima (kilometers 80 to 140) observed by 
Anderson (1986). Burbidge also observed a direct relationship between density of 
zooplankton and distribution and growth of blueback herring. Sismour (1994) also 
observed that zooplankton densities in the Pamunkey River decreased in the upstream 
direction but increased with time, with peak densities between kilometers 94 and 98. 
Limburg (1996) reported that the relative condition of downriver juvenile American shad 
was initially higher than upriver juveniles in the Hudson River. She attributed the 
differences in condition indices to the higher productivity of the lower reach of the 
Hudson, as compared to upper and middle reach areas.
Sismour (1994) suggested, based on the observed patchy spatial distribution and 
variable abundance of zooplankton, that river herring larvae hatching at different times and 
locations encounter varying concentrations and combinations of potential prey. These 
differences, he further noted, likely affect larval nutrition and survival. During April and 
early May, larvae that hatch near the chlorophyll maxima are likely to encounter a suitable 
prey field to support survival. The early season prey field in upriver areas, however, may 
not be sufficient to support larval survival. As the zone of chlorophyll maxima and 
zooplankton prey field expands upriver during May and June, emerging larvae may find a 
suitable prey field that supports survival and growth to the juvenile stage. Differential 
survival along the nursery axis with time, therefore, may account for the observed 
decrease in age of juveniles in the upstream direction.
Growth. Mortality, and Abiotic Conditions
The hatch of surviving juveniles in 1992 began approximately two to three weeks 
later, and continued for nearly a month longer, than in 1991. The later hatch probably 
resulted from the lower water temperature, almost 10 °C cooler, which was present during 
May 1992 compared to 1991. In 1991, most of the surviving juveniles were hatched 
before mid-May and few were observed to hatch during June. The 1992 surviving 
juveniles were predominantly hatched during mid-June and hatching continued through the 
end of the month. The onset of spawning by blueback herring is related to water
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temperature and it may vary annually by three to four weeks in a given locality (Loesch, 
1987). The later hatch dates in 1992 may also have resulted from the extreme river flow 
conditions that occurred in late April. Because hatching continued into late June 1992 (as 
compared to May in 1991), a major delay in the onset of spawning (as measured by the 
occurrence of hatching) by river flow is not likely.
The juxtaposition of daily river flow and daily hatch frequency in 1992 suggests a 
strong cause and effect relationship. The 1992 hatch distribution is clearly bifurcated by 
the runoff event that occurred during early June. The resulting bimodal hatch distribution 
strongly contrasts with the symmetric, unimodal hatch distribution that occurred during 
1991. While others have observed a strong relationship between anadromous Alosa 
juvenile relative abundance and hydrographic conditions (Crecco et al., 1983; Crecco and 
Savoy, 1984 and 1985; Jessop, 1994), a similar relationship between daily hatching 
frequency and river flow has not been reported.
A flow rate of the magnitude observed in late April and early June 1992 would 
have had several immediate, and potentially detrimental, impacts on spawning and larval 
development. The primary impact would be elevated turbidity from transported 
suspended sediments, reducing visual acuity necessary for larval feeding (Sorenson et al., 
1977; Wilber, 1983). The importance of visual acuity for feeding has been shown for 
Atlantic herring (Clupea harengits) larvae (Blaxter, 1966; Batty et al., 1986 and 1990). 
High visual acuity to support feeding by larval blueback herring can also be implied by the 
primarily daytime feeding chronology of juveniles (Burbidge, 1974; Jessop, 1990a; Grabe, 
1996), juvenile diel vertical migration (Loesch et al., 1982; Jessop, 1990a; Chapter I 
results), and selective larval feeding patterns (Janssen, 1982; Crecco and Blake, 1983).
Additional potential impacts would occur from flushing of eggs and larvae from 
the tidal freshwater area and the breakdown of zooplankton assemblages. Sismour (1994) 
reported a decline in river herring preflexion larvae in the Pamunkey River after a major 
runoff event in 1989. In tidal freshwater areas, high spring runoff can delay the formation, 
and lead to the breakdown, of the zone of chlorophyll maxima (Anderson, 1986; Moon 
and Dunstan, 1990). This maxima likely supports the primary zooplankton food source of
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larvae and early life-stage juveniles. Lung (1986), in a modeling study of the tidal 
freshwater area of the James River, showed that light and turbidity were the major limiting 
factors to phytoplankton growth as opposed to nutrient input from upriver areas.
Burbidge (1974) observed a reduction in zooplankton density in the James River following 
high runoff from Hurricane Camille. He also reported a marked decrease in the condition 
factor of juvenile blueback herring after the flooding. High flows have also been reported 
to reduce spatial patchiness, abundance, and availability of zooplankton in other river 
systems (Crecco and Savoy, 1987b; Threlkeld, 1986).
The somatic and otolith growth chronologies of surviving juveniles in 1992, in 
comparison to 1991, provide evidence that larvae hatched immediately before, during, and 
immediately after the flow events likely suffered from starvation. Mortalities associated 
with this stress period likely led to the observed bimodal hatch distribution. In 1991, 
observed growth was similar and constant in both the early and late-season cohorts (A and
B). The growth rate in both cohorts also declined steadily with age. In addition, except 
during the early larval period (zero to 14 days), differences in back-calculated G„ among 
5-day cohorts were not apparent. Differences that existed during the early period may be 
the result of lower water temperature during late April and early May compared with later 
periods, as reported by Crecco and Savoy (1985), or possibly the result of impacts of 
Lee's Phenomena on back-calculated lengths (Ricker, 1975). The lack of differences in 
cohort G„ may be the result of the relatively mild hydrographic conditions that occurred 
during the 1991 nursery period.
In 1992, observed growth in the early season cohort (A), which consists of 
juveniles that emerged between the two major runoff events, was markedly different from 
that observed in the late season cohort (B). Length-at-age of cohort A during the early 
juvenile period was low compared with length-at-age for the same period in cohort B 
juveniles. The depressed early season length-at-age of cohort A corresponds to the period 
of the extreme hydrographic conditions. Between approximately 30 and 45 days of age, 
however, the mean growth rate of cohort A accelerated, unlike the declining rate observed 
during the late season cohort B and in both 1991 cohorts. Furthermore, mean Iength-at-
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age of cohort A after age 45 days exceeded mean length-at-age of cohort B and both 1991 
cohorts. The accelerated growth may be compensation for reduced growth during the 
larval and early juvenile period. The low density of juveniles in 1992 may have afforded 
such growth compensation.
Observations of back-calculated G„ among 5-day cohorts in 1992 are also 
consistent with hydrographic conditions. Significant differences in cohort G„ were 
observed during all but the last age interval. Early season cohorts that emerged between 
the two runoff events had relatively low G„ during the larval and early juvenile life-stage. 
High turbidity in the river would characterize the feeding conditions present during this 
period. Cohorts that emerged during mid-season, roughly two weeks after the first runoff 
event and before the second runoff event, had relatively high larval growth rates (zero to 
14 days); however, consistent with high turbidity caused by the second runoff event, 
relative growth rates declined after that. Late season cohorts that emerged during and 
after the second runoff event had relatively low larval growth rates similar in magnitude to 
the rates observed among early season cohorts. As probably occurred during the first 
runoff event, high turbidity resulting from the second storm may have reduced feeding 
success and depressed growth rates. Mean G„ of the late season cohorts, however, 
increased during the late larval and early juvenile life-stage relative to all other cohorts.
The relatively high growth rates may reflect improved feeding conditions as turbidity in 
the river decreased with time.
Correlation analysis indicates that the relationship between abiotic factors and 
cohort Gu at 7-day intervals is weak despite the general patterns observed in cohort G.L 
Several factors may contribute to the generally weak correlations. Some of these include 
inappropriate selection of the starting date within 5-day cohorts (median date) for 
calculating mean and CV abiotic factors, miss-assignment of juveniles to 5-day cohorts, 
and bias in the back-calculation method because of decoupling of somatic and otolith 
growth.
The effect of the starting date for computing 7-day mean and CV of daily river 
flow was investigated by recomputing the independent variables based on the starting date
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of the 5-day cohort as opposed to the median date. Revised correlations between cohort 
G„ and mean river flow and CV were either weaker or showed minor change.
Correlations between 7-day lagged cohort G„ and river flow were also weak, thereby 
providing little evidence of a delayed response in increment width deposition. Inaccurate 
assignment of fish to 5-day cohorts, particularly where cohort sample size is limited, may 
bias the results. Cohorts 6 and 7, which had relatively high Gn during the early larval 
period (0-7 days) corresponding to the interval of the second runoff event, had extremely 
small sample sizes (4 and 5 samples, respectively). An additional factor that cannot be 
tested at this time is a 'survivorship phenomena'. High G„'s for cohorts that emerged 
immediately prior to the second runoff event may be the reason the fish survived for later 
collection.
There is considerable evidence for the decoupling of somatic and otolith growth 
which would bias back-calculation results and obscure actual growth relationships.
Recent studies have clearly shown that the relationship between otolith growth and 
somatic growth is not linear, but scales in a complex manner and probably reflects 
underlying metabolic processes (Secor and Dean, 1989 and 1992; Campana, 1990; Hales 
and Able, 1995; Moksness et al., 1995). Sismour (1994) reported a curvilinear 
relationship between otolith and somatic growth of cultured blueback herring larvae. He 
concluded that dissociation of otolith growth and somatic growth occurs at low somatic 
growth rates. Moksness et al. (1995) reported decoupling in slow-growing Atlantic 
herring larvae and concluded that when back-calculating growth histories, decoupling 
would be a serious problem when starved or slow-growing larvae are included in the 
analysis. It is likely, given the extreme hydrographic conditions during 1992, that juveniles 
that hatched immediately before, during, and after the extreme events and survived for 
later collection were slow-growing larvae with large otoliths. Their growth rates would 
likely have been overestimated by back-calculation, obscuring the relationship with 
hydrographic conditions during the larval development period. This is particularly 
apparent in the limited finding of significant differences between 1992 cohort G„ at each 
age interval in pairwise multiple comparisons.
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Additional bias in the back-calculation analysis may also be present in the results. 
Consistent with Lee's Phenomena (Ricker, 1975), back-calculated mean lengths for fish at 
younger ages are smaller than the observed mean size at age. This may be the result of 
size-selective sampling or gear avoidance by larger fish. With increasing fish size, gear 
selective bias becomes more prominent and results in selection of weaker and slower 
growing fish. In 1991 and 1992, there was a precipitous decline in the frequency of 
collections of juveniles > 60 mm FL, suggesting the potential for gear avoidance. An 
attempt to reduce gear avoidance problems was made in this study, therefore, by only 
including fish s 60 mm FL in the analyses. Despite this length criterion, gear avoidance 
problems and impacts on back-calculated lengths may have remained.
Back-calculation problems would have been more severe in 1991 because there 
were fewer hatch cohorts, and weekly samples would have included progressively older 
fish. In 1992, gear avoidance bias on back-calculated results would have been less likely 
because of the greater number of hatch date cohorts. Because each subsequent week's 
sample in 1992 includes cohorts with young fish in the otolith microstructure analysis, the 
impact of Lee's Phenomena should be reduced. This is supported by the smaller 
differences in back-calculated lengths in comparison to observed lengths in 1992 
compared to 1991. Back-calculation error because of incorrect estimation of the intercept 
(or, in the method used, the size at hatch, R„) (Smale and Taylor, 1987) may also explain 
the apparent differences between observed and estimated lengths.
The possible bias introduced by Lee's Phenomena and incorrect estimation of the 
intercept would increase with each successive earlier age interval, during which lengths 
and growths were calculated. The smaller length-at-age for early cohorts in 1991, for 
example, may be more apparent than real. In contrast to 1991, length-at-age for 1992 
cohorts is highly variable and consistent patterns are only evident during the larval stage 
between 7 and 21 days. During this period, length-at-age generally increases for cohorts 
emerging before May 31, after which length-at-age decreases. Back-calculation bias could 
also result in the introduction of a trend in back-calculated lengths and growth rates. 
Analyses that attempt to correlate back-calculated growth rates with environmental data,
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such as river flow and water temperature that typically inversely trend during the spawning 
and nursery season, may find spurious relationships.
Time series analyses of increment widths, independent offish length, provide more 
substantial evidence for biological stress imposed by hydrographic conditions during early 
life history. Daily increment growth of surviving juveniles randomly varied during the 
1991 nursery season. In contrast, daily increment growth of surviving juveniles in 1992 
revealed a strong pattern. Daily increment growth was consistently below average during 
the early season when daily river flow was high. Due to the high suspended sediment load 
from the two major runoff events, turbidity was also likely high, reducing visual acuity of 
newly hatched and early feeding larvae. The initially strong auto-correlation coefficient (> 
0.80), which steadily decreased with lag, supports order dependence, or serial correlation, 
in the increment widths. Daily increment growth became consistently above average 
approximately two weeks after river flow returned to base flow conditions. Above 
average increment growth during late June and early July may reflect increased feeding as 
water clarity improved. The atypical accelerated growth rate of the early season cohort 
(A) further suggests feeding success and compensation for reduced growth during the high 
runoff periods.
Although the juxtaposition of daily mean relative deviation of increment widths 
and river flow during 1992 suggests a cause and effect relationship, cross correlation 
coefficients were weak. This may be the result of a delayed response between 
environmental conditions and feeding success and deposition of increment widths. A 
lagged response, approaching 7 days, of otolith growth in relation to feeding regime and 
somatic growth (Secor and Dean, 1989; Moksness et al., 1995), and oxygen consumption 
(Hales and Able, 1995) has been reported for several fish (see Ralston, 1995 for detailed 
review). In this study, there was no evidence, however, of a lagged response in cross 
correlation analysis with any of the abiotic factors.
Weak cross correlation may also result from river flow being a poor surrogate for 
turbidity and visual acuity of larvae in the tidal freshwater nursery zone. The relationship 
between turbidity and river flow is nonlinear and asymptotic. The relationship is also out
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of phase with time, with turbidity levels remaining high for several days after river flow 
rates recede to previous baseline conditions (Chase, 1979; Nichols, 1996). Transport of 
silt and clay from erodible cropland in the Rappahannock River basin and extended 
suspension of the fines in the tidal freshwater area and zone of turbidity maxima further 
lengthens the period of high turbidity (Nichols, 1977). Visual acuity of larvae, therefore, 
would likely remain low for as much as a week, and maybe longer, after river flow recedes 
to base level. The occurrence of two major runoff events during the study period would 
likely have maintained high turbidity and limited visual acuity, potentially below a 
threshold necessary to support selective feeding (Sorenson et al., 1977), for as long as 
four to six weeks. High and variable river flow during a period of stable but high turbidity 
would lead to weak cross correlation with daily variation in increment growth.
The relatively harsh environmental conditions of 1992 may also have contributed 
to observed differences in the rates of juvenile natural mortality between years. 
Comparison of the 1992 early (A) and late (B) season cohort mortality rates failed to 
detect significant differences; however, the 1992 rates were significantly different from 
those observed in 1991. Estimated natural mortality rates in 1992 were approximately 13 
to 14%/day compared to approximately 3 to 7%/day in 1991. Finally, the low relative 
abundance of juveniles in 1992 indicates the importance of hydrographic conditions during 
egg and larval development in establishing juvenile year-class success and future 
recruitment to the fishery. The relatively warm and dry 1991 nursery season produced a 
JAI that was more than twice the JAI produced during the relatively cold and wet 1992 
season. The primary mechanism that controls survival of eggs and larvae of anadromous 
fish and leads to the establishment of year-class strength, however, is unclear. 
Hydrographic conditions, as forced by meteorological events, clearly have a major role. 
The interactions of meteorologic, hydrographic, and biological processes (e.g., the timing, 
assemblage, and abundance of zooplankton, and larval feeding patterns in relation to water 
clarity) require further study.
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Table 9. Summary of mean and CV of seasonal (April - June) and monthly (April, May, 
and June) abiotic factors for the Rappahannock River spawning and nursery 
____________ area during 1991, 1992, and period of record.__________________________
Time Factor
1991 1992 Historical 
mean for
period
Mean CV (%) Mean CV (%)
period of 
recordd
Apr - Jun Flow (m3/s)* 33.8 52.9 56.0 136.7 54.7
Max. daily temp (°C)b 26.4 26.2 23.4 24.5 23.7
Min. daily temp (°C)b 10.4 60.3 8.6 62.2 11.1
Rainfall - daily (cm)b 0.15 241.6 0.22 263.9 0.31
Water temperature (°C)e 21.9 28.1 16.4 24.0 NA
April Flow (m3/s)* 51.1 26.7 68.1 157.0 70.5
Max. daily temp (°C)b 20.5 32.6 20.4 29.4 19.1
Min. daily temp (°C)b 4.4 114.4 4.4 106.7 5.9
Rainfall -daily (cm)b 0.16 274.2 0.18 363.7 0.27
Water temperature (°C)C 14.2 26.8 12.7 21.7 NA
May Flow (m3/s)" 28.6 27.1 41.4 51.3 54.1
Max. daily temp (°C)b 28.1 17.8 22.4 23.7 23.9
Min. daily temp (°C)b 12.6 36.0 8.5 46.2 11.2
Rainfall - daily (cm)b 0.15 236.9 0.37 194.4 0.33
Water temperature (°C)e 25.4 13.1 16.9 13.5 NA
June Flow (m3/s)a 21.8 73.6 59.1 130.2 39.6
Max. daily temp (°C)b 30.5 15.1 27.3 11.9 28.2
Min. daily temp (°C)b 14.1 30.6 13.0 27.5 16.1
Rainfall - daily (cm)b 0.13 202.9 0.12 265.6 0.32
Water temperature (°C)C 25.6 9.7 20.1 9.6 NA
Sources: *USGS (1992,1993); bNOAA, (1991,1992); eUSGS (1991,1992) and Faha (1995) -
period of record for flow data is 1907-1992, meteorological means are for 30-year 
period, 1962-1992.
NA = Not available.
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Table 10. Center o f  abundance o f juveniles in nursery zone by weekly sampling date
during 1991 and 1992.
Year Sample date River kilometer center of abundance
1991 27 June 125.8
3 July 132.0
10 July 131.9
17 July 131.3
24 July 132.2
2 August 135.8
8 August 130.8
14 August 129.8
1992 15 June 114.5
22 June 120.9
29 June 125.4
6 July 122.8
13 July 115.4
21 July 131.1
28 July 126.7
5 August 130.6
10 August 127.0
17 August 135.2
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Table 11. Fork length (FL) summary statistics by sampling date in 1991 and 1992
Year Sampledate N2
Mean FL 
(mm) Std. dev.
Minimum 
FLb (mm)
Maximum 
FL (mm)
1991 27 Jun 673 42.8 3.6 30 56
3 Jul 659 46.1 3.1 34 57
10 Jul 647 48.4 3.6 34 60
17 Jul 963 53.0 4.1 42 69
24 Jul 436 53.2 3.3 42 62
2 Aug 667 58.0 3.5 46 73
8 Aug 640 60.3 3.6 50 80
14 Aug 254 62.1 3.2 53 69
1992 15 Jun 13 32.4 4.2 27 (24) 44
22 Jun 249 34.6 4.5 27 (23) 47
29 Jun 572 40.7 5.1 27 (23) 54
6 Jul 450 43.6 7.1 28 (20) 64
13 Jul 610 48.0 10.3 27 (20) 67
21 Jul 1328 46.6 10.1 27 (23) 72
28 Jul 971 50.1 9.6 30 72
5 Aug 895 47.6 8.1 28 72
10 Aug 493 57.3 9.0 35 75
17 Aug 310 56.1 8.0 36 78
Number of fish measured
Values in parenthesis are minimum size collected.
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Table 12. Summary statistics of count difference and percent of mean for pooled data
(1991 and 1992 combined) and by year from two independent increment 
counts.
Category Statistic Count
difference1
Percent of 
mean1
Pooled data (1991 and 1992)c M 847 847
Mean 2.5 5.3
Std. Dev. 2.0 3.9
CV 78.8 73.7
Minimum 0 0
Median 2.0 4.5
Maximum 12.0 20.3
1991 N 392 392
Mean 3.1 5.8
Std. Dev. 2.1 3.7
CV 66.3 64.0
Minimum 0 0
Median 3.0 6.0
Maximum 8.0 13.6
1992 V 455 455
Mean 2.3 5.0
Std. Dev. 1.9 3.9
CV 83.5 77.6
Minimum 0 0
Median 2.0 4.3
Maximum 12.0 20.3
Absolute value of count difference (count 1 - count 2).
Percent of mean = |count difference|/mean of two counts.
Percent agreement = 12.2 (103/847); 13.5% of total exceeded 10% of mean.
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Table 13. Summary statistics of coefficient of variation (CV), index of precision (£>),
and error for pooled data (1991 and 1992 combined) and by year from 
__________three or more independent increment counts.______________________
Data Category Statistic CV D Error
Pooled data (1991 and 1992) N 194 194 194
Mean 3.9 2.2 0.97
Std. dev. 1.9 1.1 0.49
CV 47.7 49.0 50.1
Minimum 0 0 0
Median 3.6 2.0 0.88
Maximum 8.6 4.9 2.60
1991 N 41 41 41
Mean 3.7 2.2 1.08
Std. dev. 1.9 1.0 0.50
CV 45.2 45.2 46.4
Minimum 1.1 0.6 0.33
Median 3.5 2.0 1.0
Maximum 7.5 4.3 2.19
1992 N 153 153 153
Mean 3.9 2.2 0.94
Std. dev. 1.9 1.1 0.48
CV 48.4 50.1 50.9
Minimum 0 0 0
Median 3.6 2.0 0.88
Maximum 8.6 4.9 2.60
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Table 14. Descriptive statistics o f age (days) by collection date in 1991 and 1992.
Year Collectiondate
Mean age 
(days)
Standard
deviation
Minimum age 
(days)
Maximum age 
(days)
1991 27 Jun 47.6 3.7 38 54
3 Jul 53.2 3.4 47 60
10 Jul 61.2 3.8 52 71
17 Jul 68.2 5.5 56 80
24 Jul 73.2 7.5 53 91
2 Aug 81.8 6.6 65 96
8 Aug 82.0 8.4 63 101
14 Aug 92.2 6.9 78 110
1992 15 Jun 38.3 5.2 28 50
22 Jun 40.8 4.4 32 49
29 Jun 42.3 4.0 34 50
6 Jul 48.2 4.3 38 58
13 Jul 51.4 7.8 30 63
21 Jul 52.9 12.0 34 71
28 Jul 57.2 12.4 40 76
5 Aug 51.4 9.9 41 77
10 Aug 70.0 12.5 45 93
17 Aut* 63.7 8.6 54 86
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Table 15. Mean age (days) by sampling date, difference in mean age between sampling 
dates, and chronological days between sampling dates in 1991 and 1992.
Year Collectiondate
Mean
age
(days)
Difference 
from 
previous date
Difference
from
starting
date
Chronological 
days from 
previous date
Chronological 
days from 
starting date
1991 27 Jun 47.6 0 0 0 0
3 Jul 53.2 5.6 5.6 6 6
10 Jul 61.2 8 13.6 7 13
17 Jul 68.2 7 20.6 7 20
24 Jul 73.2 5 25.6 7 27
2 Aug 81.8 8.6 34.2 9 36
8 Aug 82 0.2 34.4 6 42
14 Aug 92.2 10.2 44.6 6 48
1992 15 Jun 38.3 0 0 0 0
22 Jun 40.8 2.5 2.5 7 7
29 Jun 42.3 1.5 4 7 14
6 Jul 48.2 5.9 9.9 7 21
13 Jul 51.4 3.2 13.1 7 28
21 Jul 52.9 1.5 14.6 8 36
28 Jul 57.2 4.3 18.9 7 43
5 Aug 51.4 -5.8 13.1 8 51
10 Aug 70 18.6 31.7 5 56
17 Aug 63.7 -6.3 25.4 7 63
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Table 16. Summary statistics for hatch dates by weekly sample in 1991 and 1992.
Year Sample date N Mean Median Minimum Maximum
1991 27 Jun 50 39.4 39 33 49
3 Jul 50 39.8 40 46
10 Jul 49 38.8 39 29 48
17 Jul 49 38.8 39 27 51
24 Jul 50 40.8 39.5 23 61
2 Aug 45 41.2 41 27 58
8 Aug 49 47 47 28 66
14 Aug 50 42.8 43 25 57
1992 15 Jun 18 36.7 37 25 47
22 Jun 52 41.2 41 50
29 Jun 47 46.7 47 39 55
6 Jul 47 47.8 47 38 58
13 Jul 49 51.6 50 40 73
21 Jul 50 58.1 55.5 40 76
28 Jul 47 60.8 57 42 78
5 Aug 50 74.6 78 49 85
10 Aug 48 61 58.5 38 87
17 Aug 47 74.3 77 52 84
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Table 17. Estimates of seasonal and cohort daily instantaneous mortality (Z) of 
juveniles (< 60mm FL) in 1991 and 1992.
Year/cohort Time/cohort (hatch) period N* Z 95% C.I.
ir P
1991 Jul - Aug 39 0.073 0.053 - 0.093 0.59 <0.001
1992 Jul - Aug 28 0.035 0.014 - 0.056 0.31 0.002
1991: Cohort A 24 Apr - 11 
May
40 0.075 0.039 -0.112 0.32 <0.001
1991: Cohort B 12 May - 7 Jun 41 0.025 0.001 -0.051 0.09 0.06
1992: Cohort A 24 Apr - 7 Jun 12 0.149 0.037 -0.261 0.59 <0.001
1992: Cohort B 8 Jun - 28 Jun 27 0.138 0.090 -0.185 0.47 0.014
N= number of increment (age) groups.
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Table 18. Equations, parameter estimates, and coefficient of determination for 
Gompertz, Lt = Lgexp{G(I-exp[-gtJ)}, and von Bertalanffy,
Lt = L,{I-exp(-K[t-tj)}, growth functions fit to 1991 and 1992 length (FL) 
at age data.
Year Model Parameter Estimate Standarderror CV r
1991 Gompertz L0 21.2 2.62 0.12 0.786
G 1.26 0.058 0.05
g 0.017 0.0035 0.20
von Bertalanffy L, 83.8 10.8 0.13 0.785
K 0.01 0.0034 0.34
*0 -23.2 10.8 -0.46
1992 Gompertz L0 1.77 0.78 0.44 0.810
G 3.65 .041 0.11
g 0.044 0.0037 0.09
von Bertalanffy L, 74.3 3.37 0.05 0.808
K 0.027 0.0034 0.13
tn 15.0 1.75 ’ 0.12
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Table 19. Summary of Gompertz growth function parameter estimates and
coefficients of determination for 1991 and 1992 hatch date cohorts' length 
(FL) at age data.
Year Cohort Period Parameter Estimate SE CV r
1991 Cohort A (24 Apr-11 May) Lo 23.2 2.93 0.13 0.84
G 1.27 0.042 0.03
g 0.013 0.0039 0.29
Cohort B (12 May-7 Jun) Lo 18.9 4.08 0.22 0.80
G 1.31 0.14 0.11
g 0.022 0.0055 0.25
1992 Cohort A (24 Apr-7 Jun) La 0.17 0.15 0.88 0.85
G 5.92 0.86 0.15
g 0.057 0.0042 0.07
Cohort B (8 Jun-28 Jun) Lo 11.5 4.57 0.40 0.79
G 1.92 0.18 0.09
0.024 0.010 0.42
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Table 20. Mean back-calculated FL and mean observed FL at age in 1991 and 1992.
Year Age(days)
Mean back-calculated fork 
length (mm)
Mean observed fork length 
(mm)
1991 42 34.2 40.5
49 39.1 43.4
56 43.1 46.2
63 46.4 48.8
1992 35 28.5 30.8
42 35.1 38.0
49 42.1 44.3
56 47.6 49.6
63 52.4 53.9
70 55.5 57.3
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Table 21. Mean back-calculated FL at 7-day intervals among 5-day cohorts in 1991 and 
1992.
Cohort 
Year (hatch date)
Increment or age (days)
7 14 21 28 35 42 49 56 63
1991 May 4 (2-6) 17 7.3 10.8 15.3 20.5 26.1 31.4 37.0 42.1 46.2
May 9 (7-11) 31 7.4 11.1 16.0 21.7 27.8 33.8 39.1 43.5 46.6
May 14(12-16) 20 7.7 11.9 17.2 23.2 29.8 36.2 40.7 43.7
May 19(17-21) 8.1 12.7 18.0 25.1 32.7 39.9 46.0
1992 May 3 (1-5) 12 7.3 10.8 15.1 20.0 24.9 30.8 38.2
May 8 (6-10) 28 7.5 11.0 15.1 19.9 24.9 31.9 39.2 45.9 50.6
May 13 (11-15) 38 7.6 11.5 16.1 21.5 27.9 35.7 42.9
May 18 (16-20) 48 8.0 12.3 17.5 23.5 30.1 37.0 43.3 49.8 55.6
May 23 (21-25) 16 8.0 12.1 17.3 23.3 29.7 35.0 41.4 49.2 56.4
May 28 (26-30) 4 8.0 12.3 17.0 22.6 29.0 36.0 43.3 49.1 51.1
June 2 (31-4) 5 7.9 12.0 17.1 22.4 29.0 40.0 47.7
June 7 (5-9) 5 7.4 11.7 16.7 22.4 29.2 36.8 44.0
June 12 (10-14) 26 7.6 11.7 16.8 23.2 30.6 35.1 39.9 44.5 46.2
June 17(15-19) 19 7.4 10.9 15.7 21.5 28.6 35.4 41.3 45.7
June 22 (20-24) 11 7.4 11.3 16.3 22.4 29.4 36.3 42.8 49.6
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Table 22. Mean instantaneous growth rates ((I,) during 7-day intervals among S-day cohorts in 1991 and 1992.
Cohort No. Increment or age interval (days)
Year (hatch date) TV '
7 14 21 28 35 42 49 56 63
1: May 4 (2-6) 17 0.062 0.056 0.050 0.043 0.034 0.026 0.024 0.019 0.016
2: May 9 (7-11) 31 0.065 0.058 0.052 0.043 0.036 0,028 0.023 0.021 0.017
3: May 13 (12-16) 20 0,070 0.062 0.053 0.043 0,036 0.028 0.023 0.019
4 . May 19(17-21) 3 0.077 0.065 0.050 0.047 0.038 0.029 0.023
1: May 3 (1-5) 12 0.063 0.056 0.048 0.040 0.031 0.030 0.026
2: May 8(6-10) 28 0.066 0.055 0.046 0.039 0.032 0.031 0.028 0.023 0.019
3: May 13 (11-15) 38 0.069 0.059 0.047 0.041 0.037 0.030 0.025
4. May 18(16-20) 48 0.076 0.062 0.050 0.042 0.036 0.029 0.025 0.023 0.019
5: May 23 (21-25) 16 0.075 0.060 0.051 0.042 0.035 0,030 0.026 0.025 0.021
6: May 28 (26-30) 4 0.077 0.061 0.046 0.041 0.035 0.031 0.026 0.023 0.014
7: June 2(31-4) 5 0.073 0.060 0.051 0.038 0.037 0,033 0.025
8: June 7 (5-9) 5 0.064 0,065 0.051 0.042 0.038 0.034 0.026
9: June 12(10-14) 26 0.068 0.062 0.052 0.046 0.040 0.031 0.024 0.020 0.017
10: June 17(15-19) 19 0.064 0.057 0.052 0.045 0.041 0.031 0.023 0.018
11: June 22 (20-24) II 0.065 0.060 0053 0.045 0.039 0.030 0.024 0.021
cr\
1991
1992
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Table 23. ANOVA and Scheffe' pairwise multiple comparison results between mean instantaneous growth rates (G„) in 7-day 
____________intervals among 5-day cohorts in 1991 and 1992._____________________________________________________
Year Age interval (days) ANOVA summary
Scheffe’ summary 
(cohorts ranked by mean G„ in ascending order)*
1991
u>-J
1992
0 - 7 *, / > = 0.005, F= 4.79, d f  = 70 lx  2xy 3xy 4y
7 -  14 *, P< 0.001, /•’=  6.70, d f  =  70 lx  2xz 3y  4yz
1 4 - 2 1 NS, /■* = 0.28, F= 1.32, d f = 7 0 lx 4x 2x 3x
21 - 2 8 NS, P = 0.46, />’ = 0,88, d f  = 70 1a- 3x 2a* 4.V
28 - 35 NS, /> = 0.44, / ' = 0.91, d f=  70 \x 3x 2.v 4x
3 5 - 4 2 NS, P = 0,38, /<’= 1.04, d f = 70 \x 3x 2x 4x
4 2 - 4 9 NS, P = 0,90, /*’= 0.19, d f  = 57 3x 4x 2x lx
4 9 - 5 6 NS, /* = 0.21, /• '=  1.67, d f  = 30 lx  3x 2x
5 6 - 6 3 NS, J*~ 0.74, 7* = 0.13, d f = 4 lx 2x
0 - 7 * , / > <  0 .0 0 1 , / '=  9.07, d f  = 211 lx  lOx 8xyz 1lxz 2xz 9xz 3 xyz Ixyz 5yz 4yz 6xyz
7 -  14 *, / J <0 .001 , /«  = 5.18, d f  = 211 2x 1 xy 10xj/ 3xv I Ixy 5x_y Ixy 6xy 4 y 9 y 8xy
1 4 - 2 1 *, P <  0.001, P'= 5.64, d f  = 211 2x 6xy 3xy lx_y 4y  5xy Ixy 8xy 9y lOy \]y
21 - 2 8 *, P<  0 .0 0 1 ,/-  = 11,08, d f=  2 1 1 7xy 2x 1 xy 6xyz 3xy 4xy 5xyz 8xyz lOyz 1Xyz 9z
2 8 - 3 5 *, / » < 0 . 0 0 1 , / ' =  8.41, d f=  208 lx  2x 5xy 6xy 4xy 3xy 7xy 8xy 1 (y 9y lOy
3 5 - 4 2 *, /* = 0 .0 3 ,/• ’= 2.07, d f=  157 4x 1 lx 3x 5x lx  lOx 6x 2x 9x 7x 8x
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Year Age interval (days) ANOVA summary
Scheffe' summary 
(cohorts ranked by mean G„ in ascending order)4
42-49 *, P< 0.02,/*’= 2,37, df = 75 I Ox 9x I lx 3x 4x 7x 8x lx 6x 5x 2x
49-56 *, P = 0.004,/'=  4.50, df = 28 lOx 9xy 1 \xy 2xy 6xy 4x_y 5_y
56-63 NS, P = 0,10, /*' = 3.53, d f= 9 6x 9x 2x 4x 5x
Cohorts lacking a letter in common are significantly different (P < 0.05).
t
00
Table 24. Linear correlation coefficients for back-calculated age-specific
instantaneous growth rates (GJ among 5-day cohorts in 1992 and short­
term (7-day) changes in river flow and air temperature.
Age interval 
(days)
Correlation coefficients (r)
River flow Maximum daily airT0 Minimum daily air T°
Mean CV Mean CV Mean CV
0 - 7 -0.20 -0.38 -0.05 -0.03 -0.24 0.03
7 -  14 0.03 0.46 0.07 -0.06 0.33 -0.43
14-21 -0.09 0.24 0.67 -0.61 0.80 -0.53
21 -28 -0.43 -0.20 0.69 -0.58 0.80 -0.61
28-35 -0.91 -0.78 0.89 -0.46 0.78 -0.64
35-42 -0.58 -0.47 0.81 -0.05 0.71 -0.62
42-49 <0.01 0.12 -0.33 0.29 -0.50 0.42
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Table 25. Cross correlation coefficients for time series of daily river flow and
minimum and maximum air temperature, and mean relative deviation of 
increment growth in 1991 and 1992.
1991 1992
Lag River
flow
Maximum
temperature
Minimum
temperature
River
flow
Maximum
temperature
Minimum
temperature
0 0.01 0.01 0.14 -0.21 0.01 0.19
I 0.06 0.16 0.19 0.11 -0.26 -0.33
2 0.16 -0.18 -0.10 -0.04 0.24 0.08
3 0.23 -0.08 -0.05 -0.02 0.01 0.12
4 -0.02 0.09 0.05 0.02 -0.12 -0.02
5 -0.16 0.16 0.12 0.04 0.21 0.14
6 -0.04 -0.15 -0.01 -0.02 -0.04 0.08
7 -0.05 0.08 0.01 -0.03 -0.03 -0.13
8 0.05 0.04 -0.07 0.01 0.02 0.06
9 -0.05 -0.08 0.03 -0.04 -0.09 -0.15
10 0.01 0.01 0.09 0.01 0.10 0.01
11 0.01 -0.07 -0.13 0.06 -0.03 0.11
12 -0.02 0.16 -0.08 0.05 -0.09 0.04
13 0.09 0.05 0.09 0.02 0.07 -0.05
14 -0.12 0.01 0.04
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Figure 28. Rappahannock River catch curves (weekly geometric mean CPUE):
1991 and 1992
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Figure 33. Otolith mean radial distance (z/m) at increment number: 1991 and 1992
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Figure 34. Mean increment width at increment number: 1991 and 1992.
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Figure 36. Fork length in relation to otolith diameter: 1991 and 1992.
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Figure 38. Hatch date distribution in (a) 1991 and (b) 1992.
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Figure 39. Hatch date frequency distribution by sample date: 1992.
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Figure 40. Relative age distribution of juveniles in the Rappahannock River
nursery zone: 1991 and 1992.
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Figure 41. Mean growth rate-at-age (from Gompertz equation) of juveniles
in 1991 and 1992.
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Figure 42. Mean growth rate-at-age (from Gompertz equation) of juveniles in hatch date 
cohort A (April 24 to May 11) and cohort B (May 12 to June 7) in 1991.
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Figure 43. Mean growth rate-at-age (from Gompertz equation) of juveniles in hatch 
cohort A (April 24 to June 7) and cohort B (June 8 to June 28) in 1992.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
R
an
k kv&vvS-^ v:■ KSSSSsSSsS ; p § § p .sttM* mmm
! » » » » > » : ■ « »
mm®iiWSKSS*
Cohort 1
Cohort 2
Cohort 3
8
6
4
2
0
10
8
6
4
2
0
10
8
6
4
2
0
Cohort 4
Illlll§ Blip
M i lPiss&s? Bllli
m m
Cohort 5
awfts£*&;
Cohort 6
21 28 35 42
Age interval (days)
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Figure 45. Hatch frequency distribution and daily river flow in 
(a) 1991 and (b) 1992.
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Figure 46. Daily mean relative deviation of increment growth and river flow in 1991.
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Figure 47. Daily mean relative deviation of increment growth and river flow in 1992.
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Chapter 3.
Effects of Abiotic Factors on Annual Juvenile Abundance Indexes (JAIs) 
for Blueback Herring (Alosa aestivalis) in the Pamunkey and Mattaponi Rivers,
Virginia: 1979-1995
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ABSTRACT
The effects of spawning and nursery season abiotic factors on annual (1979-95) 
juvenile abundance indexes (JAIs) of anadromous blueback herring, Alosa aestivalis, for 
the Pamunkey and Mattaponi Rivers, Virginia were evaluated. The annual JAI is the 
maximum geometric mean catch-per-unit-effort (CPUE), or peak in the catch curve, of 
weekly sampling during June through early August. Correlation analyses were used to 
examine the relationships between (1) the JAI in the two river systems, (2) abiotic factors 
and the date of occurrence of the JAI, and (3) abiotic factors and JAIs. Multiple linear 
regression analyses were also used to examine the combined effects of abiotic factors on 
JAIs. Abiotic factors used in the analyses were the mean and coefficient of variation (CV) 
of daily river flows, and minimum and maximum daily air temperature during the months 
of April, May, June, April-June, April-May, and May-June.
The Pearson correlation (r) in JAIs between rivers was 0.76, and the Spearman 
Rank correlation (rs) was 0.66 and significant (P < 0.05), indicating that the annual 
patterns are similar. Correlations between the date of JAI occurrence and abiotic factors 
were mixed. Results suggest, however, an inverse relationship with mean maximum daily 
temperature during the early spawning season (April-May), and a positive relationship 
with mean daily flow rates during the late spawning season (May-June). No linear or 
nonlinear relationship was evident between any of the abiotic factors and the JAIs. All 
rank correlation and multiple regression analyses failed to reject (P > 0.05) the hypothesis 
of no effect. While the statistical power to detect a strong effect was high (>0.80), the 
power to detect weak effects was low because of limited sample size (N=  14). Low 
power precluded conclusions concerning the presence of weak effects.
Results suggest that there is no strong effect of abiotic factors on the JAIs, within 
the range of abiotic conditions observed during the study period. Detection of a weak 
effect, with the observed variance, would require between 25 and 100 years of time series 
data. Potential reasons for the lack of a strong effect are discussed, including the limited 
number of episodic events during the study period and the ability of estuarine nursery 
areas to buffer the effects of abiotic perturbations.
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INTRODUCTION
Variability in recruitment is believed to be the major cause of fluctuations in 
abundance of most exploited fish populations (Sissenwine, 1984; Gulland, 1983; Houde, 
1987 and 1989a; Cushing, 1991). Recruitment variability is generally believed to result 
from a combination of biotic (e.g., spawning stock size, competition, predation) and 
abiotic (e.g., hydrographic and meteorologic conditions) factors during early life history 
that regulate year-class strength. Variability in recruitment, however, has seldom been 
adequately explained by consideration of biotic factors alone (Houde, 1989a). As 
discussed by Houde (1989a) and Cushing (1991), abiotic sources of mortality during the 
early life of fishes (specifically the early larval stage) seem to predominate, leading to 
fluctuating abundances. The importance of this early life history period, when differential 
mortality is critical to the establishment of year-class strength, was first proposed by Hjort 
(1914). Abiotic sources of mortality arise from both episodic short-term (e.g., days) and 
subtle long-term changes in environmental conditions, primarily climatic factors, that lead 
to starvation, disease, or predation during early larval development.
The relationship between year-class strength and hydrographic and meteorologic 
variables has been shown for many pelagic and coastal ground fishes, as reviewed by 
Cushing (1991). Recent advances in otolith microstructure analysis have also allowed the 
retrospective examination of early life history, including hatch dates, daily and seasonal 
growth patterns, and mortality rates, which has proved to be a valuable tool in recruitment 
studies (Secor et al., 1995). The importance of environmental factors in influencing early 
life history dynamics and establishing year-class strength based on otolith microstructure 
analysis has now been reported for many teleosts (e.g., Houde, 1989a; Yoklavich and 
Bailey, 1990; Pepin, 1991; Fossum and Moksness, 1995; Woodbury et al., 1995).
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Available information suggests that recruitment variability in anadromous fish may 
also be strongly influenced by abiotic conditions during the spawning and early larval 
development period. However, the number of studies, particularly for Alosa species has 
been extremely limited. Studies on American shad, Alosa sapidissima, in the Connecticut 
River showed that fluctuations in May and June river flow, temperature, and rainfall are 
statistically linked to changes in shad larval mortality and juvenile year-class variability 
(Crecco et al., 1983 and 1986; Crecco and Savoy, 1984 and 1987a and b). This work 
enhanced and confirmed previous studies on American shad in the Connecticut River that 
implied a strong linkage between both biotic (i.e., number of spawners and egg 
production) (Walburg, 1961) and abiotic factors (i.e., hydrographic and meteorologic 
conditions), and year-class variability (Marcy, 1976; Leggett, 1977).
Summers and Rose (1987) reported that the historical (1929-1975) variation in 
abundance of American shad in the Potomac, Delaware, and Hudson Rivers is well 
explained by combinations of previous stock index levels, river discharge, temperature, 
and pollution variables in categorical time-series regression models. Furthermore, they 
found a strong north-south latitudinal pattern in the importance of the timing of 
hydrographic variables; i.e., for the Potomac River, March flow rates were correlated with 
shad year-class abundance, while April flow rates were correlated with abundance in the 
more northerly Delaware and Hudson Rivers. Sismour (1994), working with river herring 
larvae in the Pamunkey River, Virginia, noted a rapid decline in the abundance of early 
preflexion larvae associated with high river flow in 1989. He suggested that the decline 
was potentially the result of starvation due to increased turbidity and reduced prey 
visibility.
Jessop (1990b) analyzed 12 years of data on blueback herring and alewife 
escapement to the Mactaquac Dam headpond on the Saint John River, New Brunswick, 
Canada and the returns of year classes to the fishway. He found that increasing discharge 
(May-June) from the dam significantly reduced the year-class abundance of blueback 
herring but not that of alewives. Subsequently, Jessop (1994), using data on annual 
relative abundance (1982-1990) and length-at-capture of juvenile alewife (A.
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pseudoharengus) and blueback herring in the same system, showed a link between relative 
abundance, daily instantaneous mortality, and instantaneous growth rates and 
environmental variables. He reported that the alewife juvenile abundance index (JAI) was 
significantly and negatively correlated with mean river discharge during May-June. For 
both species, the JAI decreased and daily instantaneous mortality increased with mean 
July-August river discharge. While an influence of water temperature on relative 
abundance and mortality was not observed, alewife instantaneous growth rates decreased 
and blueback herring growth rates increased in relation to mean July-August water 
temperature.
Information on the relationship between Alosa spawning stock size and 
recruitment variability is also limited. There have been no studies of the relationship for 
Virginia stocks and only one study specifically for blueback herring along the Atlantic 
coast. Jessop (1990b) reported that blueback herring year-class abundance in the Saint 
John River is established by the level of escapement and subsequent egg deposition in the 
headpond above Mactaquac Dam. Using log10 transformed catch and escapement data, he 
found a significant linear relationship in the spawning stock size in year /' to year class 
abundance at age 3. He also observed significant linear relationships in total returns in 
years /' + 4 and / + 5 with spawning escapement in year
In a subsequent study, Jessop (1994) examined relationships between the JAI 
(1982-1990) and several variables, including spawning stock size and egg production. He 
reported that the only significant stock-recruitment (S-R) relationship for blueback herring 
was between the outlier adjusted JAI and spawning stock. The correlation, however, was 
negative. He also reported a positive correlation between year-class at age three and egg 
deposition during the same period. Having previously established the S-R relationship 
(Jessop, 1990b), he attributed the weak relationship between spawning escapement and 
juvenile abundance to a lack of precision in the JAI.
Studies on the S-R relationship for alewife, or river herring, and American shad 
have also been extremely limited and have provided mixed, and often conflicting, results. 
Havey (1973) found a significant linear relationship between the log of the magnitude of
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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female alewife escapement and log of numbers of juvenile emigrants produced at Love 
Lake, Maine (1960-1971). Walton (1987) found that the alewife parent-progeny 
relationship in Damariscotta Lake, Maine (1977-1984) was best described by the 
Beverton-Holt S-R model. The parent-progeny relationship was asymptotic and juvenile 
production appeared to be controlled by competition for zooplankton resources. It is 
possible, as observed by Richkus (1974a), that juvenile alewife, when population density is 
high, may undergo an early emigration downstream estuarine nursery areas. The 
asymptotic relation proposed by Walton (1987), therefore, may not hold.
Jessop (1990b) found a significant linear relationship in the alewife spawning stock 
size in year i to year-class abundance at age three. He also found a significant linear 
relationship in total returns in years / + 4 and / + 5 with spawning escapement in year i. 
Using the alewife JAI, Jessop (1994) failed to detect any significant relationship with 
spawning stock size and egg production. He also failed to detect a significant relationship 
between year-class size at age three and egg deposition during the same period.
ASMFC (1990a) used river herring data provided by various state and federal 
agencies on long-term commercial catch-effort, age composition, fishing mortality, and 
relative abundance to assess the S-R relationship among seven East Coast stocks. The 
degree of fit (r)  of the Shepherd S-R model to observed data was highly variable ( r  =
0.15 to 0.75) with no apparent latitudinal trend from New Brunswick, Canada to North 
Carolina. ASMFC noted that stock-dependent effects on recruitment variability should 
not be particularly expected, given the potential measurement errors in the data and the 
significance of abiotic factors in causing erratic fluctuations in year-class strength.
Detailed S-R studies on the American shad have been limited to the Connecticut 
River. Walburg (1963) reported that the numbers of American shad recruits in the 
Connecticut River (1940-1961) increased linearly in relation to the abundance of parental 
stocks. Although the regression was significant, only 41 percent of the recruitment 
variability could be explained by changes in abundance of the spawning stock. In a 
subsequent study on the Connecticut River (1966-1973), Marcy (1976) reported that he 
also found a significant linear relationship between the number of adults potentially
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available to spawn (escapement) and the production of juveniles. In his analysis, 64 
percent of the variability in juvenile abundance was explained by the number of potential 
spawning adults. Using the multiple regression model, which included abiotic factors of 
river discharge and water temperature, and analysis of standard partial regression 
coefficients, he found that potential adult spawners was the least important contributor or 
predictor in the regression model.
Leggett (1976) found Walburg's (1963) S-R relationship to be incorrect because of 
an underestimated population size. He corrected the population estimates (1935-1967) 
and fitted the Ricker S-R function to the size of the spawning stock and resulting 
recruitment. He reported that the Ricker model was appropriate for the density-dependent 
S-R relationship based on a significant reduction in the sum of squares and the variance of 
squared deviations in the fitting process.
Additional evidence for the density-dependent S-R relationship was reported by 
Leggett (1977) in his analysis of shad population growth, following the installation of a 
fish lift that provided access to historical spawning and nursery grounds in the Connecticut 
River (1966-1976). He reported a significant and negative linear relationship between the 
mean daily growth rate of juvenile shad and the number of spawning adults above the dam, 
indicating evidence of biotic factors in regulation of survival. A significant and negative 
linear relationship was also found between the mean daily growth rate of juveniles and the 
number of adults spawning below the dam. Leggett (1977) also examined the role of 
abiotic factors (river flow and water temperature) on recruitment variability. He reported 
that they only explained a small portion (< 16%) of the total variation.
Crecco and Savoy (1984), also working with Connecticut River American shad 
(1966-1977), reported findings that conflict with the earlier studies. They found no 
significant S-R using the linear and nonlinear Ricker, Beverton-Holt, and Cushing models. 
They concluded that year-class strength of Connecticut River shad is independent of egg- 
production over the range of observed escapement. They did find, however, that abiotic 
factors during egg and larval development, as previously discussed, are correlated with 
shad year-class strength. Crecco and Savoy (1987a) subsequently developed a modified
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environment-dependent Ricker S-R function with strong predictive capability ( r ~  0.90) 
for shad recruitment variability from 1979-1984. The biotic exponents of the multiple 
regression model were highly significant, and they concluded that biotic processes are 
hidden by climatically-induced variability in recruitment.
In general, it is believed that some form of S-R relationship exists for all stocks but 
that a combination of measurement errors and environmental noise hide the relationship 
(Sissenwine, 1984; Fletcher and Deriso, 1988; Gulland, 1989). Unless some accounting is 
made for the measurement errors and environmental effects, a statistically significant S-R 
relationship can only be obtained with a large data base and a wide range of escapement 
values (Ricker, 1975; Cushing, 1981; Sissenwine et al., 1988).
Although research results suggest a strong hydrographic and meteorologic effect 
on spawning and early larval development and subsequent establishment of Alosa year- 
class strength, the geographic scope of the investigations is limited and the probability of 
spurious correlations is high (Rothschild, 1986; Walters and Collie, 1988). As noted by 
Jessop (1994), alewife and, particularly, blueback herring in the Saint John River are near 
the northern limits of their geographic ranges and perhaps more susceptible than southerly 
populations to abiotic factors. Kocik and Taylor (1987) hypothesized that the 
hydrodynamics of the riverine ecosystem may decide the dominant processes acting in a 
particular spawning area. Rivers with a constant input of water may be more capable of 
producing a stable S-R relationship given sufficient spawner biomass than a system that is 
subject to extreme fluctuations in its hydrodynamic characteristics.
Inconsistencies in the correlative linkage of biotic factors and river system 
hydrodynamics with year-class variability for anadromous fish stocks are not uncommon. 
Salmonid recruitment variability has been statistically linked to both numerous biotic (e.g.. 
Chadwick, 1987) and abiotic (e.g., Wickett, 1958; Heard, 1978; Kope and Botsford,
1990) factors as they affect progeny survival on the spawning, nursery, and coastal 
migratory grounds (Kocik and Taylor, 1987; Peterman, 1987; Rago and Goodyear, 1987; 
Seelbach, 1987).
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The linkage of biotic factors and climatological variables with recruitment 
variability of anadromous striped bass, Morone saxatilis, has also been mixed. Turner and 
Chadwick (1972) and Stevens (1977) statistically linked increased stream flow with high 
striped bass recruitment to the Sacramento-San Joaquin estuary. The causal mechanism 
was explained as increased stream flow transporting eggs and developing larvae to 
favorable post-larval feeding grounds (Chadwick et al., 1977; Stevens and Miller, 1983). 
Summers and Rose (1987) also found a strong correlation between year-class success and 
hydrographic conditions accounting for 72 percent of striped bass stock variability in the 
Potomac estuary, 26 percent in the Delaware estuary, and 79 percent in the Hudson- 
Raritan estuary. The contribution of spawning stock size in their analyses was only 
significant for the Potomac estuary, explaining 33 percent of the historical variation in 
striped bass abundance. They also observed a latitudinal trend in the effects of 
hydrographic conditions; i.e., April hydrographic conditions were important to Potomac 
stocks and May conditions for Hudson-Raritan stocks. Rulifson and Manooch (1990) 
analyzed juvenile striped bass abundance data and hydrographic conditions in the Roanoke 
River, North Carolina (1955-1987). They reported that recruitment was best for years 
when mean May river flows were low to moderate, and poor when flows were very low or 
high during the spawning season. OIney et al. (1991), working with estimates of striped 
bass egg production in four Virginia tidal rivers (1980-1989), concluded that successful 
year classes (1982-1984) and the implementation of more stringent fishing regulations 
have combined to increase present striped bass stocks in Virginia. They found, however, 
no relationship between the JAI of striped bass and estimates of spawning population egg 
production. The findings of Olney et al. (1991) imply the presence of strong density- 
dependent population regulation and a S-R relationship. The lack of correlation in egg 
production with the juvenile abundance index, however, was not discussed.
ASMFC (1985a) reported on a preliminary correlation analysis of blueback herring 
and alewife juvenile index data within and between river systems in Maryland (1962- 
1982). ASFMC also compared the relative magnitude of Maryland's juvenile data to that 
of Virginia (1972-1978). For the Maryland data, a positive correlation between blueback
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herring and alewife juvenile indices was found in the Nanticoke and the Potomac Rivers, 
but no correlation with data from the Choptank River and the head of the Chesapeake 
Bay. In a comparison of the relative year-class success of each species among the four 
river systems, a statistically significant pattern for juvenile blueback herring was observed: 
however, no pattern was observed for juvenile alewife. The lack of correlation for 
alewives was explained to be possibly the result of the low abundance levels and sparse 
data. The consistent pattern for the blueback herring suggested that factors influencing 
year-class strength may be operating on broad regional scales as opposed to localized 
drainage systems. This hypothesis is further supported in ASMFC's comparison of 
Maryland's index with those of Virginia (1972-1978) in which they found a tendency for 
both species to respond in a similar manner in terms of annual abundance (i.e., matching 
strong and weak year-classes appear in both states' data).
ASMFC (1985a) results suggest that on a regional scale, or at least the 
Chesapeake Bay area, river herring year-class strength is determined by some factor(s) 
common to the area. As geographic scale is extended, however, inconsistencies among 
and between anadromous species increases. The inconsistencies may be the result of a 
complex interaction of biotic and abiotic factors that vary within the geographic range of a 
species (Jessop, 1994), and with the hydrodynamics of the riverine spawning and nursery 
area (Kocik and Taylor, 1987). As noted by Rothschild and DiNardo (1987), further 
insight can only be obtained by examination of the problem from as many perspectives as 
possible.
The research presented herein expands the geographic scope of Alosa studies on 
recruitment variability, as measured by juvenile year-class strength, in relation to abiotic 
factors during the spawning and early larval period. Furthermore, the relationship is 
concurrently examined in two adjacent river systems, an analysis that has not been 
previously undertaken. The research is a logical extension of the research conducted and 
discussed in Chapters I and II and contributes additional early life history information for 
anadromous blueback herring that is lacking in the data base of knowledge for the species.
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The research conducted uses blueback herring JAIs data collected in the Pamunkey 
and Mattaponi Rivers in Virginia during the period 1979 to 1995. The primary hypothesis 
examined was that year-class strength depends mainly on abiotic conditions during 
spawning and larval development. It was hypothesized that flow- and temperature-driven 
effects during April through June can lead to unfavorable feeding conditions (e.g., via 
advection from favorable feeding grounds, dissipation of the macroscale zooplankton 
assemblage, and reduced larval feeding success because of increased turbidity) and high 
larval mortality. The annual pattern in JAIs between rivers was also examined, as well as 
the relationship between the time of occurrence of the peak in the catch curve or maximal 
catch-per-unit-of-effort (maximal CPUE), upon which the JAI is based, and abiotic 
conditions during the spawning and larval development season.
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Study Area
Sampling was conducted in the tidal freshwater areas of the Pamunkey and 
Mattaponi Rivers in Virginia (Figure 49). The rivers occupy adjacent watersheds in the 
southeastern region of the state and trend in a meandering manner in a northwest to 
southeast direction. Below the fall-line, the extent of tidal influence, the rivers are 
characterized as drowned river-valley systems with extensive tidal marshes. In each river, 
fresh and salt water mix over a broad transition zone with the 1 o/oo isohaline generally 
located between kilometers 55 and 75 depending on season and freshwater inflow. A 
zone of turbidity maximum develops with its mean locus in freshwater just upstream of the 
1 o/oo isohaline (Nichols and Thompson, 1973). The tidal freshwater portions, just 
upstream of the limit of salt intrusion, are also characterized by a chlorophyll maximum 
(Anderson, 1986). This chlorophyll maximum generally becomes apparent in April and 
persists through the Summer. In the tidal freshwater sections, circulation is controlled 
largely by tidal oscillations and freshwater inflow. Tidal oscillations range from 
approximately 0.9-m at the rivers' mouth to about 1.2-m 53 kilometers upstream (Brooks, 
1983a and b). Average annual precipitation in the basins is 112-cm (NOAA, 1996). Mean 
daily flow in the Pamunkey River is 28 m3/s and 17 m3/s in the Mattaponi River (USGS, 
1996). The two-year recurrence storm flow rates are 254 m3/s and 101 m3/s, respectively 
(White, 1996). Sampling for juveniles began at river kilometer 130 in the Pamunkey River 
and kilometer 111 in the Mattaponi River. The sample depth requirement of the pushnet 
(1.5 m) precluded further upstream sampling in each river.
Sampling for Relative Abundance (JAP
The JAI sampling methodology was described in detail in Chapter 1. Annual 
sampling in the Pamunkey and Mattaponi Rivers was conducted from 1979 to 1987. No 
sampling was conducted in 1988 and 1989 because of a lack of program funds. Annual 
sampling resumed in 1990 and continued through 1995. A meaningful index for 1990,
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however, could not be obtained because of late program funding. The data base used in 
the analysis, therefore, included 14 years of JAI data for both rivers.
Descriptive statistics (mean, standard deviation, CV, and 95% Cl) were developed 
for each year's JAI sampling results. Parametric and nonparametric statistical methods 
were used to analyze the annual JAI data. The ability of the JAI methods to discern 
differences in annual relative abundance was examined with one-way ANOVA and 
Scheffe' pairwise comparison test of means (Neter et al., 1985). Treatments were years 
and sampling results when the maximum geometric mean was observed were the 
responses. The presence of trend (Ha: b = 0; a = 0.05) in the annual index data was 
examined via simple linear regression analysis with the annual index as the dependent 
variable and year as the independent variable. The relationship in the pattern of JAIs 
between rivers was examined via Pearson correlation (r) and the nonparametric Spearman 
rank correlation ( r j  (Zar, 1984). All parametric analyses were performed with log10 
(X-r-1) transformed data to stabilize the variance.
Abiotic Data
Data for river flows, and minimum and maximum daily air temperature (surrogate 
for water temperature) for the period 1979-95 were obtained from several sources. These 
were recorded close to the major spawning areas in the two rivers. River flow rates were 
recorded near Beulahville on the Mattaponi River and near Hanover on the Pamunkey 
River (USGS, 1979-96). Daily minimum and maximum air temperature were recorded at 
Walkerton, Virginia (NOAA, 1979-1996).
The data were tabulated on a daily basis beginning April 1 through June 30. This 
is the time span that includes the period of egg deposition and early larval development 
(i.e., the ’critical period’) for blueback herring. Descriptive statistics (i.e., mean, standard 
deviation, CV, and quartiles) were calculated for the individual months of April, May, and 
June, and for multiple months of April through June, April and May, and May and June.
The first and third quartiles of the data range were used to identify flow and temperature 
extremes during the study period. The potential presence of trend (Ha: b = 0; a  = 0.05)
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during the period was examined with simple linear regression analysis with the 
environmental factor as the dependent variable and year as the independent variable.
Paired Sampling
A new pushnet vessel, the R/V Teal, and frame design was outfitted for JAI 
sampling beginning in the Summer of 1990. The new vessel replaced the aging R/V 
Albatross which was used to collect JAI data from 1979 to 1987. Paired sampling of the 
two vessels was conducted during the Summer and Fall of 1990 in the Pamunkey, 
Mattaponi, and James Rivers to compare their relative fishing power. Results of this 
comparison would determine the need for developing a correction factor to support 
comparison of the extent data with all data collected with the new vessel. A total of 175 
paired samples were collected. After eliminating zero paired catches, 113 paired samples 
for juvenile blueback herring remained.
Paired sampling involved simultaneous side-by-side operation of the two vessels in 
the sampling zone. The distance between the vessels was maintained at approximately one 
boat length. All paired samples followed JAI sampling methods. Vessel positions relative 
to the shoreline before each paired sample were randomized. Vessel captains and crew 
were also randomized.
CPUE data were developed according to JAI program methods. Descriptive 
statistics (mean, standard deviation, CV, 95% Cl, and range) for each vessel's CPUE and 
the paired difference {d) were calculated. Normality of the catch difference [d) 
distribution was tested via the Kolmogorov-Smimov Goodness of Fit Test. Departure 
from normality was corrected via the logl0 (X-H) transformation to support the 
assumptions of parametric analysis. Sampling results were evaluated using the paired t- 
test (i.e., Ho: d  = 0, a  = 0.05). Statistical power was calculated via the method of Zar 
(1984) with high power (> 0.90) supporting acceptance of the null hypothesis.
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Annual Nursery Zone Size Dynamics
The sampling design and method for developing annual JAIs assume that the 
annual size (length) of the nursery zone changes in proportion to the magnitude of the JAI. 
It is also assumed that 'crowding' does not occur which would inflate JAIs during years of 
low relative abundance. These assumptions allow inter-annual comparison of JAIs. 
Attaining the primary objective of this research, however, required investigating the 
relationship between annual JAIs and the size of the nursery zone. The null hypothesis is 
that the size of the nursery zone is fixed and not related to the magnitude of the JAI. 
Failure to reject the null hypothesis would preclude inter-annual index comparisons 
without adjustment for the fixed size of the nursery zone.
The annual size of the nursery zone in both rivers was derived from the spatial 
observations (i.e., upstream-downstream demarcation of nursery zone) of samples 
collected when the maximal geometric mean CPUE occurred. Zone size was expressed as 
length in kilometers. The relationship between the JAI and zone size was investigated 
with correlation analysis, both parametric (Pearson correlation) and nonparametric 
(Spearman rank correlation), and linear regression. All parametric analyses used logi0 
(X+l) transformed data to meet model use assumptions. Linear regression analysis was 
used for testing the significance of the linear trend and for deriving standardized residuals 
for diagnostic analysis. Diagnostic analyses of standardized residuals were performed to 
test the appropriateness of the model developed. Standardized residual plots against the 
independent variables, fitted values, and time (i.e., years) were examined for random 
patterns that would show that the error term is constant and independent (i.e., no 
correlation with time). Wilkes-Shapiro Rankit plots of standardized residuals and the 
Wilkes-Shapiro statistic (Analytical Software, 1994) were used to determine if the 
residuals conformed to a normal distribution. A strong correlation and significant slope 
would reject the null hypothesis of fixed nursery zone size, support the dynamic nursery 
zone sampling methodology, and allow direct comparison of annual JAI values.
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Time of Occurrence of the Maximum Geometric Mean CPUE
Relationships investigated included: (1) the pattern in time of occurrence between 
the two rivers, (2) the time of occurrence and the magnitude of the index, and (3) the time 
of occurrence and environmental conditions during the April through June spawning and 
early nursery period. The latter analysis is primarily related to the onset of spawning 
which is controlled by water temperature (Loesch, 1987). If the date of occurrence of the 
peak in the catch curve is linked to the onset of adult spawning, high temperatures during 
early Spring should produce early season peaks in the catch curve while low temperatures 
should delay spawning and produce a late season peak.
The annual date of occurrence (dependent variable) of the maximum geometric 
mean CPUE in each river was identified in annual catch curves and converted to Julian 
notation with April 1 as day zero. Descriptive statistics (mean, standard deviation, and 
range) of the date of occurrence were developed for each river. Abiotic factors used as 
independent variables were mean daily river flow and mean daily minimum and maximum 
air temperature during April, May, June, April-May, May-June, and April through June. 
The relationships were examined with Pearson correlation and Spearman Rank correlation 
(a = 0.05) analyses.
Annual JAIs and Abiotic Factors
The independent abiotic variables used to explore relationships were the mean and 
CV of daily river flow and minimum and maximum daily air temperature during April,
May, June, April-May, May-June, and April through June. These times encompass 
spawning and early larval development in the study area. The CV was included to 
examine if the extent of variability in environmental fluctuations was important in 
explaining variation in the annual index. Scatter plots of the dependent (JAI) and 
independent (abiotic factor) variables were created and examined to determine appropriate 
techniques for data analysis or model fitting. Relationships were examined with the 
nonparametric Spearman Rank correlation (r„ a = 0.05). The Spearman Rank correlation 
is 0.91 as powerful as the parametric Pearson correlation analysis (Zar, 1984).
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Furthermore, because Spearman's Rank correlation coefficient requires no assumptions 
about the distribution of the bivariate relationship, its significance can be tested. Where 
the analysis failed to reject the null hypothesis (Ho: rs = 0), the power of the test was 
calculated via the method in Zar (1984). Power curves were also created for various 
effect (rs) and sample sizes by the methods in Cohen (1988). Power curves (Rotenberrv 
and Wiens, 1985) were used to find the likely effect detectable with the study sample size 
and the required sample size to detect a range of significant effects.
The potential influence of major individual runoff events during the spawning and 
larval development period on annual JAIs was also explored. Daily river flows in each 
river during April through June over the time span of the study were ranked in descending 
order. Flows that exceeded, or approached, the flow rate of the two-year recurrence 
interval for each river were compared to the relative strength of the annual JAI. JAIs in 
relation to the first and third quartiles of the range of indexes that occurred during the 
study period were used to determine relative strength. JAIs that exceeded the third 
quartile were considered strong year-classes. A year-class was considered average when it 
occurred between the first and third quartile and weak year-classes were those whose 
value were less than the first quartile.
The relationship of the combined effect of river flow and air temperature on the 
JAI was investigated via multiple linear regression analysis. Independent variables in the 
analyses included (1) mean river flow and mean maximum daily air temperature and (2) 
flow variability (C V) and mean maximum daily air temperature. All data used in analyses 
were logl0 (X+l) transformed to normalize the data and eliminate or reduce 
heteroscedasticity. Regression coefficients were tested for significance (a = 0.05) via 
ANOVA. The adjusted multiple coefficient of determination ( r )  was evaluated to 
determine the fraction of the total variability in the index related to the independent factors 
examined. Statistical power was calculated via the method of Cohen (1988) when the 
regression analysis failed to reject the null hypothesis (Ha: b = 0). Power curves were also 
created for various effect ( r )  and sample sizes via the methods of Cohen (1988). Power 
curves (Rotenberry and Wiens, 1985) were used to determine the likely effect detectable
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with the study sample size and the required sample size to detect a range of significant 
effects.
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Abiotic Conditions
The mean and first and third quartiles of river flow rates for the April through June 
blueback herring spawning and early nursery period were 35.0 m3/s (16.2-53.2) in the 
Pamunkey River and 20.2 mJ/s (8.3-30.2) in the Mattaponi River10. River flow for all 
seasonal and monthly periods had greater variability in the Pamunkey River than in the 
Mattaponi River. This is primarily the result of the larger Pamunkey River watershed area 
and typical geographic variability in rainfall. Monthly mean flow rates were highest during 
April and steadily decreased through June. Mean June flow rates exhibited greater than 60 
percent decrease in the rates observed during April in both rivers. While mean monthly 
flow rates declined through June, monthly variability in flow in relation to the mean, as 
measured by the coefficient of variation (CV), increased. On an annual basis, seasonal 
high flow years occurred in 1983 and 1984 while low flow years occurred in 1985 and 
1991. The wannest year, as measured by both the mean seasonal minimum and maximum 
daily temperatures, occurred in 1991 and the coldest years occurred in 1983 and 1992. 
There was no evidence of an annual trend in river flow rates or air temperatures during the 
17-year study period. All regressions of annual seasonal mean abiotic factors on time 
produced no slopes that were significantly different from zero (P  > 0.05).
Mean monthly extremes during the study period of particular note include the high 
river flows during April of 1983 and 1984 and May of 1989 and 1990. Flows were most 
variable in April 1994 and May and June 1990 and June 1995. Notable cold years 
occurred in April 1983 and May 1992 and warm years in April 1995 and May 1991. As 
with seasonal factors, there was no evidence of an annual trend in monthly river flow rates 
or air temperatures during the 17-year study period. All regressions of annual monthly 
mean abiotic factors on time failed to reject (P > 0.05) the null hypothesis (b = 0).
A summary of mean and CV of abiotic conditions during the spawning and nursery 
period by month and monthly periods during the years of study, and on an annual 
basis (1979-1995) is presented in the Appendix, Table A-8 through A-10.
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Paired Sampling
A significant difference in the fishing power of the two vessels was not detected. 
The mean difference (i.e.Jl'V Teal-RV Albatross) of paired CPUE was - I. I and the 95% 
confidence interval was -14.8 to 12.6 (Table 26). The Kolmogorov-Smimov Goodness of 
Fit Test failed to reject the null hypothesis of normality for the distribution of the log- 
transformed d  (Dmac= 0.069 < Do gs. = 0.13). The paired t-test of the transformed data 
failed to reject the null hypothesis o fd = 0 ( t  = -0.51 < /0.os,n3, P = 0.61). The probability 
of the Type II error was 0.07 and the power of the test was 0.93. Results show that 
differences in the fishing power of the two vessels were minor. Because of this analysis, 
development of a correction factor was not required and historical data are comparable to 
data collected with the new vessel and pushnet frame design.
Index of Abundance (TAD
The mean JAI and 95% confidence interval in the Pamunkey and Mattaponi Rivers 
was 42.3 (18.2-66.4) and 31.8 (7.9-55.6), respectively. Strong year-classes were 
observed in the Pamunkey River during 1982 and 1987 while weak year-classes occurred 
in 1981, 1991 through 1993, and 1995 (Table 27). In the Mattaponi River, strong year- 
classes were observed in 1982, 1984, and 1985 while weak year-classes occurred in 1980, 
1991 through 1993, and 1995. ANOVA (df = 13, 227; F =  17.4; P < 0.001) and Scheffe' 
pairwise comparisons of annual maximum CPUEs in the Pamunkey River indicated that 
there were six homogeneous groups (Table 28). Similarly, ANOVA (df = 13,156; F  =
18.5; P < 0.001) and Scheffe' pairwise comparisons of annual maximum CPUEs in the 
Mattaponi River indicated that there were five homogeneous groups.
JAIs exhibited a weak decline during the 14 year study period (Figure 50). The 
trend was significant in the Pamunkey River (df = 1,13; F=  5.20; P = 0.0417; log 
abundance = 125.3-0.0625year) but nonsignificant (i.e., Ha: b = 0) in the Mattaponi River 
(df= 1,13; F=  3.10;F = 0.1039; log abundance = 104.6-0.052lyear). The pattern in
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JAIs between the two rivers was similar. The correlation (r) of log transformed (X-K) 
JAIs was 0.76. The Spearman rank correlation (rs) was 0.66 and significant (P < 0.05).
Nursery Zone Size and JAI
An annual pattern, although weak, existed in the size of the nursery zone between 
the two rivers (Table 27). The correlation (r) in size was 0.58. The Spearman rank 
correlation (rs) was 0.55 and significant (P < 0.05).
The size of the nursery zone varied directly with JAIs in both rivers. Simple linear 
regression showed that the regression slopes were significant (P < 0.001)11 and that the 
variation in the size of the nursery zone was well explained by the change in JAI ( r  = 0.72 
and 0.64 for the Pamunkey and Mattaponi Rivers, respectively)(Figure 51). Plots of 
standardized residuals12 against the independent variable (JAI) and time (year) displayed 
random scatter indicating that the variance of the error term is constant and independent 
(i.e., no correlation with time). Examination of Wilkes-Shapiro/Rankit Plots of the 
standardized residuals showed no evidence of non-normality (approximate Wilkes-Shapiro 
statistic of 0.94 for both the Pamunkey and Mattaponi river regression analyses). 
Regression diagnostics, therefore, indicate that the general linear model is appropriate for 
describing the relationship between the nursery zone size and the magnitude of the JAI. 
They also indicate that 'crowding', which would inflate the JAI during years of low relative 
abundance and small nursery zone size, does not occur. Results, furthermore, support the 
dynamic nature of the nursery zone, the field sampling methodology, and calculation of 
mean CPUE for each sampling cruise.
ANOVA results of linear regression analyses are presented in the Appendix, Table 
A-ll.
Plots of standardized residuals against the independent variable (JAI) and time 
(year) from linear regression analysis of nursery zone size and the annual JAI for 
the Pamunkey and Mattaponi Rivers are presented in the Appendix, Figures A-6 
and A-7, respectively.
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Time of Occurrence of the Maximum Geometric Mean CPUE
The mean day and range in day of occurrence of the maximum CPUE in the 
Pamunkey and Mattaponi Rivers was July 5 (June 18-July 19) and July 11 (June 25- 
August 3), respectively (Table 27). The correlation in the annual date of occurrence in the 
two rivers was significant, but relatively weak (r = 0.60; r: = 0.61, P < 0.05). There was 
no evidence of a relationship in either river between the time of occurrence of the 
maximum CPUE and the magnitude of the JAI. In the Pamunkey River, the parametric 
and nonparametric correlation coefficients were 0.26 and 0.31 (P > 0.05), respectively.
For the Mattaponi River, the coefficients were -0.38 and -0.23 (P > 0.05), respectively.
Evidence of a relationship between the date of occurrence of the maximum mean 
CPUE and abiotic factors during the spawning and nursery period was weak. For the 
Pamunkey River, no statistically significant (P < 0.05) rank correlation (rs) was observed 
between mean daily river flow and daily minimum and maximum air temperature during 
April through June or during any monthly or bimonthly period (Table 29). Although 
statistically significant rank correlations were not observed, there generally was an inverse 
relationship between mean daily air temperatures, particularly mean maximum daily air 
temperatures, and the day of maximum CPUE occurrence (i.e., the day of maximum mean 
CPUE occurrence was earlier in the season as mean daily air temperatures increased). 
Specifically, rank correlations ( r j  for May and May-June were -0.44 and -0.47, 
respectively. A positive relationship between mean daily flow, particularly during May (rt 
= 0.43), June (rs = 0.49), and May-June (rs = 0.51), and the day of maximum mean CPUE 
occurrence was also obtained.
Significant (P < 0.05) but weak negative rank correlations were obtained for mean 
maximum daily temperature during April-June (rs = -62) and April-May (r, = -0.64) in the 
Mattaponi River (Table 29). Rank correlations, however, were nonsignificant (P > 0.05) 
for all individual months. Significant positive rank correlations were also obtained for 
mean daily river flow during May (rs = 0.57) and May-June (rs = 0.64).
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Annual JAIs and Abiotic Conditions
There was no evidence of a strong effect (rs > 0.70) of any of the abiotic factors on 
JAIs in either river. The presence of either a linear or nonlinear relationship between mean 
daily river flow for the months of April, May, and June and the annual JAIs was not 
apparent in scatter plots for either the Pamunkey or Mattaponi Rivers13. Similarly, scatter 
plots of the CV of monthly river flow for April, May, and June and the annual index of 
abundance also did not reveal any apparent relationships in either river14. Readily apparent 
relationships were also not present between mean daily minimum and maximum air 
temperature, or the monthly CV of each, during any of the three months and the JAIs15.
All Spearman rank correlations between the mean or CV of daily minimum and 
maximum air temperature and river flow for the months of April, May, and June, and the 
bimonthly periods of April-May and May-June, and JAIs were nonsignificant {P > 0.05) 
for both rivers (Table 30). Rank correlations were all generally low (i.e., r3 < 0.50) and 
consistent patterns, or weak correlations, that would suggest possible relationships were 
not evident. Furthermore, the power of the test to detect a significant relationship in each 
rank correlation analysis was generally high (Power > 0.80) (Table 30) and the Type H 
error (P) probability equaled, or exceeded, the desired level of significance (P < 0.05) for 
many of the analyses.
The presence of weak effects of abiotic factors on JAIs could not be determined 
due to low statistical power. With the sample size of 14 years, the power to detea a 
strong effect (i.e., rs > 0.70) was high (> 0.80). For weaker effeas, however, the power 
of the test declined rapidly (Figure 52). Desirable power (> 0.80) to detect weaker effects 
(rs > 0.30 to 0.60) can only be obtained by greatly increasing the sample size, or years of 
study. An 80 percent chance of correaly detecting an effect size (ES) of 0.6, 0.4, or 0.3, 
requires samples sizes of 25, 50, and 100 years, respectively.
‘J Appendix, Figures A-8 and A-9, respectively.
14 Appendix, Figures A-10 and A-11, respectively.
1= Appendix, Figures A-12 and A-13, respectively.
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There were few major runoff events in either river that exceeded the flow rate of 
the 2-year recurrence interval during April through June in the study period. The greatest 
runoff event occurred in late May and early June of 1990, unfortunately relative 
abundance data for the year were not collected because of the lack of program funds 
(Table 31). For other major events during the period, evidence for a potential impact on 
spawning success and relative strength of the JAIs was weak. The relative strength of the 
year-class was typically average after the occurrence of large runoff events and, for several 
major events (e.g., April 25-29, 1987 in the Pamunkey River and April 27-30, 1984 in the 
Mattaponi River), strong year-classes were observed. No weak year-classes were 
observed for the Mattaponi River during years of major runoff events. Only two weak 
year-classes (1995 and 1993) were observed in the Pamunkey River following the 
occurrence of major runoff events. Furthermore, the 1995 runoff event occurred late 
(June 29-30) in the nursery season, a time typically after larvae have metamorphosized 
into juveniles.
There was also no evidence of a strong effect ( r  > 0.50) of any combination of the 
abiotic factors on JAIs in either river. Relationships between abiotic factors and JAIs 
were nonsignificant in all multiple linear regression analyses with low coefficients of 
determination ( r  < 0.25) in both rivers (Table 32). While the power of the test to detect a 
strong ES ( r  > 0.50) was high (>0.80), there was insufficient power to detect weaker ESs 
( r  < 0.50) (Figure 53). Detection of a significant weaker ES would require as much as 60 
or more years of data.
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All analyses failed to reject the null hypothesis of no effect of abiotic factors on 
blueback herring JAIs for the Pamunkey and Mattaponi Rivers. All rank correlations 
between abiotic factors and the JAIs were weak (rs < 0.50) and nonsignificant. Variability 
in JAIs was also poorly explained ( r  < 0.25) by combinations of abiotic factors in multiple 
linear regression analyses. Similar studies on anadromous Alosa with shorter time series 
(Crecco et al., 1983; Crecco and Savoy, 1984, 1985, and 1987b; Jessop, 1994) have 
shown significant correlations and strong (r > 0.70) effects. Results of Chapter 2 otolith 
microstructure research also suggest a strong inverse relationship between river flow and 
abundance and growth of larval blueback herring.
Several possible reasons may explain the failure to detect an effect. These include 
(1) a lack of accuracy and precision in the JAI, (2) the inability to detect weak effects 
because of the lack of statistical power, (3) the latitudinal location and hydrodynamics of 
the nursery area reduce the effect of abiotic factors, and (4) the low environmental 
variability during the period; at current low stock levels, a stock-recruitment relationship is 
the dominant effect, rather than abiotic factors. Except for the existence of a stock- 
recruitment relationship, each of these issues is subsequently discussed. The collapse of 
the river herring stocks in the 1980s greatly reduced the York River poundnet fishery.
Since 1985, stock data specific to the system have not been available. As a result, the 
presence of a stock-recruitment relationship could not be evaluated.
Accuracy and Precision of JAI
Several factors and analysis results suggest high precision in the blueback herring 
JAI. A consistent methodology has been employed since sampling began in Virginia in 
1979 (Loesch and Dixon, 1996). A reasonably strong correlation (r > 0.78) of river 
herring JAIs for the Pamunkey and Mattaponi Rivers to recruitment of their respective 
year-classes to the York River pound net fishery has also been found (Loesch and Dixon, 
1996). These results suggest that the JAI is determined after year-class strength is
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established.
Validation of JAIs for other Alosa have been limited (Rago et al., 1995). Crecco 
et al. (1983) reported a strong positive correlation (r = 0.92) between the JAI for 
American shad and recruitment of adult females 4-6 years later in the Connecticut River 
fishery. They similarly concluded that year-class strength of American shad is established 
before the juvenile stage. The only other reported attempt to develop and validate a JAI 
for blueback herring was made by Jessop (1994) for the Mactaquac headpond in the Saint 
John River of New Brunswick, Canada. He found no relationship between the JAI and its 
respective year-class based on seven years of data (1982-1988). His investigations, 
however, did not account for potential bias introduced by variable turbine-induced 
mortality on outmigrating juveniles (Taylor and Kynard, 1985; Cada, 1990).
Jessop (1985) and Jessop and Anderson (1989), in a series of tests in the Saint 
John River, evaluated essentially the same sampling design for juvenile blueback herring 
used in this study. Jessop (1985) evaluated the influence of mesh composition, velocity, 
and run time on the catch and length composition of juveniles. He concluded that 
quantitative sampling of juveniles of 30-90 mm total length could be accomplished with 
the bow-mounted pushnet system of the same design employed herein. In further study, 
Jessop and Anderson (1989) found significant heterogeneity in the spatial and temporal 
pattern of the nocturnal juveniles. They concluded that stratification, compared with 
simple random sampling, increased the precision of estimates of mean density, particularly 
at high densities of the more patchily-dispersed blueback herring. At high densities, 
stratification enabled estimating the mean CPUE within ± 7 to 9% (95% probability level), 
at low densities, the precision decreased to ± 13 to 15% of the mean.
The precision in the annual JAI for the Pamunkey and Mattaponi Rivers, as 
measured with the methodology of Jessop and Anderson (1989)(i.e., 95% probability level 
of the maximum mean CPUE), for all years except 1992 was ± 9 to 42% and ± 14 to 46%, 
respectively. Precision increased in proportion to the strength of the index. Low 
precision in the 1992 Pamunkey (214%) and Mattaponi (119%) JAIs is attributed to the 
virtual absence of juveniles in both nursery zones. The precision obtained is lower than
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that estimated by Jessop and Anderson (1989) because of differences in sampling design. 
The JAI for the Saint John River was limited to the lotic and lentic sites within the 
Mactaquac headpond and does not represent a river-wide index. The JAI for the 
Pamunkey and Mattaponi Rivers was based on sampling through the entire nursery zone 
of each river as delimited by the occurrence of zero catch in 9.3-km, up- and down-river 
strata. As such, the expected precision would be lower because of the heterogeneity of 
their spatial and temporal distribution pattern within the nursery zone (Dixon et al., 1996). 
Despite the lower precision attained, inter-annual comparison (ANOVA and Scheffe' 
pairwise comparisons) of the JAIs identified six homogeneous groups in the Pamunkey 
River and five homogeneous groups in the Mattaponi River. The ability to identify strong 
and weak year-classes, therefore, was demonstrated.
The relative precision of the maximum geometric mean CPUE compared to a 
seasonal value has also been shown. Loesch and Dixon (1996) found that the maximal 
CPUE was strongly correlated with the CPUE of all weekly samples in the Pamunkey and 
Mattaponi Rivers (r > 0.90). They also found, however, that the relative variation (CV) 
for the maximal CPUE was lower in all comparisons. Analysis of the annual size of the 
nursery zone and the observed maximal geometric mean CPUE further suggests that the 
maximal CPUE is an unbiased measure of the relative abundance of juveniles. In both 
rivers, a strong linear correlation between the size of the nursery zone and magnitude of 
the index was obtained (r a 0.80). Results show that the size of the nursery zone grows in 
proportion to the relative density of juveniles, that ’crowding1 does not occur when the 
zone is small, and that the maximal mean CPUE identifies, at least, strong and weak 
juvenile year-classes.
The time of maximal mean CPUE occurrence, in relation to the environmental 
conditions during the spawning period, also suggests that the JAI methodology is tuned to 
life history patterns of adults. As noted by Cushing (1975), the proportion of offspring 
hatching to those initiating feeding during optimal conditions varies between years. 
Spawning of blueback herring is believed to be temperature dependent (Loesch, 1987), as 
it is for other anadromous Alosa (Leggett, 1976; Leggett and Carscadden, 1978). In the
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Chesapeake Bay region, they begin spawning in early April when the water temperature is 
between 10 and 15 °C. Because spawning is temperature dependent, the onset of 
spawning varies with latitude and it may vary annually by 3 to 4 weeks in a given locality 
(Loesch, 1987). Assuming a constant duration of the larval stage, the annual date of 
maximum recruitment of juveniles to the sampling gear should vary according to 
temperature during April and May. This was confirmed for the Mattaponi River where a 
significant inverse relationship (P < 0.05) was observed between mean maximum daily air 
temperature during April-June and April-May and the annual date of maximal mean CPUE 
occurrence. While a statistically similar relationship was not observed for the Pamunkey 
River, the relationship was consistently negative; i.e., the date of occurrence of the 
maximal mean CPUE was earlier during warm spawning periods and later during cold 
periods.
The lack of a stronger correlation between the date of maximal mean CPUE 
occurrence and spawning period temperature is not surprising, given the low precision in 
the measure of the date of occurrence. Because it is based on weekly sampling, the 
highest attainable precision is ± 7 days. A lack of significant difference in temporally 
adjacent weekly samples during any one year would further lower the precision of its 
estimate. The apparent correlation between the maximal mean CPUE occurrence and 
mean maximum daily air temperature during April and May is consistent with observations 
reported in Chapter 2. Modal hatch dates and the maximal mean CPUE of juveniles in the 
Rappahannock River during 1991 and 1992 differed by approximately 2 weeks, both 
occurring later in 1992. Mean April-June and May maximum daily temperatures in 1991 
were 3 °C and 6 °C higher, respectively, than the same periods in 1992. The linkage 
between time of spawning and the date of maximal mean CPUE occurrence is also evident 
in latitudinal differences of the study area. In this study, the maximal mean CPUE 
generally occurred during early July in both rivers. In the Saint John River, New 
Brunswick, Canada, Jessop (1994) generally observed a peak in CPUE in his JAI between 
late July and mid-August.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
195
Inherent in the relationship between the date of maximal mean CPUE occurrence 
and spawning period temperature is an assumption that maximum spawning occurs under 
optimal temperature conditions. It also assumes that the date of maximal CPUE 
occurrence is linked to this spawning maxima. These assumptions may be false, further 
obscuring the relationship. As noted by Methot (1983), the fraction of the total 
reproductive effort that establishes year-class strength may show little correspondence to 
maxima larvae production. Fluctuations in environmental conditions after egg deposition 
that lower the fraction of eggs and larvae surviving to the juvenile stage would further 
obscure the relationship between time of spawning and recruitment of juveniles to the 
sampling gear. Differential mortality in relation to environmental conditions during this 
early life history stage was discussed in detail in Chapter 2.
Additional evidence for the high level of precision attained in the JAI, and that 
contrasting year-class strengths are being mutually identified, is the correlation in the 
annual pattern of JAIs between the Pamunkey and Mattaponi Rivers. Within regions (and, 
more importantly, within systems) a precise index of abundance should show correlation 
for a species or between species with similar life history strategies. This would result from 
either localized biotic or abiotic factors, though local or regional scale abiotic factors are 
believed to dominate. Hollowed et al. (1987), for example, found that many species in the 
North Pacific have coincident extreme year-classes in the same years. Among groundfish 
stocks within regions, pairwise correlations between stocks were positive, whereas 
between regions, correlations were usually negative, because extreme year-classes were of 
opposite sign. Pepin and Myer (1991), based on their review of the literature, concluded 
that within a given system or region, species or stocks with similar life history strategy’s 
exhibit similar fluctuations in recruitment.
For anadromous Alosa, studies that examined correlations in juvenile abundance 
between river systems or regions have been limited. ASMFC (1985a) reported on a 
preliminary correlation analysis of blueback herring and alewife juvenile index data 
between river systems in Maryland for the period 1962-1982. In a comparison of the 
relative year-class success of each species among the Potomac, Nanticoke, Choptank, and
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head of the Chesapeake Bay, a statistically significant pattern for juvenile blueback herring 
was observed. No pattern was observed, however, for juvenile alewife. The lack of 
correlation for alewives was explained as possibly the result of the low abundance levels 
and sparse data. ASMFC also compared the relative magnitude of Maryland's juvenile 
data to that of Virginia for the period 1972-1978. They found a tendency for both species 
to respond in a similar manner in terms of annual abundance (i.e., matching strong and 
weak year-classes appear in both states' data).
Annual JAIs and Abiotic Factors
The correlation in the JAI between the Pamunkey and Mattaponi Rivers suggest 
that a common factor(s) influenced the JAIs during the study period. Abiotic factors, 
however, poorly explained the variability. Abiotic factors, individually and in combination, 
all had weak observed, but statistically nonsignificant, effects on JAIs; i.e., all analyses 
failed to reject the null hypothesis {H0: p  = 0) of no effect. In all analyses, however, the 
power to detect weak effects (r < 0.70) was low (< 0.80).
Conclusions about effects or relationships should not be made when the null 
hypothesis cannot be rejected unless statistical power is sufficiently high (> 0.80) to 
support rejection and minimize the probability of the Type II error (i.e., failing to reject a 
false null hypothesis)(Cohen, 1988; Peterman, 1989, 1990). Power depends on the 
significance level (a), sample size (N), sample variance (r), and effect size (ES). ES is the 
magnitude of the true effect that is being examined. Larger effect sizes have higher 
power than small effect sizes (Peterman, 1990). While the power to detect weak effects 
was low, suitable power existed for the detection of strong effects. It can be safely 
concluded, therefore, that a strong effect of abiotic conditions during the spawning and 
larval development period, within the range examined, on the JAI does not exist in either 
river. Low power precludes conclusions about the presence of weak effects. The time 
series would have to be considerably expanded, about 25 to 100 years, before the sample 
size would provide sufficient power to detect, or safely reject, the presence of weak 
effects with the observed variance.
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The conclusion that strong effects are not present does not preclude the existence 
of an effect with extreme episodic events. The results of Chapter H suggest that a runoff 
event with a recurrence interval of slightly greater than two years reduces juvenile growth 
and relative abundance. During the period 1979 to 1995, there were few events of this 
size in the Pamunkey or Mattaponi Rivers). The strongest episodic events occurred 
during years when no JAI sampling was conducted (1989 and 1990). Sismour (1994), 
however, reported a decline in the relative abundance of preflexion larvae in the Pamunkey 
River in 1989 after this major runoff event.
Although the range of episodic events was limited, the magnitude of the flow range 
was similar to the magnitude of the range of flows where strong effects were evident in 
studies with shorter time series. Mean daily flow rates in May and June during the study 
period varied fivefold (10-50 cms) in the Pamunkey River and roughly eightfold (5-40 
cms) in the Mattaponi River. For American shad in the Connecticut River, Crecco and 
Savoy (1984) reported a strong effect on juvenile abundance over a threefold (200-600 
cms) range in river flow. Jessop (1994) observed an effect on juvenile blueback herring 
and alewife in the Saint John River over a fourfold (200-800 cms) range of flow.
Although the magnitude of the flow range was similar to these studies, there were 
major differences in the absolute magnitude. Mean daily flow rates in the Pamunkey and 
Mattaponi Rivers during the spawning and larval development period are nearly an order- 
of-magnitude lower than the rates in the Connecticut and Saint John Rivers. This may be 
important because of major differences in the hydrodynamics of the spawning and larval 
development areas of the Pamunkey and Mattaponi Rivers in comparison to the 
Connecticut and Saint John River. The river dynamics of the nursery area in the 
Pamunkey and Mattaponi Rivers are dominated by tidal forces, and the volume of the 
rivers below the fall line may effectively mitigate the effects of moderate runoff events.
The nursery areas in each river also afford many tributary areas and wetlands that offer 
refuge from main channel effects.
The nursery area studied in the Saint John River is entirely non-tidal, encompassing 
lotic and lentic areas upstream of a hydropower project (Ruggles and Watt, 1975; Jessop,
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1994). Similarly, fish passage facilities at hydropower projects on the Connecticut River 
provide access to upriver spawning areas, however, considerable spawning is believed to 
occur in downriver tidal areas (Marcy, 1976; Leggett, 1976, 1977; Crecco and Savoy, 
1984). The high discharge of the Connecticut River, however, generally overcomes the 
effects of tides in the lower river (Leggett, 1976). As noted by Kocik and Taylor (1987), 
riverine systems have limited buffering capacity and are susceptible to extremes in 
meteorological conditions. Short-term climatic changes would, therefore, have a greater 
effect upon a riverine system than a lacustrian, estuarine, or marine ecosystem. Spawning 
and nursery areas in the Connecticut and Saint John Rivers, therefore, may be more 
susceptible to short-term meteorological conditions than areas in the Pamunkey and 
Mattaponi Rivers, and this may account for the lack of a strong effect on the JAI.
The differences in the effects may also be explained by differences in the 
fluctuation of environmental conditions at the latitude location of spawning grounds.
Jessop (1994) suggested that since blueback herring in the Saint John River are near the 
northern limits of their range, they are more susceptible to abiotic factors. Myers (1991) 
showed that recruitment variability for three species of marine fish was greater in 
populations at the northern and southern limits of the species range. Several others 
(Slobodkin, 1961; Margalef, 1963; Cody, 1966) have concluded that environmental 
conditions in high latitude areas are more unstable and less predictable than in low latitude 
areas. Clarke (1993) reviewed the literature on the distribution of organisms in relation to 
temperature. He concluded that the association is very clear, physiological studies have 
shown that both temperature optima and the lethal thermal limits of species tend to be 
related to the temperature of their geographic range. Shoubridge (1977) analyzed 
temperature regimes in several Atlantic coast rivers from Florida to New Brunswick, 
Canada and observed that the duration of the temperature optima for American shad egg 
and larval development decreased, and the variability of the temperature regime increased, 
with increasing latitude. Based on these observations, Leggett and Carscadden (1978) 
suggested that variation in shad egg and larval survival, year-class strength, and 
recruitment also increases with latitude.
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Despite the limited time series in this study, the failure to detect a strong effect of 
abiotic conditions on the variability in JAIs provides new information on the population 
dynamics of anadromous blueback herring stocks. Lack of statistical power, however, 
precludes conclusions concerning the existence of weak effects. Sufficient power to 
detect weaker effects with the observed variance requires considerably greater sample size 
that can only be obtained with continued juvenile abundance monitoring. Jessop (1994) 
concluded that the cost and effort required to obtain an accurate abundance index over an 
extended time would be substantial, perhaps unattainable in most circumstances. He also 
observed that the utility of an index of abundance as a predictor of future recruitment of 
anadromous Alosa species remains uncertain. Preliminary results of the analysis of 
Virginia's river herring JAI and recruitment to the fishery suggest that a juvenile- 
recruitment relationship may exist (Loesch and Dixon, 1996). The weight of evidence of 
results presented in this research further suggests precision and accuracy in juvenile 
relative abundance monitoring and the utility of the JAI for providing early life history 
information. While the effort and cost recognized by Jessop (1994) are acknowledged, 
failure to support continued monitoring, index development, and data analysis would be 
unfortunate given the 14 years invested in the program to date.
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Table 26. Summary statistics of CPUE of juvenile blueback herring from paired
sampling between the R/V Teal and R/V Albatross during the Summer and 
Fall, 1990.
Parameter R/V Teal R/V Albatross Difference (d)
N 113 113 113
Lower 95% C.I. 72.0 75.7 -14.8
Mean 108.5 109.6 -1.1
Upper 95% C.I. 145.0 143.5 12.6
Standard
deviation
195.9 182.0 73.3
Standard error 18.4 17.1 6.9
CV (%) 180.6 166.1 6667.5
Minimum 0 0 -400.7
1st quartile J.J 4.8 -10.1
Median 32.6 32.3 -0.2
3rd quartile 116.8 133.7 10.8
Maximum 1153.4 965.5 367.5
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Table 27. Mattaponi and Pamunkey Rivers JAI (arithmetic and geometric maximal 
mean CPUE), nursery zone size, and number of days to the occurrence of 
the maximal mean CPUE: 1979-1995.
River Year*
Arithmetic 
maximal mean 
CPUE
Geometric 
maximal mean 
CPUE
Nursery 
zone size 
(km)b
Number of 
days to max 
CPUEC
Pamunkey 1979 255.4 49.1 46.3 99
1980 87.2 50.2 64.8 101
1981 16.7 6.1 46.3 97
1982 408.3 154.2 55.5 97
1983 127.4 59.4 55.5 103
1984 88.9 25.0 64.8 93
1985 153.4 61.2 64.8 85
1986 93.8 46.3 85
1987 173.8 80.1 64.8 105
19881 - - - -
19891 - - - -
19901 - - - -
1991 13.3 7.5 46.3 78
1992 0.1 0.1 18.5 NA3
1993 3.3 2.3 37.0 83
1994 103.5 59.3 64.8 102
1995 25.6 4.7 37.0 109
Mean 110.8 42.3 50.9 95
Mattaponi 1979 67.3 22.8 46.3 120
1980 8.4 3.8 27.8 104
1981 11.7 9.0 27.8 120
1982 291.3 92.3 55.5 103
1983 36.1 17.1 37.0 124
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River Year4
Arithmetic 
maximal mean 
CPUE
Geometric 
maximal mean 
CPUE
Nursery 
zone size 
(km)b
Number of 
days to max 
CPUEC
Mattaponi 1984 220.8 93.4 37.0 85
1985 206.2 127.2 46.3 84
1986 24.6 15.5 27.8 84
1987 20.6 14.6 27.8 117
19881 - - - -
19891 - - - -
19901 - - - -
1991 9.5 4.6 27.8 85
1992 0.3 0.2 18.5 NA=
1993 6.2 5.1 37.0 96
1994 90.9 38.8 46.3 88
1995 0.7 0.5 18.5 99
Mean 71.0 31.8 34.4 101
Program not funded in 1988 and 1989; late funding in 1990 precluded acquisition 
of an index.
Nursery zone size measured as occurrence of juveniles from first to last 9.3-km 
strata.
Number of days from April 1 (0); the extremely low catch in 1992 precluded 
development of a catch curve and identification of the occurrence of the maximal 
mean CPUE.
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Table 28. Summary of Scheffe' pairwise comparisons of annual maximal mean 
CPUEs for the Pamunkey and Mattaponi Rivers: 1979-1995.
River Year Ranked means (log X+l) 95% C.I.
Pamunkey 1982 
1987
1985
1983
1994
1980 
1979
1986
1984
1991
1981
1995 
1993
1992
2.1913a
1.9094ad
\J937abc
1.7815 abc
1.7801a6c
l.IQZlabcd
1.6958a6a/
\.S349abcde
\A\S2abcde
0.9211bcdef
0.8543cdef
Q.1562def
0.5117e/
0.0180/
1.7770 
1.6586 
1.5968 
1.5743 ■ 
1.6232 ■ 
1.3480 ■ 
1.2774. 
1.1351 • 
1.1006- 
0.6250 • 
0.5903 ■ 
0.5209 - 
0.2943 - 
-0.0206
2.6055
2.1602
1.9905
1.9887
1.9369
2.0694
2.1142
1.9347
1.7298
1.2304
1.1184
0.9918
0.7291
0.0566
Mattaponi 1985 
1984
1982 
1994 
1979
1983
1986
1987 
1981
2.1077a 
1.9748a£ 
\.9691ab 
1.6044a6c 
1.3771a£c 
1.2569a£c 
1.2166abcd 
\ . 1937abode 
0.9981 bcde
1.8062 
1.4817 
1.6457 
1.1694 
1.1642 
0.8530 • 
0.8739 ■ 
0.8942 ■ 
0.6477 ■
2.4092
2.4679
2.2937
2.0394
1.5901
1.6607
1.5594
1.4933
1.3485
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River Year Ranked means (log X+l) 95% C.I.
Mattaponi 1993 0.7842cde 0.6224 - 0.9460
1991 0.7480cde 0.4328 - 1.0632
1980 Q.6115cde 0.3666 - 0.9885
1995 0.1 Slide 0.0325 - 0.2830
1992 0.0843* -0.0163 -0.1848
Means lacking a letter in common are significantly different (P < 0.05).
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Table 29. Summary of Spearman rank correlations (rs) for the relationship between 
the date of occurrence of the maximal geometric mean CPUE in the 
Pamunkey and Mattaponi Rivers and mean minimum daily temperature, 
maximum daily temperature, and daily river flows by month and monthly 
periods: April-June: 1979-1995.
River Time period Factor r.a
Pamunkey
Mattaponi
April Minimum daily temperature -0.17 NS
Maximum daily temperature -0.16NS
Daily flow rate 0.22 NS
May Minimum daily temperature -0.27 NS
Maximum daily temperature -0.44 NS
Daily flow rate 0.43 NS
June Minimum daily temperature 0.24 NS
Maximum daily temperature -0.18 NS
Daily flow rate 0.49 NS
April-June Minimum daily temperature -0.04 NS
Maximum daily temperature -0.44 NS
Daily flow rate 0.34 NS
April-May Minimum daily temperature -0.27 NS
Maximum daily temperature -0.34 NS
Daily flow rate 0.30 NS
May-June Minimum daily temperature -0.05 NS
Maximum daily temperature -0.47 NS
Daily flow rate 0.51 NS
April Minimum daily temperature -0.20 NS
Maximum daily temperature -0.42 NS
Daily flow rate 0.20 NS
May Minimum daily temperature -0.02 NS
Maximum daily temperature -0.28 NS
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River Time period Factor r;
Mattaponi (cont'd) Daily flow rate 0.57 *
June Minimum daily temperature -0.07 NS
Maximum daily temperature -0.24 NS
Daily flow rate 0.52 NS
April-June Minimum daily temperature -0.21 NS
Maximum daily temperature -0.62 *
Daily flow rate 0.44 NS
April-May Minimum daily temperature -0.18 NS
Maximum daily temperature -0.64 *
Daily flow rate 0.25 NS
May-June Minimum daily temperature -0.19 NS
Maximum daily temperature -0.38 NS
Daily flow rate 0.64 *
1 Critical value (a = 0.05, 14 df) = 0.54.
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Table 30. Summary of Spearman rank correlations (/,) and the power of the test for the relationship between the JAI in the
Pamunkey and Mattaponi Rivers and monthly and bi-monthly mean and CV of minimum daily temperature, maximum 
daily temperature, and daily river flows during the spawning and nursery period (April-June): 1979-95.
too
- J
River Time period Factor
Mean CV
Powerb r / Power1
Pamunkey April Minimum daily temperature -0.19 NS 0.91 0.23 NS 0.89
Maximum daily temperature -0.27 NS 0.86 0.11 NS 0.95
Daily flow rate 0.26 NS 0.87 0.03 NS 0.97
May Minimum daily temperature 0.11 NS 0.95 0.29 NS 0.84
Maximum daily temperature 0.48 NS 0.60 -0.40 NS 0.72
Daily flow rate 0.09 NS 0,96 0.21 NS 0.90
June Minimum daily temperature -0.02 NS 0.97 -0.24 NS 0.88
Maximum daily temperature -0.11 NS 0.95 0.03 NS 0.97
Daily flow rate 0.24 NS 0.88 0.13 NS 0.94
April-May Minimum daily temperature -0.09 NS 0.96 0.29 NS 0.84
Maximum daily temperature 0.16 NS 0.93 0.10 NS 0.95
Daily flow rate 0.15 NS 0,93 0.16 NS 0.93
May-June Minimum daily temperature -0.06 NS 0.96 0.14 NS 0.94
Maximum daily temperature 0.06 NS 0.96 -0.52 NS 0.53
Daily flow rate 0 27 NS 086 0.18 NS 0.92
i
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River Time period Factor
Mean CV
r; Powerb r; Powerb
Mattaponi April Minimum daily temperature -0.07 NS 0.96 0.22 NS 0,89
Maximum daily temperature -0.17 NS 0.92 -0.03 NS 0.97
Daily flow rate 0.30 NS 0.83 -0.17 NS 0.92
May Minimum daily temperature -0.05 NS 0.97 0.31 NS 0.82
Maximum daily temperature 0.19 NS 0.91 -0.24 NS 0.88
Daily flow rate -0,02 NS 0.97 0.23 NS 0,89
June Minimum daily temperature 0.09 NS 0.96 -0.06 NS 0.97
Maximum daily temperature 0.05 NS 0.94 0.13 NS 0.94
Daily flow rate 0.35 NS 0.78 0.14 NS 0.94
April-May Minimum daily temperature -0.14 NS 0.94 0.33 NS 0.81
Maximum daily temperature 0.02 NS 0.97 0.02 NS 0.97
Daily flow rate 0.21 NS 0.90 0.07 NS 0.96
May-June Minimum daily temperature -0.19NS 0,91 0.14 NS 0.94
Maximum daily temperature -0.08 NS 0.96 -0.28 NS 0.85
Daily flow rate 0.22 NS 0.89 0.34 NS 0.79
Critical value (a 2 = 0.05, 14 df) = 0.538, NS = nonsignificant.
Calculated by the method of Zar (1984).
Table 31. Ranking of major flow events2 in the Pamunkey and Mattaponi Rivers 
during the spawning and misery period and relative strength of the JAI:
1979-1995.
River Runoff dates Peak mean daily flow (m3/s)
Relative JAI 
strengthb
Pamunkey May 28-June 3, 1990 371 NDC
June 5-8, 1979 265 Average
June 29-30, 1995 262 Weak
May 7-11, 1989 237 NDC
April 25-29, 1983 227 Average
April 24-27, 1984 207 Average
April 25-29, 1987 195 Strong
May 23-25, 1983 151 Average
May 20-22, 1993 150 Weak
May 23-24, 1988 147 NDC
May 6, 1987 136 Strong
May 27, 1987 129 Strong
June 7, 1982 128 Strong
June 6-7, 1987 126 Strong
Mattaponi May 28 - June 4, 1990 112 NDC
April 27-30, 1983 103 Average
April 27-30, 1984 86 Strong
June 7-9, 1979 83 Average
May 1, 1983 72 Average
May 23-28, 1983 69 Average
May 8-9, 1987 66 Average
May 31 - June 1, 1984 62 Strong
2-year recurrence interval flow rates: Pamunkey = 254 cms; Mattaponi =101 cms. 
Relative strength based on 95% confidence interval of the mean annual index for 
the period 1979-1995. An annual index > upper 95% Cl is strong, within the Cl is 
average, and < lower 95% Cl is weak.
Because of the lack of program funds, JAI data were not collected 1988-1990.
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Table 32. Summary of results of multiple linear regression analyses of annual JAIs 
(log X+l) and (1) mean river flow and mean maximum daily air 
temperature and (2) flow variability (CV) and mean maximum daily air 
temperature during April, May, June, April-May, and May-June in the 
Pamunkey and Mattaponi Rivers: 1979-1995.
River Independent variables Time period *r P1
Pamunkey Mean river flow and maximum daily air temperature
April 0.06 0.70 NS
May 0.24 0.22 NS
June 0.10 0.55 NS
April-May 0.14 0.44 NS
May-June 0.25 0.21 NS
Flow variability (CV) and mean 
maximum daily air temperature
April 0.06 0.72 NS
May 0.20 0.30 NS
June 0.01 0.99 NS
April-May 0.03 0.85 NS
May-June 0.15 0.40 NS
Mattaponi Mean river flow and maximum daily air temperature
April 0.12 0.50 NS
May 0.08 0.65 NS
June 0.15 0.40 NS
April-May 0.16 0.37 NS
May-June 0.09 0.58 NS
Flow variability (CV) and mean 
maximum daily air temperature
April 0.01 0.93 NS
May 0.11 0.53 NS
June 0.01 0.94 NS
April-May 0.07 0.69 NS
May-June 0.09 0.60 NS
P = probability (df = 2,13); NS = nonsignificant.
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Figure 50. Annual JAI (maximal geometric mean CPUE) for the 
Pamunkey and Mattaponi Rivers: 1979-1995
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Figure 51. Nursery (sampling) zone size (km) and annual JAI for the 
Pamunkey and Mattaponi Rivers: 1979-1995.
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Figure 52. Power curves for significance (0.05) of the Spearman Rank correlation coefficient 
for sample sizes of 14 (study size), 25, 50, and 100 years.
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Figure 53. Power curves for significance (0.05) of the multiple linear regression coefficient of 
determination for sample sizes of 14 (study size), 60, and 120 years.
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Table A-l. Summary of sampling dates, number of pushnet samples, and sampling
objective for investigating the relationship between availability of juvenile 
blueback herring and light intensity in the Pamunkey, Mattaponi, James, 
and Rappahannock Rivers in 1991 and 1992.
River Date* A* Sampling objective (see key)
Pamunkey June 10 12 A
June 17 15 A
June 27 15 A
July 2 15 A
July 8 15 A
Mattaponi June 12 12 A
June 19 9 A
June 25 12 A
July 3 12 A
July 10 9 A
James June 13 16 A
June 19 14 A
June 26 18 A
July 1 15 A
July 8 15 A
August 5 Lfy OO o B
August 28 21d C
September 4 21d C
September 10 20d C
October 8 20d CZ
Rappahannock June 17 15 A
June 27 15 A
July 3 15 A
July 10 15 A
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River Date* iV Sampling objective (see key)
Rappahannock September 15, 1992 33d CZ
September 23, 1992 28d CZ
Key: A: Paired day and night relative abundance.
B: 24-hour sampling within river kilometer 130-139 to investigate diel
availability.
C: Continuous sampling with two vessels l-hr before and after sunset to
investigate the fine scale nature of changes in availability in relation to light 
intensity.
Z: Zooplankton sampling included.
* All dates in 1991 except as noted.
b Ar= number of paired daytime and nighttime samples unless otherwise specified.
c During 24-hour sampling, 3 samples were collected each hour (during hours 1400
through 1800 no samples were collected because of engine failure). 
d 'Continuous' samples with two vessels sampling, one immediately after the other.
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Table A-2. Summary of geometric mean CPUE in 9.3 km river strata during weekly paired daytime and nighttime sampling in the 
__________Pamunkey, Mattaponi, James, and Rappahannock Rivers. June-July 1991.___________________________________
Strata*
River Date i ime
1 11 111 IV V VI
Day 2.5 0 0 0
Night 8.9 23.1 11.1 1.2
Day 0 1.7 0 0 0
Night 22.5 18.3 3.4 19.6 2.6
Day 0 0.4 0 0 0
Night NS“ NS NS NS NS
Day 0 0 0 0 0
Night 10.6 17.2 4.8 9.4 1.9
Day 0 0 0 0.3 0.3
Night 1.7 6.2 4.3 13.0 4.3
Day 0 0 0 0
Night 0 0.3 8.3 19.8
Day 0 0 0
Night 0.6 1.4 22.9
Day 0 0 0
Night 3.6 6.0 10.5
Day 0 0 0
Night 10.6 3.0 0.6
Day 0 0 0
Night 1 1 7.2 2.5
VII VIII
VO
Pamunkey June 10
June 17 
June 27 
July 2 
July 8
Mattaponi June 12
June 19 
June 25 
July 3
Mattr., (cont'd) July 1049
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Strata*
River
James
N>K>o
Rappahannock
Date
June 13 
June 19 
June 26 
July 1 
July 8 
June 17 
June 27 
July 3 
July 10
1 ime .........
I II HI IV V VI VII VIII
Day 0 0.4 0.9 0 0 0
Night NS 89.5 26.8 73.4 45.3 0.6
Day 3.4 0 0.6 0 0
Night NS NS NS NS NS
Day 2.8 2.6 0 0.3 0.3 1.4
Night 82.2 25.3 87.0 103.1 56.6 88.1
Day 0.2 0 0.9 0 0
Night 10.5 31.0 65.8 142.2 25.8
Day 0 0 0.6 2.8 17.7
Night 13.7 119.5 186,5 343.2 253.3
Day 3.1 4.3 0.7 0 2.4
Night NS NS NS NS NS
Day 0 1.2 2.4 0.6 2.3 13.8
Night NS 48.5 106.7 119.0 63.4 86.8
Day 0.2 0.3 0.4 0 0
Night 56.2 57.9 117.0 268.5 311.6
Day 0 0.9 0 0 14.4
Night 50.6 63.1 138.2 380.8 338.9
Strata (km): 1 = 74.1-83.3; II = 83.3-92.6; III = 92.6-101.9; IV = 101.9-111.1; V = 111.1-120.4; VI = 120.4-129.6; VII = 
129,6-138.9; VIII = 138.9-148.2.
NS = not sampled (vessel breakdown or storm).
Table A-3. Descriptive statistics (minimum, maximum, mean, and standard error) of 
fork lengths (mm) by river, date, and tow number at sunset.
River Date TowNo. rf
Minimum
(mm)
Maximum
(mm)
Mean
(mm)
Standard
Error
James 28 Aug. 1991 1 1 52 52 52
12 1 50 50 50
13 22 50 60 55 0.6
14 8 53 60 57 1.1
15 13 47 60 54 0.9
16 32 52 65 56 0.7
17 58 47 63 55 0.4
18 51 47 68 56 0.4
19 2 58 68 63 5.0
20 48 50 66 55 0.5
21 62 47 63 55 0.4
James 4 Sept. 1991 6 2 52 59 56 3.5
8 1 54 54 54
10 4 50 53 52 0.7
11 11 53 57 55 0.5
12 1 67 67 67
13 75 50 61 55 0.3
14 83 47 68 55 0.4
15 62 47 65 56 0.4
16 4 55 58 57 O.o
17 63 47 59 54 0.3
18 60 52 67 56 0.4
19 52 47 65 57 0.4
20 52 47 61 55 0.4
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River Date TowNo. rf
Minimum
(mm)
Maximum
(mm)
Mean
(mm)
Standard
Error
21 60 47 65 55 0.4
James 10 Sept. 1991 9 13 52 60 55 0.8
10 1 52 52 52
11 4 53 61 57 1.7
12 j 52 56 54 1.2
13 44 47 68 56 0.6
14 13 52 60 55 0.7
15 2 53 61 57 4.0
16 15 53 59 55 0.6
17 11 53 59 56 0.6
18 2 47 56 52 4.5
19 56 52 63 56 0.4
20 53 50 64 56 0.4
James 8 Oct. 1991 2 1 58 58 58
5 1 53 53 53
7 7 52 60 55 1.2
8 4 55 60 57 1.2
9 55 53 65 58 0.4
10 6 55 64 61 1.4
11 19 53 61 57 0.6
12 1 56 56 56
13 50 50 65 58 0.5
14 35 52 63 58 0.5
15 38 54 69 60 0.4
16 38 50 66 56 0.6
17 36 53 65 58 0.4
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River _ Tow Date xrNo. rf
Minimum
(mm)
Maximum
(mm)
Mean
(mm)
Standard
Error
18 22 52 60 56 0.6
19 53 53 66 59 0.4
20 48 52 65 60 0.5
Rappahannock 14 Sept. 1992 3 1 42 42 42
4 1 57 57 57
5 1 52 52 52
6 1 53 53 53
7 1 54 54 54
8 1 61 61 61
10 9 52 65 55 1.3
11 3 61 67 63 2.0
12 8 52 60 58 1.0
13 6 52 65 58 1.8
14 1 67 67 67
15 4 52 59 56 1.7
16 50 47 77 60 0.9
17 7 55 75 67 3.1
18 76 47 75 60 0.7
20 51 52 71 60 0.7
21 41 53 74 62 0.9
22 49 47 74 61 1.0
23 55 47 79 62 0.9
24 32 50 74 58 0.9
25 65 47 79 60 0.8
26 68 50 75 60 0.7
27 55 52 73 61 0.7
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River Date
Rappahannock 21 Sept. 1991
Tow
No. rf
Minimum
(mm)
Maximum
(mm)
Mean
(mm)
Standan
Error
28 20 53 74 65 1.5
29 48 47 79 60 1.0
30 48 52 79 63 0.9
32 64 53 79 60 0.7
33 50 53 73 61 0.8
j 1 60 60 60
5 I 60 60 60
7 1 59 59 59
9 6 52 72 58 3.0
10 2 52 57 55 2.5
11 6 55 73 63 2.8
12 3 55 65 60 2.9
13 26 57 75 65 1.0
14 12 54 75 62 1.9
15 92 52 75 60 0.5
16 8 53 68 59 2.1
17 61 52 72 60 0.7
18 58 52 75 61 0.7
19 48 52 73 60 0.7
20 42 53 74 • 60 0 7
21 56 53 74 60 0.7
22 56 47 74 61 0.7
23 35 53 74 61 0.8
24 43 53 75 61 0.7
25 44 41 75 62 1.0
26 62 53 79 62 0.7
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River Date TowNo. t f
Minimum
(mm)
Maximum
(mm)
Mean
(mm)
Standard
Error
27 51 52 79 61 0.8
28 56 53 75 63 0.9
Number of fish measured.
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Table A-4. Mean and standard deviation of CPUE in sampling runs at sunset prior to, 
and after, light intensity thresholds of 0.1, 0.01, and 0.001 uE/nr/s occur in 
the sampling zone (1.5 m depth) of the pushnet by sampling date in the 
James and Rappahannock Rivers.
River Sampling date
Light intensity 
threshold 
(wE/nr/s)
M Mean Std.dev.
James 5 Aug. 1991 Before 0.1 9 0.1 0.3
After 0.1 9 127.7 152.0
Before 0.01 12 11.5 37.7
After 0.01 6 168.7 169.5
Before 0.001 14 38.0 94.8
After 0.001 4 154.6 181.6
28 Aug. 1991 Before 0.1 9 0.1 0.4
After 0.1 12 73.2 130.0
Before 0.01 10 0.1 0.4
After 0.01 11 79.8 134.2
Before 0.001 12 0.2 0.4
After 0.001 9 97.5 143.4
9 Sept. 1991 Before 0.1 7 0.2 0.6
After 0.1 14 106.3 122.0
Before 0.01 10 1.4 3.6
After 0.01 11 134.1 124.0
Before 0.001 11 1.7 3.5
After 0.001 10 147.1 122.5
10 Sept. 1991 Before 0.1 7 0 0
After 0.1 11 9.9 12.5
Before 0.01 8 0 0
After 0.01 10 10.9 12.7
Before 0.001 11 1.6 3.9
After 0.001 7 13.1 14.5
8 Oct. 1991 Before 0.1 6 0.3 0.5
After 0.1 14 95.2 188.1
Before 0.01 8 1.7 2.7
After 0.01 12 110.1 200.3
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River Sampling date
Light intensity 
threshold 
(wE/nr/s)
N Mean Std.dev.
Before 0.001 11 14.9 36.7
After 0.001 9 130.1 228.7
Rappahannock 14 Sept. 1992 Before 0.1 8 0.5 0.5
After 0.1 25 38.9 37.1
Before 0.01 14 2.1 2.9
After 0.01 19 49.8 36.1
Before 0.001 14 2.1 2.9
After 0.001 19 49.8 36.1
21 Sept. 1992 Before 0.1 8 0.3 0.4
After 0.1 20 67.2 53.2
Before 0.01 11 1.4 2.0
After 0.01 17 78.3 49.9
Before 0.001 12 1.5 1.9
After 0.001 16 83.1 47.4
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Table A-5. Summary statistics for hatch dates1 in 1991 and 1992.
Statistic 1991 1992
Number of otoliths (fish) 392 (14,584) 454 (8,460)
Mean 40.5 (May 12) 62.4 (June 2)
Mode 39.0 (May 10) 52.0 (May 23)
77.0 (June 17)
Minimum 23.0 (April 22) 25.0 (April 24)
1st Quartile 37.0 (May 8) 45.0 (May 16)
Median 40.0 (May 11) 52.0 (May 23)
3rd Quartile 45.0 (May 16) 73.0 (June 13)
Maximum 66.0 (June 6) 87.0 (June 27)
Hatch date from April 1 (=0).
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Table A-6. Summary o f predicted (Gompertz equation) fork length and growth rate at
age in 1991 and 1992.
1991 1992
Age (days) Mean FL Growth rate Mean FL Growth rate 
(mm) (mm/day) (mm) (mm/day)
28 34.3 1.22 23.2 0.83
30 35.2 1.17 25.4 0.85
32 36.1 1.13 27.6 0.86
34 37.0 1.09 29.7 0.87
36 37.9 1.05 31.9 0.89
38 38.7 1.02 34.0 0.90
40 39.6 0.99 36.0 0.90
42 40.5 0.96 38.0 0.91
44 41.4 0.94 39.9 0.91
46 42.2 0.92 41.7 0.91
48 43.0 0.90 43.4 0.90
50 43.8 0.88 45.1 0.90
52 44.6 0.86 46.7 0.90
54 45.4 0.84 48.2 0.89
56 46.2 0.83 49.6 0.89
58 46.9 0.81 50.9 0.88
60 47.7 0.80 52.2 0.87
62 48.4 0.78 53.4 0.86
64 49.1 0.77 54.5 0.85
66 49.8 0.76 55.5 0.84
68 50.5 0.74 56.4 0.83
70 51.2 0.73 57.3 0.82
72 51.9 0.72 58.2 0.81
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1991 1992
Age (days) Mean FL 
(mm)
Growth rate 
(mm/day)
Mean FL 
(mm)
Growth rate 
(mm/day)
74 52.5 0.71 58.9 0.80
76 53.1 0.70 59.7 0.79
78 53.7 0.69 60.3 0.77
80 54.4 0.68 60.9 0.76
82 54.9 0.67 61.5 0.75
84 55.5 0.66 62.0 0.74
86 56.1 0.65 62.5 0.73
88 56.6 0.64 63.0 0.72
90 57.2 0.64 63.4 0.70
92 57.7 0.63 63.8 0.69
94 58.2 0.62 64.1 0.68
96 58.7 0.61 64.5 0.67
98 59.2 0.60 64.8 0.66
100 59.6 0.60 65.0 0.65
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Table A-7. Summary of predicted fork length and growth rate at age (5-day
increments) from Gompertz growth functions for 1991 and 1992 hatch 
date cohorts.
Cohort A* Cohort B*
Year Age(days) Mean FL 
(mm)
Growth rate 
(mm/day)
Mean FL 
(mm)
Growth rate 
(mm/day)
1991 40 39.1 0.98 40.4 1.01
45 41.0 0.91 42.7 0.95
50 42.9 0.86 44.9 0.90
55 44.7 0.81 47.0 0.85
60 46.5 0.78 49.0 0.82
65 48.3 0.74 50.9 0.78
70 49.9 0.71 52.5 0.75
75 51.6 0.69 54.1 0.72
80 53.1 0.66 55.6 0.70
1992 30 22.1 0.74 30.7 1.02
35 28.8 0.82 34.1 0.97
40 35.2 0.88 37.4 0.93
45 41.0 0.91 40.7 0.90
50 45.9 0.92 43.8 0.88
55 50.0 0.91 46.7 0.85
60 53.4 0.89 49.5 0.83
65 56.0 0.86 52.1 0.80
70 58.1 0.83 54.5 0.78
75 59.7 0.80 56.8 0.76
80 61.0 0.76 58.9 0.74
Cohort hatch date period: 1991 - cohort A = April 24 - May 11
cohort B = May 12 - June 7 
1992 - cohort A = April 24 - June 7 
cohort B = June 8 - June 28.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Reproduced 
with 
perm
ission 
of the 
copyright 
ow
ner. 
Further reproduction 
prohibited 
w
ithout perm
ission.
Table A-8. Summary of mean and CV of daily river flow and minimum and maximum daily air temperature by month and monthly 
periods during the spawning and nursery season in the Pamunkey and Mattaponi Rivers: 1979-1995.
Mean Coefficient of variation (CV)(%)
Factor Tme period
Mean 1stQuartile
3rd
Quartile Mean
1st
Quartile
3rd
Quartile
Pamunkey daily flow (m3/s)* April-June 35.0 16.2 53.2 104.1 84.2 120.3
April-May 42.3 17.7 65.6 80.6 63.4 98.8
May-June 26.5 14.5 35.6 100.7 81.4 116.2
April 52.4 20.4 88.7 60,6 40.2 73.6
May 32.6 14.6 47.7 70.4 56.2 82,0
June 20.2 9.6 32.0 87.6 54.6 113.2
Mattaponi daily flow (mJ/s)* April-June 20.2 8.3 30.2 81.1 65.4 94,2
April-May 25.0 9.5 36.8 60.9 46.7 71.3
May-June 14.3 7.0 21.4 81.0 71.1 91.2
April 32.3 11.3 51.5 42.8 27.4 56.2
May 17.9 7.5 29.1 53.7 40,9 65.4
June 10.6 5.1 16.3 69.6 50.9 96,3
Maximum daily temp. (°C)b April-June 25.7 25.0 26.5 20,6 18.6 22.3
April-May 23.7 23.1 24.5 21.3 19.2 23.3
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Mean Coefficient of variation (CV)(%)
Factor Tme period
Mean 1stQuartile
3rd
Quartile Mean
1st
Quartile
3rd
Quartile
Maximum daily temp. (°C)b (Cont'd) May-June 27.6 27.1 28.0 14.8 13.2 17.0
April 21.8 20.5 23,0 23.1 19.6 26.3
May 25.7 24.6 26.9 15.5 12.5 17.5
June 29.6 28.6 30.3 9.8 8.3 10.7
Minimum daily temp. ("C)l> April-June 12.0 11.4 12.3 52.6 49.7 55.6
April-May 9.5 8.9 9.8 60.1 55.3 64.5
May-June 14.6 14.2 15.1 33.8 31.0 38.0
April 6.7 6.1 7.4 80.4 65.3 93.3
May 12.2 11.5 12.9 37.2 33.0 41.5
June 17.0 16.2 18.0 22.8 18.4 28.1
Sources: *USGS (1980-1996); bNOAA( 1979-1995).
i
Table A-9. Summary of the annual mean and CV of daily river flow, and daily
minimum and maximum air temperature in the Pamunkey and Mattaponi 
Rivers' spawning and nursery area during April through June: 1979-1995.
Year Factor Mean CV (°/
1979 Pamunkey flow (m3/s)a 43.5 110.4
1980 29.8 77.2
1981 9.8 60.3
1982 24.7 97.2
1983 63.3 95.2
1984 68.4 101.2
1985 12.0 62.2
1986 14.0 91.2
1987 58.4 115.6
1988 24.7 101.3
1989 48.1 99.5
1990 54.2 125.0
1991 12.6 134.2
1992 18.4 72.1
1993 52.2 103.1
1994 39.8 163.7
1995 21.7 152.2
1979 Mattaponi flow (m3/s)a 25.4 64.9
1980 17.9 73.8
1981 8.3 71.5
1982 11.7 65.4
1983 41.0 75.4
1984 44.5 110.4
1985 6.8 59.3
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Year Factor Mean CV (%)
1986 Mattaponi flow (m3/s)a (cont'd) 8.0 82.5
1987 30.2 81.3
1988 NA NA
1989 NA NA
1990 27.9 82.9
1991 7.9 110.7
1992 8.4 57.1
1993 31.2 68.4
1994 24.8 144.7
1995 9.5 68.4
1979 Maximum daily temp. (°C)b 24.7 18.1
1980 26.1 17.8
1981 26.3 21.2
1982 25.1 20.6
1983 24.3 22.5
1984 24.9 23.4
1985 26.6 18.2
1986 26.7 20.6
1987 25.6 23.3
1988 25.5 20.9
1989 25.4 22.5
1990 25.4 22.1
1991 27.2 20.9
1992 24.3 21.7
1993 25.7 20.1
1994 26.9 18.3
1995 25.6 17.9
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Year Factor Mean CV (%)
1979 Minimum daily temp. (°C)b 11.5 49.6
1980 12.1 45.7
1981 12.6 51.6
1982 11.4 61.6
1983 11.2 58.5
1984 11.9 54.9
1985 12.0 50.4
1986 11.7 54.5
1987 12.2 53.6
1988 11.2 51.6
1989 11.9 59.9
1990 11.9 52.5
1991 13.6 44.2
1992 10.6 56.3
1993 12.2 49.8
1994 12.8 49.0
1995 12.5 50.1
Sources: aUSGS (1980-1996); ">10^(1979-1995).
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Table A-10. Summary of monthly (April, May, and June) mean and coefficient of variation (CV) of river flow and air temperature in 
the Pamunkey and Mattaponi Rivers: 1979-1995.
April May June
year ractor
Mean CV (%) Mean CV (%) Mean CV (%)
1979 Pamunkey flow (m3/s)* 50.6 63 24.6 43 55.9 132
1980 47.9 40 30,7 66 10.8 105
1981 12.3 22 12.4 61 4.7 34
1982 27.5 61 12.8 56 34.2 101
1983 122.8 50 48,0 79 19.6 55
1984 141.8 50 49.6 53 14.2 96
1985 12.9 36 11.8 66 11.3 82
1986 20.3 61 16.5 86 5.0 54
1987 101.9 91 47,4 78 26.4 122
1988 22.8 36 41.6 85 9.2 47
1989 35.6 64 74.6 90 33.1 84
1990 55.8 59 65.2 133 41.3 173
1991 26.6 90 7.5 41 4.0 63
1992 20.5 75 17.0 57 17.8 81
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Year 
1990 
1991 
1992 
1993 
1994 
1995 
~ Sources: 
0 
April May June 
Factor 
Mean CV(%) Mean CV(%) Mean CV(%) 
Minimum daily temp. ec)b 6.6 91 12.4 32 16.5 24 
8.5 66 15.4 27 17.0 27 
6.1 lOS 10.3 34 15.5 22 
6.6 82 12.9 26 17.1 23 
9.0 60 10.5 40 19.1 19 
6.6 68 12.8 37 18.0 18 
1 USGS (1980-1996); bNOAA(\979-1995). 
Table A-l I. ANOVA results of simple linear regression of nursery zone size and log10- 
transformed (X+l) JAI in the Pamunkey and Mattaponi Rivers: 1979-1995.
River Source DF SS MS F P ■nr
Pamunkey Regression 1 1809.3 1809.3 30.1 0.0001 0.72
Residual 12 720.3 60.0
Total 13 2529.6
Mattaponi Regression I 1013.4 1013.4 21.7 0.0006 0.64
Residual 12 560.7 46.7
Total 13 1574.1
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Figure A-1. Age distribution for (a) 1991 and (b) 1992
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Figure A-2. Age distribution for (a) cohort A (24 April to 11 May) and
(b) cohort B (12 May to 7 June) in 1991.
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Figure A-3. Age distribution for (a) cohort A (24 April to 7 June) and
(b) cohort B (8 June to 28 June) in 1992.
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Figure A-4. Observed and predicted growth (Gompertz growth function): 1991.
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Figure A-5. Observed and predicted growth (Gompertz growth function): 1992.
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Figure A-6. Scatter plot of standardized residuals and JAI from linear regression 
analyses of nursery zone size and the annual JAI for the (a) Pamunkey and (b)
Mattaponi Rivers
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Figure A-7. Scatter plot of standardized residuals and year from linear regression 
analyses of nursery zone size and the annual JAI for the (a) Pamunkey and (b)
Mattaponi Rivers
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Figure A-8. Scatter plots of mean daily flow rates during (a) April, (b) May, and
(c) June and the annual JAI in the Pamunkey River: 1979-1995
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Figure A-9. Scatter plots of mean daily flow rates during (a) April, (b) May, and
(c) June and the annual JAI in the Mattaponi River: 1979-1995
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Figure A-10. Scatter plots of coefficient of variation (CV) of mean daily flow rates 
during (a) April, (b) May, and (c) June and the annual JAI in the Pamunkey River:
1979-1995
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Figure A-l 1. Scatter plots of coefficient of variation (CV) of mean daily flow rates 
during (a) April, (b) May, and (c) June and the annual JAI in the Mattaponi River:
1979-1995
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Figure A-12. Scatter plots of mean maximum daily air temperature during (a) April, 
(b) May, and (c) June and the annual JAI in the Pamunkey River: 1979-1995
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Figure A-13. Scatter plots of mean maximum daily air temperature during (a) April, 
(b) May, and (c) June and the annual JAI in the Mattaponi River: 1979-1995
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