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れる Latent Dirichlet Allocation (LDA) [3]が挙げられる [4]．LDAを用いる利点として，大
規模な文書データに対する高速なアルゴリズムの研究が盛んに行われてことが挙げられる






























能を向上できるため [12, 13]，短文書の解析における LDAに関してもグラフ表現を介する
ことで，共起情報の不足を補うことができる．また，LDAのモデルを拡張しない利点とし
て，Gensim4や scikit-learn5といった広く使われているライブラリでも適用でき，また，高
















ミュニティ抽出は，1つのノードが単一のクラスに属する Disjoint community detectionと 1
つのノードが 0個以上のコミュニティに所属できる Overlapping community detection（重
複コミュニティ抽出）の 2つに大別できる．Disjoint community detectionでは，ノードが
単一のコミュニティにしか所属しないという制約が強いため，非常に高速にコミュニティ



































ことを示している．これを拡張した手法として，Zhangら [23]の提案する Simple Social
Network Latent Dirichlet Allocationでは，接続するエッジの本数やノード間の距離に応じ
て，文書を構成する単語の数に重み付けを行うことで，LDAによるコミュニティ抽出精度
の向上を示している．Chaら [24]は，Hendersonら [4]と同様のアイデアに基づいて LDA















































順序を無視した 2単語対に 1つのトピックを仮定し共起情報を増やしている．Quanら [35]













で Latent Dirichlet Allocation [3]について概説する．次に3.2節で，大規模データに対する
近似推論アルゴリズムの 1つである確率的変分推論法に基づく LDAの学習アルゴリズム
を説明する．最後に，3.3節で本研究で扱うグラフ構造について説明する．
3.1 Latent Dirichlet Allocation
LDAは，Bleiら [3]によって提案されたBag of Wordsデータの確率的生成モデルの 1つで
ある．Bag ofWordsとは，要素（ここでは単語）の重複を許した集合であり，もともとある存
在する単語における順序を無視した表現である．本節では提案論文 [3]と同様に文書データを
例にして説明を行う．LDAでは，D個の文書からなる文書集合X = {X1, . . . , Xd, . . . , XD}
を観測した際に，各文書Xd = {xd,1, . . . , xd,i, . . . , xd,Nd}を，潜在的な意味（トピック）か
ら生成されるものとしてモデリングする．このとき，xd,iは，サイズ数が V の語彙の 1要
素である．
各トピックは，文書集合の要素と対応関係があり，Z = {Z1, . . . , Zd, . . . , ZD}，Zd =
{zd,1, . . . , zd,i, . . . , zd,Nd}とした確率変数で表現する．トピック kに対応する単語の確率分
布を φkとした場合，LDAでは，以下の同時確率についての条件付き独立性を仮定する．












p(φk | β) (3.1)
このとき，Kはトピック数，Ndは文書Xdに含まれる単語数，θとφは，それぞれαとβ
をハイパーパラメータにもつ Dirichlet分布から生成される多項分布のパラメータである．
K D N K V




表 3.1: NIPSデータセットから推定した φのうちの上位 7単語
1 2 3 4 5
1 time layer problem map function
2 figure hidden solution maps functions
3 rate weights optimization mapping basis
4 rates output optimal space rbf
5 shown layers solutions vector approximation
6 shows input problems kohonen error












このとき，αは正の実数値をとるハイパーパラメータであり，θは∑Kk=1 θk = 1かつ任意
の kに対して θk ∈ (0, 1)を満たすベクトルである．
LDAの学習では主にGibbs samplingによるサンプリング近似と変分ベイズ法による近似













このとき，nd,k は Zdにおけるトピック kの出現頻度，nk,xd,i は単語タイプ xd,iにトピッ
ク kが付与された回数を表す．また，Z\d,iと n\d,iの上付き文字はそれぞれ zd,iを除いた
集合と頻度を表す．CGSを用いた学習では，全文書に対して式（3.3）に従ってサンプル
したトピック zd,iの更新を反復的に行うことで，Z を推定する．
LDAで抽出できるトピックの例として，表に国際会議Neural Information Processing Sys-




























q(φk | λk) (3.5)
ただし， q(φk | λk) はハイパーパラメータ λk の Dirichlet分布とする．LDAの確率的変
分推論法では， λk に対する変分下限の微分 ∂F∂λk を勾配として，確率的勾配法の一種であ

























where τ > 0,
0.5 < κ ≤ 1
このとき，G(λk)は Dirichlet分布の KL情報量に基づいて定義される λk の Fisher情報行

























q(φ) log φzd,i,xd,idφ (3.9)
これは文書Xdに含まれるNd個のトピックの組み合わせの上の確率分布であり，直接計
算することは現実的でないため，Gibbs samplingを用いて近似的に同時確率を求める．ト
ピック zd,iのサンプルは，i番目以外のトピック z\id が与えられているとき，以下の分布に
従って得られる．
q(zd,i = k | z\id ) ∝ (αk + nd,k)e
∫
q(φk) log φk,xd,idφk (3.10)



















(V, E ,W)とし，V をノード uを要素とする頂点集合，E を，2つのノード u, vの共起関
係を表す有向辺 edir(u, v)を要素とする辺集合とする．このとき，edir(u, v)は，ノード u
からノード vへのエッジを表す．wdir(u, v)は，edir(u, v)の重みを表す 0以上の実数値と
する．有向グラフと同様に，無向グラフは，G = (V, E ,W)とし，V をノード uを要素と
する頂点集合，E を，2つのノード u, vの共起関係を表す無向辺 e(u, v)を要素とする辺集










番目のノードを vi ∈ Vとしたとき，以下の式（4.1）を満たすノード集合を neighbour(vi)
と定義する．
neighbour(vi) = {v : d(vi, v) ≤ 1, v ∈ V} (4.1)











起関係が失われる可能性があるため，SVILDAでは d(vi, v) ≤ 1をみたすノード集合を
neighbour(vi)と定義する．
式（4.1）では，ノード viを距離 1以下のノード集合によって特徴付けているが，一般
























本実験ではそれぞれ 4000，2000，1000に設定し，3.2節で述べたGibbs samplingの burn–in
iterationは，5とする．
4.2.1 実験データ及び実行環境










グラフ名 ドメイン |V| |E|
DBLP 共著グラフ 317,080 1,049,866
Orkut ソーシャルネットワーク 3,072,441 117,185,083
Friendster ソーシャルネットワーク 65,608,366 1,806,067,135
そのためデータベース上のテーブルの 1レコードに IDと neighbour(vi)を格納し，適宜
データベースを参照してサンプリングを行う．



























コミュニティ抽出精度の評価には，Triangle Participation Ratio (TPR)と Conductanceを
用いる．TPRは式（4.2）で定義され，コミュニティ内で 3–クリークに属するノードの割
合によってコミュニティの質を表す指標である．ただし，Comはコミュニティ，triCom
は Comに含まれる 3–クリークに含まれるノード集合，nCom は Comに含まれるノード
数を表している．
TPR(Com) =


















と考えられる．ここでは，コミュニティkの所属確率 p(v | z = k)が高い順に並べたノード
の列を v1, v2, ...と表したとき，ノード集合 {v1, v2, ..., vi}の TPRが最も大きくなるような



























neighbour2(vi) = {{v, v : d(vi, v) ≤ 1, v ∈ V }}
⊎{{v, v : d(vi, v) ≤ 1, v ∈ V }}
⊎{{v, v : d(vi, v) = 2, v ∈ V }} (4.5)
つまり，neighbour2(vi)は，距離 1以下のノードを 2つ，距離 2のノードを 1つ含む多重





















































































の実行が約 12分となっている．DBLPの 10倍程度の大きさのある Orkutのコミュニティ









している．CFinderの次に平均 TPRの値が 0.997と高かった SLDAは，平均ノード数は
65.114と CFinderより約 6倍大きいコミュニティを発見している．SVILDAは，TPRの平
均値は 0.887と SLDAを下回っているが，全ての SVINETと BIGCLAMを上回る結果と
なった．SVINET ite5と SVINET ite10は，SVINETと比較するとTPRの平均値が小さいた
め反復計算の回数が十分でないといえる．SVILDAは，学習が未完了である SVINET ite5
17
表 4.2: DBLPのコミュニティの TPR平均値と平均ノード数
手法 平均 TPR 平均ノード数
CFinder 1.000 10.525
SVINET ite5 0.337 333.457





































































































図 4.4: Orkutのコミュニティの Conductance．値が小さいほどよいコミュニティを発見で
きている































































図 4.6: ミニバッチサイズと反復回数を変化させたときの Conductanceの変化．値が小さい
ほどよいコミュニティを発見できている











































































































































(c) Comparison of TPR.










(d) Comparison of conductance.































































の i番目の単語 xd,iの前後Nwin単語との共起関係と対応する．edir(u, v)の重みwdir(u, v)
は，ノード uとノード vの共起頻度 freq(u, v)を用いて，式（5.1）で定義する．
wdir(u, v) = freq(u, v) (5.1)
図 5.1にNwin = 1における共起グラフの構築例を示す．Nwinを大きくすることで，式
（5.1）の値は大きくなりやすく，より密なグラフを得ることができる．
次に，共起グラフ上でランダムウォークを行うために，エッジの重みから遷移確率を求
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図 5.1: 文脈窓幅Nwin = 1における共起グラフの構築例．エッジの重みは共起頻度．
ら次ノード utへの遷移確率を式（5.2）で定義する．















ハブノード utに遷移した場合，次に遷移するノード ut+1は，ノード ut−1と共起関係のな
いノードに遷移しやすいため，擬似文書を構成する単語間に不要な共起情報を含んでしま
う．Groverら [42]の node2vecは，ut−1と ut+1の距離に応じてバイアスをかけた Biased
RandomWalkを行っている．node2vecでは，ノードの分散表現の学習を行う際の正例ノー
ドのサンプリングのために Biased Random Walkを行っているが，提案手法においても過
去のノードを考慮したランダムウォークは有効である．しかし，Biased Random Walkで




























開始ノードから複数回サンプリングを行うため，実装上はWalker’s Alias Method [44, 45]






比較手法を含め，実装は Pythonを用いて行い，CPU: Intel Xeon E5-2630，メモリ 128GB
の Linuxサーバ上で実験を行う．
26
Algorithm 1 Create Pseudo-Documents
1: Initialize Nwalk, q
2: Calculate edge weight w(u, v) by Eq. 5.3
3: PseudoDocuments← []
4: for all u ∈ V do
5: u0 ← u
6: walk ← [u0]
7: nwalk ← 0
8: for t = 1 to Nwalk do
9: if RandUniform() < p(nwalk) by Eq. 5.4 then
10: ut ← u0
11: nwalk ← 0
12: else
13: Sample next node ut by Eq. 5.2
14: nwalk ← nwalk + 1
15: Append ut to walk
16: Append walk to PseudoDocuments




Nwalk 30, 50, 100




クモデルの学習アルゴリズムは，Collapsed Gibbs sampling [39]を用いる．学習の反復回数









データ名 文書数 語彙数 平均文書長
newstitle 32,291 6,790 5.68
newsdesc 32,588 11,412 15.07




























表 5.3: 各トピック上位 10単語に対する UCI topic coherenceの平均値．提案手法は，平均
値最大の結果を示す．各データセットごとに平均値最大の評価値をボールド体で表記する．
データ名 LDA WNTM WNTMopt proposal
newstitle 2.58 2.58 2.62 2.83
newsdesc 2.51 2.52 2.67 3.14

















このとき p(xi)は，単語 xi がWikipediaの記事に含まれる割合で，p(xi, xj)はWikipedia





では，パラメータが Nwin = 5，Nwalk = 100，q = 0.8のとき，coherenceの平均値が最









5.4に示す．提案手法において coherenceの平均値を最大化したNwalk = 100では，WNTM















提案手法のパラメータ qと共起グラフの関係を調べるために，Nwin = 1と 5で構築し
た単語の共起グラフから各ノードの次数の箱ひげ図を図 5.3に示す．文書数は newsと比較
して DBLPが約 60倍多いことに対して，次数の中央値は newsdescと同等であることがわ
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