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Abstract
Modeling of multiphase flow in fractured media plays an integral role in management
and performance prediction of oil and gas reserves. Geological characterization and
multiphase flow simulations in fractured media are challenging for several reasons,
such as uncertainty in fracture location, complexity in fracture geometry, dynamic
nature of fractures etc. There is a need for complex simulation models that resolve
the flow dynamics along fractures and the interaction with the porous matrix. The
unstructured finite volume model provides a tool for the numerical simulation of
multiphase flow (immiscible and incompressible two-phase flow) in two-dimensional
fractured media. We use a finite volume formulation, which is locally mass con-
servative and it allows the use of fully unstructured grids to represent the complex
geometry of the fracture networks. Fractures are represented as objects of lower di-
mensionality than that of the domain (in this case, 1D objects in a 2D domain).
The model permits fine-scale simulation of multiphase transport through fractured
media. The non-Fickian transport resulting due to the presence of heterogeneity (as
fractures or inhomogeneous permeability distribution) is captured by the traditional
advection-diffusion equation using a highly discretized system. Today, many macro-
scopic flow models are being developed which account for the non-Fickian, non-local
flow more accurately and efficiently with less computation. The finite volume simula-
tor model described in this thesis will be instrumental as a tool to train and validate
the macroscopic flow models which account for anomalous transport behavior. We
illustrate the performance of this simulator on several synthetic cases with different
fracture geometries and conclude the model effectively captures the multiphase fluid
flow pattern in fractured media.
Thesis Supervisor: Ruben Juanes
Title: Assistant Professor, Civil and Environmental Engineering
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Chapter 1
Introduction
1.1 Motivation
Modeling of multiphase flow in fractured media plays an integral role in management
and performance prediction of oil and gas reserves. It is also of high importance in
radioactive waste management, enhanced oil recovery in naturally fractured reservoir
and groundwater contamination by non aqueous phase liquids (NAPL).
Geological characterization and multiphase flow simulations are challenging in
fractured media for several reasons such as uncertainty in fracture location, complex-
ity in fracture geometry, dynamic nature of fractures, etc. There is a need for complex
simulation models that resolve the flow dynamics along fractures and the interaction
with the porous matrix. The difficulties in the numerical modeling of multiphase flow
in fractured media stem from the extremely heterogeneous and anisotropic fracture-
matrix system. The large contrast in the rock matrix and fracture permeability
coupled with small fracture openings makes the numerical simulation challenging.
Unlike in single phase, the non-linearity from the relative permeability and capil-
lary pressure in case of multiphase flow also complicates the numerical simulation.
In addition to the numerical complexities, the presence of heterogeneity as fracture
and inhomogeneous permeability distribution results in anomalous transport, which
is captured accurately by the traditional advection diffusion equation on a highly
discretized system. Today, many macroscopic flow models are being developed to
15
account for such non-Fickian, non-local flow accurately with less computational cost.
The main motivation to develop the simulator described in this thesis is to permit
fine-scale simulation of multiphase transport through fractured media and be instru-
mental as a tool to train and validate the macroscopic flow models which account for
anomalous transport behavior.
1.2 Related Work
The geological and numerical complexity of the fractured reservoir requires the use
of simplified models for flow simulation. This is addressed by using the multiphase
flow modeling procedures based on dual porosity, dual permeability model (see, e.g.,
[4, 11, 20]). In this approach, the flow in the fractures is separated from the flow
inside the matrix. The reservoir model is represented by two overlapping continua –
one continuum to represent the fracture network, where the main flow occurs, and
another to represent the matrix, which acts as the source of fracture continuum. The
intersection of these two continua is modeled through a transfer function involving
the so called shape factor. The shape factor is in general different for each grid block
depending on the underlying geology and the type of flow. This model assumes the
geostatistical information about the fracture, e.g., porosity, volume and orientation,
is quite efficient but faces the difficulty in evaluating the transfer function between the
matrix and the fractures accurately, which can result in inaccurate flow predictions.
An alternative to the dual porosity model is the discrete fracture model (see,
e.g., [3, 15]). In this model, each fracture is represented explicitly, thus accounting
for the effect of individual fractures on fluid flow. It can model high permeability
features (open fractures) as well as low permeability features such as sealing faults.
The dimensionality of the fracture grid cells is reduced to (n−1) in an n-dimensional
domain, e.g., fractures are represented as 1-D objects (line) in a 2-D domain (figure 1-
1) and as 2-D objects (polygon) in 3-D domain (see, e.g., [8, 9, 10]). This approach
considerably enhances the computational efficiency of the model. There are also other
advantages of using the discrete fracture model. Unlike most other methods to model
16
fracture, there is no need to calculate exchange function between the matrix and the
fracture. The discrete fracture model models the matrix-fracture connectivity more
realistically by individual treatment of each fracture and taking into consideration the
variations in the physical properties such as transmissibility or geometrical properties
such as size, elongation and orientation of each fracture. Thus, the discrete fracture
model is more flexible and accurate than the dual porosity model to simulate flow
through fractured media.
Figure 1-1: 2-D unstructured mesh representing a 1-D fracture as a line element in
the discrete fracture model.
The complexity of fractured-porous media can be accurately captured using an
unstructured discretization scheme. In the case of unstructured discretization, there
are mainly two approaches – finite element and finite volume. Much work has been
done using the finite element approach to simulate single-phase flow in fractured me-
dia (see, e.g.,[3, 8, 12, 15]). In case of multiphase flow in highly heterogeneous and
fractured media, finite element methods do not ensure local mass conservation. Fi-
nite element formulation based on mixed [6, 13] or discontinuous Galerkin methods
[17] ensures mass conservation but is computationally more expensive than the fi-
nite volume method. The finite volume formulation ensures both mass conservation
and computational efficiency; therefore, it is the preferred approach for fluid flow
simulation.
17
Many previous works have used the finite volume formulation (see, e.g., [7, 10,
12, 14]). Local mass conservation is the main motivation to use finite volume method
for discretizing the governing equations to capture subsurface flow through fractured
media. The finite volume method is derived from conservation of physical quantities
over each cell volume, hence global conservation is also ensured. The existence of
sharp fronts and discontinuities, in the multiphase flow through fractured media, due
to the high contrast between the fracture and matrix properties also emphasizes on the
need for a locally mass conservative method. The methods which are not locally mass
conservative do not give the correct location of fronts. For our simulation, we need
a numerical scheme that is mass conservative and works well on unstructured grid
where the complex fracture geometry can be represented efficiently. Finite volume
method fit best in our requirements. Other advantage of finite volume method is
that it has the simplicity of finite difference method with the local accuracy of finite
element method. Finite volume method is computationally more expensive than the
finite difference method and less than finite element method for same accuracy. At
the same dimension of discretization, the accuracy of finite volume method is greater
than finite difference method and nearly same as finite element method. Finite volume
method is implemented by dividing the domain into number of small control volumes,
and the grid points where the variables are located is typically defined as being in the
center of each control volume. Extra nodes are added at the boundaries (figure 1-2
and figure 1-3).
In our formulation, we use the discrete fracture modeling based on finite volume
approach to simulate the multiphase flow in fractured porous media using an unstruc-
tured grid. In chapter 2, we derive the mathematical equations which are used for
simulating the multiphase flow through the fractured reservoir. In chapter 3, we de-
scribe the numerical discretization of the equations developed in the previous chapter.
In chapter 4, we discuss the implementation of the numerical formulation laid out in
the chapter 3. In chapter 5, we show the results of the simulation on few synthetic
cases followed by concluding remarks in chapter 6.
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◮ Most general purpose CFD codes employ Finite Volume (FV)
discretization methods.
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◮ In Modelling & Simulation III we covered
◮ Basic FV discretization of a single transport equation on rectangular
grids.
◮ Use of Taylor series expansions to examine order of accuracy of
schemes.
◮ The importance of convection terms, and some different schemes for
these (1st order upwind, higher order schemes: QUICK, etc)
◮ The general trade-off between accuracy and stability.
◮ In Advanced Modelling & Simulation we will cover
◮ Revision of the basic FV schemes.
◮ Pressure-velocity coupling.
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◮ Time-dependent problems.
◮ Modelling considerations for turbulent flows.
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The Basic Finite Volume Method
◮ One important feature of finite volume schemes is their conservation
properties. Since they are based on applying conservation principles over
each small control volume, global conservation is also ensured.
◮ Although initially we consider how they are applied on rectangular
Cartesian grids they can, fairly readily, be adapted to non-orthogonal and
even unstructured grids. Some examples of how this is done will be
presented in later lectures.
◮ The method starts by dividing the flow
domain into a number of small control
volumes.
◮ The grid points where variables are
stored are typically defined as being
at the centre of each control volume.
◮ Extra boundary nodes are often added, as shown in the figure.
◮ The transport equation(s) are then integrated over each control volume.
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Figure 1-2: In finite volume method, the variables are located at the center of each
control volume. The figure shows the location of unknowns in the control volumes at
the cell centers and at the boundaries in a structured grid. The variables in the control
volumes are located similarly i.e. at the cell center (barycenter of each triangle) in
an unstructured grid formed by Delaunay triangles.
Figure 1-3: The figure shows a square matrix block with two intersecting fractures.
The red dots represents the location of variables in the control volume in the matrix
cells and the yellow dots represents variables in the control volume in the fracture
cells. There is no control volume located at the intersection point between the two
fractures, the reason for which is described in the later part of this thesis in detail.
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Chapter 2
Mathematical Formulation
Reservoir simulation entails the solution of partial differential equations (PDEs) de-
scribing the flow of fluids in the petroleum reservoir. In this chapter, we describe
the PDEs which govern fluid flow in the subsurface. The PDEs are based on the
fundamental law of mass conservation and Darcy’s law.
2.1 Conservation of Mass and Darcy’s Law
Consider an arbitrary control volume Ω with the porosity φ and outward pointing
normal n at any point on its surface ∂Ω. The total surface area is S. For simplicity
we assume that there is a single fluid. The density of the fluid is assumed to be ρ.
The mass balance on Ω is as follows
(Rate of inflow - rate of outflow) + source = accumulation
The integral form of mass conservation is given by
∫
∂Ω
(−ρu) · ndS +
∫
Ω
m˜dΩ =
∫
Ω
∂
∂t
(φρ)dΩ (2.1)
where u is the Darcy velocity and m˜ is the source/sink term (m˜ > 0 for source term)
of units mass per unit volume per unit time. After applying divergence theorem to
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the surface integral in equation 2.1 we get the following
∫
Ω
[
−∇ · (ρu) + m˜− ∂
∂t
(φρ)
]
dΩ = 0 (2.2)
Since the above expression is valid for any control volume Ω, we can remove the
integral and obtain
−∇ · (ρu) + m˜ = ∂
∂t
(φρ) (2.3)
Equation 2.3 provides an expression for conservation of mass. From Darcy’s law [5],
neglecting gravity, we have
u = −k
µ
∇p (2.4)
where p is the pressure, k is the permeability tensor and µ is the fluid viscosity.
Inserting equation 2.4 in equation 2.3, we obtain the pressure equation:
∇ · (ρ
µ
k∇p) + m˜ = ∂
∂t
(φρ) (2.5)
For an incompressible fluid (ρ = constant) and incompressible rock (φ = constant),
we get
−∇ · (k
µ
∇p) = m˜
ρ
= q˜ (2.6)
where q˜ is the volumetric source term.
2.2 Tracer Transport
We consider a single phase fluid with a tracer dilution. The two components do
not react with each other hence there is no change in the fluid property such as
density or viscosity by the addition of the tracer. Assuming slightly compressible
fluid and neglecting gravity, the equation 2.6 is used to solve for pressure for the
tracer transport. To estimate the concentration of the tracer, we use conservation of
mass as described below.
Consider an arbitrary finite region of flow bounded by closed surface ∂Ω and fixed
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in space with control volume Ω. The conserved quantity is mass. The total amount
of mass (M) in the control volume Ω is given by
∫
Ω
MdΩ (2.7)
The rate of change of total mass in the control volume is given by the flux (f) through
the region boundary, plus the internal source (q˜)
∂
∂t
∫
Ω
MdΩ +
∫
∂Ω
f · ndS =
∫
Ω
q˜dΩ (2.8)
The total flux (f) is the sum of the advective and the diffusive flux. Therefore f can
be expressed as
f = fadvective + fdiffusive (2.9a)
fadvective = uc (2.9b)
fdiffusive = −D∇c (2.9c)
where u is the Darcy’s velocity, c is the tracer concentration and D is a diffusion-
dispersion tensor [5]. Applying the divergence theorem to surface integral term, equa-
tion 2.8 can be written as
∂M
∂t
+∇ · f = q˜ (2.10)
In above equation, the mass can be expressed as M = cφ where c is the concentration
of the tracer and φ is the pore volume per unit volume of porous media. In our
formulation, we neglect the diffusive flux, hence using equation 2.9, equation 2.10 can
be expressed as
φ
∂c
∂t
+∇ · uc = q˜ (2.11)
Equation 2.11 is called the transport equation for the tracer flow, whereas, as men-
tioned earlier, equation 2.6 is known as the pressure equation for the tracer transport.
We observe that the transport equation shows one-way coupling with the pressure
equation. We need to solve the pressure equation in order to obtain the velocities
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in the domain. These velocities are used in the transport equation to estimate the
concentrations over time. However, there is no reverse coupling between the pres-
sure and saturation equation, which implies that the pressure equation can be solved
independently.
2.3 Multiphase Flow
We consider a system consisting of two phases, water and oil, denoted by subscripts
w and o, respectively. In our formulation, the following assumptions are made
• Isothermal system
• No phase transitions
• Quasi incompressible fluids
• Negligible capillary pressure
• Gravity effects neglected (horizontal flow)
Like the tracer flow described in equation 2.2, the governing equations in the porous
media for the two incompressible and immiscible phases are also derived from conser-
vation of mass and a generalized Darcy law of each phase [5]. Applying conservation
of mass for each phase and keeping above approximations in mind
φ
∂Sj
∂t
+∇ · uj = q˜j j = o, w (2.12)
where φ is the porosity (fraction of void space), Sj and uj denote the saturation and
velocity of phase j respectively, and q˜j is the volumetric source term. The two phase
fill the pore space, therefore
Sw + So = 1 (2.13)
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Darcy’s law connect the phase velocity uj to the phase pressure pj as shown below.
The effect of gravity has been neglected in the following
uj = −λj∇pj (2.14a)
λj =
kkrj
µj
j = o, w (2.14b)
where k, krjand µj are the absolute permeability, relative permeability, and the vis-
cosity of the phase j respectively. The capillary pressure pc is given by following
expression
pc = po − pw (2.15)
where po and pw is the pressure due to the oil and water phases respectively. Since
we neglect the capillary pressure effects, we assume that po = pw = p, hence ∇pw =
∇po = ∇p. The Darcy equation 2.14 combined with the conservation of mass yields
the pressure equation for multiphase flow.
u = −λ∇p (2.16a)
∇ · u = q˜ (2.16b)
where u = uo + uw, λ = λo + λw and q˜ = qo + qw. Dropping the subscript of Sw,
so that Sw = S and using equation 2.13, So = (1 − S), the conservation equation of
water, henceforth called the saturation equation, can be written as
φ
∂S
∂t
+∇ · (fwu) = qw (2.17)
where fw =
λw
λ
is the fractional flow function.
2.3.1 Constitutive Relations
The relative permeability models the reduced permeability of a phase due to the pres-
ence of the other phase. It is a function of saturation and varies with time and space.
This makes the pressure equation non-linear. We assume the following constitutive
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relationships to connect the pressure equation 2.16 and saturation equation 2.17 of
the two phase flow.
krw = S
2
w = S
2
kro = S
2
o = (1− S)2, 0 ≤ Sw, So ≤ 1
(2.18)
It is evident that in case of the multiphase flow, the pressure and saturation equa-
tion is tightly coupled with each other by relative permeability and Darcy’s velocity
respectively.
2.4 Boundary and Initial Conditions
In order to complete the formulation of the mathematical model, it is necessary to
specify some boundary and initial conditions. In subsurface reservoir simulation, two
types of boundary conditions are usually considered, Dirichlet and Neumann.
Dirichlet Boundary Conditions – It is also known as the first kind of bound-
ary conditions. It specifies the value of the unknown at the boundaries. In reservoir
simulation, it represents the specification of pressure at the reservoir boundary or at
the production and injection wells.
p = p¯ on Γp ⊂ ∂Ω (2.19)
Neumann Boundary Conditions – It is also called the second kind of boundary
conditions. It specifies the value of the first derivative of the unknown at the bound-
aries. It represents the specification of the flow rate across the simulation domain.
u · n = u¯ on Γu ⊂ ∂Ω (2.20)
where u is the Darcy velocity at the boundaries and n is the outward unit normal to
the boundary. Also, Γu ∩Γp = ∅ , Γu ∪Γp = ∂Ω. In our formulation, we consider the
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following boundary conditions to solve the governing equations.
p = 1 at the injector (2.21a)
p = 0 at the producer (2.21b)
u · n = 0 everywhere in simulation boundary (2.21c)
where p and u denotes the oil pressure and velocity in the domain respectively.
Initial Condition – These are the conditions at an initial time (t = 0) from which
a given set of mathematical equations or physical system evolves. We assume that
initially the water saturation is zero everywhere in the domain.
S(t = 0) = 0 (2.22)
where S denotes the water saturation.
The PDEs developed in this chapter are also valid for flow through the fractures.
Using the governing equations, we solve for the pressure and saturation of the mul-
tiphase flow in fractured media. We describe the discretization and implementation
details in the following chapters.
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Chapter 3
Numerical Modeling
In this chapter, we discuss the discretization scheme used for the pressure and satu-
ration equations developed in chapter 2.
3.1 Discretization of Governing Equations
We discretized the pressure equation 2.16 and saturation equation 2.17 using finite
volume scheme.
3.1.1 Pressure Equation
To derive the set of finite volume mass balance equation for pressure equation, con-
sider a grid cell Ωi in the domain denoted by Ω. Consider the volume of the domain
to be V and the surface area to be S. Taking the following integral over Ωi∫
Ωi
(q˜ −∇ · u)dV = 0 (3.1)
Using divergence theorem, the equation 3.1 transforms into the following
∫
∂Ωi
u · ndS =
∫
Ωi
q˜dV (3.2)
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where n denotes the outward pointing normal on ∂Ωi. The Darcy velocity u can
be expressed as u = −λ∇p, where λ is the total mobility and p is the potential.
Therefore, equation 3.2 can be written as
∫
∂Ωi
−λ∇p · ndS =
∫
Ωi
q˜dV (3.3)
Let i and j be two neighboring control volumes as shown in the figure 3-1 below.
Figure 3-1: Geometrical representation of the two adjacent control volumes in one
dimension.
The finite volume method is derived by obtaining the approximation of the potential
p with a cell wise constant function and estimating the flux fij = −
∫
∂Ωij
(λ∇p · n)dS
across the interfaces ∂Ωij = Ωi ∩ Ωj from a set of neighboring cell pressures. As
the name suggests, the two point flux approximation (TPFA) uses two points, the
neighboring cell averages pi and pj to approximate the flux through the interface
between the adjoining cells. We show the derivation of the TPFA for a simple case
and then extend it to an unstructured mesh formed by Delaunay triangles.
As shown in figure 3-1, consider two adjacent control volumes in 1-D. Assume
that the ∂Ωij is the interface between the adjacent cells in the x-coordinate direction
such that nij = (1, 0, 0). The gradient of potential at the interface, in TPFA method,
can be approximated as
δpij =
2(pj − pi)
(∆xi + ∆xj)
(3.4)
where ∆xi and ∆xj denote the respective cell dimensions in the x-coordinate direc-
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tion. Thus, the flux fij at the interface can be approximated as
fij =
2(pj − pi)
(∆xi + ∆xj)
∫
∂Ωij
λdS (3.5)
To approximate λ on the interface ∂Ωij, in TPFA we take the distance-weighted
harmonic average of the respective cell permeabilities λi and λj. The permeability
field is assumed to be isotropic.
λij = (∆xi + ∆xj)(
∆xi
λi
+
∆xj
λj
)−1 (3.6)
Therefore, the flux through the interface ∂Ωij is
fij = −λijδpijS = 2S(∆xi
λi
+
∆xj
λj
)−1(pi − pj) (3.7)
where S is the area of the interface. Thus, by summing over all the interfaces of a cell,
an approximation to the total flux through the cell,
∫
∂Ωi
u · ndS, and the associated
TPFA method is obtained. The mass balance equation 3.2 needs to be fulfilled by
each grid cell in the domain. The flux fij in equation 3.7 can be expressed as
Tij = 2S(
∆xi
λi
+
∆xj
λj
)−1 (3.8a)
fij = Tij(pi − pj) (3.8b)
where Tij is defined as the interface transmissibility. By inserting equation 3.8 in
equation 3.3, we get the TPFA scheme for the pressure equation.
ΣjTij(pi − pj) =
∫
Ωi
q˜dV ∀ Ωi ⊂ Ω (3.9a)
ΣjTij(pi − pj) = Q (3.9b)
where Q is the volumetric flux. The j denotes the number of interfaces of the cell.
For an unstructured mesh, the TPFA is also derived by material balance in each
control volume[9]. In figure 3-2, two adjacent control volumes of an unstructured
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mesh is shown. Consider a grid cell i and a grid cell j with the centers of the cell
marked as Ci and Cj respectively. The interface ∂Ωij lies in between the control
volumes i and j with the center Co. The TPFA for an unstructured mesh at the
Figure 3-2: Geometrical representation of two adjacent control volumes in an unstruc-
tured mesh along with the normal at the interface and distance of the cell centers
from the interface. These parameters are used in calculation of transmissivity at the
interface between the adjacent cells in TPFA.
interface ∂Ωij is
Qij = Tijλ (pi − pj) (3.10)
where pi and pj are the pressures in cell i and cell j respectively. Tij represents
the geometric transmissibility and λ represents the fluid mobility at the interface
(same as λij). In multiphase flow, each phase has different pressure, flow rate and
motilities. However, the geometric part of the transmissibility remains same for each
phase. For this reason, separating the geometrical transmissibility from the mobility
is computationally efficient and preferable. The geometric part of the transmissibility
is given by
Tij =
αiαj
αi + αj
with αi =
AKi
Di
ni · di (3.11)
where Ai is the area of the interface between the adjacent cells, Ki is the intrinsic
permeability of the cell i, Di is the distance between the cell center and the center of
the interface (CoCi), ni is the unit normal to the interface inside the control volume
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i, and di is the unit normal along the line joining the center of the triangle i to the
center of the interface (CoCi). αi is evaluated for each cell and the transmissibility is
calculated for all the interfaces in the domain using the above equation.
The TPFA method to discretize the pressure equation is valid for both single phase
and multiphase flow. The main difference is that for the two phase flow the pressure
is a dynamic function of saturation, and hence must be solved repeatedly throughout
the simulation. The TPFA calculations can be applied to any geometry of the cells,
though the accuracy of the solution highly depends on the geometry of the grid cells.
The well shaped and symmetric cells give more accurate results compared to skew and
non symmetric cells in the mesh. The system of equations formed by equation 3.10
is clearly symmetric for structured grid. However, in case of unstructured grid, the
symmetry is not preserved. The matrix structure is described in later sections.
3.1.2 Saturation Equation
As shown in figure 3-3, consider a control volume Ωi with the interface ∂Ωij and asso-
Figure 3-3: The geometrical representation of adjacent control volumes in an unstruc-
tured mesh showing the upstream direction for evaluating flux through the interface
using single point upwind method.
ciated normal vector nij. Using the finite volume method in space and a generalized
trapezoidal rule (θ-rule) in time, the saturation equation 2.17 for any cell i can be
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discretized as
φi
∆t
(Sn+1i − Sni ) +
1
|Ωi|
∑
j 6=i
[
θFij(S
n+1) + (1− θ)Fij(Sn)
]
= qi (3.12)
where φi is the porosity, qi denotes the source term, ∆t denotes the time step, S
n
i
denotes the cell average of the water saturation at time t = tn and Fij is a numerical
approximation of the flux over the edge Ωij. We only consider the advective flux,
therefore Fij is expressed as
Fij(S) =
∫
∂Ωij
fw(S)ijuij · nijdA (3.13)
where fw(S)ij denotes the fractional flow of water defined as ratio of mobility of water
to the total mobility and u is the Darcy velocity at the interface. We use a first order
upwind scheme to evaluate the value of value of fractional flow at the interface. The
flow through the interface can be in either direction as indicated by green and orange
arrows in the figure 3-3. In single point upwind scheme, the fractional flow at the
interface takes the value in the cell in the upstream direction. Upstream directions for
two different flow direction (case 1 and case 2) at the interface is shown in figure 3-3.
Mathematically it can be written as
fw(S)ij =
fw(S)i for u · nij ≥ 0 case 1fw(S)j for u · nij ≤ 0 case 2 (3.14)
In equation 3.12, if θ = 0, in temporal discretization, we end up using the first order
explicit scheme. This scheme has limitations on time stepping due to CFL condition.
θ = 1 gives a fully implicit scheme and is more stable. Details of time stepping and
implementations are described in later sections.
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3.2 Treatment of Fractures
Based on discrete fracture model, the fractures are treated as (n − 1) dimensional
entities in n dimensional domain. In the finite volume simulator described in the
thesis, we consider 2-D domain with fractures represented as 1-D line segments (fig-
ure 1-1). Some other assumptions/simplifications applicable to the fracture model in
this thesis are listed below.
• The Darcy’s law and multiphase equation of fluid flow (equation 2.16 and equa-
tion 2.17) valid for the rock matrix is also applicable to the fracture system. We
apply these equations in 2-D in matrix system and in 1-D in fracture system.
• The fractures are stochastically generated. They are represented as either hori-
zontal or vertical interconnected fractures on regular grids or inclined discrete or
interconnected fractures on an unstructured grid (figure 3-4(a) and 3-4(b)). In
order to represent inclined fractures on a structured grid, we need to follow the
grid boundaries as shown in the figure 3-4(c). This approach is accurate only
on a very fine grid, as a result of which it is computationally very expensive.
Also, in this approach, we approximate the location of the fracture by following
the grid boundaries, which may lead to high error in a domain with multiple
fractures. By using unstructured grid, we can overcome these issues and resolve
the fracture geometry more accurately and conveniently on the mesh.
• We assume that the width of the fracture is of very small magnitude (≤ 10−3)
compared to the its length.
• Fractures are assumed to transmit flow faster than the surrounding matrix.
Flow will move quickly through the connected parts of the fracture web. For
this reason, we assume that fractures have higher transmissibility (≥ 105) than
the surrounding matrix cells (transmissibility of matrix varies based on perme-
ability distribution). Sometimes, the fracture may also act as a barrier due to
filling or deposition inside it. In such cases, the transmissibility of the fracture
significantly reduces (≤ 10−5) and the flow detour around the fracture.
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(a) (b)
(c)
Figure 3-4: (a) Fracture representation on an unstructured Mesh (b) Orthogonal
fracture representation on a structured mesh (c) Inclined fracture representation on
a structured mesh.
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Figure 3-5: (a) Geometrical representation of matrix and fracture domain (b) Com-
putational representation of the matrix and fracture domain. The red dot indicates
the matrix control volume and yellow dot indicates the fracture control volume in
the computational domain.The conservation of mass is applied in all the fracture and
matrix control volume to solve for pressure and saturation at different times.
• The fractures are assumed to have thin rectangular control volume unlike the
matrix control volume which is either square in case of a structured grid or
triangular in the case of an unstructured grid (figure 3-5).
• In presence of a fracture, the flow is transmitted via fractures between the
matrix blocks, i.e. the matrix blocks are connected via fracture (if present)
with each other.
• For a single fracture, the transmissibility remains constant throughout the frac-
ture, though it varies among different fractures in the domain.
• The transmissibility for the matrix fracture intersection is assumed to be the
harmonic mean of the fracture-fracture transmissibility and matrix-matrix trans-
missibility.
• We avoid the control volume at the fracture intersection by using the star-
delta transformation (figure 3-6) as described by Karimi-Fard et al. [9]. The
intersection control volumes are very small compared to the adjacent control
volumes. Hence, it causes numerical complexities including the limitation on
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time stepping in the transport equation. The equivalent transmissibility for n
connecting fractures, can be generalized as
Tij =
αiαj
Σnk=1αk
(3.15)
where αi is defined in equation 3.11.
Figure 3-6: (a) Fracture intersection in the grid and fracture domain (b) Star-Delta
transformation to approximate the equivalent transmissibility for intersecting fracture
network[9].The analogy between flow through the porous media and conductance
through a network resistor is applied to calculate the equivalent transmissibility of a
heterogeneous porous media.
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3.3 IMPES Method
IMPES stands for Implicit Pressure Explicit Saturation and is a standard method for
solving the coupled two phase flow equation by separating the calculation of pressure
and saturation. The pressure and saturation equations are solved using implicit and
explicit time approximation approaches respectively. The main advantage of this
method is that it is simple to set, efficient to implement and computationally less
expensive compared to other schemes like fully implicit method or sequential method.
The disadvantage of implicit method is that it imposes stability restriction in the time
steps use to advance the transport. The limitation on the time step due to the CFL
condition can be approximated as
∆t = C
∆x
vmax
(3.16)
where ∆x is the smallest grid cell size, vmax is the maximum velocity in the domain,
and C is a constant whose value depends on the properties of the medium like porosity
etc.
For solving the pressure implicitly, we use the TPFA method described in sec-
tion 3.1. Equation 3.10 results in system of equation of the form
AP = Q (3.17)
where A is the matrix of transmissibilities of dimension N ×N ; N is the sum of the
number of degree of freedom of the matrix and the fracture control volumes. P is the
vector of matrix and fracture pressure, which we need to solve for. It has a dimension
N×1. Q is the vector of source terms, with dimension N×1, for each control volume
in the mesh. The schematic representation of the system is shown in the figure 3-7
below.
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Figure 3-7: Matrix structure formed for solving the matrix and fracture pressures
implicitly using equation 3.10.
The matrix A in the equation 3.17 is a sparse matrix formed by the assembly
of Amm,Amf and Aff matrix. In case of a rectangular mesh, the Amm matrix is
pentadiagonal shaped. The shape of matrix A for structured mesh with square cells
is shown in figure 3-8 below.
In an unstructured mesh, the Amm matrix does not have any defined structure. The
number of entries in each row of Amm is four except in the rows for the boundary
cells which has three entries. This is because except at the boundaries, each triangle
is connected to three other triangles thereby sharing a common edge. The shape and
number of entries in Amf and Aff depends on the location of the fractures and their
connectivity. The figure 3-9 below shows the matrix A for an unstructured grid.
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(a) (b)
Figure 3-8: (a) The matrix of transmissibility A for a structured mesh (60×60, with
15 fractures) with square cells. It consists of Amm, Amf and Aff matrix assembled
together. The Amm matrix is pentagonal shaped while the shape of Amf and Aff
depends on the location of fracture and fracture connectivity (b) The close up view
of Amm matrix in a structured mesh. It is a sparse pentagonal shaped matrix, with
five entries in every row (except boundary rows).
Figure 3-9: Matrix of transmissibility A for an unstructured grid. It is a sparse matrix
with no well defined structure. It consists of Amm, Amf and Aff matrix assembled
together. The dimension of this matrix is N×N where N is the sum of the number of
Delaunay triangles in an unstructured mesh and number of fractures in the domain.
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We solve pressure equation implicitly and update the transport explicitly. The
general sequence for the IMPES method for two phase flow is shown in figure 3-10.
Figure 3-10: Schematic diagram of IMPES method for solving two phase flow.
We discuss the details of the implementation process in the next chapter.
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Chapter 4
Implementation
In this chapter, we discuss the generation of unstructured grids and necessary imple-
mentation details for simulating two phase flow on unstructured mesh composed of
Delaunay triangles.
4.1 Mesh Generation and Data Structure
For generating the unstructured mesh, we use Distmesh [16]. Distmesh is a sim-
ple MATLAB code for generation of unstructured triangular and tetrahedral meshes.
Distmesh uses the Delaunay triangulation routine in MATLAB. The code is very effi-
cient, simple to use and can be modified according to the needs. We made modification
to the Distmesh code for fracture generation and local grid refinement. The mesh
size, fracture position, domain shape are some of the basic inputs to the Distmesh
function. The output of the Distmesh function is the matrix of node positions p of
the Delaunay triangles and the matrix of triangles vertex t i.e. for each triangle in
the mesh, the three nodes forming with the triangle is specified by the matrix t. The
dimension of matrix p is Nn × 2 where Nn is the number of nodes in the mesh. The
dimension of the matrix t is Nt × 3 where Nt is the number of Delaunay triangle in
the mesh.
To solve the pressure and saturation equation, we need the connectivity informa-
tion between the triangle elements. In a 2-D Delaunay mesh, each triangle is linked
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with 3 adjacent triangles with the same flux across the common interface. Using
the output (p, t) generated by Distmesh, we generate the data structure needed to
implement the governing equations for simulating the multiphase flow on fractured
media. The following is computed to generate information about the unstructured
mesh from the outputted values of the Distmesh function.
• Set of neighboring triangles for each element
• Set of triangles sharing a common edge
• Boundary triangles
• Boundary edges
• Fracture edges
• Fracture triangles
We show the data structure used in the implementation of the Delaunay mesh
using the following example. For simplicity, here we use a very coarse grid formed
by 18 nodes, 39 edges and 22 triangles as shown in the figure 4-1. Referring figure 4-
1, the edges are numbered in magenta, the node numbers are represented in blue,
barycenter of the triangles and the triangle numbering is shown in green and black
respectively. The black line represents the fracture in the domain, with red dots as
the fracture nodes. The node numbers and triangle numbers are decided based on
the values of p and t outputted by the Distmesh. The row number of the matrix p
and t corresponds to the node number of the vertices and triangles respectively. The
sample value of p and t for the mesh in figure 4-1 is shown in table 4.1.
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Figure 4-1: Very coarse unstructured mesh formed by Delaunay triangles with the
numbering of nodes, edges and triangles required to generate the data structure for
implementing multiphase flow through porous-fractured media. In this mesh, number
of triangles Nt=22, number of edges Ne = 39 and number of nodes Nn=18. The black
line represents the fracture, and the red dots indicate the fracture nodes.
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(a) Matrix p
X -coordinate Y-coordinate
0.1000 0.1000
0.2667 0.2667
0.4333 0.4333
0.6000 0.6000
0.0000 0.0000
0.0000 0.4212
0.0000 0.7188
0.0000 1.0000
0.4219 0.0000
0.7149 0.2804
0.2804 0.7153
0.3498 1.0000
0.7155 0.0000
1.0000 0.3467
1.0000 0.6833
0.6798 1.0000
1.0000 0.0000
1.0000 1.0000
(b) Matrix t
t1 t2 t3
11 6 3
11 12 8
3 6 2
2 9 3
13 17 10
17 14 10
3 9 10
10 9 13
7 11 8
6 11 7
1 6 5
1 2 6
5 9 1
9 2 1
4 10 14
3 10 4
4 11 3
4 16 12
12 11 4
15 4 14
18 16 15
16 4 15
Table 4.1: Output matrix p and t generated by Distmesh for the coarse grid shown
in figure 4-1.
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It can be seen from the mesh and the table, that the row number of output p
corresponds to the node number with the corresponding columns specifying the x
and y coordinates of that node. Similarly, any row of output t specifies the triangle
number. The columns of t in any row, lists the vertices which form that triangle. The
nodes are listed anticlockwise for each triangle in the matrix t. For example, the row
3 in the output t in table 4.1 gives us the information that the triangle 3 is formed
by the nodes 3, 6, 2. The node numbers 3, 6, and 2 are in anticlockwise order for the
triangle 3.
Using the above output, we generated the connectivity list. We coded to extract
the information about the triangle to triangle connectivity, triangle to edge connec-
tivity and fracture-triangle connectivity. Also, we distinguished the boundary edges,
boundary triangles and fracture edges using the connectivity list. The connectivity
list for triangle to triangle connectivity, triangle to edge connectivity and fracture-
triangle connectivity for the coarse mesh in figure 4-1 is shown in the table 4.2,
table 4.3 and table 4.4 respectively.
Triangle to Triangle connectivity list: As observed in the table 4.2, the size
of triangle to triangle matrix is Nt × 3. Each row of the table denotes the triangle
number, and each column in a row indicates the connecting triangle number. For
example, the row 4 in the list gives us the information that the triangle 4 is con-
nected to triangles 7, 3 and 14 on it’s three side. In other words, triangle 4 shares
a common edge with each of the triangle 7, 3 and 14. The connecting triangles are
listed anticlockwise for each triangle. The presence of a negative number in a row
indicates that the triangle has a boundary edge. For instance, the triangle 2 (row
2) has columns with numbers -1, 9, 19. It implies that triangle 2 is surrounded by
triangles 9 and 19 and has one boundary edge.
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Triangle 1 Traingle 2 Triangle 3
3 17 10
-1 9 19
12 4 1
7 3 14
6 8 -1
15 5 -1
8 16 4
-1 5 7
2 -1 10
9 -1 1
-1 13 12
3 11 14
14 11 -1
12 13 4
6 20 16
15 17 7
1 16 19
-1 19 22
17 18 2
15 -1 22
22 -1 -1
20 21 18
Table 4.2: Triangle to Triangle connectivity list.
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Triangle to Edge connectivity list: Table 4.3 shows the triangle to edge connec-
tivity list. The size of this matrix is Ne× 4, where Ne is the total number of triangle
edges in the domain. The row number is related to the edge number. The first two
columns in the list are the node numbers forming an edge in the domain and the last
two columns in the list are the triangles sharing that edge. For example, the 6th edge
(denoted by 6th row) is formed by node 11 and 12, and is common between triangle 2
and triangle 19. The negative number in the last column in any row implies that the
particular edge is a boundary edge and belongs to the triangle specified in column 3.
The values -1, -2, -3, -4 corresponds to the bottom, right, top, and left boundary edge
of the domain respectively. For instance, the 39th edge (last row) formed by nodes 18
and 16 belongs to triangle 21 and lies on the top boundary (-3) of the domain (refer
figure 4-1).
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Node 1 Node 2 Triangle 1 Triangle 2
6 3 1 3
3 11 1 17
11 6 1 10
12 8 2 -3
8 11 2 9
11 12 2 19
6 2 3 12
2 3 3 4
9 3 4 7
2 9 4 14
17 10 5 6
10 13 5 8
13 17 5 -1
14 10 6 15
17 14 6 -2
9 10 7 8
10 3 7 16
9 13 8 -1
8 7 9 -4
7 11 9 1
7 6 10 -4
6 5 11 -4
5 1 11 13
1 6 11 12
1 2 12 14
9 1 13 14
5 9 13 -1
14 4 15 20
4 10 15 16
4 3 16 17
4 11 17 19
16 12 18 -3
12 4 18 19
4 16 18 22
14 15 20 -2
15 4 20 22
16 15 21 22
15 18 21 -2
18 16 21 -3
Table 4.3: Triangle to Edge connectivity list.
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Fracture-Triangle connectivity list: It is important to identify the edges which
form the fractures and the triangles which are connected to the fractures. The fracture
connectivity list shown in the table 4.4 provides the required details.
Fracture node 1 Fracture node 2 Traingle 1 Triangle 2
1 2 12 14
2 3 3 4
4 3 16 17
Table 4.4: Fracture - Triangle connectivity list.
The first two column represent the nodes which constitutes a fracture edge. The last
two columns are the triangle numbers which are connected to the fracture edge. For
example, in the table 4.4, the nodes 1 and 2 form a fracture edge, and it is connected
to triangles 12 and 14 (refer figure 4-1).
4.2 Solution Steps
Once the data structure is formed, IMPES method is used to solve for pressure and
saturation in multiphase flow on an unstructured mesh. The main steps are outlined
below.
Required input to the simulator
Mesh geometry, Permeability field, Porosity, Mobility ratio
Desired output from the simulator
Saturation at any desired time
Basic Solution Steps
• Loop starts for the time integration
• Solve for matrix and fracture pressure implicitly as described in section 3.3
• Loop starts for number edges in the domain
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• Determine nodes i, j forming the an edge l in the loop
• Extract the outward normal nij to edge l
• Use single point upwind method to calculate the flux through the edge in the
matrix (or fracture if edge l is a fracture edge)
• Add and subtract the flux contribution in the adjoining control volumes based
on upwind direction
• Loop ends for number of edges in the domain
• Update the saturation explicitly for the matrix and the fracture control volumes
• Loop ends for the time integration
In next chapter, we show the simulation results of multiphase flow through fractured-
porous media on an unstructured and structured mesh for various cases.
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Chapter 5
Numerical Simulations
In this chapter, we illustrate the performance of the unstructured multiphase finite
volume simulator on various synthetic cases of increasing complexity. We restrict
ourselves to two dimensional problems on structured and unstructured grids.
5.1 Convergence Analysis
To examine the accuracy of our solution, we conduct a convergence analysis using
a reference solution as there is no standard analytical solution for multiphase flow
in fractured media. The reference solution is the solution obtained using a very
fine mesh and is assumed to be the true solution. As the degree of grid refinement
increases, the solution obtained at each level of grid refinement should approach the
reference solution. Therefore, error should decrease with increasing mesh refinement.
We consider various grids with increasing level of refinement as show in figure 5-1.
The reference solution is the solution obtained on the mesh 5-1(f).
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(a) h=0.2000 (b) h=0.07500 (c) h=0.0600
(d) h=0.0400 (e) h=0.0300 (f) h=0.0200
Figure 5-1: Unstructured mesh with varying degree of grid refinement. h denotes the
edge size of a triangular element in the mesh.
We use a quarter-five spot simulation for convergence study. The quarter five-
spot is a pattern in which a injector and a producer is located at diagonally opposite
vertices of a grid and the boundaries of the domain is a no flow boundary (figure 5-2).
It is assumed that the domain is initially filled with oil and water is injected at the
left corner to produce oil at the opposite corner. We did quarter five spot simulations
on the meshes shown in figure 5-1 to plot the breakthrough curve at the producer.
The breakthrough curves are shown in figure 5-3.
Figure 5-2: Quarter five-spot model with diagonally located injector and producer.
The red lines indicate the no flow boundaries in the domain.
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Figure 5-3: The breakthrough curve at the producer using quarter five spot simulation
for various unstructured meshes shown figure 5-1.
It can be observed from the breakthrough curve that as the mesh size h is de-
creased, the solution obtained approaches the reference solution. It implies that the
solution converges to reference solution as the mesh refinement increases. If the ex-
act analytical solution was known, then the solution obtained using a fine mesh will
converge to the exact solution.
We compute the mean saturation error as follows :
(s) =
‖sref − s‖2
‖sref‖2 (5.1)
where sref and s are the vectors containing the saturation values at the producer at
any time using reference and non-reference mesh respectively. The ‖ · ‖ is the usual
l2 norm. The mean pressure error is computed as
(p) =
‖pref − p‖2
‖pref‖2 (5.2)
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where pref and p are the vectors containing the pressure values at the producer on
reference and non-reference mesh respectively. The figure 5-4 shows the log-log plot
of mean pressure and saturation error in relation with the mesh element size. As
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Figure 5-4: Log-Log plot for pressure and saturation solution with respect to the
reference solution.
observed from the figure, the error decreases as the mesh is refined. The source of
error is the numerical diffusion, the positional error in the centroid of control volume
at the producer in different meshes and time integration error (in case of transport
56
advancement). Nevertheless, we can conclude that if the exact solution was known,
then the solution obtained on fine mesh would converge to the exact solution using
finite volume scheme. In the next section, we show some examples of numerical
simulations on various synthetic cases on an unstructured and structured mesh.
5.2 Quarter Five-Spot Simulations on Unstructured
Mesh
We present various simulation examples on an unstructured mesh in this section.
Before illustrating the examples, we discuss about local grid refinement for simulating
the multiphase flow in fractured media.
5.2.1 Local Grid Refinement
The specific requirement of simulating the fluid flow in the fractured domain is to
have more detail (fine grid) in the vicinity of the fractures to minimize error caused
by the high contrast in rock matrix and fracture properties. This can be done by
using the conventional refined grid in the whole domain. In practice, choosing a
sufficiently fine uniform grid with result in an accurate solution. Unfortunately, this
approach is rather time and memory intensive. Local grid refinement around the
fracture can resolve this issue by locally refining the the grids around the fracture
without extending it the simulation boundaries. The computational grid become
coarser farther away from the fractures. This approach also gives accurate solution
and is very effective with respect to computer memory and computing speed.
The figure 5-5 shows the two type of grids.
1. Conventional fine grid mesh : The mesh consists of 3186 triangles with all mesh
element have edge size of h = 0.0250.
2. Locally refined grid mesh : The mesh consists of 2164 triangles with the smallest
fine mesh element having edge size of h = 0.0250.
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(a) h=0.0250
(b) h=0.0250
Figure 5-5: (a) Conventional fine grid mesh (b) Locally refined mesh with fine grids
in the vicinity of the fracture and coarsening away from the fracture.
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We observe that number of mesh elements used in case of locally refined mesh is much
smaller than the conventional fine grid mesh. The matrix formed to solve the system
in locally refined grid is smaller than that resulting from the conventional refined
grid. Therefore, summarizing the advantages of using locally refined grid over the
conventional grid system
1. Reduction in the number of elements necessary to properly model the reservoir
domain containing fractures, implying more effectiveness in terms of memory
and computational cost.
2. Improvement of accuracy of solution in fractured regions or regions of interest.
5.2.2 Homogeneous Domain
In this section, we show the results of the multiphase finite volume simulator in a
domain with homogeneous isotropic permeability distribution consisting of discrete
and intersecting fractures.The fractures are considered to have permeability of order
10−5.
Figure 5-6(a) and figure 5-6(b) shows the flow profile of the two phase flow in a
homogeneous domain with discrete fractures. We have used a conventional fine grid
for this simulation. The mesh element size(h) is 0.0200 and number of triangular
elements is 5777. It is clearly seen in the figure that fractures, if present in the fluid
path are main flow conduits.
Figure 5-6(c) and figure 5-6(d) shows the domain with intersecting fractures. We
use unstructured mesh with local grid refinement for computational efficiency. The
smallest mesh element size(h) is 0.0200 and number of triangular elements is 3647.
The presence of intersecting fracture network results in early breakthrough at the
producer.
Figure 5-6(c) and figure 5-6(d) shows the homogeneous domain consisting of both
the discrete and intersecting fractures on unstructured mesh with local refinement.
The number of triangular element is 3647 with smallest mesh size(h) of 0.0200.
59
(a) (b)
(c) (d)
(e) (f)
Figure 5-6: Snapshot of multiphase flow in a fractured domain with homogeneous
permeability distribution using an unstructured mesh.
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5.2.3 Heterogeneous Domain
We illustrate the simulation of the multiphase flow in a heterogeneous domain with
isotropic random permeability distribution as shown the figure 5-7. The fracture
permeability is 10−5.
Figure 5-7: Random permeability distribution.
The figure 5-8 shows the comparison between the flow in homogeneous and het-
erogeneous domain. We have used a locally refined unstructured mesh with element
size(h) equal to 0.0300. The number of triangles in the mesh is 1562. The left
hand side of the figure 5-8 shows the simulation result of the multiphase flow in a
heterogeneous domain while the right hand side shows the simulation results in a ho-
mogeneous domain at the same dimensionless times. The homogeneous domain has a
uniform permeability of one while heterogeneous medium has range of permeabilities
ranging from 0.1 to 1. We observe that the fluid flow in the homogeneous domain is
more uniform while in the heterogeneous case, the flow is guided by the permeability
distribution in the domain.
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(a) (b)
(c) (d)
(e) (f)
Figure 5-8: Simulation result of multiphase flow on an unstructured mesh in a frac-
tured domain, at same dimensionless times, with heterogeneous (left) and homoge-
neous (right) permeability distribution.
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5.2.4 Effect of Viscosity Ratio
The fluid flow pattern in the two phase flow is affected by the viscosity ratio between
the two phases. If the displacing fluid (water) is more viscous than the displaced
fluid (oil) then the fluid interface between the fluid is stable. In the other case,
if the displacing fluid is less viscous than the displaced fluid, the fluid interface is
unstable causing fingering. Due to numerical diffusion, we do not capture the finger
formation. However, in the figure 5-9, we see the effect of viscosity ratio on two phase
flow with different fracture configurations at the same dimensionless time(for each
fracture configuration). The left hand side of the figure has the viscosity ratio of oil
to water as 10 whereas the right hand side has viscosity ratio of water to oil as 10.
The right hand side of the figure has more stable interface and moves slowly. The
sweep is more efficient in the case where the viscosity ratio of the displacing fluid is
greater than the displaced fluid.
(a) (b)
(c) (d)
Figure 5-9: Simulation results showing the effect of viscosity ratio on two phase flow.
In the left hand side figures, the viscosity ratio of oil to water is ten while in the right
hand side figures, the viscosity ratio of water to oil is ten. More stable fluid interface
and better sweep efficiency is observed in right hand side figures where the viscosity
of displacing fluid is greater than that of the displaced fluid.
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5.2.5 Impermeable Fractures
The left hand side of the figure 5-10 demonstrates the simulation result with imperme-
able fractures in the domain. The right hand side of the figure 5-10 shows simulation
results in the domain with same fracture network containing permeable fractures. At
same dimensionless times, we observe that in case of impermeable fracture, the flow
detours around the fracture network. The impermeable fracture act as a barrier to
the flow path (figure 5-10(c) and figure 5-10(a)). On the other hand, the permeable
fracture acts as flow conduit and allows the passage of the fluid through it resulting
in early breakthrough at the producer (figure 5-10(c)).
(a) (b)
(c) (d)
Figure 5-10: Simulation results with impermeable and permeable fractures in the
domain. The left hand side of the figure shows a fracture network with impermeable
fractures while the right hand side shows the same fracture network with permeable
fractures. In case of impermeable fractures,the flow moves around the fracture while
in case of permeable fractures, the flow moves through the fractures resulting in early
breakthrough at the producer.
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5.3 Quarter Five-Spot Simulations on Structured
Mesh
In this section, we illustrate few examples of multiphase flow simulation using fi-
nite volume scheme on structured mesh. In all the examples shown below, the mesh
is formed by square cells and has dimension 64 × 64. The fractures are generated
stochastically in all the cases. We vary the permeability of the domain in the exam-
ples, while considering the fractures to be highly permeable fluid flow conduit with
isotropic permeability of order 10−5.
5.3.1 Homogeneous Domain
We consider the unit square domain with uniform isotropic permeability distribution
of one. The saturation profiles at different dimensionless time is shown in the figure 5-
11. As soon as the fluid encounters a fracture in flow path , it flows through the
interconnected permeable fracture network. Eventually, the saturation reaches unity
in the entire domain. Hence, an early breakthrough results due to the presence of
permeable fracture in the flow path.
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(a) (b)
(c) (d)
(e) (f)
(g) colorbar
Figure 5-11: Saturation profile of multiphase flow in a fractured domain with isotropic
and homogeneous permeability distribution at different times.
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5.3.2 Heterogeneous Domain with Horizontal Channels
We illustrate the performance of the finite volume multiphase simulator in the domain
with the permeability distribution shown in figure 5-12.
The simulation result is shown in figure 5-13. The fluid flows through the connected
fracture network and emerges out in the parts of domain with high permeability.
Eventually, the fluid migrates in the other region of the domain. After a long period
of time, the entire domain is saturated with the water.
Figure 5-12: Permeability distribution in horizontal channels.
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(a) (b)
(c) (d)
(e) (f)
Figure 5-13: Snapshot of multiphase flow in a fractured domain with permeability
distribution in horizontal channels (shown in figure 5-12).
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5.3.3 Heterogeneous Domain with Diagonal Channels
This example shows the results obtained by finite volume multiphase simulator in
the domain with isotropic and heterogeneous permeability distribution in diagonal
channels as shown in figure 5-14.
Figure 5-15 shows the fluid saturation in the domain at different times. The fluid
flow is diagonal indicating that the fluid flows preferentially in the direction of high
permeability zone (figure 5-15(a)). In case of the presence of a fracture in the flow
path, the fluid flows through the fracture network, erupts out in the matrix and starts
flowing preferentially in the high permeability direction(figure 5-15(e) and figure 5-
15(f))
Figure 5-14: Permeability distribution in horizontal channels.
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(a) (b)
(c) (d)
(e) (f)
(g) colorbar
Figure 5-15: Snapshot of multiphase flow in a fractured domain with diagonal per-
meability distribution (figure 5-14).
70
5.3.4 Heterogeneous Domain with Log-Normal Permeability
Distribution
The figure 5-16 shows the isotropic and log-normal permeability distribution. The
figure 5-17 shows the simulation snapshot in the domain with log normal permeability
distribution at various dimensionless times.
Clearly it is seen that the flow is preferentially either through the fracture network
(if present) or in the high permeability zones in the domain. The fluid saturation rises
in the regions of high permeability zones initially and spreads out eventually in other
low permeability regions.
Figure 5-16: Log-normal permeability distribution.
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(a) (b)
(c) (d)
(e) (f)
Figure 5-17: Snapshot of multiphase flow in a fractured domain with isotropic and
log-normal permeability distribution(figure 5-16).
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5.3.5 Impermeable Fractures
The figure 5-18 consists of impermeable fractures in a domain with log normal perme-
ability distribution. It is observed that the impermeable fractures act as flow barriers
causing fluids to move around the fractures to flow through the matrix.
(a) (b)
(c) (d)
Figure 5-18: Simulation results for multiphase flow in a domain consisting of imper-
meable fracture network. The impermeable fractures act as barrier to the flow.
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Chapter 6
Conclusion
The key ingredients of the model used for simulating multiphase flow through porous-
fractured domain as described in this thesis are as follows :
• The mass conservative finite volume method is used to simulate the multiphase
flow in fractured media using discrete fracture model on an unstructured and
structured mesh. The model is applicable for 2-D systems and accounts for
matrix-matrix, matrix-fracture, and fracture-fracture flow.
• The use of unstructured mesh allows us to resolve the complex fracture geometry
accurately compared to the structured mesh. Additionally, an unstructured
mesh with local grid refinement provides greater computational efficiency.
• The specialized star-delta transformation described by [9] was used to eliminate
the control volumes at the fracture intersections, for improved computational
efficiency and numerical stability.
• The convergence analysis and numerical simulation examples in the previous
section demonstrate that the finite volume method provides accurate solution
for multiphase flow in fractured media with different set of properties on a fine
grid. Therefore, we can conclude that this finite volume simulator for multiphase
flow is an effective and reliable tool for validating the macroscopic flow models.
The possible extensions of interest to this finite volume multiphase model can be
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• Extending this 2-D finite volume multiphase flow simulator to handle 3-D mesh.
• Accounting for the effect of capillarity and gravity in the multiphase flow.
• Using multi point flux approximation instead of two point flux approximation
for solving the pressure equation with improved accuracy.
• Using more advance numerical methods instead of IMPES to solve the govern-
ing equations. This will avoid the restriction due to CFL condition on time
integration, and will be computationally more stable.
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