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Abstract
Recently, cellular networks are severely overloaded by social-based services, such as YouTube,
Facebook and Twitter, in which thousands of clients subscribe a common content provider (e.g., a popular
singer) and download his/her content updates all the time. Offloading such traffic through complementary
networks, such as a delay tolerant network formed by device-to-device (D2D) communications between
mobile subscribers, is a promising solution to reduce the cellular burdens. In the existing solutions,
mobile users are assumed to be volunteers who selfishlessly deliver the content to every other user
in proximity while moving. However, practical users are selfish and they will evaluate their individual
payoffs in the D2D sharing process, which may highly influence the network performance compared
to the case of selfishless users. In this paper, we take user selfishness into consideration and propose
a network formation game to capture the dynamic characteristics of selfish behaviors. In the proposed
game, we provide the utility function of each user and specify the conditions under which the subscribers
are guaranteed to converge to a stable network. Then, we propose a practical network formation algorithm
in which the users can decide their D2D sharing strategies based on their historical records. Simulation
results show that user selfishness can highly degrade the efficiency of data offloading, compared with
ideal volunteer users. Also, the decrease caused by user selfishness can be highly affected by the cost
ratio between the cellular transmission and D2D transmission, the access delays, and mobility patterns.
2I. INTRODUCTION
Due to massive growth of smart devices and increasing popularity of mobile applications,
mobile traffic is expected to grow continuously at a rapid rate in the next few years. According
to Cisco’s latest Visual Networking Index (VNI) report, the global mobile data traffic will increase
nearly 11-fold from 2013 to 2018, and the average traffic generated by a smartphone will be 2.7
GB per month by 2018, a 5-fold increase over the 2013 average of 529 MB per month [1]. In
order to cope with this ongoing tsunami of mobile data demand, the operators have put forward
multiple solutions, such as upgrading the existing networks, building up new networks, and
implementing a usage-based pricing plan.
Mobile traffic offloading, or mobile data offloading, which refers to the use of complemen-
tary network technologies (e.g., Wi-Fi networks) to deliver data originally targeted for cellular
networks, has attracted a lot of attentions from both the industry and academia [3]–[11]. On the
one hand, it is compelling to operators who want to reduce cellular traffic load with a low-cost
solution and make better use of their existing assets. On the other hand, it is also appealing
to end-users, who enjoy the low price and high data rate of the complementary networks. A
detailed survey of mobile traffic offloading can be found in [2].
Most of the existing efforts have focused on Wi-Fi networks, in which cellular traffic is deliv-
ered by Wi-Fi connections when mobile users are within the coverage of Wi-Fi access points [3],
[4]. Femtocells can also be used for mobile traffic offloading, which offload both air interface
traffic and core network traffic from cellular systems [5]. Some other offloading approaches
exploit short-range communication techniques, such as device-to-device (D2D) communication
and Wi-Fi direct, to offload the traffic of context-aware applications [6], [7]. Recently, social
network services (SNSs) have taken a great portion of our daily life. In SNSs, a large number of
clients subscribe a common content provider that frequently pushes multimedia content to the
subscribers, e.g., text, photos, or videos, which generates thousands of duplicated downloads of
the same content, and thus, consumes a great amount of bandwidth in cellular systems [19].
Many efforts are being carried out to offload such traffic by exploiting opportunistic commu-
nications among mobile users [8]–[11]. Specifically, the content provider first pushes the content
to a target set of users as seeds via cellular networks, and later, the seed users use short-range
communication techniques to share the content with other users in proximity while moving. At
3last, if some user fails to receive the content after a certain delay, it will download directly
from the content provider via cellular networks. Therefore, some of the non-seed users can be
satisfied by opportunistic delivery and their cellular bandwidth can be offloaded. The efficiency
of opportunistic offloading can be guaranteed because content subscribers can usually tolerate
different delays between the content generation time and the user access time [20], [21], and
meanwhile, they can frequently meet each other due to homophily and locality [22], [23].
Most of the existing approaches of opportunistic offloading focus on maximizing the overall
system performance, such as the total bandwidth offloaded from the cellular networks, or the
average delay of subscribers [8]–[10]. In order to maximize the system performance, these
approaches require the seed users to download the content right after the content is posted
online, and require all mobile users to unconditionally share the content with each other when
they are in proximity. However, since both cellular and D2D transmissions may involve monetary
cost of mobile users, these assumptions may not be hold for selfish users, who only consider
their individual payoffs rather than the overall system performance. First, there is no incentive
for a selfish user to join such approaches as a seed user, since seed users have to download
each content update via cellular networks, while at the same time, to deliver the content to
non-seed users via opportunistic communications. Second, for the opportunistic sharing process,
selfish users may have preference on the users that access the content at different times. Usually,
they tend to communicate with the users with early access times, since these users have a high
probability to deliver the content, and thus, save the expensive cellular transmission. At last,
privacy issues may also restrict opportunistic communications. Usually, the users can help each
other by opportunistic sharing only if they have a social relationship in the considered SNS.
In order to capture the dynamic behaviors of practical users and analyze its influence on the
overall system performance, it is necessary to reconsider opportunistic offloading from a new
perspective that treats each mobile user as an independent decision maker.
The idea of self-deciding users naturally leads us to game theory, in which all users are
treated as rational players that focus on maximizing their own utilities. In this paper, we consider
opportunistic offloading in D2D-enhanced cellular networks as a network formation game. Note
that we specify on D2D-enhanced cellular networks only because they can provide a system-level
short-range communication solution, which avoids the tedious discussions on the establishment
of opportunistic connections as in other cases. The contributions of this paper are as follows:
41) First, we propose a user-centered opportunistic offloading approach, in which each user can
download the content at arbitrary times via cellular networks, and meanwhile, independently
decide whether to opportunistically share the content with another user. Specifically, we
formulate the problem as a network formation game, in which the users autonomously
form a cooperative network, and promise D2D sharing with their adjacent users.
2) Second, we provide the stability analysis of the dynamics of network formation and specify
the conditions to form a pairwise stable network. Based on the network formation analysis,
we propose a low-complex distributed network formation algorithm for the mobile users to
decide their D2D transmissions in practice.
3) Third, simulation results show that the selfishness of mobile users can highly degrade the
offloading efficiency, and gap is highly affected by the cost ratio between the cellular
transmission and the D2D transmission, as well as the users’ access delays and mobility
patterns.
The rest of the paper is organized as follows. In Section II, we provide the related works
in the literature. In Section III, we present the system model by characterizing the users in
terms of access delay, mobility pattern, and individual payoff. In Section IV, we formulate the
considered problem as a network formation game so as to analyze the users’ selfish behaviors. In
Section V, we specify the conditions under which the users will form a pairwise stable network,
and propose a practical network formation algorithm for the users can make selfish decisions
based on their historical records. In Section VI, we provide the simulation results of algorithm
convergence, offloading efficiency, and user payoff. In Section VII, we discuss some extensions
of the proposed game-theoretical approach, and conclude the paper.
II. RELATED WORKS
A. Opportunistic Offloading
In [8]–[10], the proposed approaches assume a central controller to decide the seed users, and
all users are required to unconditionally share its copy with every other user in proximity. As we
noted, these approaches focus on the system performance and do no consider the selfishness of
practical users, which is completely from the game-theoretic perspective of this paper. In [11],
the authors propose an incentive framework to motivate the subscribers to leverage their delay
tolerance for traffic offloading, in which the subscribers act as sellers to sell their tolerant delay
5by submitting a price to the content provider, and the content provider acts as the buyer to buy
the delay tolerance from the subscribers. This mechanism gives mobile users the freedom to
decide their tolerant delays, but still requires unconditional seeding and sharing as in previous
approaches [8]–[10].
In our previous paper [12], we consider to use D2D communications to facilitate real-time
multicasting services, such as football games broadcasting, by constructing a dynamic ad hoc
network to detour the traffic from the base station. In this paper, we consider a different delay-
tolerant publish/subscribe service, in which D2D links are utilized as opportunistic connections
rather than instant ad hoc links. Therefore, this paper is not a simple extension of [12].
B. Data Forwarding and Data Dissemination in DTNs
Data forwarding and data dissemination are highly related to the topic of opportunistic offload-
ing. They all share the idea of delay tolerant networks and use short-range communications to
improve the system performance. However, in data forwarding, there exists no cellular infrastruc-
ture and the problem is how to efficiently deliver the data from the source to the destination via
opportunistic forwarding [13]–[16], rather than offloading traffic from cellular networks. In data
dissemination, or data spreading, the problem is how to predict and accelerate the propagation of
information in social networks, considering how we initially push the information, as well as how
social impacts motivate the agents to re-share it [23], [24]. Recently, due to the rise of mobile
devices, some studies combine the online SNS and the offline mobile social networks so as to
facilitate the information spreading process, while at the same time, reduce the cellular bandwidth
by opportunistic communications between mobile users [17], [18]. Compared to opportunistic
offloading, data dissemination does not have a strict publish/subscribe model, that is, there is
not a specific set of subscribers that require the content. The “subscribers” in data dissemination
are gradually decided as the content is re-shared among agents in the online SNS. Although we
do not consider data dissemination in this paper, we will show that the proposed game theory
model and network formation algorithm can be extended to such scenarios.
III. SYSTEM MODEL
We consider a delay-tolerant publish/subscribe service in a D2D-enhanced cellular network,
in which a content provider pushes information to N subscribers, the set of which is given by
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Fig. 1. Illustration of opportunistic offloading in a D2D-enhanced network.
Ω = {1, 2, . . . , N}, and the subscribers access the content with different delays. Each subscriber
is an independent user that can make long-term D2D sharing agreements with other users, that
is, if an agreement is made between user i and user j, they will opportunistically share the
content with each other using D2D communications when they are in proximity. If some user
fails to achieve the content via opportunistic sharing before its tolerable delay, it will instantly
download the content via cellular networks. As illustrated in Fig. 1, users B and D download
the content via cellular networks, user A opportunistically receives the content from user B
who has an agreement with user A, and user C still waits for opportunistic sharing from other
users. We assume the cellular network is in charge of the functions of user discovery and D2D
establishment, and the associated signaling is negligible to size of the subscribed content. In
the following part of this section, we will characterize the users’ access delays and mobility
patterns, and then formulate their individual gain and cost in opportunistic offloading.
A. Access Delay
In publish/subscribe applications, subscribers may access the service at different frequencies,
and thus, endure different delays [20], [21]. The delay tolerance of a subscriber is usually
determined by the user’s lifestyle, and it can be quantified by the access delay, which is defined
as the time between the content generation time and the user’s access time. We assume the
content is always generated at t = 0, and denote the access delay of user i as ai. In general, ai
7is a random variable defined in interval [0,+∞), with its probability distribution function (PDF)
determined by user i’s lifestyle. In order to model the various PDFs of ai, we use the Weibull
distribution to profile the access delays [21]:
Pr{ai = t} = f
A
i (t, λi, ki) =
ki
λi
(
t
λi
)ki−1
exp
{
−
(
t
λi
)ki}
, t ≥ 0, (1)
where the parameter ki > 0 decides the shape of ai’s PDF, i.e., ai concentrates on higher values
if ki is larger, and the parameter λi > 0 is a scale parameter that roughly decides the expected
value of ai, i.e., ai is larger when λi > 0 is larger. We assume that the access times {ai|i ∈ Ω}
are stochastically independent.
B. Contact Graph
It has been studied that mobile users have different mobility patterns [25], [26]. For a pair of
users, the time line can be divided into contact times and inter-contact times. Contact times
are when the users stay in D2D range, and could therefore perform opportunistic sharing.
Inter-contact times are times between two consecutive contacts. Referring to [25], [26], for
a characteristic time in the order of half a day, we assume that inter-contact time of any two
users i and j, denoted by bi,j , follow the Pareto distribution:
Pr{bi,j = t} = f
B
i,j(t, τi,j, αi,j) =
αi,jt
αi,j
tαi,j+1
, t ≥ τi,j, (2)
where the parameter αi,j > 1 decides the shape of bi,j’s PDF, i.e., bi,j concentrates more on low
values if αi,j is larger, and the scale parameter τi,j > 0 identifies the minimum possible value
of bi,j . The complementary cumulative distribution function of bi,j is given by:
Pr{bi,j > t} = F¯
B
i,j(t, τi,j , αi,j) =
(τi,j
t
)αi,j
, t ≥ τi,j. (3)
Then, the probability that user i and j meet each other at least once during time period ∆t is
given by:
Pmeeti,j (∆t) = 1−
(τi,j
∆t
)αi,j
. (4)
We assume that the inter-contact times {bi,j|i, j ∈ Ω} are stochastically independent. Also, we
assume that the content can be instantly transmitted via D2D communications, and the “effective”
contact time can be negligible compared to the inter-contact time. Thus, the reciprocal of the
expected inter-contact time, αi,j−1
αi,jτi,j
, simply indicates the associated contact rate between user i
8and user j. In the literature, the mobility characteristic is usually represented by a complete,
weighted and undirected graph of all involved users, referred to as contact graph [8], [9], [15],
[16], where the weight of the edge between user i and user j is the associated contact rate αi,j−1
αi,jτi,j
.
C. Gain and Cost
To analyze opportunistic offloading from the user’s point of view, we need to specify the gain
and cost of a mobile user in this mechanism. Note that we assume a user i will enjoy the content
only after its access delay ai, no matter whether it receives the content via cellular networks or
via D2D communications. Thus, there is no difference in user experience between the cellular
service or the opportunistic offloading service. The only difference is that opportunistic offloading
may delivery the content through D2D communications, and thus, save the expensive cost of
cellular downloading for user i. We assume the monetary cost of downloading the content via
cellular networks is homogeneous for all subscribers, and denote it by vc. Therefore, the gain
of user i in opportunistic offloading is given by:
gi = vc · n
to
i , (5)
where ntoi is the expected number of D2D delivery from other users to user i.
In opportunistic offloading, user i may transmit to or receive from other users via D2D
communications, which may cause monetary and power cost. Here, we simply assume that
the cost of D2D transmission is homogenously vd, and that the cost of D2D reception is
homogenously zero. Usually, we have vd ≪ vc. Therefore, the cost of user i in opportunistic
offloading is given by:
ci = vd · n
from
i , (6)
where nfromi is the expected number of D2D delivery from user i to other users.
IV. SOCIAL DATA OFFLOADING AS A NETWORK FORMATION GAME
In this section, we introduce the proposed game-theoretic model, network formation games,
using which the individual profits of mobile users rather than the overall system performance
are considered to have the first priority in opportunistic offloading.
9A. Network Formation Games
Network formation games describe how a set of players can cooperate with each other by
forming a network and thereby increase their utilities [27], [28]. As for the considered oppor-
tunistic offloading problem, the selfish mobile users are represented by the players in the game,
and their agreements on opportunistic sharing are represented by the links between players. For
each user, its gain and cost can be captured by a function that depends on the entire network
structure formed by all the users. Formally, we define a network formation game as follows:
Definition 1: A network formation game is uniquely defined by a set of players Ω and their
network payoff functions Φi(·), i ∈ Ω. For each player i ∈ Ω and each network G formed by all
the players (i.e., V (G) = Ω), Φi(G) is the payoff of player i in network G.
Given that the opportunistic sharing agreement is a bilateral contact that indicates a mutual
obligation, the links between players are undirected edges. Also, for obvious reasons, loops and
multiple edges are not allowed in the network. Thus, the network G formed by the players is
an undirected simple graph, and we denote by G as the set of all such graphs. For any network
G ∈ G, we define Gi as the maximal connected subgraph of G that contains user i, i.e. Gi ⊆ G is
a connected subgraph with i ∈ V (Gi), and for any connected subgraph G′ ⊆ G with i ∈ V (G′),
we have V (G′) ⊆ V (Gi).
B. Network Payoff Functions
To complete the proposed network formation game, we need to specify the network payoff
function Φi(G) for each player i ∈ Ω. In general, the payoff function of player i ∈ Ω can be
any function that increases with the gain gi in (5) and decreases with the cost ci in (6). Here,
for any network G ∈ G, we simply define the payoff of player i as follows:
Φi(G) = gi(G)− ci(G). (7)
Note that only the users that are connected to user i can effect user i’s delivery performance.
The above payoff function can also be written as Φi(Gi) = gi(Gi)− ci(Gi).
However, even we restrict our consideration to Gi, calculating of Φi(Gi) is extremely difficult
due to the statistical correlation of the players in V (Gi). In order to simply the calculation, we
estimate the value of Φi(Gi) by considering only one-hop D2D transmissions, and denote the
estimated value as Φ¯i(Gi). For any network G ∈ G and any player i ∈ Ω, we denote by Si as
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the set of player i’s adjacent players, i.e., Si = {j ∈ Ω|ei,j ∈ E(G)}. We remark the players in
Si as α1, α2, . . . , α|Si|, and without loss of generality, we assume that the access delays of these
players satisfy aα1 ≤ . . . aαh ≤ ai ≤ aαh+1 ≤ . . . ≤ aα|Si| .
First, we note that only the players {αl}, 1 ≤ l ≤ h can download the content before time
ai and thus can share the content with player i via one-hop transmissions. For any player
αl, 1 ≤ l ≤ h, it can share the content to player i between the time interval [aαl , ai), if there
is no other player that receives the content and meets player i at an earlier time. Thus, the
probability that player i receives the content from player αl is given by
Pαl,i =
∫∫∫ +∞
0
ραl,i · f
A
i (ai)f
A
α1
(aα1) . . . f
A
α
|Si|
(aα|Si|) · daidaα1 . . . daα|Si| , (8)
with
ραl,i =
ai∫
aαl
{
h∏
l′=1,l′ 6=l
[
1− Pmeeti,αl′ (t− aαl′ )
]}
fBi,αl(t− aαl)dt, (9)
where fAi (·, ·, ·), fBi,j(·, ·) and Pmeeti,j (·) are given as in (1), (2) and (4), respectively, and some
parameters are omitted for the sake of conciseness.
Also, player i may download the content directly from the base station at time ai, if no other
players can deliver the content before ai, the probability of which is given by:
Pi,i =
∫∫∫ +∞
0
ρi,i · f
A
i (ai)f
A
α1
(aα1) . . . f
A
α
|Si|
(aα|Si|) · daidaα1 . . . daα|Si| , (10)
with
ρi,i =
h∏
l=1
[
1− Pmeeti,αl (ai − aαl)
]
, (11)
where fAi (·, ·, ·) and Pmeeti,j (·) are given as in (1) and (4), respectively, with some parameters
omitted. Note that the one-hop assumption narrows our consideration down to the adjacent
player in Si, and more importantly, eliminates the statistical correlation between them, such that
we can calculate the effect of different players separately as in (8) and (10). Naturally, we have∑h
l=1 Pαl,i + Pi,i = 1.
Given (8) and (10), we estimate the gain, cost, and thus the payoff of player i as follows:
g¯i(S
i) = vc · (1− Pi,i), (12)
c¯i(S
i) = vd ·
∑
j∈Si
Pi,j, (13)
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Φ¯i(S
i) = g¯i(S
i)− c¯i(S
i). (14)
In each realization of opportunistic offloading, the content data is delivered through a tree struc-
ture rooted at the cellular system, which guarantees the total number of transmissions, including
both cellular and D2D transmissions, is fixed at |Ω|. Thus, the multi-hop D2D transmissions,
which are not considered in our calculation, will increase the number of D2D transmissions,
and at the same time, decrease the same amount of cellular transmissions. Due to the fact
that vd ≪ vc, we have that the overall payoff of the players in Gi is underestimated, i.e.,∑
i∈V (Gi) Φ¯i(S
i) ≤
∑
i∈V (Gi)Φi(G
i). Therefore, (14) can be seen as the payoff function in the
worst case scenario, and the network is expected to have a better performance.
V. DYNAMICS OF NETWORK FORMATION
In this section, we consider how the players can automatically form a network. First, we
specify the rules of network formation, which restricts what a player can be do in the network
formation process. Then, we analyze the stability of the outcome network under such network
formation games. At last, we consider the practical issues and propose a low-complex algorithm
that can be distributively performed by mobile users.
A. Rules of Network Formation
The players in network formation games are independent decision makers who seek to max-
imize their individual payoffs by choosing selfish strategies. Note that it does not imply that
the players cannot cooperate with each other. In many cases, the players are assumed to form
cooperative groups, or coalitions, to increase the payoffs of coalition members, and such network
formation games are often referred to as coalitional graph games [28]. In such games, the
players in a coalition are treated as an entity and their payoffs are jointly decided by the entire
coalition. In fact, for any network G ∈ G of our proposed game, any player i can be seen
as a member of coalition V (Gi), and player i’s payoff Φ(Gi) is decided by the cooperation
among all coalition members, i.e., the structure of Gi. However, this coalitional approach can
be problematic in opportunistic offloading, as most of the subscribers are completely strangers
without any communications, and the size of a potential coalition could be extremely large due
to the huge amount of users in a publish/subscribe service. Thus, we assume that the players
individually choose their own strategies in the network formation process.
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For any network G ∈ G, the strategy of any player i ∈ Ω can be given by the set of player
i’s adjacent links {ei,j|ei,j ∈ E(G)}, which indicates all the opportunistic sharing agreements
that player i makes with other players. During the network formation process, each player can
dynamically add links to the network and subtract the existing links from the network. Note that
an opportunistic sharing agreement indicates a mutual obligation of both ends, a link can exist
only when it benefits both ends, and a link should be removed if any end cannot benefit from
it. Formally, we give the rules of network formation as follows [29]:
1) add a link ei,j to G requires that both players i and j agree to add the link, i.e., Φi(G∪ei,j) >
Φi(G) and Φj(G∪ ei,j) > Φj(G), and we denote by E+(G) as the set of all links that can
be added to G;
2) subtract a link ei,j from G requires that player i or player j or both agree to subtract the
link, i.e., Φi(G\ei,j) > Φi(G) or Φj(G\ei,j) > Φj(G), and we denote by E−(G) as the set
of all links that can be subtracted from G;
3) link addition or link subtraction takes place one link at a time.
The third rule implies that the players take random turns to alter their strategies, and in each
turn, the corresponding player can only add a new link, or subtract an existing link. With this
rule, the size of the player’s action space is restricted to N . If we remove this rule, the player
can add and subtract multiple links, and the size of its action space increases to 2N . When N is
large, it will bring combinatorial difficulty for the player to decide a feasible action. Therefore,
we adopt the third rule in our proposed network formation game.
B. Conditions for Pairwise Stable Networks
In network formation games, the players keep changing their strategies to maximize their
individual payoffs. The dynamics may end up to a network in which all players arrive their
optimal strategies at the same time, i.e., no player has the incentive to change its current strategy
and thereby improve its payoff, assuming all the other players stick to their current strategies.
Such networks are called Nash-stable networks, or Nash networks [30]. In our proposed game,
the player’s actions are restricted by the network formation rules, and Nash stability is replaced
by the following pairwise stability [29]:
Definition 2: A network G is pairwise stable if both of the following conditions are satisfied:
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Fig. 2. The rule supernetwork Υ on the left side has a circuit consists of nodes G1, G2 and G3, i.e., G1 ≡p G2 ≡p G3. The
path equivalence partition P is given by {{G1, G2, G3}, {G4}, {G5}, {G6}}. The acyclic supernetwork Γ on the right side has
two basins {G1, G2, G3} and {G6}, and G6 is the only pairwise stable network.
1) for any pair of players i, j ∈ Ω with edge ei,j /∈ E(G), we have Φi(G ∪ ei,j) ≤ Φi(G) or
Φj(G ∪ ei,j) ≤ Φj(G), or in other words, E+(G) = ∅;
2) for any pair of players i, j ∈ Ω with edge ei,j ∈ E(G), we have Φi(G\ei,j) < Φi(G) and
Φj(G\ei,j) < Φj(G), or in other words, E−(G) = ∅.
Thus, a network is pairwise stable, if there is no incentive for any pair of players to add a
link to the existing network and there is no incentive for any player who is party to a link in
the existing network to dissolve or remove the link.
Given the definition of pairwise stability and the proposed rules for network formation, it is
easy to see that, if the network formation process converges to a final network G ∈ G, then the
network G must be pairwise stable. However, the existence of pairwise stable networks and the
convergency of network formation rules are still unknown. In this subsection, we will specify
the conditions under which the pairwise stable network exists and the players are guaranteed to
converge to such networks by using the proposed network formation rules.
By viewing each network G ∈ G as a node in a larger network, we define a rule supernetwork
of the proposed network formation game as follows [31]:
Definition 3: A rule supernetwork is a directed simple graph Υ where V (Υ) = G and eGi,Gj ∈
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E(Υ), Gi, Gj ∈ G if either of the following conditions is satisfied:
1) |E(Gi)− E(Gj)| = 1 and E(Gi)−E(Gj) ⊆ E−(Gi);
2) |E(Gj)− E(Gi)| = 1 and E(Gj)− E(Gi) ⊆ E+(Gi).
Thus, each edge eGi,Gj ∈ E(Υ) indicates that network Gi can be transformed to network Gj
with the proposed network formation rules, i.e., by adding a link in E+(Gi) or subtracting a link
in E−(Gi). The entire rule supernetwork Υ specifies how the network formation rules transform
a network to another network.
Given the rule supernetwork Υ, we now define the path dominance relation p and the path
equivalence relation ≡p on networks G as follows [31]:
Definition 4: Given the rule supernetwork Υ, network G′ ∈ G path dominates network G ∈
G, written as G′ p G, if there exists a finite sequence of networks {Gk}hk=0 in G with G0 = G
and Gh = G′ such that edge eGk−1,Gk ∈ E(Υ) for k = 1, 2, . . . , h. And network G′ ∈ G is path
equivalent to network G ∈ G, written as G′ ≡p G, if G′ p G and G p G′.
Thus, G′ p G indicates that there exists a path in Υ that starts from node G and ends at
node G′, and G′ ≡p G indicates that there exists a circuit in Υ that contains both nodes G and
G′. Therefore, G′ p G implies that network G can automatically transform to network G′, and
G′ ≡p G implies that networks G and G′ can transform between each other.
Note that the path equivalence relation is reflexive, symmetric and transitive. We can classify
the networks G by≡p and achieve a partition P of G, i.e.,
⋃
C∈P C = G and ∀C,C′ ∈ P,C∩C′ =
∅. Given the initial P = ∅, we can specify this partition by sequentially adding the networks G
as follows: for network G ∈ G, if ∃C ∈ P such that ∃G′ ∈ C and G′ ≡p G, then set C = C∪G,
if not, then set P = P ∪ {G}. Note that each element C ∈ P represents a different circuit in Υ,
and due to the above process, no networks belong to different elements of P are path equivalent,
i.e., for any networks G ∈ C,C ∈ P and G′ ∈ C′,C′ ∈ P , if G ≡p G′, then C = C′. We refer
to P as the path equivalence partition.
By viewing each element in P as a node, we define an acyclic supernetwork of the proposed
network formation game as follows:
Definition 5: Given the rule supernetwork Υ and the path equivalence partition P , an acyclic
supernetwork Γ is a simple directed network where V (Γ) = P , and edge eC,C′ ∈ E(Γ) if and
only if there exists networks G ∈ C and G′ ∈ C′ such that G′ p G.
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Thus, the acyclic supernetwork Γ indicates how the network transforms from one path equiv-
alent network set to another path equivalent network set in P . We say Γ is acyclic because, if
not, e.g., there exists a circuit containing C,C′ ∈ V (Γ) in Γ, then for any networks G ∈ C and
G′ ∈ C′, the path from C to C′ and the path from C′ to C indicate G′ p G and G p G′,
respectively, contradicting the fact that G′ and G are not path equivalent. Therefore, once a
network transforms to another network that belongs to a different node in Γ, there is no way for
the players to return to the original network. We define the nodes in Γ that have no out-going
edges as basins, i.e., C ⊆ V (Γ) is a basin if eC,C′ /∈ E(Γ) for any node C′ ∈ V (Γ). Thus, a
basin is a set of networks to which the network formation process might tend and from which
there is no escape. A network in a basin can only transform to other networks in the same basin.
Particularly, if the cardinality of a basin B is 1, i.e., |B| = 1, then the only network in this basin
cannot transform to any other network, and thus, it is pairwise stable according to Definition 2.
Fig. 2 shows an example to illustrate the above concepts.
Theorem 1: Given a network formation game with basins B = {B1,B2, . . .Bm}, where basin
Bk contains |Bk| many networks, the following statements are true:
1) There always exists basins in a network formation game, i.e., B 6= ∅, and after L < ∞
finite number of adding and subtracting a link, the following networks GL, GL+1, . . . will
be contained by a basin of the game, i.e., ∃B ∈ B such that Gk ∈ B for k ≥ L.
2) Pairwise stable networks exist if and only if some basins are singletons, i.e., ∃1 ≤ k ≤
m, |Bk| = 1, and the set of all pairwise stable networks PS is given by the networks in
such basins, i.e., PS =
⋃
|Bk|=1
Bk.
3) The network converges to a pairwise stable network after finite number of network formation
operations, if and only if all the basins are singletons, i.e., |Bk| = 1, k = 1, 2, . . .m.
Proof:
1) Supposing B = ∅, then according to the definition of basins, each node in the acyclic
supernetwork Γ has an out-going edge. We remark the nodes in Γ and denote by eCk ,Ck+1 as the
out-going edge of node Ck, k = 1, 2, . . .. Then, we will have a path of Γ as follows:
C1
eC1,C2−→ C2,
eC2,C3−→ C3
eC3,C4−→ C4
eC4,C5−→ C5 . . . (15)
Note that Γ is a graph with finite number of nodes. There exists k > 1 such that C1 = Ck. Thus,
the above path is a circuit containing nodes C1,C2, . . .Ck, which contradicts the fact that Γ is
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acyclic. Therefore, we have B 6= ∅.
Consider a network G that belongs to a non-basin node C in the acyclic supernetwork Γ, i.e.,
C ∈ V (Γ),C /∈ B. Then, there exists an out-going edge eC,C′ ∈ E(Γ) from C to C′, and thus,
a path from network G to another network in C′ in Υ. Due to the acyclic property of Γ, there
does not exist a path from C′ to C in Γ, and thus, neither a path from any network in C′ to
network G in Υ. Thus, when network G randomly performs network formation operations, it
will finally transform to a network of an adjacent node, e.g., G′ ∈ C′, and it cannot transform
back to G from G′. Therefore, the network will jump from node to node non-repetitively, until
it drops into a basin node (B 6= ∅), where there is no way out, and spins inside the basin from
one network to another.
2) According to Definition 2, a network is pairwise stable if it cannot transform to any another
network according to the network formation rules. First, we note that all networks of the non-
basin nodes are not pairwise stable, since they can transform to networks of their adjacent nodes
as mentioned above. Second, we note that the networks of a basin node can transform between
each other, since they are path equivalent. Thus, only the network of a basin with cardinality 1
cannot transform to any other network, and thus is pairwise stable. Therefore, we have the set
of all pairwise stable networks given by PS =
⋃
|Bk|=1
Bk.
3) As we proved in 1), after a finite number of network formation operations, the network
will finally drop into a basin B ∈ B. If the basin contains multiple elements, then the network
will not converge but spins among the networks in this basin. If all basins have cardinality 1,
then the network will converge no matter which basin it drops into. Also, as we proved in 2), the
network of the basin with cardinality 1 is pairwise stable. Therefore, the network will converge
to a pairwise stable network if and only if |Bk| = 1, k = 1, 2, . . .m.
In summary, we prove that a network formation game will generally converge to particular
sets of networks (basins), but may not converge to a particular network. The convergency is
guaranteed only if all such particular sets have cardinality 1 (|Bk| = 1, k = 1, 2, . . .m), and once
the conditions are satisfied, we can guarantee that it converges to a pairwise stable network.
C. Data-Based Network Formation Algorithm
The network formation rules provide a distributed algorithm for the mobile users to dynam-
ically adjust their D2D agreements in opportunistic offloading, and Theorem 1 specifies the
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Algorithm 1 Data-Based Network Formation Algorithm
Input:
The vector di that records the number of D2D transmissions from user i in this period.
The vector bi that records the number of D2D transmissions to user i in this period.
The existing agreements between user i and other users Ei = {ei,j ∈ E(G)}.
Output:
The new agreements Ei for the next decision period T .
1: X ← Ei
2: x← 1
3: while X 6= ∅ and x 6= 0 do
4: Randomly select e← ei,j ∈ X
5: w(ei,j)← bijvc − d
i
jvd
6: if w(ei,j) < 0 then
7: x = 0
8: end if
9: X ← X\e
10: end while
11: if x = 0 then
12: Ei ← Ei\e.
13: end if
conditions to converge to a pairwise stable outcome. However, this algorithm requires a user
i ∈ Ω to be aware of the distributions of access delays (i.e., parameters kj, λj , j 6= i) and
inter-contact times (i.e., parameters αi,j, τi,j , j 6= i) of other users, which may not be feasible in
practice. Also, the conditions under which this algorithm converges to a pairwise stable network
are difficult to check, due to the huge computational complexity for calculating B (e.g., the rule
supernetwork Υ contains 2
N(N−1)
2 nodes and N(N−1)
4
· 2
N(N−1)
2 edges). Therefore, we propose a
practical algorithm in Algorithm 1, in which the users collect historical data to help the decision
process. We will show in the simulation section that this practical algorithm can converge to
efficient networks in most cases.
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Algorithm 1 starts from an initial network structure G0 where opportunistic sharing agreements
exist between any two users, i.e., V (G0) = Ω, E(G0) = {ei,j|i, j ∈ Ω}, and each user periodically
breaks down the existing links that are not cost-effective so as to increase their individual payoffs.
The decision period T is assumed to cover plenty enough times of content deliveries, so that a user
can make reliable records between two consecutive decisions. Specifically, a user i ∈ Ω records
a 1 × N vector di where dij ∈ Z+ represents the cumulative number of D2D communications
from user i to user j, and a 1×N vector bi where bij ∈ Z+ represents the cumulative number of
D2D communications from user j to user i. At the end of each decision period T , user i gives
each link ei,j a weight w(ei,j) = bijvc − dijvd, which represents the utility that user j brought to
user i in this period. If w(ei,j) < 0, then link ei,j is not cost-effective to user i and it should be
removed from the network. For each period, we assume user i randomly breaks down one link
that is not cost-effective. After a certain number of periods, all the existing links in the network
will be cost-effective to both associated end users.
Note that the proposed network formation game and network formation algorithm can be
extended to multiple publish/subcribe scenarios. In such cases, the network payoff function
should weight and sum up the payoffs from different services. In the network formation process,
the users record the D2D communications of each service and jointly consider these data to
decide whether an opportunistic sharing agreement is cost-effective. Also, our methods can be
extended to data dissemination problems, in which not only the mobility pattern but also the
social impact among users should be considered in the payoff function. In such cases, the network
payoff function should involve the social impact as well as the access delays of mobile users.
VI. SIMULATIONS
In this section, we provide various simulation results to show the performance of Algorithm 1
in terms of convergence, offloading efficiency, and user payoff. Also, we compare the proposed
game-theoretical algorithm with a centralized random seeding algorithm, in which the content
provider randomly push the data to a set of seed users and then the seed users spread the
data to other users via unconditional D2D sharing. In order to specify the parameters for
simulation, we assume the parameters of the access delay, {ki}, {λi}, are independent variables
uniformly distributed in [kmin, kmax] and [λmin, λmax], respectively. As for the contact graph, we
assume each user randomly contact at most with M users, and the parameters {αi,j}, {τi,j}, are
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Fig. 3. An implementation of the proposed network formation algorithm with respect to time. The parameters are given by
N = 20, vc/vd = 4,M = 3, kmin = 2, kmax = 6, λmin = 15, λmax = 45, αmin = 1, αmax = 3, τmin = 10, τmax = 15.
independent variables uniformly distributed in [αmin, αmax] and [τmin, τmax], respectively.
A. Convergency
In Fig. 3, we show an implementation of the proposed network formation algorithm in the
time line, where there are N = 20 users and each user contacts with at most M = 3 users. In
Fig. 3(a), we show the network connectivity by the number of links. In Fig. 3(b), we show the
percentage of cellular traffic compared with the scenario without opportunistic offloading. As we
see, the network connectivity drops quickly as the users remove their unwanted links during time
periods t = 1 to t = 70, and then when t > 70, the users maintain the cost-effective links and
the network becomes stable. The changes in network connectivity highly influence the cellular
traffic. As we see in Fig. 3(b), the cellular traffic first increases as the users break down unwanted
links, and then become steady as the users converge to a stable network structure where every
link is cost-effective to both ends. The fluctuation in Fig. 3(b) is due to the statistic characteristics
of each implementation in each time period. Note that due to the randomness of the proposed
network formation algorithm, the users may converge to different network structures even for
the same implementation.
In Fig. 4, we show the distribution of convergence time of the proposed network formation
algorithm with different user numbers N = 10, 20, 30 and different cost ratios vc/vd = 4. In
Fig. 4(a), we see that, as the network scale increases, the users require more time to converge
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Fig. 4. Probability mass function of convergence time of the proposed network formation algorithm. The parameters are given
by M = 3, kmin = 2, kmax = 6, λmin = 15, λmax = 45, αmin = 1, αmax = 3, τmin = 10, τmax = 15.
to a stable network, and the convergence time disperses in a larger range. Note that practical
users tend to be organized by multiple small groups rather a large low-connected graph [25],
[26]. Thus, the proposed algorithm can be applied to large-scale networks, and the convergence
time is decided by the largest group in the network. In Fig. 4(b), we see that, as the cost ratio
increases, which implies that the cost of D2D transmissions relatively decreases, the users are
more willing to maintain sharing agreements with other users, and thus, the convergence time
decreases and concentrates on a smaller range.
B. Efficiency
In Fig. 5, we show the percentage of cellular traffic with respect to the number of users N for
both the proposed network formation algorithm and the referential random seeding algorithm.
As we can see, the proposed algorithm offloads 43% cellular traffic when vc/vd = 4, and 52%
cellular traffic when vc/vd = 6, while the random seeding algorithm offloads 61% cellular traffic.
The gap between these two algorithms measures how the network efficiency degrades due to the
selfish behavior of the mobile users (i.e., breaking down non-profitable links), which is often
referred to as the price of anarchy in game theory [27]. Therefore, the selfishness of mobile
users can cost a high performance loss in practical scenarios, and the loss is highly influenced
by the cost ratio vc/vd.
For the random seeding algorithm, we see that its performance highly depends on the number
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Fig. 5. Efficiency of the proposed network formation algorithm and referential random seeding method with respect to the
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of seed users, as in Fig. 5. For any number of users N , there exists an optimal number of seed
users. If the seed users exceed the optimal number, some seed users that may have the chance
to be delivered via D2D transmissions, have to download the content via cellular transmissions,
which unnecessarily increases the cellular traffic. If the seed users are below the optimal number,
some of the non-seed users will not be able to receive the content via D2D transmissions before
their access delays, and thus, they have to download the content from the base station and
increase the cellular traffic. The envelope of all the random seeding curves provides the optimal
performance of random seeding algorithm. As we see, when the network scale becomes extremely
large, all the curves converge to the case where there is no seed users, since the seed number is
negligible compared with the entire network. Note that even when the seed number is zero, the
users still get the content after their access delay. Thus, D2D transmissions still exist among the
users with different access delays and the network can still offload cellular traffic.
For the proposed network formation algorithm, we see that its performance highly depends
on the cost ratio vc/vd, as in Fig. 5. For any cost ratio vc/vd, we can see that its cellular traffic
decreases as the number of users N increases, which implies that the offloading efficiency
increases with the network scale. When N is small, the network is relatively highly connected,
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and the selfish behavior of the users with short access delay, i.e., removing the non-profitable
links, may influence a large population. When N is large, the network is relatively sparse, and
the influence of those selfish behaviors are restricted to a smaller population. Therefore, the
performance of the proposed algorithm improves as the number of uses N increases. When N is
extremely large, the network is extremely sparse where the selfish behaviors only influence the
neighbor users. Since the neighbors of each user is a fixed number M , the network performance
converges when N is extremely large.
In Fig. 6, we show the percentage of cellular traffic with respect to τavg = (τmin+τmax)/2 for
both the proposed network formation algorithm and the referential random seeding algorithm.
Here, τavg represents the average value of the minimum inter-contact time. As we see, the
percentage of cellular traffics increases linearly with τavg for both algorithms. This figure indicates
that for both the proposed algorithm and the random seeding algorithm, the network efficiency
will degrade gradually as the user mobility decreases. Also, we see that the gap between these
two algorithms decreases as τavg increases, which implies that the price of anarchy becomes
smaller as the users have higher mobility.
In Fig. 7, we show the percentage of cellular traffic with respect to λavg = (λmin+λmax)/2 for
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both the proposed network formation algorithm and the referential random seeding algorithm.
Here, λavg represents the rough expected value of the user’s access delay. As we see, the
percentage of cellular traffics decreases linearly with λavg for both algorithms. This figure
indicates that for both the proposed algorithm and the random seeding algorithm, the network
efficiency will improve gradually as the users tolerate larger delays. Also, we see that the gap
between these two algorithms decreases as λavg increases, which implies that the price of anarchy
becomes smaller as the users can tolerate larger delays.
C. User Payoff
In Fig. 8, we show the distribution of user payoff for both the proposed network formation
algorithm and the referential random seeding algorithm. In Fig. 8(a), we see that the random
seeding algorithm may lead to negative payoffs. While in Fig. 8(b), we see that the proposed
network formation algorithm can guarantee that all users have a non-negative payoff, since only
cost-effective links are maintained in the network formation process. Note that a large portion of
users in the network formation algorithm do not have any sharing agreements with other users,
and thus, receives a zero payoff. Also, there still exists a very small portion of negative payoffs
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Fig. 8. The average payoff distribution of both the proposed network formation algorithm and the referential random seeding
algorithm. The parameters are given by N = 20, vc/vd = 4,M = 3, kmin = 2, kmax = 6, λmin = 15, λmax = 45, αmin =
1, αmax = 3, τmin = 10, τmax = 15.
in Fig. 8(b), and it is due to the statistic characteristics of each implementation.
VII. CONCLUSIONS
In this paper, we have studied the social data offloading of selfish users, for which we have
proposed a network formation game to capture the characteristics of selfish behaviors, and a
data-based network formation algorithm to guarantee positive payoffs of each user. Our analysis
have shown that the users can be guaranteed to converge to a pairwise stable network under
some conditions. And simulation results have shown that the performance of such pairwise stable
networks can be highly degraded, compared with the ideal scenarios of selfishless users. The
performance gap between selfish users and selfishless users becomes smaller as the cost ratio of
cellular and D2D transmissions increases, as the users have higher mobility, or as the users can
tolerate larger delays.
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