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Abstract
This paper presents a method for the optimization of multi-component structures comprised of two and
three materials considering large motion sliding contact and separation along interfaces. The structural
geometry is defined by an explicit level set method, which allows for both shape and topology changes. The
mechanical model assumes finite strains, a nonlinear elastic material behavior, and a quasi-static response.
Identification of overlapping surface position is handled by a coupled parametric representation of contact
surfaces. A stabilized Lagrange method and an active set strategy are used to model frictionless contact and
separation. The mechanical model is discretized by the extended finite element method which maintains
a clear definition of geometry. Face-oriented ghost penalization and dynamic relaxation are implemented
to improve the stability of the physical response prediction. A nonlinear programming scheme is used to
solve the optimization problem, which is regularized by introducing a perimeter penalty into the objective
function. Sensitivities are determined by the adjoint method. The main characteristics of the proposed
method are studied by numerical examples in two dimensions. The numerical results demonstrate improved
design performance when compared to models optimized with a small strain assumption. Additionally,
examples with load path dependent objectives display non-intuitive designs.
1 Introduction
Sliding contact phenomena between deformable structures play a crucial role in the functionality of many
mechanical systems in commercial and industrial applications. Whether the desired functionality is to re-
direct motion, provide a mechanical advantage, improve traction, or regulate stored energy, the performance
of such systems is highly sensitive to interface geometry. Computational design optimization is well suited
for these types of problems, as ideal design solutions can be non-intuitive. This paper provides a shape and
topology optimization method for problems involving large sliding, large deformation, frictionless contact
and separation in two dimensions. While interfacial adhesion and friction are ignored in this study, the
proposed framework allows for the inclusion of additional contact phenomena.
Design optimization methods for contact related problems can be categorized by the type of geometry
changes allowed during optimization. Figure 1 illustrates an initial design configuration comprised of two
components in contact at the material interface, Γic, and four distinct options for geometry control. The
shape of the external geometry excluding the interface can be altered (Fig. 1a), the shape of the interface
geometry can be optimized (Fig. 1b), the design topology excluding the interface geometry can be varied
(Fig. 1c), and the topology of the design including the interface geometry can be manipulated (Fig. 1d).
While the proposed framework is flexible to use any of these geometry control options, this work studies
option (d) for two-phase problems, and a combination of options (b) and (c) for three-phase problems.
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Figure 1: Classifications of geometry control in contact optimization problems; Γic and Γ
f
c represent the
initial and final contact interface geometry, respectively.
In finite strain contact mechanics, the kinematic and constitutive nonlinearities which describe equilibrium
are typically smooth and differentiable, whereas the interface conditions for contact and separation introduce
a sharp discontinuity. Contact forces only act to prevent the interpenetration of bodies but vanish if the
bodies separate. In addition to this sharp discontinuity, contact forces depend on surface orientation. For
problems exhibiting large relative motion between components, coincident surface location is deformation
dependent, complicating the solution of the physical response and evaluation of design sensitivities. These
complexities pose interesting challenges for shape and topology optimization.
The optimization of contact related problems has received much interest within the engineering community.
A wealth of literature exists for unilateral contact optimization problems; for review of advances prior to
the turn of the century, the reader is referred to [1]. In more recent studies, shape optimization excluding
contact surface geometry (Fig. 1a) has been achieved using adaptive mesh refinement techniques for small
strain [2] and large strain problems [3]. While conformal meshing retains a sharp definition of the material
interface, geometry updates afforded by mesh refinement are computationally expensive and are known to
cause sensitivity inconsistencies due to changing discretization [4].
Departing from conformal mesh optimization methods, density methods, such as the Solid Isotropic Material
with Penalization (SIMP) method, have become a popular alternative approach. Originally developed by
[5] and [6] for structural topology optimization, the SIMP method describes the geometry as a material
distribution within the design domain. A fictitious porous material with density, ρ, is introduced to allow a
continuous transition between two or more material phases. For more information on density methods and
recent developments, the reader is referred to [7], [8], and [9]. The continuous density distribution within the
design domain effectively smears the interface geometry, complicating the evaluation of design dependent
surface loads. A common approach to circumvent this issue is to convert surface loads into volumetric body
forces; see for example [10], [11], and [12]. However, this method does not explicitly define the interface
geometry and is ill-suited for modeling contact behavior. A second approach introduced by [13] is to apply
surface loads by estimating the boundary via iso-volumetric density curves. This technique introduces
approximation errors in interface position and orientation, degrading the reliability of the physical response
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prediction. A third approach, which has proven successful in the topology optimization of contact problems,
is to provide an interface conforming mesh and optimize the surrounding material distribution. Analogous
to Figure 1d, topology changes have been afforded through density methods in small strain [14, 15] and
large strain [16], excluding the contact surface from geometry control. This, however, severely restricts the
optimal design solution space, as the functionality is often strongly correlated to the interface geometry.
Level set methods (LSM) provide a promising alternative approach to density methods as they retain a clear
definition of the interface geometry. The interface is defined explicitly as the iso-contour of the Level Set
Function (LSF) φ at a particular value, commonly φ = 0. For a review of recent developments of LSMs, the
reader is referred to [17]. The interface geometry is represented in the discretized mechanical model either
via a body fitted mesh, an Ersatz material approach, or immersed boundary techniques. The optimization of
unilateral contact surface geometries (similar to Fig. 1b) have been achieved with LSM for small strain theory
problems; see for example [18]. Topology optimization including the material interface geometry has been
achieved in a few small strain theory studies, namely for frictionless two-phase problems [19] and cohesive
interface phenomena of multi-phase problems [20]. These two studies analyzed two dimensional problems
and are comparable to option (d) and a combination of options (c) and (d) from Figure 1, respectively.
Previous studies of optimization in which the contact interface is altered rely on either small strain kinematics
or unilateral contact to reduce the complexity of sliding contact behavior. In this paper we expand the
methods presented in [19] to the shape and topology optimization of bilateral contact problems with finite
strain kinematics and large sliding contact. This marks a significant extension to the limits of accurate
physical response prediction, which in turn grants access to a much broader scope of engineering problems.
The proposed method allows altering both shape and topology of the contact interface. While geometric
features can merge, no phase can be nucleated within volumes occupied by another phase. We use an explicit
level set method to describe the interface geometry between two distinct material phases. In contrast to
advancing the LSF by the Hamilton-Jacobi equation, explicit LSMs treat the parameters of the discretized
LSF as explicit functions of the optimization variables [17]. This allows solving the resulting optimization
problem by standard nonlinear programming algorithms.
We adopt an immersed boundary technique, specifically the eXtended Finite Element Method (XFEM), for
predicting the mechanical response. The reader is referred to [21] and [22] for an introduction and general
overview of the XFEM. Modeling contact problems with the XFEM has shown great promise considering
both friction and sliding contact. Assuming infinitesimal strains, sliding contact behavior has been modeled
with the XFEM using penalty methods [23, 24], Lagrange multiplier methods [25, 26, 27], and mortar
methods [28]. Additionally, the XFEM has been leveraged to analyze problems in which relative sliding is
significant. Large sliding bilateral contact behavior was considered using an augmented Lagrange method
and surface-to-surface (STS) integration in small strain [29] and hybrid elements in large strain theory [30].
In large strain theory, penalty methods have proven successful for unilateral contact problems [31] and
bilateral contact problems with node-to-surface (NTS) integration [32]. In this study we adopt a large strain
theory stabilized Lagrange multiplier method similar to the approach of [30]. However, instead of using
hybrid elements, contact equilibrium is enforced weakly through STS integration at the immersed boundary.
The remainder of this paper is organized as follows: in Section 2, we outline the formulation of the optimiza-
tion problems considered in this study. In Section 3, we discuss the geometry model to describe the phase
boundaries. In Section 4, the mechanical model of the contact problem is described. The XFEM formulation
is summarized in Section 5. Numerical implementation considerations are discussed in Section 6. In Section
7, we study the main characteristics of the proposed LSM-XFEM method with numerical examples. Insight
gained from the numerical studies and areas for future research are summarized in Section 8.
2 Optimization Problem
In this study we consider the interactions between two solid phases, A and B, with sliding, separable contact
at the phase boundaries. For select optimization problems, a void phase, V, is introduced within solid phase
B. The optimization problems presented in this paper can be illustrated by the representative configurations
provided in Figure 2. The design domain ΩD is composed by three non-overlapping subdomains, Ω
A, ΩB ,
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Figure 2: Representative configurations of optimization problems pertinent to this study.
and ΩV such that ΩD = Ω
A ∪ΩB ∪ΩV . The contact interface ΓC resides between the two solid phases such
that ΓC = Ω
A ∩ ΩB . The boundary between phase B and the void phase is denoted by Γv = ΩB ∩ ΩV . To
reduce interface complexities, such as triple junctions, the void subdomain, ΩV , resides within ΩB such that
ΩV ∩ ΩA = 0. The approach for restricting the void phase to reside within phase B is discussed in Section
3.
While the proposed optimization method is applicable to a broad range of problems, we focus in this paper on
two representative types of problems depicted in Figure 2 and studied in Section 7. The examples presented
in Sections 7.3 and 7.4 are analogous to Figure 2(a), wherein the displacements in phase B are prescribed
along the boundary ΓBU and displacement controlled loading is applied at the boundary Γ
A
U . We seek to
minimize an objective function related to the reaction load at ΓBU . The examples presented in Section 7.5
are analogous to Figure 2(b), wherein the displacements in phase A are prescribed along the boundary ΓAU
and displacement controlled loading is applied within a subset of the domain occupied by phase B, ΩBU .
For problems considered here, the objective is to minimize some function related to the reaction load at
boundary ΓAU .
The design problems of interest are defined by the following nonlinear program:
min
s
q (s) ,
s.t.
V B(s)
V B(s) + V A(s)
− cv ≤ 0
s ∈ S = {RNs |smin ≤ si ≤ smax, i = 1....Ns} ,
(1)
where q denotes the scalar objective, s is the vector of optimization variables, and the number of optimization
variables is Ns; the lower and upper bounds on the optimization variables are denoted by smin and smax,
respectively. For the scope of optimization problems studied in this paper, the objective function, q, is
defined as:
q (s) = cu
z (s, uˆ(s))
z0
+ cp
P (s)
P0
(2)
where z denotes the contribution of the mechanical response to the objective, cu is the associated weighting
factor. To discourage the emergence of small geometric features, we introduce a perimeter penalty term, P ,
into the formulation of the objective function. The perimeter measure is the interface area of Γc and Γv,
and is computed as follows:
P =
∫
Γc∪Γv
dΓ. (3)
The mechanical response contribution and the perimeter measure penalty are normalized by the initial
measures, z0 and P0, respectively. While a perimeter penalty does not explicitly control the local shape
and the feature size, it has been reported effective in regularizing structural optimization problems [17].
In addition, for specific problems we constrain the ratio of volumes occupied by either solid, V A and V B ,
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to exclude trivial solutions. To provide control over the weighting of both the perimeter penalty and the
volume inequality constraint, cp is the weight of the perimeter penalty, and cv controls the desired volume
ratio between the two solids. While the proposed optimization framework allows considering other objectives
and constraints, such as strain energy, displacement and stress measures, we found that the formulations of
the optimization problem used here are well suited to illustrate the influence of the interface condition on
the optimized design.
The dependency of the objective function and constraints on the optimization variables, s, are defined by
the framework described in Section 3. Note that the objective also depends on the structural response:
z(s, uˆ), where uˆ denotes the vector of discretized state variables that are considered dependent variables of
s, i.e. uˆ(s). The discretized state equations are described in Section 4. The optimization problem is solved by
a nonlinear programming (NLP) method, and the design sensitivities are calculated by the adjoint method.
3 Geometry Model
3.1 Two-Phase Problems
The material layout of a two-phase problem is described by a LSF, φ(s,X), as follows:
φ(s,X) < 0, ∀ X ∈ ΩA ,
φ(s,X) > 0, ∀ X ∈ ΩB ,
φ(s,X) = 0, ∀ X ∈ Γc ,
(4)
where X is the vector of spatial coordinates. Instead of updating the LSF by the solution of the Hamilton-
Jacobi equation, as proposed by [33] and [34], in this work the parameters of the discretized LSF are defined
as explicit functions of the optimization variables.
For two-phase problems we follow the approach of [35] and discretize the design domain by finite elements
and associate one optimization variable with each node, i.e. Ns = Nn, where Nn is the number of nodes.
The level set value at the ith node is defined by the following linear filter:
φi =
Nn∑
j=1
wij
−1 Nn∑
j=1
wijsj , (5)
with
wij = max (0, (rf − |Xi −Xj |)) , (6)
where rf is the filter radius, and Xj the position of the j
th node. The level set filter (5) widens the zone of
influence of the optimization variables on the LSF and thus enhances the convergence of the optimization
process [35].
3.2 Three-Phase Problems
A popular approach to defining the spatial distribution of multiple materials with the LSM is through the
superposition of multiple LSFs. Originally developed for digital image processing [36], this method describes
the layout of 2m materials with m LSFs. The individual phases are defined by the set of signs of the LSFs;
the interfaces are described by one of the LSFs being zero. Also known as the ‘color’ level sets method, this
method has been reported useful in several multi-phase optimization studies [37, 38, 39].
In this study we take a similar approach by using two LSFs to distinguish three material phases; however,
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we limit the spatial arrangement of these phases as follows:
φ1(s,X) < 0, ∀ X ∈ ΩA,
φ1(s,X) > 0, φ2(s,X) > 0, ∀ X ∈ ΩB ,
φ1(s,X) > 0, φ2(s,X) < 0, ∀ X ∈ ΩV ,
φ1(s,X) = 0, ∀ X ∈ Γc,
φ2(s,X) = 0, ∀ X ∈ Γv.
(7)
This conditional treatment of the LSFs admits the definition of a third phase; however, ΩV is restricted
to reside within phase B through (7). For this work, the LSFs φ1 and φ2 are parameterized to describe a
set of geometric primitives, such as circles or rectangles. The optimization variables define the location and
the dimensions of the primitives. To avoid the emergence of triple junctions where φ1 = φ2 = 0, the limits
smin and smax are carefully selected to ensure the geometric primitives in φ
1 do not intersect the geometric
primitives in φ2. This approach is used in two examples presented in Section 7.
4 Physics Model
Static equilibrium of phases ΩA and ΩB within the design domain is satisfied by the balance of linear
momentum referred to the reference configuration Ωp0 for p = A,B:
∇ · (Fp Sp) + bp0 = 0 in Ωp0 , (8)
subject to the Dirichlet boundary conditions:
up = Up on ΓpU , (9)
where up is the displacement vector, Fp is the deformation gradient tensor, Sp is the second Piola-Kirchhoff
stress tensor, bp0 is the reference configuration body force vector, and U
p is the vector of prescribed dis-
placements at the boundary ΓpU . We assume a hyper-elastic neo-Hookean material behavior and a nonlinear
kinematic relationship:
Sp = λp ln (detFp) Cp−1 + µp
(
I−Cp−1
)
, (10)
with
Cp = FpT Fp, Fp =
∂xp
∂Xp
, xp = up +Xp, (11)
where λp and µp represent the material Lame´ parameters, Cp is the right Cauchy-Green tensor, I is the
identity matrix, xp is the current position, and Xp is the reference position of phase p = A,B.
In the presence of large relative motion between surfaces, the dependence of coincident location along the
interface on the displacements of either body needs to be accounted for. To this end, the surfaces of
both structural phases are mapped to parametric space. This parametrization simplifies the definition of
coincident surface location by describing surface position Xp and subsequently the displacements up in a
reduced dimensional space. The surfaces of phase A and B are parameterized by some functions fA and fB
of the surface parameters α and β respectively, as illustrated in Figure 3. The set of parametric functions,
fA and fB , used in this paper are directly related to the method of discretization, and are detailed in Section
5.
To provide a continuous representation of coincident surface position, both surface parametrization schemes
are coupled through the following relationship:
XA (α) + uA
(
XA (α)
)
+ gnn
A
(
XA,uA
)−XB (β)− uB (XB (β)) = 0 , (12)
where gn is the magnitude of the gap between both surfaces in the direction of the deformed configuration
surface normal nA; see Figure 3. Utilizing a master-slave approach, surface position β and the scalar normal
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Figure 3: Parametric representation of surfaces belonging to materials A and B.
gap gn are defined through (12) for any given surface position α. Qualitatively, this expression states that
for any given position along surface xA in the current configuration, the coincident position along surface
xB can be found by a projection in the direction of the deformed surface normal, nA.
Along either surface in the reference configuration, the following non-penetration conditions apply:
gp0 λ
p
0 = 0, g
p
0 ≥ 0, λp0 ≤ 0, (13)
with
λp0 = (n
p
0)
T
Sp np0, (14)
gp0 = g
njp, (15)
jp = det (Fp) ‖Fp−Tnp0‖, (16)
where the gp0 is the normal gap between the bodies pulled back to the reference configuration of material p,
gn is the normal gap between bodies in the deformed configuration, and λp0 is the surface traction in normal
direction in the reference configuration. The Jacobian of the surface area, jp, is derived from Nanson’s
formula, as outlined in [40]. As the bodies cannot interpenetrate, the gap must be greater than or equal
to zero. The surface traction is negative when bodies are in contact, but vanishes as they separate. Thus,
λp0 serves as the Lagrange multiplier of the non-penetration condition. Considering that in the deformed
configuration the surface pressures are identical,
λB = λA and thus λ
B
0 j
B−1 = λA0 j
A−1, (17)
we express the surface pressure with just λA0 , residing within the master reference configuration, Γ
A
c,0. In
particular, ΓAc,0 is the undeformed contact surface of phase A. To simplify notation, we drop the superscript
and define the Lagrange multiplier as λ0 ≡ λA0 . Provided that in three-phase problems we do not allow
the void material interface to directly connect to the contact interface Γc , i.e. φ
1 = φ2 = 0, both material
surfaces are coincident in the reference configuration and the initial gap, gn, is zero.
The XFEM discretization of the contact problem is based upon the following stabilized weak form of the
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governing equations:
∑
p=A,B
∫
Ωp0
F(νp) : (FpSp) dΩ−
∑
p=A,B
∫
Ωp0
νp · bp0 dΩ
−
∑
p=A,B
∫
ΓpN,0
νp ·Tp0 dΓ−
∫
ΓAc,0
δgA0 λ0 dΓ + r
G = 0 , (18)
where νp is an admissible test function, Tp0 is a prescribed traction at the external boundary Γ
p
N,0, δg
A
0 is the
variation of the normal gap pulled back to the undeformed surface of phase A, and rG is a stabilization term
discussed in Section 6.2. Similar to the augmented Lagrange formulation presented by [40], the Lagrange
multiplier is governed by the following constraint equation:∫
ΓAc,0
µ
(
λ0 − λ˜0 − γ gA0
)
dΓ = 0, (19)
with
λ˜0 = κ
AnA0
T
SAnA0 + κ
BnB0
T
SBnB0 j
B−1jA (20)
where µ is a test function for the non-penetration condition, λ˜0 is a weighted average of the surface traction in
the normal direction and κp are weighting factors such that κA+κB = 1. In our experience, the penalty factor
γ discourages penetration during the early stages of convergence, but becomes insignificant as equilibrium
is achieved. The formulations for κp and γ are related to discretization, and are provided in Section 5. The
constraint equation (19) and contact contributions to the weak form of the equilibrium equations (18) are
integrated over ΓAc,0, and an active set strategy is used to handle the inequality constraint regarding surface
separation.
5 XFEM Discretization
The XFEM provides an elegant approach to discretize the weak form of partial differential equations where
the geometry is described by a LSF. The space of the test and trial functions are augmented by enrichment
functions to capture weak and strong discontinuities within elements intersected by the zero level set iso-
contour. For the problems considered in this paper, the displacement field is discontinuous across the
contact interface Γc. Therefore, a Heaviside enrichment is exclusively used in this work. We approximate
the displacements ui(X) for two phase problems as follows:
ui(X) =
M∑
m=1
(
H(−φ(X))
Ne∑
k
Nk(X) δ
A,k
mq u
A,m
i,k + H(φ(X))
Ne∑
k
Nk(X) δ
B,k
mp u
B,m
i,k
)
, (21)
with H being the Heaviside function:
H(φ) =
{
1 if φ > 0,
0 if φ ≤ 0. (22)
The number of enrichment levels is denoted by M , Ne is the number of nodes in the element, Ni(X)
are the shape functions, up,mi,k is the degree of freedom of enrichment level m at node k interpolating the
displacement ui in phase p. The Heaviside function turns on/off two sets of shape functions associated
with the phases A and B. For each phase, multiple enrichment levels, i.e. sets of shape functions, might be
necessary to interpolate the displacements in multiple, physically disconnected regions without introducing
spurious coupling and load transfer between disconnected regions of the same phase. The Kronecker delta δp,kmq
selects the active enrichment level q for node k such that the displacements at a point X are interpolated
by only one set of degrees of freedom defined at node k, satisfying the partition of unity principle. For
further description see [41], [42], and [43]. In elements not intersected by the zero level set iso-contour, the
displacement field is approximated by a standard finite element interpolation. The enrichment level for these
elements is chosen to maintain a continuous displacement field across element boundaries.
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Figure 4: Element immersed surface parametrization in the undeformed (a)
and current (b) configuration.
For three-phase problems, we approximate the displacements ui(X) in phases A and B as:
ui(X) =
M∑
m=1
(
H(−φ1(X))
Ne∑
k
Nk(X) δ
A,k
mq u
A,m
i,k + H(φ
2(X))H(φ1(X))
Ne∑
k
Nk(X) δ
B,k
mp u
B,m
i,k
)
. (23)
The Heaviside function applied to the LSF φ2 serves to turn off the approximation in the void phase. Aside
from this deviation, the displacement field is approximated in the same manner as for two phase problems.
For both two and three phase problems, the intersected elements in phases A and B are triangulated for
integration purposes.
6 Numerical Implementation
6.1 Contact Equilibrium Contributions
The XFEM retains a piece-wise continuous definition of the interface geometry subject to the chosen method
of LSF interpolation. For STS integration of the contact contributions to the equilibrium equation (18),
coincident locations at the contact interface must be identified as illustrated in Figure 4. Locations cp1 and
cp2 correspond to the interface boundaries for a particular element of phase p, while αˆ1 and αˆ2 are the limits
of integration for this particular element pair. Provided that the coincident surface location is governed by
(12), element integration limits are deformation dependent. To recover a fully consistent tangent stiffness,
which is essential to the accuracy of the adjoint sensitivity analysis, these integration limit dependencies on
the solution must be accounted for.
If the integration limit coincides with the element boundary of phase A, i.e. xA (αˆi) = c
A
i , it is solution
independent. However, if the integration limit αˆi does not coincide with the elemental boundary c
A
i , as is
the case for αˆ1 in Figure 4, its position depends on the projection of c
B
1 onto the phase A surface in the
deformed configuration. The integration limit αˆ1 and its dependencies on the displacement field are defined
through (12).
In this paper, the zero level set iso-contour is interpolated linearly within an intersected element and the
position of a point on the intersection is parameterized by:
Xp (ξ) = (1− ξ) cp1 + ξcp2 , (24)
where the local coordinate ξ corresponds to either α or β for phase A or B respectively. The test and trial
functions for the normal surface traction, µ and λ0, are piecewise linear for each STS element pair, but not
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necessarily continuous across element boundaries. Thus, the associated degree of freedom can be computed
for each STS element pair and condensed from the global system of equations.
Following the work of [44], the weighting factors κp for computing the average normal traction in (20) depend
on the elemental intersection configuration as follows:
κA =
|Ω|A/EA
|Ω|A/EA + |Ω|B/EB ,
κB =
|Ω|B/EB
|Ω|A/EA + |Ω|B/EB ,
(25)
where |Ω|p denotes the elemental volume occupied by phase p = A,B and Ep is the Young’s modulus of
phase p = A,B. The penalty factor in (19) depends on the element size h and is set to:
γ =
EA + EB
h
. (26)
6.2 Stabilization
During the design optimization process, the interface of the embedded geometry may produce intersection
configurations where certain degrees of freedom interpolate to very small subdomains. This causes an ill-
conditioning of the mechanical model system, which may impede the convergence of the nonlinear problem.
In the context of contact problems, the vanishing zone of influence of a particular degree-of-freedom may
also result in artificially high stress approximations in localized regions near the interface, leading to the
erroneous evaluation of the contact pressure. To mitigate ill-conditioning of the system and poor structural
response prediction at the interface, we apply a face-oriented ghost-penalty formulation. Similar to the
stabilization method for diffusion problems presented by [45], we penalize the jump in stress across element
borders, and define the stabilization term rG in (18) as:
rG =
∑
p=A,B
∫
Γ0e
γG
s
∂νp
∂X
{
n0e JSpKn0edΓ, (27)
where Γ0e is the reference configuration boundary of intersected elements, γ
G is a penalty parameter, ν is an
admissible test function, n0e is the reference configuration surface normal of the element boundary, and the
jump operator, JζK = ζ|Ω1e − ζ|Ω2e , (28)
computes the difference of a particular quantity across the facet between two adjacent elements, Ω1e and Ω
2
e.
The penalty parameter, γG, is defined as:
γG =  h (29)
where  is a problem-specific scaling factor and h is the element side length. The jump in stress is penalized
across the entire element border, irrespective of where the interface intersects it. Face-oriented ghost pe-
nalization has been reported as being beneficial to various fluid flow related problems, including fluid-solid
interactions [46], high Reynolds number flows [47], and incompressible flows [48].
6.3 Dynamic Relaxation
Contact problems often experience moments of neutral equilibrium, and can exhibit snap-through behavior.
In this work the discretized mechanical model is solved using a Newton-Raphson iterative procedure, which
may suffer from convergence difficulties in such scenarios. To mitigate these issues, we use a Levenberg-
Marquardt [49] type method for dynamic relaxation. Initially developed to solve non-linear least square
problems, this algorithm has also been reported useful in reducing analysis instabilities caused by element
distortion in compliant mechanism optimization problems [50]. We adopt a similar approach by modifying
the tangent stiffness matrix:
J˜ = J+ β diag (J) , (30)
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where J is the original tangent stiffness matrix, β is the damping parameter, and J˜ is the modified tangent
stiffness matrix. The damping parameter is given an initial value, and adaptively increased or decreased
by a factor of 10 depending on whether the satisfaction of equilibrium improves or deteriorates throughout
the iterative solution procedure. The initial value of the damping parameter is β = 0.01 for the problems
presented in this paper.
7 Numerical Examples
To demonstrate the accuracy of the proposed framework, we first verify both the physical response prediction
and adjoint method. Subsequently, a comparative study explores optimal design improvements for large
strain theory over small strain theory. Finally, problems with objectives that characterize the structural
response during a quasi-static loading process illustrate the main characteristics of the proposed framework.
For all examples, we assume plane strain conditions and a quasi-static response. Finite strain kinematics and
large sliding contact are used unless specified otherwise. The mechanical model is discretized with bilinear
Quad-4 elements using the framework described in Section 5. The nonlinear contact problems are solved by
Newton’s method with dynamic relaxation, using an active set strategy for the contact conditions. A drop
of the residual of 10−6 relative to the initial residual is required, unless stated otherwise. Loads are applied
incrementally, and a direct solver is used for the linearized sub-problems.
The parameter optimization problems are solved by the Globally Convergent Method of Moving Asymptotes
(GCMMA) of [51]. The parameters for the initial, lower, and upper asymptote adaptation are set to 0.5,
0.7, and 1.2, respectively. The relative step size, ∆s, is given with each example. The design sensitivities are
computed with the adjoint method. The reader is referred to [52], [53] and [54] for an in depth discussion
of sensitivity analysis for contact problems. In this work, the partial derivatives of the state equations
and objective function with respect to the state variables are evaluated using analytically differentiated
formulations. The partial derivatives of the objective, constraints, and element residuals with respect to the
optimization variables are calculated by a finite difference scheme, which is computationally inexpensive as
only intersected elements need to be considered.
7.1 Mechanical Model Verification
To verify the accuracy of the XFEM mechanical model, a benchmark example is studied and compared to
results produced by Abaqus R© using a conformal mesh. We consider a square domain which is composed of
two non-overlapping subdomains ΩA and ΩB ; see Figure 5. The contact interface Γc = Ω
A ∩ ΩB is defined
by an arc of radius r. The volumes occupied by either phase, ΩA and ΩB , are modeled by neo-Hookean
materials of the same properties. Displacements at the top edge of ΩA are prescribed and incrementally
Figure 5: Large strain, frictionless contact bench-
mark setup.
Table 1: Benchmark mechanical model parameters.
Description Parameter
domain length L = 1.0 m
interface radius r = 1.2 m
Young’s modulus EA = 10 MPa
Young’s modulus EB = 10 MPa
Poisson’s ratio νA = 0.3
Poisson’s ratio νB = 0.3
applied displacement UAx = 0.5 m
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Figure 6: Total surface force as a function of applied dis-
placement.
Figure 7: Integrated L2 error with mesh re-
finement.
increased in 50 load steps to a maximum value of UAx = 0.5 and U
A
y = 0.0. The bottom edge of ΩB is fixed.
Dimensions and material properties for the model are presented in Table 1.
To examine the convergence behavior of the mechanical model, the problem is analyzed for four different
mesh sizes: Mesh 1 consists of 5 × 5 elements, Mesh 2 contains 11 × 11 elements, Mesh 3 has 21 × 21
elements, and Mesh 4 consists of 51 × 51 elements. The coupled parametric representation of coincident
surface location facilitates a quadratic convergence, requiring on average 6 Newton iterations to converge to
a tolerance criterion of 1× 10−9. Surface contact forces and normal penetration errors are extracted at the
interface. Figure 6 demonstrates the total contact force convergence with mesh refinement.
Additionally, Figure 7 illustrates the integrated penetration L2 error for each mesh used. The L2 error is
determined as follows:
L2 error =
√∫
λ0<0
∫
Γc
g2n dΓdt∫
Γc
dΓ
, (31)
where t is a pseudo-time which describes the loading process, and gn is the normal gap between surfaces
in contact. The normal gap, gn, is only integrated across contact element pairs when they are in an active
state of contact, i.e. λ0 < 0. The curved interface is described by a linearly interpolated LSF. This approach
leads to a segmented interface that may yield poor response predictions at low levels of mesh discretization.
As the mesh is refined, the force profile converges; see Figure 6. Considering the non-penetration condition
is enforced weakly at the interface, surface penetration error diminishes with mesh refinement; see Figure 7.
For verification purposes, this benchmark problem is modeled in Abaqus R© using a body-fitted mesh with
50×50 Quad-4 plane strain elements. Interface conditions in Abaqus R© are enforced using a surface-to-
surface, frictionless augmented Lagrange formulation. All material parameters and model dimensions are
kept consistent with Figure 5 and Table 1. The stress prediction of our XFEM model is compared to the
Abaqus R© results in Figure 8. Furthermore, the results for the total contact force as a function of the
applied displacements are shown in Figure 9. The relative difference between the XFEM and Abaqus R© force
predictions, integrated over the loading process, is 6.5× 10−4.
7.2 Sensitivity Analysis Verification
To verify the accuracy of the design sensitivities evaluated by the adjoint method for problems involving large
sliding contact, we consider the optimization problem illustrated in Figure 10. The square design domain of
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Figure 8: Comparison of von Mises stress for (a) Abaqus R© and (b) current implementation.
Figure 9: Comparison of total contact force as a function of applied displacement.
length L is held in place by a circular inclusion of radius r1, fixed within radius r2. In addition, the left hand
edge of the design domain is constrained in the y-direction. An external traction TA is distributed along the
right hand edge and applied in two load steps. Frictionless contact is modeled at the material interface. The
converge criterion for solving the nonlinear systems in each load step by Newton’s method is set to 1×10−9.
The XFEM model is discretized with 20×20 elements. The model parameters are listed in Table 2.
The objective function is defined as:
z = 1× 104 (ux (p)− 2.7731× 10−2)2 . (32)
The design variable, s, defines radius of the circular inclusion, i.e. r1 = s. The inclusion is described by the
following LSF:
φ = r1 −
√
(x− 0.5)2 + (y − 0.5)2. (33)
To evaluate the behavior of the objective function with respect to the design variable, the inclusion radius is
swept from 0.191 ≤ r1 ≤ 0.375. Figure 11 illustrates the mechanical response at r1 = 0.275 m. The objective
value over the interface radius is plotted in Figure 12. The results show a rather smooth dependency of the
objective on the interface radius.
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Figure 10: Sensitivity verification model
setup.
Table 2: Sensitivity verification model parameters.
Description Parameter
domain length L = 1.0 m
interface radius r1 = 1.2 m
fixed radius r2 = 0.125 m
Young’s modulus EA = 10 MPa
Young’s modulus EB = 10 MPa
Poisson’s ratio νA = 0.3
Poisson’s ratio νB = 0.3
applied load TA = (10, 0) kPa/m
observation point p
To verify our adjoint sensitivity analysis method, the semi-analytical evaluation of the sensitivities is com-
pared to the results of a central finite differencing scheme. Figure 13 plots the semi-analytical and finite
differenced sensitivities as a function of the perturbation size. At extremely small perturbation sizes, ma-
chine precision round off errors affect the accuracy of the design sensitivities. For this particular problem,
perturbation sizes larger than ∆s > 10−4 yield linearization errors when using finite differencing. For pertur-
bations between 10−8 and 10−5 there is good agreement between both semi-analytical and finite differenced
values. The relative error between both methods at a perturbation size of 10−8 is 4.62 × 10−10. However,
in addition to being computationally less expensive, the adjoint method is less sensitive to the perturbation
size than finite differenced design sensitivities.
7.3 Material Anchor Design Problem
To compare designs optimized with finite strain theory to designs optimized with infinitesimal strain theory,
we study a material anchor design problem. A structural anchor is embedded within a host material of the
same properties, with frictionless contact at the interface to afford resistance to separation. The objective
is to find an optimized anchor geometry such that the resistance is maximized. This problem was originally
studied under a small strain assumption by [19].
The initial material distribution and boundary conditions are illustrated in Figure 14, while model parameters
are listed in Table 3. The volume occupied by the anchor material, ΩB , is fixed at Γ1, while a prescribed
displacement, UAx , is applied to the volume occupied by the host material, Ω
A, along Γ2−4. Displacements
are constrained to zero in the y direction along Γ2−4. To prevent the anchor material from directly connecting
boundary Γ1 to boundaries Γ2−4, they are excluded from the design domain.
For this example, we wish to determine the optimal geometry such that the force at Γ1 is maximized. The
mechanical response contribution to the objective function in Equation (1) is defined as:
z = 100−
∫
Γ1
σxxdΓ, (34)
where σxx denotes the normal Cauchy stress in the x direction. To regularize the problem, a perimeter
penalty of cp = 0.25 is applied. To prevent the anchor material from occupying the majority of the design
space, a volume constraint of 50 % is applied to the anchor material, i.e. cv = 0.5. Due to the symmetric
nature of the problem, only one half of the domain is analyzed with 120×60 elements. The linear level set
filter (6) for this problem is set to rf = 4.5h, where h is the element side length.
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Figure 11: Von Mises stress distribution for r1 =
0.275 m.
0.15 0.2 0.25 0.3 0.35 0.4
0
2
4
6
8
10
Figure 12: Objective value as a function of material
interface radius; sensitivity evaluated for range of radii
highlighted in red.
7.3.1 Nominal Design
We first present the results of the material anchor nominal design, using the design parameters listed in
Table 3. The magnitude of applied load for this example, UAx = 0.01 m, was specifically chosen to keep the
experienced strain well within the limitations of small strain theory. This allows comparing the results of the
proposed optimization method for large strain contact with the results of [19] where infinitesimal strains, a
linear elastic response, and negligible sliding between surfaces were assumed. Here, the displacement, UAx ,
is applied in two load steps.
Figure 15 illustrates the objective value history during optimization, supported by snapshots of the mechan-
ical response for specific design iterations. The anchor material quickly merges to a uniform body, producing
ridges or spines along the outer surface to afford resistance to separation. In the early stages of convergence,
topological changes result in an abrupt change in the measured objective value. Once the topology remains
unchanged, the optimization process converges smoothly. The optimized geometry closely resembles the
small strain theory analog presented by [19].
7.3.2 Load Case Study
Even for problems which maintain small relative motion between surfaces in contact, infinitesimal strain
theory may still result in mechanical response evaluation inaccuracies. Infinitesimal strain theory assumes
that the surface orientation in the current configuration differs insignificantly from that of the undeformed
configuration. This assumption may lead to errors in contact pressure estimation and affect the optimized
geometry. To illustrate this issue, the applied displacement is increased, and the material anchor problem is
optimized for both large and small strain theory. For this load case study, we adopt a continuation approach,
where the second load case uses the previous optimized geometry as an initial configuration.
Figure 16 compares small and large strain theory optimized geometries for two different magnitudes of
applied loads. At the smallest load case, UAx = 0.01 m, the optimized material anchor profile produced
by small strain theory closely resembles that resolved by large strain theory. However, at the higher load
case, UAx = 0.025 m, the discrepancy between the optimized geometries becomes more noticeable, although
the conceptual designs differ insignificantly. The close resemblance in geometry can be attributed to similar
physical responses. To illustrate these similarities, the optimal geometries for both infinitesimal strain and
finite strain theory are incrementally loaded in 15 steps for the larger load case of UAx = 0.025 m. Figure
17 presents the experienced force profile as a function of applied displacement. At this load level, the large
strain contact model displays a rather linear response, similar to the infinitesimal strain contact model.
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Figure 13: Sensitivity of objective value with respect to inclusion radius evaluated by semi-analytical adjoint
method and finite differencing over a range of perturbation sizes.
Optimized geometry for: Holding force for load case:
UAx = 0.01 m U
A
x = 0.025 m
Finite strain 3.155 kN 8.456 kN
Infinitesimal strain 3.1516 kN 8.309 kN
Table 4: Holding force of optimized geometries using finite strain theory.
To cross examine the performance of geometries optimized with infinitesimal strain theory and finite strain
theory, the optimized geometries are analyzed with finite strain theory. Table 4 compares the holding force
of the geometries provided in Figure 16 when analyzed strictly with finite strain theory. For the loading
cases UAx = 0.01 m and U
A
x = 0.025 m, the optimized geometry produced from small strain theory results
in a decrease in holding force of 0.11% and 1.73% respectively, when compared to the optimized geometry
produced from large strain theory. While the improved performance of optimal geometry from finite strain
theory is relatively small, this example demonstrates the limitations of infinitesimal strain theory for these
types of optimization problems. To explore optimization problems in which the physical behavior cannot
be predicted with any acceptable accuracy using infinitesimal strain theory, the following examples study
design problems with highly nonlinear response behavior.
7.4 Snap-Fit Design Problem
Snap-fits remain one of the fastest and cost effective methods of assembly. This simplistic fastener relies
on two interlocking components, which if designed properly can be assembled and disassembled numerous
times without damaging the components. For applications demanding a high level of precision, the force
required to induce separation can be pivotal. Snap-fit designs exhibit a highly nonlinear mechanical response,
and during the process of separation the mechanical model can experience moments of neutral and unstable
equilibrium. This poses interesting challenges for both the mechanical response prediction, and subsequently
the optimization of snap-fit designs.
Here we pose the snap-fit design problem as follows: we wish to find the optimal geometry of a snap-fit
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Figure 14: Material anchor initial configuration.
Table 3: Nominal material anchor model parameters.
Description Parameter
domain length L1 = 1.0 m
host depth L2 = 0.175 m
lattice length L3 = 0.715 m
lattice width L4 = 0.523 m
cuboid length L5 = 0.0833 m
anchor base width L6 = 0.2 m
fixed support width L7 = 0.133 m
lattice thickness t = 0.038 m
Young’s modulus EA = 10 MPa
Young’s modulus EB = 10 MPa
Poisson’s ratio νA = 0.3
Poisson’s ratio νB = 0.3
applied displacement UAx = 0.01 m
response weight cu = 75
penalty weight cp = 25
volume ratio cv = 0.5
opt. upper bounds smax = 8.33× 10−3
opt. lower bounds smin = −8.33× 10−3
rel. step size ∆s = 8× 10−3
smoothing radius rf = 0.0375 m
mechanism to match a desired load-displacement profile. This problem formulation is explored for two
scenarios: the first example is a two phase design in which geometry control is provided by discretized level
set nodal variables; the second example is a three-phase design in which geometry control is provided by
geometric primitive variables.
7.4.1 Two-Phase Example
The initial configuration is illustrated in Figure 18, and dimensions and material parameters are listed
in Table 5. The snap-fit tab, represented by Phase B, is fixed at the boundary Γ1, whereas the snap-fit
container, represented by phase A, is subjected to a prescribed displacement along boundary Γ2, which is
applied in 45 equal load increments.
The objective function is defined as follows:
z =
∫ (∫
Γ1
σxxdΓ− ft
)2
dt, (35)
where ft is a target force profile, and the pseudo-time t represents the incremental loading process. For this
particular example, the desired force profile is defined as:
ft = sin
(
3pi
2
t
)
kN 0 ≤ t ≤ 1. (36)
The desired force profile describes a sinusoidal profile with a peak value of 1 kN. This particular force profile
was chosen to highlight a design exhibiting a high level of physical response non-linearity.
For geometry control, the nodal level set values are defined in terms of the optimization variables using the
linear filter (6). The smoothing radius is set to rf = 3h, where h is the element side length. No perimeter
penalty measures or volume constraints are used for this example. The smoothness of the target force-profile
causes localized geometry irregularities to be non-beneficial to the design functionality. Due to the symmetric
nature of the design, only half of the domain is analyzed with 48×24 elements.
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Figure 15: Material anchor design objective history with snapshots of specific iterations. Inset depicts the
force-displacement curve for specific iterations.
Figure 19 shows the convergence profile of the optimization problem, supported by snapshots of the mechan-
ical response at the final time step for select design iterations. The inset of Figure 19 shows the experienced
force-displacement profile, compared to the desired profile for specific design iterations. The stem of the tab
increases in concavity, increasing the experienced force at the base. The peak width of the tab is increased,
whereas the pointed head of the tab flattens out. The geometry evolution observed increases the peak force
experienced, and provides a close fit to the desired force-displacement profile. The non-smooth nature of
the final design force-displacement curve can be attributed to the piecewise linear interface representation
in the XFEM model.
7.4.2 Three-Phase Example
The two-phase snap-fit design demonstrated the optimization of a problem experiencing large sliding motion,
but with rather small elastic deformations. The three-phase analog explores an optimization problem ex-
hibiting large sliding contact in the presence of large elastic deformation, by introducing void regions within
the tab material. The three-phase snap-fit design problem describes the design domain using a combina-
tion of geometric primitives, wherein the variables associated with the geometric primitives are defined as
optimization variables. While the design freedom is restricted to the set of shapes that can be produced by
the particular geometric primitives, the three-phase example explores a different avenue of complexity by
introducing void regions within the tab material, i.e. phase B.
The initial configuration is illustrated in Figure 20, and dimensions and material parameters are listed
in Table 6. Similar to the two-phase snap-fit example, the tab material is fixed at the boundary Γ1 and a
prescribed displacement is applied at boundary Γ2 in 45 load steps. Provided the same objective of matching
a target force displacement profile measured at Γ1, a new target force displacement curve is defined as:
ft = 0.5 sin
(
3pi
2
t
)
kN 0 ≤ t ≤ 1. (37)
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Figure 16: Comparison of optimized geometry for small and large strain theory for various applied displace-
ments.
Description Variable Initial Value Upper Bound Lower Bound
host depth s1 0.151 m 0.3 m 0.1 m
peak width location s2 0.4 m 0.7 m 0.25 m
base width location s3 0.9 m 1.0 m 0.8 m
peak height s4 0.2451 m 0.4 m 0.15 m
base height s5 0.16 m 0.25 m 0.04 m
φc,1 x center xc,1 0.4 m 0.85 m 0.25 m
φc,2 x center xc,2 0.6 m 0.85 m 0.25 m
φc,3 x center xc,3 0.8 m 0.85 m 0.25 m
φc,1−3 x radius rx,1−3 0.07 m 0.3 m 0.02 m
φc,1−2 y radius ry,1−2 0.07 m 0.2 m 0.02 m
φc,3 y radius ry,3 0.035 m 0.06 m 0.02 m
Table 7: Initial value, upper and lower bounds for three-phase snap-fit design problem.
Provided the increased applied displacement value of UAx = 0.6 m, the target force displacement curve for
this example exhibits a delayed peak force value as compared to the two-phase example. This is done to
promote larger deformations prior to exceeding the point of neutral equilibrium.
The design geometry is defined by two LSFs; see Section 3.2. The first LSF governs the material interface
between subdomains ΩA and ΩB and is defined the optimization variables s1 − s5:
φ1 = −|Y |+ a sin (θ) + p X˜, (38)
where
a =
s4
2
− p s2
s2 + s3
, p =
(s4 + s5) (s2 + s3)
4s2 + 2s3
, X˜ =
X − s1
s2 + s3
, (39)
and the auxiliary coordinates,
θ = a˜X2 + b˜X + c˜, (40)
are defined by the following scalar values
a˜ =
pi (2s2 − s3)
2s2s3 (s2 + s3)
, (41)
b˜ =
pi
(
(s1 + s2 + s3)
2 − 3 (s1 + s2)2 + 2s21
)
s2s3 (2s2 + 2s3)
, (42)
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c˜ = −pi s1
(−2s22 + 2s2s3 − 2s1s2 + s23 + s1s3)
s2s3 (2s2 + 2s3)
, (43)
The geometric primitives chosen for the LSF φ1 conveniently allow control over the length, peak width, and
narrow width of the tab material outer geometry, while maintaining a smooth curvature of the profile.
The second LSF distinguishes ΩV from ΩB . The geometric primitives chosen for the LSF φ2 define ellipsoidal
void regions, shown in Figure 20, which can move along the x-axis and grow or shrink in size. The LSF φ2
is defined as a combination of elliptical conical LSFs,
φc,j =
((
X − xc,j
rx,j
)2
+
(
Y − yc,j
ry,j
)2)2
− 1, (44)
where the jth-elliptical conical field φc,j is defined by variables xc,j and yc,j which control the central
location of the ellipse, and parameters rx,j and ry,j which control the semi-axis radii of the ellipse. Using
three elliptical conical LSFs, the LSF φ2 is defined as:
φ2 = min (φc,1, φc,2, φc,3) . (45)
The y-location of the conical fields are restricted as yc,j = 0, and are excluded from geometry control.
The initial values, upper limits, and lower limits for all design variables for this problem are presented in
Table 7. A volume constraint of cv = 0.15 is enforced to reduce the material of Ω
B , and a perimeter penalty
weight of cp = 0.1 used to regularize the void material interface. Due to the symmetric nature of the design,
only half of the domain is analyzed with 80×40 elements. No level set smoothing filters are used in this
example.
The objective history throughout the optimization process is illustrated in Figure 21, supported by snapshots
of the physical response of the design at UAx = 0.2133 m for select iterations. The inset of Figure 21 compares
the experienced force-displacement of select design iterations to the desired target profile. Throughout the
design evolution, the void material expands until the void inclusions coalesce. The snap-fit general profile
narrows, while the peak width increases. The combination of these design attributes affords greater elastic
stretch in the snap-fit tab, delaying the maximum force value experienced during incremental loading. This
example demonstrates that the proposed optimization method allows finding non-intuitive optimized designs
for frictionless contact problems experiencing large deformations.
7.5 Torque Limiter Design Problem
Torque limiters are common devices used in mechanical equipment to prevent damage from overload. Also
known as an overload clutch, these devices limit the applied torque to an assembly by slipping or uncoupling
the load. Common methods of limiting applied torque by slipping include frictional plates, magnetic clutches,
and ball-detent designs. Taking a simpler approach, the torque limiter design problem presented here consists
of two pieces; an outer square shaft containing an inner rod with frictionless contact prescribed at the
interface. The torque limiter design problem is explored for two scenarios: the first example is a two phase
design in which geometry control is provided by discretized level set nodal variables; the second example is
a three-phase design in which geometry control is provided by geometric primitive variables.
7.5.1 Two-Phase Example
The torque-limiter design problem consists of an outer shaft, constrained along the outer boundaries, with
an internal rod which is rotated as depicted in Figure 22. The outer square shaft, represented by phase A,
is grounded at the corners and at boundaries Γ1−4. The inner rod of radius r2, represented by phase B, is
rotated about the centroid with an applied displacement UBθ (t) within radius r1. The displacement U
B
θ (t)
is applied in 30 equal load increments. Model parameters specific to this problem are listed in Table 8. The
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objective of this study is to find the optimal geometry such that the total torque experienced at boundaries
Γ1−4 matches a target torque profile. The objective function is defined as follows:
z =
∫ (∫
Γ1−4
σrθ r dΓ− ft
)2
dt, (46)
where σrθ is the shear component of the Cauchy stress in a polar coordinate system, r is the radial position
in a polar coordinate system, and ft is the desired torque profile. For this particular example, the desired
torque profile is defined as:
ft = 2.5 sin 2pit kN ·m, 0 ≤ t ≤ 1. (47)
The chosen target curve describes a load-displacement curve that follows a sinusoidal wave. Pseudo-time t
defines the linear increment of applied rotation during the period of 0 ≤ t ≤ 1. A sinusoidal target curve
provides a gradual transition from experienced torque build-up and decrease, delineated by a peak target
value. The entire domain is discretized with 41×41 elements. For geometry control, the nodal level set values
are defined as the optimization variables. Numerical experiments showed that while a volume constraint
is not necessary for this problem, a perimeter penalty weight of cp = 0.01 is useful to promote a smooth
interface profile. Also the smoothing radius of the linear filter (6) is set to rf = 1.5
√
2h, where h is the
element side length for this particular problem.
Figure 23 shows the objective history throughout the optimization process, supported by snapshots of the
mechanical response at the final time step for select design iterations. The inset of Figure 23 shows the
experienced torque profile, compared to the desired profile for specific design iterations. As expected, the
initial circular profile of the inner rod yields no torque as it is rotated. The interface geometry evolves bumps
or ridges, providing a torque-rotation profile that closely resembles the desired profile.
7.5.2 Three-Phase Example
The three-phase torque limiter example explores the buildup of strain energy and abrupt release, also known
as ’snap through’ behavior, by introducing void material within the rod phase, ΩB . Similar to the two-phase
snap-fit design problem of Section 7.4.2, the three-phase torque limiter design problem defines geometry by
a set of geometric primitive shapes. The initial configuration is depicted in Figure 24, and model parameters
are listed in Table 9.
The initial design geometry closely resembles that of the two-phase torque limiter problem, however, void
regions are introduced radially within phase B. Similarly, we wish to determine the best arrangement of
material to match the desired torque profile:
ft = 5.20 t(1− t)
(
0.5− tanh(30) + tanh(60(t− 0.5))
2 tanh(30)
)
kN ·m 0 ≤ t ≤ 1. (48)
The torque profile defined for this problem increases to a peak value, then abruptly drops to a minimum
value before gradually returning to zero at the final load step. This torque profile encourages a build-up and
abrupt release of strain energy. The prescribed displacements are applied in 30 equal load increments.
To afford geometry control, both LSFs define the geometric primitives depicted in Figure 25. LSF φ1
describes a circle with a sinusoidally varying radius:
φ1 = R−
∣∣∣∣ (X −Xc) /L1cos(nθ) − a sin(nθ + ψ)
∣∣∣∣ (49)
where R is the base circle radius, a is the amplitude of variations, n is the number of ridges along the
outer surface, Xc and Yc are the center of the design domain, ψ is the phase of variations, and the auxiliary
coordinate θ is defined as
θ = atan2 ((Y − Yc) /L1, (X − xc) /L1) , (50)
where atan2 is the four-quadrant inverse tangent. For LSF φ1, the number of ridges must be a positive
integer value, as non-integer values yield a discontinuous zero level-set contour.
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Description Variable Initial Value Upper Bound Lower Bound
Outer base radius R 0.271 m 0.4 m 0.1 m
Outer surface amplitude a 0.0 m 0.05 m 0.0 m
Phase of outer surface ψ 0.0 rad pi/2 rad −pi/2 m
Petal radial location ψv,j var. +∆pi/4 m −∆pi/4 m
Petal base hb 0.15 m 0.3 m 0.012 m
Petal height hv,j 0.04 m 0.1 m 0.01 m
Petal side variation av,j 0.0 m 0.1 m −0.1 m
Petal Width wv,j 0.1 m 0.3 m 0.05 m
Table 10: Initial value, upper and lower bounds for three-phase torque limiter problem.
The second LSF, φ2, is describes a series of void petals as shown in Figure 25(b). The LSF describing the
petals is taken from [55]. The jth petal is defined by:
φv,j = −hb +
(2X˜vhb
w˜v
)10
+
(
Y˜vhb
hp,j
)101/10 (51)
The auxiliary coordinates, X˜v and Y˜v, and pedal width, w˜v, are defined as
X˜v = X´ − sign
−X´av,jw˜v sin
3pi
(
Y´ − hb
)
2hv,j
 , (52)
Y˜v = Y´ − hb, (53)
w˜v = wv,j + pi
Y´ − hb
Np − 1 , (54)
where the number of petals, Np, must be a positive integer. Finally, the rotated coordinate system can be
expressed as:
X´ =
X −Xc
L1
cos (ψv)− Y − Yc
L1
sin (ψv) , Y´ =
X −Xc
L1
sin (ψv) +
Y − Yc
L1
cos (ψv) (55)
LSF φ2 is thus defined as
φ2 = min (φv,j) (56)
For this optimization problem, the number of outer ridges, n = 4, center location Xc = 0.5m and Yc = 0.5m,
and number of void regions, Nv = 6, are all held constant. Each void region is distributed radially by
increments of pi/3, as shown in Figure 24. The 28 design variable initial values, upper and lower bounds are
provided in Table 10. A volume constraint of cv = 0.16 is applied to reduce the overall volume occupied by
the internal rod, and a perimeter penalty weight of cp = 0.1 is applied to regularize model geometry. No
smoothing filter is used. The design domain is discretized with 41×41 elements.
Figure 26 depicts the objective history of the optimization problem supported by snapshots of select design
iterations throughout the optimization process. The inset plot within Figure 26 shows the torque-rotation
curves for select design iterations compared to the target profile. At early stages of convergence, the contact
interface, Γc, evolves to exhibit ridges to increase the experienced torque along the boundaries Γ1−4. To
match the sudden drop in the target torque-rotation curve, the void regions coalesce to reduce the overall
material bridging the area of applied displacement to the material in the vicinity of the contact interface. This
encourages snap-through behavior. The optimized design matches the desired torque profile well, illustrating
the ability of the proposed optimization method to find geometries that feature complex mechanical contact
behavior.
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8 Conclusions
This paper presented a shape and topology optimization framework for two- and three-phase problems with
finite strain, large sliding bilateral contact phenomena. Coincident surface location was defined by a coupled
parametric representation of the surface geometry. The interface condition was described by a stabilized
Lagrange formulation with an active-set strategy to allow surface separation. The material behavior of
the mechanical model was described by a hyper-elastic isotropic material and finite strains were assumed
for the mechanical model. The XFEM was used to discretize and integrate the mechanical model, and a
face-oriented ghost penalization model was used to mitigate the ill-conditioning of the physical response
prediction. Dynamic relaxation was employed to provide reliable convergence.
Geometry control was provided by an explicit LSM, where single and multiple LSFs were used to describe
two- and three-phase geometries, respectively. The optimization problem was solved with a nonlinear pro-
gramming method, and a perimeter penalty was used to regularize optimized geometry. Material phase
volume constraints were imposed, and design sensitivities were evaluated using an adjoint method. The
physical response prediction and subsequent design sensitivities were verified with benchmark examples.
The comparative optimization study between small infinitesimal strain theory and finite strain theory demon-
strated that within acceptable load limits for linearized strain theory, both physical response models produced
similar results. The two-phase snap-fit and torque limiter optimization studies explored physical response
behavior that could not be modeled with infinitesimal strain theory. Furthermore, it was demonstrated that
reliable convergence behavior, and subsequently, non-intuitive design solutions are feasible for this partic-
ular subset of problems. The three-phase design problems explored in this study demonstrated that void
regions within components can contribute to design functionality, specifically by increasing the level of elas-
tic deformation and affording snap through behavior in the snap-fit and torque limiter design problems,
respectively.
While this study focused on frictionless and quasi-static contact behavior, the current framework allows for
the convenient extension to rate-based interface phenomena such as non-conservative frictional effects. Some
of the non-smooth force-displacement behavior may be attributed to the piece-wise linear approximation of
interface geometry. Future studies could benefit from C1 continuous discretization. The current optimization
method does not allow for the nucleation of a phase within a volume of another phase. Methods for overcom-
ing this limitation, such as the use of topological derivatives, should be investigated. Extension into three
dimensional problems would greatly increase the scope of potential applications, as relatively few real world
applications can be reduced into two dimensional space. Additional solution techniques such as arc length
methods, and optimization methods should be explored to improve the stability of the physical response
prediction and optimization convergence behavior. In future studies, this method needs to be extended to
the treatment of triple junction intersections and other considerations for a more generalized multi-phase
approach.
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Figure 17: Comparison of resistance to separation for incremental loading to the maximum value UAx = 0.025
m.
Figure 18: Snap-fit design initial configuration.
Table 5: Snap-fit design model parameters.
Description Parameter
domain length L1 = 1.0 m
host depth L2 = 0.151 m
peak width location L3 = 0.4 m
base width location L4 = 0.9 m
peak height H1 = 0.25 m
base height H2 = 0.16 m
fixed support height H3 = 0.133 m
Young’s modulus EA = 10 MPa
Young’s modulus EB = 10 MPa
Poisson’s ratio νA = 0.3
Poisson’s ratio νB = 0.3
applied load, at t = 1 UAx = 0.5 m
response weight cu = 100.0
penalty weight cp = 0.0
volume ratio cv = 1.0
opt. upper bounds smax = 0.0125
opt. lower bounds smin = −0.0125
rel. step size ∆s = 8× 10−3
smoothing radius rf = 0.0375 m
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Figure 19: Snap-fit design objective history with snapshots of specific iterations. Inset depicts the force-
displacement curve for specific iterations.
Figure 20: Snap-fit design initial configuration.
Table 6: Snap-fit design model parameters.
Description Parameter
domain length L1 = 1.0 m
fixed support height H1 = 0.133 m
host depth s1 = 0.151 m
peak width location s2 = 0.4 m
base width location s3 = 0.9 m
peak height s4 = 0.25 m
base height s5 = 0.16 m
Young’s modulus EA = 10 MPa
Young’s modulus EB = 10 MPa
Poisson’s ratio νA = 0.3
Poisson’s ratio νB = 0.3
applied displacement UAx = 0.6 m
response weight cu = 99.9
penalty weight cp = 0.1
volume ratio cv = 0.15
rel. step size ∆s = 4× 10−4
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Figure 21: Snap fit design objective history with snapshots of specific iterations at applied displacement
UAx = 0.213 m. Inset depicts the force-displacement curve for specific iterations.
Figure 22: Torque limiter initial configuration.
Table 8: Torque limiter model parameters.
Description Parameter
domain length L1 = 1.0 m
fixed support width L2 = 0.0732 m
loading radius r1 = 0.12 m
interface radius r2 = 0.291 m
Young’s modulus EA = 10 Mpa
Young’s modulus EB = 10 Mpa
Poisson’s ratio νA = 0.3
Poisson’s ratio νB = 0.3
applied rotation at t = 1 UBθ = pi/2 rad
response weight cu = 100.0
penalty weight cp = 0.01
volume ratio cv = 1
opt. upper bounds smax = 0.0244
opt. lower bounds smin = −0.0244
rel. step size ∆s = 1× 10−2
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Figure 23: Torque limiter design objective history with snapshots of specific iterations. Inset depicts the
torque-rotation curve for specific iterations.
Figure 24: Three-phase torque limiter initial con-
figuration.
Table 9: Three-phase torque limiter model parameters.
Description Parameter
domain length L1 = 1.0 m
fixed support width L2 = 0.0732 m
loading radius r1 = 0.06 m
interface radius r2 = 0.291 m
Young’s modulus EA = 10 Mpa
Young’s modulus EB = 10 Mpa
Poisson’s ratio νA = 0.3
Poisson’s ratio νB = 0.3
applied rotation at t = 1 UBθ = pi/3 rad
response weight cu = 99.9
penalty weight cp = 0.1
volume ratio cv = 0.16
rel. step size ∆s = 1× 10−2
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Figure 25: Torque limiter geometric primitives for (a) φ1 and (b) φ2.
Figure 26: Torque limiter design geometry evolution at UBθ ≈ pi/5 rad, colored by von Mises stress.
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