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Uvod
Svrha ovog diplomskog rada jest opis i primjena nekih statisticˇkih alata na skrivene
Markovljeve modele. Skriveni Markovljevi modeli danas nalaze primjenu u mnogim
podrucˇjima: prepoznavanju govora, prepoznavanju rukopisa, racˇunalnom prevodenju,
analizi vremenskih nizova itd. Veliku primjenu takoder pronalaze u bioinformatici,
znanosti koja se bavi analizom biolosˇkih nizova, sadrzˇaja i organizacije genoma te
predvidanjem strukture i funkcije makromolekula primjenom tehnika iz matematike,
statistike i racˇunarstva. Specijalno, model povremeno neposˇtene kockarnice koriˇsten u
ovom diplomskom radu u bioinformatici se cˇesto primjenjuje za modeliranje genoma.
Ovim radom zˇelimo dati kratki pregled teorije skrivenih Markovljevih modela, dati
primjer njihove implementacije i pojasniti postupke za procjenu parametara modela.
K tome promatramo i neke metode za procjenu kompleksnosti skrivenih Markovljevih
modela.
U prvom poglavlju definiramo osnovne pojmove iz teorije vjerojatnosti i statistike
koji c´e nam biti potrebni u kasnijoj analizi. U drugom poglavlju dajemo primjer i
formalnu definiciju skrivenih Markovljevih modela. U trec´em poglavlju opisujemo
nekoliko algoritama za procjenu parametara skrivenog Markovljevog modela, dok u
posljednjem, cˇetvrtom, poglavlju predstavljamo rezultate i zakljucˇke rada.
1
Poglavlje 1
Osnovni pojmovi
1.1 Vjerojatnost
Definicija 1.1.1. Pod slucˇajnim pokusom podrazumijevamo takav pokus cˇiji ishodi
odn. rezultati nisu jednoznacˇno odredeni uvjetima u kojima izvodimo pokus. Rezultate
slucˇajnog pokusa nazivamo dogadajima.
Definicija 1.1.2. Neka je A dogadaj vezan uz neki slucˇajni pokus. Pretpostavimo
da smo taj pokus ponovili n puta i da se u tih n ponavljanja dogadaj A pojavio
tocˇno N puta. Tada broj N zovemo frekvencija dogadaja A, a broj N
n
relativna
frekvencija dogadaja A.
Definicija 1.1.3. Osnovni objekt u teoriji vjerojatnosti jest neprazan skup Ω koji zo-
vemo prostor elementarnih dogadaja i koji reprezentira skup svih ishoda slucˇajnih
pokusa. Ako je Ω konacˇan ili prebrojiv, govorimo o diskretnom prostoru elemen-
tarnih dogadaja. Prostor elementarnih dogadaja je neprekidan ako je Ω neprebrojiv
skup. Tocˇke ω iz skupa Ω zvat c´emo elementarni dogadaji.
Oznacˇimo sa P(Ω) partitivni skup od Ω.
Definicija 1.1.4. Familija F podskupova od Ω (F ⊂ P(Ω)) jest σ-algebra sku-
pova (na Ω) ako je:
F1. ∅ ∈ F
F2. A ∈ F ⇒ Ac ∈ F
F3. Ai ∈ F , i ∈ N⇒ ∪∞i=1Ai ∈ F
Definicija 1.1.5. Neka je F σ-algebra na skupu Ω. Uredeni par (Ω,F) zove se
izmjeriv prostor.
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Sada mozˇemo definirati vjerojatnost.
Definicija 1.1.6. Neka je (Ω,F) izmjeriv prostor. Funkcija P : F → R jest vjero-
jatnost ako vrijedi:
P1. P(Ω) = 1 (normiranost vjerojatnosti)
P2. P(A) ≥ 0, A ∈ F (nenegativnost vjerojatnosti)
P3. Ai ∈ F , i ∈ N i Ai∩Aj = ∅ za i 6= j ⇒ P(∪∞i=1Ai) =
∑∞
i=1 P(Ai) (prebrojiva
ili σ-aditivnost vjerojatnosti)
Definicija 1.1.7. Uredena trojka (Ω,F ,P) pri cˇemu je F σ−algebra na Ω i P
vjerojatnost na F , zove se vjerojatnosni prostor.
Definicija 1.1.8. Neka je (Ω,F ,P) vjerojatnosni prostor. Elemente σ−algebre zo-
vemo dogadaji, a broj P(A), A ∈ F zove se vjerojatnost dogadaja A.
Definicija 1.1.9. Oznacˇimo sa B σ−algebru generiranu familijom svih otvorenih
skupova na skupu realnih brojeva R. B zovemo σ-algebra skupova na R, a elemente
σ−algebre B zovemo Borelovi skupovi.
Buduc´i da je svaki otvoreni skup na R prebrojiva unija intervala, lako je dokazati
da vrijedi
B = σ{(a, b); a, b ∈ R, a < b}
Definicija 1.1.10. Neka je (Ω,F ,P) vjerojatnosni prostor. Funkcija X : Ω → R
jest slucˇajna varijabla (na Ω) ako je X−1(B) ∈ F za proizvoljno B ∈ B, odnosno
X−1(B) ⊂ F .
Definicija 1.1.11. Neka je (Ω,F ,P) proizvoljan vjerojatnosni prostor i A ∈ F takav
da je P(A) > 0. Definiramo funkciju PA : F → [0, 1] ovako:
PA(B) = P (B|A) = P(A ∩B)P(A) , B ∈ F . (1.1)
Lako je provjeriti da je PA vjerojatnost na F i nju zovemo vjerojatnost od B uz
uvjet A.
Definicija 1.1.12. Neka je (Ω,F ,P) vjerojatnosni prostor i Ai ∈ F , i ∈ I pro-
izvoljna familija dogadaja. Kazˇemo da je to familija nezavisnih dogadaja ako za
svaki konacˇan podskup razlicˇitih indeksa i1, i2, ..., ik vrijedi
P(∩ki=1Aij) =
k∏
j=1
P(Aij). (1.2)
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Neka je X slucˇajna varijabla na diskretnom vjerojatnosnom prostoru (Ω,P(Ω),P)
i neka je
X =
(
a1 a2 . . .
p1 p2 . . .
)
njena distribucija, odnosno vrijedi P(ai) = pi.
Definicija 1.1.13. Funkcija gustoc´e vjerojatnosti od X ili, krac´e, gustoc´a od
X jest funkcija fX = f : R→ R+ definirana sa
f(x) = P{X = x} =
{
0, x 6= ai
pi, x = ai
, x ∈ R
Definicija 1.1.14. Funkcija distribucije slucˇajne varijable X jest funkcija
FX = F : R→ [0, 1] definirana sa
F (x) = P{X ≤ x} = P{ω;X(ω) ≤ x}, x ∈ R.
1.2 Statistika
Definicija 1.2.1. Za model T = {f(·; θ) : θ ∈ Θ}, f(·; θ) : R → [0,+∞ >,Θ ⊂ R
kazˇemo da je regularan ako su zadovoljeni sljedec´i uvjeti:
i) sup f(·; θ) = {x ∈ R : f(x; θ) > 0} ne ovisi o θ ∈ Θ
ii) Θ je otvoreni interval u R
iii) ∀x ∈ R, θ → f(x; θ) je diferencijabilna na Θ
iv) Za slucˇajnu varijablu X kojoj je f funkcija gustoc´e vrijedi:
0 < I(θ) := Eθ[(
∂
∂θ
log f(x; θ))2] <∞
Broj I(θ) zove se Fisherova informacija.
v) ∀θ ∈ Θ, d
dθ
∫
R f(x; θ)dx =
∫
R
∂
∂θ
f(x; θ)dx = 0, ako se radi o neprekidnoj slucˇajnoj
varijabli, odnosno
∀θ ∈ Θ, d
dθ
∑
x f(x; θ) =
∑
x
∂
∂θ
f(x; θ) = 0, ako je rijecˇ o diskretnoj slucˇajnoj
varijabli.
Definicija 1.2.2. Neka je (Ω,F) izmjeriv prostor i P familija vjerojatnosnih mjera
na (Ω,F). Uredena trojka (Ω,F ,P) zove se statisticˇka struktura.
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Definicija 1.2.3. n-dimenzionalni slucˇajni uzorak na statisticˇkoj strukturi (Ω,F ,P)
je niz (X1, ..., Xn) slucˇajnih varijabli na izmjerivom prostoru (Ω,F) takav da su
slucˇajne varijable X1, . . . , Xn nezavisne i jednako distribuirane ∀P ∈ P.
Definicija 1.2.4. Neka je X = (X1, ..., Xn) slucˇajan uzorak iz modela P, P =
{f(·; θ) : θ ∈ Θ},Θ ⊂ Rm. Ako je X = (X1, ..., Xn) jedna realizacija od X, tada
je vjerodostojnost funkcija L : Θ→ R
L(θ) = L(θ|X) :=
n∏
i=1
f(Xi; θ)
Statistika θˆ = θˆ(X) je procjenitelj maksimalne vjerodostojnosti (MLE) ako vrijedi
L(θˆ|X) = max
θ∈Θ
L(θ|X)
Definicija 1.2.5. Za opazˇenu vrijednost x od Xn, l : Θ→ R,
l(θ) = l(θ|X) = logL(θ|X) =
n∑
i=1
log f(xi : θ)
zovemo log-vjerodostojnost.
Definicija 1.2.6. Procjenitelj T = t(X) za τ(θ) ∈ R je nepristran ako vrijedi
∀θ ∈ Θ, Eθ(T ) = τ(θ).
Procjenitelj koji nije nepristran je pristran.
Definicija 1.2.7. Niz procjenitelja (Tn : n ∈ N) je konzistentan procjenitelj za θ
ako za proizvoljni  > 0 vrijedi
lim
n→∞
Pθ{|Tn − θ| ≥ } = 0
Teorem 1.2.8. Neka je Xn = (X1, ..., Xn) slucˇajan uzorak iz regularnog modela P, uz
dodatnu pretpostavku da je θ → f(x; θ) neprekidno diferencijabilna. Tada jednadzˇba
vjerodostojnosti
∂
∂θ
l(θ|Xn) = 0
na dogadaju cˇija vjerojatnost tezˇi ka 1 za n→∞ ima korijen θˆn = θˆn(Xn) takav da
je θˆn
Pθ−→ θ, za n→∞.
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Napomena 1.2.9. Ako jednadzˇba vjerodostojnosti ima jedinstvenu stacionarnu tocˇku
θˆn
Pθ0−−→ θ0, tada Teorem 1.2.8 tvrdi da ona mora biti konzistentan procjenitelj za θ0.
Ako je MLE jedinstvena stacionarna tocˇka kao tocˇka lokalnog maksimuma, onda je
MLE konzistentan procjenitelj za θ.
Lema 1.2.10. Neka je X ∼ B(n, θ) gdje je θ vjerojatnost uspjeha. Tada je procjenitelj
maksimalne vjerodostojnosti za θ relativna frekvencija uspjeha.
Dokaz. Oznacˇimo sa n broj pokusˇaja, a sa k broj uspjeha. Tada je vjerojatnost da
smo imali tocˇno k uspjeha dana s
f(θ) = P (X = k) =
(
n
k
)
θk(1− θ)n−k, k = 0, 1, 2, ..., n
Nadimo stacionarne tocˇke koje su kandidati za lokalni maksimum:
f ′(θ) =
(
n
k
)
[kθk−1(1− θ)n−k − θk(n− k)(1− θ)n−k−1]
=
(
n
k
)
[θk−1(1− θ)n−k−1(k(1− θ)− (n− k)θ)]
= 0
Odakle slijedi
k − kθ − nθ + kθ = 0
⇒ nθ = k
⇒ θ = k
n
1.3 Entropija
Definicija 1.3.1. Entropija je mjera prosjecˇne neizvjesnosti ishoda. Za danu slucˇajnu
varijablu X sa vjerojatnostima P(xi) za diskretan skup dogadaja x1, ..., xK Shanno-
nova entropija je definirana s
H(X) = −
K∑
i=1
P(xi) log(P(xi)) (1.3)
Da bismo intuitivno shvatili o cˇemu je rijecˇ razmotrimo primjer bacanja sime-
tricˇnog novcˇic´a: imamo dva moguc´a simbola (K = 2) i oba se pojavljuju s vjero-
jatnosˇc´u p(xi) =
1
2
, i = 1, 2.
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Jednostavnim uvrsˇtavanjem u formulu entropije dobivamo H(X) = − log(0.5).
Promatramo li logaritam u bazi 2, dobivamo H(X) = 1 bit po simbolu. Dakle, vri-
jednost entropije u ovisnosti o vjerojatnosti pojave pisma/glave kod bacanja novcˇic´a,
odnosno srednji sadrzˇaj informacije poruke koja se sastoji od uzastopnih rezultata
bacanja novcˇic´a jest 1 bit po simbolu.
Za slucˇaj neposˇtenog novcˇic´a koji uvijek daje pismo (p(x1) = 1, p(x2) = 0) ocˇekivano
dobivamo H(X) = 0. Uvrsˇtavanjem svih moguc´ih vjerojatnosti pojave pisma u for-
mulu entropije, dobivamo graf ovisnosti vrijednosti entropije o toj vjerojatnosti (1.1).
Maksimum je postignut kada je vjerojatnost pisma jednaka vjerojatnosti glave (p = 1
2
)
tj. kada je najvec´a nesigurnost pojave jednog ili drugog. Primijetimo simetriju ovog
grafa. Svejedno je pojavljuje li se s vec´om vjerojatnosˇc´u pismo ili glava. Zamjenom
njihovih uloga situacija se s informacijskog glediˇsta ne mijenja.
Slika 1.1: Vrijednost entropije u ovisnosti o vjerojatnosti pojave pisma kod bacanja
novcˇic´a
Pretpostavimo da su zadane dvije funkcije viˇse varijabli f, ϕ : D → R definirane na
skupu D ⊆ Rk. Funkciji ϕ pridruzˇimo implicitnu jednadzˇbu ϕ (y1, ..., yk) = 0 i pripa-
dajuc´i skup S ⊆ D definiran tom jednadzˇbom S = {(y1, ..., yk) ∈ D | ϕ(y1, ..., yk) =
0}.
Definicija 1.3.2. Ako za tocˇku T0 = (x10, ..., xk0) ∈ S postoji okolina K(T0, δ) ⊆ D
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tako da je
f(x1, ..., xk) < f(x10, ..., xk0), ∀(x1, ..., xk) ∈ S ∩K(T0, δ) \ {T0}
onda kazˇemo da funkcija f u tocˇki T0 ima uvjetni lokalni maksimum uz uvjet
ϕ(x1, ..., xk) = 0.
Problem uvjetnog lokalnog maksimuma{
z = f(x1, ..., xk)→ max
ϕ(x1, ..., xk) = 0
cˇesto rjesˇavamo uvodenjem Lagrangeove funkcije L(x1, ..., xk, λ):
L(x1, .., xk, λ) = f(x1, ..., xk) + λϕ (x1, ..., xk), (x1, ..., xk) ∈ D, λ ∈ R.
Parametar λ zove se Lagrangeov multiplikator.
Lema 1.3.3. Uniformno distribuirani parametri imaju maksimalnu entropiju.
Prije samog dokaza prisjetimo se Bolzano-Weierstrassova i Rolleova teorema:
Teorem 1.3.4. (Bolzano-Weierstrass): Neka je funkcija f : [a, b] → R neprekidna
na segmentu [a, b] ⊂ R. Tada je f([a, b]) = [m,M ] takoder segment.
Napomena 1.3.5. Tvrdnja teorema mozˇe se razdvojiti na tri dijela:
1. f je ogranicˇena na [a, b], odnosno postoje m = inf [a,b] f i M = sup[a,b] f .
2. funkcija f postiˇze svoj minimum i maksimum na [a, b], odnosno postoje xm, xM ∈
[a, b] takvi da vrijedi f(xm) = m i f(xM) = M .
3. za svaki C ∈ (m,M), postoji c ∈ [a, b] takav da je f(c) = C.
Teorem 1.3.6. (Rolle): Neka je f : I → R, diferencijabilna na otvorenom intervalu
I ⊂ R i neka za a, b ∈ I, a < b, vrijedi f(a) = f(b) = 0. Tada postoji c ∈ (a, b) takav
da je f ′(c) = 0
Dokaz. (Lema (1.3.3)): Definiramo funkcije f : [0, 1]k → R i ϕ : [0, 1]k → R s
f(p1, ..., pk) = −
k∑
i=1
pi log pi
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ϕ(p1, ..., pk) =
k∑
i=1
pi − 1.
Neka je λ Lagrangeov multiplikator. Definiramo funkciju g : Rk → R sa
g(p1, ..., pk) = f(p1, ..., pk) + λϕ(p1, ..., pk)
Funkcija g je klase C∞ na zatvorenom skupu [0, 1]k, znacˇi da je ujedno i neprekidna
pa prema Bolzano-Weierstrassovom teoremu poprima minimum m i maksimum M na
tom skupu. Buduc´i da funkcija g nije konstantna funkcija na [0, 1]k barem jedna od
te dvije vrijednosti se nalazi unutar otvorenog skupa (0, 1)k.
Funkcija g je strogo pozitivna na (0, 1)k, u rubovima je jednaka 0, stoga c´e prema
Rolleovom teoremu stacionarna tocˇka biti maksimum.
Trazˇimo stacionarne tocˇke te funkcije.
dg
dpi
= − log pi − 1 + λ = 0
log pi = λ− 1
pi = exp(λ− 1)
k∑
i=1
pi = 1 ⇒ k exp(λ− 1) = 1
Slijedi da funkcija g postizˇe maksimum u tocˇki pM = (p1, ..., pk)
pi =
1
k
, i = 1, ..., k
.
1.4 AIC i BIC
Osim promatranja funkcije vjerodostojnosti ili omjera vjerodostojnosti, za odabir
najboljeg statisticˇkog modela mogu se koristiti josˇ neki kriteriji. Dva cˇesto koriˇstena
kriterija su AIC (Akaike Information Criterion) i BIC (Bayesian Information Crite-
rion). AIC i BIC oba se temelje na funkciji vjerodostojnosti, a mjere koliko
”
dobro”
model opisuje podatke. Dani su sljedec´im jednadzˇbama:
AIC = −2log(L) + 2k (1.4)
BIC = −2log(L) + klog(m) (1.5)
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pri cˇemu je L maksimalna vjerodostojnost modela, m duljina niza, a k broj slobodnih
parametara. Informacijski kriteriji temelje se na funkciji vjerodostojnosti no osim
njene vrijednosti, takoder sadrzˇavaju i penalizaciju za kompleksnost modela. Znamo,
opc´enito, da pri odredivanju modela isti mozˇemo poboljˇsati dodajuc´i mu parametre.
No s druge strane, cilj nam je da model bude sˇto jednostavniji tj. da ima sˇto manje
parametara. Primjec´ujemo da i AIC i BIC penaliziraju kolicˇinu parametara (BIC
viˇse nego AIC), a time ujedno mogu rijesˇiti i problem overfittinga do kojeg mozˇe doc´i
dodamo li previˇse parametara u model. Buduc´i da AIC i BIC zapravo procjenjuju
koliko je informacija izgubljeno modeliranjem podataka, najbolji model bit c´e onaj s
najmanjim AIC-om (BIC-om).
Poglavlje 2
Skriveni Markovljevi modeli
2.1 Markovljevi lanci
Definicija 2.1.1. Neka je S skup. Slucˇajni proces s diskretnim vremenom i prosto-
rom stanja S jest familija X = (Xn : n ≥ 0) slucˇajnih varijabli definiranih na nekom
vjerojatnosnom prostoru (Ω,F ,P) s vrijednostima u S.
Dakle, za svaki n ≥ 0 je Xn : Ω→ S slucˇajna varijabla.
Definicija 2.1.2. Neka je S prebrojiv skup. Slucˇajni proces X = (Xn : n ≥ 0) defini-
ran na vjerojatnosnom prostoru (Ω,F ,P) s vrijednostima u skupu S je Markovljev
lanac prvog reda ako vrijedi
P(Xn+1 = j|Xn = i,Xn−1 = in−1, ..., X0 = i0) = P(Xn+1 = j|Xn = i) (2.1)
za svaki n ≥ 0 i za sve i0, ..., in−1, i, j ∈ S za koje su obje uvjetne vjerojatnosti dobro
definirane.
Svojstvo u relaciji (2.1) naziva se Markovljevim svojstvom.
Definicija 2.1.3. Oznacˇimo sa pij = P(Xt+1 = j | Xt = i) vjerojatnost da slucˇajna
varijabla X prijede u stanje j u trenutku t+1 ako je u trenutku t bila u stanju i.
Vrijednost pij nazivamo prijelazna (tranzicijska) vjerojatnost.
Markovljev lanac zajedno sa zadanim prijelaznim vjerojatnostima nazivamo Mar-
kovljevim modelom.
2.2 Skriveni Markovljevi modeli
Skriveni Markovljevi modeli (na engleskom hidden Markov model ili HMM) su
statisticˇki modeli koji nalaze sˇiroku primjenu u molekularnoj biologiji, prepoznavanju
11
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govora i racˇunalnom prevodenju. Radi laksˇeg razumijevanja, u ovom c´emo dijelu
prvo dati primjer jednog skrivenog Markovljevog modela, a potom iznijeti formalne
definicije.
Primjer HMM-a: povremeno neposˇtena kockarnica
Slika 2.1: Primjer skrivenog Markovljevog modela s dvije kocke
Imamo dvije igrac´e kocke, jednu posˇtenu i jednu neposˇtenu. Na kocki KP , posˇtenoj,
vjerojatnosti da padne neki broj od 1 do 6 jesu jednake za svaki od brojeva i iznose
1
6
. Kocka KN , neposˇtena, cˇesˇc´e pada na sˇesticu nego na bilo koji drugi broj. Vjero-
jatnost da padne sˇestica jest 1
2
, a vjerojatnost da padne bilo koji drugi broj jest 1
10
.
Pretpostavimo da pocˇinjemo bacanjem KP . Vjerojatnost da c´emo ponovo koristiti
KP je 95%, dok je vjerojatnost da c´emo je zamijeniti sa KN 5%. Kad smo jednom
presˇli iz KP u KN , u 80% slucˇajeva c´emo i nastaviti bacati KN . Vjerojatnost da je
zamijenimo sa KP jest 20%.
Nasˇ model zapisat c´emo na sljedec´i nacˇin:
• Imamo dvije kocke tj. dva stanja.
S = {KP , KN}
• Imamo 6 brojeva koji mogu pasti na kockama.
B = {1, 2, 3, 4, 5, 6}
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• Matrica tranzicijskih vrijednosti dana je s:
A =
(
0.95 0.05
0.2 0.8
)
pri cˇemu je a12 = P(KN |KP ) - vjerojatnost da je nakon KP bacˇena KN ,
a21 = P(KP |KN) - vjerojatnost bacanja KP ako je prethodno bacˇena KN i
ajj = P(Kj|Kj) - vjerojatnost da je nakon bacanja Kj ponovno bacˇena Kj,
j ∈ {P,N}.
• Matrica emisijskih vjerojatnosti je:
E =
(
1
6
1
6
1
6
1
6
1
6
1
6
1
10
1
10
1
10
1
10
1
10
1
2
)
Prvi redak cˇine emisijske vjerojatnosti elemenata iz B u stanju KP , a drugi
redak emisijske vjerojatnosti elemenata iz B u stanju KN .
Proces koji modelira izbor kocaka jest Markovljev proces prvog reda sa stanjima
u S. Kocke su stanja i prijelaz iz jedne kocke u drugu se mozˇe opisati Markovljevim
lancem. Emisijske vjerojatnosti simbola iz B su u svakom od stanja razlicˇite i ne
ovise o prijasˇnjim stanjima. Mozˇemo rec´i da smo dali primjer skrivenog Markovljevog
modela prvog reda. Model povremeno neposˇtene kockarnice osnova je za analizu
genoma o cˇemu se viˇse mozˇe pronac´i u [2].
Imamo li niz simbola, odn. opazˇenih vrijednosti, primjerice X = (1, 2, 5, 6, 6, 4, 3),
ne znamo koja kocka stoji iza pojedine opazˇene vrijednosti. Dakle, niz stanja je
skriven. Ipak, iako je niz stanja nepoznat, pomoc´u niza simbola moguc´e je:
• odrediti najvjerojatniji niz stanja za zadani niz simbola. U tu svrhu koristimo
Viterbijev algoritam o kojem c´emo govoriti u sljedec´em poglavlju.
• procijeniti parametre uvjetne maksimalne vjerodostojnosti koristec´i Viterbi-
jevo treniranje koje c´emo takoder pojasniti u sljedec´em poglavlju
Formalna definicija HMM-a
Sada imamo intuitivnu predodzˇbu o tome sˇto je skriveni Markovljev model. Kod
skrivenog Markovljevog modela imamo niz stanja (kocke) i niz simbola (brojevi na
kockama). Svaki simbol ovisi jedino o trenutnom stanju u kojem se proces nalazi pa
zato generiranje simbola iz stanja modeliramo Markovljevim lancem nultog reda sˇto
je zapravo niz nezavisnih dogadaja. Formalno recˇeno:
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Definicija 2.2.1. Skriveni Markovljev model prvog reda jest skup slucˇajnih
varijabli koji se sastoji od dva podskupa, Q i O:
• Q = Q1, ..., QN - skup slucˇajnih varijabli koje poprimaju diskretne vrijednosti
• O = O1, ..., ON - skup slucˇajnih varijabli koje poprimaju diskretne ili kontinu-
irane vrijednosti.
Te varijable zadovoljavaju sljedec´e uvjete:
1.
P (Qt|Qt−1, Ot−1, ..., Q1, O1) = P(Qt|Qt−1) (2.2)
2.
P(Ot|QT , OT , ...., Qt+1, Ot+1, Qt, Qt−1, Ot−1, ..., Q1, O1) = P (Ot|Qt) (2.3)
Uocˇili smo da, osim niza stanja kroz koja proces prolazi (oznacˇili smo ih sa Qi),
promatramo i niz opazˇanja (simbola, oznacˇili smo ih sa Oi).
Relacija (2.2) kazˇe da je vjerojatnost da se, za neko t ∈ {1, 2, ..., N}, nalazimo
u stanju Qt uz uvjet da su se dogodila sva prethodna stanja Q1, ..., Qt−1 i da su
emitirani simboli O1, ..., Ot−1 jednaka tranzicijskoj vjerojatnosti iz stanja Qt−1 u
stanje Qt.
Relacija (2.3) povlacˇi da realizacija nekog opazˇanja u sadasˇnjem stanju ovisi samo
o tom stanju. Vjerojatnosti iz relacije (2.3) nazivamo emisijske vjerojatnosti i
kazˇemo da stanje Qt emitira simbol Ot.
Skriveni Markovljev model zadan je sljedec´im parametrima:
• N - broj stanja u kojima se proces mozˇe nalaziti
S = {1, ..., N} (2.4)
S - skup svih stanja procesa
• M - broj moguc´ih opazˇanja
B = {b1, ..., bM} (2.5)
B - skup svih opazˇenih vrijednosti
• L - duljina opazˇenog niza
X = (x1, ..., xL) (2.6)
X - opazˇeni niz
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• A - matrica tranzicijskih vjerojatnosti
A = {aij}, aij = P(Qt+1 = j|Qt = i), 1 ≤ i, j ≤ N (2.7)
• E - matrica emisijskih vjerojatnosti
E = {ej(k)}, ej(k) = P(Ot = bk|Qt = j), 1 ≤ j ≤ N, 1 ≤ k ≤M (2.8)
Unatocˇ tome sˇto nam je niz stanja u skrivenom Markovljevom modelu nepoznat,
poznat nam je niz simbola i pomoc´u njega mozˇemo donijeti neke zakljucˇke o nizu
stanja koji odgovara emitiranom nizu vrijednosti.
Poglavlje 3
Algoritmi za analizu HMM-ova
U ovom poglavlju objasnit c´emo algoritme koje smo spomenuli u prethodnom po-
glavlju, a koji su koriˇsteni u izradi ovog rada, ali i neke koji nisu koriˇsteni u ovom
radu, ali su vazˇni u primjeni na skrivene Markovljeve modele.
Uvedimo neke oznake. Niz emitiranih simbola oznacˇit c´emo s x = (x1, ..., xn), a
pripadajuc´i niz skrivenih stanja s pi = (pi1, ..., pin). Podsjetimo se, u skrivenom Mar-
kovljevom modelu niz stanja je nepoznat, ali o njemu mozˇemo izvesti neke zakljucˇke
na temelju niza emitiranih vrijednosti. Za tranzicijske i emisijske vjerojatnosti koristit
c´emo vec´ spomenute oznake aij i ej(k).
Niz stanja (niz bacˇenih kocaka) nazivamo stazom pi. Staza slijedi Markovljev lanac,
tako da vjerojatnost stanja u trenutku t ovisi o prethodnom stanju, t − 1. Lanac je
karakteriziran parametrima
aij = P(pit = j|pit−1 = i).
Tranzicijsku vjerojatnost a0j mozˇemo smatrati vjerojatnosˇc´u da zapocˇnemo u stanju
j. Buduc´i da smo razdvojili simbole k od stanja j, moramo uvesti novi skup para-
metara za model, ej(k). Opc´enito, stanje mozˇe proizvesti bilo koji simbol po nekoj
zadanoj distribuciji. Stoga definiramo
ej(k) = P(xt = k|pit = j),
vjerojatnost da je simbol k vidljiv u stanju j. Ove vjerojatnosti su poznate i kao
emisijske vjerojatnosti. Zajednicˇka distribucija niza opservacija X i niza stanja pi je
definirana s
P (X, pi) = a0pi1
L∏
t=1
epit(Xt)apitpit+1 , piL+1 = 0 (3.1)
16
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3.1 Viterbijev algoritam
Postupak pronalaska znacˇenja niza simbola, odnosno pridruzˇivanje nekog niza sta-
nja danom nizu simbola, naziva se dekodiranje. Postoji nekoliko pristupa problemu
dekodiranja, a jedan od najpoznatijih jest Viterbijev algoritam.
Viterbijev algoritam jest algoritam dinamicˇkog programiranja koji se koristi za pro-
nalazˇenje optimalnog niza stanja u skrivenom Markovljevom modelu, a za zadani niz
opazˇanja. Pretpostavimo da je za sva stanja k poznata vjerojatnost najvjerojatnijeg
prolaza koji zavrsˇava u stanju k simbolom (opazˇanjem) i, vk(i) = P (x1, ..., xi|pit = k).
Tada se vjerojatnost optimalnog puta kroz model gdje su emitirani x1, ..., xi+1 i koji
zavrsˇava u stanju j mozˇe izraziti preko sljedec´e rekurzije:
vj(i+ 1) = ej(xi+1) max
k
(vk(i)akj).
Viterbijev algoritam sastoji se od cˇetiri koraka:
1. Inicijalizacija (i=0):
v0(0) = 1, vk(0) = 0, k > 0
2. Rekurzija (i=1,..., L):
vj(i) = ej(Xi) max
k
(vk(i− 1)akj)
ptri(j) = argmaxk(vk(i− 1)akj)
3. Kraj:
P (X, pi∗) = max
k
vk(L)ak0
pi∗L = argmaxk(vk(L)ak0)
4. Povratak unazad (i=L,..., 1):
pi∗i−1 = ptri(pi
∗
i )
Napomena 3.1.1. U praksi se racˇunanje Viterbijevog algoritma izvodi u log-prostoru
tj. racˇuna se log(vj(i)). Razlog tome jest taj da mnozˇenje velikog broja malih vje-
rojatnosti uvijek vodi veoma malim brojevima te nerijetko dolazi do underflowa pri
racˇunu. Prelaskom u log-prostor mnozˇenje tih malih vjerojatnosti pretvara se u zbra-
janje i time se izbjegavaju racˇunalne gresˇke.
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Viterbijevo treniranje
Viterbijevo treniranje jedan je od pristupa procjeni optimalnih parametara skri-
venih Markovljevih modela. Neka je zadan model M i neki inicijalni parametri θ.
Viterbijevim algoritmom pronademo najbolji put pi∗ = maxpi P(X, pi) kroz model M
i time svakom simbolu od X (broju na kocki) pridruzˇimo stanje (kocku). Buduc´i da
imamo jedinstveno zadani put, time su tada zadane i emisijske i tranzicijske frek-
vencije. Poznat je rezultat (Lema 1.2.10) da su relativne frekvencije procjenitelji
maksimalne vjerodostojnosti te njih uzimamo kao nove parametre modela i iteriramo
proces. Buduc´i da parametri koje dobivamo Viterbijevim treniranjem direktno ovise
o putu, a broj puteva je konacˇan, ta metoda konvergira. Opisana procedura pronalazi
vrijednost θ koja maksimizira doprinos najvjerojatnijeg puta.
3.2 Baum-Welchov algoritam
Uz Viterbijevo treniranje, jedan od najpoznatijih postupaka za treniranje modela
jest Baum-Welchov algoritam. Kao i Viterbijevo treniranje, to je iterativni pos-
tupak za odredivanje parametara modela na temelju niza opazˇanja. No za razliku
od Viterbijevog treniranja, Baum-Welchov algoritam parametre procjenjuje tako da
maksimizira ocˇekivanje promatranog niza uzimajuc´i u obzir sve puteve, a ne samo
najbolji. Buduc´i da nam je put stanja pi nepoznat, ne mozˇemo jednostavno pre-
brojati tranzicije i emisije nego moramo izracˇunati njihove ocˇekivane vrijednosti. U
svakoj iteraciji dobivamo novi skup vrijednosti parametara iz ocˇekivanog broja emi-
sija i tranzicija, uzimajuc´i u obzir sve moguc´e puteve. Algoritam obicˇno zaustavljamo
nakon odredenog broja iteracija ili kad promjena logaritma funkcije maksimalne vje-
rodostojnosti postane dovoljno mala. Mozˇe se pokazati da Baum-Welchov algoritam
konvergira u lokalni optimum. Uobicˇajeno je da sustav ima mnogo lokalnih ekstrema
pa konvergencija u jedan od njih uvelike ovisi o zadanim pocˇetnim parametrima.
Iako Baum-Welchov algoritam u opc´enitom slucˇaju daje bolje rezultate nego Viter-
bijevo treniranje, u ovom smo se radu odlucˇili na koriˇstenje Viterbijevog treniranja
zbog njegove manje slozˇenosti i bitno jednostavnije implementacije.
3.3 Deterministicˇko kaljenje
Pronalazak optimalnog rjesˇenja za neke optimizacijske procese mozˇe biti iznimno
tezˇak zadatak. Problem cˇesto nastaje kada skup moguc´ih rjesˇenja koji pretrazˇujemo
postane prevelik da bismo ga cijelog ispitali u nekom razumnom vremenu i u takvim
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slucˇajevima cˇesto posezˇemo za procesima koji nam mogu dati neko rjesˇenje
”
blizu”
optimalnom. Jedan od takvih procesa jest simulirano kaljenje. Simulirano kalje-
nje jest stohasticˇka tehnika za optimizacijski problem pronalaska dobre aproksimacije
globalnog optimuma neke zadane funkcije. Ideja za ovu tehniku potjecˇe iz kaljenja
u metalurgiji: grijanje i hladenje materijala u svrhu promjene njegovih fizicˇkih svoj-
stava. Kako se metal pocˇinje hladiti, njegova struktura se fiksira i pocˇinje zadrzˇavati
nova svojstva. Preneseno u algoritam simuliranog kaljenja, imamo parametar kalje-
nja γ (temperaturu) kojem u pocˇetku zadamo visoku vrijednost i potom ga postupno
smanjujemo. Kad je temperatura visoka, algoritam svako rjesˇenje smatra gotovo jed-
nako dobrim te c´e zbog toga prihvatiti i ona rjesˇenja koja bi kasnije bila ocjenjena
losˇijima od nasˇeg trenutnog. To dozvoljava algoritmu da iskocˇi iz lokalnih optimuma
koje je mozˇda pronasˇao u pocˇetku te u kojima bi inacˇe mozˇda bio zapeo. Kako
smanjujemo temperaturu, smanjuje se i vjerojatnost prihvac´anja losˇijih rjesˇenja cˇime
dozvoljavamo algoritmu da se postepeno koncentrira u jednom podrucˇju i pronade
rjesˇenje blisko optimalnom.
Deterministicˇko kaljenje pokusˇava objediniti najbolje iz oba podrucˇja. Ono je
deterministicˇko — dakle nemamo
”
slucˇajnog” lutanja po prostoru parametara kao
u simuliranom kaljenju — no josˇ uvijek je rijecˇ o metodi kaljenja koja pokusˇava
pronac´i globalni optimum umjesto da pohlepno ode u lokalni optimum. Kaljenje pro-
vodimo na konveksnoj kombinaciji parametara maksimalne entropije i deterministicˇki
izracˇunatih parametara. U pocˇetku je doprinos deterministicˇki odredenih parametara
jako mali, a sˇto se viˇse priblizˇavamo cilju, omjer se mijenja u njihovu korist. Doda-
vanje parametara maksimalne entropije sluzˇi izbjegavanju lokalnih optimuma.
Konkretno, u prvoj iteraciji zadamo inicijalne parametre modela. Ulazni parametri
za Viterbijevo treniranje su konveksne kombinacije parametara maksimalne entropije
i inicijalnih parametara. Kad je izracˇunat najvjerojatniji put kroz model, racˇunamo
tranzicijske i emisijske relativne frekvencije. U svakom sljedec´em koraku su ulazni
parametri konveksne kombinacije parametara maksimalne entropije i relativnih frek-
vencija izracˇunatih u prethodnom koraku.
Deterministicˇko kaljenje se provodi na sljedec´i nacˇin:
Inicijalizacija:
Tu= zadani tranzicijski parametri
Eu= zadani emisijski parametri
flT i flE su tranzicijski odnosno emisijski parametri maksimalne entropije
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Petlja:
Dok je brojacˇ manji od ukupnog broja iteracija radi:
1. {
T = γflT + (1− γ)Tu
E = γflE + (1− γ)Eu
γ - parametar kaljenja
2. Viterbijevim algoritmom racˇunamo najvjerojatniju stazu kroz model i maksi-
malnu vjerodostojnost
3. Racˇunamo relativne tranzicijske i emisijske frekvencije
4. {
Tu = relativne tranzicijske frekvencije izracˇunate u koraku 3.
Eu = relativne emisijske frekvencije izracˇunate u koraku 3.
5. Provjera uvjeta petlje
Kraj:
Imamo matrice relativnih tranzicijskih i emisijskih parametara i maksimalnu vjero-
dostojnost koju smo dobili u koraku 2.
Poglavlje 4
Rezultati
Glavno pitanje koje smo si u ovom radu postavili bilo je: mozˇemo li iz dovoljno velike
kolicˇine podataka otkriti broj stanja? Jednostavnije recˇeno, mozˇemo li iskljucˇivo na
temelju niza dobivenih brojeva odrediti koliko smo kocaka bacali?
4.1 Simulacija i optimizacija
U radu je za simulaciju i optimizaciju koriˇsten programski jezik Python, dok je za
graficˇku usporedbu koriˇsten programski jezik R.
Za procjenu parametara maksimalne vjerodostojnosti modela moglo se koristiti
nekoliko algoritama (v. Poglavlje 3) od kojih je u ovom radu koriˇsteno Viterbijevo
treniranje modificirano tehnikom deterministicˇkog kaljenja.
Iz definicije entropije (1.3) vidimo da entropiju lako mozˇemo dovesti u vezu s −log-
vjerodostojnosti. Buduc´i da procesi optimizacije povec´avaju vjerodostojnost, iz de-
finicije entropije slijedi da zapravo smanjuju entropiju. Zbog toga smo za potrebe
ovog rada simulirali podatke iz parametara male entropije tj. tako da je svaka kocka
imala jedan dominantan simbol.
Tranzicijskom matricom T :
T =
0.8 0.1 0.10.1 0.8 0.1
0.1 0.1 0.8

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i emisijskom matricom E:
E =
 0.8 0.04 0.04 0.04 0.04 0.040.04 0.8 0.04 0.04 0.04 0.04
0.04 0.04 0.8 0.04 0.04 0.04

zadali smo skriveni Markovljev model kojeg interpretiramo kao bacanje triju asime-
tricˇnih kocaka. Potom smo iz tog modela simulirali niz duljine 60 000.
Sada smo iskljucˇivo na temelju simuliranog niza pokusˇali procijeniti parametre i
odrediti maksimalnu vjerodostojnost modela pomoc´u Viterbijevog treniranja modifi-
ciranog deterministicˇkim kaljenjem. Broj iteracija postavljen je na 10 000.
Pri koriˇstenju modificiranog Viterbijevog treniranja, primijetili smo pad vrijednosti
funkcije vjerodostojnosti nakon odredenog broja iteracija. Valja naglasiti da se on
u teoriji ne bi smio dogadati jer je Viterbijevo treniranje modificirano metodom de-
terministicˇkog kaljenja optimizacijski proces maksimizacije uvjetne vjerodostojnosti
te bi vjerodostojnost trebala rasti sa svakom iteracijom. Ipak, do gresˇke dolazi zbog
postavljanja pseudozbroja relativnih frekvencija na inicijalnu vrijednost 1 (umjesto
da krenemo od 0). Kako iteriramo proces, entropija sustava se smanjuje. No, u
odredenom trenutku entropija postane toliko mala da cˇak i inicijalne vrijednosti pos-
tavljene na 1 postanu vec´e od onoga sˇto je algoritam izracˇunao te zbog toga vjerodos-
tojnost tada pocˇinje opadati. Smanjimo li inicijalne vrijednosti na nesˇto manje od 1,
samo
”
odgadamo” trenutak pada vjerodostojnosti tj. iteraciju u kojem c´e se on do-
goditi. Problem smo u ovom radu rijesˇili tako da smo maksimizirali vjerodostojnost
koliko god je to bilo moguc´e, a kada smo primijetili da je pocˇela padati, prekinuli
smo proces.
Pokusˇavajuc´i odrediti broj stanja na temelju dobivenog niza, pocˇetni problem mo-
delirali smo s i = 1, 2, ..., 9, i = 50 i i = 100 kocaka i dobili sljedec´e rezultate:
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i = 1 L = −87880.9966977
i = 2 L = −83801.3822719
i = 3 L = −77489.7562758
i = 4 L = −76106.7141355
i = 5 L = −74736.3189648
i = 6 L = −72302.2190836
i = 7 L = −72306.5878387
i = 8 L = −72310.9525160
i = 9 L = −72315.3194397
i = 50 L = −72492.6390580
i = 100 L = −72705.5578453
Na temelju ovih rezultata odmah smo odbacili i = 50 i i = 100 jer nam dobi-
vena vjerodostojnost ne opravdava uvodenje tolikog broja stanja. Preostale rezultate
zornije prikazˇimo grafom.
Iz grafa vidimo da cˇak i za i = 7, 8, 9 nemamo znacˇajnog porasta vjerodostojnosti
tako da smo se fokusirali na i = 1, ..., 6. Uocˇimo da funkcija vjerodostojnosti jako
raste kada smo presˇli s modela s 2 kocke na model sa 3 kocke (rast se smanjuje kada
prijedemo sa 3 na 4 kocke), te pri prijelazu s modela s 5 kocaka na model sa 6 (nakon
6 kocaka, funkcija viˇse gotovo uopc´e ne raste).
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Sljedec´i pokusˇaj pronalaska najboljeg modela bio je test (log-)omjera vjerodos-
tojnosti.
LLR = log
[
P(X|M)
P(X|R)
]
pri cˇemu je LLR oznaka za log-likelihood ratio (logaritam omjera vjerodostojnosti),
P(X|M) jest vjerodostojnost za svaki od modela (s 1, 2,..., 9 kocaka) izracˇunata
Viterbijevim treniranjem modificiranim deterministicˇkim kaljenjem, a P(X|R) =(
1
6
)m(1
i
)m−1
, pri cˇemu je m duljina niza, a i broj kocaka u modelu.
Ponovno vidimo da u trojci imamo maleni
”
lakat” na grafu.
Osim promatranja same vjerodostojnosti te omjera vjerodostojnosti, odlucˇili smo
izracˇunati AIC i BIC kako bismo pokusˇali odrediti najbolji model za nasˇ zadani niz.
Rezultate prikazujemo sljedec´om tablicom.
broj kocaka AIC BIC
1 175772.0 175817.0
2 167628.8 167745.8
3 155025.5 155232.6
4 152283.4 152598.5
5 149570.7 150011.8
6 144734.4 145319.5
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Vidimo da se najmanje vrijednosti AIC-a i BIC-a postizˇu na modelu sa 6 kocaka.
Buduc´i da su nasˇi podaci simulirani sa 3 kocke, zakljucˇujemo da AIC i BIC nisu
dobri kriteriji u nasˇem slucˇaju. O neprikladnosti primjene AIC-a i BIC-a na skrivenim
Markovljevim modelima viˇse se mozˇe pronac´i u [4, str. 106-107].
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Sazˇetak
U ovom radu analizirali smo skrivene Markovljeve modele, statisticˇki alat koji da-
nas nalazi sve vec´u primjenu u razlicˇitim podrucˇjima. Dali smo njihovu formalnu
definiciju, opisali neke algoritme za rad sa skrivenim Markovljevim modelima i im-
plementirali ih u programskom jeziku Python. Konstruirali smo i primjer povremeno
neposˇtene kockarnice kao osnovu za kompliciranije primjene u bioinformatici (npr.
modeliranje genoma), proveli simulaciju te pokusˇali pronac´i najbolji model koji bi
opisao tako dobivene podatke. Koristili smo nekoliko statisticˇkih metoda za odabir
najboljeg modela — maksimizaciju vjerodostojnosti, omjer vjerodostojnosti, AIC i
BIC — no niti jedna od tih metoda nije dala dobar rezultat. To ukazuje na komplek-
snost skrivenih Markovljevih modela unatocˇ tome sˇto intuitivno ne djeluju kao nesˇto
iznimno slozˇeno.
Summary
This thesis explores hidden Markov models, a powerful statistical tool applied in vari-
ous scientific fields. We give the formal definition of a hidden Markov model, describe
several algorithms traditionally used in their analysis and present their implementa-
tion in Python. We also construct an example of an occasionally dishonest casino as
the basis for more complicated applications in bioinformatics (e.g. genome analysis),
simulate data and attempt to find the best model for it. Several statistical methods
are used — likelihood maximization, log-likelihood ratio, AIC and BIC — but none
of them yield satisfactory results. This indicates the complexity of hidden Markov
models even though initially they may not appear particularly difficult.
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