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Researchers have studied item serial-order effects on attitudinal instruments by 
considering how item-total correlations differ based on the item’s placement within a 
scale (e.g., Hamilton & Shuminsky, 1990).  In addition, other researchers have focused 
on item negative-keying effects on attitudinal instruments (e.g., Marsh, 1996).  
Researchers consistently have found that negatively-keyed items relate to one another 
above and beyond their relationship to the construct intended to be measured.  However, 
only one study (i.e., Bandalos & Coleman, 2012) investigated the combined effects of 
serial-order and negative-keying on attitudinal instruments.  Their brief study found some 
improvements in fit when attitudinal items were presented in a unique, random order to 
each participant, which is easily implemented using computer survey software.   
In this study I replicated and extended these findings by considering three 
attitudinal scales: Conformity Scale (Goldberg et al., 2006; Jackson, 1994) and two 
subscales of the Big Five – Conscientiousness and Agreeableness (John & Srivastava, 
1999).  In addition, I collected and analyzed qualitative data in the form of think-alouds 
and used these data to inform the quantitative results in an explanatory sequential mixed-
methods design (Creswell, 2011).  I administered three different groupings of the items 
on these three instruments to random groups of university students.  The items were 
displayed in either a blocked (i.e., all positively-keyed items followed by all negatively-
keyed items), alternating (i.e., items alternated keying every other item beginning with a 
positively-keyed item), or random (i.e., items presented in a different random order for 







When each participant saw a different randomly-ordered version of the attitudinal 
scale, I found fewer expected measurement error correlations among items of the same 
keying and in close proximity (i.e., serial order) to one another.  Moreover, in this 
random ordering, the modification indices associated with the suggested measurement 
error correlations were lower than in the other orderings.  Finally, the fit of the model to 
the data was the best in the random ordering for all except the Agreeableness scale.  
Practitioners are urged to administer attitudinal scales in a computer-generated random 
order unique to each participant whenever possible. 
 
I. Introduction 
 Researchers, practitioners, and educators commonly administer attitudinal scales 
to samples of people.  By attitudinal scales, I refer to a scale designed to measure any 
construct that is not a cognitive trait/ability; these instruments have commonly been 
classified as non-cognitive.  Such scales are intended to measure (i.e., use rules to 
represent with a numeral) the level of the construct of interest in a particular sample.  For 
example, consider a construct such as conformity.  Because we cannot directly observe a 
latent, attitudinal construct, such as conformity, it is common practice to administer a 
scale consisting of various items addressing aspects of the construct.  Content experts 
write items intending to elicit responses from participants that represent their level of 
conformity.  The commonality of responses to items is considered representative of the 
conformity construct. 
 Although when measuring attitudinal constructs we want a large part of the 
variability in responses to be due to variations in levels of the construct itself, we 
acknowledge that measurement error will also impact participants’ responses to items.  
From a traditional Classical Test Theory (CTT) perspective, measurement error is defined 
as random error that influences responses to the items (Allen & Yen, 1979).  Random 
errors are assumed to have a mean of 0 and are unrelated to (i.e., uncorrelated with) the 
latent construct and other error terms in the model.  An example of a random error that 
could influence our measurement of attitudinal constructs would be an individual being 
particularly fatigued when answering the items, thus altering his/her responses in an 







mean of zero, they are expected to cancel out if examinees are repeatedly asked the same 
items. 
 Responses to scale items will also be influenced by a second type of error: 
systematic error.  Unlike random errors, systematic errors impact responses in a 
consistent manner.  An example of a source of systematic error could be items containing 
similar wording.  Similar wording could elicit responses from individuals unrelated to the 
construct of interest but that would consistently bias the individual’s responses and not 
cancel out if the examinees are repeatedly asked the same items.  If systematic errors 
affect responses to multiple items on a scale, it will introduce additional systematic 
covariation among items even though these systematic errors are unrelated to the 
construct (i.e., these errors introduce construct-irrelevant variance; Messick, 1989).  
Moreover, if more than one item is affected by the same source of systematic error these 
errors can correlate – violating an assumption of CTT (Allen & Yen, 1979).   
The presence of correlated errors is problematic for at least three reasons: (a) 
decreased model fit, (b) biased observed scores, and (c) impacted reliability.  First, if 
correlated errors are present and not modeled, researchers will obtain lower model fit 
than when they allow the errors to correlate.  Model fit is decreased because the 
researchers hypothesized that items will only be correlated due to reflecting the latent 
construct.  However, when correlated errors are present, it suggests the presence of 
construct-irrelevant variance (Messick, 1989).  That is, the items are representing 
something systematic in addition to the latent construct.  This is a common reason for 







Second, observed-level data will be biased if correlated errors are present.  When 
observed-level data are analyzed and correlated errors are present, researchers cannot 
remove the correlated errors; therefore, the observed scores contain more than random 
measurement error – they also include construct-irrelevant, systematic error.  This is 
important because researchers administering instruments often want to use observed-level 
data (e.g., sum item responses to get a total level of conformity) rather than relying on 
more sophisticated techniques, such as structural equation modeling (SEM), to score the 
responses.  SEM does allow researchers to model what is common among all items; 
therefore, researchers can extract both random and systematic variance from the 
construct, so long as the systematic variance does not impact responses to all items on the 
instrument.  Although SEM allows errors to be correlated, including these correlations 
can greatly complicate the model. 
Third and finally, correlated errors impact reliability.  Researchers have proposed 
different ways to incorporate correlated errors in the calculation of reliability.  Some 
authors suggest all systematic variance (including construct-irrelevant variance) should 
be accounted for in the numerator of reliability calculations; thus, any modeled correlated 
residuals would be included as systematic variance (similar to calculation of Cronbach’s 
α; Cronbach, 1951; Reise, 2012).  Reise (2012) referred to this calculation as omega 
subscale.  Many argue use of this method systematically inflates estimates of reliability 
(e.g., Green & Yang, 2009; Zimmerman, Zumbo, & Lalonde, 2003).  If shared variance 
in correlated residuals is included only in the denominator (rather than the numerator as 
well), ω will be less than α but arguably closer to the true, population reliability.  This 







coefficient omega hierarchical, or ωH.  Due to the numerous problems arising from 
correlated residuals, researchers should consider using a data collection design that 
minimizes the errors present in scores, and most importantly errors that complicate 
scoring of the instrument (e.g., systematic error that results in correlated residuals).  In 
the following section I discuss two reasons that correlated residuals occur: (a) serial order 
and (b) negative keying.  
Serial-Order and Negative-Keying Effects 
 Researchers often find correlated residuals among items simply because of the 
order in which they are administered (e.g., Bandalos & Coleman, 2012).  That is, items 
near each other on an attitudinal instrument tend to correlate more highly with each other 
than with other items located further away.  This increased relationship among items in 
close proximity to one another can decrease model fit because any typical measurement 
model (e.g., SEM, IRT) assumes the only reason the responses to items are correlated is 
that they represent the same construct (i.e., assumption of local independence).  
Therefore, if items near each other have stronger correlations than those far from each 
other, the model assuming local independence will not be able to reproduce the 
correlations among items as well as a model with correlated residuals.  Two potential 
hypotheses for serial-order effects are: (a) self awareness and (b) construct awareness.  
The self-awareness hypothesis suggests respondents become more aware of their personal 
feelings about the construct as they proceed through the items (Hamilton & Shuminsky, 
1990).  The construct-awareness hypothesis suggests respondents become more aware of 
what the construct itself is as they proceed through the items, thus making their responses 







 Researchers have also found responses to items sharing words or similar word 
patterns correlate more highly than responses to items that do not share similar wording 
(e.g., Eccles & Wigfield, 1995).  As with serial-order effects, model fit will be decreased 
when estimating the traditional factor model if items sharing similar words have higher 
correlations with each other than with other items, provided not all items on the factor 
share the same wording.
1
  This same effect has been found for items that are keyed in the 
same direction; that is, the negatively-keyed items on a scale often have higher 
correlations among themselves than with the positively-keyed items on a scale (e.g., 
Marsh, 1996).  Although SEM allows researchers to account for correlated residuals in 
the latent variable model, doing so complicates interpretation of observed scores from the 
instrument.  It is important to note there is a distinction between negative wording and 
negative keying.  An item could be negatively worded (e.g., I am not happy), negatively 
keyed (i.e., reverse scored prior to summing create a total score), or both.  For a lengthier 
discussion on this distinction, the reader is urged to consider Coleman (2013).  I will 
focus on negatively-keyed items, irrespective of their wording, in this dissertation. 
Bridging Serial-Order and Negative-Keying Effect Literature 
 For many years, researchers have considered serial-order effects (e.g., Hamilton & 
Shuminsky, 1990; Knowles & Byers, 1996).  However, the majority of published studies 
have examined the degree to which item-total correlations change based on placement of 
the item on an instrument, rather than considering correlated residuals for items in close 
proximity on a scale.  Examination of item-total correlations is one way to investigate 
                                                 
1
 On the other hand, if all items on the factor shared similar wording, the additional shared variance among 
the items would become part of the factor variance, arguably adding construct-irrelevant variance in the 







whether serial-order effects exist; however, this method does nothing to model any 
resulting correlated residuals.  In fact, the presence of correlated residuals due to serial 
order has not been examined in the literature to this point.
2
  That is, although researchers 
have considered the degree to which serial order affects item responses, they have not 
modeled these effects (e.g., Knowles, 1988).  In addition, although these studies have 
considered whether serial-order effects exist and how to address them when they are 
present, they have not offered methods for reducing or eliminating these effects 
altogether.    
On the other hand, many researchers have investigated the additional shared 
covariation among items due to item wording and/or keying (e.g., Marsh, 1996).  
However, these researchers have not focused on the effects order can have when 
compounded with item wording and/or keying effects.  I will attempt, in this dissertation, 
to bring together two areas of research that, thus far, have only been considered jointly in 
a small study by Bandalos and Coleman (2012).  Although these phenomena have been 
investigated in slightly different statistical manners, it is important for researchers to 
consider the joint impact of order and keying and how to potentially eliminate these 
effects.  For example, are keying effects exacerbated when similarly keyed items are 
placed in an adjacent order?  I will investigate the effects of various orderings of 
positively- and negatively-keyed items to explore the combined impact of the two effects 
and suggest a method for eliminating correlated residuals due to these method effects.  I 
will use the broader term, method effect, to refer to the effects of either serial order or 
                                                 
2
Although correlated residuals are often modeled in situations such as longitudinal studies, researchers have 







negative keying.  Thus, the focus of my dissertation is on investigating techniques to 
alleviate the impact of method effects on attitudinal instruments. 
Addressing Method Effects 
 Researchers have proposed some solutions to address effects due to serial order 
and/or negative keying: (a) modeling the correlated residuals – with correlated errors or a 
method factor – and (b) creating item parcels.  The first presented option to address the 
additional correlations among responses to items is to simply model them.  Cole and 
colleagues (2007) argued that failure to include the correlated residuals results in a 
misspecified model, which biases parameter estimates.  However, although it is simple to 
model correlated residuals, researchers may contradict the original theory they were 
testing by including these correlations.  This contradiction may occur because the 
estimated parameters were not part of the original hypothesis.  Moreover, if residuals are 
correlated due to item order, it may be the case that many or even all residual correlations 
would need to be included in the model. This would generate an extremely complex 
model that would likely fail to converge.  Therefore, in most cases it is impractical to 
model correlated residuals associated with item order.   
On the other hand, researchers often can (and do) model correlated errors among 
negatively-keyed items (e.g., Marsh, 1996).  The relationships among errors can be 
modeled using either a correlated uniquenesses model or a bifactor model (e.g., Reise, 
Moore, & Haviland, 2010).  The correlated uniquenesses model includes individual 
correlated residuals between pairs of items.  On the other hand, the bifactor model uses a 
method factor including paths to the negatively-keyed items, thus making all negatively-







the substantive factor and the method factor for all negatively-keyed items).  The method 
factor is uncorrelated with the substantive factor, as it is intended to represent the 
additional covariability negatively-keyed items share due to the method effect, which is 
assumed to be unrelated to the construct of interest (i.e., construct-irrelevant variance).  
Although SEM allows the modeling of correlated errors and/or method factors, the 
construct-irrelevant variance associated with both method effects (i.e., serial order and 
negative keying) cannot be accounted for in observed scores, and all effects due to serial 
order can rarely (if ever) be modeled, making these approaches problematic for 
researchers. 
 Other researchers (e.g., Little, Cunningham, Shahar, & Widaman, 2002) have 
proposed parceling items to address systematic variance associated with items.  These 
authors suggest grouping items together in what are known as item parcels.  Then, these 
item parcels (formed typically by averaging multiple item responses into one parcel) are 
analyzed as opposed to individual item responses.  Because of the differential 
relationships among positively- and negatively-keyed items, Little et al. (2002) suggested 
evenly dividing those items across parcels.  This effectively results in the additional 
variation that item responses share due to negative keying (i.e., construct-irrelevant 
variance) being included as part of the latent factor researchers would model.  However, 
researchers who choose to create parcels are modeling a factor that includes method 
variance, which is arguably an inappropriate model (Bandalos, 2002).   
Eliminating Method Effects 
 Although the aforementioned methods can address effects due to serial order and 







noted, “You can’t fix by analysis what you bungled by design” (p. viii).  A preferable 
approach would be to design the data collection in such a way that such effects are 
eliminated or at least mitigated.  As of yet, research investigating ways to reduce or 
eliminate method effects is scarce.  However, Bandalos and Coleman (2012) found that 
when students received different random orders of items on an instrument, the number of 
modification indices suggesting need for correlated residuals due to both serial order and 
negative keying dramatically decreased.  However, no other researchers have investigated 
the possibility of administering instruments in different orders to eliminate method 
effects. I will focus on this in my dissertation.    
Purpose of the Current Study 
 In the current study, I will investigate whether displaying items with different 
types of negative keying to respondents in different random orders can eliminate or 
mitigate method and serial order effects in SEMs.  I will consider the elimination of these 
effects in two ways: (1) fit of the SEM model and (2) reliability.  In addition, I intend to 
explore through think-alouds with participants if and why their response patterns change 
as they proceed through an instrument.  Specifically, I will investigate whether the data 
supports one or both of the current theories for serial-order effects (i.e., self-awareness 
and construct-awareness hypothesis) to better understand the mechanism underlying 
these method effects.   
Research question #1. What effect does scale ordering – bunched, alternating, or 
random – have on the fit of the data to the model? Three scales will be administered in 
three formats: bunched (all positively-keyed items “bunched” followed by all negatively-







item), and random (each student receives a different random order).  I will examine fit, 
modification indices, and expected parameter change.  Specifically, I expect that there 
will be modification indices suggesting correlated residuals for contiguous and/or 
similarly keyed items. I hypothesize that the best fit and fewest modification indices will 
correspond to the random ordering, and the worst fit and most modification indices will 
correspond to the bunched ordering.  I will also examine the expected parameter change 
statistic to determine the expected size of the correlations among residuals if they were 
modeled. 
Research question #2. What effect does scale ordering – bunched, alternating, or 
random – have on reliability? Reliability, assessed using omega, will be compared across 
the different orderings.  I hypothesize that reliability will be highest for the bunched 
ordering (with similarly keyed items closest to each other) and lowest for the random 
ordering when omega is calculated by including method effects in the numerator.  I 
hypothesize that reliability will be highest for the random condition when omega is 
calculated without including the method effect as true score variance. 
Research question #3. Which theory (self-awareness or construct-awareness) 
best describes the formation of a serial-order effect in participant’s responses?  Or, do 
these theories operate in tandem? This will be investigated through the think-aloud 
portion of my study.  I will ask students to discuss their thoughts as they proceed through 
the instrument.  I hypothesize a combination of the construct-awareness and self-








II. Review of the Literature 
 In this dissertation, I will focus on the combined impact of serial order and 
negative keying of items on correlated residuals in factor models.  First, I will consider 
the concerns associated with correlated residuals.  That is, why are they something 
researchers should be concerned about?  Second, I will summarize the literature on the 
presence of relationships among items due to serial order (e.g., Knowles, 1988) and due 
to negative keying (e.g., Marsh, 1996).  I will also present the two most common 
hypotheses as to why items have differential relationships based on their serial order.  
These include both the construct-awareness hypothesis (i.e., respondents understand the 
construct better as they proceed through the instrument; Hamilton & Shuminsky, 1990) 
and the self-awareness hypothesis (i.e., respondents understand themselves and their 
feeling about the construct better as they proceed through the instrument; Knowles & 
Byers, 1998).  Next, I will discuss the only study that has considered the combined 
effects of serial order and negative keying (Bandalos & Coleman, 2012).  Then, I will 
cover common methods for dealing with these method effects: modeling the relationship 
(e.g., Reise et al., 2010) and parceling items (e.g., Matsunaga, 2008).  Finally, I will 
discuss current approaches to eliminating the method effects entirely. 
Background to Correlated Residuals 
 Measurement can be defined broadly as “the assignment of numerals to objects of 
events according to rules” (Stevens, 1946, p. 677).  The process of measurement is fairly 
straightforward when we are measuring a characteristic that is directly observable.  For 
instance, if we needed to measure an individual’s height, we could use a yardstick.  







longer obtain measurements using a yardstick (or a similar device).  Instead, it is common 
practice to ask an individual to provide responses to multiple questions, which we use as 
an indication of their level of a given construct.   
Suppose we are attempting to measure an individual’s level of conformity, for 
example.  Content experts in conformity would write items asking about an individual’s 
level of conformity.  We intend that responses to these items reflect an individual’s level 
of conformity.  We write multiple items because we intend to get multiple, locally 
independent observations of a given individual’s level of conformity (and because we 
need to ensure the breadth of the conformity construct is covered).  Individuals’ 
responses to these items can then be modeled in a factor model, for example, to estimate 
their latent conformity level (i.e., with measurement error extracted from their observed 
responses).   
A typical confirmatory factor analysis (CFA) model for observed responses is 
provided in Equation 1 (see Figure 1a for a graphical depiction of the factor model). 
 
(1) 
Equation 1 shows that a person p's observed response (X) to item i is comprised of both 
underlying latent factor scores, Ffp, and a residual term representing the amount of 
measurement error in that item, Epi.  There are weights (i.e., loadings) associated with the 
saliency of the item to the factor (wif) and the amount of uniqueness present in that item 
(wiu), as well.  The uniqueness term in a factor model includes both random and 
systematic errors associated with the items that are unrelated to the level of factor 
individuals have.  Random errors are unsystematic and therefore cannot correlate with 







other errors or variables.  However, systematic errors could affect more than one item.  
For example, a systematic error (unrelated to the latent factor) might occur due to the fact 
that multiple items contain the same word.  This wording effect could result in the items 
with the same word relating above and beyond their relationship to the latent factor.   
Local independence refers to the assumption made in most testing theories that 
the only reason responses to items are correlated is because they all represent an 
individual’s level of the latent construct (Allen & Yen, 1979; Lord & Novick, 1968).  
Although this assumption is not explicitly stated in CFA models, it is evident in the 
specification of most factor models, where all items are correlated only because of their 
relationship to a latent factor.  After controlling for the person’s underlying trait level, 
responses to the items should not be correlated.   
In addition, as was seen in the factor model equation, whenever we attempt to 
estimate an individual’s level of an observable or unobservable trait, we acknowledge 
that there will be measurement error (i.e., uniquenesses).  Although we intend for 
responses to the items to only reflect levels of the construct, we acknowledge and can 
model the error that will be present with any measurement.  Most of the statistical models 
used in evaluating attitudinal scales make the assumption that our measurement 
errors/uniquenesses (i.e., residuals) will be uncorrelated.  This is true for CTT (e.g., Allen 
& Yen, 1979; Lord & Novick, 1968) and IRT (e.g., DeMars, 2010; Lord, 1980).  
However, this assumption does not always hold, and when unmodeled correlated 
residuals are present, parameter estimates can be biased.   
There are several reasons that the presence of correlated residuals is problematic.  







account for this additional covariability when analyzing observed scores.  Often 
researchers use exploratory or CFA to test their theoretical model for the instrument to 
confirm the structure holds and suggest proper scoring of the instrument.  Following this, 
most researchers intend to use observed scores when considering students’ responses to 
the scale.  However, when correlated residuals are necessary in a model, researchers 
cannot account for them in an observed score.  Moreover, calculation of coefficient alpha 
(Cronbach, 1951) is based on the assumption that the item residuals are uncorrelated 
(Allen & Yen, 1979).  Therefore, if researchers use observed scores to analyze data from 
item responses that have correlated residuals, they could draw inaccurate conclusions 
from their data.  For instance, they could conclude items share more true systematic 
variance than they do.  
There are numerous potential causes for correlated residuals.  In this dissertation I 
will focus on two of these: serial-order effects and negative-keying effects.  Serial-order 
effects occur when an individual’s response to one item impacts his/her response to 
another near it on the measure; therefore, the serial order of the items affects the 
correlations among items.  When responses to one item affects responses to a contiguous 
item, the items will be more highly correlated than if the items had not been contiguous.   
There are at least two hypotheses as to why serial-order effects occur.  It may be 
that as individuals proceed through the scale, they become more aware of their personal 
views on the construct (i.e., self-awareness hypothesis; Hamilton & Shuminsky, 1990).  
Alternatively, it may be that the respondents become more aware of what the construct 
itself is capturing as they proceed through the scale (i.e., construct-awareness hypothesis; 







responsible for order effects, items near each other may be more correlated than items 
distally located on an instrument if awareness (and thus similarity in responses) increases 
as a respondent proceeds through the scale.  Importantly, when responses to one item 
impact responses to another item on a scale, we violate the assumption of locally 
independent observations, and it becomes necessary to model the correlation that will 
arise among the residuals for the items.  This complicates our model and can complicate 
our interpretations of observed scores.  Moreover, if a researcher is working with an 
observed score model, such as an ANOVA or regression model, there is no way to 
account for this effect. 
It is important to note that there may also be effects of question ordering as a 
result of the sensitive nature of a question impacting subsequent responses due to 
stereotype threat or priming (e.g., Steele & Aronson, 1995).  However, these are outside 
the scope of the current study.  Instead, the focus I have discussed thus far refers to serial-
order effects within a scale occurring simply because of the order in which the items are 
displayed.  Serial-order effects could manifest in the measurement of any construct and 
will likely change if the item’s position is reordered.  It is the latter type of effect, that of 
serial-order effects on items within a scale, which I consider in this dissertation. 
Another potential cause of correlated residuals is the negative keying of items.  It 
may be the case that items relate above and beyond their relation to the construct because 
they are negatively oriented.  Although undesirable, this effect has been noted in 
numerous studies (e.g., Marsh, 1996).  I will discuss the origins of serial-order effects and 









Researchers have found that items near each other on an instrument can relate 
above and beyond their relationship to the construct of interest (e.g., Bandalos & 
Coleman, 2012).  The changing relationships of items to the construct of interest have 
been investigated frequently by evaluating whether the item-total correlation is different 
for an item based on its position in the scale (e.g., Hamilton & Shuminsky, 1990; 
Knowles, 1988). There are two hypotheses prevalent in the literature for why an 
individual’s responses to items change as a function of item location on an instrument: 
self-awareness and construct-awareness.  Researchers supporting the self-awareness 
hypothesis (e.g., Hamilton & Shuminsky, 1990) posit that the reason item responses 
change as an individual proceeds through the instrument is because as individuals 
continue through the scale, they become more aware of their personal feelings regarding 
the construct.  Researchers supporting the construct-awareness hypothesis (e.g., Knowles 
& Byers, 1996) argue instead that it is the individual’s awareness of the construct that is 
refined as an individual proceeds through an instrument, and that this is what affects 
responses to items based on serial order.  I will first summarize research investigating 
serial-order effects followed by a discussion and summary of research corresponding to 
the two hypotheses for the mechanism underlying serial-order effects. 
For many years, authors have acknowledged that serial-order effects can affect 
measurements of educational and psychological constructs.  For example, Kraut, Wolson, 
and Rothenberg (1975) split 46 attitudinal items (e.g., attitude toward work, attitude 
toward pay) into two halves.  The two resulting sets of 23 items each were embedded in a 







281).  Group 1 received set 1 at the beginning of the questionnaire (in positions 2 to 24) 
and set 2 at the end of the questionnaire (in positions 92 to 157); Group 2 received set 1 
at the end of the questionnaire (in positions 92 to 157) and set 2 at the beginning of the 
questionnaire (in positions 2 to 24).  The researchers found that respondents answered 
items differently when they were placed at the beginning of the scale than when they 
appeared later in the scale.  In their study, respondents were more likely to respond near 
the midpoint for items at the end of the scale than when the same item was displayed at 
the beginning of the scale.  Kraut et al.’s study did not test for correlated residuals 
formally; however, this response pattern would likely result in correlated residuals for 
items that are answered similarly.  In addition, Kraut et al. only considered the impact on 
average responses to all items and did not consider individual item mean differences, 
which could mask differences (or lack thereof) at the individual item level.  In their 
study, the authors expected to find more random responding when items were displayed 
at the end of the survey due to fatigue associated with the large number of items.  The 
authors thought respondents would randomly respond at the end when they stopped 
attending to the items.  Instead, they found more random responding near the midpoint, 
which they argued might be because respondents felt that was the “easy way out” (Kraut 
et al., p. 775).  
Schurr and Henriksen (1983) administered three versions of scales to groups of 
public school supervisors and administrators: (1) original ordering of items grouped (and 
labeled) by construct, n = 480, (2) original ordering of items, as in Order 1, but not 
grouped (nor labeled) by construct, n = 241, and (3) a random ordering of the items, 







there were 111 instances in which a pair of items were adjacent on one form and not the 
other.  The authors found that 86% of those 111 correlations were significantly higher for 
items when they were next to each other on a scale, suggesting adjacent items may have 
correlated residuals if modeled in a CFA framework.  However, the authors did not test 
for this.  In addition, a series of principal component analyses (PCA) with oblique 
rotation were estimated.  Although PCA does not allow the modeling of the 
residuals/uniqueness associated with each item, the results did suggest serial order effects 
(Fabrigar, Wegener, MacCallum, & Strahan, 1999).  Specifically, the authors found that 
particularly with the ungrouped, randomly-ordered condition, the items that were close in 
proximity to each other on the instrument produced order-based components in the PCA 
results, suggesting items near each other on the scale relate above and beyond their 
relationship to the construct they are purporting to measure (i.e., they may have 
correlated residuals).   
In a similar study, Knowles (1988) administered 30 forms with different item 
orders to 120 students using a randomized Latin square design and found that responses 
to a locus of control scale became more consistent as respondents moved through the 
scale.  That is, there was a significant positive relationship between item serial position 
and item-total correlations (analyzed as z-scores); the items administered as the last on 
the instrument had significantly higher average item-total correlations than when 
administered as the first.  Knowles obtained these estimates by standardizing the items 
based on the mean and standard deviation of the specific content item.  All items were 
presented at all locations on the scale across examinees.  Then, the standardized item 







example, all items (irrespective of content) displayed at Position 1 were correlated with 
the corrected total (not including those items in the total score).  He found there was 
neither a difference in the average response to items based on the position on the scale 
nor a significant interaction between item order and the content of the items.  This study 
is limited in that it only considered the observed total and item-total correlations rather 
than considering the relations to the latent factor (adjusting for measurement error).  
Thus, Knowles was not able to study the issue of correlated errors.  However, it does 
support the existence of a serial-order effect. 
In response to the lack of studies in this domain using a latent variable 
framework, Steinberg (1994) investigated order effects using IRT – previous studies 
utilized CTT approaches.  She asked 700 undergraduate students to respond to the 20-
item Trait Anxiety scale; participants were randomly assigned to receive one of two 
orders of the instrument: Form A showed the items in canonical order (i.e., items 1 to 20), 
whereas Form B had items 1 to 10 in positions 11 to 20 and items 11 to 20 in positions 1 
to 10.  She used an IRT likelihood ratio test (IRT-LR) to compare the fit of two models.  
The first model freely estimated the discrimination parameters (comparable to the item-
total correlations analyzed in previous CTT studies) regardless of item location.  The 
second model constrained the discrimination parameters to be equal for the identical item 
placed at different locations of the scale.  Constraining the discrimination parameters to 
be equal for the identical items at different locations resulted in a significant decrease in 
fit, indicating at least one item had a significantly different discrimination parameter 
when displayed at a different serial position.  In addition, similar to previous research, 







placed later in the scale.  The other items did not have any statistically significant 
differences in discrimination parameters.  However, Steinberg also tested whether for any 
specific item, the discrimination parameter (analogous to the item-total correlation in 
CTT) was significantly higher when this item was placed at the end of the scale.  She 
only found one item out of 20 with a different discrimination parameter based on 
location.  This item had a significantly higher discrimination parameter when placed at 
the end.  All other item discrimination parameters were not statistically significantly 
different when presented in a different location. 
Multiple theories have been proposed regarding the origin of these serial-order 
effects.  Prior to discussing the theories for serial-order effects, it is important to consider 
the process a respondent goes through when responding to an item.  Knowles and Byers 
(1996) commented that “much is known about the inquiry-response process from the 
inquirer’s perspective; however, very little is known about the process from the 
respondent’s perspective” (p. 1080).  However, Tourangeau and Rasinski (1988) have 
proposed a four-step model for the response process.  The first step is the interpretation 
stage, where an individual reads and interprets what the item means.  Second, in the 
retrieval stage, the individual retrieves from their memory relevant beliefs to help form a 
judgment about the item; third, a judgment is made based on the information retrieved.  
Fourth and finally, once a judgment has been made, an individual selects the response 
that best fits their judgment in the response-selection stage. 
There are two commonly purported hypotheses regarding the origins of serial-
order effects, both dealing with different stages of Tourangeau and Rasinski’s (1988) 







effects arise because as respondents proceed through the instrument they either (a) come 
to understand their views about the construct better (e.g., Hamilton & Shuminsky, 1990) 
or (b) understand the meaning of the construct more fully (e.g., Knowles & Byers, 1996).  
These two hypotheses will be referred to as self-awareness and construct-awareness, 
respectively.  They will be explained in turn. 
Self-awareness hypothesis. Researchers proposing the self-awareness hypothesis 
argue that participants have not fully retrieved enough information from their memory 
(Tourangeau and Rasinski’s [1988] second stage) to accurately respond to the initial 
items on a scale (e.g., Hamilton & Shuminsky, 1990; Knowles, 1988).  They argue that as 
participants proceed through answering the items, they become more self-aware and are 
better able to retrieve relevant information from memory; thus, their responses to later 
items are more congruent with the items near them.  This produces arguably better 
judgments (Step 3 of Tourangeau and Rasinski’s model) for items at the end of the scale.  
Ultimately, this results in stronger item-total correlations for items near the end of the 
instrument. 
Hamilton and Shuminsky (1990) were interested in testing this hypothesis.  
Because they hypothesized that the higher consistency of responding near the end of a 
scale was due to a respondent becoming more self-aware, they conducted an experiment 
to attempt to manipulate an individual’s level of self-awareness.  Hamilton and 
Shuminsky randomly assigned 242 undergraduate students to receive one out of 40 
versions of test forms of the 20-item State-Trait Anxiety Inventory (STAI).  There were 
20 orders of the test (so each item on the 20-item scale was presented in every possible 







total of 40 possible test forms.  The students in the internally-focused (i.e., self-aware) 
condition were required to write a story about themselves including the words I, me, 
myself, and mirror prior to taking the scale of interest.  The group in the externally-
focused group wrote a story about George Washington including the words he, himself, 
and him prior to responding to the scale of interest.  Hamilton and Shuminsky 
hypothesized that by writing an internally-focused story prior to taking the scale, 
respondents would become more self-aware before responding to any items, and 
therefore more consistent in their responses to the items on the scale throughout the 
instrument.  As expected, they found that the item-total correlations were significantly 
related to item order for the externally-focused group but not for the internally-focused 
group.  Interestingly, they found that for the first ten items, the internally-focused group 
had higher item-total correlations than the externally-focused groups, whereas the reverse 
was true for the final ten items on the scale.  In addition, they found that the within-
subjects variance for the externally-focused group was significantly lower than that of the 
internally-focused group for the last 9 items (there was no difference for the first 9 items).  
The internally-focused group’s within-subjects variance remained constant for the 
beginning set of items and the final set of items.  This indicates that the externally-
focused group had lower variability in responses for the final set of items.  For all 
analyses, Hamilton and Shuminsky grouped the items into sets of ten; so unfortunately, 
the effect of the individual items cannot be examined.  Moreover, the somewhat arbitrary 
grouping of the items could alter the power to detect differences, so the true differences 
could potentially be stronger than portrayed in their study (MacCallum, Zhang, Preacher, 







In Steinberg’s (1994) aforementioned IRT analyses (replicating a similar 
procedure to Hamilton and Shuminsky [1990] but on a different sample), the effects 
mentioned were found for the externally-focused group.  She found that there was a 
significant decrease in fit when the item discrimination parameters were constrained to be 
equal based on item location for the externally-focused group but not for the internally-
focused group that also participated in the study.  However, at the individual item level, 
only one item discrimination parameter was statistically significantly different in the 
externally-focused group.  Therefore, she did not find a differential effect of item order at 
the item level on discrimination parameters across the two groups (as Hamilton and 
Shuminsky [1990] found).  The differences between the two studies likely arose because 
Steinberg compared the functioning of each individual item, whereas Hamilton and 
Shuminsky grouped the items into sets of ten for comparison.  Steinberg found that the 
model allowing all discrimination parameters to differ fit significantly better than 
constraining them to be equal; however, upon examining all the item discrimination 
values, only one item had a statistically significant difference.  Hamilton and Shuminsky 
were unable to examine individual item effects, because they compared only the two sets 
of items.  A large enough discrepancy in one of the item discrimination parameters could 
result in significant mean differences for the two sets, which may have been what 
happened in the study by Hamilton and Shuminksy. 
Construct-awareness hypothesis.  Proponents of the construct-awareness 
hypothesis argue that respondents often do not have a clear understanding of what the 
items are getting at as they begin answering the items on an instrument (e.g., Knowles & 







proceed through the scale. Therefore, they interpret the items better (stage 1 of 
Tourangeau and Rasinski’s [1988] model) as they proceed through the instrument due to 
their better understanding of the construct itself, not because of a greater awareness of 
themselves.   
 Knowles and Byers (1996) were interested in considering whether the construct-
awareness hypothesis was plausible.  In the studies and findings of Hamilton and 
Shuminsky (1990) and others, the manipulations centered on increasing respondents’ 
internal focus by asking them to write a story about themselves. However, Knowles and 
Byers believed the difference should occur because of a greater understanding of the 
construct itself.  Because of this, they asked participants (N = 480) to complete the Locus 
of Control scale items either about themselves, a friend, or a positively viewed public 
figure (Bill Cosby, in their manipulation).  If the change in item-total correlations was 
really due to an increased awareness of the construct rather than self-awareness, then the 
difference should be found across all three conditions.  If so, then it seems it is not self-
awareness driving the increased item-total correlations, as for two of the three conditions, 
respondents are not evaluating themselves.  Knowles and Byers found increased item-
total correlations for the items at the end of the scale across all three conditions, 
providing some evidence that the effect is not due to increased self-awareness, but rather 
increased construct-awareness.   
Hartig, Hölzel, and Moosbrugger (2007) extended the research conducted by 
Knowles and Byers (1996) by developing a confirmatory factor analysis (CFA) model 
called the Confirmatory Analysis of Item Reliability Trends (CAIRT).  They 







265 participants.  Participants were recruited by emailing and posting on a website.  In 
two of the four groups, participants had to rate themselves on a self-efficacy scale; in the 
other two groups, they rated a peer of their choosing on a self-efficacy scale.  They 
counterbalanced the orders of the items so each item was presented in every position, in 
the same manner as Knowles and Byers.  In addition, participants either rated themselves 
or a peer (different from whom they would rate later) on a different personality 
questionnaire prior to the self-efficacy scale analyzed for this study.  Hartig et al. (2007) 
found that for both self-rating conditions, factor loadings (i.e., true score variance) 
increased as the item was presented later in the scale but error variance did not change 
significantly.  For the peer-rating conditions, true score variance increased and error 
variance decreased as an item was positioned later in the scale.  The researchers believed 
the change in true score variance but not error variance for the self-rating conditions was 
due to responses becoming more polarized as the respondent went on.  This resulted in 
greater variability across respondents but equal error variance.  Alternatively, for peer-
ratings, they believed true score variance increased, whereas error variance decreased, 
because the respondents became more consistent as they proceeded through the 
instrument.  Therefore, consistent across both theories and all studies, item-total 
correlations increased with serial order proceeding through the scale for some conditions, 
providing support for the construct-awareness hypothesis (or possibly a combined 
construct- and self-awareness hypothesis).  Although none of these studies examined 
correlated residuals directly, this effect could result in correlated residuals based on the 







In previous studies, researchers have considered whether the self-awareness or 
construct-awareness hypotheses occur independently.  But as of yet, no one has 
considered whether both could occur simultaneously.  This may be because it is 
challenging to determine with an entirely quantitative data analysis model.  A mixed-
methods study could allow for the investigation of whether these two hypotheses are co-
occurring, as seems a likely possibility.  
Similar Wording Effects 
 When items have similar wording on attitudinal scales, researchers have 
consistently found that items with similar wording relate above and beyond their 
relationship to the construct itself, and that fit in CFA models will improve by allowing 
for the resultant correlated residuals (e.g., Eccles & Wigfield, 1995; Olatunji, 
Abramowitz, Williams, Connolly, & Lohr, 2007).  This finding has occurred consistently 
across many different constructs.  Researchers have found that a similar effect, often even 
more strongly present, occurs when items are negatively keyed (i.e., when items need to 
be reverse scored prior to analysis; e.g., Marsh, 1996; Tomás & Oliver, 1999).  I will 
summarize research on these effects in turn. 
 Eccles and Wigfield (1995) examined a scale measuring perceptions of ability, 
task difficulty, and task value on a sample of 742 adolescents.  In all tested CFA models, 
they allowed items with similar wordings to have correlated residuals so that the fit of the 
model was acceptable.  Similarly, Liang and Bollen (1983) found it was necessary to 
allow correlated residuals among similarly worded items on a life satisfaction measure 
tested on a sample of 3,996 participants.  Wheeler, Vassar, and Hale (2011) tested 







390 undergraduate students.  The model they deemed most acceptable based on fit, which 
was used in subsequent invariance testing across genders, allowed for correlated residuals 
among items with similar wording.  As a final example, Olatunji et al. (2007) allowed 
similarly worded items to correlate on an inventory of scrupulosity (i.e., a disorder 
exemplified by guilt from religious/moral issues).  They noted as a rationale for the 
correlations that the authors of the scale “had intentionally worded some items very 
similarly” (Olatunji et al., 2007, p. 778).  When they incorporated the correlated 
residuals, model fit improved significantly. 
 Negatively-keyed item effects.  Researchers have found higher correlations 
among similarly worded items than among dissimilarly worded items. However, this 
effect seems to be even more pervasive when items are similarly worded in a 
grammatically negative fashion, so that they must be negatively keyed.  Prior to 
discussing studies that have researched negatively-keyed items, I must make a 
distinction.  Although many researchers use the terms negatively keyed and negatively 
worded interchangeably, there is a difference between the two terms.  An item may be 
negatively keyed, negatively worded, or both.  An item is considered to be negatively 
keyed when it must be reverse scored prior to summing to create a scale score.  An item 
is negatively worded when it contains a negative word, such as “not” or “never”; thus, 
orienting the item in a negative manner.  It is important to note that an item can be 
negatively worded but positively keyed (i.e., summed to create a scale score without 
reverse scoring).  However, many negatively-worded items are also negatively keyed.  







is advised to consult Coleman (2013).  The focus of my dissertation will be on items that 
are negatively keyed, irrespective of their wording.   
 In one illustrative study, Marsh (1996) estimated a series of CFAs on responses 
from grade-school students to the Rosenberg Self-Esteem (RSE) Scale with an effective 
sample size of 9,685.  The RSE is a balanced scale containing five positively-keyed items 
and five negatively-keyed items.  He found that there was a sizeable method effect 
among all the negatively-keyed items.  In addition, he found one pair of positively-keyed 
items for which it was necessary to model a correlated residual in order to obtain 
adequate fit.  The necessity of modeling the effects due to the presence of oppositely-
keyed items on the instrument has been shown by researchers studying the structure of 
the RSE in other populations as well: adults 18 years of age and older (e.g., Hyland, 
Boduszek, Dhingra, Shevlin, & Egan, 2014), adults 60 years of age and older from 
various countries (e.g., Lindwall et al., 2012), high school students in Spain (e.g., Tomás 
& Oliver, 1999; Tomás, Oliver, Galiana, Sancho, & Lila, 2013), and university students 
(e.g., DiStefano & Motl, 2006). 
Although a great deal of research has focused on the RSE and its negatively-
keyed items, researchers have also examined correlated residuals associated with 
negatively-keyed items on other instruments.  Motl, Conroy, and Horan (2000) found 
strong relationships between negatively-keyed items after controlling for the construct 
intended to be measured on the Social Physique Anxiety Scale (SPAS).  They estimated 
the model using responses from a sample of 1,053 university students.  These authors 
used a method factor to model the additional covariation among negatively-keyed items.  







method effect (in this example, negative keying).  The method factor allows the 
negatively-keyed items to relate above and beyond their relationship to the substantive 
anxiety factor.  This method factor is uncorrelated with any substantive factors.  I will 
discuss method factors in greater detail when discussing how to address order and 
wording effects.  Without inclusion of the method factor for the negatively-keyed items, 
fit of the CFAs was not acceptable.  This effect was replicated on a sample of university 
students by DiStefano and Motl (2006). 
Combined Serial-Order and Negative-Keying Effects 
 Given that correlated residuals can arise from both serial-order effects and 
negatively-keyed items, it would be expected that the effects of serial order would be 
compounded for a scale containing negatively-keyed items.  However, the combination 
of the two effects has not been researched by many scholars as of yet.  Knowles et al. 
(1996) made the conscious decision to evenly disperse the negatively-keyed items when 
generating forms and examining serial-order effects.  However, a separate line of 
research involves studying the effects when positively- and negatively-keyed items are 
displayed in different orders, rather than attempting to balance out the negatively-keyed 
items.  Although research has examined the effects of both serial order and method 
effects arising from negatively-keyed items separately, few researchers have studied their 
combined impact on the structure of instruments. 
 Bandalos and Coleman (2012) manipulated item order of positively- and 
negatively-keyed items on the RSE.  They presented the items in three different orders to 
groups of university students: (1) bunched, n = 1942, (2) alternating, n = 1448, and (3) 







followed by the five negatively-keyed items.  The alternating order displayed one 
positively-keyed item, then a negatively-keyed item, then a positively-keyed item, and so 
on.  The random condition displayed items to every student in a different random order 
via computer (in the other conditions, items were presented in a traditional paper format).  
Interestingly, the researchers found that the random form had slightly lower reliability 
than the other forms; however, it also had the best fit and the fewest correlated residuals.  
Consistent across all three forms, they found that the highest correlations among residuals 
were between items keyed in the same direction and this effect was magnified when the 
items were in close proximity to each other on the form (which supports the previously 
mentioned serial-order effect studies).  This appears to be the only study that has 
manipulated the ordering of negatively-keyed items to examine the interaction of serial-
order effects with negative keying. 
Proposed Methods for Addressing Method Effects 
 As it is clear that both serial order and negative keying can have an effect on the 
obtained factor structure, it is important to consider strategies to address this effect.  Two 
commonly proposed methods for dealing with this effect are: (a) allowing the residuals to 
correlate (by modeling either a correlation or a method effect factor), and (b) parceling 
items together in the analysis rather than analyzing the individual items. 
Modeling the correlated residuals. One common method for addressing the 
tendency of items’ residuals to relate above and beyond their relationship to the construct 
has been to simply allow the residuals to be correlated (see Figure 1b).  Researchers 
commonly will allow item residuals to correlate if modification indices suggest fit will be 







(2007) found that, of 75 studies testing a CFA or SEM, 21.3% of studies included 
correlated residuals explicitly and another 5.3% of studies appeared to allow for 
correlated residuals (based on checking the degrees of freedom) but did not explicitly 
state this.  As their review shows clearly, the use of correlated residuals is quite prevalent.  
Of course, in these 20 studies, not all researchers may have allowed correlated residuals 
due to order and wording effects; however, it is likely many were for this purpose.  As 
Bollen (2000) noted, “Correlated errors due to similar question wording or overlapping 
content are not that unusual” (p. 77). 
Authors in favor of modeling correlated residuals (e.g., Cole et al., 2007) argue 
that failure to include correlated residuals yields invalid results because incorporating a 
correlated residual in the model changes the meaning of the factor.  The meaning of the 
factor changes because modeling the correlated residual results in extraction of construct-
irrelevant variance (due to serial order or negative keying) from the latent factor.  
However, most authors, even those who are most supportive of allowing residuals to 
correlate, point out that this should only be done if there are strong a priori reasons to 
believe the residuals should be correlated.  Cole et al. (2007) went as far as to recommend 
that researchers design their study in a manner that allows enough observations of each 
method in a multi-trait multi-method study so that all the correlated residuals can be 
modeled; thus obtaining a substantive factor purified from method effects.  They argued 
that if the correlated residuals among the various methods are not modeled, the model 
will be misspecified and researchers will obtain biased estimates in the factor model and 







Although Cole et al. (2007) appeared most supportive of the modeling of 
correlated residuals, numerous other authors support their use under specific 
circumstances.  Cortina (2002) argued that correlated residuals should be modeled when 
there are strong a priori reasons to include them.  He provided two examples of when 
they should be used: (1) longitudinal studies where identical items are given to 
participants at multiple time points, and (2) studies in which variables share components 
with each other (e.g., in multiplicative SEM where some variables are created directly 
from others).  Note that neither of Cortina’s examples would apply in the case of order or 
wording effects. 
Tomarken and Waller (2003) also said allowing for correlated errors can be an 
appropriate method when there are a priori reasons to believe the item residuals should be 
correlated.  However, they cautioned researchers not to allow residuals to correlate 
haphazardly as allowing for them will change the factor parameter estimates.  Another 
argument against allowing such correlations is that, if they are added in a post hoc 
fashion, they may not replicate in an independent sample (MacCallum, Roznowski, & 
Necowitz, 1992).  Although there may be a priori reasons for allowing correlated 
residuals due to item ordering, allowing for all the correlated residuals due to item order 
could drastically alter the model.  That is, modeling the relationships items have above 
and beyond their relationship to the factor results in some of the variance in the 
substantive factor being modeled instead as the correlated residuals.  In consequence, the 
parameter estimates in the factor model as well as the overall fit of the model will change 







residuals are added post hoc (e.g., as a result of modification indices), then model fit will 
certainly improve – but the model might not replicate in other samples. 
Similarly, Mulaik and James (1995) argued that correlated residuals be used 
sparingly because they violate the assumption of local independence previously 
discussed.  This violation would specifically have an impact if observed scores are used 
because the correlated residual cannot be accounted for in observed scores.  These 
authors argued that using modification indices to free correlated residuals can be 
“dangerous” because of the violation of this traditional factor model assumption of local 
independence (p. 136).  Landis, Edwards, and Cortina (2009) appear to be most strongly 
against the incorporation of correlated residuals into a factor model.  They argue that 
merely adding the correlated residuals does not address the problem (i.e., the reason the 
residuals are correlating).  Although they say that, given a priori reasons, it can be 
acceptable to allow residuals to correlate, they state strongly that when there are 
unexpected modification indices for correlated residuals there often is not an appropriate 
reason to allow for these correlated residuals. They also note that such parameters are not 
likely to replicate. 
A related method for modeling the correlated residuals involves modeling a 
method factor to account for the relationships among items above and beyond their 
relationship to the substantive factor (Reise et al., 2010; see Figure 1c).  It is possible for 
a method factor model to be equivalent to a correlated residuals model (e.g., if three items 
had correlated residuals).  However, if more than three items’ residuals are allowed to 
correlate due to a method effect, then incorporation of a method factor will result in a 







four pattern coefficients to a method factor compared to six correlated residuals).  This is 
one potential advantage of using a bifactor model to represent the relationships; 
moreover, it allows for more of an explanation of the source of the correlated residuals 
rather than an often post hoc freeing of the correlation(s) among residuals.  However, if 
there is not a large amount of additional covariance for the method factor to explain, the 
bifactor model may not converge, whereas a correlated residuals model will.  The same 
general guidelines and arguments for (and against) incorporating correlated residuals also 
apply to a method factor.  
Although researchers have varying levels of support for the practice of allowing 
for correlated residuals (either through the correlated residuals model or a bifactor 
model), these two formulations offer ways to address the additional covariation between 
items that are contiguous and/or have similar keying.  However, regardless of other 
potential problems (e.g., unlikelihood of replication), if all contiguous items necessitate 
correlated residuals, such a model will not be identified (Cole et al., 2007).   Therefore, 
depending on the extent to which modification indices suggest correlated residuals, 
researchers may not be able to be model all necessary correlation residuals, resulting in a 
misspecified model.  Researchers who both support (e.g., Cole et al., 2007) and oppose 
(e.g., Landis et al., 2009) modeling the method effect would agree that such a model 
would ultimately be misspecified if it were not possible to account for all the necessary 
correlated residuals or paths to a method factor.  This is especially problematic for 
modeling serial-order effects.  On the other hand, for negatively-keyed items, modeling a 
method factor allows the effect of the negative keying to be extracted from the latent 







Creating item parcels. Parceling “refers to aggregating individual items into one 
or more ‘parcels’ and using those parcel(s), instead of items, as the indicator(s) of the 
target latent construct” (Matsunaga, 2008, p. 261).  Little et al. (2002) have proposed 
using item parcels to alleviate concerns about the lack of fit associated with wording 
effects.  Little and colleagues argue that individual items often have much nuisance 
variance that correlates with that of other items, reducing the overall fit of the estimated 
models.  Therefore, they would argue that parceling items together removes the nuisance 
factors by balancing them out across parcels (see Figure 1d).  Little et al. suggest, for 
instance, coupling equal numbers of positively- and negatively-keyed items in each 
parcel to balance possible method effects.  These authors also argued that a researcher 
can obtain more stable estimates by analyzing a parcel of items, because a mean or 
composite is more stable than an individual item.  Through generation of parcels with 
items intended to be on both extremes of the method effect (e.g., equal numbers of 
positively- and negatively-keyed items), researchers who analyze item parcels then are 
creating a latent factor that includes the method effects (i.e., construct-irrelevant 
variance) in it.  If the effect is truly balanced in the parcel, this nuisance variance will be 
included as stable variance in the factor.  The factor then may be drastically different 
from what it would have been had the method effect been modeled directly (extracting 
the construct-irrelevant variance from the factor). 
As Bandalos (2002) noted, “A well-fitting model is of little use if it is an 
inaccurate representation of these relations” (p. 99).  In the case of order and similar 
keying effects, grouping items – whether in a random or systematic manner – inhibits the 







interest.  Therefore, parceling results in analysis of a different structure than was 
intended.  And the factor that is then analyzed includes method variance, which is often 
not desirable.  Matsunaga (2008) agrees that parcels should not be used merely to 
improve model fit because parceling may result in a misspecified model regardless of 
whether fit improves.  When parcels are analyzed, researchers are now analyzing a 
smaller matrix of covariances among the item parcels; thus, the model needs to reproduce 
a smaller number of relationships among items. This can result in improved fit even 
though the model may still be misspecified.  Therefore, the use of parceling to alleviate 
order and wording effects does not appear to be a viable option to ameliorate these 
concerns. 
In sum, both of the proposed methods for addressing order and wording effects 
can change the interpretation of scores.  By allowing correlated residuals, method effects, 
or item parcels in our models, we alter the factor that is analyzed.  The correlated 
residuals and method effects allow us to extract the construct-irrelevant method variance 
from the true factor variance.  However, this is not possible when observed score 
methods (e.g., regression) are used.  On the other hand, item parcels create a factor that 
includes method variance; therefore, the factor no longer extracts the random and 
systematic error appropriately.  This confounding of the true factor variance with method 
variance will also complicate any observed score interpretations made using our 
attitudinal instruments.   
Moreover, as Rubio and Gillespie (1995) so clearly noted, “It is necessary to 
explain theoretically why correlated error exists. Simply accounting for correlated error 







noted problems associated with allowing correlated residuals or analyzing item parcels 
rather than individual items, explaining why the correlated errors exist is of utmost 
importance. Without such an explanation, it is not possible to determine how these 
sources of error might be prevented from occurring in our models.  
Eliminating Method Effects 
 As researchers have consistently found both that order and keying method effects 
occur and that the proposed methods to deal with the effects do not adequately address 
the problem, it should be of interest to investigate potential ways to prevent these effects 
from occurring in the first place (if possible).  Some researchers have considered random 
orderings of scales to address serial-order effects (e.g., Schriesheim, 1981a).  However, 
all studies to this point, other than Bandalos and Coleman (2012), have only considered a 
static random form.  By that, I mean their “random” form is administered in the same 
random (i.e., arbitrary) order to all participants. 
 Schriesheim (1981a, 1981b) asked 60 employees to respond anonymously to 
questionnaires about their managers.  The respondents answered in one of two forms: (1) 
ungrouped: items were displayed “randomly” with no grouping by construct, (2) grouped: 
items were divided with labels of the constructs and grouped by construct.  Schriesheim 
(1981a, 1981b) found that respondents were more lenient (i.e., responded more socially-
desirably) about their managers, as measured using Schriesheim’s Leniency Scale, in the 
grouped condition.  Both studies found the randomly-ordered form (albeit a set random 
order) reduced leniency bias, but there was still a substantial amount of leniency bias.  It 
is important to note that their studies only considered whether participants saw a set 







serial order of the items were not examined.  Nonetheless, because leniency effects were 
found even with a random ordering of items, it appears that more intervention is needed 
to alleviate the effects of serial order (or, alternatively, that people’s responses will 
always be biased).  
 Veres, Sims, and Locklear (1991) administered Kolb’s learning style inventory to 
employees of various organizations and university students in two orders: (1) grouped by 
items with similarly ended sentences, and (2) randomly ordered.  All participants 
completed a form of the instrument on three occasions over an 8-week period.  The 
learning inventory contained items with similarly ending sentences; therefore, Veres et al. 
(1991) suspected that order and wording method effects might occur.  They found that, 
when the items were randomly ordered, they had lower internal consistency estimates (as 
measured by coefficient alpha) but higher test-retest coefficients (as measured by a 
correlation) and higher classification accuracy into learning styles (as measured by 
kappa).  The authors suggested that the similarity in sentence endings may allow 
respondents to have a good context for responding to the items, resulting in increased 
internal consistency in the similarly ended sentences condition.  The researchers found it 
interesting and “difficult to explain” why the stability of measurement was so much 
higher in the randomly-ordered condition (Veres et al., 1991, p. 149).   
 Most recently, Schell and Oswald (2013) administered the 50-item Big 5, which 
contains a mix of positively- and negatively-keyed items, to 397 university students in 
three static conditions: (1) cycled: every fifth item was the same construct, (2) random: a 
set random order across the entire instrument, (3) grouped: grouped by the five 







level correlation analyses across their three conditions.  However, as noted, Schell and 
Oswald did not administer different random forms to every participant. Moreover, they 
did not specifically examine whether there were correlated residuals due to serial order.  
As was mentioned, Bandalos and Coleman (2012) administered the RSE in various 
orders, including a random condition in which each participant received a different 
random order of the items.  They found fewer modification indices in the random 
condition, suggesting this may be a plausible way to eliminate these method effects. 
Purpose of the Current Study 
 Given the impact of both serial-order and negative-keying effects, I consider in 
this dissertation whether the effects of serial order and negative keying will be partially 
(or fully) alleviated if each participant receives a different randomly-ordered form.  
Although researchers have repeatedly found both order effects and wording effects to be 
prevalent in attitudinal scales, there has been limited research proposing solutions to 
address these problems.  All the approaches to modeling the method effects have 
drawbacks; therefore, it would be beneficial for researchers to have an alternative that 
would eliminate or mitigate the amount of impact the effects have.   
 In addition, there is only limited research from a qualitative perspective 
examining what thought processes respondents go through as they respond to the items 
on the scale.  In order to more fully understand respondents’ thought processes, a mixed-
methods design will be used that will combine think-aloud data from participants with 
quantitative results showing how the forms differ with respect to modification indices for 
correlated residuals, fit of the models, and reliability.  In addition, responses to multiple 







across different scales.  This design will also provide insight into whether the self-
awareness and construct-awareness hypotheses for the serial-order effects are occurring, 









 In this study, I used an explanatory sequential mixed-methods design to address 
my various research questions (see Figure 2; Creswell, 2011; Ivankova, Creswell, & 
Stick, 2006).  An explanatory sequential design uses qualitative data to inform the 
quantitative data results.  Recall, my first and second research questions concerned 
relative fit and reliability across three orderings of attitudinal scales.  My third research 
question involves which of the hypothesized causes of serial-order effects seem to be 
occurring; this question lends itself well to qualitative analysis.  The same measures were 
used in both the quantitative and qualitative study, and thus will be described first.  
Following this, the samples and procedures used for the quantitative and qualitative 
studies will be described separately.   
Measures 
 I analyzed results from the Conformity Scale (CS; Jackson, 1994) and two 
subscales – Conscientiousness and Agreeableness – from the Big Five Inventory (John & 
Srivastava, 1999; see Appendices A–C).  Jackson (1994) developed the Conformity Scale 
(CS) as part of the Jackson Personality Inventory-Revised (JPI-R).  A preliminary version 
of the CS, prior to its becoming commercially available on the JPI-R, is listed on the 
International Personality Item Pool (IPIP) website (Goldberg et al., 2006) and contains 
five positively- and five negatively-keyed items.  This version of the CS was used in my 
study.  Jackson reported a reliability coefficient of .71 for the CS.  The Conscientiousness 
and Agreeableness subscales both have five positively- and four negatively-keyed items.  
John and Srivastava (1999) obtained reliability coefficients (coefficient alpha) of .82 and 







scales on a 7-point Likert scale (1 = Not at all true of me to 7 = Very true of me for the 
CS; 1 = Strongly Disagree to 7 = Strongly Agree for the Big Five Inventory scales).  
Study 1: Quantitative 
Participants and procedures. Data were collected as a part of a university-wide 
assessment day at a mid-sized university.  Students were randomly assigned to testing 
rooms based on their (arbitrary) student identification numbers.  Within each room, 
students received different batteries of instruments that were a combination of cognitive 
tests and attitudinal scales.  The scales of interest in this study were combined with others 
to make up a single attitudinal test form.  The scales used for my study were administered 
approximately one hour following the start of the testing session, so students had 
responded to many items prior to these.  When scales were administered on the computer, 
the entire scale was shown on one page in the survey.  When scales were administered on 
a paper-and-pencil based form, items were displayed on the same page as other items on 
the test form.  Proctors in the testing sessions provided instructions regarding testing 
procedures prior to students completing any of the tests.  During the testing session, 
proctors ensured students were quiet and appeared to be putting forth effort on the 
measures. 
  Sample 1. In August 2013, 3,871 incoming freshman students provided 
responses to at least one item on the 10-item Conformity Scale (see Table 1 for 
demographic information).  The CS was administered in three different orders to 
randomly-assigned subsets of the sample.   See Appendix A for the versions of the CS. 







1. Bunched: 5 positively-keyed items first followed by 5 negatively-keyed items, n = 
1,275 
2. Alternating: keying alternated every other item beginning with a positively-keyed 
item, n = 2,236 




The forms in the bunched and alternating orders were administered on paper-and-
pencil forms in testing rooms, whereas the form in the random order was (necessarily) 
administered on the computer using the Qualtrics survey platform. 
Sample 2. In August 2014, approximately 1,000 students (see Table 1) responded 
to the Conscientiousness and Agreeableness subscales of the Big Five Inventory (John & 
Srivastava, 1999).  Students were randomly assigned to groups taking one of the same 
three orders in which the CS was administered in August 2013 (see Appendices B and C).  
The Conscientiousness and Agreeableness subscales were presented on the same test 
form (i.e., combination of instruments).  One-third of the sample received the 
Agreeableness subscale in the random ordering followed by the Conscientiousness 
subscale in the bunched ordering.  Another one-third of the sample received the 
Conscientiousness subscale in the random ordering followed by the Agreeableness 
subscale in the alternating ordering.  Finally, one-third of the sample received the 
Conscientiousness subscale in alternating ordering followed by the Agreeableness 
subscale in the bunched ordering.  Students completed all items on the computer.  These 
                                                 
3
 The sample size for the random ordering is comprised of participants from both Sample 1 and Sample 2. 
The three sample sizes listed here exceed the overall sample size from Sample 1 because 907 students from 







students also responded to the random ordering of the CS to increase sample size for that 
ordering.  All scales in 2014 were administered on the computer using the Qualtrics 
survey platform. 
Analyses. Prior to analysis, data were screened for univariate/multivariate outliers 
and normality.  If a person supplied at least one response to the scale, their data was 
retained in the analysis.  If a person responded out of the range of the scale to an item on 
a paper and pencil form, their response to the item was coded as missing.  Then, to 
answer Research Question #1, I estimated and compared a series of models for each of 
the instruments and orderings separately.  The three scales each have a theoretical one-
factor model, so this model was estimated (see Model A of Figures 3–6).  Then, a model 
was estimated which incorporates a negatively-keyed method factor to attempt to capture 
any systematic variance associated with the negatively-keyed items (see Model B of 
Figures 3 – 6).  When this model did not converge (i.e., there was not enough systematic 
variance to be captured by the method factor), a correlated uniquenesses (CU) model was 
estimated (see Model C of Figures 3 – 6).  A covariance matrix was analyzed for all CFA 
models, and maximum likelihood estimation was used to obtain a solution.  If data were 
multivariately nonnormal, the Satorra-Bentler adjustment was applied to adjust the χ
2 
values, standard errors, and fit indices (Satorra & Bentler, 1994, 2001).  Fit, modification 
indices, and correlation residuals were compared across the various models.   
Fit indices.  I examined numerous fit indices: χ
2
, robust comparative fit index 
(CFI), robust root mean square error of approximation (RMSEA), and robust standard 
root mean square residual (SRMR).  The robust CFI compares the fit of the hypothesized 







robust CFI values greater than .96 are suggested to indicate good fit (Yu & Muthén, 
2002).  The robust RMSEA gives an estimate of the amount of misfit per degree of 
freedom; therefore, it penalizes a model according to its complexity.  Values of the robust 
RMSEA are considered good when less than or equal to .05 (Yu & Muthén, 2002).  The 
SRMR provides the average standardized covariance residual in the model on a 
correlation metric; values less than or equal to .07 are suggested to indicate good fit (Yu 
& Muthén, 2002). 
A comparison of fit indices can mask misfit at the local level, which is the focus 
of my study.  Therefore, modification indices and expected parameter change (EPC) for 
measurement error correlations were compared across the three item orders to get a better 
sense of the local misfit in the models.  Modification indices provide an estimate of the 
amount fit (i.e., χ
2
) would decrease (i.e., improve) by freeing various paths currently 
constrained to be zero in the model.  Of most interest in this study will be the 
measurement error correlations suggested to be freed by the modification indices in the 
standardized EPCs.  Error variances for the items will also be examined to see whether 
they differ systematically according to item position. 
Reliability. To answer Research Question #2, reliability was examined using 
variations of coefficient omega (McDonald, 1999).  For models with no method factor, 
the standard formula was used: 
 
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where bi is the unstandardized factor loading and ei is the unstandardized error variance.  







formula for omega that includes the method factor variance in the denominator as part of 
the total variance (but not as true score variance in the numerator).  Method variance is 
not included in the numerator because although it is explained, it does not represent 
reliable variance indicative of the latent construct factor (Green & Yang, 2009).  This 
calculation represents McDonald’s (1999) ωH, or omega hierarchical.  Reise (2012) 
discussed how it provides some indication of the extent to which the items represent a 
single factor.  Omega hierarchical only includes variance associated with the overall, 
general factor in the numerator.  Therefore, it provides an indication of the amount of 
variance reflected by this general factor, as opposed to the method factors.  Formula 3 
depicts the formula for omega hierarchical, which will be referred to as ω2 here: 
 
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where bj are the unstandardized factor loadings for the method factor. If a CU model was 
estimated, the same form of omega was estimated with the covariance among errors 
being included in the denominator as total variance: 
 
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Because many authors use alpha, whose estimates include systematic variance 
associated with correlated residuals/method factors as a part of the true score variance, 
omega was also calculated so the method variance is included in the numerator.  These 
calculations are represented by Formulas 5 and 6 with the same parameters from 







because they show the contribution of the subscales – or in this case method factors – to 
reliable variance. 
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 Software. SAS version 9.3 was used for data screening. Mplus version 7.0 was 
used for estimation of all factor models. 
Study 2: Qualitative 
Participants and procedures. To answer Research Question #3, in August 2014, 
twelve students were selected from larger testing rooms at the same university-wide 
assessment day and requested to participate in the qualitative study.  After students 
finished all instructional information in their original testing room and turned in a signed 
consent form, the lead proctor asked for the selected students to identify themselves.  See 
Appendix D for the “golden ticket” students received alerting them they had been 
selected for the study.  Because language/reading ability may exacerbate difficulty with 
negatively-keyed items and/or order effects, selection of participants was stratified by 
SAT critical reading score.  Half of the selected participants had higher SAT critical 
reading scores (M = 745, SD = 28.11) and half had lower SAT critical reading scores (M 
= 417, SD = 27.33).  
A similar protocol to that used by Coleman (2013) was followed with the 
participants.  After arriving at the room, proctors instructed the participants to work on a 







Participants completed a set of instruments, different from the scales used in the study, to 
ensure that their testing time was approximately the same length as the other students 
participating in the assessment day.  When it was time for a participant to complete the 
think-aloud, a proctor brought her/him to a separate room.  First, the proctor provided 
instructions to the participant (see Appendix E).  Then, the participant went through the 
entire scale according to the think-aloud process (i.e., verbalizing their thoughts as they 
responded to the item).  There were two forms that were evenly dispersed across 
participants.  On the first form, the CS was displayed in a bunched order and the 
Conscientiousness subscale from the BFI in an alternating order; on the second form, the 
Conscientiousness subscale was presented first in a bunched order followed by the CS in 
an alternating order.  If the participant struggled with the think-aloud process, the proctor 
led him/her through an example think-aloud process (see Appendix E for script).  
Participants first tried without the example script so that the example did not influence 
the manner in which they “thought aloud.”  In this study, the example script was not 
necessary because no participant struggled with the process.   
Following the think aloud portion, the proctor went through a set of structured 
interview questions to conclude the session.  The structured interview questions asked the 
participant to reflect on the process they engaged in when going through the instrument.  
These questions particularly highlighted the two theories for serial-order effects: self- and 
construct-awareness (see Appendix E).  First, participants were asked generally if they 
felt their responses to earlier questions influenced their responses to later questions, in an 
attempt to see if participants would provide information supporting either or both of the 







and construct-awareness hypotheses.  Half of the participants received the self-awareness 
question first; half of the participants received the construct-awareness question first.  
The self-awareness question asked respondents whether they felt they understood their 
personal views better as they proceeded through the instrument and whether they thought 
this influenced their responses.  Similarly, the construct-awareness hypothesis question 
asked respondents whether they felt they better understood what the scale was trying to 
measure as they proceeded through the instrument, and whether that influenced their 
responses.  The proctors rephrased the questions for the students if they did not seem to 
understand what the question was asking. 
Analyses.  I had all data professionally transcribed prior to analysis.  Similar to 
Coleman (2013), I used a thematic networks process to analyze the data from Study 2 
(Attride-Stirling, 2001).  As Attride-Stirling described, this process involves three major 
analysis stages: (a) reduction of text by the development of codes, themes, and thematic 
networks, (b) exploration of the text by describing and summarizing the thematic 
networks, and (c) interpretation of patterns to integrate the earlier exploration of the data.  
Based on theory for serial-order effects, I began with two a priori codes: construct-
awareness and self-awareness.  I also included the following a priori codes that could 
also reflect measurement error correlations: referring back to a previous item (i.e., 
response to one item referred to another item in the scale), self-report misaligns with 
actual mentioned behavior (i.e., participants’ reported behavior does not align with where 
they rate themselves on the Likert scale), item does not apply (i.e., participant remarks the 
item is not applicable to them), misread (i.e., participant reads item incorrectly).  I 







cover various ways serial-order and negative-keying effects would manifest themselves 
in participants’ think-aloud responses.  In addition, I included a priori codes used by 
Coleman (2013) when researching difficulties with responding to negatively-keyed items: 
careless responding (e.g., lack of attention to item keying), response style (e.g., any 
consistent response tendency unrelated to content), cognitive/reading skills (e.g., 
individual differences in reading skill that affect a respondent's ability to process complex 
or negated items), substantive differences (e.g., participants view a substantive difference 
between items that theoretically are the exact opposite, such as “I like chocolate”/“I 
dislike chocolate”), and item extremity (e.g., parallel to the substantive differences but 
related to content as opposed to keying; participants who are moderate on the construct 
may view a substantive difference between items that theoretically are the exact opposite 
content so may disagree with both “I love animals” and “I don’t love animals”).  
Following the beginning stages of coding, I added or modified the existing codes to 
ensure I was adequately capturing the meaning in the data as related to my research 
questions.  
Finally, I used an open coding process, which codes the “data for major categories 
of information” (Creswell, Hanson, Plano Clark, & Morales, 2007, p. 249) to identify 
instances where respondents referred to item pairs for which correlated measurement 
errors were suggested by the quantitative results.  Following analysis of the quantitative 
results, I created separate codes for each pair of items with large suggested measurement 
error correlations.  Any time a participant referred to the two specific items in tandem or 
with a similar response, I categorized his/her response as the code I created for that item 







Item 2 – thus, emphasizing how the responses to the items were related to each other – I 
would code their response to the code I (hypothetically) created for the item pairs 1 and 
2.  In the results section, these quotations are provided alongside the quantitative results 







  IV. Results 
 In this section, I first present information on data screening and descriptive 
statistics.  Next, because I used the qualitative results to elucidate aspects of the 
quantitative results, I briefly describe the qualitative coding process.  Following 
description of this process, I present results pertaining to Research Questions 1, 2, and 3, 
in that order.  Within the results for each research question, quantitative results are 
presented with supporting qualitative results as applicable.   
Data Screening 
 I screened data for each of the scales and scale orderings (e.g., bunched) 
independently.  Because different groups of students completed the random form of the 
Conformity Scale as part of four different forms in two different years, I examined 
demographic variables and item means for these four groups of students prior to 
combining the samples for further analyses.  Specifically, I compared percentages for 
students’ gender, age, and ethnicity, along with item means and standard deviations on 
the items across the four forms.  Demographic characteristics were similar across all 
samples.  In Table 2, I presented the descriptive statistics for the combined sample.  One-
way ANOVAs were estimated to compare average item scores for each item across the 
four forms (one from 2013 and three from 2014).  No differences among average item 
scores were statistically significant at the α = .05 level.  Because samples were 
comparable, I combined data across the four forms for analyses of the random ordering of 
the Conformity Scale. 
   Prior to conducting data analyses, I reverse-scored all negatively-keyed items.  







order of the scales, whenever all three orderings were compared, I presented the results so 
the item numbers were the same across forms regardless of the item’s serial order 
number.  I presented the item number/order for the bunched and then the 
alternating/random item order as a reference in all tables.   
 Normality. I considered univariate normality by examining skewness and kurtosis 
values for each of the items (see Table 2).  When skewness and kurtosis values are less 
than 2 and 7, respectively, variables are considered approximately univariately normal 
(Curran, West, & Finch, 1996).  Only one item, Item 1 on the Conscientiousness Scale, 
violated these guidelines with a kurtosis value of 7.61, which was driven by one outlier in 
the data.  I retained this respondent in the data for reasons detailed in the section 
discussing outliers.  Importantly, although most measures of univariate normality were 
acceptable, multivariate normality, assessed using Mardia’s normalized kurtosis values 
(obtained from the multnorm SAS macro), indicated the presence of multivariate 
nonnormality for all scales/orderings.  No strict cutoff has been established for this 
coefficient, but values greater than 3 are typically considered to be multivariately 
nonnormal; all values exceeded this.  Values of Mardia’s for the bunched, alternating, 
and random orderings were 33.2, 24.9, and 14.5, respectively, for the CS; 28.7, 18.2, and 
10.6, respectively, for Conscientiousness; and 33.5, 26.3, and 21.8, respectively, for 
Agreeableness.  Because of the apparent presence of multivariate normality, the Satorra-
Bentler adjustment to maximum likelihood estimation was used to adjust the χ
2
 values, 
standard errors, and fit indices.  
 Outliers.  Mahalanobis distance values were obtained from the multnorm SAS 







distance values much higher than the rest of the sample.  These respondents’ response 
patterns were examined.  In no case was it clear that the respondents were randomly 
responding.  Because some of the hypotheses being considered in this dissertation focus 
on the order of items potentially resulting in inappropriate responses to negatively-keyed 
items, it was important to retain respondents who were identified as outliers because they 
responded similarly to positively- and negatively-keyed items (if they were not obviously 
randomly responding).  To consider the impact outliers may have on results, some of the 
most extreme outliers were removed and models were reestimated without these 
respondents.  Across all models, there were only slight differences in fit (some fit indices 
slightly improved, some slightly worsened).  None of the results changed meaningfully.  
Therefore, the potential outliers were retained for all analyses to ensure more accurate 
representation of the differences across the item orders. 
 Multicollinearity.  An examination of Pearson product-moment correlations did 
not reveal any items that were related too strongly.  All correlations were less than .70.  
Because no correlations were exceedingly high (e.g., greater than .90), multicollinearity 
is not likely to be a concern for these data.   
Descriptive Statistics 
 Table 2 also presents descriptive statistics for the various scales and orderings.  
Recall, respondents used a 7-point scale to respond to all three measures.  On average, 
most responses were near the midpoint or on the positive end of the scale for the 
Conscientiousness and Agreeableness scales.  This suggests that, on average, the sample 
reported moderately high levels of conscientiousness and agreeableness.  From the 







scores.  For the CS, the variation in scores (i.e., standard deviations) are similar.  
However, the average scores for most items on the CS are lower than those for the 
Conscientiousness and Agreeableness scales.  This suggests that, on average, students 
reported lower levels of conformity than of conscientiousness/agreeableness.  This is 
particularly noticeable for items 9 and 10 (from the bunched item ordering) where on 
average students reported low levels of conformity.  Average scores and standard 
deviations were similar within each scale across the three orderings.  For example, item 1 
on the CS had a mean of 4.7 for bunched, 4.8 for alternating, and 4.4 for random. 
Qualitative Coding 
 Thematic network.  Qualitative data were analyzed using thematic network 
analysis.  The first step in this process was coding the data.  Many codes were established 
prior to data collection.  Some of these a priori codes were specific to Research Question 
#3 about the two serial-order hypotheses, whereas others were codes pertaining to 
difficulties in responding to the items.  The codes pertaining to Research Question #3 
(i.e., construct-awareness and self-awareness) will be discussed under that section of the 
results.   
Of the a priori codes, the majority originated from Coleman’s (2013) study.  
However, several of these codes were not as relevant to the research questions as I had 
originally anticipated.  For example, there were no cases in which item extremity was 
evident in the participants’ responses.  In addition, there were few responses linked to 
careless responding, response style, or substantive differences; thus, these codes were not 
included in the thematic network.  These codes were also arguably less applicable to the 







I also applied emergent coding to add one additional code – ordering concerns – 
that was present in the students’ responses.  There were times when participants directly 
commented on how the ordering impacted their responses.  Although this did not occur 
for all students, it provided some valuable insight into ordering effects and was therefore 
coded and included in the thematic network. 
 Initial and emergent codes were converted into a thematic network based on 
qualitative responses (see Figure 7).  An overall theme of struggles with keying/ordering 
emerged from examining the most prominent codes.  Three codes were aligned to this 
overall theme: (a) cognitive or reading skills, (b) self-report misaligns with response, and 
(c) ordering concerns. Cognitive or reading skills was a code determined a priori based 
on Coleman’s (2013) dissertation.   A priori, I only listed one code for self-report 
misaligns with response.  However, upon reading the transcripts, I found two distinct 
categories where this code applied.  Therefore, I created two codes under self-report 
misaligns with response – one code where the respondent misaligns initially but corrects 
his/his response, and one where the respondent misaligns and does not correct his/her 
response. As was mentioned previously, the ordering concerns code was developed 
through my emergent coding.  Upon noticing that students were listing specific concerns 
with the order of the items, I developed this code and applied it to transcripts I had 
already coded.   
 The cognitive or reading skills code was created to reflect a number of 
occurrences where think-aloud participants struggled with certain words.  One participant 
did not know what conform meant: “I'm cur ... I conform to other's opinions. What do 







read “perseveres” in Item 3 on the conscientiousness scale (e.g., “I see myself as 
someone who pers, preserves, perseveres until the task is finished”).  There were a 
number of times when participants’ self-reported attitude or level of the construct was 
misaligned with their spoken response.  Many of these times, the misaligned response 
was to a negatively-keyed item.  At times, respondents caught their mistake and corrected 
themselves.  Of course, such mistakes may not have been corrected if participants had 
been in a large assessment room and potentially giving the scale less attention.  One 
think-aloud respondent said: 
Oh, and I just realized I did the scale flipping thing where I agreed strongly to the 
fact that I'm somewhat careless about things I care about because I just saw seven 
is good and one is bad. So really what I meant was things I care about. I am not 
careless. I disagree with the statement.  
Finally, some text was coded for ordering concerns.  These mainly occurred after 
finishing the think-aloud portion but prior to the structured interview questions.  Two 
respondents remarked that the alternating version was hard because of the flipping.  One 
respondent thought that the scale had flipped between the CS and conscientiousness 
because of the back and forth nature of responding to the alternating scale.  This 
respondent commented, “With the scale, uh, switching a little bit from side to side was a 
little confusing to a point where I did check… if there's a way to where it doesn't go from 
one is – Actually no, it actually doesn't flip. I'm just being dumb. Okay never mind.” 
In addition, because one of the manipulated conditions in this study was the 
critical reading SAT scores of the think-aloud participants, reading scores were related to 







SAT critical reading scores had much higher frequencies of coded text corresponding to 
the various struggles with keying/ordering.  For example, text revealing cognitive or 
reading skills occurred eight times for students with lower SAT critical reading scores 
whereas the code only applied twice to students with higher SAT critical reading scores.  
In addition, there were five occasions on which students with lower SAT critical reading 
had an uncorrected misalignment between their self-reported behavior and their response 
to the item.  Only one student with a higher SAT critical reading score had a self-report 
misaligned with their response that they did not correct.   
 Recall that I also coded the qualitative data using an open coding process 
(Creswell et al., 2007).  That process was used in this explanatory sequential design to 
allow the qualitative results to inform the quantitative results.  Therefore, for all item 
pairs exhibiting suggested measurement error correlations, I coded instances where 
participants referred to these two items in tandem.  Quotes found through this open 
coding process are presented alongside the quantitative results in the paragraphs below.  
Research Question #1 
What effect does scale ordering – bunched, alternating, or random – have on the fit of the 
data to the model? 
 Fit of the SEM models. A series of models were estimated for each of the 
measures and orderings separately.  First, a unidimensional CFA model was estimated 
followed by a bifactor model that modeled any additional relationships among the 
negatively-keyed items.  If the bifactor model failed to converge, then a CU model was 
estimated with all uniquenesses among the negatively-keyed items allowed to correlate 







orderings of the CS.  Fit indices for all models are presented in Table 4, followed by 
unstandardized factor pattern coefficients for the three scales and three orderings in 
Tables 5 to 7.  Because none of the CFA models fit according to Yu and Muthén’s (2002) 
recommended guidelines, nested models were not compared.  However, the fit of each of 
the models will be considered individually to understand where the most misfit is across 
item orderings. 
 Conformity Scale. For the CS, although none of the models fit objectively when 
comparing across all fit indices, the random ordering model exhibited the best fit both in 
the CFA model and the model accounting for the negatively-keyed items (either bifactor 
[bunched ordering] or CU model [alternating and random models]).  The alternating 
model exhibited the worst fit across all indices and models.  However, it is important to 
note that for the alternating model the sample size was much larger than those for the 
other two orderings. Because χ
2
 is greatly influenced by sample size, a simple random 
sample of N = 1271 (to match the sample sizes in the other two orderings) was taken 
from the alternating dataset (using proc surveyselect in SAS). The resulting χ
2
 was 
784.40 for the CFA model and 506.21 for the CU model. These were still the largest χ
2
 
values of the three conditions within each model type (i.e., CFA and CU model) but not 
as dramatically so.   
Conscientiousness Scale.  A similar pattern held for the Conscientiousness scale, 
for which the random ordering model had the best fit as measured by all indices other 
than the SRMR. For the SRMR the fit of the randomly ordered scale was equivalent to 
the bunched ordering for the best fitting value for both models (i.e., CFA and bifactor).  







fit overall for most models and indices; however, the fit indices for the alternating model 
are much closer to those of the bunched ordering than in the CS.   
Agreeableness Scale.  Results for the agreeableness scale differed from those of 
the CS and Conscientiousness scales.  For the Agreeableness scale, the alternating 
version had the best fit as measured by all indices except the SRMR for the bifactor 
model, where it was equal to the value for the randomly ordered model.  The bunched 
ordering exhibited the worst fit across all fit indices and models for this scale.    
 Modification Indices and Standardized Expected Parameter Change Values 
for Measurement Error Correlations.  I next consider Modification Indices (MIs) and 
Expected Parameter Change Values (EPCs) associated with measurement error 
correlations.  If item ordering or keying causes items to correlate beyond what can be 
accounted for by the primary factor, this additional covariation will most likely be 
signaled by the presence of measurement error correlations in the 1-factor CFA models.  
Estimation of a bifactor or CU model should, theoretically, allow for the items’ shared 
variance due to negative-keying to be modeled.  Therefore, measurement error 
correlations in these models could represent additional ordering effects above and beyond 
the relationships to the construct of interest (e.g., conformity) and the negative-keying 
method factor.  The MIs and standardized EPCs associated with measurement error 
correlations are therefore one of the major foci of this dissertation.  Recall that first a 
CFA model was estimated for each of the scales and orderings.  In the CFA model, no 
measurement error correlations were specified.  For these models, standardized EPC 







parameter change (on a standardized metric) that would be obtained if that path were to 
be included in the model.   
Here I present and discuss the EPCs associated with correlations between 
measurement error variances.  Because these were constrained to zero in the CFA model, 
the standardized EPCs presented represent the expected correlation between a pair of 
measurement error variances if it were to be added to the model.  The MI represents the 
subsequent decrease in χ
2
 were the parameter to be modeled.  Importantly, these do not 
reflect the parameter value/change in χ
2
 if all parameters with large EPCs/MIs were 
added in the same step (i.e., these values are not additive). Instead, it shows what each 
parameter would be if added individually.  This is because adding one of the proposed 
parameters would result in changes in values of the standardized EPCs/MIs for the other 
parameters.  To easily compare across the different items on the scales and to see whether 
large values were for adjacent items, the standardized EPCs and MIs are presented in 
matrices (see Tables 8 – 16).  In these tables, the A matrix presents the original 
correlations; the B matrix presents the standardized EPCs and MIs for the CFA model; 
and the C matrix presents the standardized EPCs and MIs for either the bifactor or CU 
model. 
 Conformity scale.  I present results for the bunched, alternating, and random 
orderings in turn for each of the three scales. 
Bunched ordering. First, I consider the bunched ordering of the CS. An 
examination of the correlation matrix (see Table 8A) reveals some concerns with the 
relationships among items on the scale.  If strictly-speaking a 1-factor model was 







direction (positive/negative, assuming any necessary reverse-coding had been done).  The 
correlations should be similar because the responses to all items are intended to represent 
respondents’ levels of conformity.  Now, of course, other factors (e.g., item wording or 
keying) may influence responses to an item, which may mean all the correlations are not 
as similar as a researcher would hope.  However, if all items are not relating in a similar 
fashion (i.e., having similar correlations), then multidimensionality may be present and a 
1-factor model may not be appropriate for the data.  Instead, some correlations among 
items are almost zero (e.g., items 2 and 7: r = .03).   Even more concerning, all items 
were reverse-scored prior to analysis and yet, there are some negative correlations among 
items (e.g., items 7 and 9: r = -.08).  This could be due to respondents struggling with 
responding to negatively-keyed items or it could be that the items do not truly reflect the 
conformity construct. 
 Table 8B provides the standardized EPCs and MIs corresponding to the bunched 
CFA model.  The largest EPC was for an expected measurement error correlation of .42, 
which was associated with items 9 and 10.  Importantly, these items are adjacent to each 
other and keyed in the same direction.  There were also large suggested measurement 
error correlations among the residuals of item 4 with both items 7 and 9.  Turning to the 
bifactor model (Table 8C), shared variability among the negatively-keyed items should 
be accounted for by the method factor, so any suggested measurement error correlations 
in this model may be due to item order.  Table 8C, however, reveals a large suggested 
measurement error correlation between items 9 and 10 (as in the CFA model results), as 
well as between item 9 and items 2, 4, and 7.  The correlation residuals between items 







negatively-keyed items in close proximity (i.e., serial-order) on the scale even when the 
method factor is modeled.  This will occur if the items share more variance than can be 
accounted for by the construct and the method factor and is not surprising because order 
effects were expected for the bunched ordering.  Another possible reason for these effects 
has to do with the specific focus of these items. Three think-aloud participants remarked 
that some of the items on the CS (e.g., Items 4, 9, and 10) are framed with respect to what 
you want to do, whereas other items are phrased in terms of your actions (e.g., Items 1, 
2).  When responding to Item 10, one participant remarked:  
Like you want to be different from others versus I conform.  It's not I want to 
conform or I don't want to conform, because I don't want to conform, but I know I 
do sometimes so this [Item 10] is more like what you want to be and this [Item 2] 
is more what you actually are. 
This could partially explain why some of the correlated residuals among items with 
similar phrasing (e.g., Items 9 and 10) are occurring.  That is, the qualitative responses 
suggest these suggested measurement error correlations may be occurring because some 
items refer to what one wants to do, whereas other items refer to what one actually does. 
 Alternating order. Second, I consider the alternating order of the CS.  Again, bear 
in mind that there are negative correlations among some of the items (see Table 9A), 
which would not be expected if all items were representing only the conformity construct.  
Also, with the alternating model, no pairs of adjacent items share the same keying, so it is 
especially of interest in this ordering to see if nearby (although not directly adjacent) 
items with the same keying still relate above and beyond their relationship to the 







between items 9 and 10 (not adjacent but nearby and both negatively-keyed); items 1 and 
6 (adjacent but oppositely-keyed); and items 4 and 9 (adjacent but oppositely-keyed; see 
Table 9B).  So, in this alternating model, compared to the bunched ordering, an additional 
item pair that is oppositely-keyed (i.e., Items 1 and 6) relates above and beyond the 
relationship accounted for by the latent conformity factor.  Two think aloud participants 
commented on the similarities between items 1 and 6 when they responded.  One 
remarked, “I don't care what others think. I think I feel like it's very similar to item 
number one.”  A second said, “I don't care what others think, we'll go with slightly 
accurate. Like, it falls, like, into the first one. It really doesn't matter what most people 
think at all, actually.” 
Recall that items 4 and 9 shared an expected measurement error correlation for 
the bunched ordering too, so it appears there may be something occurring between the 
items in this pair.  A think-aloud participant commented that both of these items ask 
about how an individual wants to be rather than how they are.  In the CU model (the 
bifactor model did not converge in this case), a large measurement error correlation was 
again suggested for items 1 and 6, as would be expected because the same suggestion was 
found in the CFA and this relationship was not modeled (see Table 9C).  Aside from 
these two items, no other items appear to relate due to serial order after modeling the 
negatively-keyed items. 
 Random ordering.  Finally, the random ordering of the CS shows the most 
favorable results of the three orderings. Table 10B shows that the only large expected 
measurement error correlation is between items 9 and 10 (both negatively-keyed and 







Even more interesting, in the CU model (the bifactor model did not converge in this 
case), there are no large expected measurement error correlations (see Table 10C).  Now, 
recall, these items do not have a true order because every respondent receives a different 
random form.  It is promising that there are no large suggested measurement error 
correlations in this random ordering, whereas in the other orderings there are large EPCs 
for measurement error correlations due to order, negative-keying, and potential additional 
sources of error in measurement (e.g., other wording effects between items).  However, 
there is still one fairly large modification index between Items 2 and 5; these items are 
both phrased in terms of what people do rather than how they want to be. 
 Conscientiousness scale.  
Bunched ordering. Table 11A presents the correlation matrix for the 
conscientiousness scale with a bunched ordering.  All correlations for this scale were 
positive and of roughly similar magnitude, which is promising for the 1-factor solution.  
In the CFA model, some large EPCs for measurement error correlations emerged (see 
Table 11B).  There were large EPCs for measurement error correlations between items 1 
and 2; items 8 and 6; and items 8 and 7.  All of the items in these pairs were either 
adjacent or close to each other on the scale.  In addition, the items in all pairs were keyed 
in the same direction.  Think-aloud participants again commented on the relationships 
between some of these item pairs.  When responding to Item 2 (I see myself as someone 
who…is a reliable worker), one participant said, “So I don't know if that's why reliable 
came into my mind because I read over that question subconsciously, but when I was 
thinking about number- question number one…there are incursions there.”  For the 







another relate above and beyond their relationship to the conscientiousness construct 
(e.g., items 4 and 5; see Table 11C).  So after controlling for the negative keying, serial-
order relationships still occur.   
 Alternating ordering. In the alternating ordering, there were many large expected 
measurement error correlations for the CFA model.  Recall that in the alternating 
ordering, no items with the same keying are directly adjacent; however, they can be in 
close proximity to each other (as they alternate every other item).  The vast majority of 
the large correlation residuals share both proximity on the scale (i.e., order) and keying 
(e.g., items 1 and 2, items 7 and 8; see Table 12B).  There was a large expected 
measurement error correlation for two items that share keying but were not in close 
proximity on the scale (i.e., items 7 and 9).  There was also a large expected correlation 
residual associated with items 1 and 9 that did not share proximity or keying.  For the 
bifactor model there were fewer large EPCs for measurement error correlations (see 
Table 12C).  However, some of the positively-keyed items still exhibited large EPCs for 
measurement error correlations (i.e., items 1 and 2, items 1 and 5).  There also were 
sizeable EPCs for measurement error correlations between some of the negatively-keyed 
items (e.g., items 7 and 8) even after modeling the method factor, even though these 
items are not adjacent in the alternating ordering (item 3 is displayed between them). 
Random ordering. Finally, in the random ordering there were only a few large 
EPCs for measurement error correlations in the CFA model (see Table 13B).  For the 
random ordering, items were never completely contiguous because each respondent took 
the items in a random order.  However, there were two negatively-keyed item pairs with 







addition, items 1 and 2 also had a large EPC, similar to the other orderings.  However, 
unlike in the other two orderings, after the negatively-keyed items were modeled in the 
bifactor model, almost all of the large EPCs for measurement error correlations 
disappeared for the random ordering (see Table 13C). Only one large EPC between items 
1 and 2 remained, but its value was smaller than in the CFA model and in the other 
orderings of the scale. 
Agreeableness scale.   
Bunched ordering. The results for the bunched ordering of the agreeableness scale 
are presented in Table 14.  Recall that, due to time constraints, respondents did not 
respond to the Agreeableness scale as part of the think-aloud; therefore, only quantitative 
results are presented for this scale.  Table 14A shows that there were similarly-sized 
positive correlations among all the items, as would be expected if they represented the 
same latent construct.  Table 14B illustrates that fitting a CFA model to the data results in 
some large expected measurement error correlations, all among adjacent items sharing 
the same keying (i.e., items 2 and 3; items 4 and 5; items 8 and 9).  When the bifactor 
model was fit to the data, all of these correlation residuals still appeared (although the MI 
for items 8/9 was greatly reduced; see Table 14C).   
Alternating ordering. Interestingly, in the alternating ordering, there were no large 
expected measurement error correlations in either the CFA model (see Table 15B) or the 
bifactor model (see Table 15C).  This pattern of results emerged only in the 
Agreeableness scale.   
Random ordering.  A similar pattern emerged with the random ordering (see 







between items 4 and 5 in the CFA model for the random ordering and a slightly smaller 
suggested measurement error correlation between items 8 and 9 (see Table 16B), but 
these were no longer present in the bifactor model (see Table 16C).  Although there was 
no think-aloud data for the Agreeableness scale, an examination of the scale itself in 
Appendix C shows that there is simpler language in this scale than the others.  
Respondents struggled with words in some of the items on the other two scales.  It may 
be the case that having simpler language and no negative words (e.g., not) allowed 
respondents to reverse the scale more easily for these negatively-keyed items. 
Research Question #2 
What effect does scale ordering – bunched, alternating, or random – have on reliability? 
Reliability was calculated in multiple ways for the bifactor and correlated 
residuals models (see Table 17).  Overall, there were some large discrepancies between 
the two methods of calculating omega (i.e., including [ω3, ω5] or excluding [ω2, ω4] the 
shared variance among the negatively-keyed items as true score variance).  This 
discrepancy was equally large across the three orderings.  However, some of the scales 
had larger discrepancies than others.  For example, for the Conscientiousness scale, the 
discrepancy between including and excluding shared variance among the negatively-
keyed items as true score variance is much larger than for either of the Big 5 subscales. 
Regardless of the manner in which reliability was calculated, the bunched 
ordering had the highest reliability of the three orders.  The one exception was for the 
Conscientiousness scale, for which the values of omega were equivalent for the bunched 
and alternating versions.  The random ordering resulted in the lowest reliability for the 







ordering for the CS.  Although this trend holds across the scales, the differences in 
reliability across the orderings were quite small. 
For calculations of omega in the bifactor or correlated residuals model, the 
discrepancy between the estimate including method variance as true score variance (i.e., 
ω4/ ω5) and excluding method variance as true score variance (i.e., ω2, ω3) provides an 
estimate of how much variance is due to negative keying for that ordering/scale.  The 
discrepancies between values that did and did not include method variance as true score 
variance were similar for each of the orderings suggesting, contrary to my hypothesis, 
that there was a similar amount of systematic method variance in all of the conditions.  
However, the similarities could also be due to the method factor not accurately capturing 
the method variance associated with the negatively-keyed nature of the items.   
This was true for all scales except the CS, in which for both the alternating and 
random orders, the bifactor model did not converge.  In these cases, there were equivalent 
estimates for the CFA model omega (i.e., ω1) and the correlated residuals model omega 
including method variance in the numerator (i.e., ω5).  The estimate of omega for the CS 
was slightly lower when the correlated measurement errors were not included as true 
score variance.  However, in this case, the additional relationships among the negatively-
keyed items did not form a method factor (i.e., the bifactor model, which included a 
method factor, did not converge).  Instead, items shared additional covariation that was 
idiosyncratic to individual pairs of items.  Because of this, the discrepancy between ω3 
and ω5 for the CS alternating and random forms did not represent the same type of 







Research Question #3 
Which theory (self-awareness or construct-awareness) best describes the formation of a 
serial-order effect in participant’s responses?   
Think-aloud participants were asked whether they felt there was a relationship 
between their responses at the beginning of the scale and at the end of the scale.  
Following this, they were asked whether they felt they understood what the scales were 
trying to measure better as they went through (i.e., construct-awareness) and whether 
they felt they understood their personal feelings better as they went through (i.e., self-
awareness).  Results were mixed among the think-aloud participants.  When asked 
generally whether their responses to later items on the instrument were related to their 
responses to earlier items, no participants responded with answers consistent with the 
construct- or self-awareness hypotheses without being asked directly about these 
hypotheses.  Some think-aloud participants agreed to both questions but with minimal 
elaboration, so it was unclear whether they were acquiescing rather than answering 
corresponding to their thinking.  On the other hand, other participants simply responded 
no without much elaboration (even following prompting).  Finally, other participants 
provided some additional insight.  When asked the self-awareness question, one think-
aloud participant responded, “No [it did not affect my responses], I was just – I was 
pretty keen on [conformity/conscientiousness] prior to this.”  Another think-aloud 
participant replied: 
I guess I'm someone who has a grip on his personal feelings a little better than 
other people might, uhm, but I can definitely say it would help somebody else 







these type of stuff I guess, uhm, and someone who doesn't take the time to think 
about that, for whatever reasons. This can help them come to that conclusion 
about their own personal life. 










In this study, I sought to examine the combined effect of serial order and negative 
keying among items on attitudinal scales.  It has been well established that these two 
effects influence the functioning of items on attitudinal scales (e.g., Knowles & Byers, 
1996; Marsh, 1996).  However, only one previous study examined the combined effect of 
these two method effects and briefly investigated mitigating against the problems 
associated with these method effects through the use of randomly ordering items 
(Bandalos & Coleman, 2012).  I sought to replicate and extend some of the effects found 
by these authors on larger samples and across multiple instruments.  In addition, I 
examined modification indices and expected parameter change indices to assess the 
prevalence of correlated measurement errors.  I will organize my discussion of the results 
by the three research questions guiding this study.  
Research Question #1 
 For the first research question, I considered which of three scale orderings 
(bunched, alternating, random) had the best fit of the data to the model.  I hypothesized 
that randomly ordering the items on the scale might improve fit.  Although ordering 
effects had not been examined through correlated residuals previously, I argued based on 
research on order effects (e.g., Hamilton & Shuminsky, 1990) that items in close 
proximity may have a suggested measurement error correlation in a factor model if order 
effects are occurring.  Moreover, suggested measurement error correlations have been 
found repeatedly by researchers examining negatively-keyed items (e.g., Marsh, 1996).  
If there are large unmodeled measurement error correlations between items, seemingly 







correlations.  Therefore, I proposed that randomly ordering items within a noncognitive 
scale might alleviate the order effects and improve fit of the model by eliminating most, 
if not all, suggested measurement error correlations.  Such an improvement in fit was 
found in two out of the three scales considered.  For the Agreeableness scale only, fit was 
slightly better for the alternating order than for the random order.  Interestingly, this was 
the only case in which the alternating order did not exhibit the worst fit.  I hypothesized 
that the bunched ordering would have the worst fit, but in reality the alternating order 
most frequently had the poorest fit.   
There are various reasons why the bunched ordering may have generally had 
better fit than the alternating ordering.  Recall that one think-aloud participant remarked 
on the challenging nature of having to switch back and forth in answering (in the 
alternating order).  If many participants struggled with reversing the scale in their mind 
after each item, then their responses could inaccurately represent their true level of the 
construct of interest.  If participants’ responses reflect their levels of the construct less 
accurately, then it seems sensible that the fit of the model would be lowest for this 
condition, because responses would be reflective of both the construct of interest and an 
unmodeled ordering effect.  Alternatively, it would be easier for participants to respond 
consistently in the bunched ordering because they only need to make one reversal of the 
scale – when it switches from the positively-keyed items to the negatively-keyed items 
halfway through the scale.  After that point, the respondent can continue selecting 
responses on the same side of the scale if they are responding similarly to the items 
measuring the construct.  This opportunity to respond consistently – and to make it easier 







alternating model for all but the Agreeableness scale.  Finally, the random ordering, as 
expected, has either the best or close to the best fit (in the case of the Agreeableness 
scale).  In the random ordering, concerns with the combination of serial-order and 
negative-keying effects are partially alleviated because each participant receives the items 
in a different, random order.  This random ordering appears to essentially spread out the 
order effects so that they are not concentrated on the specific item pairs always next to 
each other, decreasing the amount of effect the order has on any given item pair. 
The results predominantly support the conclusion that researchers should avoid 
alternating positively- and negatively-keyed items on instruments.  Random ordering 
consistently gave the best fit and should be considered whenever possible for attitudinal 
scales.  Based strictly on fit, the bunched ordering should be used over the alternating 
order if random ordering is not feasible.   
Research Question #2 
 The second research question involved the differences in reliability, which was 
assessed via variation in different versions of omega, across the orderings.  As expected, 
the bunched ordering had the highest reliability value (or was equal to another ordering 
with the highest reliability value) across all item orders and type of model estimated.  
Recall, reliability provides an estimate of the internal consistency of responses.  That is, 
reliability is a measure of how similar response patterns are across the items.  There 
necessarily must also be variability across respondents to have high reliability.  This 
variability across respondents shows that there truly is consistency with where the scale is 
placing respondents on the construct.  Given this, consider the descriptive statistics in 







Therefore, differences in reliability across the orderings are likely not due to differences 
in variability across items in the different orderings. 
It is not surprising that when items were grouped by keying (bunched ordering), 
respondents answered the scale more consistently across items.  If a respondent has to 
mentally reverse the response scale after each item, as in the alternating ordering, this 
may induce more idiosyncratic variation in responses to similarly-keyed items.  In the 
bunched ordering, the respondents only need to reverse (or reorient themselves to) the 
response scale once.  That is, respondents only need to mentally reverse the scale when 
the negatively-keyed items begin about halfway through the instrument.  Then, they can 
continue responding relative to the first negatively-keyed item answered.  Moreover, it 
would be easy for a satisficing respondent to respond in a line straight down on the 
Scranton or computer screen.  In the alternating and random orderings, respondents have 
to mentally switch the answer scale more often if they intend to be consistent in how they 
respond to the items, which likely produces idiosyncratic variation and increases error 
variance. 
I hypothesized that of the orderings, the random ordering would have the highest 
reliability for the calculation that did not include the method variance as true score 
variance (i.e., ω2/ ω4).  Contrary to prediction, strictly speaking, the random ordering had 
the lowest value for this reliability calculation, as well as the lowest omega across almost 
all other calculations of reliability.  Importantly, although there were differences across 
the orderings in reliability, these differences were negligible and could be due to 
sampling variability.  In most cases, if the reliability values were rounded to one decimal 







results, we saw that the random ordering best reproduced the correlations among the 
items (i.e., had the best fit).  There were also fewer large MIs or standardized EPCs for 
suggested measurement error correlations in the random orderings. However, these 
findings should be replicated on different populations and for responses to different 
instruments of varying lengths.   
Another reason that the reliability values did not reflect method variance in the 
anticipated manner is that method factor and CU models may not actually measure 
method variance. Some researchers question the use of bifactor and CU models for 
addressing method effects (Antonakis, Bendahan, Jacquart, & Lalive, 2010; Richardson, 
Simmering, & Sturman, 2009), suggesting that method factors and correlated uniqueness 
could be reflecting many things – not just the method effect intended to be modeled. And, 
because of the post hoc nature in which such effects are often included, these authors are 
concerned that any changes made on these bases may be sample dependent rather than 
reflections of the underlying factor structure.   
Research Question #3 
 For the final research question, I investigated the two most common theories for 
why serial-order effects occur.  Researchers have hypothesized either a self-awareness 
hypothesis, where respondents become more aware of their personal beliefs as they 
proceed through the instrument (Hamilton & Shuminsky, 1990), or a construct-awareness 
hypothesis, where respondents become more aware of the meaning of the construct as 
they proceed through the instrument.  To this point, all previous research studies that 
investigated whether the self-awareness or construct-awareness hypothesis was most 







fashion.  In these studies, participants were asked to reflect on themselves (to assess self-
awareness) or another person (to assess construct-awareness) prior to responding to the 
scale.  Item responses across the scale were checked for consistency and compared to 
those from a group that did not reflect on themselves or another person. 
 In the current study, participants were asked whether they felt their responses to 
questions changed as they proceeded through the instrument.  Following this, they were 
asked directly about their thoughts on the two serial-order hypotheses.  Responses were 
mixed to this question.  Some participants agreed definitively to both questions, whereas 
other participants firmly disagreed with both questions.  Some participants felt that the 
effects detailed in these hypotheses could affect other people but not them.  It seemed 
that participants may not be able to accurately discern whether and why these effects may 
occur.  Alternatively, it may be that these hypotheses are too difficult for respondents 
understand at a practical level.  Although ample time was available for participants to 
think and respond to the questions, a number of students responded fairly quickly, which 
could suggest they did not give enough thought to the question at hand.  At times, it did 
not appear participants were considering the matter thoroughly, as they were unable to 
elaborate on their reasoning for their agreement or disagreement to the question about the 
serial-order hypothesis.  If their responses were not well thought out, then they may not 
be accurate to use in evaluating the serial-order hypotheses.   
It may be better in future research to ask these questions to students in a proctored 
setting but not in a think-aloud fashion.  Given ample time to consider the question and 
not feeling the unintended pressure to respond quickly could help students to more fully 







that, given the short number of items the think-aloud participants completed in each 
scale, they were unable to obtain a true sense of whether the hypotheses applied to their 
responses.  Each student responded out loud to only ten Conformity items and nine 
Conscientiousness items.  It seems that a given scale might not typically be longer than 
either of those, but it may be that students would need to respond to more items within a 
scale to have a clearer picture of the impact of these hypotheses.  In the current study, 
however, no definitive results in support of either hypothesis emerged from the think-
aloud structured interview questions.   
Limitations 
 The generalizability of the results of this study is limited due to the college 
sample.  It may be that college students respond and/or are impacted uniquely by 
ordering effects, whereas other populations may not respond in the same way to the 
different orderings.  Results should be replicated outside of a university population.  In 
addition, although I included a variety of attitudinal instruments, results may not 
generalize beyond the specific scales in this study.  It would certainly be of interest to 
consider scales with more negative wording as opposed to just negative keying.  
Negative-keying effects would likely be exacerbated when negative wording is also 
present.  In addition, some respondents did not understand certain words in some of the 
scales (e.g., conform).  Therefore, the reading level of items on the scale could have 
impacted the results obtained and analyzed.  
Conclusions and Future Research 
As this dissertation showed, researchers could improve the fit of measurement 







randomly rather than using a fixed ordering.  This information is invaluable for 
attempting to reduce construct-irrelevant variance in measurement of attitudinal 
constructs (Messick, 1989).  The results of this dissertation also provide insight into how 
researchers can incorporate think-aloud data into their understanding of the scale’s 
functioning in the process of scale development.  Participants can provide useful 
information when they are permitted to talk out loud while responding to items – sharing 
information researchers may not otherwise glean from only looking at quantitative 
responses. 
This dissertation considered the impact of item ordering among negatively-keyed 
items based on reliability and factorial validity evidence for the instruments. Future 
research should consider more robustly the impact of scale ordering on the validity 
evidence for the instruments, beyond construct validity (as examined through fit of the 
model).  In this dissertation I began this work by considering the changes in reliability 
across different item orderings. In addition, I examined whether these differences held 
across reliability indices that differed in how construct-irrelevant variance was modeled.  
For instance, by considering differences on values for the three orderings across 
reliability indices that did and did not include method variance as true score variance, we 
have some insight into how much construct-irrelevant variance is being modeled in the 
method factor for that ordering.  However, this insight is limited by some researchers’ 
concerns about attempting to model method variance with bifactor and CU models 
(Antonakis et al., 2010; Richardson et al., 2009).  The method factors modeled in this 
study may have reflected something other than, or in addition to, the hypothesized order 







evidence more thoroughly and consider external validity evidence across the orderings as 
well.  It is clear that in the random ordering (for all but the Agreeableness scale) better fit 
of the model to the data was obtained.  However, does the random ordering data also 
result in larger correlations with hypothesized variables (i.e., higher external validity 
evidence)?  If random ordering results in more accurate estimates of the construct, this 
should be the case. 
Finally, future research should consider exploring the results for item orders on 
additional attitudinal instruments.  Particularly given the unexpected findings associated 
with the alternating order of the Agreeableness scale, it would be useful to see if this was 
an oddity for this one scale or sample, or if it generalizes to other instruments.  It seems 
unlikely that the alternating order will be the best choice for researchers to use when 
measuring attitudinal scales given its functioning on the other two scales; however, this 































Conformity           
1. Bunched 1,275 18.4 60.7 87.5 6.0 5.7 4.6 1.7 0.3 1.9 
2. Alternating 2,236 18.4 63.2 87.2 7.2 4.7 5.9 1.1 0.5 1.7 
3. Random 1,267 18.4 62.8 82.8 6.8 7.2 6.7 1.3 0.5 3.4 
Conscientiousness           
1. Bunched 276 18.4 68.5 83.3 7.6 7.6 7.6 1.5 0.0 2.9 
2. Alternating 323 18.5 59.8 84.5 6.2 5.9 7.7 0.9 0.6 4.3 
3. Random 308 18.4 61.7 80.2 6.5 7.5 5.8 1.6 0.3 5.2 
Agreeableness           
1. Bunched 308 18.4 61.7 80.2 6.5 7.5 5.8 1.6 0.3 5.2 
2. Alternating 276 18.4 68.5 83.3 7.6 7.6 7.6 1.5 0.0 2.9 
3. Random 323 18.5 59.8 84.5 6.2 5.9 7.7 0.9 0.6 4.3 
Note. 
a













Table 2  
Descriptive Statistics for the Various Measures and Orderings 
 Item Item Bunched  Alternating  Random 
Measure B A/R Mean SD Skew Kurt.  Mean SD Skew Kurt.  Mean SD Skew Kurt. 
Conformity 1 1 4.74 1.60 -0.73 -0.22  4.79 1.58 -0.74 -0.12  4.39 1.73 -0.43 -0.76 
 2 3 3.28 1.52 0.14 -0.81  3.15 1.47 0.24 -0.79  3.03 1.59 0.38 -0.79 
 3 5 3.62 1.59 -0.02 -0.89  3.65 1.56 -0.04 -0.78  3.67 1.70 -0.04 -1.05 
 4 7 5.46 1.40 -1.10 1.10  5.61 1.24 -0.91 0.86  5.81 1.34 -1.34 1.79 
 5 9 3.21 1.39 0.18 -0.59  3.20 1.37 0.18 -0.56  3.30 1.47 0.04 -0.89 
 6* 2* 4.01 1.57 -0.09 -0.80  4.41 1.56 -0.25 -0.77  3.87 1.71 0.07 -1.01 
 7* 4* 5.44 1.43 -1.01 0.69  5.55 1.44 -1.21 1.16  5.27 1.71 -0.96 -0.06 
 8* 6* 3.10 1.58 0.56 -0.37  3.12 1.52 0.64 -0.05  2.81 1.59 0.84 -0.01 
 9* 8* 1.67 0.89 1.57 3.40  1.76 0.96 1.47 2.63  1.70 0.91 1.42 2.22 
 10* 10* 2.18 1.13 0.86 0.50  2.52 1.22 0.60 0.20  2.52 1.24 0.58 -0.15 
Conscientiousness 1 1 6.17 0.78 -1.72 7.61  6.00 0.98 -1.10 1.51  6.10 0.87 -0.82 0.37 
 2 3 6.41 0.66 -1.07 1.98  6.18 0.90 -1.18 1.43  6.36 0.75 -1.13 1.54 
 3 5 6.18 0.88 -1.36 2.91  5.69 1.25 -0.90 0.30  5.78 1.09 -0.90 0.85 
 4 7 6.00 0.98 -0.97 0.80  5.76 1.20 -1.19 1.50  5.76 1.09 -1.10 1.75 
 5 9 5.89 1.05 -1.08 1.18  5.79 1.13 -1.00 0.75  5.80 1.18 -1.14 0.95 
 6* 2* 4.35 1.68 -0.21 -1.11  4.28 1.69 0.10 -1.18  4.29 1.68 0.10 -1.26 
 7* 4* 4.84 1.71 -0.46 -0.84  4.57 1.79 -0.31 -1.00  4.52 1.76 -0.18 -1.13 
 8* 6* 4.53 1.62 -0.32 -0.70  4.25 1.68 0.07 -1.04  4.08 1.69 0.18 -1.00 
 9* 8* 4.04 1.71 0.00 -0.98  3.41 1.68 0.45 -0.68  3.42 1.58 0.37 -0.66 
Agreeableness 1 1 5.80 1.06 -1.58 3.82  5.80 1.17 -1.63 3.69  5.63 1.09 -1.33 3.13 
 2 3 5.86 1.20 -1.51 2.71  5.72 1.30 -1.25 1.25  5.60 1.40 -1.25 1.23 
 3 5 6.01 1.22 -1.93 4.26  5.89 1.35 -1.71 2.99  5.88 1.33 -1.72 3.00 
 4 7 6.19 0.91 -1.41 2.64  6.03 1.07 -1.55 2.96  6.06 0.96 -1.19 1.91 
 5 9 6.12 0.90 -1.33 2.82  6.17 0.92 -1.54 4.11  5.98 1.03 -1.34 2.17 
 6* 2* 4.67 1.52 -0.36 -0.67  4.51 1.53 -0.15 -0.91  4.64 1.55 -0.13 -1.14 
 7* 4* 5.96 1.18 -1.17 0.77  5.73 1.42 -1.24 1.11  5.97 1.26 -1.29 1.04 
 8* 6* 5.49 1.61 -1.06 0.27  5.38 1.61 -1.00 0.12  5.10 1.72 -0.63 -0.69 
 9* 8* 5.40 1.50 -0.77 -0.43  4.81 1.67 -0.21 -1.10  4.83 1.66 -0.35 -1.02 












Thematic Network Codes by Critical Reading SAT Scores 






Cognitive or Reading Skills 8 2 
Self-Report Misaligns with Response   
Misaligns Initially but Corrects 3 2 
Misaligns and Does Not Correct 5 1 
Ordering Concerns 2 0 
Note.  
a
n = 6, SAT: M = 417, SD = 27.33 
b








Table 4. Fit of the Various Models Across Measures and Orderings 
Measure/Order Model S-B χ
2
 df CFI  RMSEA  SRMR 
     LB Est UB  
Conformity         
1. Bunched CFA 724.97 35 .73 .12 .12 .13 .09 
 Bifactor 464.18 30 .83 .10 .11 .12 .07 
 Correlated Uniqueness N/A 
2. Alternating CFA 1292.40 35 .60 .12 .13 .13 .10 
 Bifactor Failed to Converge 
 Correlated Uniqueness 849.51 25 .74 .11 .12 .13 .08 
3. Random CFA 516.27 35 .75 .10 .10 .11 .07 
 Bifactor Failed to Converge 
 Correlated Uniqueness 295.86 25 .86 .08 .09 .10 .06 
Conscientiousness         
1. Bunched CFA 161.22 27 .73 .12 .13 .16 .08 
 Bifactor 37.07 23 .97 .01 .05 .07 .03 
 Correlated Uniqueness N/A 
2. Alternating CFA 192.06 27 .75 .12 .14 .16 .09 
 Bifactor 40.83 23 .97 .02 .05 .07 .03 
 Correlated Uniqueness N/A 
3. Random CFA 136.89 27 .79 .10 .12 .13 .08 
 Bifactor 30.83 23 .99 .00 .03 .06 .03 
 Correlated Uniqueness N/A 
Agreeableness         
1. Bunched CFA 109.97 27 .85 .08 .10 .12 .06 
 Bifactor 51.96 23 .95 .04 .06 .09 .04 
 Correlated Uniqueness N/A 
2. Alternating CFA 39.85 27 .97 .00 .04 .07 .04 
 Bifactor 18.28 23 1.00 .00 .00 .04 .03 
 Correlated Uniqueness N/A 
3. Random CFA 77.88 27 .89 .06 .08 .10 .05 
 Bifactor 28.30 23 .99 .00 .03 .06 .03 











Table 5  
Unstandardized Factor Pattern Coefficients – Conformity Scale 
 Item CFA  Bifactor/CU 
Measure  λ Error  λ λneg Error 
Bunched 1 1.08 1.39  1.10  1.34 
 2 1.07 1.18  1.05  1.22 
 3 1.32 0.80  1.33  0.76 
 4 0.60 1.60  0.63  1.56 
 5 0.88 1.16  0.87  1.17 
 6* 0.71 1.96  0.71 0.04 1.96 
 7* 0.19 2.01  0.21 -0.20 1.97 
 8* 0.56 2.18  0.52 0.39 2.07 
 9* 0.29 0.70  0.25 0.75 0.16 
 10* 0.34 1.15  0.29 0.52 0.92 
Alternating 1 1.08 1.35  1.10  1.29 
 3 0.79 1.55  0.77  1.58 
 5 1.08 1.26  1.09  1.24 
 7 0.39 1.38  0.43  1.35 
 9 0.68 1.41  0.66  1.44 
 2* 0.84 1.73  0.82  1.76 
 4* 0.20 2.03  0.19  2.04 
 6* 0.47 2.08  0.41  2.13 
 8* 0.16 0.89  0.11  0.91 
 10* 0.26 1.43  0.20  1.46 
Random 1 1.20 1.56  1.22  1.52 
 3 0.81 1.86  0.81  1.86 
 5 1.25 1.32  1.27  1.26 
 7 0.34 1.67  0.36  1.66 
 9 0.89 1.39  0.90  1.37 
 2* 0.90 2.13  0.84  2.22 
 4* 0.23 2.87  0.18  2.89 
 6* 0.65 2.09  0.57  2.19 
 8* 0.25 0.77  0.21  0.79 
 10* 0.31 1.45  0.25  1.49 
Note. For modeled correlated residuals in the CU models (for Alternating 












Unstandardized Factor Pattern Coefficients – Conscientiousness Scale 
 Item CFA  Bifactor 
Measure  λ Error  λ λneg Error 
Bunched 1 0.49 0.37  0.53  0.33 
 2 0.46 0.23  0.51  0.18 
 3 0.59 0.41  0.63  0.37 
 4 0.62 0.57  0.64  0.55 
 5 0.59 0.76  0.62  0.73 
 6* 0.97 1.87  0.73 0.89 1.49 
 7* 0.89 2.12  0.62 0.96 1.60 
 8* 1.00 1.62  0.74 1.09 0.89 
 9* 0.93 2.05  0.70 0.78 1.81 
Alternating 1 0.77 0.38  0.82  0.29 
 3 0.68 0.34  0.72  0.29 
 5 0.74 1.00  0.75  0.99 
 7 0.74 0.90  0.75  0.88 
 9 0.58 0.94  0.57  0.95 
 2* 0.87 2.09  0.69 0.82 1.69 
 4* 0.89 2.40  0.67 1.05 1.65 
 6* 0.84 2.12  0.62 1.11 1.21 
 8* 0.78 2.22  0.58 0.93 1.63 
Random 1 0.59 0.41  0.65  0.34 
 3 0.48 0.34  0.52  0.29 
 5 0.60 0.83  0.63  0.79 
 7 0.66 0.75  0.66  0.74 
 9 0.66 0.95  0.66  0.95 
 2* 0.85 2.11  0.63 0.91 1.60 
 4* 0.88 2.31  0.66 0.91 1.83 
 6* 0.88 2.06  0.64 1.00 1.41 
 8* 0.55 2.20  0.36 0.68 1.92 










Unstandardized Factor Pattern Coefficients – Agreeableness Scale 
 Item CFA  Bifactor 
Measure  λ Error  λ λneg Error 
Bunched 1 0.61 0.75  0.63  0.72 
 2 0.66 1.01  0.72  0.93 
 3 0.65 1.05  0.71  0.97 
 4 0.68 0.36  0.70  0.33 
 5 0.59 0.45  0.65  0.39 
 6* 0.82 1.65  0.69 0.49 1.60 
 7* 0.67 0.93  0.53 0.55 0.80 
 8* 1.09 1.40  0.91 0.79 1.14 
 9* 0.99 1.27  0.80 0.82 0.93 
Alternating 1 0.48 1.13  0.51  1.09 
 3 0.60 1.34  0.65  1.27 
 5 0.72 1.33  0.76  1.27 
 7 0.76 0.57  0.82  0.48 
 9 0.44 0.65  0.47  0.61 
 2* 0.92 1.47  0.78 0.55 1.41 
 4* 0.89 1.22  0.75 0.59 1.12 
 6* 0.90 1.78  0.73 0.61 1.68 
 8* 1.15 1.48  0.98 0.73 1.31 
Random 1 0.55 0.89  0.61  0.82 
 3 0.59 1.59  0.60  1.58 
 5 0.63 1.37  0.66  1.33 
 7 0.66 0.47  0.71  0.41 
 9 0.68 0.60  0.73  0.52 
 2* 0.85 1.66  0.66 0.76 1.38 
 4* 0.51 1.32  0.40 0.37 1.27 
 6* 1.13 1.68  0.93 0.82 1.41 
 8* 1.01 1.71  0.81 0.79 1.45 








Conformity Scale – Bunched Ordering: Correlation Matrix, Standardized Expected Parameter 
Change (EPC) for Correlation Residuals, and Modification Indices (MI) 
 
A. Correlation Matrix 
 i1 i2 i3 i4 i5 i6* i7* i8* i9* i10* 
i1 1.00 .45 .58 .42 .36 .41 .14 .18 .10 .13 
i2 .45 1.00 .57 .22 .51 .26 .03 .27 .36 .24 
i3 .58 .57 1.00 .39 .54 .35 .08 .27 .23 .20 
i4 .42 .22 .39 1.00 .24 .23 .30 .10 -.10 -.03 
i5 .36 .51 .54 .24 1.00 .21 .01 .17 .25 .25 
i6* .41 .26 .35 .23 .21 1.00 .18 .25 .14 .17 
i7* .14 .03 .08 .30 .01 .18 1.00 .19 -.08 -.04 
i8* .18 .27 .27 .10 .17 .25 .19 1.00 .30 .23 
i9* .10 .36 .23 -.10 .25 .14 -.08 .30 1.00 .46 
i10* .13 .24 .20 -.03 .25 .17 -.04 .23 .46 1.00 
           
B. Standardized EPC (upper diagonal) and MI (lower diagonal) for the CFA Model 
 i1 i2 i3 i4 i5 i6* i7* i8* i9* i10* 
i1   -.08 .18 .25 -.18 .20 .08 -.10 -.22 -.13 
i2 4.29  -.07 -.17 .19 -.12 -.12 .05 .24 .05 
i3 11.43 1.53  .13 .10 -.08 -.08 -.08 -.14 -.15 
i4 54.58 24.03 9.61  -.05 .05 .28 -.07 -.30 -.20 
i5 22.88 25.45 4.40 2.49  -.13 -.11 -.09 .06 .10 
i6* 33.52 10.94 3.53 2.37 14.64  .14 .12 -.01 .04 
i7* 6.41 11.84 4.57 82.53 11.15 20.18  .16 -.14 -.09 
i8* 8.74 2.01 4.20 4.27 6.67 14.15 27.95  .22 .14 
i9* 41.93 47.58 12.08 88.43 3.62 0.06 21.01 50.85  .42 
i10* 14.81 2.47 12.99 39.87 8.40 1.78 7.82 19.53 179.64   
           
C. Standardized EPC (upper diagonal) and MI (lower diagonal) for the Bifactor Model 
 i1 i2 i3 i4 i5 i6* i7* i8* i9* i10* 
i1   -.08 .07 .23 -.19 .20 .05 -.04 -.25 -.02 
i2 4.25  -.04 -.19 .22 -.11 -.09 .02 .47 -.01 
i3 1.29 0.41  .05 .11 -.10 -.15 -.03 -.03 -.05 
i4 43.90 29.37 1.56  -.07 .05 .25 .01 -.36 -.07 
i5 26.64 34.89 4.88 4.59  -.12 -.11 -.09 .12 .10 
i6* 34.68 9.40 5.47 2.12 13.69  .14 .13 -.24 .06 
i7* 1.99 7.99 12.85 63.10 11.17 20.38  .22 -.39 -.02 
i8* 1.64 0.24 0.53 0.03 7.28 16.51 48.04  .18 .15 
i9* 15.82 53.93 0.12 37.66 3.92 5.64 10.99 0.59  -5.33 
i10* 0.48 0.16 1.25 5.39 9.14 3.28 0.41 5.59 40.62   
           
Note. Standardized EPCs represent the measurement error correlation that would result if that 
parameter were included in the model. Negatively-keyed items are denoted with an asterisk (*). 









Conformity Scale – Alternating Ordering: Correlation Matrix, Standardized Expected Parameter 
Change (EPC) for Correlation Residuals, and Modification Indices (MI) 
 
A. Correlation Matrix 
 i1 i6* i2 i7* i3 i8* i4 i9* i5 i10* 
i1 1.00 .48 .31 .14 .47 .17 .31 -.01 .27 .07 
i6* .48 1.00 .22 .17 .33 .20 .20 .07 .15 .13 
i2 .31 .22 1.00 -.02 .38 .17 .10 .23 .43 .16 
i7* .14 .17 -.02 1.00 .08 .02 .22 -.17 -.02 .01 
i3 .47 .33 .38 .08 1.00 .23 .28 .09 .37 .12 
i8* .17 .20 .17 .02 .23 1.00 -.03 .26 .14 .17 
i4 .31 .20 .10 .22 .28 -.03 1.00 -.29 .11 -.17 
i9* -.01 .07 .23 -.17 .09 .26 -.29 1.00 .24 .36 
i5 .27 .15 .43 -.02 .37 .14 .11 .24 1.00 .23 
i10* .07 .13 .16 .01 .12 .17 -.17 .36 .23 1.00 
           
B. Standardized EPC (upper diagonal) and MI (lower diagonal) for the CFA Model 
 i1 i6* i2 i7* i3 i8* i4 i9* i5 i10* 
i1   .37 -.16 .10 .00 -.07 .21 -.24 -.18 -.15 
i6* 133.11  -.14 .14 -.15 .06 .05 -.03 -.21 .02 
i2 25.30 25.36  -.13 .03 .00 -.11 .19 .31 .07 
i7* 12.71 31.40 29.28  -.04 -.02 .20 -.20 -.11 -.02 
i3 0.00 20.66 0.99 2.47  .03 .13 -.04 .06 -.05 
i8* 7.14 4.83 0.01 1.04 1.25  -.16 .24 -.03 .12 
i4 54.53 3.73 19.70 70.42 19.69 44.31  -.38 -.08 -.27 
i9* 77.89 1.20 59.76 74.50 2.41 99.86 267.13  .21 .34 
i5 35.22 62.43 133.35 20.87 3.71 1.09 9.38 71.00  .16 
i10* 28.73 0.51 7.22 0.92 3.30 24.88 131.63 211.49 43.32   
           
C. Standardized EPC (upper diagonal) and MI (lower diagonal) for the CU Model 
 i1 i6* i2 i7* i3 i8* i4 i9* i5 i10* 
i1   .37 -.18 .04 -.13 -.01 .17 -.14 -.19 -.05 
i6* 136.35  -.10  .24 -.14  .14 .02 .01 -.18  .07 
i2 30.20 14.49  -.07 .05 -.01 -.13 .17 .32 .03 
i7* 2.38   9.28  -.02  -.03 .13  -.25 -.05  -.03 
i3 7.56 19.57 2.69 0.60  .09 .08 .00 .08 .01 
i8* 0.05   0.31   10.17  -.06  .34 -.05  .24 
i4 33.86 0.99 27.74 34.42 7.76 7.14  -.22 -.09 -.13 
i9* 29.75   58.10   0.03   115.30  .15  .41 
i5 38.58 46.95 151.41 3.65 7.26 3.98 13.89 50.72  .12 
i10* 3.50   1.43   0.03   36.71   29.73   
           
Note. Standardized EPCs represent the measurement error correlation that would result if that 
parameter were included in the model. Negatively-keyed items are denoted with an asterisk (*). 
Modeled correlations among residuals are presented in italics for the CU model. Large MIs and 









Conformity Scale – Random Ordering: Correlation Matrix, Standardized Expected Parameter 
Change (EPC) for Correlation Residuals, and Modification Indices (MI) 
 
A. Correlation Matrix 
 i1 i6* i2 i7* i3 i8* i4 i9* i5 i10* 
i1 1.00 .45 .30 .10 .54 .25 .27 .08 .39 .10 
i6* .45 1.00 .19 .16 .35 .35 .15 .12 .22 .17 
i2 .30 .19 1.00 -.05 .37 .21 .09 .28 .43 .16 
i7* .10 .16 -.05 1.00 .11 .15 .14 -.05 .02 .01 
i3 .54 .35 .37 .11 1.00 .27 .20 .18 .45 .16 
i8* .25 .35 .21 .15 .27 1.00 .12 .20 .20 .11 
i4 .27 .15 .09 .14 .20 .12 1.00 -.14 .13 -.15 
i9* .08 .12 .28 -.05 .18 .20 -.14 1.00 .21 .35 
i5 .39 .22 .43 .02 .45 .20 .13 .21 1.00 .21 
i10* .10 .17 .16 .01 .16 .11 -.15 .35 .21 1.00 
           
B. Standardized EPC (upper diagonal) and MI (lower diagonal) for the CFA Model 
 i1 i6* i2 i7* i3 i8* i4 i9* i5 i10* 
i1   .23 -.15 .01 .18 -.08 .17 -.21 -.08 -.13 
i6* 34.70  -.14 .12 -.12 .20 .03 -.03 -.18 .05 
i2 16.35 18.23  -.16 -.01 .01 -.05 .19 .25 .05 
i7* 0.11 14.42 24.89  .03 .11 .11 -.10 -.09 -.02 
i3 11.98 7.88 0.07 0.58  -.08 .02 -.04 .05 -.06 
i8* 5.44 39.33 0.02 13.30 4.55  .02 .12 -.09 .01 
i4 23.86 0.74 2.67 14.62 0.41 0.54  -.23 -.04 -.24 
i9* 37.63 0.99 36.41 10.22 1.24 13.86 59.44  .07 .31 
i5 3.81 27.14 51.42 7.36 1.43 6.53 1.65 4.60  .10 
i10* 14.22 2.70 2.31 0.48 2.77 0.09 63.57 106.54 8.48   
           
C. Standardized EPC (upper diagonal) and MI (lower diagonal) for the CU Model 
 i1 i6* i2 i7* i3 i8* i4 i9* i5 i10* 
i1   .26 -.18 .01 .10 -.04 .16 -.14 -.13 -.05 
i6* 50.70  -.10  .31 -.07  .46 .02  .00 -.13  .14 
i2 21.29 9.45  -.11 -.04 .05 -.06 .17 .25 .02 
i7* 0.05   13.61  .08 .30 .10  -.12 -.04  -.02 
i3 2.48 3.01 0.75 4.66  .00 -.01 .02 .00 .01 
i8* 1.47   2.21   0.01  .04 .17 -.01  .07 
i4 19.47 0.48 3.63 10.32 0.03 1.84  -.14 -.06 -.16 
i9* 16.86   32.07   0.17   24.77  .06  .35 
i5 8.96 15.75 50.92 1.73 0.01 0.20 2.95 3.18  .11 
i10* 2.10   0.24   0.03   33.44   11.70   
           
Note. Standardized EPCs represent the measurement error correlation that would result if that 
parameter were included in the model. Negatively-keyed items are denoted with an asterisk (*). 
Modeled correlations among residuals are presented in italics for the CU model. Large MIs and 









Conscientiousness Scale – Bunched Ordering: Correlation Matrix, Standardized Expected 
Parameter Change (EPC) for Correlation Residuals, and Modification Indices (MI) 
 
A. Correlation Matrix 
 i1 i2 i3 i4 i5 i6* i7* i8* i9* 
i1 1.00 .58 .49 .40 .34 .31 .25 .35 .20 
i2 .58 1.00 .55 .45 .46 .32 .25 .31 .28 
i3 .49 .55 1.00 .50 .36 .31 .27 .37 .31 
i4 .40 .45 .50 1.00 .49 .29 .30 .29 .34 
i5 .34 .46 .36 .49 1.00 .26 .21 .26 .29 
i6* .31 .32 .31 .29 .26 1.00 .43 .55 .47 
i7* .25 .25 .27 .30 .21 .43 1.00 .57 .39 
i8* .35 .31 .37 .29 .26 .55 .57 1.00 .48 
i9* .20 .28 .31 .34 .29 .47 .39 .48 1.00 
          
B. Standardized EPC (upper diagonal) and MI (lower diagonal) for the CFA Model 
 i1 i2 i3 i4 i5 i6* i7* i8* i9* 
i1   .38 .16 -.01 -.02 -.12 -.15 -.10 -.27 
i2 23.27  .26 .03 .18 -.19 -.26 -.29 -.20 
i3 4.17 9.69  .17 -.04 -.19 -.18 -.14 -.13 
i4 0.01 0.15 4.53  .27 -.18 -.06 -.23 -.01 
i5 0.06 5.57 0.21 13.26  -.13 -.14 -.17 -.02 
i6* 2.70 5.83 5.83 5.45 2.98  .23 .39 .28 
i7* 3.96 11.44 5.55 0.61 3.86 10.42  .44 .18 
i8* 1.68 13.62 3.32 9.10 5.38 27.17 36.79  .27 
i9* 13.53 7.00 3.14 0.03 0.12 15.56 6.36 13.61   
          
C. Standardized EPC (upper diagonal) and MI (lower diagonal) for the Bifactor Model 
 i1 i2 i3 i4 i5 i6* i7* i8* i9* 
i1   .28 .01 -.14 -.14 .02 .00 .14 -.18 
i2 7.95  .01 -.23 .05 .03 -.06 -.06 -.04 
i3 0.02 0.01  .10 -.16 -.04 -.02 .09 .01 
i4 2.84 6.02 1.16  .24 -.03 .12 -.11 .13 
i5 3.11 0.27 3.76 9.68  .00 -.02 -.04 .09 
i6* 0.06 0.13 0.20 0.19 0.00  -.12 -.11 .16 
i7* 0.00 0.50 0.06 2.41 0.04 1.25  .34 -.06 
i8* 2.28 0.42 0.84 1.45 0.25 0.45 3.46  -.15 
i9* 5.87 0.22 0.01 2.96 1.62 3.46 0.45 1.25   
          
Note. Standardized EPCs represent the measurement error correlation that would result if that 
parameter were included in the model. Negatively-keyed items are denoted with an asterisk (*). 










Conscientiousness Scale – Alternating Ordering: Correlation Matrix, Standardized Expected 
Parameter Change (EPC) for Correlation Residuals, and Modification Indices (MI) 
 
A. Correlation Matrix 
 i1 i6* i2 i7* i3 i8* i4 i9* i5 
i1 1.00 .35 .69 .32 .53 .30 .51 .24 .36 
i6* .35 1.00 .32 .48 .28 .47 .26 .38 .23 
i2 .69 .32 1.00 .25 .45 .31 .51 .30 .43 
i7* .32 .48 .25 1.00 .20 .51 .28 .45 .28 
i3 .53 .28 .45 .20 1.00 .25 .34 .25 .39 
i8* .30 .47 .31 .51 .25 1.00 .23 .52 .18 
i4 .51 .26 .51 .28 .34 .23 1.00 .24 .35 
i9* .24 .38 .30 .45 .25 .52 .24 1.00 .19 
i5 .36 .23 .43 .28 .39 .18 .35 .19 1.00 
          
B. Standardized EPC (upper diagonal) and MI (lower diagonal) for the CFA Model 
 i1 i6* i2 i7* i3 i8* i4 i9* i5 
i1   -.17 .59 -.20 .22 -.28 .13 -.33 -.13 
i6* 4.79  -.24 .34 -.05 .33 -.11 .21 -.05 
i2 33.21 9.34  -.35 -.05 -.19 .13 -.13 .07 
i7* 6.46 26.38 20.43  -.17 .40 -.04 .32 .05 
i3 7.15 0.47 0.31 6.51  -.08 -.06 -.05 .16 
i8* 12.84 24.53 6.14 36.19 1.51  -.14 .42 -.12 
i4 2.27 2.43 2.52 0.40 0.61 4.38  -.08 .07 
i9* 18.23 9.73 2.77 23.62 0.61 40.41 1.43  -.07 
i5 2.63 0.53 0.83 0.49 5.17 2.99 1.01 1.12   
          
C. Standardized EPC (upper diagonal) and MI (lower diagonal) for the Bifactor Model 
 i1 i6* i2 i7* i3 i8* i4 i9* i5 
i1   .05 .31 .09 .13 -.03 -.05 -.17 -.28 
i6* 0.29  -.08 .15 .05 -.03 -.02 -.12 .01 
i2 3.86 1.01  -.20 -.20 .09 .04 .12 .04 
i7* 1.01 2.65 5.70  -.10 -.21 .09 -.03 .16 
i3 1.91 0.46 4.99 1.92  .04 -.08 .06 .16 
i8* 0.07 0.08 0.99 1.89 0.32  -.05 .21 -.08 
i4 0.21 0.04 0.17 1.51 1.34 0.49  .03 .07 
i9* 3.79 1.89 2.36 0.08 0.68 2.66 0.14  -.01 
i5 10.21 0.04 0.19 5.10 5.55 1.14 1.07 0.02   
          
Note. Standardized EPCs represent the measurement error correlation that would result if that 
parameter were included in the model. Negatively-keyed items are denoted with an asterisk 











Conscientiousness Scale – Random Ordering: Correlation Matrix, Standardized Expected 
Parameter Change (EPC) for Correlation Residuals, and Modification Indices (MI) 
 
A. Correlation Matrix 
 i1 i6* i2 i7* i3 i8* i4 i9* i5 
i1 1.00 .28 .55 .26 .41 .24 .45 .13 .40 
i6* .28 1.00 .26 .42 .17 .45 .25 .34 .23 
i2 .55 .26 1.00 .18 .45 .26 .37 .15 .35 
i7* .26 .42 .18 1.00 .23 .46 .28 .28 .28 
i3 .41 .17 .45 .23 1.00 .24 .33 .13 .31 
i8* .24 .45 .26 .46 .24 1.00 .25 .34 .27 
i4 .45 .25 .37 .28 .33 .25 1.00 .22 .41 
i9* .13 .34 .15 .28 .13 .34 .22 1.00 .12 
i5 .40 .23 .35 .28 .31 .27 .41 .12 1.00 
          
B. Standardized EPC (upper diagonal) and MI (lower diagonal) for the CFA Model 
 i1 i6* i2 i7* i3 i8* i4 i9* i5 
i1   -.13 .38 -.19 .09 -.26 .11 -.20 .05 
i6* 3.32  -.13 .28 -.19 .32 -.10 .23 -.10 
i2 23.68 3.43  -.29 .24 -.15 -.04 -.12 -.02 
i7* 6.57 18.19 17.14  -.07 .34 -.04 .15 .00 
i3 1.44 8.19 11.25 1.14  -.09 .00 -.08 .01 
i8* 12.99 23.99 4.71 26.61 1.88  -.13 .24 -.04 
i4 2.10 2.14 0.26 0.39 0.00 3.36  .02 .15 
i9* 8.70 13.50 3.46 5.47 1.74 14.00 0.09  -.11 
i5 0.41 2.20 0.12 0.00 0.02 0.37 4.79 3.20   
          
C. Standardized EPC (upper diagonal) and MI (lower diagonal) for the Bifactor Model 
 i1 i6* i2 i7* i3 i8* i4 i9* i5 
i1   .08 .24 -.01 -.09 -.11 -.01 -.07 -.07 
i6* 0.99  .04 .01 -.11 -.14 .00 .07 -.02 
i2 5.57 0.27  -.19 .16 .04 -.17 .01 -.13 
i7* 0.01 0.02 6.36  .05 .11 .07 -.08 .10 
i3 1.06 2.52 4.40 0.50  .04 -.05 .01 -.03 
i8* 1.70 0.97 0.23 0.70 0.37  -.03 .01 .07 
i4 0.00 0.00 4.49 1.07 0.43 0.13  .12 .15 
i9* 0.98 0.70 0.02 0.97 0.01 0.02 3.09  -.05 
i5 0.68 0.11 2.94 2.16 0.16 0.96 4.95 0.61   
          
Note. Standardized EPCs represent the measurement error correlation that would result if that 
parameter were included in the model. Negatively-keyed items are denoted with an asterisk (*). 










Agreeableness Scale – Bunched Ordering: Correlation Matrix, Standardized Expected 
Parameter Change (EPC) for Correlation Residuals, and Modification Indices (MI) 
 
A. Correlation Matrix 
 i1 i2 i3 i4 i5 i6* i7* i8* i9* 
i1 1.00 .41 .35 .42 .42 .32 .28 .35 .31 
i2 .41 1.00 .53 .39 .42 .32 .23 .28 .27 
i3 .35 .53 1.00 .43 .36 .27 .23 .32 .24 
i4 .42 .39 .43 1.00 .61 .31 .39 .47 .50 
i5 .42 .42 .36 .61 1.00 .32 .30 .39 .35 
i6* .32 .32 .27 .31 .32 1.00 .41 .42 .38 
i7* .28 .23 .23 .39 .30 .41 1.00 .46 .50 
i8* .35 .28 .32 .47 .39 .42 .46 1.00 .59 
i9* .31 .27 .24 .50 .35 .38 .50 .59 1.00 
          
B. Standardized EPC (upper diagonal) and MI (lower diagonal) for the CFA Model 
 i1 i2 i3 i4 i5 i6* i7* i8* i9* 
i1   .16 .07 -.03 .10 .03 -.07 -.08 -.13 
i2 4.54  .40 -.06 .11 .04 -.15 -.21 -.18 
i3 0.95 28.96  .07 .00 -.04 -.14 -.09 -.23 
i4 0.13 0.49 0.68  .39 -.24 -.10 -.11 .03 
i5 1.67 2.02 0.00 20.01  -.08 -.17 -.16 -.23 
i6* 0.13 0.28 0.23 8.54 1.19  .18 .12 .05 
i7* 0.87 4.29 3.30 1.49 4.61 5.91  .16 .27 
i8* 1.10 7.15 1.46 1.58 3.95 2.52 4.05  .37 
i9* 2.92 5.63 8.58 0.10 8.01 0.38 12.02 20.49   
          
C. Standardized EPC (upper diagonal) and MI (lower diagonal) for the Bifactor Model 
 i1 i2 i3 i4 i5 i6* i7* i8* i9* 
i1   .10 .01 -.16 .00 .09 .03 .02 -.04 
i2 1.74  .37 -.29 -.04 .12 -.04 -.10 -.06 
i3 0.01 22.66  -.09 -.18 .03 -.03 .04 -.13 
i4 2.92 9.12 0.85  .35 -.20 .05 .04 .28 
i5 0.00 0.23 4.29 9.08  -.01 -.02 .00 -.08 
i6* 1.40 2.47 0.19 4.87 0.01  .14 .03 -.19 
i7* 0.11 0.29 0.11 0.25 0.08 2.71  -.27 .06 
i8* 0.05 1.52 0.21 0.17 0.00 0.10 3.26  .37 
i9* 0.21 0.43 2.37 7.87 0.76 3.26 0.10 2.70   
          
Note. Standardized EPCs represent the measurement error correlation that would result if that 
parameter were included in the model. Negatively-keyed items are denoted with an asterisk (*). 










Agreeableness Scale – Alternating Ordering: Correlation Matrix, Standardized Expected 
Parameter Change (EPC) for Correlation Residuals, and Modification Indices (MI) 
 
A. Correlation Matrix 
 i1 i6* i2 i7* i3 i8* i4 i9* i5 
i1 1.00 .25 .17 .24 .29 .16 .33 .24 .28 
i6* .25 1.00 .25 .43 .30 .37 .39 .46 .28 
i2 .17 .25 1.00 .20 .33 .21 .37 .29 .32 
i7* .24 .43 .20 1.00 .30 .39 .42 .48 .25 
i3 .29 .30 .33 .30 1.00 .31 .41 .26 .25 
i8* .16 .37 .21 .39 .31 1.00 .33 .43 .25 
i4 .33 .39 .37 .42 .41 .33 1.00 .49 .39 
i9* .24 .46 .29 .48 .26 .43 .49 1.00 .26 
i5 .28 .28 .32 .25 .25 .25 .39 .26 1.00 
          
B. Standardized EPC (upper diagonal) and MI (lower diagonal) for the CFA Model 
 i1 i6* i2 i7* i3 i8* i4 i9* i5 
i1   -.04 -.03 -.04 .10 -.10 .09 -.08 .12 
i6* 0.23  -.08 .10 -.03 .06 -.13 .10 -.03 
i2 0.16 0.96  -.14 .13 -.07 .11 -.04 .14 
i7* 0.22 1.36 3.28  -.04 .08 -.09 .16 -.10 
i3 2.03 0.11 3.21 0.23  .04 .10 -.22 -.01 
i8* 2.02 0.56 0.84 1.13 0.30  -.16 .13 -.03 
i4 1.15 2.05 1.79 1.02 1.35 3.56  .03 .12 
i9* 1.16 1.37 0.30 3.21 7.27 2.38 0.10  -.15 
i5 2.99 0.11 3.79 1.69 0.01 0.14 2.36 3.49   
          
C. Standardized EPC (upper diagonal) and MI (lower diagonal) for the Bifactor Model 
 i1 i6* i2 i7* i3 i8* i4 i9* i5 
i1   .01 -.08 .03 .07 -.06 -.03 -.03 .09 
i6* 0.01  -.02 .03 .04 -.01 -.06 -.02 .04 
i2 1.30 0.06  -.08 .09 -.01 -.04 .04 .10 
i7* 0.12 0.05 0.99  .05 -.02 .03 -.01 -.03 
i3 0.90 0.26 1.24 0.32  .12 -.07 -.17 -.08 
i8* 0.62 0.01 0.01 0.03 2.52  -.10 .03 .04 
i4 0.11 0.37 0.17 0.10 0.40 1.02  .24 -.02 
i9* 0.10 0.03 0.18 0.01 4.06 0.05 4.72  -.09 
i5 1.47 0.22 1.68 0.19 1.04 0.28 0.03 1.16   
          
Note. Standardized EPCs represent the measurement error correlation that would result if that 
parameter were included in the model. Negatively-keyed items are denoted with an asterisk (*). 










Agreeableness Scale – Random Ordering: Correlation Matrix, Standardized Expected Parameter 
Change (EPC) for Correlation Residuals, and Modification Indices (MI) 
 
A. Correlation Matrix 
 i1 i6* i2 i7* i3 i8* i4 i9* i5 
i1 1.00 .17 .25 .15 .33 .26 .43 .25 .38 
i6* .17 1.00 .24 .31 .18 .47 .33 .43 .32 
i2 .25 .24 1.00 .12 .35 .23 .29 .26 .28 
i7* .15 .31 .12 1.00 .24 .28 .27 .31 .19 
i3 .33 .18 .35 .24 1.00 .28 .32 .22 .34 
i8* .26 .47 .23 .28 .28 1.00 .40 .50 .41 
i4 .43 .33 .29 .27 .32 .40 1.00 .39 .55 
i9* .25 .43 .26 .31 .22 .50 .39 1.00 .33 
i5 .38 .32 .28 .19 .34 .41 .55 .33 1.00 
          
B. Standardized EPC (upper diagonal) and MI (lower diagonal) for the CFA Model 
 i1 i6* i2 i7* i3 i8* i4 i9* i5 
i1   -.19 .05 -.07 .14 -.14 .20 -.11 .11 
i6* 7.40  .01 .13 -.14 .25 -.14 .18 -.10 
i2 0.53 0.01  -.07 .20 -.10 -.02 -.02 -.01 
i7* 1.22 3.63 1.04  .05 .03 -.03 .12 -.15 
i3 4.15 4.14 9.31 0.63  -.06 -.03 -.13 .06 
i8* 3.81 11.60 1.87 0.14 0.63  -.19 .26 -.07 
i4 7.13 3.57 0.09 0.19 0.16 5.14  -.10 .30 
i9* 2.60 6.07 0.06 2.87 3.48 11.46 1.47  -.19 
i5 2.40 2.00 0.02 4.37 0.73 0.80 13.39 6.04   
          
C. Standardized EPC (upper diagonal) and MI (lower diagonal) for the Bifactor Model 
 i1 i6* i2 i7* i3 i8* i4 i9* i5 
i1   -.09 .01 -.02 .09 -.04 .07 .00 -.04 
i6* 1.56  .08 .06 -.06 .11 .01 -.22 .05 
i2 0.02 1.32  -.03 .19 -.04 -.11 .05 -.08 
i7* 0.06 0.60 0.25  .11 -.12 .06 .05 -.10 
i3 1.63 0.76 8.55 2.62  .04 -.18 -.06 -.03 
i8* 0.24 0.40 0.33 1.91 0.28  -.06 .14 .09 
i4 0.71 0.03 1.82 0.65 4.72 0.38  .07 .15 
i9* 0.00 1.91 0.41 0.40 0.59 0.60 0.70  -.07 
i5 0.21 0.42 1.15 1.62 0.16 1.09 1.56 0.65   
          
Note. Standardized EPCs represent the measurement error correlation that would result if that 
parameter were included in the model. Negatively-keyed items are denoted with an asterisk (*). 









Reliability Estimates for the Various Measures, Models, and Orderings 
Measure Model Omega Bunched Alternating Random 
Conformity CFA ω1 .78 .70 .73 
 Bifactor ω2 .76   
  ω4 .79   
 Correlated Uniqueness ω3  .66 .68 
    ω5   .70 .73 
Conscientiousness CFA ω1 .81 .79 .76 
 Bifactor ω2 .60 .60 .57 
  ω4 .85 .85 .81 
 Correlated Uniqueness ω3    
   ω5    
Agreeableness CFA ω1 .84 .81 .79 
 Bifactor ω2 .73 .72 .68 
  ω4 .86 .82 .82 
 Correlated Uniqueness ω3    
    ω5       
Note. ω1 = standard omega calculation. ω2 = omega calculation with loadings on the method factor 
included in the denominator as total variance. ω4 = omega calculation with loadings on the 
method factor included both in the numerator as true variance and in the denominator as total 
variance. ω3 = omega calculation with variance due to modeled correlated residuals included in 
the denominator as total variance. ω5 = omega calculation with modeled correlated residuals 








Figure 1. Sample Factor Models and Approaches to Modeling Method Effects. 
 




1b. Sample factor model with correlated 
residuals. 
 
1c. Sample factor model with method factor. 
 
 
1d. Sample factor model with item 
parcels.  
 
Note. p12 represents the parcel created by 
averaging items 1 & 2. p45 represents the 









Figure 2. Explanatory Sequential Mixed Methods Design. 
 





































































Appendix A: Conformity Scale 
(Jackson, 1994; Goldberg et al, 2006) 
 
Please use the rating scale below to indicate how accurately each statement describes 
you. Describe yourself as you generally are now, not as you wish to be in the future. 
Please read each statement carefully and select one answer for each statement. 
 



















1. I worry about what people think of me. 
2. I conform to others' opinions. 
3. I need the approval of others. 
4. I want to amount to something special in others' eyes. 
5. I do what others do. 
6. I don't care what others think.* 
7. I am not concerned with making a good impression.* 
8. I feel it's OK that some people don't like me.* 
9. I want to form my own opinions.* 
10. I want to be different from others.* 
 
Alternating Ordering (participants saw the numbering as 1-10): 
1. I worry about what people think of me. 
6. I don't care what others think.* 
2. I conform to others' opinions. 
7. I am not concerned with making a good impression.* 
3. I need the approval of others. 
8. I feel it's OK that some people don't like me.* 
4. I want to amount to something special in others' eyes. 
9. I want to form my own opinions.* 
5. I do what others do. 
10. I want to be different from others.* 
 








Appendix B: Conscientiousness 
(John & Srivastava, 1999) 
 
Below are a number of characteristics that may or may not apply to you. For example, do 
you agree that you are someone who “likes to spend time with others”? Please select the 
number from 1 to 7 that indicates the extent to which you agree or disagree with that 
statement. Please take your time and answer thoughtfully.  
 















I See Myself as Someone Who… 
 
Bunched Ordering: 
1. Does a thorough job 
2. Is a reliable worker 
3. Perseveres until the task is finished 
4. Does things efficiently 
5. Makes plans and follows through with them 
6. Can be somewhat careless* 
7. Tends to be disorganized* 
8. Tends to be lazy* 
9. Is easily distracted* 
 
Alternating Ordering (participants saw the numbering as 1-10): 
1. Does a thorough job 
6. Can be somewhat careless* 
2. Is a reliable worker 
7. Tends to be disorganized* 
3. Perseveres until the task is finished 
8. Tends to be lazy* 
4. Does things efficiently 
9. Is easily distracted* 
5. Makes plans and follows through with them 
 








Appendix C: Agreeableness 
(John & Srivastava, 1999) 
 
Below are a number of characteristics that may or may not apply to you. For example, do 
you agree that you are someone who “likes to spend time with others”? Please select the 
number from 1 to 7 that indicates the extent to which you agree or disagree with that 
statement. Please take your time and answer thoughtfully.  
 















I See Myself as Someone Who… 
 
Bunched Ordering: 
1. Is helpful and unselfish with others 
2. Has a forgiving nature 
3. Is generally trusting 
4. Is considerate and kind to almost everyone 
5. Likes to cooperate with others 
6. Tends to find fault with others* 
7. Starts quarrels with others* 
8. Can be cold and aloof* 
9. Is sometimes rude to others* 
 
Alternating Ordering (participants saw the numbering as 1-10): 
1. Is helpful and unselfish with others 
6. Tends to find fault with others* 
2. Has a forgiving nature 
7. Starts quarrels with others* 
3. Is generally trusting 
8. Can be cold and aloof* 
4. Is considerate and kind to almost everyone 
9. Is sometimes rude to others* 
5. Likes to cooperate with others 
 







Appendix D: Golden Ticket 
Modified from Coleman (2013) 
 
Dear _________________________,                                             
Instead of participating in the regularly scheduled Assessment Day activities, you have 
been selected to participate in a special research study today! The research is designed to 
help us understand the thinking processes involved in completing assessment tests and 
questionnaires. In short, we’ll be asking you to help us make our assessment measures 
better.  
 
Following the instructional video, please take your yellow consent form at your desk, 
gather your belongings, and report to room HHS 2207 immediately. Participation in the 
research will meet all of the requirements for Assessment Day. Once you arrive at room 
HHS 2207, we will describe the research in more detail and you will have the opportunity 
to either accept or decline participation, as well as the chance to ask any questions you 









Appendix E: Think-Aloud Script 
Adapted from Coleman (2013) 
Researcher Introduction 
 I’m going to ask you to complete a short questionnaire. As you are responding to each 
statement, I’d like you to think aloud.  By that, I mean say all the things that go through 
your mind as you’re choosing your answer.  
 
[Proceed with the think-aloud introduction.  If the student struggles or is not giving 
enough information, use the following practice below.] 
 
Think-Aloud Introduction 
Remember to talk out loud—say everything you’re thinking as you figure out your answer 
choices. You don’t have to write down your answers, because they’re not the focus of the 
study. I’m more interested in the process by which you reach your answers. Does that 
make sense?  
Now I’m going to turn on the recorder and we’ll move on to the questionnaire. 
 










I’ll demonstrate that process using the first statement on this practice questionnaire.  
Please respond by indicating how much you agree or disagree with each statement using 
the response options 1 (Strongly Disagree) to 7 (Strongly Agree).  
 
There are no right or wrong answers; just answer thoughtfully and honestly. 
 


















1. I’m an impulsive person.  
2. I tend to remember important meetings and appointments.  
3. I’m an organized person.   
4. I’m usually able to pay attention during conversations. 
************************************************************************ 
 
OK, I see that the response scale goes from 1 to 7, with these choices (SD > SA). The first 
statement says, “I’m an impulsive person.” Well, what does that mean? That I do or say 
things without thinking about them first. I can definitely think of times when I’ve done 
that. So maybe I don’t totally agree with that statement, but it’s sometimes true. So my 
answer will be 5 (Slightly agree).  
 
That example was just one way people might think through their answers. There’s no 
“right” way to do it. I just want you to say all the things that go through your mind as 
you’re choosing your answers. Does the thinking-aloud thing make sense? OK, you go 
ahead and try the next couple.  
 
[Give feedback/clarification/encouragement as needed for items 2 and 3. If additional 







Brief Structured Interview Questions  
[Administer as soon as the student finishes responding to all items.] 
 
Great, thank you! I’m sure that might have been an unusual process for you. Do you have 
any comments or general feedback for me? 
 
We’re almost done, but before you go back to the other room I want to ask you a couple 
of quick questions. And I’ll keep the recorder on if that’s OK, so I don’t forget your 
answers. 
 
First, were there any of these that you found confusing or difficult to process? Which 
one(s)? Why?  
 
Was there any relationship between how you answered the items at the end of the scale 
and how you answered items at the beginning? Do you feel the later items were easier to 
answer than the earlier items? Why or why not?  
 
[Alternate the order in which participants receive the next two questions.] 
 
Do you feel as you went through the scale, you understood what the scale was measuring 
better? Do you think this impacted how you responded? Why or why not?  
 
Do you feel as you went through the scale, you understood your personal feelings about 
what the scale seemed to be measuring better? Do you think this impacted how you 
responded? Why or why not? 
 
Thank you very much. Do you have any questions about anything? 
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