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Let X be a hyperka¨hler manifold . Trianalytic subvarieties
of X are subvarieties which are complex analytic with re-
spect to all complex structures induced by the hyperka¨hler
structure. Given a K3 surfaceM , the Hilbert scheme clas-
sifying zero-dimensional subschemes of M admits a hy-
perka¨hler structure. We show that for M generic, there
are no trianalytic subvarieties of the Hilbert scheme. This
implies that a generic deformation of the Hilbert scheme
of K3 has no proper complex subvarieties.
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1 Introduction
For basic results and definitions of hyperka¨hler geometry, see [Bes].
This Introduction is independent from the rest of this paper.
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1.1 An overview
An almost hypercomplex manifold M is a manifold equipped with an
action of the quaternion algebra H on its tangent bundle. The manifold M
is called hypercomplex if for all algebra embedding C
ι→֒ H, the corre-
sponding almost complex structure Iι is integrable. A manifold M is called
hyperka¨hler if, on top of that, M is equipped with a Riemannian metric
which is Ka¨hler with respect to the complex structures Iι, for all embed-
dings C
ι→֒ H. The complex structures Iι are called induced complex
structures; the corresponding Ka¨hler manifold is denoted by (M, Iι).
For a more formal definition of a hyperka¨hler manifold, see Definition
2.1. The notion of a hyperka¨hler manifold was introduced by E. Calabi, [C].
Clearly, the real dimension of M is divisible by 4. For dimRM = 4,
there are only two classes of compact hyperka¨hler manifolds: compact tori
and K3 surfaces.
Let M be a complex surface and M (n) be its n-th symmetric power,
M (n) =Mn/Sn. The variety M
(n) admits a natural desingularization M [n],
called Hilbert scheme of points, or Hilbert scheme for short. For its
construction and additional results, see the lectures of H. Nakajima, [N].
Most importantly, M [n] admits a hyperka¨hler metrics whenever the sur-
faceM is compact and hyperka¨hler ([Bea]). This way, Beauville constructed
two series of examples of hyperka¨hler manifolds, associated with a torus 1
and a K3 surface. It was conjectured that all hyperka¨hler manifolds X with
H1(X) = 0, H2,0(X) = C are deformationally equivalent to one of these
examples. We study the complex and hyperka¨hler geometry of M [n] for M
a “sufficiently generic” K3 surface, in order to construct counterexamples to
this conjecture.
Let M be a hyperka¨hler manifold. A trianalytic subvariety of M is a
closed subset which is complex analytic with respect to any of the induced
complex structures. It was proven in [V2] that for all induced complex
structures I, except maybe a countable number, all complex subvarieties of
(M, I) are trianalytic (see also Proposition 2.11). This reduces the study
of complex subvarieties of “sufficiently generic” deformations2 of M to the
study of trianalytic subvarieties.
Trianalytic subvarieties of hyperka¨hler manifolds were studied at length
1There is a natural torus action on its Hilbert scheme; to obtain the Beauville’s hy-
perka¨hler manifold, we must take the quotient by this action.
2By deformations of M we understand complex manifolds which are deformationally
equivalent to M .
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in [V2] and [V-d2]. Of the results obtained in this study, the most important
ones are Desingularization Theorem (Theorem 2.13) and the cohomological
criterion of trianalyticity (Theorem 2.8). The aim of the present paper is to
obtain the following theorem.
Theorem 1.1: LetM be a complex K3 surface without automorphisms,
H a hyperka¨hler structure on M , and I an induced complex structure on M
which is Mumford-Tate generic in the class of induced complex structures.3
Let M [n] be a Hilbert scheme of points on the complex surface (M, I). Pick
any hyperka¨hler structure on M [n], compatible with the complex structure.
Then, M [n] has no proper trianalytic subvarieties.
Proof: This is Theorem 9.12.
In the forthcoming paper, we construct a 21-dimensional family of com-
pact hyperka¨hler manifolds Mx, with
H1(M) = 0, H2,0(M) = C (1.1)
which have proper trianalytic subvarieties. This leads to assertion that these
manifolds are not deformations of M [n].
As another application of Theorem 1.1, we obtain that a generic complex
deformation of M [n] has no proper closed complex subvarieties (Corollary
9.14).
A version of this result is true for a compact torus. For a generic
complex structure I on a complex torus T , the complex manifold (T, I)
has no proper subvarieties. This is easy to see from the fact that the
group Hp,p(T, I) ∩ H2p(T,Z) is empty. For a Hilbert scheme of K3, this
Hodge-theoretic argument does not work. In fact, there are integer cycles
in H2p,2p(M [n], I) for all complex structures on M [n]. As Corollary 9.14
implies, these cycles cannot be represented by subvarieties. This gives a
counterexample to the Hodge conjecture.
Of course, for a generic complex structure I, the manifold (M [n], I) is not
algebraic. There are many other counterexamples to the Hodge conjecture
for non-algebraic manifolds.
In our approach to the study of trianalytic subvarieties of the Hilbert
scheme, we introduce the concept of the universal subvariety of the
Hilbert scheme (Definition 5.1). For a complex surface M , the local au-
tomorphisms γ : U −→ U of M ⊃ U act on the corresponding open subsets
3For the definition of Mumford-Tate generic, see Definition 2.10.
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U [n] ⊂ M [n] of the Hilbert scheme. A universal subvariety of M [n] is a
subvariety which is preserved by all automorphisms obtained this way (see
Definition 5.1 for a more precise statement).
We show that a trianalytic subvariety of a Hilbert scheme of a K3 surface
M is universal, assuming that M is Mumford-Tate generic with respect to
some hyperka¨hler structure and has no complex automorphisms (Theorem
8.5).
1.2 Contents
The paper is organized as follows.
• Section 2 is taken with preliminary conventions and basic theorems.
We define hyperka¨hler manidols and formulate Yau’s theorem on the
existence of hyperka¨hler structures on compact holomorphically sym-
plectic manifolds of Ka¨hler type. Furthermore, we define trianalytic
subvarieties of hyperka¨hler manifolds and recall the basic properties of
trianalytic subvarieties, following [V2] and [V-d2]. There are no new
results in Section 2, and nothing unknown to the reader acquainted
with the literature.
• In Section 3, we apply the desingularization theorem to the subvari-
eties of Mn, where M is a generic K3 surface. We classify trianalytic
subvarieties of Mn and describe them explicitly. This section is inde-
pendent from the rest of this paper.
• We study the Hilbert schemeM [n] of a smooth holomorphic symplectic
complex surface M in Section 4. We give its definition and explain
the construction of the holomorphic symplectic structure on M [n]. By
Yau’s proof of Calabi conjecture (Theorem 2.4), this implies thatM [n]
admits a hyperka¨hler structure.
Using perverse sheaves, we write down the cohomology of M [n] in
terms of diagonals in the symmetric power M (n). This is done using
the fact that the standard projection π : M [n] −→M (n) is a semi-
small resolution of the symmetric power M (n). These results are well
known ([N]).
Further on, we apply the same type arguments to the trianalytic sub-
varieties X ⊂ M [n]. Using the holomorphic symplectic geometry, we
show that the map X˜
pi◦n−→ π(X) is a semi-small resolution, where
X˜
n−→ X is the hyperka¨hler desingularization of X (Theorem 2.13).
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This gives an expression for the cohomology of X˜. We don’t use this
result anywhere in this paper.
• Section 4 is heavily based on perverse sheaves ([BBD]), and does not
use results of hyperka¨hler geometry, except Desingularization Theorem
(Theorem 2.13).
• The following four sections (Sections 5–8) are dedicated to the study
of universal properties of the Hilbert scheme.
– In Section 5, we give a definition of a universal subvariety of a
Hilbert scheme. A relative dimension of a universal subvariety is
a dimension of the generic fiber of the projection π : X −→ π(X),
where π : M [n] −→M (n) is the standard projection of the Hilbert
scheme to the symmetric power of M . We classify and describe
explicitly the universal subvarieties of relative dimension 0. Re-
sults of Section 5 are in no way related to the hyperka¨hler geom-
etry.
– In Section 6, we study the Hilbert scheme of a K3 surface M ,
assuming that M is Mumford-Tate generic with respect to some
hyperka¨hler structure. We consider subvarieties X ⊂ M [n], such
that X is projected generically finite to π(X) ⊂ M , and π(X)
is a diagonal in M (n). We use the theory of Yang-Mills connec-
tions and Uhlenbeck–Yau theorem, in order to show that such
subvarieties are universal, in the sense of Section 5.
– Section 7 is completely parallel to Section 5. We define spe-
cial subvarieties of the Hilbert scheme, which are similar to the
universal subvarieties, with some conditions relaxed. Whereas
universal subvarieties are subvarieties which are fixed by all lo-
cal automorphisms of M [n] coming from M , special subvarieties
are the subvarieties fixed by all the local automorphisms coming
from M which preserve a finite subset S ⊂ M . As in Section
5, we classify and describe explicitely the special subvarieties of
relative dimension zero. Using results of Section 6, we study the
subvarieties X ⊂M [n], such that X is projected generically finite
to π(X), whereM is a generic K3 surface. We show that all such
subvarieties are special of relative dimension zero.
– In Section 8, we study the deformations of subvarieties of the
Hilbert scheme of a K3 surface. The deformations of special sub-
varieties of relative dimension zero are easy to study using the
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explicit description given in Section 7. The deformations of trian-
alytic subvarieties were studied at length in [V3]. In conjunction,
these results lead to the assertion that all trianalytic subvarieties
of M [n] are universal, in the sense of Section 5.
• In Section 9, we study the second cohomology of universal subvari-
eties Xα
ϕ→֒ M [n] of the Hilbert scheme M [n], in assumption that Xα
is trianalytic. First of all, we show that Xα is birationally equivalent
to a hyperkah¨ler manifold which is a product of Hilbert schemes of
M . Using Mukai’s theorem, which states that second cohomology of
hyperkah¨ler manifolds is a birational invariant, we obtain a structure
theorem forH2(Xα). Assuming that Xα is not a product of hyperkah¨ler
manifolds, we show that the pullback map ϕ∗ : H2(M [n])−→H2(Xα)
is an isomorphism, and compute this map explicitly. The second co-
homology of a hyperkah¨ler manifold X is equipped with a canoni-
cal non-degenerate quadratic form (·, ·)B , defined up to a constant
multiplier. This form is invariant under the natural SU(2)-action
on H2(X). We compute the pullback of the form (·, ·)B under the
map ϕ∗ : H2(M [n])−→H2(Xα), and show that it cannot be SU(2)-
invariant. Thus, ϕ∗ is not compatible with the SU(2)-action on the
second cohomology. This implies that ϕ cannot be compatible with
the hyperkah¨ler structures on Xα, M [n]. Therefore, M [n] contains no
trianalytic subvarieties.
2 Hyperka¨hler manifolds
2.1 Hyperka¨hler manifolds
This subsection contains a compression of the basic and best known results
and definitions from hyperka¨hler geometry, found, for instance, in [Bes] or
in [Bea].
Definition 2.1: ([Bes]) A hyperka¨hler manifold is a Riemannian
manifold M endowed with three complex structures I, J and K, such that
the following holds.
(i) the metric on M is Ka¨hler with respect to these complex structures and
(ii) I, J and K, considered as endomorphisms of a real tangent bundle,
satisfy the relation I ◦ J = −J ◦ I = K.
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The notion of a hyperka¨hler manifold was introduced by E. Calabi ([C]).
Clearly, a hyperka¨hler manifold has a natural action of the quaternion
algebra H in its real tangent bundle TM . Therefore its complex dimension
is even. For each quaternion L ∈ H, L2 = −1, the corresponding automor-
phism of TM is an almost complex structure. It is easy to check that this
almost complex structure is integrable ([Bes]).
Definition 2.2: Let M be a hyperka¨hler manifold, L a quaternion sat-
isfying L2 = −1. The corresponding complex structure on M is called an
induced complex structure. The M considered as a Ka¨hler manifold is
denoted by (M,L). In this case, the hyperka¨hler structure is called com-
batible with the complex structure L.
LetM be a compact complex variety. We say thatM is of hyperka¨hler
type if M admits a hyperka¨hler structure compatible with the complex
structure.
Definition 2.3: Let M be a complex manifold and Θ a closed holomor-
phic 2-form over M such that Θn = Θ ∧ Θ ∧ ..., is a nowhere degenerate
section of a canonical class of M (2n = dimC(M)). Then M is called holo-
morphically symplectic.
Let M be a hyperka¨hler manifold; denote the Riemannian form on M
by < ·, · >. Let the form ωI :=< I(·), · > be the usual Ka¨hler form which
is closed and parallel (with respect to the Levi-Civitta connection). Analo-
gously defined forms ωJ and ωK are also closed and parallel.
A simple linear algebraic consideration ([Bes]) shows that the form Θ :=
ωJ +
√−1ωK is of type (2, 0) and, being closed, this form is also holomor-
phic. Also, the form Θ is nowhere degenerate, as another linear algebraic
argument shows. It is called the canonical holomorphic symplectic
form of a manifold M. Thus, for each hyperka¨hler manifold M , and an
induced complex structure L, the underlying complex manifold (M,L) is
holomorphically symplectic. The converse assertion is also true:
Theorem 2.4: ([Bea], [Bes]) LetM be a compact holomorphically sym-
plectic Ka¨hler manifold with the holomorphic symplectic form Θ, a Ka¨hler
class [ω] ∈ H1,1(M) and a complex structure I. Let n = dimCM . Assume
that
∫
M
ωn =
∫
M
(ReΘ)n. Then there is a unique hyperka¨hler structure
8
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(I, J,K, (·, ·)) over M such that the cohomology class of the symplectic form
ωI = (·, I·) is equal to [ω] and the canonical symplectic form ωJ +
√−1 ωK
is equal to Θ.
Theorem 2.4 immediately follows from the conjecture of Calabi, proven
by Yau ([Y]).
Let M be a hyperka¨hler manifold. We identify the group SU(2) with
the group of unitary quaternions. This gives a canonical action of SU(2)
on the tangent bundle, and all its tensor powers. In particular, we obtain a
natural action of SU(2) on the bundle of differential forms.
Lemma 2.5: The action of SU(2) on differential forms commutes with
the Laplacian.
Proof: This is Proposition 1.1 of [V1].
Thus, for compact M , we may speak of the natural action of SU(2) in
cohomology.
Further in this article, we use the following statement.
Lemma 2.6: Let ω be a differential form over a hyperka¨hler manifold
M . The form ω is SU(2)-invariant if and only if it is of Hodge type (p, p)
with respect to all induced complex structures on M .
Proof: This is [V-bun], Proposition 1.2.
2.2 Trianalytic subvarieties in compact hyperka¨hler mani-
folds.
In this subsection, we give a definition and a few basic properties of triana-
lytic subvarieties of hyperka¨hler manifolds. We follow [V2].
Let M be a compact hyperka¨hler manifold, dimRM = 2m.
Definition 2.7: Let N ⊂M be a closed subset of M . Then N is called
trianalytic if N is a complex analytic subset of (M,L) for any induced
complex structure L.
Let I be an induced complex structure on M , and N ⊂ (M, I) be a
closed analytic subvariety of (M, I), dimCN = n. Consider the homology
9
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class represented by N . Let [N ] ∈ H2m−2n(M) denote the Poincare dual
cohomology class. Recall that the hyperka¨hler structure induces the action
of the group SU(2) on the space H2m−2n(M).
Theorem 2.8: Assume that [N ] ∈ H2m−2n(M) is invariant with respect
to the action of SU(2) on H2m−2n(M). Then N is trianalytic.
Proof: This is Theorem 4.1 of [V2].
Remark 2.9: Trianalytic subvarieties have an action of quaternion al-
gebra in the tangent bundle. In particular, the real dimension of such sub-
varieties is divisible by 4.
Definition 2.10: LetM be a complex manifold admitting a hyperka¨hler
structure H. We say that M is of general type or generic with respect
to H if all elements of the group⊕
p
Hp,p(M) ∩H2p(M,Z) ⊂ H∗(M)
are SU(2)-invariant. We say that M is Mumford–Tate generic if for all
n ∈ Z>0, all the cohomology classes
α ∈
⊕
p
Hp,p(Mn) ∩H2p(Mn,Z) ⊂ H∗(Mn)
are SU(2)-invariant. In other words, M is Mumford–Tate generic if for all
n ∈ Z>0, the n-th power Mn is generic. Clearly, Mumford–Tate generic
implies generic.
Proposition 2.11: Let M be a compact manifold, H a hyperka¨hler
structure on M and S be the set of induced complex structures over M .
Denote by S0 ⊂ S the set of L ∈ S such that (M,L) is Mumford-Tate generic
with respect to H. Then S0 is dense in S. Moreover, the complement S\S0
is countable.
Proof: This is Proposition 2.2 from [V2]
Theorem 2.8 has the following immediate corollary:
Corollary 2.12: Let M be a compact holomorphically symplectic man-
ifold. Assume that M is of general type with respect to a hyperka¨hler
structure H. Let S ⊂ M be closed complex analytic subvariety. Then S is
trianalytic with respect to H.
10
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In [V-d3], [V-d], [V-d2], we gave a number of equivalent definitions of
a singular hyperka¨hler and hypercomplex variety. We refer the reader to
[V-d2] for the precise definition; for our present purposes it suffices to say
that all trianalytic subvarieties are hyperka¨hler varieties. The following
Desingularization Theorem is very useful in the study of trianalytic subva-
rieties.
Theorem 2.13: ([V-d2]) Let M be a hyperka¨hler or a hypercomplex
variety, I an induced complex structure. Let
(˜M, I)
n−→ (M, I)
be the normalization of (M, I). Then (˜M, I) is smooth and has a natural hy-
perka¨hler structure H, such that the associated map n : (˜M, I)−→ (M, I)
agrees with H. Moreover, the hyperka¨hler manifold M˜ := (˜M, I) is inde-
pendent from the choice of induced complex structure I.
2.3 Simple hyperka¨hler manifolds
Definition 2.14: ([Bea]) A connected simply connected compact hyperka¨h-
ler manifold M is called simple if M cannot be represented as a product of
two hyperka¨hler manifolds:
M 6=M1 ×M2, where dim M1 > 0 dim M2 > 0
Bogomolov proved that every compact hyperka¨hler manifold has a finite cov-
ering which is a product of a compact torus and several simple hyperka¨hler
manifolds. Bogomolov’s theorem implies the following result ([Bea]):
Theorem 2.15: Let M be a compact hyperka¨hler manifold. Then the
following conditions are equivalent.
(i) M is simple
(ii) M satisfies H1(M,R) = 0, H2,0(M) = C, whereH2,0(M) is the space of
(2, 0)-classes taken with respect to any of induced complex structures.
11
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2.4 Hyperholomorphic bundles
This subsection contains several versions of a definition of hyperholomorphic
connection in a complex vector bundle over a hyperka¨hler manifold. We
follow [V-bun].
Let B be a holomorphic vector bundle over a complex manifold M , ∇
a connection in B and Θ ∈ Λ2 ⊗ End(B) be its curvature. This connection
is called compatible with a holomorphic structure if ∇X(ζ) = 0 for
any holomorphic section ζ and any antiholomorphic tangent vector X. If
there exist a holomorphic structure compatible with the given Hermitian
connection then this connection is called integrable.
One can define a Hodge decomposition in the space of differential
forms with coefficients in any complex bundle, in particular, End(B).
Theorem 2.16: Let ∇ be a Hermitian connection in a complex vector
bundle B over a complex manifold. Then ∇ is integrable if and only if
Θ ∈ Λ1,1(M,End(B)), where Λ1,1(M,End(B)) denotes the forms of Hodge
type (1,1). Also, the holomorphic structure compatible with ∇ is unique.
Proof: This is Proposition 4.17 of [Ko], Chapter I.
Definition 2.17: Let B be a Hermitian vector bundle with a connection
∇ over a hyperka¨hler manifold M . Then ∇ is called hyperholomorphic
if ∇ is integrable with respect to each of the complex structures induced by
the hyperka¨hler structure.
As follows from Theorem 2.16, ∇ is hyperholomorphic if and only if its
curvature Θ is of Hodge type (1,1) with respect to any of complex structures
induced by a hyperka¨hler structure.
As follows from Lemma 2.6, ∇ is hyperholomorphic if and only if Θ is a
SU(2)-invariant differential form.
Example 2.18: (Examples of hyperholomorphic bundles)
(i) Let M be a hyperka¨hler manifold, TM ⊗R C a complexification of its
tangent bundle equipped with Levi–Civita connection ∇. Then ∇ is
integrable with respect to each induced complex structure, and hence,
Yang–Mills.
(ii) For B a hyperholomorphic bundle, all its tensor powers are also hyper-
holomorphic.
12
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(iii) Thus, the bundles of differential forms on a hyperka¨hler manifold are
also hyperholomorphic.
2.5 Stable bundles and Yang–Mills connections.
This subsection is a compendium of the most basic results and definitions
from the Yang–Mills theory over Ka¨hler manifolds, concluding in the fun-
damental theorem of Uhlenbeck–Yau [UY].
Definition 2.19: Let F be a coherent sheaf over an n-dimensional com-
pact Ka¨hler manifold M . We define deg(F ) as
deg(F ) =
∫
M
c1(F ) ∧ ωn−1
vol(M)
and slope(F ) as
slope(F ) =
1
rank(F )
· deg(F ).
The number slope(F ) depends only on a cohomology class of c1(F ).
Let F be a coherent sheaf on M and F ′ ⊂ F its proper subsheaf. Then
F ′ is called destabilizing subsheaf if slope(F ′) > slope(F )
A holomorphic vector bundleB is called stable 1 if it has no destabilizing
subsheaves.
Later on, we usually consider the bundles B with deg(B) = 0.
Let M be a Ka¨hler manifold with a Ka¨hler form ω. For differential
forms with coefficients in any vector bundle there is a Hodge operator L :
η −→ ω ∧ η. There is also a fiberwise-adjoint Hodge operator Λ (see [GH]).
Definition 2.20: Let B be a holomorphic bundle over a Ka¨hler manifold
M with a holomorphic Hermitian connection ∇ and a curvature Θ ∈ Λ1,1⊗
End(B). The Hermitian metric on B and the connection ∇ defined by this
metric are called Yang-Mills if
Λ(Θ) = constant · Id
∣∣∣
B
,
where Λ is a Hodge operator and Id
∣∣∣
B
is the identity endomorphism which
is a section of End(B).
1In the sense of Mumford-Takemoto
13
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Further on, we consider only these Yang–Mills connections for which this
constant is zero.
A holomorphic bundle is called indecomposable if it cannot be decom-
posed onto a direct sum of two or more holomorphic bundles.
The following fundamental theorem provides examples of Yang--Mills
bundles.
Theorem 2.21: (Uhlenbeck-Yau) Let B be an indecomposable holomor-
phic bundle over a compact Ka¨hler manifold. Then B admits a Hermitian
Yang-Mills connection if and only if it is stable, and this connection is unique.
Proof: [UY].
Proposition 2.22: LetM be a hyperka¨hler manifold, L an induced com-
plex structure and B be a complex vector bundle over (M,L). Then every
hyperholomorphic connection ∇ in B is Yang-Mills and satisfies Λ(Θ) = 0
where Θ is a curvature of ∇.
Proof: We use the definition of a hyperholomorphic connection as one
with SU(2)-invariant curvature. Then Proposition 2.22 follows from the
Lemma 2.23: Let Θ ∈ Λ2(M) be a SU(2)-invariant differential 2-form
on M . Then ΛL(Θ) = 0 for each induced complex structure L.
2
Proof: This is Lemma 2.1 of [V-bun].
Let M be a compact hyperka¨hler manifold, I an induced complex struc-
ture. For any stable holomorphic bundle on (M, I) there exists a unique
Hermitian Yang-Mills connection which, for some bundles, turns out to be
hyperholomorphic. It is possible to tell when this happens (though in the
present paper we never use this knowledge).
Theorem 2.24: Let B be a stable holomorphic bundle over (M, I),
where M is a hyperka¨hler manifold and I is an induced complex structure
over M . Then B admits a compatible hyperholomorphic connection if and
only if the first two Chern classes c1(B) and c2(B) are SU(2)-invariant.
3
Proof: This is Theorem 2.5 of [V-bun].
2By ΛL we understand the Hodge operator Λ associated with the Ka¨hler complex
structure L.
3We use Lemma 2.5 to speak of action of SU(2) in cohomology of M .
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3 Trianalytic subvarieties of powers of K3 surfaces
3.1 Trianalytic subvarieties of a product of a K3 surface with
itself
Let M be any manifold, Mn =M × ...×M its n-th product with itself. We
define the “natural” subvarieties of M , recursively, as follows.
(i) Natural subvarieties of M are M and points.
(ii) Let Z ⊂ Mn by a natural subvariety. The following
subvarieties of Mn+1 are natural.
a. ZM := Z ×M ⊂Mn ×M =Mn+1
b. Zt := Z × {t} ⊂Mn ×M =Mn+1, depending on a
point t ∈M .
c. Zi :=
{
(m1, ...mn+1) ∈ Z × M | mi = mn+1
}
depending on a number i ∈ {1, ..., n}
(3.1)
The main result of this section is the following theorem.
Theorem 3.1: Let M be a hyperka¨hler K3-surface which has no hy-
perka¨hler automorphisms, and X ⊂ Mn an irreducible trianalytic subvari-
ety. Then X is “natural”, in the sense of (3.1).
Proof: Let
Πˇn+1 : M
n+1 −→Mn
be the natural projection m1, ...,mn+1 −→m1, ...,mn. Clearly, Πˇn+1(X) is
irreducible and trianalytic. Using induction, we may assume that
a trianalyiic subvariety X ⊂ Mk is natural, in the sense of
(3.1), for k 6 n.
(3.2)
Clearly, by (3.2) Πˇn+1(X) is of the type (3.1). All varieties Z of type (3.1)
are isomorphic to Mk, for k = dimH Z. Thus, X is realized as a subvariety
in
Πˇn+1(X) ×M =MdimH Πˇn+1(X)+1.
Unless dimH Πˇn+1(X) = n, (3.2) implies that X is a “natural” subvariety.
Thus, to prove (Theorem 3.1), we may assume that Πˇn+1(X) =M
n.
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For a point t ∈ M , let Xt :=
{
(m1, ...mn+1) ∈ X | mn+1 = t
}
. The
subvariety Xt ⊂Mn is not necessarily irreducible, because the components
of Xt may “flow together” as t changes, so that X =
⋃
t∈M Xt is still ir-
reducible, while the Xt’s are not. However, all components of Xt must be
deformationally equivalent in the class of “natural” subvarieties of Mn, in
order for X to be irreducible.
Since X is irreducible andX = ∪tXt, then either Xt = X for one value of
t (and in this case X =Mn×{t}), or Xt 6= ∅ for t in a positive-dimensional
trianalytic subset of M . Since dimHM = 1, this subset coinsides with M .
Using (3.2), we obtain that all irreducible components of Xt are of the type
(3.1). All “natural” subvarieties ofMn of complex codimension 2 = dimCM
are given by either mi = mj for some distinct fixed indices i, j, or by mi = t
for a fixed index i and a fixed point t ∈ M . We proceed on case-by-case
basis.
(i) For some t, Xt contains a component X
i,j
t given by mi = mj for distinct
fixed indices i, j. Since Xi,jt is rigid in the class of natural subvarieties,
and X is irreducible, this implies that Xt contains M
n
i,j ×{t} for all t,
where Mni,j ⊂ Mn is a subvariety given by mi = mj. Since dimX =
Mni,j ×M , X irreducible and Mni,j ×M ⊂ X, this implies that X =
Mni,j ×M . This proves Theorem 3.1 (case (i)).
(ii) For some t, Xt contains a component X
i
t(m), given by mi = m, for
a fixed index i and a fixed point m ∈ M . Deforming Xit(m) in the
class of natural subvarieties, we obtain again Xit(m
′), with different
m′. Taking a union of all Xit(m) ⊂ Xt, for some fixed i and varying t
and m, we obtain a closed subvariety of X of the same dimension as
X. Since X is irreducible, all components of Xt are given by mi = m,
for a fixed index i and a fixed point m ∈ M . Consider a trianalytic
subvariety Z ⊂M2,
Z := {(m, t) ∈M2 | Xit(m) ⊂ Xt}
To prove Theorem 3.1 (case (ii)), it suffices to show that Z is natural,
in the sense of (3.1). We reduced Theorem 3.1 to the case of trianalytic
subvarieties in M2.
The following lemma finishes the proof of Theorem 3.1.
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Lemma 3.2: Let M be a hyperka¨hler K3-surface which has no hy-
perka¨hler automorphisms, and X ⊂M2 a closed irreducible trianalytic sub-
variety of M2. Then X is a “natural” subvariety of M2, in the sense of
(3.1).
Proof: Let π1, π2 : M
2 −→M be the natural projections. Assume that
neither π1(X) nor π2(X) is a point, and X $ M2 (otherwise X obviously
satisfies (3.1)). Let X˜
n−→ X be the desingularization of X, given by
Theorem 2.13.
Consider the maps pi : X˜ −→M , i = 1, 2, given by pi := n ◦ πi. Since
dimX = dimM , and pi is non-trivial, these maps have non-degenerate
Jacobians in general point. Fix an induced complex structure I on M , and
consider X, X˜, M2 as complex varieties and pi as holomorphic maps. Let
ΘM be the holomorphic symplectic form of M . Then p
∗
iΘM gives a section
of the canonical class of X˜. Since X˜ is compact and hyperka¨hler, any non-
zero section of the canonical class is nowhere degenerate. Thus, p∗iΘM is
nowhere degenerate, and the Jacobian of pi nowhere vanishes. Therefore, pi
is a covering. Since X is irreducible, X˜ is connected, and since M is simply
connected, pi is isomorphism. Since M has no hyperka¨hler automorphisms,
except identity, X is a graph of an identity map. This proves Lemma 3.2
and Theorem 3.1.
Corollary 3.3: Let M be a complex K3 surface with no complex au-
tomorphisms. Assume that M admits a hyperka¨hler structure H such that
M is Mumford-Tate generic with respect to H. Let X be an irreducible
complex subvariety of Mn. Then X is a “natural” subvariety of Mn, in the
sense of (3.1).
Proof: By Corollary 2.12, X is trianalytic. Now Corollary 3.3 is implied
by Theorem 3.1.
3.2 Subvarieties of symmetric powers of varieties
In this section, we fix the notation regarding the “natural” subvarieties of
the symmetric powers of complex varieties.
Let M be a complex variety and M (n) its symmetric power, M (n) =
Mn/Sn. The space M
(n) has a natural stratification by diagonals ∆(α),
which are numbered by Young diagrams
α = (n1 > n2... > nk),
∑
ni = n.
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This stratification is constructed as follows. Let σ : Mn −→M (n) be the
natural finite map (a quotient by the symmetric group). Then
∆(α) :=σ
({
(x1, x2, ..., xn) ∈Mn
∣∣∣∣
x1 = x2 = ... = xn1 , xn1+1 = xn1+2 = ... = xn1+n2 ,
..., x∑k−1
i=1 ni+1
= x∑k−1
i=1 ni+2
= ... = xn
}) (3.3)
where σ : Mn −→M (n) is the natural quotient map.
Consider a Young diagram α,
α = (n1 > n2... > nk),
∑
ni = n.
As in (3.3), α corresponds to a diagonal ∆(α), which is a closed subvariety
of M (n). Fix a subset A ⊂ {1, ..., k}, and let ϕ : A−→M be an arbitrary
map. Then ∆(α)(A, ϕ) ⊂ ∆(α) is given by
∆(α)(A, ϕ) :=σ
({
(x1, x2, ..., xn) ∈Mn
∣∣∣∣
x1 = x2 = ... = xn1 , xn1+1 = xn1+2 = ... = xn1+n2 ,
..., x∑k−1
i=1 ni+1
= x∑k−1
i=1 ni+2
= ... = xn,
and ∀i ∈ A, xi = ϕ(i)
})
,
(3.4)
where σ : Mn −→M (n) is the standard projection. For “sufficiently generic”
K3 surfaces, all complex subvarieties inMn are given by Corollary 3.3. From
Corollary 3.3, it is easy to deduce the following result.
Proposition 3.4: Let M be a complex K3 surface with no complex
automorphisms. Assume that M admits a hyperka¨hler structure H such
thatM is Mumford-Tate generic with respect to H. Let X be an irreducible
complex subvariety of Mn. Then X = ∆(α)(A, ϕ) for appropriate α,A, ϕ.
4 Hilbert scheme of points
For the definitions and results related to the Hilbert scheme of points on a
surface, see the excellent lecture notes of H. Nakajima [N].
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4.1 Symplectic structure of the Hilbert scheme
Definition 4.1: LetM be a complex surface. The n-thHilbert scheme of
points, also called Hilbert scheme of M (denoted by M [n]) is the scheme
classifying the zero-dimensional subschemes of M of length n.
There is a natural projection π : M [n] −→M (n) associating to a sub-
scheme S ⊂ M the set of points xi ∈ Sup(S) of support of S, taken with
the multiplicities equal to the length of S in xi.
It is well-known that a Hilbert scheme of a smooth surface is a smooth
manifold, and the fibers of π are irreducible and reduced (see, e. g. [N]).
For our purposes, the most important property of the Hilbert scheme is
the existence of the non-degenerate holomorphic symplectic structure, for
M holomorphically symplectic.
Let X be an irreducible complex analytic space, which is reduced in
generic point, and Ω1X the sheaf of Kah¨ler differentials on X. We denote
the exterior square Λ2OXΩ
1X by Ω2X. The sections of Λ2OXΩ
1X are called
2-forms on X. We say that two-forms ω1, ω2 are equal up to a torsion
if ω1 = ω2 in the generic point of X.
Proposition 4.2: (Beauville) Let M be a smooth complex surface
equipped with a nowhere degenerate holomorphic 2-form. Then
(i) the Hilbert schemeM [n] is equipped with a natural, nowhere degenerate
holomorphic 2-form ΘM [n].
(ii) Consider the Cartesian square
M˜ [n]
p˜i−−−→ Mnyσ˜ yσ
M [n]
pi−−−→ M (n)
(4.1)
Let ΘMn be the natural symplectic form on M
n. Then the pullback
σ˜∗ΘM [n] is equal to the pullback π˜
∗ΘMn , outside of the subvariety
D ⊂ M˜ [n] of codimension 2.
(iii) The complex analytic space M˜ [n] is irreducible, and σ˜∗ΘM [n] is equal
up to a torsion to π˜∗ΘMn .
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Proof: In [Bea], A. Beauville proved the conditions (i) and (ii). Clearly,
(ii) implies that σ˜∗ΘM [n] is equal up to a torsion to π˜
∗ΘMn , assuming that
M˜ [n] is irreducible. It remains to show that M˜ [n] is irreducible.
The following argument can be easily generalized to a more general type
of Cartesian squares. We only use that the arrow π is rational, σ is finite
and generically etale, and the varieties Mn, M [n] are irreducible.
Let U be the general open stratum of M˜ [n],
U := M˜ [n]\
⋃
α
σ˜−1∆[α]
The map π˜ : U −→Mn is an open embedding. Therefore, the variety U
is irreducible. To prove that M˜ [n] is irreducible, we need to show that for
all points x ∈ M˜ [n], there exists a sequence {xi} ⊂ U which converges to
x. Since M [n] is irreducible, there exists a sequence {xi} ∈ σ˜(U) converging
to σ˜(x). Consider the sequence {π(xi)} ⊂M (n). The general stratum π˜(U)
of Mn is identified with U , since π˜
∣∣∣
U
is an isomorphism. Lifting {π(xi)}
to Mn, we obtain a sequence {xi} ⊂ π˜(U) = U . Taking a subsequence of
{xi}, we can assure that it converges to a point in a finite set σ˜−1(σ˜(x)). By
an appropriate choice of the lifting, we obtain a sequence converging to any
point in σ˜−1(σ˜(x)), in particular, x. This proves that M˜ [n] is irreducible.
Remark 4.3: From Proposition 4.2 and Calabi-Yau theorem (Theorem
2.4), it follows immediately that M [n] admits a hyperka¨hler structure, if M
is a K3 surface or a compact torus. However, this hyperka¨hler structure is
not in any way related to the hyperka¨hler structures on M .
Remark 4.4: In the preliminary version of [N], it was stated without
proof that σ˜∗ΘM [n] = π˜
∗ΘMn . This statement seems to be subtle, and I was
unable to find the proof. However, a weaker version of this equality can be
proven.
Proposition 4.5: Let AM [n] := σ˜
∗ΘM [n], AMn := π˜
∗ΘMn , be the forms
defined in Proposition 4.2. Then for all closed complex subvarieties X
i→֒
M˜ [n], the 2-forms i∗AM [n] , i
∗AMn ∈ Ω2X are equal outside of singularities
of X.
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Proof:1 The forms AM [n] , AMn are equal up to torsion. Therefore, their
difference lies in the torsion subsheaf of Ω2M˜ [n]. To prove that the 2-forms
i∗AM [n] , i
∗AMn ∈ Ω2X are equal outside of singularities of X it suffices to
show the following: for all torsion sections ω ∈ Ω2M˜ [n], the pullback i∗ω lies
in the torsion of Ω2X
Let ∆[α] be a stratum of M
[n], defined by a Young diagram α as in Sub-
section 5.1, and X
i→֒ M˜ [n] an irreducible component of σ˜−1(X), considered
as a complex subvariety of M˜ [n]. As a first step in proving Proposition 4.5,
we show that for all torsion sections ω ∈ Ω2M˜ [n], the pullback i∗ω lies in
the torsion of Ω2X, for this particular choice of X. Consider a generic point
x ∈ ∆[α], and let V ⊂ M [n] be a neighbourhood of x in M [n], U ⊂ ∆[α]
be a neighbourhood of x ∈ ∆[α]. For an appropriate choice of V , U , these
varieties are equipped with a locally trivial fibration V
p−→ U , inverse to a
natural embedding U →֒ V . Assume also that U consists entirely of generic
points of ∆[α]. Let x˜ be a point of σ˜
−1(x) ∩ X, and V˜ be a component of
σ˜−1(V ) which contains x˜, and U˜ := σ˜−1(U)∩ V˜ . Since U consists of generic
points of ∆[α], and σ˜ is finite, the map σ˜ : U˜ −→ U is etale. Therefore,
V˜ is equipped with a locally trivial fibration V˜
p˜−→ U˜ , inverse to a nat-
ural embedding U˜ →֒ V˜ . Using this fibration, we decompose the sheaf of
differentials on V˜ as follows:
Ω1V˜ = p˜∗Ω1U˜ ⊕ Ω1p˜V˜
where Ω1p˜V˜ is the sheaf of relative differentials of V˜ along p˜. Clearly, for
all sections ω ∈ Ω1p˜V˜ , the pullback of ω under U˜ →֒ V˜ is zero. On the
other hand, U˜ is smooth, and therefore p˜∗Ω1U˜ has no torsion. Thus, the
torsion-component of Ω1V˜ is contained in Ω1p˜V˜ and vanishes on U˜ . A similar
argument implies that the torsion-component of Ω2V˜ is contained in
Ω2p˜V˜ ⊕ p˜∗Ω1U˜ ⊗ Ω1p˜V˜ ⊂ Ω2V˜
and also vanishes on U˜ . Therefore, all torsion components on Ω2M˜ [n] vanish
on X, where X is an irreducible component of the preimage of the stratum
of M [n]. Consider a stratification of M˜ [n] by such X’s. For any subvariety
Y ⊂ M˜ [n], let ∆˜[α] be the smallest stratum of M˜ [n] which contains Y . Then,
the set Yg of generic points of Y is contained in the set U˜[α] of the generic
points of ∆˜[α]. But, as we have seen, the restrictions of the forms AM [n] ,
1The proof is based on ideas of D. Kaledin.
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AMn to U˜[α] coinside. Therefore, restrictions of AM [n] , AMn to Yg ⊂ U˜[α] are
equal. This proves Proposition 4.5.
In the situation similar to the above, we will say that the forms AM [n] ,
AMn are equal on subvarieties.
From the fact that AM [n] , AMn are equal on subvarieties we immediately
obtain the following.
Claim 4.6: Let X ⊂ M [n] be a complex subvariety of the Hilbert
scheme. Assume that the holomorphic symplectic form is non-degenerate
in the generic point of X (this happens, for instance, when X is trianalytic).
Then the restriction π
∣∣∣
X
of π : M [n] −→M (n) to X is finite in generic point
of X
Proof: This result is easily implied by Proposition 4.5. For details of
the proof, the reader is referred to Proposition 4.16, Corollary 4.18.
The rest of this section is not used directly anywhere in this paper. A
reader who does not like perverse sheaves is invited to skip the rest and
proceed to Section 5.
4.2 Cohomology of the Hilbert scheme
For perverse sheaves, we freely use terminology and results of [BBD] . For
the computation of cohomology of the Hilbert scheme via perverse sheaves,
see [N].
Definition 4.7: Let X be an irreducible complex variety and F a per-
verse sheaf on M . The F is called a Goresky-MacPherson sheaf, or a
sheaf of GM-type if it has no proper subquotient perverse sheaves with
support in Z ( X. For an arbitrary perverse sheaf F , consider the Goresky-
MacPherson subquotient FGM of F , such that for a nonempty Zariski open
set U ⊂ X, F
∣∣∣
U
= FGM
∣∣∣
U
. Such subquotient is obviously unique; we call
it the Goresky-MacPherson extension of F . The Intersection Cohomology
sheaf IC(X) is the Goresky-MacPherson extension of the constant sheaf
CX .
Definition 4.8: Let X be a complex variety. The X is called homology
rational if the constant sheaf CX on X, considered as a complex of sheaves,
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is isomorphic to the Intersection Cohomology perverse sheaf. The variety X
is called weakly homology rational if the Intersection Cohomology sheaf
(considered as a complex of sheaves) is constructible (i. e., the cohomology
of this complex of sheaves are zero in all but one degree).
Remark 4.9: Clearly, for a homology rational variety, the Intersection
Cohomology coinsides with the standard cohomology.
Claim 4.10: Let f : X −→ Y be a finite dominant morphism of complex
varieties. Assume that X is smooth. Then Y is weakly homology rational.
Moreover, if Y is also normal, then Y is homology rational.
Proof: Well known.
Definition 4.11: Let π : X −→ Y be a morphism of complex varieties.
Consider a stratification {Ci} of Y , defined in such a way that the restriction
of f to the open strata π−1(Ci) is a locally trivial fibration. The map f
is called a semismall resolution of Y if X is smooth, and for all i, the
dimension of the fibers of π : π−1(Ci)−→ Ci is at most half the codimension
of Ci ⊂ Y .
Proposition 4.12: Let π : X −→ Y be a semismall resolution, asso-
ciated with the stratification Y =
∐
Ci. Let Yi be the closed strata of the
corresponding stratification of Y , Yi = Ci, and Xi the corresponding closed
strata of X, Yi = π
−1(Xi). Consider the Goresky-MacPherson sheaf Vi as-
sociated with the sheaf Rliπ∗CXi where li =
codimC Yi
2 (for codimC Yi odd,
we put Vi = 0) and CXi a constant sheaf on Xi. Assume that X is a Ka¨hler
manifold. Then R•π∗CX is a direct sum of the perverse sheaves Vi shifted
by li.
Proof: In algebraic situation, this is proven using the weight arguments
and l-adic cohomology ([BBD]). To adapt this argument in Ka¨hler situation,
one uses the mixed Hodge modules of M. Saito, [S].
Theorem 4.13: [GS] Let M be a complex surface, M [n] its Hilbert
scheme, M (n) the symmetric power and
π : M [n] −→M (n)
the standard projection map. Consider the stratification of M (n) by the
diagonals ∆(α), parametrized by the Young diagrams α (see (3.3)). Then π :
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M [n] −→M (n) is a semismall resolution associated with this stratification.
Moreover, the sheaves Vi of Proposition 4.12 are constant sheaves C∆(α) .
2
Proof: The map π : M [n] −→M (n) is a semismall resulution, which is
easy to check by counting dimensions (see Proposition 4.16 for a conceptual
proof). Now, the first assertion of Theorem 4.13 is a straightforward appli-
cation of Proposition 4.12. The second assertion is much more subtle; see
[N] for details and further reference.
Corollary 4.14: The i-th cohomology of M [n] are isomorphic to
⊕
α
H
i+
codim∆(α)
2
(
∆(α)
)
(4.2)
Proof: By Theorem 4.13,
R•π∗CM [n] = ⊕C∆(α)
[
codim∆(α)
2
]
,
where [· · · ] denotes the shift by that number.
4.3 Holomorphically symplectic manifolds
and semismall resolutions
Definition 4.15: Let π : X −→ Y be a morphism of complex varieties,
and Y, X be stratification of Y , X. Denote by Yi the strata of Y. We say that
Y and X are compatible, if the preimages π−1(Yi) coinside with the strata
Xi of X , all the strata of Y are non-singular, and the maps π
∣∣∣
Xi
: Xi −→ Yi
are locally trivial fibrations.
Proposition 4.16: Let π : X −→ Y be a generically finite, dominant
morphism of complex varieties. Assume that X is smooth and equipped
with a holomorphically symplectic form ΘX . Moreover, assume that there
exists a Cartesian square
X˜
p˜i−−−→ Y˜yσ˜ yσ
X
pi−−−→ Y
2The varieties ∆(α) are normal and obtained as quotients of smooth manifolds by group
action. Thus, all ∆(α) are homology rational by Claim 4.10. Thus, the sheaves C∆(α) are
GM-type.
24
Subvarieties of the Hilbert scheme M. Verbitsky, April 5, 1997, revised April 25, Oct 31
with finite dominant morphisms as vertical arrows and birational morphisms
as horisontal arrows. 3 Assume that Y˜ is a holomorphically symplectic
manifold, and the pullbacks of the holomorphic symplectic forms ΘX , ΘY˜
via π˜ and σ˜ are equal on subvarieties, in the sense of Subsection 4.1. Assume,
finally, that there exist compatible stratifications {Xi}, {X˜i}, {Y˜i} such that
Θ
Y˜
∣∣∣
Y˜i
is non-degenerate in the generic points of Y˜i. Then π : X −→ Y is a
semismall resolution.
Proof: Let r(Xi) be the rank of the radical of ΘX
∣∣∣
Xi
in the generic point
of the stratum Xi. Similarly, let r(X˜i) the rank of the radical of σ˜
∗ΘX
∣∣∣
X˜i
in the generic point of the stratum X˜i. Since σ˜ is finite dominant, we have
r(X˜i) = r(Xi). By definition, Y˜i = π˜(X˜i) is (generically) a non-degenerate
symplectic subvariety of Y˜ . Since the forms Θ
X˜
and π˜∗Θ
Y˜
are equal on
subvarieties, and Θ
Y˜
∣∣∣
Y˜i
is non-degenerate in the generic points of Y˜i, we
have
r(X˜i) = dimC
(
π˜−1(y)
)
, (4.3)
for y ∈ Y˜i a generic point. Let w(Xi) be the number dim(Xi)− r(Xi). The
following linear-algebraic claim immediately implies that
dimCX − w(Xi) > 2r(Xi) (4.4)
Claim 4.17: Let W be a symplectic vector space, Θ the symplectic
form, V ⊂ W a subspace, r(V ) the rank of the radical Θ
∣∣∣
V
and w(V ) :=
dimV − r(V ). Then dimW − w(V ) > 2r(V ).
Proof: Clear.
Comparing (4.3) and (4.4), we obtain that
codimC Yi > 2 dimC
(
π˜−1(y)
)
,
for y ∈ Y˜i a generic point. Finally, since σ : Y˜ −→ Y is finite domi-
nant, we have dimC
(
π˜−1(y)
)
= dimC
(
π−1(σ(y))
)
. Thus, codimC Yi >
3By a birational morphism we understand a morphism ϕ : X1 −→X2 of complex
varieties such that the inverse of ϕ is rational.
25
Subvarieties of the Hilbert scheme M. Verbitsky, April 5, 1997, revised April 25, Oct 31
2 dimC
(
π−1(y)
)
for y ∈ Yi a generic point. This finishes the proof of Propo-
sition 4.16.
Corollary 4.18: Let M be a complex K3 surface or a compact com-
plex 2-dimensional torus, M [n] its Hilbert scheme and M (n) the symmetric
power of M , with π : M [n] −→M (n) being the standard map. Consider
an arbitrary hyperka¨hler structure H on M [n] compatible with the complex
structure. Let Z ⊂ M [n] be a subvariety which is trianalytic with respect
to H, and n : X −→ Z be the desingularization of Z. Assume that M is
Mumford-Tate generic with respect to some hyperka¨hler structure. Then
π ◦ n : X −→ Y is a semismall resolution of Y := π(Z).
Proof: Assume that Z is irreducible. Since the desingularization X is
hyperka¨hler, this manifold is holomorphically symplectic, and the holomor-
phic symplectic form ΘX on X is obtained as a pullback of the holomorphic
symplectic form ΘM [n] on M
[n]. To simplify notations, we denote π ◦ n by
π. Let
X˜
p˜i−−−→ Y˜yσ˜ yσ
X
pi−−−→ Y
(4.5)
be the Cartesian square, with Y˜ obtained as an irreducible component of
the preimage σ−1(Y ) ⊂ Mn. We intend to show that the square (4.5)
satisfies the assumptions of Proposition 4.16. For each morphism of complex
varieties, there exists a stratification, compatible with this morphism. Take
a set of compatible stratifications {Xi}, {Y˜i}, {X˜i}. By Corollary 2.12,
any stratification of Y˜ consists of trianalytic subvarieties because all closed
complex subvarieties of Mn are trianalytic. Applying Proposition 4.16 to
the map π : X −→ Y and the Cartesian square (4.5), we immediately obtain
Corollary 4.18.
5 Universal subvarieties of the Hilbert scheme
The Sections 5–8 are independent from the rest of this paper. The only
result of Sections 5–8 that we use is Corollary 7.7.
Let M be a smooth complex surface, M [n] its Hilbert scheme. An au-
tomorphism γ of M gives an automorphism γ[n] of M [n]; similarly, an in-
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finitesimal automorphism of M (that is, a holomorphic vector field) gives
an infinitesimal automorphism of M [n].
Definition 5.1: Let M be a surface, M [n] its Hilbert scheme and X ⊂
M [n] a closed complex subvariety. Then X is called universal if for all open
U ⊂ M , and all global or infinitesimal automorphisms γ ∈ Γ(T (M)), the
subvariety XU := X ∩ U [n] is preserved by γ[n].
The universal subvarieties are described more explicitly in the following
subsection
5.1 Young diagrams and universal subvarieties of the Hilbert
scheme
Let M be a smooth surface, M (n) its symmetric power, M [n] its Hilbert
scheme and π : M [n] −→M (n) the natural map. For a Young diagram
α = (n1 > n2 > ... > nk),
∑
ni = n,
we defined a subvariety ∆(α) ⊂ M (n) (3.3). Let ∆[α] := π−1(∆(α)) the the
corresponding subvariety in M [n].
Let a be the general point of ∆(α), i. e. the one satisfying
a =σ(a1, ..., an), where a1 = a2 = ... = an1
an1+1 = an1+2 = ... = an1+n2 ...,
a∑k−1
i=1 ni+1
= a∑k−1
i=1 ni+2
= ... = an
and the points a1, an1+1, ..., a(
∑k−1
i=1 ni)+1
are pairwise unequal
(5.1)
Let Fα(a) := π
−1(a) ⊂ ∆[α] be the general fiber of the projection π :
∆[α] −→∆(α). By definition, Fα(a) parametrizes 0-dimensional subschemes
S ⊂M with Sup(S) = {ai} and prescribed multiplicites
lengthai S = ni.
Let Oˆai be the adic completion of OM at ai, and Gai := Aut(Oˆai). Clearly,
the group Ga :=
∏
iGai acts naturally on Fα(a). We are interested in Ga-
invariant subvarieties of Fα(a).
Lemma 5.2: Let α be a Young diagram, ∆(α) the corresponding subva-
riety of M (n) and a, b the points of ∆(α) satisfying (5.1). Let Fα(a), Fα(b)
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be the corresponding fibers of π : ∆[α] −→∆(α). Consider the groups Ga,
Gb acting on Fα(a), Fα(b) as above. Then
(i) there exist a canonical bijective correspondence θ between Ga-invariant
subvarieties in Fα(a) and Gb-invariant subvarieties in Fα(b).
(ii) For any complex automorphism γ M −→M such that γ(a) = b, the
corresponding map γ : Fα(a)−→ Fα(b) maps Ga-invariant subvari-
eties of Fα(a) to Gb-invariant subvarieties of Fα(b) and induces the
correspondence θ.
Proof: Let (a1, ...an), (b1, ...bn) be the points of M
n satisfying (5.1),
such that a = σ(b1, ...bn), b = σ(b1, ...bn). Let U be an open subset of M
containing ai, bi, i = 1, ..., n. Let γ : U −→ U be a complex automorphism
of U such that γ(ai) = bi. Since a, b satisfy (5.1), for an appropriate choice
of U , such γ always exists. Clearly, γ identifies Fα(a) and Fα(b). This
identification is not unique, since it depends on the choice of γ, but every
two such identifications differ by a twist by Ga, Gb. This proves Lemma 5.2.
By Lemma 5.2, the set of Ga-invariant subvarieties of Fα(a) is indepen-
dent from a. Denote this set by Zα. For each Y ∈ Zα, and a generic point
a ∈ ∆(α), denote the corresponding subvariety of Fα(a) by Y (a). Let Zα(Y )
be the union of Y (a) for all a ∈ ∆(α) satisfying (5.1).
Theorem 5.3: Let α be a Young diagram, ∆(α) ⊂M (n) the correspond-
ing diagonal in M (n) and a ∈ ∆(α) a general point (that is, one satisfying
(5.1)). Let Y ∈ Zα be a Ga-invariant subvariety of Fα(a) = π−1(a) ⊂M [α],
and Zα(Y ) the corresponding subvariety ofM [α]. Then Zα(Y ) is a universal
subvariety of M [α], in the sense of Definition 5.1. Moreover, all irreducible
universal subvarieties of M [α] can be obtained this way.
Proof: The statement of Theorem 5.3 is local byM . Thus, to prove that
Zα(Y ) is preserved by infinitesimal automorphisms, it suffices to show that
Zα(Y ) is preserved by all global automorphisms of M . Let γ : M −→M be
an automorphism. Denote by ∆◦(α) ⊂ ∆(α) the set of all a satisfying (5.1).
Clearly, γ preserves
∆◦[α] := π
−1
(
∆◦(α)
)
.
To show that γ preserves Zα(Y ), it suffices to prove that, for all a, b ∈ ∆◦(α),
γ(a) = b, the automorphism γ maps Fα(a) to Fα(b). This is Lemma 5.2 (ii).
28
Subvarieties of the Hilbert scheme M. Verbitsky, April 5, 1997, revised April 25, Oct 31
We obtained that Zα(Y ) is universal.
Let X be an irreducible universal subvariety inM [n]. Then π(X) ⊂M (n)
is preserved by the automorphisms of M (n) coming from M . For M Stein,
the only subvarieties of M (n) preserved by infinitesimal automorphisms are
unions of diagonals. Since X is irreducible, so is π(X). We obtain that π(X)
is a diagonal ∆(α) corresponding to some Young diagram α. It remains
to prove that X ∩ Fα(a) is Ga-invariant, for all a ∈ ∆◦(α). This is clear,
because infinitesimal automorphisms of M fixing {ai} generate the group
Ga =
∏
iAut(Oˆai), and since X is invariant under such automorphisms,
X ∩ Fα(a) is Ga-invariant. Theorem 5.3 is proven.
5.2 Universal subvarieties of relative dimension 0
Definition 5.4: Let M be a smooth complex surface, M [n] its Hilbert
scheme, α a Young diagram corresponding to a diagonal ∆(α) ⊂ M (n). Let
a ∈ ∆(α) be a general point, and Fα(a) := π−1(a) the corresponding fiber of
π : M [n] −→M (n). Consider a Gα(a)-invariant subvariety Y of Fα(a). Let
Z ⊂ M [n] be a corresponding universal subvariety, Z = Zα(Y ) (Theorem
5.3). Then the relative dimension of Z is the dimension of Y .
In this subsection, we classify the universal subvarieties of relative di-
mension 0.
Let α = (n1 > n2 > ... > nk) be a Young diagram,
∑
ni = n. Clearly,
Fα(a) ∼= F0(n1)× F0(n2)× ..., (5.2)
where F0(i) is the classifying space of 0-dimensional subschemes of length
i in C2 with support in 0 ∈ C2. Let G0 = Aut(C[[x, y]]) be the group of
automorphisms of the ring of formal series, acting on F0(i). By (5.2), the
k-th power of G0 acts on Fα(a). This gives an isomorphism G
k
0
∼= Gα(a).
Assume that ni =
mi·(mi+1)
2 , for some positive integer mi. Consider a
G0-invariant point si ∈ F0(ni), given by
smi = C[[x, y]]/m
mi , (5.3)
where m ⊂ C[[x, y]] is the maximal ideal generated by x and y. Let {s1} ×
{s2} × ... × {sk} be the Gk0-invariant point of
∏
F0(ni). Using the isomor-
phism (5.2), we obtain a Gα(a)-invariant point a of Fα(a). Denote by Xα
the corresponding universal subvariety of M [n]. It has relative dimension
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0. The aim of this subsection is to show that all universal subvarieties of
relative dimension 0 are obtained this way.
Proposition 5.5: Let X ⊂ M [n] be a universal subvariety of relative
dimension 0. Then where exists a Young diagram
α = (n1 > n2 > ... > nk),
∑
ni = n,
and positive integers m1, ...,mk, such that ni =
mi·(mi+1)
2 , and X = Xα.
Proof: Let a be a general point of ∆α, and s ∈ Fα(a) a point of the
zero-dimensional variety Fα(a) ∩ X. Consider the varieties F0(i) defined
above, and the action of G0 = Aut(C[[x, y]]) on F0(i). Let xi ∈ F0(ni) be
the points of F0(k), such that under an isomorphism (5.2), s corresponds to
{x1} × {x2} × ...×{xk}. Then the points xi are G0-invariant. To finish the
proof of Proposition 5.5, it remains to prove the following lemma.
Lemma 5.6: Let s ∈ F0(i) be a G0-invariant point. Then i = j·(j+1)2
and s is given by (5.3).
Proof: The group GL(2,C) acts on C[[x, y]] by automorphisms. Clearly,
this GL(2,C)-action is factorized through the natural action of
G0 = Aut(C[[x, y]]).
We show (Sublemma 5.7 below) that all GL(2,C)-invariant ideals in C[[x, y]]
are powers of the maximal ideal. Since x = C[[x, y]]/I for some G0-,
and hence, GL(2,C)-invariant ideal of C[[x, y]], this will finish the proof
of Lemma 5.6. We reduced Proposition 5.5 to the following result.
Sublemma 5.7: Consider the natural action of GL(2,C) on
A = C[[x, y]].
Let I be a proper GL(2,C)-invariant ideal in A. Then I is a power of the
maximal ideal.
Proof: Consider the GL(2)-invariant filtration
A0 ⊂ A0 ⊕A1 ⊂ A0 ⊕A1 ⊕A2 ⊂ ... ⊂ A
where Ai ⊂ A consists of homogeneous polynomials of degree i. Let l be the
minimal number for which I ∩Al 6= 0. Since I and Al are GL(2)-invariant,
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the intersection I∩Al is also GL(2)-invariant. The space Al is an irreducible
representation of GL(2), and thus, I ⊃ Al. Therefore, I = Al · A, and I is
l-th power of the maximal ideal. This finishes the proof of Sublemma 5.7,
Lemma 5.6, and Proposition 5.5.
6 Subvarieties of M [n] which are generically finite
over M (n), for M a generic K3 surface
Throughout this section, M is a smooth complex surface, M [n] the Hilbert
scheme of M , M (n) the n-th symmetric power of M and π : M [n] −→M (n)
the natural map.
Let f : X −→ Y be a morphism of complex varieties. We say that f is
generically finite if there exist an open dense subset X0 ⊂ X such that the
map f
∣∣∣
X0
: X0 −→ f(X0) is finite. The morphism f is called generically
one-to-one if there exist an open dense subset X0 ⊂ X such that the map
f
∣∣∣
X0
: X0 −→ f(X0) is an isomorphism.
The main result of this section is the following theorem.
Theorem 6.1: Let M be a complex K3 surface. Assume that M ad-
mits a hyperka¨hler structure H such that M is Mumford-Tate generic with
respect to H (Definition 2.10). Let X ⊂ M [n] be an irreducible complex
analytic subvariety such that the restriction of π to X is generically fi-
nite. Assume that there exists a Young diagram α such that the subvariety
π(X) ⊂ M (n) coinsides with ∆(α). Then X is a universal subvariety (Defi-
nition 5.1) of M [n].
Remark 6.2: The relative dimension of the universal subvariety X ⊂
M [n] is zero, because π
∣∣∣
X
is generically finite. Thus, Proposition 5.5 can be
applied to this situation. We obtain that, under assumptions of Theorem
6.1, π
∣∣∣
X
: X −→∆(α) is generically one-to-one.
The proof of Theorem 6.1 takes the rest of this section.
6.1 Fibrations arising from the Hilbert scheme
We work in assumptions of Theorem 6.1. Let ∆◦(α) ⊂ ∆(α) be the set
of general points of ∆(α), defined by (5.1). Consider the fibration π :
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∆◦[α] −→∆◦(α), where ∆◦[α] = π−1(∆◦(α)).
Let M
(l)
◦ be the M
(l) with all diagonals deleted:
M
(l)
◦ =
{
(x1, ...xl) ∈M (l) | xi 6= xj for all i 6= j
}
We write α = (n1 > n2 > ... > nk) as
α =
(
n1 = n2 = ... = nn′1 > nn′1+1 = ... = nn′1+n′2 > ...
... > n∑k′−1
i=1 n
′
i+1
= ... = n∑k′−1
i=1 n
′
i−1
= n∑k′
i=1 n
′
i
)
,
(6.1)
where
∑k′
i=1 n
′
i = k.
Claim 6.3: The manifold ∆◦(α) is naturally isomorphic to
∏
iM
(n′i)
◦ .
Proof: Clear.
Let D◦(α) be the universal covering of ∆
◦
(α). From Claim 6.3 it is clear
that
D◦(α) =
∏
i
M
n′i
◦ ⊂Mk′ , (6.2)
where M
n′i
◦ is M
n′i without diagonals. We define D◦[α] as a fibered product,
in such a way that the square
D◦[α] −−−→ ∆◦[α]yp ypi
D◦(α) −−−→ ∆◦(α)
(6.3)
is Cartesian. The map D◦[α]
p−→ D◦(α) is a locally trivial fibration. We
determine the fibers of p in terms of the isomorphism (6.2) as follows.
Consider the vector bunlde J i(M) over M , with the fibers J i(M)
∣∣∣
x
=
OM/mix, where mx is the maximal ideal on OM corresponding to x. Clearly,
the bundle J i(M) has a natural ring structure. Let Gi(M) be the fibration
over M with the fibers Gi(M)
∣∣∣
x
classifying the ideals I ⊂ J i(M) of codi-
mension i. Consider again the equation (6.1). Let N : {1, ..k′} −→ Z+ be
the map
l −→ n∑l−1
i=1
,
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i. e., 1 is mapped to n1, 2 to the biggest value of ni not equal to n1, 3 to
the third biggest, etc.
For a locally trivial fibrations Y1, Y2 over X1, X2, we denote the external
product by Y1⊠Y2. This is a fibration over X1 ×X2, with the fibers which
are products of fibers of Y1, Y2. The iterations of ⊠ (for three or more
fibrations) are defined in the same spirit.
Claim 6.4: Under the isomorphism (6.2), the locally trivial fibration
p : D◦[α] −→D◦(α) is isomorphic to the fibration
k′
⊠
i=1
GN(i)(M)
∣∣∣∣D◦
(α)
over D◦(α) ⊂Mk
′
.
Proof: Clear.
Let D[α] −→D(α) be the fibration
k′
⊠
i=1
GN(i)(M)−→Mk′ . We consider
D◦[α], D
◦
(α) as open subsets in D[α], D(α).
Let X ⊂M [n] be a closed subvariety, π(X) = ∆(α), and π : X −→∆(α)
generically finite. Consider X∩∆◦[α] as a closed subvariety of ∆◦[α]. Let X˜ be
an irreducible component of n−1(X) ⊂ D◦[α], where n : D◦[α] −→∆◦[α] is the
horisontal arrow of (6.3). Clearly, the closure of X˜ inD[α] is a closed complex
subvariety of D[α]. We denote this subvariety by Z. By construction, Z is
irreducible (it is an image of an irreducible variety) and generically finite
over D(α) =M
k′ .
Consider the fibration Gm(M)−→M constructed above. Assume that
m = l·(l+1)2 for a positive integer l. Then the fibration G
m(M)−→M has
a canonical section s : M −→Gm(M), defined by x−→OM/mlx, where
mx ⊂ OM is the maximal ideal corresponding to x.
Proposition 6.5: Let M be a complex K3 surface. Assume that M
admits a hyperka¨hler structure H such that M is generic with respect to
H. Let Y ⊂ Gm(M) be a closed irreducible subvariety of the total space
of the fibration Gm(M)
p−→ M . Assume that Y is generically finite over
M . Then m = l·(l+1)2 for some positive integer l, and Y is the image of the
natural map s : M −→Gm(M) constructed above.
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Proposition 6.5 is proven in Subsection 6.3. Presently, we are going to
explain how Proposition 6.5 implies Theorem 6.1.
Consider the map p : D[α] −→Mk′ , and the closed subvariety Z ⊂ D[α]
constructed from X as above. Let (m1, ...,mk′−1) ∈ Mk′−1 be a point such
that the map
p : Z ∩ p−1({(m1, ...,mk′−1)} ×M)−→ {(m1, ...,mk′−1)} ×M)
is generically finite. The set S of such (m1, ...,mk′−1) is open and dense
in Mk
′−1. Let Ψi : D[α] −→GN(i)(M) be the natural projection to the
i-th component of the product D[α] =
k′
⊠
i=1
GN(i)(M). By Proposition 6.5,
N(k′) = l·(l−1)2 and the subvariety
Ψ(Z ∩ p−1({(m1, ...,mk′−1)} ×M))
coinsides with image of the map
sk′ : M −→GN(k′)(M).
Since Z is irreducible,
Ψk′(Z ∩ p−1({(m1, ...,mk′−1)} ×M)) ⊂ GN(k′)(M)
is independent from the choice of (m1, ...,mk′−1) ∈ S. Therefore, Ψk′(Z) =
im(sk′). A similar argument shows that Ψi(Z) = im(si), for all i = 1, ..., k
′.
Thus, Z is an image of the section of the map p : D[α] −→Mk′ given by
k′
⊠
i=1
si. This implies Theorem 6.1. We reduced Theorem 6.1 to Proposition
6.5.
6.2 Projectivization of stable bundles
Let M be a compact Ka¨hler manifold. We understand stability of holomor-
phic vector bundles over M in the sense of Mumford–Takemoto (Definition
2.19). A polystable bundle is a direct sum of stable bundles of the same
slope. Let V be a polystable bundle, and PV its projectivization. Con-
sider the unique Yang-Mills connection on V (Definition 2.20). This gives a
natural connection ∇V on the fibration PV −→M .
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Proposition 6.6: LetM be a compact complex simply connected man-
ifold of hyperka¨hler type. Assume that M admits a hyperka¨hler structure
H such that M is generic with respect to H. Consider M as a Ka¨hler mani-
fold, with the Ka¨hler metric induced from H. Let V be a polystable bunlde
over M , and PV pi−→ M its projectivization. Consider a closed irreducible
subvariety X ⊂ PV such that π(X) = M . Then X is preserved by the
connection ∇V in PV .
Proof: Let x ∈M be a point ofM such that in a neighbourhood U ⊂M
of x, the projection π : X −→M is a locally trivial fibration. Assume that
U is open and dense in M . Let Xx be the fiber of π : X −→M in x, and
Vx := V
∣∣∣
x
the fiber of V . Consider the Hilbert scheme H classifying the
subvarieties Y ⊂ PVx with the same Hilbert polynomial as Y . Then H can
be naturally embedded to the projectivization of a linear space Wx, where
Wx is a certain tensor power of Vx, depending on the Hilbert polynomial
of Xx. Consider the corresponding bundle W , which is related to V in the
same way as Wx to Vx. Then, W is a tensor power of V , and hence, W is
equipped with a unique Yang-Mills connection. Consider the corresponding
connection ∇W on the projectivization PW . Let X0 denote π−1(U) ∩ X.
The locally trivial fibration π
∣∣∣
X0
: X0 −→ U gives a section s of PW
∣∣∣
X0
.
To prove that X is preserved by the connection ∇V in PV , it suffices to
show that X0 is preserved by ∇V , or that im s is preserved by ∇W . This is
implied by the following lemma, which finishes the proof of Proposition 6.6.
Lemma 6.7: In assumptions of Proposition 6.6. let U ⊂M be a dense
open set, such that π
∣∣∣
X0
: X0 −→ U is an isomorphism, where
X0 = π
−1(U) ∩X ⊂ PV.
Then ∇V preserves X.
Proof: Since M is generic with respect to H, all its complex subvari-
eties have complex codimension at least 2. Thus, we may assume that the
complement M\U is a complex subvariety of codimension at least 2.
Consider the restriction V
∣∣∣
U
. Then X0 gives a one-dimensional subbun-
dle L of V
∣∣∣
U
. Let V ′ = i∗L ⊂ i∗V
∣∣∣
U
be the direct image of L under the
embedding U
i→֒M . Since M\U is a complex subvariety of codimension at
least 2, the natural map V −→ i∗V
∣∣∣
U
is an isomorphism. Therefore, V ′ is
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a coherent subsheaf in V . To prove Lemma 6.7 it suffices to show that V ′
is preserved by the connection. Since M is generic with respect to H, all
integer (1, 1)-classes of cohomology have degree 0 (Lemma 2.23). Therefore,
slope(V ′) = slope(V ) = 0 and V ′ is a destabilising subsheaf of V . Since V
is polystable, this implies that V ′ is a direct summand of V , and the Yang-
Mills connection in V preserves the decomposition V = V ′⊕V ′⊥, where V ′⊥
is the orthogonal complement of V ′ with respect to any Yang-Mills metric
on V . Lemma 6.7 is proven. This finishes the proof of Proposition 6.6.
Corollary 6.8: In assumptions of Proposition 6.6, let X be generically
finite over M . Assume that M is simply connected. Then π : X −→M is
an isomorphism.
Proof: Since X is preserved by the connection, the map π : X −→M
is a finite covering. Since M is simply connected, and X is irreducible,
π : X −→M is one-to-one.
6.3 Fibrations over K3 surfaces
The purpose of this subsection is to prove Proposition 6.5. Consider the
fibration Gm(M)
p−→ M over the K3 surface M . Recall that Gm(M) was
defined as a fibration with fibers classifying the codimension-m ideals in
Jm(M), where Jm(M) is the bundle of rings Jm(M)
∣∣∣
x
= OM/mxm. There
is a decreasing filtration
J i(M) ⊃W(M) ⊃W2(M) ⊃ ..., (6.4)
with
W
i(M)
∣∣∣
x
= mx
i · OM/mxm
Consider the bundle V = Wl−1(M)/Wl(M).
Lemma 6.9: Let M be a complex K3 surface which is generic with
respect to some hyperkah¨ler structure. Let V the holomorphic vector bundle
defined above, V = Wl−1(M)/Wl(M). Then V is isomorphic to a symmetric
power of the cotangent bundle of M . Moreover, V is (Mumford-Takemoto)
stable for all Ka¨hler structures on M , and has no proper subbundles.
Proof: The first assertion is clear. Let us prove stability of V . From
Yau’s proof of Calabi conjecture, it follows that for all Ka¨hler classes on M ,
M is equipped with the hyperka¨hler metric in the same Ka¨hler class. The
Levi-Civita connection on the cotangent bundle Λ1(M) of a hyperka¨hler
manifold M is hyperholomorphic (Definition 2.17), and hence Yang-Mills
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(Definition 2.20). Therefore, Λ1(M) is stable, and V polystable (a tensor
power of a Yang-Mills bundle is again Yang-Mills). The holonomy group of
Λ1(M) is obviously isomorphic to SU(2). Therefore, the holonomy group
of V = Sl(Λ1(M)) is also SU(2). The symmetric power of the tautological
representation of SU(2) is obviously irreducible. Therefore, the holonomy
representation of V is irreducible, and V cannot be represented as a direct
sum of vector bundles. To show that V has no proper subbundles, we notice
that H1,1(M) ∩ H2(M,Z) = 0 because M is generic with respect to H.
Therefore, all coherent sheaves on M have first Chern class zero. We obtain
that a proper subbundle of V is destabilizing, which contradicts stability of
V .
Let Jmgr(M) be the graded sheaf of rings associated with the filtration
(6.4). Conside the fibration Gmgr(M) with the points classifying codimension-
m ideals in the fibers of Jmgr(M). There is a natural map G
m(M)
ϕ−→
Gmgr(M) associating to an ideal its associated graded quotient. Compos-
ing ϕ with the map s : M −→G l(l−1)2 (M), we obtain the section sgr :
M −→G
l(l−1)
2
gr (M) of the natural projection pgr : G
l(l−1)
2
gr (M)−→M . The
following Proposition 6.10 obviously implies Proposition 6.5.
Proposition 6.10: Let M be a complex K3 surface. Assume that M
admits a hyperka¨hler structure H such that M is generic with respect to
H. Let Y ⊂ Gmgr(M) be a closed irreducible subvariety of the total space
of the fibration Gmgr(M)
p−→ M . Assume that Y is generically finite over
M . Then m = l·(l+1)2 for some positive integer l, and Y is the image of the
natural map sgr : M −→Gmgr(M) constructed above.
Proof: By Lemma 6.9, the bundle Jmgr(M) is polystable. As usually,
applying the Uhlenbeck--Yau theorem (Theorem 2.21), we endow the fibra-
tion Gmgr(M)
p−→ M with a natural connection ∇. From Proposition 6.6 it
is easy to deduce that the image of π : X −→Gmgr(M) is preserved by the
connection ∇. Since Y is generically finite over M , the natural projection
Y
p−→ M is a finite covering. Since M is simply connected, this map is an
isomorphism.
For x ∈ M , let tx ∈ X be the ideal of Jmgr(M) such that p(tx) = x.
Denote by l the maximal number such that tx 6⊃ Wl−1(M) for some x.
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Consider the space
Ax := W
l−1(M) ∩ tx
/
W
l(M) ⊂ Wl−1(M)
/
W
l(M).
Let w = dimAx. Since tx is preserved by the connection ∇, the number
w does not depend on x. This gives a w-dimensional subbundle A in V =
W
l(M) ⊂ Wl−1(M). By Lemma 6.9, A is either V or empty. Since tx 6⊃
W
l−1(M), A = 0. Since tx is an ideal, this implies that tx ⊂ Wl(M). By
definition of l, it is the maximal number for which tx 6⊃Wl−1(M), and thus,
tx ⊃ Wl(M). Therefore, tx = l. This proves Proposition 6.10. We finished
the proof of Proposition 6.5 and Theorem 6.1.
7 Special subvarieties of the Hilbert scheme
7.1 Special subvarieties
Definition 7.1: (See also Definition 5.1). Let M be a complex surface, A
a finite set, ϕ : A−→M an arbitrary map. For i ∈ A, consider the local
ring Oϕ(i) of germs of holomorphic functions in ϕ(i). For U ⊂ M , consider
the set AU of all automorphisms (global or infinitesimal) of U which fix the
image imϕ ⊂ M and act trivially on Oϕ(i). For γ ∈ AU , we denote by
γ[n] the corresponding automorphism of the Hilbert scheme U [n]. A closed
subvariety X ⊂M [n] is called special if for all U ⊂M , all γ ∈ AU , X ∩U [n]
is fixed by γ[n].
We are going to characterize special subvarieties more explicitly, in the
spirit of Theorem 5.3.
Let M be a complex surface, α a Young diagram.
α = (n1 > n2... > nk),
∑
ni = n,
A ⊂ {1, ..., k}, and ϕ : A−→M an arbitrary map. Consider a subvariety
∆(α)(A, ϕ) of M (n) defined as in (3.4). A generic point a ∈ ∆(α)(A, ϕ) is
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the one satisfying
a =σ(x1, ..., xn), where x1 = x2 = ... = xn1
xn1+1 = xn1+2 = ... = xn1+n2 ...,
x∑k−1
i=1 ni+1
= x∑k−1
i=1 ni+2
= ... = xn
and
(i) xi = ϕ(i) for all i ∈ A
(ii) the points x1, xn1+1, ..., x(
∑j−1
i=1 ni)+1
, ..., are
pairwise unequal for all j /∈ A
(iii) the points x1, xn1+1, ..., x(
∑j−1
i=1 ni)+1
, ..., don’t
belong to the set ϕ(A), for all j /∈ A
(7.1)
We split the Young diagram
α = (n1 > n2... > nk),
∑
ni = n,
onto two diagrams, αA = (na1 > na2 ... > nal), with ai running through A,
and αˇA = (nb1 > nb2 ... > nbk−l), where bi runs through {1, ..., k}\A. Con-
sider the Hilbert scheme M [na], where na =
∑
nai . The map ϕ : A−→M
gives a point Φ ∈ ∆(αA) ⊂ M (na) (see Subsection 7.2 for details). Let
Fϕ := π
−1(Φ) be the fiber of the standard projection π : M [na] −→M (na).
For y ∈ ∆(αˇA) a generic point of ∆(αˇA), let FαˇA(y) be the fiber of π :
M [nb] −→M (nb) over y. Clearly, for z ∈ ∆(α)(A, ϕ) a generic point, the
fiber of π : M [n] −→M (n) over z is isomorphic to Fϕ × FαˇA(y). This iso-
morphism is not canonical, but is defined up to a twist by the action of the
group Gy (see Lemma 5.2 for details).
Fix a Gy-invariant subvariety E ⊂ Fϕ × FαˇA(y). For a generic point
z ∈ ∆(α)(A, ϕ), consider a subvariety Ez ⊂ π−1(z) ⊂M [n] corresponding to
E under the isomorphism
π−1(z) ∼= Fϕ × FαˇA(y). (7.2)
Let ∆[α](A, ϕ,E) be the closure of the union of Ez for all z ∈ ∆(α)(A, ϕ)
satisfying (7.1). Clearly, ∆[α](A, ϕ,E) is a closed subvariety in M [n].
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Theorem 7.2: LetM be a complex surface, A a finite set, ϕ : A−→M
an arbitrary map, and X ⊂ M [n] a special subvariety, associated with ϕ.
Then
(i) there exist a Young diagram α
α = (n1 > n2... > nk),
∑
ni = n,
an injection A →֒ {1, ..., k}, and a Gy-invariant subvariety
E ⊂ Fϕ × FαˇA(y),
such that X = ∆[α](A, ϕ,E), where Fϕ × FαˇA(y) and ∆[α](A, ϕ,E)
are varieties constructed above.
(ii) Conversely, ∆(α)(A, ϕ,E) is a special subvariety of M [n] for all A, π,
E.
Proof: We use the notation of Definition 7.1. For sufficiently small U ,
the automorphisms from AU\ imϕ act n-transitively on U\ imϕ. This implies
that π(X) = ∆(α)(A, ϕ), for an appropriate Young diagram
α = (n1 > n2... > nk),
∑
ni = n,
and an embedding A →֒ {1, 2, ..., k}. Let x be a generic point of ∆(α)(A, ϕ).
Consider the isomorphism π−1(x) ∼= Fϕ × FαˇA(y) of (7.2), and the action
of Gy on Fϕ × FαˇA(y). Clearly, AU acts on π−1(x) as Gy. Therefore, the
intersection Ex := X ∩ π−1(x) is Gy-invariant. We intend to show that
X = ∆[α](A, ϕ,Ex)
For x, y ∈ M (n) generic points of ∆(α)(A, ϕ), there exists U ⊃ {x, y}
and an automorphism γ : U −→ U such that γ(n)(x) = y, for γ(n) :
U (n) −→ U (n) the induced by γ automorphism of U (n). Since X is a special
subvariety, γ[n] maps Ex to Ey := X ∩π−1(y). By definition, ∆[α](A, ϕ,Ex)
is a closure of the union of all γ[n](Ex), for all U ⊂ M and γ ∈ AU . On
the other hand, X is a closure of the union of all Ey, where y runs through
all generic points of ∆(α)(A, ϕ). Thus, X and ∆[α](A, ϕ,Ex) coinside. This
proves Theorem 7.2 (i). Theorem 7.2 (ii) is clear.
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7.2 Special subvarieties of the Hilbert scheme of K3
Theorem 7.3: Let M be a complex K3 surface admitting a hyperka¨hler
structure H such that M is generic with respect to H, M [n] its Hilbert
scheme andM (n) its symmetric power. Let X ⊂M [n] be a closed irreducible
subvariety such that X is generically finite over π(X) ⊂M (n). Assume that
M has no holomorphic automorphisms. Then X is a special subvariety of
M [n], in the sense of Definition 7.1.
Proof: From Proposition 3.4 it follows that π(X) = ∆(α)(A, ϕ) for
appropriate A, α and ϕ. As previously, we split the Young diagram α
onto αA = (na1 > na2 ... > nal), with ai running through A, and αˇA =
(nb1 > nb2 ... > nbk−l), where bi runs through {1, ..., k}\A. Let na :=
∑
nai ,
nb :=
∑
nbi . Consider the natural map
M (na) ×M (nb) s−→ M (n), (7.3)
defined in such a way as that to map ∆(αA) ×∆(αˇA) to ∆(α). This map is
obviously finite. Let x = (x1, ..., xna) ∈ ∆(αA) y = (y1, ..., yna) ∈ ∆(αˇA) be
the points satisfying xi 6= yj ∀i, j. Then the fiber of π : M [n] −→M (n) in
s(x, y) is naturally isomorphic to the product π−1(x) × π−1(y), where the
first π is the standard projection π : M [na] −→M (na) and the second one is
the standard projection π : M [nb] −→M (nb). Denote thus obtained map
π−1(x)× π−1(y) −˜→ π−1(s(x, y)) (7.4)
by θ. Together, the maps (7.3), (7.4) give a correspondence
D ⊂
(
∆[αA] ×∆[αˇA]
)
×∆[α]
which is generically one-to-one over the first component and generically finite
over the second one. Denote the corresponding projections from D by π1,
π2. Consider X (the subvariety of M
[n] given as data of Theorem 7.3) as
a subvariety of ∆[α]. Let DX := π1(π−12 (X)). and Φ ∈ ∆(αA) be the point
given by ϕ,
Φ =

ϕ(a1), ..., ϕ(a1)︸ ︷︷ ︸
na1 times
, ϕ(a1), ..., ϕ(a2)︸ ︷︷ ︸
na2 times
, ...

 .
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Let p1, p2 be the projections of ∆[αA] × ∆[αˇA] to its components. Since
π(X) = ∆(α)(A, ϕ), and X is generically finite over π(X), the subvariety
DX ⊂ ∆[αA] ×∆[αˇA]
is generically finite over {Φ} ×∆(αˇA). Therefore, p2(D2) ⊂ ∆[αˇA] is generi-
cally finite over {Φ}×∆(αˇA). Applying Theorem 6.1, we obtain that p2(DX)
is a universal subvariety of ∆[αˇA] The varieties ∆[αA], ∆[αˇA] are equipped
with the local action of the automorphisms AU (see Definition 7.1). Since
p2(DX) is universal,
DX ⊂ {Φ} ×∆[αˇA] ⊂ ∆[αA] ×∆[αˇA]
is fixed by the AU -action. Therefore, p2(D2) ⊂ ∆[αˇA] is also fixed by AU .
By construction, π2(DX) = X, and thus, X is fixed by AU , i. e., special.
7.3 Special subvarieties of relative dimension 0
Definition 7.4: Let M be a complex surface, M [n] its Hilbert scheme and
X ⊂M [n] an irreducible special subvariety. The relative dimension of X
is the dimension of the generic fiber of the projection π
∣∣∣
X
: X −→ π(X),
where π : M [n] −→M (n) is the standard morphism.
Let ∆(α)(A, ϕ) ⊂ M (n) be the subvariety defined as in Subsection 3.2.
Split α onto αA and αˇA, as in Subsection 7.1: αA = (na1 > na2 ... > nar),
with ai running through A, and αˇA = (nb1 > nb2 ... > nbk−r), where bi runs
through {1, ..., k}\A. Let Φ ∈ ∆(αA) be the point defined in Subsection 7.2.
Consider the variety π−1(Φ) ⊂M [na], where na =
∑
nai .
Proposition 7.5:
(i) There exists a special subvariety X ⊂M [n] such that π(X) = ∆(α)(A, ϕ)
if and only if all the numbers nbi are of form
l·(l+1)
2 , for integer l’s.
(ii) Let S(α,A, ϕ) be the set of all such subvarieties. Assume that all the
numbers nbi are of form
l·(l+1)
2 , for integer l’s. Then S(α,A, ϕ) is in
bijective correspondence with the set of points of π−1(Φ) ⊂M [na].
Proof: Using notation of the proof of Theorem 7.3, we consider the
subvariety p2(DX) ⊂ ∆(αˇA). We have shown that this subvariety is universal
of relative dimension 0. Therefore, S(α,A, ϕ) is nonepmpty if and only if
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all nbi are of the form
l·(l+1)
2 , for integer l’s. Assume that S(α,A, ϕ) is
nonempty. Consider the unique universal subvariety S ⊂ ∆[αˇA] of relative
dimension 0, constructed in Proposition 5.5. As in Theorem 5.3, a universal
subvariety of ∆[αˇA] corresponds to a Gy-invariant subvariety of the general
fiber of the projection ∆[αˇA] −→∆(αˇA). Since S is of relative dimension
0, the corresponding Gy-invariant subvariety is a point. Denote this point
by s. Choose a point f ∈ π−1(Φ). Using the notation of Theorem 7.2,
and an isomorphism (7.4), we construct a special subvariety X ⊂ M [n],
X = ∆[α](A, ϕ, {s} × {f}). From Theorem 7.2 it follows that all special
subvarieties of relative dimension 0 are obtained this way. Since s is defined
canonically, the only freedom of choice we have after α,A, ϕ are fixed is the
choice of f ∈ π−1(Φ). This finishes the proof of Proposition 7.5.
Proposition 7.6: Let M be a complex K3 surface with no complex
automorphisms,M [n] its Hilbert scheme and Ω be the canonical holomorphic
symplectic form on M [n]. Assume that M admits a hyperka¨hler structure
H such that M is Mumford-Tate generic with respect to H. Let X be an
irreducible complex subvariety of Mn, such that the restriction Ω
∣∣∣
X
is non-
degenerate somewhere in X.1 Then X ⊂ M [n] is a special subvariety of
relative dimension 0.
Proof: By Theorem 7.3, to prove that X is special it suffices to show
that X is generically finite over π(X). This follows Claim 4.6.
Corollary 7.7: Let M be a complex K3 surface which is Mumford-
Tate generic with respect to some hyperkah¨ler structure, M [n] its Hilbert
scheme andM (n) its symmetric power. Assume that M has no holomorphic
automorphisms. Consider an arbitrary hyperkah¨ler structure onM [n] whcih
is compatible with the complex structure. Let X ⊂ M [n] be a trianalytic
subvariety of M [n]. Then X is generically one-to-one over π(X) ⊂M (n)
Proof: By Proposition 7.6, X is a special subvariety of relative dimen-
sion 0. Now Corollary 7.7 follows from an explicit description of special
subvarieties of relative dimension 0, given in the proof of Proposition 7.5.
1Clearly, for X trianalytic, Xns the non-singular part of X, Ω
∣∣∣
Xns
is nowhere degen-
erate.
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8 Trianalytic and universal subvarieties of the
Hilbert scheme of a general K3 surface
The aim of this section is to show that all trianalytic subvarieties of the
Hilbert scheme of a generic K3 surface are universal (Theorem 8.5).
8.1 Deformations of trianalytic subvarieties
We need the following general results on the structure of deformations of
trianalytic subvarieties, proven in [V3]. 1
Let M be a compact hyperka¨hler manifold, I an induced complex struc-
ture and X ⊂ M a trianalytic subvariety. Consider (X, I) as a closed com-
plex subvariety of (M, I). Let DefI(X) be a Douady space of (X, I) ⊂
(M, I), that is, a space of deformations of (X, I) inside of (M, I). By The-
orem 2.8, for X ′ ⊂ (M, I) a complex deformation of X, the subvariety
X ′ ⊂ M is trianalytic. In particular, X ′ is equipped with a natural sin-
gular hyperka¨hler structure ([V3]), i. e., with a metric and a compatible
quaternionic structure.
Theorem 8.1:
(i) The DefI(X) is a singular hyperka¨hler variety, which is independent
from the choice of an induced complex structure I.
(ii) Consider the universal family π : X −→ DefI(X) of subvarieties of
(M, I), parametrized by DefI(X). Then the fibers of π are isomorphic
as hyperka¨hler varieties.
(iii) Applying the desingularization functor to π : X −→ DefI(X), we
obtain a projection π : X˜ × Y −→ Y , where Y is a desingularization
of DefI(X) and X˜ is a desingularization of X.
(iv) The variety X˜ × Y is equipped with a natural hyperka¨hler immersion
to M .
Proof: Theorem 8.1 (i) and (ii) is proven in [V3], and Theorem 8.1 (iii)
is a trivial consequence of Theorem 8.1 (ii) and the functorial property of the
hyperka¨hler desingularization. To prove Theorem 8.1 (iv), we notice that X
1The Desingularization Theorem (Theorem 2.13) significantly simplifies some of the
proofs of [V3]. This simplification is straightforward.
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is equipped with a natural morphism f : X −→M , which is compatible with
the hyperka¨hler structure. Let n : X˜ × Y −→X be the desingularization
map. Clearly, the composition X˜×Y n−→ X f−→ M is compatible with the
hyperka¨hler structure. A morphism compatible with a hyperka¨hler structure
is necessarily an isometry, and an isometry is always an immersion.
8.2 Deformations of trianalytic special subvarieties
Let M be a K3 surface, without automorphisms, which is Mumford-Tate
generic with respect to some hyperka¨hler structure. In this Subsection, we
study the deformations of the special subvarieties of M [n].
By Proposition 5.5, universal subvarieties of M [n] are rigid. For the
special subvarieties, a description of its deformations is obtained as an easy
consequence of Proposition 7.5.
Claim 8.2: Let X ⊂M [n] be a special subvariety of relative dimension
0,
X = ∆[α](A, ϕ, {s} × {ψ})
associated with ∆(α)(A, ϕ) and ψ ∈ Fϕ as in Proposition 7.5. Then the
deformations of X are locally parametrized by varying ϕ : A−→M and
ψ ∈ Fϕ.
Let a1, ... , ar enumerate A ⊂ {1, ..., k}. Unless all nai = 1, the
dimension of Fϕ is non-zero. Thus, the union X of all deformation of
X = ∆[α](A, ϕ, {s} × {ψ}) is not generically finite over π(X ) = ∆[α](A, ϕ).
Together with Theorem 8.1 and Proposition 7.6, this suggests the following
proposition.
Proposition 8.3: Let M be a complex K3 surface with no automor-
phisms which is Mumford-Tate generic with respect to some hyperka¨hler
structure. Consider the Hilbert scheme M [n] as a complex manifold. Let
H be an arbitrary hyperka¨hler structure on M [n] agreeing with this com-
plex structure. Consider an irreducible trianalytic subvariety X ⊂M [n]. By
Proposition 7.6, X is a special subvariety ofM [n], X = ∆[α](A, ϕ, {ψ}×{s}).
Then ni = 1 for all i ∈ A.
45
Subvarieties of the Hilbert scheme M. Verbitsky, April 5, 1997, revised April 25, Oct 31
Proof: Consider X as a complex subvariety in the complex varietyM [n].
The corresponding Douady space is described by Theorem 8.1. Consider
the diagonal ∆(α) ⊂ M (n). For a general point a ∈ ∆(α) ⊂ M (n), the fiber
π−1(a) is naturally decomposed as in (7.4):
π−1(x)× π−1(y) −˜→ π−1(r(x, y)),
for a = r(x, y), where r : M (na) ×M (nb) −→M (n) is a morphism of (7.3).
Consider the subvariety π−1(y) × {s} ⊂ π−1(a). This subvariety is clearly
Ga-invariant, and applying Theorem 5.3, we obtain a universal subvariety
of M [n]. Denote this universal subvariety by ∆[α](A). Let X be the union
of all complex deformations of X ⊂ M [n]. From Theorem 8.1 it is clear
that X is trianalytic; from Proposition 7.5 it follows that X = ∆[α](A). By
Theorem 8.1, X is trianalytic in M [n]. From Proposition 7.6 it follows that
all trianalytic subvarieties X ⊂M [n] are generically finite over π(X ) ⊂M (n).
Consider the Young diagram αA = (na1 > na2 > ...). The generic fiber of
thus obtained generically finite map
π : ∆[α)(A)−→∆(α) (8.1)
is isomorphic to π−1(y), where y is a generic point of ∆(αA), and π a projec-
tion π : ∆[(αA)] −→∆(αA). The dimension of this fiber is equal to
∑
(nai−1).
By construction, ai enumerates A ⊂ {1, ..., k}. Thus, ni = 0 for all i ∈ A.
This proves Proposition 8.3.
8.3 Special subvarieties and holomorphic symplectic form
The aim of the Subsection is the following statement.
Proposition 8.4: Let M be a complex surface equipped with a holo-
morphically symplectic form, M [n] its n-th Hilbert scheme, and
X = ∆[α](A, ϕ, {ψ} × {s})
the special subvariety of relative dimension 0. Consider the holomorphic
symplectic form Ω on M [n]. Assume that for all i ∈ A, ni = 1. Assume,
furthermore, that the normalizarion X˜ of X is smooth, and the pullback of
Ω to X˜ is a nowhere degenerate holomorphic symplectic form on X˜ . Then
A is empty. 2
2To say that A is empty is the same as to say that X is a universal subvariety of M .
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Proof: Assume that A is nonempty. By Theorem 2.8, all complex defor-
mations of X are trianalytic. Clearly, ∆[α](A, ϕ′, {ψ}×{s}) is a deformation
of X for every ϕ′ : A−→M . Therefore, we may assume that ϕ : A−→M
is an embedding.
Let x ∈ ∆(α) be an arbitrary point. We represent x as in (3.3). The i-th
component of x is x(
∑i
i=1 n1)+1
, in notation of (3.3). The components are
defined up to a permutation i−→ j, for i, j satisfying ni = nj. Fix p, q ∈
{1, ..., k}, p ∈ A, q /∈ A. Let Πpq : X −→ {ϕ(q)}×M be the map associating
to x ∈ X the np-th and nq-th components of π(x) ∈ ∆(α) ⊂ M (n). Clearly,
the map Πpq is correctly defined. Let Πˇpq : X −→M (n−np−nq) be the map
associating to x ∈ X the rest of components x(∑ii=1 n1)+1, i 6= p, q of x. Let
2M be the set of subsets ofM . Consider the map c : M (i) −→ 2M associating
to x ∈M (i) the corresponding subset ofM . For t = (ϕ(q), t0) ∈ {ϕ(q)}×M ,
denote by c(t) the subset {ϕ(q), t0} ⊂M . LetX0 ⊂ X be the set of all x ∈ X
such that c(Πpq(x)) does not intersect eith c(Πˇpq(x)). A subvariety C ⊂ X
is called non-degenerately symplectic if the holomorphic symplectic form on
X is nowhere degenerate on C. For any t ∈ Πˇpq(X) ⊂ M (n−np−nq), the
intersection Xt := Πˇ
−1
pq (t) ∩X0 is smooth. The holomorphically symplectic
form in a tangent space to a zero-dimensional sheaf S ∈ M [n], Sup(S) =
A
∐
B can be computed separately for the part with support in A and the
part with support in B. Thus, Xt must be non-degenerately symplectic.
On the other hand, Xt = Πˇ
−1
pq (t) ∩ X0 is easy to describe explicitly. Let
M0 = M\c(t), where c(t) is again t considered as a subset on M . Then Xt
is canonically isomorphic to a blow-up of M0 in {ϕ(q)}. This blow-up is
obviously not non-degerenerately symplectic. We obtained a contradiction.
This concludes the proof of Proposition 8.4.
8.4 Applications for trianalytic subvarieties
Proposition 8.4 implies the following theorem, which is the main result of
this section.
Theorem 8.5: Let M be a complex K3 surface with no automorphisms
which is Mumford-Tate generic with respect to some hyperka¨hler structure.
Consider the Hilbert scheme M [n] as a complex manifold. Let H be an
arbitrary hyperka¨hler structure on M [n] agreeing with this complex struc-
ture. Consider a trianalytic subvariety X ⊂ M [n]. Then X is a universal
subvariety of M [n] of relative dimension 0.
Proof: By Proposition 8.3, X is a special subvariety of M [n], X =
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∆[α](A, ϕ, {ψ} × {s}). The X is non-degenerately symplectic because it si
trianalytic. Applying Proposition 8.4, we obtain that A is empty, and X is
universal in M [n].
Corollary 8.6: In assumptions of Theorem 8.5, codimCX > 4, unless
X =M [n].
Proof: Theorem 7.2 classifies universal subvarieties of relative dimension
0. All such subvarieties correspond to diagonals ∆(α) ⊂M (n), with
α = (n1 > n2... > nk),
∑
ni = n,
with all ni of form
l(l+1)
2 , with integer l’s. Thus, for X 6= M [n] we have
n1 > 3. On the other hand, codimC∆(α) = 2
∑
(ni−1), so codimC∆(α) > 4.
Finally, sinceX is of relative dimension 0, dimX = dim∆(α), so codimCX =
codimC∆(α) > 4.
9 Universal subvarieties of the Hilbert scheme and
algebraic properties of its cohomology
9.1 Birational types of algebraic subvarieties of relative di-
mension 0
Let M [n] be a Hilbert scheme, α a Young diagram satisfying assumptions
of Proposition 5.5 and Xα ⊂M [n] the corresponding universal subvariety of
relative dimension 0. Consider the natural map π : M [n] −→M (n) mapping
the Hilbert scheme to the symmetric product of n copies of M . Clearly,
π(Xα) = ∆(α), where ∆(α) is the stratum of M (n) corresponding to the
Young diagram α as in Subsection 3.2. Moreover, from the definition of Xα
it is evident that π : Xα −→∆(α) is a birational isomorphism.
Let
α =
(
n1 =, ..., ni1 > ni1+1 =, ...,= ni1+i2 >, ..., > n1+
∑l−1
j=1 ij
=, ..., n∑l
j=1 ij
)
be a diagram satisfying assumptions of Proposition 5.5. Then ∆(α) is bira-
tionally isomorphic to the product
∏l
j=1M
(ij). Thus, Xα is birational to a
hyperkah¨ler manifold
∏l
j=1M
[ij ].
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Theorem 9.1: (Mukai) Let f : X1 −→X2 be a birational isomor-
phism of compact complex manifolds of hyperkah¨ler type. Then the sec-
ond cohomology of X1 is naturally isomorphic to the second cohomology of
X2, and this isomorphism is compatible with the Hodge structure and the
Bogomolov-Beauville1 form on H2(X1), H
2(X2).
Proof: Well known; see, e. g. [M], [H].
We obtain that H2(Xα) is isomorphic to ⊕lj=1H2(M [ij ]). Therefore,
dimH2,0(Xα) > 1 unless l = 1. On the other hand, by Bogomolov’s decom-
position theorem (Theorem 2.15), a hyperkah¨ler manifold with H1(X,R) =
0, dimH2,0(X) > 1 is canonically isomorphic to a product of two hyperkah¨ler
manifolds of positive dimension. We obtain the following result.
Proposition 9.2: LetM be a complex K3 surface with no complex auto-
morphisms, admitting a hyperka¨hler structure H such that M is Mumford-
Tate generic with respect to H. Let Xα be a trianalytic subvariety of M [n],
which is by Theorem 8.5 universal and corresponds to a Young diagram
α = (n1 > n2 > ... > nl). Assume that Xα is not isomorphic to a product of
two hyperkah¨ler manifolds of positive dimension. Then n1 = n2 =, ...,= nl,
and Xα is birationally equivalent to M [l].
9.2 The Bogomolov-Beauville form on the Hilbert scheme
Let X be a simple2 hyperkah¨ler manifold. It is well known that H2(X) is
equipped with a natural non-degenerate symmetric pairing
(·, ·)B : H2(X)×H2(X)−→ C
which is compatible with the Hodge structure and with the SU(2)-action.
This pairing is defined up to a constant multiplier, and it is a topological
invariant of X. For a formal definition and basic properties of this form, see
[Bea] (Remarques, p. 775), and also [V], [V-a].
For a Hilbert scheme M [n] of points on a K3 surface, the form (·, ·)B can
be computed explicitly as follows.
1For the definition and properties of Bogomolov-Beauville form, see Subsection 9.2.
2See Theorem 2.15 for the definition of “simple”.
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Consider the map π : M [n] −→M (n) from the Hilbert scheme to the
symmetric power of M . Clearly, the space H2(M (n)) is naturally isomor-
phic to H2(M). Let ∆n ⊂ M [n] be the singular locus of the map π, and
[∆n] ∈ H2(M [n]) its fundamental class. The following proposition gives a
full description of the Bogomolov-Beauville form on H2(M [n]) in terms of
the Poincare form on H2(M).
Proposition 9.3: LetM be a K3 surface, andM [n] its Hilbert scheme of
points. Consider the pullback map π∗ : H2(M) = H2(M (n))−→H2(M [n]).
Then
(i) The map π∗ : H2(M)−→H2(M [n]) is an embedding. We have a direct
sum decomposition
H2(M [n]) = π∗(H2(M)) ⊕ C · [∆n], (9.1)
where [∆n] ∈ H2(M [n]) is the cohomology class defined above.
(ii) The decomposition (9.1) is orthogonal with respect to the Bogomolov-
Beauville form (·, ·)B. The restriction of (·, ·)B to
H2(M) = π∗(H2(M)) ⊂ H2(M [n])
is equal to the Poincare form times constant.
Since the form (·, ·)B is defined up to a constant multiplier, we may
assume that, after a rescaling, (·, ·)B
∣∣∣
H2(M)
is equal to the Poincare
form.
(iii) After a rescaling required by (ii), we have
([∆n], [∆n])B = −2(n− 1).
Proof: Well known; see, for instance, [H2] 2.2.
Further on, we always normalize the Bogomolov-Beauville form on
H2(M [n]) as in Proposition 9.3 (ii).
9.3 Frobenius algebras associated with vector spaces
LetX be a compact hyperka¨hler manifold. The algebraic structure ofH∗(X)
is studied using the general theory of Lefschetz-Frobenius algebras, intro-
duced in [LL]. For details of definitions and computations, the reader is
referred to [V], [V-a].
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Definition 9.4: Let A =
2d⊕
i=0
Ai be a graded commutative associative
algebra over a field of characteristic zero. Assume that A2d is 1-dimensional,
and the natural linear form ε : A−→A2d projecting A to a A2d gives a
non-degenerate scalar product a, b−→ ε(ab). Then A is called a graded
commutative Frobenius algebra, or Frobenius algebra for short.
Proposition 9.5: Let V be a vector space equipped with a non-dege-
nerate scalar product, and n a positive integer number. Then there exist a
unique up to an isomorphism Frobenius algerba
A(V, n) = A0 ⊕A2 ⊕ ..⊕A4n
such that
(i)
A2i = S
i(V ), for i 6 n
A2i = S
2n−i(V ), for i > n
and
(ii) For an operator g ∈ SO(V ), consider the corresponding endomorphism
of S∗(V ). This way, g might be considered as a linear operator on A.
Then g is an algebra automorphism.
Proof: Proposition 9.5 is elementary. For a complete proof of existence and
uniqueness of A(V, n), see [V].
The importance of the algebra A(V, n) is explained by the following
theorem.
Theorem 9.6: [V] Let X be a compact connected simple hyperka¨hler
manifold. Consider the space V = H2(X), equipped with the natural scalar
product of Bogomolov-Beauville (Subsection 9.2). Let A be a subalgebra of
H∗(X) generated by H2(M). Then A is naturally isomorphic to A(V, n).
9.4 A universal embedding from a K3 to its Hilbert scheme
Consider a universal embedding M
ϕ→֒ M [n], n = k(k−1)2 , n > 1, mapping
a point x ∈ M to subscheme given by the ideal (mx)k, where mx is the
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maximal ideal of x. Pick a hyperkah¨ler structure H on M [n]. The aim of
this subsection is to prove the following result.
Proposition 9.7: The image of ϕ is not trianalytic in M [n].
The proof of Proposition 9.7 takes the rest of this section. Together
with Proposition 5.5 and Theorem 6.1, this result immediately implies the
following corollary.
Corollary 9.8: LetM be a complex K3 surface without automorphisms.
Assume thatM admits a hyperka¨hler structure H such thatM is Mumford-
Tate generic with respect to H (Definition 2.10). Pick a hyperkah¨ler struc-
ture H′ on its Hilbert scheme M [n] (n > 1). Let X ⊂ M [n] be a trianalytic
subvariety of M [n]. Then dimHX > 1.
Proof of Proposition 9.7: Consider the map
ϕ∗ : H4(M [n])−→H4(M) = C.
To prove that imϕ is not trianalytic in M [n], it suffices to show that ϕ∗ is
not SU(2)-invariant. Let H4r (M
[n]) be the subspace of H4(M [n]) generated
by H2(M [n]), and f : H4r (M
[n])−→ C the restriction of ϕ∗ to H4r (M [n]) ⊂
H4(M [n]). Since the subspace H4r (M
[n]) ⊂ H4(M [n]) is SU(2)-invariant,
the map f should be SU(2)-invariant if ϕ∗ : H4(M [n])−→H4(M) = C is
SU(2)-invariant.
By Theorem 9.6, the space H4r (M
[n]) is naturally isomorphic to
S2H2(M [n]).
Thus, f can be considered as a map f : S2H2(M [n])−→ C. Consider the
Bogomolov-Beauville form as another such map B : S2H2(M [n])−→ C.
From Proposition 9.3, it is clear that f = B + 2(n − 1)d2, where d :
H2(M [n])−→ C is the projection of H2(M [n]) to the component C = C·[∆n]
of the decomposition (9.1). Since B is SU(2)-invariant, the map f is SU(2)-
invariant if and only if the map d2 : S2H2(M [n])−→ C is SU(2)-invariant.
Therefore, the following claim is sufficient to prove Proposition 9.7.
Claim 9.9: In the above notations, the vector d2 ∈ S2H2(M [n])∗ is not
SU(2)-invariant.
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Proof: Let V be the SU(2)-subspace of S2H2(M [n])∗ generated by d2.
Acting on d2 by various g ∈ su(2), we can obtain any element of type d ·g(d)
(this follows from Leibnitz rule). Therefore, V = SU(2) · d2 contains d⊗V0,
where V0 ⊂ H2(M [n])∗ is the SU(2)-subspace of H2(M [n])∗ generated by
d. Acting on d · g(d) by various h ∈ SU(2), we obtain any element of type
h(d) · h(gd). This implies that V = SU(2) · d ⊗ V0 contains S2(V0). We
obtained that V = S2V0.
Clearly, d2 is SU(2)-invariant if and only if V is 1-dimensional. Thus, d2
is SU(2)-invariant if and only if V0 is 1-dimensional, that is, if d is SU(2)-
invariant. On the other hand, the map d is an orthogonal projection to C ·
[∆n] ⊂ H2(M [n]). Thus, d is SU(2)-invariant if and only if [∆n] ∈ H2(M [n])
is SU(2)-invariant. The class [∆n] ∈ H2(M [n]) is a fundamental class of a
subvariety ∆n ⊂M [n]. By Theorem 2.8, [∆n] is SU(2)-invariant if and only
if ∆n ⊂ M [n] is trianalytic. The trianalytic subvarieties are hyperkah¨ler,
outside of singularities. Since ∆n is a divisor, it has odd complex dimension
and cannot be hyperkah¨ler. Thus, the class [∆n] is not SU(2)-invariant, and
the map d2 : S2H2(M [n])−→ C is not SU(2)-invariant. This proves Claim
9.9. Proposition 9.7 is proven.
9.5 Universal subvarieties of the Hilbert scheme and Bogo-
molov-Beauville form
In this subsection, we show that the subvarieties Xα ⊂ M [n], obtained as
in Proposition 9.2, are not trianalytic. We prove this using the explicit
calculation of the Bogomolov-Beauville form on M [i] (Proposition 9.3) and
the following result.
Claim 9.10: Let ϕ : X →֒ Y be a morphism of compact hyperkah¨ler
manifolds. Consider the corresponding pullback map
ϕ∗ : H2(Y )−→H2(X).
Let
Ψ : S2H2(Y )−→ S2H2(X)
be the symmetric square of ϕ∗, and BY ∈ S2H2(Y ) the vector corresponding
to the Bogomolov-Beauville pairing. Then Ψ(BY ) is SU(2)-invariant, with
respect to the natural action of SU(2) on S2H2(X).
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Proof: It is well known that, for every morphism of hyperkah¨ler vari-
eties, the pullback map is compatible with the SU(2)-action in the coho-
mology. To see this, one may notice that the SU(2)-action is obtained from
the Hodge-type grading associated with induced complex structures, and
the pullback is compatible with the Hodge structure. Now, BY is SU(2)-
invariant, and therefore, Ψ(BY ) is also SU(2)-invariant.
Let M be a K3 surface, M [n] its Hilbert scheme and Xα be a univer-
sal subvariety of M [n] of relative dimension 0, obtained from the Young
diagram (n1 =, ...,= nl) as in Proposition 9.2. Assume that Xα is tri-
analytic with respect to some hyperkah¨ler structure on M [n]. The man-
ifold Xα is birational to M [l] (Proposition 9.2). By Theorem 9.1, there
is a natural isomorphism H2(Xα) ∼= H2(M [l]), and this isomorphism is
compatible with the Bogomolov-Beauville form. Consider the map ϕ∗ :
H2(M [n])−→H2(Xα) = H2(M [l]). Recall that H2(M) is considered as a
subspace of H2(M [i]), for all i (Proposition 9.3 (i)) Clearly, ϕ∗ acts as iden-
tity on the subspaces H2(M) ⊂ H2(M [n]), H2(M) ⊂ H2(M [l]). Consider
the pullback ϕ∗([∆n]) ∈ H2(Xα) = H2(M [l]) of [∆n] ∈ H2(M [n]).
Lemma 9.11: In the above notations, ϕ∗([∆n]) =
n
l
[∆l].
Proof: Let t ∈ H2(M) ⊂ H2(M [l]) be the component of ϕ∗([∆n]) cor-
responding to the decomposition (9.1). Since the decomposition (9.1) is
integer, t is an integer cohomology class. Let M be a universal K3 surface,
considered as a fibration over the moduli space D of marked K3 surfaces.
The construction of the Hilbert scheme can be applied to the fibers of M.
We obtain a universal Hilbert scheme M[n], which is a fibration over D.
Since Xα is a universal subvariety of M [n], there is a corresponding fibration
over D as well. Consider the class t ∈ H2(M) as a function t(I) of the
complex structure I on M . Since the cohomology class t(I) is integer, and
D is connected, t(I) it is independent from I ∈ D. On the other hand, t(I)
has type (1, 1) with respect to I. There are no non-zero cohomology classes
η ∈ H2(M) which have type (1, 1) with respect to all complex structures on
M . Thus, t = 0. We obtain that ϕ∗([∆n]) = r[∆l], where r is some integer
number. It remains to check that r = n
l
. Recall that n
l
is an integer number
which is equal to k(k−1)2 , for some k ∈ Z, k > 1.
The points of the Hilbert scheme M [i] correspond to ideals I ∈ OM ,
dimOM/I = i. Consider a rational map ξ : M [l] −→M [n] mapping an
ideal I ⊂ OM to Ik. Let S ⊂ M [l] be the union of all strata ∆[α] of
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codimension more than 1. It is easy to check that ξ is well defined out-
side of S: for all ideals I ∈ M [l]\S, the ideal Ik satisfies dimOM/Ik = n.
Consider the pullback map on the cohomology associated with the mor-
phism ψ : M [l]\S −→M [n]. Clearly, H2(M [l]\S) = H2(M [l]). The map
ϕ∗ : H2(M [n])−→H2(Xα) = H2(M [l]) is equal to
ξ∗ : H2(M [n])−→H2(M [l]\S) = H2(M [l])
Let p ∈ π2(M [l]\S) be an element of the second homotopy group correspond-
ing to [∆l] under Gurevich isomorphism. It remains to show that ξ(p) is
equal to n
l
times the element of the second homotopy group π2(M
[n]) cor-
responding to [∆n]. The following observation is needed to understand the
geometry of ∆i.
Closed Artinian subschemes ξ ⊂M of length 2 with support
in x ∈ M are in one to one correspondence with the vectors
of projectivization of TxM . (9.2)
Therefore, generic points of ∆i correspond to the triples (X , x, λ), where X is
a non-ordered set of (i−1) distinct points ofM , x ∈M\X a point ofM and
λ ∈ PTxM a line in TxM . Fix X , x and an isomorphism PTxM ∼= CP 1. We
pick a map px : S
2 −→M [l] in such a way that px(θ) = (X , x, θ). Clearly,
the corresponding element of π2(M
[l]) is mapped to [∆l] by Gurevich’s iso-
morphism.
To simplify notations, we assume that l = 2. It is easy to do the case of
general l in the same spirit as we do l = 2.
Let U be a neighbourhood of x in M . Taking U sufficiently small, we
may assume that U is equipped with coordinates. Let Rλ be a parallel
translation of U along these coordinates in the direction of λ, for λ ∈ C2.
The map Rλ is defined in a smaller neighbourhood U
′ of x: Rλ : U1 −→ U .
The coordinates give a natural identification CP 1 ∼= PTyM , for all y ∈ U .
Let λ ∈ TxM\0 be a vector corresponding to θ ∈ PTxM . Clearly, then,
px(θ) = lim
t7→0,t∈R\0
{
x,Rtλ(x)
}
,
where the pair {x,Rtλ(x)} is considered as a point in M [2].
Let yi ∈ U [
n
2
]
1 \∆n2 be a sequence of points converging to ϕ′(x), where
ϕ′ : M 7→ M [n2 ] maps a maximal ideal of x ∈ M to its k-th power. Denote
the support of yi by Syi . Clearly,
ϕ(px(θ)) = lim
t7→0,t∈R\0
(
lim
i 7→∞
{yi, Rtλ(yi)}
)
.
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Taking limits in different order, we obtain
ϕ(px(θ)) = lim
i 7→∞
(
lim
t7→0,t∈R\0
{yi, Rtλ(yi)} = lim
i 7→∞
yi(θ)
)
,
where yi(θ) ∈ ∆n is a point corresponding to a closed subscheme inM [n] with
support Syi , of length 2 at every point of its support. For y ∈ Syi , consider
the restriction yi(θ)
∣∣∣
y
of yi(θ) to y, which is a closed Artinian subscheme
of length 2 with support in y. Clearly, yi(θ)
∣∣∣
y
corresponds to θ ∈ PTyM as
in (9.2). Varying θ, we obtain a map pi : CP 1 −→∆n\S, θ −→ yi(θ). By
construction, this map is homotopic to ϕ(px). On the other hand, it is clear
that pyi is homotopic to Card(Syi) =
n
l
times a homotopy class represented
by a map px : CP 1 −→∆n\S. This proves Lemma 9.11.
The Beauville-Bogomolov form identifies the second cohomology with its
dual. Thus, this form can be considered as a tensor in the symmetric square
of the second cohomology. To show that the embedding Xα →֒ M [n] is not
trianalytic, we compute the pullback ϕ∗BM [n] of the Beauville-Bogomolov
tensor BM [n] ∈ S2H2(M [n]). Consider the decomposition (9.1)
H2(M [i]) = H2(M)⊕ C ·∆i. (9.3)
Let P ∈ S2H2(M) be the tensor corresponding to the Poincare pairing.
Proposition 9.3 computes the form (·, ·)B ∈ S2H2(M)∗ in terms of Poincare
form and the decomposition (9.3): (·, ·)B = P − 2(n − 1)d2. Therefore, the
dual tensor can be written as BM [i] = P − 12(n−1) [∆i]2. We have shown that
ϕ∗ acts as an identity on the first summand of (9.3), and maps [∆n] to
n
l
[∆l].
Therefore,
ϕ∗BM [n] = P −
1
2(n− 1)
n
l
[∆l]
2 = BM [l] +
(
1
2(l − 1) −
1
2(n − 1)
n
l
)
[∆l]
2
(9.4)
By Claim 9.9, [∆l]
2 is not SU(2)-invariant. Since BM [l] is SU(2)-invariant,
ϕ∗BM [n] is SU(2)-invariant if and only if the coefficient of [∆l]
2 in (9.4)
vanishes:
(l − 1)−1 − (n− 1)−1n
l
= 0 (9.5)
Clearly, this happens only if (n− n
l
) = n−1, i. e. when n
l
= 1. By definition,
n
l
= k(k+1)2 > 3. Therefore, ϕ
∗BM [n] is not SU(2)-invariant, and Xα is not
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trianalytic in M [n].3
Comparing this with Claim 9.10, and Proposition 9.2, we obtain the
following result.
Theorem 9.12: Let M be a complex K3 surface without automor-
phisms. Assume that M is Mumford-Tate generic with respect to some
hyperkah¨ler structure. Consider the Hilbert scheme M [n] of points on M .
Pick a hyperka¨hler structure on M [n] which is compatible with the complex
structure. Then M [n] has no proper trianalytic subvarieties.
Remark 9.13: It is easy to see that a generic K3 surface has no complex
automorphisms.
Corollary 9.14: Let M be a complex K3 surface. Consider its Hilbert
scheme M [n]. Let M be the generic deformation of M [n]. Then M has no
complex subvarieties.
Proof: Follows immediately from Theorem 9.12 and Corollary 2.12.
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