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Why Rectified Linear Activation Functions?
Why Max-Pooling? A Possible Explanation
Julio C. Urenda and Vladik Kreinovich

Abstract At present, the most successful machine learning technique is deep learning, that uses rectified linear activation function (ReLU) s(x) = max(x, 0) as a nonlinear data processing unit. While this selection was guided by general ideas (which
were often imprecise), the selection itself was still largely empirical. This leads to
a natural question: are these selections indeed the best or are there even better selections? A possible way to answer this question would be to provide a theoretical
explanation of why these selections are – in some reasonable sense – the best. This
paper provides a possible theoretical explanation for this empirical fact.

1 Formulation of the problem: an explanation is needed
Deep learning is the most successful maching learning tool. At present, the most
successful machine learning technique is deep learning; see, e.g., [2]. It is a version
of neural networks where:
• in contrast to the previously used 3-layer schemes,
• many consecutive layers of neurons are used.
What makes deep learning successful? Simply increasing number of layers is not
sufficient to make deep learning successful. The current success is also largely due
to the appropriate selection of other features.
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One of such features is the selection of the rectified linear activation function
(ReLU) s(x) = min(x, 0) as a non-linear data processing unit. This selection was
guided by general ideas (which were often imprecise).
At present, the selection of ReLU is mostly empirical. At present, the selection
of ReLU is still largely empirical – researchers:
• tried different selections corresponding to the original imprecise ideas, and
• chose the selections that worked the best.
A natural question. The empirical nature of these selections leads to the following
natural question:
• Are these selections indeed the best?
• Or are there even better selections – and we do not know about them, since they
have never been tried?
What we do in this paper. In this paper, we provide a theoretical explanation of
why this (and other) selections are – in some reasonable sense – the best.

2 Why rectified linear neurons: our explanation
The main purpose of machine learning: reminder. The main purpose of machine
learning is:


• based on examples x(k) , y(k) , k = 1, . . . , K,
• tocome
 up with an algorithm f (x) that fits all these examples, i.e., for which
(k)
f x
≈ y(k) for all k.
Once the machine learning tool is trained, we can use it to compute y = f (x) for any
given x.
In many applications, decreasing computation time is the main objective. In
many practical problems, we need the result y as soon as possible. An example for
this need is when computing the control values y based on the current state x of a
self-driving car. In such situations, it is necessary to minimize the time needed for
computing f (x).
How neural networks operate: a brief reminder. In a neural network, computations mean interchangingly applying:
• linear transformations, and
• nonlinear transformations z = s(x).
So, it is important to select the corresponding function s(x) which is the fastest to
compute.
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In general, which functions are the fastest to compute? In a computer, every
computation is performed as a sequence of hardware supported operations. These
are min, max, sum, and product. Among these functions:
• min and max are the fastest,
• sum is somewhat slower, and
• the product is slower than the sum.
Thus, the fastest possible function s(x) is the one that can be computed:
• by a single hardware supported operation,
• and ideally, by the fastest of them.
So, it is reasonable to use min and max.
Which activation functions are the fastest to compute? When we compute s(x):
• we can use the input x, and
• we can use constants c, c′ , . . . .
For activation functions:
• Computing min(x, x) or max(x, x) does not makes sense, since this is simply x.
• Similarly, computing min(c, c′ ) or max(c, c′ ) does not make sense – we simply
get one of these constants.
So, the only operations that make sense are min(x, c) and max(x, c), for some constant c.
Which constant should we use? Out of all possible constants c, the constant c =
0 is the fastest to generate, since 0 is the default value of each computer-stored
variable.
Conclusion of this section. So, we end up with:
• function max(x, 0) – which is exactly the rectified linear function, and
• function min(x, 0) – which is, in some reasonable sense, equivalent to ReLU.
So, we have indeed provide a simple theoretical explanation for the empirical success of rectified linear activation functions.

3 Why max-pooling
Need for pooling. One of the main applications of neural networks is to process
pictures. In a computer, a picture is represented by storing intensity values for each
pixel. For color pictures, we need intensity values corresponding to three basic colors
There are millions of pixels. Processing all these millions of values would take a
lot of time. To save this time, we can use the fact that for most images:
• once we know what is in a given pixel,

4

Julio C. Urenda and Vladik Kreinovich

• we can expect approximately the same information in the neighboring pixels.
Thus, to save time:
• instead of processing each pixel one by one,
• we can combine (“pool”) values from several neighboring pixels into a single
value.
Which pooling operation should we select? The whole objective of pooling is to
speed up data processing. From this viewpoint, we need to select a pooling operation
which the fastest to perform. This means that we need to select a pooling operation
which is performed:
• by using the smallest possible number of hardware supported computer operations, and
• these operations should be the fastest.
If we use only one hardware supported operation, we get min(a, b), max(a, b)
(and a + b). This is exactly what works well in deep learning; see, e.g., [2].

4 Which fuzzy operations?
We can apply the same ideas to selecting “and”- and “or”-operations (t-norms and
t-conorms) in fuzzy logic; see, e.g., [1, 3, 4, 5, 6, 7]. We can then conclude that:
• Among all possible “and”-operations, the fastest is min(a, b).
• Among all possible “or”-operations, the fastest is max(a, b).
So, we get yet another explanation of why min(a, b) and max(a, b) are empirically
successful.
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