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As technology advances with each new day, so do the applications and uses of the different
modalities of technology, including transportation, particularly in ADAS vehicles. These systems
allow the vehicle to avoid collisions, change lanes, adjust the vehicle’s speed, and more without
the need of driver input. However, each sensor type has a weakness, and most advanced driverassisted system (ADAS) vehicles rely heavily on sensors, such as RGB cameras, radars, and LiDAR
sensors. These visual-based sensors may collect very noisy data in cloudy, raining, foggy, or other
obscuring phenomena. Radar, on the other hand, does not rely on visual information to produce
meaningful output, and instead collects range and velocity information. This research aims to use
radar technology for human motion classification using traffic signaling based on motions generally
used in the American traffic system, while also fusing data from other visual sensors and validating
results using neural networks.
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CHAPTER I
INTRODUCTION

1.1

Overview
There may be a time when an autonomous vehicle is in an area with no traffic lights, traffic

signs, or other common indications that dictate driving laws. For example, if the vehicle is at
a four-way intersection and the power grid is out of commission, there would likely be a law
enforcement officer directing traffic by means of motion signaling. These motions would include
the waving of hands and arms to direct the vehicle to move forward, turn in a specific direction,
or to wait on other vehicles present to move. The vehicle’s sensors must be able to capture these
motions in their respective representations, and the vehicle’s CPU must be able to interpret what
these different motions mean.
This research collects and presents a new dataset that involves traffic signaling motions based
on those used in the American traffic system. Multiple studies have collected data from human
movement for classification or tracking purposes, but not to the extent presented in this research
[31], [11], [19], [30], [25]. This dataset is a collection of 12 different traffic signaling motions that
are performed with respect to a potential ADAS vehicle’s point of view. Raw radar IQ data, radar
point cloud, LiDAR, and visual sensors have been employed. For the purposes of collecting more
data samples, each of the 12 motions is performed in five repetitions, for a total of 60 motions per
participant.
1

Participants are guided by an instructional video in a motion capture laboratory with six different
sensors recording the participants’ movements. These sensors include two Texas Instruments (TI)
automotive millimeter-wave (mmWave) radars, a front-scanning LiDAR, a 360◦ scanning LiDAR,
an RGBD camera, and a Vicon/MotionMonitor motion capture system. The radars, LiDARs,
and RGBD camera represent the sensors on an ADAS vehicle, while the motion capture system
represents a physical ground truth for the data. One of the TI radars collects raw complex voltage
measurements for use in analyzing spectrograms for a visual representation of Doppler frequencies,
while the rest of the sensors provide visual point cloud data for spatial awareness. The motion
capture system provides the ground truth for the positional information.
ADAS vehicles use data from the multiple sensors placed on or in the vehicle to take appropriate
action on the road. These actions are the not based on the individual results from the sensors,
but rather a combination of the data from the sensors, which is known as data or sensor fusion.
Sometimes data from individual modalities may seem meaningless or confusing, as their outputs
may not give enough information to a general network. Sensor fusion helps to create a higher
understanding of what is being presented to the vehicle by using different features in the datasets
across all sensors used. This study seeks to fuse data from the radar, which is known for collecting
kinematic data through radio frequency returns, with data from the Ouster OS-1 LiDAR, which
can reproduce the three-dimensional scene of its surroundings in a time sequence.

1.2

Motivation
Autonomous vehicles first became a topic in the automotive industry as early as the 1930s,

when Norman Bel Geddes combined Germany’s Autobahn technology with electronic speed and
2

collision control systems [39]. These early prototypes would utilize magnetic tracks and rails to
enable automatic control, relieving drivers of manual input. Today, many autonomous vehicles
have implemented technology that allows for automatic lane change due to surrounding vehicle
tracking; adaptive cruise control, so that the vehicle can adjust for other vehicles that may drive
slower; and even lane keeping for drivers that may be distracted away from looking at the road. The
vehicle’s CPU makes decisions appropriate with the conditions of the surrounding environment.
According to SAE International, vehicles are categorized into 6 levels of automation, with Level
0 including no autonomous features and Level 5 involving full automation in all conditions [5].
As autonomous vehicles become more advanced, these vehicles eventually obtain total control and
responsibility over actions executed on the road.
While the autonomous vehicle industry grows each year and expects to be worth trillions of
dollars by 2025, not everyone is comfortable with the idea of their vehicle driving themselves
to everyday locations [8]. Leaving vehicles liable to making decisions concerning the safety of
passengers is not a comforting fact to much of the population, especially when considering that it
is nearly impossible to teach vehicles to make life or death decisions.
These concerns about the safety of passengers in vehicles with at least some autonomy may
be attributed to how the data is being handled between the sensors and the car’s CPU. Visual
sensors, such as RGB cameras and LiDAR, can easily collected data obscured by a variety of
weather phenomena, such as rain, fog, mist, or dust. Radars, while having an adequate ability to
track kinematic data, do not have the ability to see visual information that cameras and LiDARs
incorporate. These issues are raised especially when people are major contributing factors in the
surrounding environment.
3

To help resolve these issues, the vehicle’s CPU should fuse the data between the different
sensors to maximize performance. Building on the method of data fusion, the sensors should be
tested and used in methods that may seem unconventional or irrelevant in the sense that some
sensors are decidedly better suited for certain tasks than others. This idea of data fusion and new
forms of analysis would reduce the risk of using fully autonomous systems and increase overall
efficiency.

1.3

Objectives
The objective of this research is to explore the possibility of classifying human motions related

to traffic signaling gestures with automotive sensors and to see if it is possible to utilize data from
these sensors in, by today’s standard methods, unconventional means, such as using radar to track
spatial information using velocities from the arms and hands of a person. Chapter II discusses the
nature of the technology used in the study, as well as how other research studies have utilized these
types of sensors in similar fashions. Chapter III lists the procedures, hardware, and software used to
collect the dataset and process the data samples to reach a computational result. Chapter IV details
the results of the study, with regards to initial results from analyzing classification performance
of the spectrogram images from one TI radar, and eventually, data fusion using spectrograms and
point cloud information. Lastly, Chapter V aims to summarize the findings in the setup, execution,
and implementation of the study, with an outline of potential continuation for the dataset’s future.

1.4

Contributions
With this study, I contribute to the research community a new dataset comprised of raw radar

data, as well as LiDAR, RGBD camera, and motion capture data. This data has been collected
4

under the IRB-21-256 protocol. By supplying this raw information for others to work with, many
different results and discoveries can be made widely known through other presentations and papers.
I also plan to publish a paper to the IEEE Sensors Journal Special Issue on Sensing and Machine
Learning for Automotive Perception.

5

CHAPTER II
BACKGROUND

2.1

Precedent in Automation of Transportation Systems
The idea of self-driving vehicles was always an interest to the visionaries of the world, dating

back to the 13th century with Leonardo da Vinci, who sketched a pre-programmed clockwork cart
that could have propelled itself over 100 feet [39]. Vehicles have had some form of guidance when
traversing the paths carved out for them, whether they be steamboats, trains, or other common
modes of transportation pre-21st century. These modes typically would carry exports across
countries to who purchased supplies or were in need due to a lack of resources. Other times, early
motorized vehicles would transport large groups of people who wished to travel long distances.
However, societies eventually pondered the idea of traveling even further, bypassing sections
of land entirely. On December 17, 1903, the Wright Brothers unveiled and tested the first four
flying machines in existence, with test distances ranging from 120 feet in 12 seconds to 859 feet
in 59 seconds [4]. Not only would air travel become one of the fastest transportation methods in
the world, but it would also include one of the first autonomy systems in travel. In 1912, Lawrence
Sperry created the first autopilot system, known famously as “George” (the gyroscopic automatic
pilot) [6]. Sperry’s autopilot invention became so popular in the 1920s and 1930s, it allowed
Howard Hughes to fly around the world in three days and 19 hours (a world record at the time),
and Americans used similar devices in their World War II planes [6].
6

Eventually, the Age of Information began to take the world by storm in the mid-20th century,
and societies were able to transmit and receive information in ways that simply weren’t possible
before. The Internet was developed in the 1970s by the United States Department of Defense,
which allowed military personnel to use computers from terminals in other physical locations [2].
Once the Internet was widely available to the public in the 1990s, the World Wide Web was created
[2]. This technological introduction to the world allowed for unprecedented efficiency in how
people communicate amongst one another, study information for academic and personal use, and
acquire new services and goods, which allowed for a massive expansion in advertisement.
However, computer and AI enthusiasts had been dreaming of cars that were intelligent enough
to drive themselves on everyday roads and streets since the 1960s, but real progress was much
more daunting and incremental than what was first realized. Not only was the technology just
not available in the mid-20th century, the sensing and analysis behind the processing of such
data weren’t feasible; however, this fact didn’t deter the visionaries of today’s technology. Ernst
Dickmanns, a German pioneer, was able to create a system that allowed a Mercedes Benz van
to drive autonomously for hundreds of miles on a highway in the 1980s, which allowed other
engineers around the world to add improvements [39].
Today, self-driving ADAS cars are starting to become more of a reality than a dream of science
fiction. Companies such as Google, Tesla, Mercedes Benz, BMW, and others have begun testing on
prototype models of their own ADAS vehicles. These vehicles feature sensor technology that can
track and predict the position and speed of other objects in the surrounding environment, as well
as make decisions based on the environment itself. These sensors may include camera, LiDAR,

7

radar, ultrasonic, and more. The industry has invested heavily into this type of research and is
worth about $56 billion [9].
While the autonomous vehicle industry may be growing on a large scale, not all drivers and
consumers are willing to put their lives in the hands of a car’s computer. Many people believe the
main problem with fully autonomous vehicles is an ethics issue. Lin et. al [24] states that “despite
good reasons to limit engineers’ decision-making authority in some cases, it is clearly impractical
to solicit user input in many hard cases involving collision management, and sometimes soliciting
user input will introduce new ethical problems,” [24] which reinforces the idea that it is difficult
and often impossible to morally make decisions when in a moment of panic that places not only
the driver but also pedestrians (or multiple groups of pedestrians) at risk. People also have a right
to be skeptical of the technology that’s in ADAS vehicles, regardless of if any accidents were the
result of the programming or just the driver. The first known fatality that involved the autopilot
feature in a Tesla car was in 2016 when the Model S vehicle collided with a tractor trailer running
perpendicular on the highway [38]. While the autopilot is rightfully put into question due to the
fatal incident, Tesla always warns any driver who uses the autopilot feature to always pay attention
to the road.
Nevertheless, it is important to acknowledge the improvements that ADAS technology presents
when built into a vehicle. With a variety of sensors built into the body of the car to track objects in
the surrounding environment, the vehicle can adjust its speed and direction based on what occurs
near, behind, or in front itself. The United States Department of Transportation recognizes that
ADAS technology aids drivers in lane-keep assist with blind spot monitoring, alerts drivers that may
be approaching at dangerous speeds behind them or when vehicles are reversing toward the driver,
8

or if a vehicle ahead in position suddenly reduces speed or stops all together among other things
[1]. Since most Americans own cars that do not have autopilot capabilities, it’s safe to assume
that most collision related incidents occur due to human error and weather-related phenomena,
with more than 35,000 people dying in car crashes in the United States every year [1]. It’s also
worth noting that large sums of money are typically involved in collision-related incidents, either
due to car insurance, repairs, or medical expenses that cause immense amounts of stress for any
party related, as well as time and money lost in the efficiency of the general economy. According
to [1], motor vehicle crashes cost a total of $893.6 billion in 2010, with $242 billion lost from
economic activity, $57.6 billion lost from workplace productivity, and $594 billion to due loss
of life and medical expenses. By allowing and improving on ADAS technology, many of these
undesired incidents would be far less likely to exist, and the finances involved in fixing many of
these problems would be reduced significantly.

2.2

Traffic Signaling
Traffic signaling and enforcement is an important part of any patrol officer’s job, whether that

includes directing traffic to move in certain directions during parts of the day where traffic is
typically congested, at high population density events (such as sports or concert events), during
emergencies, or when construction is underway in a city [3]. During times of congested traffic or
other traffic incidents, it’s difficult to know how to proceed on the road, especially if a driver cannot
see what the situation is or what traffic is like in the oncoming direction. Having law enforcement
officers help direct traffic through a situation becomes very helpful and, in conjunction, stressrelieving. Officers typically use gestures that involve waving their arms and/or hands in some
9

form of circular motion to keep traffic moving in specific ways. In certain instances, at night or in
darker environments, officers may use flashlights or flares to signal drivers in distinct parts of an
intersection.
For autonomous vehicles, the sensors will collect data from whatever transpires ahead, including
not only a traffic signaling officer, but also other vehicles on the road, pedestrians, and other
environmental noise that could overpower the signal coming from the officer. This is especially
true in the case of high population density events with lots of people walking around the vehicle
and its sensors.

2.3

Radar and Micro-Doppler
Radars are not visual sensors, which include camera and LiDAR. Therefore, radars do not

have the advantage of analyzing colors through means of RGB information and shapes through
segmentation methods (with or without RGB information). Radars transmit pulses of RF energy
in, generally, one direction. This energy eventually hits an object and then scatters in all possible
directions, and what returns to the radar is the only information that the radar receives. An analogy
to represent the scope of energy that returns to the radar is that “a radar screams, but only hears a
whisper.” This is because most of the energy scattered in the environment never returns to the radar.
The ratio of the received signal strength to the amount of noise is known as the signal-to-noise
ratio (SNR). The SNR of any received signal can be calculated using Equation 2.1 below [34].
SNR =

𝑃𝑇 𝐺 𝑇 𝐺 𝑅 𝜆𝑇 𝜆 𝑅 𝜎𝑛 𝑝
𝑃𝑅
=
𝑃 𝑁 (4𝜋) 3 𝑅 4 𝑘𝑇0 𝐵𝐹 𝐿 sys

(2.1)

In this equation, 𝑃 𝑅 , 𝑃 𝑁 , and 𝑃𝑇 represent the received, noise, and transmitted power, respectively, in Watts, 𝐺 𝑇 and 𝐺 𝑅 represent the transmitted and received gain of the signals, 𝜆𝑇 and 𝜆 𝑅
10

represent the wavelengths of the transmitted and received signals in meters, 𝜎 represents the radar
cross section on the target in square meters, 𝑛 𝑝 represents the number of pulses transmitted by
the radar, 𝑅 represents the range of the target from the radar in meters, 𝑘 represents Boltzmann’s
constant, 𝑇0 represents the standard temperature of 290 K, 𝐹 represents the noise figure, and 𝐿 sys
represents the overall system loss. A useful tool to determine the desired parameters and resulting
SNR can be found by using what’s known as a Blake Sheet [12]. Figure 2.1 shows a Blake Sheet
with various parameters relating to a radar’s specification and the object it’s attempting to detect.
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Figure 2.1
The Blake Sheet.
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Figure 2.2
Time and Frequency Domain Representations of the Chirp Signal.

In terms of frequency-modulated continuous wave (FMCW) radar, the frequency at which the
radar transmits a signal can be changed, which then allows for further processing on position,
velocity, and even angular tracking. A common signal that is transmitted by a FMCW radar is the
chirp signal, whose frequency increases linearly over time, effectively giving the signal a defined
bandwidth. Figure 2.2 shows the plots of a chirp signal represented in both the time and frequency
domains.
Equation 2.2 shows the linear relationship between the chirp frequency and time in seconds.
The chirp frequency is represented by 𝑓 (𝑡), while 𝑓0 represents the initial frequency at time 𝑡 = 0,
𝐵 represents the chirp bandwidth, 𝑇SW represents the chirp sweep time in seconds, and 𝑡 is the time
in seconds.
𝑓 (𝑡) = 𝑓0 +

𝐵
,
𝑇SW
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0 ≤ 𝑡 ≤ 𝑇SW

(2.2)
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Figure 2.3
The Radar Data Cube.

The samples received by an FMCW radar can be conveniently stored in a structure known as the
radar data cube. The rows of the data cube represent the fast-time samples, or the analog-to-digital
conversion (ADC) values, and the columns of the data cube represent the slow-time samples, or
the chirp loops transmitted by the radar (which also corresponds to the time-samples of the data).
Figure 2.3 shows an example of a radar data cube, with the third dimension of the cube representing
the different RX channels.
One type of processing that can be done with an FMCW radar is Doppler processing. The
Doppler effect occurs when “the motion of the source causes the waves in front of the source
to be compressed and behind the source to be stretched” [13]. Adapted from [13], Figure 2.4
shows a visualization of the Doppler effect. This phenomenon gives useful information to signal
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Figure 2.4
The Doppler Effect.

processing, such as if an object is moving towards or away from any given sensor that can track a
source.
The resulting frequency of the Doppler Effect can be seen in Equation 2.3, where 𝑓 𝐷 is the
resulting Doppler frequency, 𝑐 is the speed of light in meters per second, 𝑣 is the velocity relative
to the radar in meters per second (𝑣 is positive when moving towards the radar), and 𝑓 is the
transmitting frequency of the radar.
𝑓𝐷 =

𝑐
𝑓
𝑐+𝑣

(2.3)

As such, micro-Doppler for a radar refers to the changes in received frequencies from a target
that involve small oscillating movements that are very miniscule compared to larger or entire
objects, such as the propellors of an aircraft spinning or a human walking with their arms and
legs constantly moving. These small movements induce frequency modulations on the frequencies
15

of a radar’s signal, which is helpful in determining the kinematic properties of any given target
[13]. Any radial motion that occurs toward the radar will result in a positive Doppler frequency,
while radial motion away from the radar results in a negative Doppler frequency (assuming positive
velocity occurs towards the radar). One way to visualize the micro-Doppler information in a radar
signal is with a spectrogram. Spectrograms are a widely used method for visualizing changes in
both the time and frequency domains simultaneously, a process that isn’t possible with just the
standard Fourier Transform (FT). The spectrogram of any signal can be found by using the ShortTime Fourier Transform (STFT). Equations 2.4 and 2.5 below show the discrete calculation for a
signal in the time-frequency domain and computing the spectrogram from the STFT, respectively.
STFT[𝑥 [𝑛]] 𝑚,𝜔 = 𝑋 [𝑚, 𝜔] =

∞
∑︁

𝑥 [𝑛]𝑤 [𝑛 − 𝑚]𝑒 − 𝑗 𝑚𝑛

(2.4)

𝑚=−∞

Spectrogram[𝑥 [𝑛]] 𝑚,𝜔 = |𝑋 [𝑚, 𝜔]| 2

(2.5)

In Equation 2.4, 𝑚 is the discrete time point to be analyzed, 𝜔 is the output frequency, and
𝑤 is the windowing function centered at discrete time step 𝑚, which slides over the signal at a
specified intervals to analyze the frequency information of the signal. As the window slides to the
next discrete time step 𝑚, the product of the original signal 𝑥 [𝑛], the window function 𝑤 [𝑛 − 𝑚],
and the Fourier kernel 𝑒 − 𝑗 𝑚𝑛 is taken to create a frequency analysis at time step 𝑚. The summation
of these products produces the STFT. The spectrogram is essentially the power output of the STFT
output, which discards any phase information of a signal [13]. Figure 2.5 shows a visualized
spectrogram using an image of scaled colors. Positive Doppler frequencies are represented above
the horizontal axis at 0 Hz, while negative frequencies sit below the horizontal axis.
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Figure 2.5
An Example Spectrogram.

There is a tradeoff with the parameters for finding the spectrogram. The resolutions of the
windows in the time domain and the frequency domain are contrasting. To obtain a high frequency
resolution, the processing of the STFT must use a long window in time, effectively reducing the
time resolution of the output. Likewise, to obtain a high time resolution, a short window in time
must be used, reducing the frequency resolution.

2.4

LiDAR and Point Clouds
LiDAR sensors use pulsed lasers to measure the distance of an object using the time it takes for

the lasers to return to the sensor. Since LiDAR technology records the distance of multiple returns,
LiDARs can record and recreate entire objects and environments in three dimensions. Figure 2.6
shows a point cloud created from the Ouster OS-1 LiDAR.
17

Figure 2.6
An Example LiDAR Point Cloud.
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Equation 2.6 shows the simple relationship [35] between the captured distance of a target 𝑑 in
meters, the speed of the laser light 𝑐 in meters per second, and the time-of-flight for the laser 𝑡 in
seconds. The calculated distance must be cut in half due to the round trip of the laser.
𝑑=

𝑡𝑐
2

(2.6)

LiDARs can be constructed in either two- or three-dimensional scanning models; the difference
between the two-dimensional and three-dimensional variants is that the 2D LiDAR will scan the
entire field-of-view on the same plane that resides in front of the laser emitters on the sensor, while
a 3D LiDAR will mechanically scan the environment in both the azimuth and elevation dimensions.
Both variants have their advantages and their disadvantages; the 2D LiDAR can only see what’s
in front of the device (usually at a lower distance) but can process data at a higher frame rate (and
sometimes include RGB information encoded with each 3D coordinate point), and the 2D LiDAR
also has fewer moving parts, putting less stress on the device. The 3D LiDAR can scan the entire
surrounding environment at the cost of frame rate (usually about 10-20 Hz). This ability to sense
objects and other spatial information in the environment provides an advantage over RF sensors,
such as radar, and can provide equally important information from sensors such as cameras, both
in RGB and RGB-depth (RGBD).

2.5

Deep Learning and Sensor Fusion
When discussing the topic of classifying objects or entire images into multiple categories, a

current state of the art method is the deep neural network. Neural networks (NN) have been one
of the main tools for automation in numerous datasets, whether these datasets include images,
videos, three-dimensional point clouds, or even just matrices of numerical values. However, unlike
19

traditional machine learning, which requires feature selection or input from a programmer, deep
learning involves a network learning the features from the dataset itself. Several parameters of the
network are calculated via backpropagation and used in the next iterative execution of the network
for performance analysis. Based on the performance of the network, the network will change the
behavior of its structure to improve on itself.
One of the most common NNs that programmers and engineers use is the convolutional neural
network (CNN), which is favored for its simplistic structure and for its speed in classification
performance. CNNs typically have four main layers in their structures: convolutional layers,
pooling layers, fully-connected (FC) layers, and softmax activation layers [14]. Convolutional
layers take an input of values and reduce the size of the data via the mathematical convolution
of all the values in the layer’s receptive field using a filter of weights. Pooling layers essentially
perform dimensionality reduction on an input, whether this means taking the largest values or
an average value in a section of data. FC layers are composed of one output layer, of which
each node is connected to all the input layers. FC layers are generally used near the end of a
CNN for classification output before using an activation, typically a softmax layer for probabilistic
predictions, which then leads to a classification output.
Long Short-Term Memory (LSTM) networks are variations of recurrent neural networks (RNN)
that are designed for analyzing time-series data, which provides an advantage over standard neural
networks [20]. The problem with standard RNNs is that they cannot retrace features or elements
for several discrete time steps back; this is due to back propagation errors either growing out
of proportion or shrinking with every time step [37]; LSTM networks alleviate this issue due to
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their ability to bridge data from over 1,000 discrete time steps [37]. This proves advantageous in
remembering key features and variable state information for temporal datasets [16], [40].
LSTMs use memory blocks or cells which act as gates for the inputs and outputs of the LSTM
unit within the network. The memory blocks regulate a constant error to achieve the central
short-term memory feature of an LSTM. The input gates to the memory blocks are controlled by
an activation function, typically a sigmoid function [37], to keep values normalized. The output
gates of the memory blocks can control access to the contents of the LSTM unit.
Multiple studies have observed the use of LSTMs on LiDAR point cloud (PCL) data, each
with their own desired outcomes. Huang et al. [20] analyzes the use of LSTMs for temporal
three-dimensional object detection in LiDAR PCLs. The novelty of this study is that the network
can detect different objects across multiple frames in the PCL as opposed to detecting objects on a
frame-by-frame basis. Rather than using a “vanilla” LSTM unit, [20] uses a 3D Sparse Conv LSTM
to analyze voxels across long sequences, which aids in fusing accumulated memory and input data
regardless of the length of time in the sequence. The 3D Sparse Conv LSTM is composed of a joint
voxelization block connected to a 3D Sparce Conv U-Net, which concatenates a backbone feature
with a hidden feature that are used to produce gates and memory candidates. The output features
from the LSTM unit are de-voxelized before looping back to the LSTM unit. This approach gives
the LSTM enough potential to conduct sequential reasoning to avoid expensive computation in
nearest neighbor searching.
Another study conducted by Min et al. [28] analyzes PCLs for gesture recognition using a
proposed PointLSTM network, which aims to transfer information from earlier segments to later
segments in a time sequence to preserve spatial structure. The proposed network also combines
21

state information from different three-dimensional points with current features to update current
states using a custom weight-sharing LSTM layer. Ref. [28] uses two methods for analysis: pointindependent states and point-shared states. The point-independent state method assumes that each
point in the PCL has an independent hidden state and cell state. This problem is simplified as
a correspondence between nearest neighbor points can be obtained. Each hidden and cell state
are updated using a symmetric function acting as a max-pooling layer. Ref. [28] points out that
the point-independent state can become very time consuming; therefore, the point-shared state
method is proposed, which assumes that all points in the same frame have shared hidden states
and cell states. The point-shared state method updates each state at each time step, with the
symmetric function acting as an average-pooling layer, rather than a max-pooling layer. Ref. [28]
then investigates the misalignment of data between each frame of the PCLs by analyzing two
methods of grouping the points together: direct grouping and aligned grouping. The method of
direct grouping involves finding the k-nearest neighbors of a centroid in the previous frame and
making the nearest neighbors a set of neighboring points, which can integrate spatial information
of adjacent frames for objects that remain stationary; the direct grouping method also has no radial
limitation, allowing for tracking of fast-moving objects. Aligned grouping involves estimating
scene flow from previous frames for centroids in the PCL and aligning the centroids in neighboring
frames, although this method is considered quite challenging since many objects are not rigid
bodies. Another process that occurs prior to classification is the resampling of the PCLs to reduce
data size. Using a density sampling method with Euclidean distance, k-nearest neighbors, and an
integrable weight function, points are selected with lower density as they are likely the boundary
of objects in the PCLs.
22

Sensor fusion is the process of combining data from multiple sensors to form a single model,
leading to a more accurate representation of the surrounding environment. This process of fusing
data from different modalities can help to alleviate the inherent weaknesses with each type of
sensor. For instance, in foggy weather, a radar would operate much more reliably than a LiDAR
due to the accuracy of a radar’s velocity and bearing tracking; in contrast, in clear weather, a
LiDAR would be much more reliable with spatial resolution than a radar [7].
One goal of sensor fusion is to create high probabilistic outputs, even when the individual
inputs are unreliable. This helps to create an accurate prediction of an object’s kinematic state.
For example, using PCLs on their own may lead to some correct classification in a network, but
incorporating kinematic data (such as velocity, acceleration, and bearing) associated with each
point in a PCL will boost network performance. Some common examples of sensor fusion include
the CLT and the Kalman filter. The Central Limit Theorem (CLT) states that as the sample
size of a population grows larger and larger, the sampling distribution of the sample mean will
be approximately normal (bell-curved) [29]. The CLT becomes significant in sensor fusion for
reducing noise in a dataset. As more and more data are used as input to a model, a true average can
eventually be obtained, thus reducing the influence of noise in classification training, which agrees
with the CLT. According to [7], the Kalman filter recursively takes data from multiple inputs and
estimates future values, even with the potential for high signal noise. This allows the Kalman filter
an advantage over single-method measurements, since the Kalman filter is an optimal predictor
(given the system is linear and Gaussian and the noise is also Gaussian).
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2.6

Deep Learning Applications on Radar Micro-Doppler
Numerous studies have observed the use of micro-Doppler analysis using FMCW radar sensors.

Guo et al. [17] studied the detection and tracking of unmanned aerial vehicles (UAVs) in a densely
populated urban environment. In Ref. [17], several small radar sensors are placed onto buildings
to essentially cover blind spots that other buildings would create for any given sensor, while a more
conventional radar system on top of a central location in the environment is used. Ref. [17] not
only uses spectrograms via the STFT but also employs an inverse FFT along the Doppler axis from
one output of the STFT and an FFT along the time axis, then combining all outputs for feature
extraction. The results of the study show that this system of small radar sensors was able to collect
data and using processing techniques that could distinguish different types of targets, such as UAVs,
pedestrians, vehicles, and even air conditioning units, as well as different models of UAVs from
one another.
Another study conducted by Rahman et al. [32] shows the effects of micro-Doppler processing
on American Sign Language (ASL) data to analyze the disconnect between native and non-native
signers, as well as the sensing of a trigger sign gesture for interactive and smart devices in a more
commercial consumer environment and if specific words can be isolated due to their kinematic
characteristics. Ref. [32] uses 20 different words for the classes that native and non-native ASL
signers while mixing sequences of words together with the participants performing daily activities,
such as walking, sitting, etc. Ref. [32] also analyzed the use of imitation data versus “fake native”
data, which involved synthesized data of the imitation data as opposed to data from native signers.
The results of the ASL study show that a physics-aware general adversarial network (GAN) can
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distinguish between different ASL signs at a performance of 91.3% accuracy, and that ASL signs
interwoven with daily activities achieved 92.3% accuracy with trigger sign detection rate of 0.93.
Many modifications have been made to the CNN that allow for different uses of the network
archetype. One version of the CNN is the regional CNN (R-CNN) [16], which extracts region
proposals that contain smaller objects then computes features from the data in the same fashion
as a standard CNN. The R-CNN tends to be very slow compared to the CNN due to its selective
search algorithm, although faster variants of the R-CNN attempt to rectify this issue. A facial
detection study [22] uses the Faster R-CNN to classify different faces from multiple datasets by
combining using the shared convolutional layers between a region proposal network (RPN) with
the Faster R-CNN. One well-known network that uses the same principles as the R-CNN is called
You Only Look Once (YOLO), which uses detection and localization as a regression problem for
class probabilities and bounding boxes. While YOLO runs very quickly and can handle many
classes at once, it struggles with finding smaller objects located in the image, especially if there are
many of them [10] , and YOLO also struggles with low recall rates and more localization errors
compared to Faster R-CNN.
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CHAPTER III
METHODS AND IMPLEMENTATION

In this chapter, I discuss the data collection procedures for the study, as well as the methods of
analysis for radar micro-Doppler, LiDAR point clouds, and eventually sensor and data fusion. The
data collection procedures include the setup of the various sensors as well as the steps involved in
collecting the data under the IRB-21-256 protocol. The methods of analysis for the radar microDoppler include the extracting and processing of the data from the TI AWR2243 radar, along with
the NNs used to classify the different spectrogram images. The LiDAR PCL analysis methods
include the steps of collating the PCL data for use in an LSTM network. Lastly, the methods of
the sensor and data fusion are listed for combining different features from the radar micro-Doppler
images and the LiDAR PCLs.

3.1

Data Collection Procedures
The data collection for this study utilizes six different sensors for observing kinematic movement

and visual data to achieve the goal of motion analysis and classification of traffic gestures. Of the
six sensors used, four are designed for automotive or short-range application; these sensors include
a TI AWR2243 mmWave radar, a TI AWR1642 mmWave radar, an Intel Realsense L515 LiDAR,
and an Intel Realsense D435 camera. The fifth sensor used is an Ouster OS-1 360◦ scanning
LiDAR, and the sixth sensor used is the MotionMonitor motion capture system with Vicon motion
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Figure 3.1
Intel and TI Sensors Automotive Sensors for Kinematic and Spatial Tracking.

capture cameras. These six sensors are controlled in three different data collection environments.
The AWR2243 is controlled using TI’s mmWave Studio software for raw voltage collection;
the AWR1642, L515, D435, and OS-1 sensors are controlled using the robot operating system
(ROS) for radar scan, RGBD, and PCL information; and the MotionMonitor system collects threedimensional positional data for key centroids on the participants’ upper bodies, as well as rotation
and flexion of joints and the head. Figure 3.1 shows the setup for the automotive sensors, while
Figure 3.2 shows automotive sensors next to a Microsoft Screen for participant use, and Figure 3.3
shows the layout of the capture space of the laboratory.
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Figure 3.2
Tabletop Sensors with the Microsoft Screen.

Figure 3.3
Laboratory Space Layout.
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Figure 3.4
Stop, Go, and Continue.

The dataset created for this study is comprised of 12 traffic signaling gestures based on motions
used in the American traffic system. These motions are designed to direct an oncoming vehicle
to either stop, move from the stopping point in one of three directions, or to have traffic in any
given position wait for other traffic to proceed onto the road. The gestures involve movement of
not only the arms and hands of the participants, but also the rotation of the head to look in specific
directions. Figure 3.4 to Figure 3.7 show each gesture performed by a participant fitted with a
motion capture suit, along with descriptions of each gesture given in the text.
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Figure 3.5
Left Turn; Right Turn; and Stop Left, Go Front.

Figure 3.6
Stop Right, Go Front; Stop Both Sides, Go Front; Stop Front, Go Right.
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Figure 3.7
Stop Front, Go Left; Stop Front, Go Back; Stop Back, Go Front.

(a) Stop – stop the oncoming vehicle; the participant moves their right hand directly in front of
them, with the elbow extended (straight) and the hand open.
(b) Go – let the oncoming vehicle move forward; the participant both hands directly in front of
them, with the elbows extended; the participant then flexes (bends) both elbows, moving the
hands towards the shoulders.
(c) Continue – let oncoming vehicles already moving forward continue to move forward; the
participant puts their right hand directly in front of them, with the elbow extended; the
participant then flexes the right elbow, moving the right hand towards the right shoulder.
(d) Left Turn – direct oncoming traffic to take a left turn; the participant moves their right arm
to the side (shoulder abduction) with the elbow extended, and holds the right arm in the
position, pointing to the participant’s right; the participant puts their left hand directly in
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front of them, with the elbow extended; the participant then flexes the left elbow, moving the
left hand towards the left shoulder.
(e) Right Turn – direct oncoming traffic to take a right turn; the participant moves their left
arm to the side (shoulder abduction) with the elbow extended, and holds the left arm in the
position, pointing to the participant’s left; the participant puts their right hand directly in
front of them, with the elbow extended; the participant then flexes the right elbow, moving
the right hand towards the left shoulder.
(f) Stop Left, Go Front – stop traffic on the left of the oncoming vehicle, then direct the
oncoming vehicle to proceed forward; the participant moves their right arm to the side
(shoulder abduction) with the elbow extended, and holds the right arm in the position, with
an open hand; the participant puts their left hand directly in front of them, with the elbow
extended; the participant then flexes the left elbow, moving the left hand towards the right
shoulder.
(g) Stop Right, Go Front – stop traffic to the right of the oncoming vehicle, then direct
the oncoming vehicle to proceed forward; the participant moves their left arm to the side
(shoulder abduction) with the elbow extended, and holds the left arm in the position, with
an open hand; the participant puts their right hand directly in front of them, with the elbow
extended; the participant then flexes the right elbow, moving the right hand towards the right
shoulder.
(h) Stop Both Sides, Go Front – stop traffic on both sides of the oncoming vehicle, then direct
the oncoming vehicle to proceed forward; the participant raises both shoulders to the side
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(abduction) with the elbows extended and the hands open; the participant then puts both
hands directly in front of them, with the elbows extended; the participant then flexes (bends)
both elbows, moving the hands towards the shoulders.
(i) Stop Front, Go Right – stop the oncoming vehicle, then direct traffic to the right of the
oncoming vehicle to proceed forward; the participant moves their right hand directly in front
of them, with the elbow extended (straight) and the hand open and keeps the right arm and
hand in this position; the participant raises their left arm to the side, and quickly flexes
(bends) their left elbow, bringing their hand towards their shoulder.
(j) Stop Front, Go Left – stop the oncoming vehicle, then direct traffic to the left of the
oncoming vehicle to proceed forward; the participant moves their left hand directly in front
of them, with the elbow extended (straight) and the hand open and keeps the left arm and
hand in this position; the participant raises their right arm to the side, and quickly flexes
(bends) their right elbow, bringing their hand towards their shoulder.
(k) Stop Front, Go Back – stop the oncoming vehicle, then direct traffic opposite the oncoming
vehicle to proceed forward; the participant moves their left hand directly in front of them,
with the elbow extended (straight) and the hand open and keeps the left arm and hand in this
position; the participant then turns their torso to the right, raises their right arm, and quickly
flexes the right elbow, moving the hand towards the right shoulder.
(l) Stop Back, Go Front – stop traffic opposite the oncoming vehicle, then direct the oncoming
vehicle to proceed forward; the participant turns their torso to the right, raises their right
arm, and extends the elbow with the hand open; the participant keeps the right arm in this
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position; the participant then moves their left hand in front of them with the elbow extended,
and quickly flexes the left elbow, moving the left hand towards the left shoulder.

The instructional video the participants use is just under 13 minutes long. The first section of the
video, roughly about 1.5 minutes long, explains what the participants will be doing while the raw
data is being collected. To record data across all sensors simultaneously (within human error), the
voice-over narrating instructions in the video introduces a countdown for researchers to record data
on their respective systems. Since the motion capture’s tracking ability can become unstable after
about three minutes of continuous recording, each recording of data across all sensors is capped at
155 seconds (this number is dictated by the AWR2243 radar, as the mmWave Studio software used
with this radar requires a preset amount of time to record data). During each recording section, the
video shows a preview of a trigger motion (to help with computerized synchronization in future
analysis); next, the video shows a preview of the upcoming gesture, followed by a period of gesture
performance where the participant performs five repetitions of each motion. Each repetition has
a one-second break before the next repetition to assist in easy data separation during analysis.
Once five repetitions of a gesture have been performed, a preview of the next gesture is shown.
Each recording session contains one trigger motion and three gestures, and after the participants
have performed all three gestures in the recording session, the voice-over introduces a countdown
for researchers to end recording data on their respective systems. Each recording is then given
a specific naming convention across all systems (i.e., P01-A corresponds to the first participant
performing the first set of three gestures).
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3.2

Motion Capture
To obtain a physical ground truth for the study, participants wore a motion capture suit equipped

with various marker clusters at key points of the participants’ upper bodies (lower bodies were
not important in this study since the participants were stationary). To consistently collect motion
data with respect to the participants’ skeletal structures, each participant was calibrated in the
MotionMonitor system using their height and weight (this serves no other purpose in the study).
Next, with the participant standing still, the key points would be identified individually to build the
skeletal structure of the participant for digitization. These points include the nasal bridge, occipital
protuberance, cervicothoracic junction (C7-T1), 12th thoracic vertebra (T12-L1), lumbosacral joint
(L5-S1), shoulders, elbows, wrists, and 3rd distal phalanx tips (DPTs, or middle fingertips). The
MotionMonitor system was also able to track wrist flexion and radial deviation, elbow flexion
and pronation, shoulder flexion and rotation, and head flexion and rotation. Figure 3.8 shows
a three-dimensional representation of the key points from a participant, with the black points
representing the head (nasal bridge and occipital protuberance), the pink points representing the
spinal column (C7-T1, T12-L1, and L5-S1), the green points representing the shoulders, the
blue points representing the elbows, the red points representing the wrists, and the yellow points
representing the DPTs.
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Figure 3.8
Three-Dimensional Plot of Upper Body Marker Cluster Centroids.
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Maintaining consistency was vital to the success of this study, not only between participants, but
also between individual recording sessions. Each participant was asked to wear a non-reflective,
form-fitting athletic or compression shirt to maximize the accuracy of the motion capture system.
Any reflective logos or other insignia were covered using dark tape with a matte texture. To ensure
that the motion capture system did not detect any reflections unrelated from the marker clusters
placed on the participants’ motion capture outfit, all accessories, including watches, jewelry, etc.,
were removed from the motion capture space.

3.3

Radar Micro-Doppler Analysis
The TI AWR2243 radar is a mmWave FMCW radar that can transmit frequencies from 77-

81 GHz, with three transmitting (TX) channels and four receiving (RX) channels. Using TI’s
mmWave Studio software, users can collect data using an attached DCA1000 EVM capture card
and store the data into compressed binary files. Depending on the situation, users can program
different parameters to the radar prior to each data capture. Table 3.1 shows the parameters set for
the AWR2243 radar, of which additional parameters can be calculated.
The total number of chirp loops for one data recording can be found by multiplying the number
of chirp loops per frame 𝑛cpf and the number of frames, resulting in 961,000 chirps. The pulse
repetition frequency (PRF) and the pulse repetition interval (PRI) can be found using Equations 3.1
and 3.2, respectively:
PRI =
PRF =

𝑇SW 0.04 s
=
≈ 161.29 𝜇s
𝑛cpf
248

(3.1)

1
1
=
≈ 6.2 kHz
PRI 161.29 𝜇s

(3.2)
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Table 3.1
AWR2243 Radar Parameters.
Parameter
Value
Number of ADC Samples
256
Number of TX Channels
3
4
Number of RX Channels
Starting Frequency
77
65.998
Frequency Slope
Bandwidth
3959.88
18750
Sampling Rate
RX Gain
48
Periodicity
40
248
Number of Chirp Loops per Frame
Number of Frames
3875
155
Total Time

Unit
––––––––––––––––––
––––––––––––––––––
––––––––––––––––––
GHz
MHz/𝜇s
MHz
ksps (kilosamples per second)
dB
ms
–––––––––––––––––––
–––––––––––––––––––
s

After the raw data is extracted from the compressed binary files, the data then goes through
preprocessing and reshaping. Because the data is eventually processed using an STFT, the raw data
is collected in complex form, with the real values representing the in-phase (I-channel) data, and
the imaginary values representing the quadrature (Q-channel) data. Ideally, there is no phase error
present when performing analog-to-digital conversion, although this is never the case when using a
real-world physical converter. Therefore, the data is first processed using an IQ Balancer algorithm
[15]. The data is then reshaped to form a radar data cube, with each matrix having 256 rows (ADC,
or fast-time, samples) and 961,000 columns (total number of chirps, or slow-time samples) (see
Figure 2.3). The reshaped matrices are then corrected for DC subtraction to remove any influence
of non-Doppler related activity, which concludes the creation of the raw data matrices RX1 – RX4.
Next, the raw data matrices are processed for range information using the FFT. Equation 3.3
shows the algorithm used by MATLAB to find the FFT [26] , where 𝑋 represents the input vector,
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𝑌 represents the output vector, 𝑛 represents the vector length, and 𝑘 represents the discrete Fourier
transform (DFT) length. The FFT used for this study uses a DFT twice the value of the ADC
samples used, for a DFT-length of 512 points.
𝑌 (𝑘) =

𝑛
∑︁

( 𝑗−1) (𝑘−1)

𝑋 ( 𝑗)𝑊𝑛

(3.3)

𝑗=1

Once the range matrices (rangeRX1 – rangeRX4) have been calculated, the user can then plot
the decibel values of the range matrices to locate which range cells in the signal contain the strongest
outputs. These range values are then isolated and summed for each matrix for spectrogram analysis
using the STFT. For clarity in the spectrogram and efficiency in computing the matrices, 2,048
FFTs, length-128 Hamming windows [27], and 120 sample overlaps were used. Each spectrogram
is then calculated using these parameters, along with an FFT shift to realign the 0 Hz content in
the middle columns of the matrices, with 2,048 Doppler frequencies represented from −PRF/2 to
PRF/2 Hz. Each spectrogram is then created as a figure file for further isolation of each gesture
repetition across all participants.
Once all spectrograms have been processed for a participant, all data matrices (raw, range,
and spectrogram) from the previous steps are ready for the cropping process. The lengths for the
raw and range matrices remain the same at 961,000 slow-time samples, while the spectrogram
matrix length is reduced to 120,110 slow-time samples due to the windowing function and number
of overlaps. Each spectrogram figure is then loaded, then zoomed into a specific section of time
corresponding to each gesture within the 155 seconds of data. Using the Image Processing Toolbox
in MATLAB, a region of interest (ROI) is drawn around a repetition based on the length of time
required to perform the motion, and the Doppler frequencies are capped off at ±2,000 Hz since no
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activity is recorded outside of these limits. Once the ROI is placed appropriately, copies of the
raw, range, and spectrogram matrices are saved with respect to the boundaries set by the ROI. This
process repeats for all 12 gestures, resulting in a total of 60 of each type of matrix per participant
(180 cropped matrices per participant, and 2,520 matrices total from all 14 participants).
Once the spectrograms have been cropped for each gesture repetition, the matrices are normalized using the computation in Equation 3.4.

𝑋 = 20log10

|𝑋 |
max(|𝑋 |)


(3.4)

After producing normalized decibel levels for the spectrogram matrices, the data is then
converted from type double matrices to unsigned 16-bit grayscale images, which are then resized
using resampling to a pixel resolution of 200×200 to reduce the input size to the NNs. Equation 3.5
shows the computation for rescaling type double values in a matrix to unsigned 16-bit values.


𝑋u16

𝑋 − min (𝑋)
= int
× 65535
max (𝑋) − min (𝑋)


(3.5)

NNs are quintessential in image classification in deep learning. Many different NNs have
been devised for a variety of tasks for classification, including object localization, recognition, and
classification. To understand the scope of the classification task in this study, six different pretrained
networks were slightly modified and used, which include AlexNet [23] , SqueezeNet [21] , Darknet53 [33] , ResNet-50 [18] , VGG-16 [36] , and a simple CNN made for performance comparison
and analysis. Modifications to these networks mainly applied to the size of the input layers (the
originals typically around 224 × 224, which needed to accommodate images at a resolution of
200 × 200 pixels in grayscale dimensions rather than RGB).
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1. AlexNet is a CNN with five convolutional layers, with max pooling layers after the first,
second, and fifth convolutional layer, followed by three FC layers, leading to a softmax output
of 1,000 output nodes. A ReLU activation is applied to the output of every convolutional layer
and FC layer. Overall, AlexNet computes over 60 million parameters for image classification
across all layers.
2. SqueezeNet is a modified form of AlexNet that requires fewer parameters to achieve a
successful output. The network opts to use 1 × 1 filters instead of 3 × 3 filters to reduce the
number of parameters required, to decrease the number of input channels, and to downsample
in later layers to allow for larger activation maps to maximize accuracy with the limited
number of parameters desired. Ref. [21] cites that CNN architectures with fewer parameters
have notable advantages, such as a more efficient distributed training for faster processing,
more efficient model exports to new systems, and less memory occupancy from the system
to avoid consuming bandwidth.
3. DarkNet-53 is named after the structure of the network’s 53 convolutional layers. The
network utilizes multiple convolutional layers that go from using 1 × 1 filter sizes to 3 × 3,
with each layer pairing followed by a residual layer, which allows for a balance of the power
and efficiency, making it optimal for GPU hardware.
4. ResNet-50 is a residual neural network of 50 layers that uses multiple stacks of three layers
(1 × 1, 3 × 3, then 1 × 1) for reducing then restoring the dimensions of the data, which leaves
the 3 × 3 layers with bottleneck designs with smaller input/output dimensions.
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5. VGG-16 makes an improvement over AlexNet by replacing its larger kernel sizes of 11 × 11
and 5 × 5 with smaller sizes of 3 × 3. The VGG-16 network has been known to error rates
as low as 6.8% without deviating from its source structure (other than increasing its depth).
6. The CNN model embodies the idea that using a simple structure is fast and powerful in image
classification performance. The previously mentioned networks were designed for object
detection and classification in images that contain naturally occurring objects, such as cars,
people, and other items that people come across daily in the physical world. Therefore, it
was decided to create and test a simple CNN structure with only 16 layers. Figure 3.9 shows
the structure of the CNN designed for this study.
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Figure 3.9
CNN Structure for Spectrogram Analysis.

The CNN starts with an image input layer for images of a 200 × 200 resolution. The next three
sections of layers possess the same sequence of a 3 × 3 convolution layer each with a 1 × 1 stride
(conv1 has 16 filters, while conv2 and conv3 have 32 filters), followed by a batch normalization
layer, a ReLU activation layer, then a 2 × 2 max pooling layer with a 2 × 2 stride. The last section
of layers in the CNN is composed of a FC layer with 12 nodes for classification outputs with the
total number of learnable parameters being 217,196. Table 3.2 shows the network details along
with the number of parameters for each layer.
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Table 3.2
CNN Network Structure.
Layer

Type

Activations

conv1
Convolution
198 × 198 × 16
batchnorm1 Batch Normalization 198 × 198 × 16
ReLU
198 × 198 × 16
relu1
maxpool1
Max Pooling
99 × 99 × 16
Convolution
97 × 97 × 32
conv2
batchnorm2 Batch Normalization
97 × 97 × 32
relu2
ReLU
97 × 97 × 32
maxpool2
Max Pooling
48 × 48 × 32
Convolution
46 × 46 × 32
conv3
46 × 46 × 32
batchnorm3 Batch Normalization
relu3
ReLU
46 × 46 × 32
Max Pooling
23 × 23 × 32
maxpool3
fc
Fully Connected
1 × 1 × 12
Softmax Activation
1 × 1 × 12
softmax
1 × 1 × 12
classoutput Classification Output
Total Learnable Parameters
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Number of Learnable
Parameters
(3 × 3 × 1 + 1) × 16 = 160
0
0
0
(3 × 3 × 16 + 1) × 32 = 4, 640
0
0
0
(3 × 3 × 32 + 1) × 32 = 9, 248
0
0
0
(23 × 23 × 32 + 1) × 12 = 203, 148
0
0
217,196

3.4

LiDAR Point Cloud Analysis
While the AWR2243 radar operates on a Windows 10 computer using the mmWave Studio

software created by TI, the TI AWR1642 radar, Intel L515 LiDAR, Intel D435 Depth Camera,
and Ouster OS-1 LiDAR are collectively running together in ROS Melodic running on the Linux
Ubuntu 18.04 LTS operating system. These sensors collect PCL data, while the AWR1642 is also
able to collect kinematic data associated with each point the radar can track. With the L515 LiDAR
and D435 camera, the data is not only recording point clouds and depth information, but each point
is also encoded with an RGB vector due to the sensor designs. With the sensors collecting data in
ROS, the system can synchronously begin and end data collection across all sensors. To ensure
that the PCLs can be overlayed on top each other, a transformation matrix has been created in the
ROS script when launching the sensors; this matrix aligns the data from the AWR1642, L515, and
D435 sensors based on their physical locations relative to their housing (see Figure 3.1). Before the
participants start the actual study, a calibration recording is created using a checkerboard pattern
to tweak the internal specifications of the L515 and D435 sensors.
For this thesis, PCL data from the Ouster OS-1 LiDAR is analyzed. After extracting the raw
PCL data from the rosbag files and filtering out any points irrelevant to the motions performed,
each PCL is visualized on a three-dimensional plot, with each plot saved as a 224 × 224 × 3 RGB
frame for an MPEG-4 video file. Once a video for each PCL sequence has been created, an image
sequence is created for feature extraction using the fully-connected layer in the ResNet-50 network.
Once the feature cell arrays have been extracted for each image sequence, array datastores are
created for training and testing data. Analysis for the image sequence data will again use the
Leave-One-Out process, with all but one participant used for training, while the left-out participant
45

Table 3.3
LSTM Network Structure.

Layer

Type

Activations

sequenceInput
Sequence Input
1,000
Bidirectional LSTM
4,000
bilstm
drop
Dropout
4,000
fc
Fully Connected
12
softmax
Softmax Activation
12
12
classification Classification Output
Total Learnable Parameters

Number of Learnable
Parameters
0
2 × 4 × [2, 000 × (2, 000 + 1, 000) + 2, 000]
0
(12 + 1) × 4, 000
0
0
48,068,000

is used for testing. Each participant will be rotated out for testing so an average performance metric
can be found.
To analyze each video sequence from the LiDAR PCLs, an LSTM network is used to analyze the
sequence information. Table 3.3 shows the network details along with the number of parameters for
each layer. A bidirectional LSTM layer, with 2,000 hidden units, is used instead of a standard LSTM
layer to analyze the sequence in forward and in reverse, which doubles the number of parameters
for the BiLSTM layer. Once the LSTM network has been trained on the image sequences, the
sequences in the test dataset are classified for network performance analysis.

3.5

Sensor and Data Fusion
While using NNs may yield results individually for both the micro-Doppler spectrograms and

the PCL sequences, ADAS vehicles are far more likely to combine features from the datasets
together to come to one conclusive result. To compare results from the individual sensors and
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the result of sensor fusion, Leave-One-Out processing will be used on one participant for all three
datasets. All three networks will be tested, and network performances will be compared.
There are many ways to perform data fusion. Some include raw data fusion, which involves
overlaying the raw data on top of each other before NN analysis; label fusion, which consists of
taking the label outputs from seperate network analyses and combining then into a final result;
and feature fusion, which consists of extracting features from the individual network analyses and
concatenating them together for final network analysis. In this study, feature fusion is performed
to see how well a network can analyze previously extracted features. Table 3.4 shows the network
structure used to analyze feature vectors of length-1,000 for fusion processing.
The image sequence feature matrices need to be converted to vector columns. Therefore, the
cosine values of the features of each frame are summed together to create the feature vectors.
Once the image sequence and micro-Doppler feature vectors are created, the training features are
concatenated to create one 2𝑁 × 1 column vector, with 𝑁 being the number of data samples for
both the training and testing data. The feature fusion network is run under 250 epochs to give
the network time to learn the correct weights for the nodes of each FC layer in order to learn the
relationships between the features of each class.
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Table 3.4
Feature Fusion Network Structure.
Layer

Type

Activations

input
Feature Input
fc1
Fully Connected
ReLU
relu1
batchnorm1 Batch Normalization
fc2
Fully Connected
ReLU
relu2
fc3
Fully Connected
relu3
ReLU
batchnorm2 Batch Normalization
fc4
Fully Connected
ReLU
relu4
batchnorm3 Batch Normalization
dropout
Dropout
fc5
Fully Connected
Softmax Activation
softmax
classoutput Classification Output
Total Learnable Parameters
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1,000
100
100
100
500
500
100
100
100
500
500
500
500
12
12
12

Number of Learnable
Parameters
0
(1, 000 + 1) × 100
0
0
(100 + 1) × 500
0
(500 + 1) × 100
0
0
(100 + 1) × 500
0
0
0
(500 + 1) × 12
0
0
257,212

CHAPTER IV
RESULTS

This chapter will review the results of the methods used in Chapter III. First, the results of the
network analysis on the micro-Doppler images will be explored. Next, the results of the analysis
on LiDAR PCL image sequences using an LSTM network will be examined. Lastly, the outcome
of the network performance of the feature fusion process will be discussed.

4.1

CNN Analysis of Micro-Doppler
Processing the spectrograms and converting the plots to grayscale images reveals that each

gesture has distinct, albeit similar, shapes from one another. Figure 4.1 to Figure 4.4 shows the
grayscale images with their associated traffic gestures. As expected, the motions that resemble
each other correspond to the spectrograms that are similar, which are mainly influenced by which
arm and hand the participant moves (left versus right); these include stopping the front vehicle to
allow either side to move and stopping side vehicles to allow the front vehicle to move.
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Figure 4.1
Spectrogram Images for "Stop", "Go", and "Continue" Traffic Gestures.

Figure 4.2
Spectrogram Images for "Left Turn", "Right Turn", and "Stop Left, Go Front" Traffic Gestures.
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Figure 4.3
Spectrogram Images for "Stop Right, Go Front", "Stop Both Sides, Go Front", and "Stop Front,
Go Right" Traffic Gestures.

Figure 4.4
Spectrogram Images for "Stop Front, Go Left", "Stop Front, Go Back", "Stop Back, Go Front"
Traffic Gestures.
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Figure 4.5
Comparison of Spectrograms for the Gesture "Stop" Between Four Participants.

It was also found that each spectrogram is slightly different across all participants, which is
what was expected since each participant wouldn’t perform carbon copies of the motions that
others would. This type of result is desirable for training NNs and for real-world applications due
to generalization. Figure 4.5 shows a comparison between four participants for gesture “Stop”. The
participant simply moves their hands in front of them with their arms straight, but the kinematic
differences, such as the velocity and acceleration, are what make each person distinct.
The dataset of images was split evenly across all 12 classes into three datastores, with 65% of
the images used for training, 15% used for validation, and the remaining 20% used to test the final
network. Each network was trained under a length of 50 epochs (to give the deeper networks more
time to learn the features of the mD signatures), and the learning rates were adjusted independently
for each network. Table 4.1 shows the classification performance for one RX channel, and Figure
4.6 shows these accuracies and loss values for each network across 50 epochs. Table 4.2 and Figure
4.7 show the same analytical categories but for four RX channels. The differences between using
one RX channel and four RX channels shows that including more samples for the networks to use
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improves performance for SqueezeNet, DarkNet-53, ResNet-50, and VGG-16, while performance
for the simple CNN and AlexNet remained relatively the same.
Using Table 4.1 and Table 4.2 with Figure 4.6 and Figure 4.7, we can analyze the performance
not only between the various networks, but also the changes in performance once more samples
have been provided. When using images from only one RX channel, DarkNet-53, ResNet-50, and
the CNN reached near perfect classification accuracy with the training data in as little as about
12 epochs, while AlexNet, SqueezeNet, and VGG-16 failed to reach high performance within 50
epochs. Looking through training times for the more successful networks, the CNN trains faster
than both DarkNet-53 and ResNet-50 by at least 1 minute and 43 seconds. The highest testing
accuracy comes from the CNN and ResNet-50, but the CNN is more appealing since it trains faster
than ResNet-50.
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Table 4.1
Network Performance Using One RX Channel.
Training Validation
Accuracy Accuracy
CNN
100%
77.5%
SqueezeNet
7.81%
8.33%
100%
63.33%
DarkNet-53
ResNet-50
100%
79.17%
10.16%
8.33%
AlexNet
VGG-16
8.59%
8.33%
Network

Testing Learning Training Time
Accuracy
Rate
(mm:ss)
82.78%
0.0005
3:43
18.89%
0.005
3:31
63.33%
0.0005
7:57
82.78%
0.0025
5:26
8.33%
0.001
3:13
10%
0.001
6:12

1

10

2

0.9

10 1

0.8
0.7

10 0

0.6
0.5
0.4

10

-1

0.3

10 -2

0.2
0.1

10 -3

0
0

5

10

15

20

25

30

35

40

45

50

0

5

10

15

20

25

30

35

40

45

50

0

5

10

15

20

25

30

35

40

45

50

1

10 1

0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2

10 0

0.1
0
0

5

10

15

20

25

30

35

40

45

50

Figure 4.6
Training and Validation Accuracies and Losses of Evaluated Networks Using One RX Channel.
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Table 4.2
Network Performance Using Four RX Channels.
Training Validation
Accuracy Accuracy
CNN
100%
99.6%
20.63%
SqueezeNet 22.42%
DarkNet-53
100%
97.42%
ResNet-50
100%
98.03%
5.47%
8.33%
AlexNet
VGG-16
100%
99.4%
Network

Testing Learning Training Time
Accuracy
Rate
(mm:ss)
99.4%
0.0005
15:33
20.09%
0.005
11:44
96.58%
0.0005
33:46
96.73%
0.0025
25:31
8.33%
0.001
18:53
99.55%
0.001
26:45
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Figure 4.7
Training and Validation Accuracies and Losses of Evaluated Networks Using Four RX Channels.
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Of course, neural networks obtain higher performance rates when learning from more data
samples. Therefore, network performance was analyzed using spectrograms obtained from all four
RX channels. Again, the CNN, DarkNet-53, and ResNet-50 networks acheived high performance
in a shorter time, up to about 12 epochs. The fastest network to train between these three networks
was again the CNN. However, this time VGG-16 reached high testing accuracy of about 95% at 25
epochs. Once again, the CNN is the most appealing network due to its fast training time and high
classification accuracy.
In a real-world scenario, any given network would use a trained model to test new data collected
at a moment’s notice. Therefore, it was also necessary to train using a “Leave-One-Out” process,
where data from all but one participant is used for training a network, then the data from the one
participant left out of the training process is used to test the network. This process would simulate
a vehicle analyzing signals from a police officer or other authoritative figure directing traffic based
on motions previously captured from other traffic officers. Table 4.3 and Figure 4.8 show the results
of using the Leave-One-Out method of training using data from all four RX channels, but instead
using only 15 epochs (due to the number of samples).
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Table 4.3
Network Performance Using Leave One Out.
Training Validation
Accuracy Accuracy
CNN
100%
98.72%
24.79%
SqueezeNet 21.88%
DarkNet-53
100%
98.72%
ResNet-50
100%
99.79%
AlexNet
15.63%
18.59%
81.25%
87.18%
VGG-16
Network

Testing Learning Training Time
Accuracy
Rate
(mm:ss)
99.84%
0.0005
1:51
23.43%
0.005
2:02
99.9%
0.0005
10:07
99.97%
0.0025
6:44
18.43%
0.001
1:40
87.5%
0.001
9:24
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Figure 4.8
Training and Validation Accuracies and Losses of Evaluated Networks Using Leave-One-Out.
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Using the Leave-One-Out process, results similar to Table 4.3 and Figure 4.8 occur. Once again,
the CNN, Darknet-53, and ResNet-50 show the most promising results at over 99% accuracy, with
VGG-16 just trailing behind at just over 90% accurate. Given the trend of higher performing
networks with a larger number of available samples, it is expected that VGG-16 could produce
more similar results to the CNN, Darknet-53, and ResNet-50 networks. These performance values
would be expected to be lower if only using data from one RX channel.

4.2

LSTM Analysis of Point Cloud Image Sequences
Processing the PCLs from the Ouster LiDAR into videos, each frame is saved as an image in

a sequence. These sequences are then analyzed into the LSTM network (see Table 3.3). Each
participant’s data is rotated as the test dataset to analyze network performance for Leave-One-Out,
with the network running through a total of 40 epochs. Table 4.4 shows the classification accuracy
for the LiDAR PCL image sequences along with the average network performance. Test accuracy
ranges from 55% to over 95%, while the median of the accuracies equates to 90%. Overall,
the mean network performance accuracy is just over 80%. However, network performance for
Participant 5 was unusually low. Nothing in the image sequences indicates anything out of place
or unusual, and multiple training sessions were conducted.
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Table 4.4
LSTM Performance using Leave One Out.
Test Participant
Test Accuracy
P01
85%
98.33%
P02
P03
93.33%
81.67%
P04
55%
P05
P06
78.33%
88.33%
P07
P08
95%
88.33%
P09
P10
70%
P11
93.33%
95%
P12
91.67%
P13
P14
91.67%
Mean Network Accuracy
80.33%

This analysis shows that with data analysis involving human subjects, performance may vary,
even with a clinical procedure followed. This may be due to the different physical characteristics
of the participants, such as height or overall volume. Discussed next is the effect of combining
features to perform data fusion across both the AWR2243 radar data and the image sequences of
the PCLs from the Ouster LiDAR.

4.3

Data Fusion Analysis of Micro-Doppler and Image Sequences
Results from the individual analyses of the micro-Doppler spectrograms and the PCL images

sequences show that classification of human motions is possible, but the performance from the
LSTM network for the image sequences is not as high as that of the spectrograms. Once again,
the Leave One Out processing is put to the test to determine if results from either of the individual
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Table 4.5
Network Performance Comparison Between Feature Fusion and LSTM Networks.
Network Trial
Test Accuracy
Trial 1
82.50%
88.33%
Trial 2
Trial 3
86.67%
83.33%
Trial 4
87.50%
Trial 5
Mean Network Accuracy
85.66%

Difference from LSTM Mean Accuracy
+2.17%
+8.00%
+6.34%
+3.00%
+7.17%
+5.336%

analyses can be improved. Performance metrics are be compared between the feature fusion and
the image sequence classification networks in Table 4.5.
When comparing results from the different networks shown in Table 4.5, every training process
of the feature fusion yields higher classification accuracy than using the LSTM for image sequences
alone. While these performances do not reach the accuracies of the CNN analysis of the spectrograms in Table 4.3, they do show that incorporating features from multiple sources improves the
understanding of what transpires to the sensors.
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CHAPTER V
CONCLUSIONS AND FUTURE WORK

5.1

Summary of Study
The goal of this study was to determine if radar could be used in place of visual sensors, such

as camera or LiDAR, to detect and classify various human motions (in this particular case, traffic
signaling gestures). The first step in this study was to obtain a dataset that could be used for this
specific application. Since no dataset of this caliber was readily available or known of, a dataset
was created by following a strict procedure in a laboratory setting. The second step in creating a
solution to this challenge was determining how other engineers have created their own methods and
solutions to the classification of micro-Doppler signatures in spectrograms, as well as the various
networks that were created and used for their respective problems. By incorporating these methods,
it was possible to analyze the different solutions presented to reach a conclusion concerning the
best method to use for spectrogram classification.
Not only were Doppler signatures from the radar a point of interest in this study, but the idea
of fusing data across multiple sensors was also an idea worth exploring, since ADAS vehicles
commonly have multiple data types to contribute to decision making on the road. Data from the
Ouster OS-1 LiDAR was used for analysis of a three-dimensional projection of the participants,
which gave a spatial representation of which the radar could not provide. The results from analyzing
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the radar and LiDAR were fused together to improve the performance of a network individually
analyzing data from one source.

5.2

Discussion
Data analysis from the different modalities used in this thesis yield their own results. Classifying

the radar spectrograms using the various networks listed in Table 4.1 showed that the prebuilt
networks, while originally constructed for their own intended uses, have the ability to accurately
identify which of the 12 gestures that each participant was performing. The custom CNN served as a
comparison between using a complex network with several more layers and a much shorter network
with fewer layers; the CNN attained performance comparable to DarkNet-53 and ResNet-50 while
training much faster due to the shorter structure.
Extracting the PCLs from the Ouster OS-1 LiDAR led to the classification of the sequence data
of the motions performed. While not quite as analytically in-depth or meticulous as the raw data
analysis shown in studies such as [28], the LSTM used for the image sequences shows that video
classification of motions is possible given limited information. While the LSTM network has the
potential to reach accuracies over 90% for test data, performance clearly varies from person to
person, as seen in Table 4.4.
After analyzing the individual results from the spectrogram and image sequence classifications,
it’s clear that the results are more varied for the image sequences. By fusing the features of the
image sequences with the results of the more consistent spectrogram analysis, what’s seen is an
improvement in overall accuracy for the PCLs. Although an increase of about 5% in accuracy may
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seem small, when placing people’s lives in the hands of a vehicle’s computer, the results may be
drastically different.

5.3

Limitations of Study and Future Recommendations
While this study did give way to an entirely new set of data for researchers and engineers to

work with, it wasn’t created without its issues. For starters, scheduling participants alone was a
major challenge. Not only does their participation have to fit into their personal schedules, it must
also work with the laboratory’s schedule, since multiple studies are ongoing for the same space.
This also means that enough laboratory members must be available to setup the equipment needed
to collect the data.
Another major issue with this study was the file size from two of the three data collection
systems. In order to acquire clean data, the AWR2243 parameters needed to be set for the highest
possible bandwidth and the highest number of chirp loops collected, which increases the sample
count greatly, especially when collecting data for as long as 155 seconds. The radar data, while
initially compressed into binary files, eventually saved as 14 GB for each of the raw, range, and
spectrogram representations, totaling about 42 GB per gesture, which then totals to just under 170
GB per participant, which totals to just under 2 TB of data to analyze altogether from the AWR2243
radar. The rosbag files accumulated to about 75 GB per participant, meaning that over 1 TB of
data needed to be stored, downloaded, read, and then processed by a computer, all for the ROS data
alone. While this data was processed on a high-powered server, the downloads had a high chance
of failing if too many files were downloaded simultaneously, and downloading one file successfully
took about one hour.
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Another issue that was revealed was that the data from the Intel L515 LiDAR was faulty.
After plotting the RGB PCLs from the L515, after a period of time, points from the filtered out
background reappeared and froze in one place, effectively invalidating any meaningful data.
The previously mentioned issues directly contribute to the final limitation of this study: the
amount of time to work on this research. By using human participants and data of this quality, a large
amount of time was consumed either waiting for an available recording session or downloading data
when it could have been used either collecting more data or processing the existing data. Solving
this problem could have potentially led to the discovery of the faulty data from the L515 LiDAR
and the analysis of the D435 depth camera (since both sensors were using the same ROS packages,
it was put into question whether one or both sensors may have failed). It could be very possible
that the method of storage for the ROS files is at fault; for example, showing the folder details for
the data of one participant states that the folder contains 132 GB, but adding the individual sizes
totals to just under 66 GB. Due to the time restrictions of the thesis document submission, the use
of the PointLSTM network proposed in [28] seemed like the golden idea for classifying the PCLs,
but there simply wasn’t enough time to implement the PointLSTM network.
Some future recommendations for this study could include not using the L515 LiDAR, not only
due to the faulty existing data, but also because the sensor has recently been discontinued. It is not
currently known if the D435 data is corrupt as well, but removing this sensor would greatly reduce
file sizes. Another recommendation is to store data for each participant on separate storage devices
readily available (as opposed to storing the data on an online drive) to reduce the time needed to
process the data. However, this is a very costly solution, so if not having physical storage devices
isn’t feasible, look into which online drives have the best balance of storage space and download
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speeds, as the online drive used for this study allowed for up to 5 TB of storage, but the download
speeds were quite slow.

5.4

Future Work
The potential for future work with this study and its data is quite large. One clear way to expand

on this study is to collect data from more participants. Since raw data from all of the sensors is
available, different processes and analyses can be conducted to obtain results not originally thought
of. The PointLSTM network could be implemented to obtain far better results than using basic
image sequence classification. The motion capture data, which serves as the physical ground truth
for this study, could serve as labels for NN processing. The unused data from the ROS sensors
could be used for their own fusion methods, such as solely using the kinematic data from the
AWR1642 radar scans, or by overlaying data from the sensors atop one another, or even using a
Kalman filter to track the different extremities of the participants for better tracking. Since this
study was conducted in a clinical laboratory setting, the methods described in Chapter III could
be adapted to create an outdoor version of this study (without the use of a motion capture system).
By conducting an outdoor study, other signal sources could be placed to introduce environmental
noise in the data, effectively moving towards a real-world situation. Another way to expand upon
this study is to analyze the effects of sensor failure with different data fusion methods. How could
networks and algorithms adapt to bad or corrupt data? This could be done using the L515 LiDAR
data since there were some issues found. The possibilities are endless with the resources given.
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