Motivation: Linkage disequilibrium (LD) block construction is required for research in population genetics and genetic epidemiology, including specification of sets of single nucleotide polymorphisms (SNPs) for analysis of multi-SNP based association and identification of haplotype blocks in high density sequencing data. Existing methods based on a narrow sense definition do not allow intermediate regions of low LD between strongly associated SNP pairs and tend to split high density SNP data into small blocks having high between-block correlation. Results: We present Big-LD, a block partition method based on interval graph modeling of LD bins which are clusters of strong pairwise LD SNPs, not necessarily physically consecutive. Big-LD uses an agglomerative approach that starts by identifying small communities of SNPs, i.e. the SNPs in each LD bin region, and proceeds by merging these communities. We determine the number of blocks using a method to find maximum-weight independent set. Big-LD produces larger LD blocks compared to existing methods such as MATILDE, Haploview, MIG þþ, or S-MIG þþ and the LD blocks better agree with recombination hotspot locations determined by sperm-typing experiments. The observed average runtime of Big-LD for 13 288 240 non-monomorphic SNPs from 1000 Genomes Project autosome data (286 East Asians) is about 5.83 h, which is a significant improvement over the existing methods. Availability and implementation: Source code and documentation are available for download at
Introduction
Understanding the patterns of linkage disequilibrium (LD) across the human genome, especially its block-like structures, has interested many researchers in genetics because it provides useful insight for disease association mapping and population genetics (Barrett et al., 2005; Daly et al., 2001; Gibbs et al., 2003; Jeffreys et al.,2001; Reich et al., 2001; Sabeti et al., 2007; Slatkin, 2008; Twells et al., 2003; Wang et al., 2002) . These blocks are called LD blocks or haplotype blocks. It has been observed that LD block regions can vary in size, and strong LD extends over each block region until it breaks down abruptly possibly due to recombination hotspots or population genetic phenomenon (Jeffreys et al., 2001; Stephens and Scheet, 2005) . Recombination, mutation, selection or other evolutionary history can affect LD block patterns in the aspects of location and length of blocks (McVean et al., 2004) . Identifying LD blocks, therefore, can provide evidential groundings for population genetic arguments and necessary information for the design and analysis of genetic association studies for complex diseases (Rana et al., 2004; Wang et al., 2002; Wu et al., 2010) .
Researchers have proposed several methods to determine LD blocks from population data consisting of independent unrelated individuals (Barrett et al., 2005; Gabriel et al., 2002; Pattaro et al. 2008; Taliun et al., 2014; Wang et al., 2002) . Pattaro et al. (2008) developed a method, called MATILDE, to identify LD blocks based on LD measures either D 0 (Lewontin, 1964) or r 2 using a MCMC algorithm. Gabriel et al. (2002) showed that the human genome can be partitioned into LD blocks within which little evidence of recombination and less haplotype diversity is observed. They proposed a method, called the confidence interval (CI) method, to define haplotype blocks using a 95% confidence bound for an LD measure D 0 . Wang et al. (2002) suggested a different approach to defining LD blocks using the four-gamete test (FGT) that identifies the occurrence of past recombination events. Both methods, CI and FGT, are implemented in the software package Haploview (Barrett et al., 2005) which is a visualization and analysis tool for haplotype patterns. In Haploview, LD blocks can be recognized by an additional algorithm called 'Solid Spine (SS)' with which an LD block consists of all the SNPs that are in strong LD with the first and last SNPs in the block (Haploview documentation). Recently, Taliun et al. (2014) developed an algorithm called MIG þþ, with increased computational efficiency incorporating an incremental computation strategy and estimation methods of approximated confidence interval for D 0 (Zapata, 2011) applying the LD block definition of Gabriel et al. (2002) to extensive high-throughput datasets such as whole-genome sequencing data. Another computationally improved LD block construction algorithm named S-MIG þþ, also using the definition of Gabriel et al. (2002) , adopts a two-step approach: the estimation step finding the upper limits of the haplotype blocks by sampling a fraction of SNP pairs and the refinement step determining exact haplotype boundaries (Taliun et al., 2016) . Nowadays, high-throughput genotype data such as genome-wide SNP array data or whole genome/exome sequencing data are collected and analyzed for gene-trait association studies (Manolio, 2010; Wang et al., 2015) . An efficient approach for the analysis of high-throughput genomic data and a good alternative to single-SNP methods is to combine the effects of multiple SNPs on disease phenotype, (Neale and Sham, 2004; Neale et al., 2011; Pan, 2009; Wu et al., 2010) . However, to apply multi-SNP analysis methods, it is necessary to specify a set of SNPs to be combined prior to performing multi-SNP tests. To specify these SNP sets, LD block information can be utilized in combination with gene or pathway information (Wu et al., 2010; Zhao et al., 2011) . For some multi-SNP tests, higher LD among combined SNPs can improve the power of the test, but having fewer SNP-set analysis units and independent global null hypotheses that correspond to each of the units is preferred as a simple way to reduce type I error inflation (Derkach et al., 2014; Yoo et al., 2015) . Yoo et al. (2015; 2017) proposed and evaluated a gene-based multi-SNP combination method that combines the effect of SNPs in 'LD bins' using CLQ, a clique-based SNP clustering algorithm.
In this paper, we develop a new algorithm called Big-LD that adopts a wider sense LD block definition-a block region based on the LD bin clusters. To do this we utilize LD bins constructed using CLQ-D, a modified version of the previous LD bin construction algorithm CLQ (Yoo et al., 2015 (Yoo et al., , 2017 , and consider the intervals defined by the physical positions of the starting and ending SNPs of each LD bin. Each interval corresponding to an LD bin represents the physical range of LD associated with SNPs in that bin. In the Big-LD algorithm, we model the relationships between intervals by a graph with vertices that represent the LD bin intervals and edges that represent the overlap between LD bin intervals. By applying an algorithm that partitions the vertex set of the interval graph into mutually exclusive sets by selecting an independent set with the maximum weight, Big-LD automatically determines the number of partitions to be formed into LD blocks. Using data from the 1000 Genomes Project and the HapMap Phase III East Asian populations, we show that the LD blocks found by Big-LD are larger than the blocks produced by the existing methods MATILDE, Haploview, MIG þþ or S-MIG þþ. Furthermore, using data of class II regions of MHC with true recombination hotspot information experimentally determined in a prior study (Jeffreys et al., 2000 (Jeffreys et al., , 2001 , we show that, compared to the existing methods, the LD block boundaries obtained by Big-LD coincide more closely with recombination hotspot positions.
Materials and methods

Terminology in basic graph theory
A graph G is an ordered pair V; E ð Þ, where V ¼ v 1 ; v 2 ; . . . ; v n g f is a set of vertices, E is a set of edges which is a subset of the set of unordered pairs of vertices of G. If v i and v j are vertices that are incident with an edge, i.e. e ¼ fv i ; v j g 2 E, then it is said that v i and v j are adjacent. The number of edges incident to a vertex v of a graph G is called the degree of v. The set of vertices adjacent to a vertex v of a graph is called the neighborhood of v. A graph H is said to be a subgraph of a graph G if the edge set and the vertex set of H are a subset of the edge set and a subset of the vertex set of G, respectively. A subgraph H of G is said to be induced by a vertex set S of G if two vertices in H are adjacent in H whenever they are adjacent in G.
Let I ¼ fI 1 ; I 2 ; . . . ; I n g be a set of closed intervals of real lines. The interval graph G of I, denoted by G I , is defined as a graph ðV I ; E I Þ where V I ¼ fv 1 ; . . . ; v n g and fv i ; v j g 2 E I if and only if I i \ I j 6 ¼ 1.
Given a graph G ¼ V; E ð Þ, let w E be a function from E to R. For each edge e, w E e ð Þ is called the weight of e. Together with weights on its edges, G is said to be an edge-weighted graph and denoted by ðV; E; w E Þ. Given a function from V to R, w V v ð Þ is called the weight of v for each vertex v and together with weights on its vertices, G is said to be a vertex-weighted graph and denoted by ðV; E; w V Þ.
A set of vertices is called a clique if any two distinct vertices in the set are connected by an edge. A maximal clique is a clique that is not included in any other clique. A largest clique is a clique that has the maximum size among all the cliques in the graph.
A set of vertices is said to be an independent set if no two vertices in the set are adjacent. In a vertex-weighted graph G ¼ ðV; E; w V Þ, maximum weight independent set is an independent set where the sum of weights on vertices in the set is greatest among the sum of weighs of all the independent set of G.
CLQ-D: construction of LD bins
Suppose that the SNP sequence data consist of genotypes of a total of n SNPs in m individuals. Let S ¼ fs 1 ; s 2 ; . . . ; s n g be the set of SNPs and yðs i Þ be the physical position (in base pair; bp) of s i in the chromosome. We may assume that s 1 ; s 2 ; . . . ; s n are arranged so that yðs 1 Þ < . . . < yðs n Þ. We also assume an additive genetic model such that the genotype of each individual for each SNP is the count of the risk allele (usually the minor allele), i.e. either of 0, 1 or 2. Each genotype vector of SNP s i of m individuals is denoted as X i . Then the pairwise LD measure r 2 ij between two SNPs s i and s j can be obtained by squaring the Pearson correlation coefficient r ij between additive genotypes X i and X j . We can construct an edge-weighted complete graph G with the given SNP set S as the vertex set and the edge set E ¼ s i ; s j g j s i ; s j 2 V; i 6 ¼ jg
Then the SNPs and their LD structures are represented by the graph G ¼ ðS; E; w E Þ.
Overall, LD between two SNPs tends to decrease as the physical distance between them increases (Collins et al., 1999; Ott, 2000; Takahata, 1982) . However, this relationship does not occur monotonically, and a group of strongly correlated SNPs can be formed by non-consecutive SNPs. We call a group of strongly correlated SNPs an LD bin within which every SNP is highly correlated with the other SNPs. In a previous study, we developed an algorithm called CLQ that partition SNPs into LD bins using a greedy clique partitioning method (Yoo et al., 2015) . The CLQ algorithm starts by modeling SNP set data by a graph in which vertices are SNPs and edges between two SNPs s i and s j exist whenever jr ij j between them exceeds a given threshold (h). Then, by the Bron-Kerbosch algorithm (Bron and Kerbosch, 1973; Eppstein et al., 2010) , all maximal cliques in the graph are identified and among them the largest clique is taken as the first LD bin. We then remove SNPs already taken as the LD bin, and again choose the next largest clique as the next LD bin among remaining maximal cliques. Repeating this procedure, the CLQ algorithm partitions the SNPs into a set of LD bins that are actually cliques in the graph.
For the new LD block partition algorithm, we modify the original CLQ LD bins selection to give priority to bins where SNPs are relatively close in physical proximity. To do this, we develop CLQ-D as a modified version of CLQ incorporating a marker-density function of cliques defined using the size k of the clique and the range of physical positions of the SNPs in the clique. The marker-density function D of a clique Q with size k is defined as D Q ð Þ ¼ 
Big-LD: construction of LD blocks
Let H ¼ fB 1 ; B 2 ; . . . ; B l g be the set of LD bins obtained by the CLQ-D algorithm (Fig. 1B) . Interval representation of H can be formulated from the physical positions (bp) of SNPs. For each LD bin B i ¼ fs i1 ; s i2 ; . . . ; s i k i g where y s i1 ð Þ < y s i2 ð Þ < . . . < y s i k i , we can define an interval corresponding to B i as I i ¼ ½yðs i1 Þ; yðs i k i Þ. We then obtain a set of intervals I ¼ fI 1 ; I 2 ; . . . ; I l g such that I i corresponds to B i for each i ¼ 1; . . . ; l. (Fig. 1C) .
Each interval corresponding to an LD bin represents the range of the LD associated with SNPs in that bin. When some LD bin intervals overlap one another, we may infer that the LD extends over the combined region of these overlapping intervals. In this sense, we assume that a set of LD bin intervals that overlap each other are more likely to be included in the same LD block. Based on this assumption, we construct an interval graph which reflects the intersection patterns of the range of LD bins and cluster them into an optimal partition where the LD within the same block remains strong and the LD between the SNPs in different blocks is relatively low. To do this, first define an interval graph G ¼ ðV; EÞ of I with the vertex set V ¼ fv 1 ; v 2 ; . . . ; v l g and the edge set E ¼ fv i ; v j gjI i \ I j 6 ¼ 1g È . (Fig. 1D) .
A set of mutually overlapping intervals corresponds to a clique in the interval graph G, and the union of the intervals corresponding to the clique forms an interval that could be considered as an LD block since strong LD extends over these overlapping intervals. By an appropriate clique partitioning of the interval graph G, we can find an optimized LD block partitioning of the genomic data. We perform this clique partitioning using a greedy algorithm which finds a maximum weight independent set of a graph which is updated at each iteration by taking the cliques in the current interval graph as the vertices and joining two vertices by an edge whenever the intervals corresponding to the two vertices overlap in the current interval graph. For the vertex weights of this graph, we assign the number of SNPs in the clique corresponding to the vertex (Fig. 1E ). In this weighted graph constructed using all possible cliques of the interval graph, we choose an independent set of vertices such that the sum of weights assigned to its elements is the maximum. Each interval region corresponding to a vertex in this set is recruited as an LD block, and LD blocks selected in this way would not overlap each other since the vertices in an independent set do not have edges between them (Fig. 1F ). Once we recruit LD blocks from one iteration of the greedy algorithm, some SNPs could remain that are not covered by the intervals corresponding to the independent sets we have chosen so far. We apply the same process to the graph of updated intervals after deleting the chosen SNPs from the previously selected intervals.
The detailed steps of Big-LD algorithm are as follows:
Step 1. Find all the cliques, say C 1 ; C 2 ; . . . ; C M , in an interval graph G ¼ ðV; EÞ of I by using the algorithm of Tsukiyama et al. (1977) implemented in the R igraph package (Csardi and Nepusz, 2006) .
Step 2. For each i 2 f1; . . . ; Mg, since the intervals corresponding to the vertices in C i are mutually overlapping, the union of those intervals forms an interval which we denote by J i .
Step 3. Take an interval graph of J ð1Þ ¼ fJ
M g with the vertex set V ð1Þ ¼ fv
We assign a weight to vertex v ð1Þ i as the number of all SNPs which belong to the LD bins corresponding to clique C i for each i ¼ 1; . . . ; M to obtain a weighted interval graph.
Step 4. By using an algorithm to find a maximum weighted independent set of a vertex weighted interval graph (the details of the algorithm can be found in Supplementary Methods), find a maximum weight independent set K ð1Þ ¼ fv
g of the weighted interval graph obtained in Step 3. Note that the intervals J as the first set of LD blocks obtained from the first iteration.
Step 5. Update each J as the set of the resulting subintervals.
Step 6. If J ð2Þ is non-empty, then repeat the same procedure from
Step 3 to Step 6 for J ð2Þ to obtain a set of LD blocks which are to be added to the previous set of LD blocks to form the current set of LD blocks. Repeat the iteration until the updated set of intervals is empty. If it is empty set, stop and obtain the final set of LD blocks (Fig. 1G) .
To apply the CLQ-D and the Big-LD algorithms to big data with many SNPs, we can partition the entire region of the data into subregions of consecutive SNPs and apply the CLQ-D and Big-LD separately to reduce the computing time and memory. To do that, we need some strategy to efficiently combine the results of these subtasks. In the implementation of the Big-LD algorithm to deal with data with many SNPs, we predefine an upper limit for sub-task size (k), the number of SNPs in a sub-region, and divide the genome by finding some 'weak LD points' to make each sub-region smaller than the size limit and the sub-region break points at relatively weak LD regions. The details of the rules to divide the SNPs into sub-tasks are stated in Supplementary Methods. Since the probability to detect LD is low when the minor allele frequency (MAF) of a SNP in consideration is low (Goddard et al., 2000; Lewontin, 1995) , we basically developed the Big-LD algorithm to construct LD blocks based on common SNPs (MAF ! 0.05). For the data including rare/low frequency SNPs, we devised a two-stage process in which an initial LD block construction is first performed using the SNPs of which MAF is at least a threshold value, followed by extra steps that assign rare/low frequency SNPs with the MAF below the threshold into initially constructed blocks or add new blocks. The details of these extra steps are stated in Supplementary Methods.
Evaluation data
We conducted performance evaluations and comparisons with some existing methods using three datasets: 1000 Genomes Project phase 1 release 3 (1000G) with 286 individuals from JPT, CHB and CHS populations (1000 Genomes Project Consortium, 2012); HapMap phase III (HapMap) with 170 individuals from JPT and CHB populations (International HapMap 3 Consortium, 2010); the class II region of the major histocompatibility complex (MHC) with 50 north-European British semen donors (Jeffreys et al., 2001) .
To evaluate runtime, memory and the effect of sub-region sizes for the implemented Big-LD algorithm, we used the 1000G dataset of chromosome 1 through 22 (13 288 240 non-monomorphic SNPs). To compare the Big-LD block partition results with the other methods and assess recombination hotspot estimation we used the 1000G phased genotype data of 75 582 SNPs in chromosome 22 (chr22: 16 050 612-51 243 297) after trimming with a minor allele frequency threshold of 0.05 and excluding insertion/deletion(indel) polymorphisms. For the HapMap dataset, we used the phased genotype data of 13 994 SNPs in chromosome 22 (chr22: 16 180 203-51 219 006) after applying the same pruning criteria as for 1000G.
The original MHC dataset contains unphased diploid genotypes for 264 SNPs and 22 indels in 84 kb resequenced regions (Jeffreys et al., 2001) . In this study, we used a subset of 263 SNPs without missing data or any indels for comparison of the LD block partition methods and the recombination hotspot locations experimentally identified by sperm-typing analysis of the same individuals reported in Jeffreys et al. (2001) . Since the original data are unphased diploid genotype data, the haplotypes of 263 SNPs were reconstructed by PHASE v2.1.1 program (Stephens et al., 2001; Stephens and Scheet, 2005) and these were used as the input data for various LD block partition methods and recombination hotspot estimation methods. The MHC dataset can be downloaded from http://www.le.ac.uk/gen etics/ajj/HLA/.
Results
Implementation and performance evaluation
We implemented the CLQ-D and Big-LD algorithms in R. For the Bron-Kerbosch algorithm (Bron and Kerbosch, 1973; Eppstein et al., 2010) that finds all maximal cliques in a graph, required in CLQ-D and Big-LD implementation, we used the R library 'igraph' package (Csardi and Nepusz, 2006) in which the Bron-Kerbosch algorithm is written in ANSI C. For the algorithm to find all cliques in the graph, we used the method of Tsukiyama et al. (1977) implemented in R igraph. We set threshold values required to run CLQ-D as h ¼ 0:5 and q ¼ 40kb throughout the entire evaluation process, which has been chosen based on the results using various thresholds for h (see Supplementary Methods and Table S1 ). For a graph G with n vertices, the algorithm finds all maximal cliques in time Oðdn 3 d=3 Þ where the value d, the degeneracy of a graph G, is the smallest value such that every nonempty subgraph of G contains a vertex of degree at most d. The computational time for a graph that has large degeneracy may grow exponentially. Therefore, we incorporate a heuristic procedure in CLQ-D to reduce computational time when the graph has large degeneracy (see Supplementary Methods). The implemented R functions are packaged into 'BigLD' and can be downloaded from http://github.com/sunnyeesl/BigLD. All experiments and performance evaluations were performed using these R functions on a machine with Intel i7-6700 (3.4 GHz) CPU. For genomic regions with many SNPs, Big-LD divides the task into several sub-tasks in which the number of SNPs is less than a predetermined limit (k). We first assessed the effect of the number of SNPs in one sub-task on runtime and memory usage using various samples chosen according to MAF and inter-SNP distance ( Supplementary Fig. S1 ). The runtime and memory required for each region without dividing them into sub-tasks grows exponentially with the number of SNPs ( Supplementary Fig. S2 and Table S2 ). Next, we tested how an upper limit for sub-task partition affects the LD block partition results of Big-LD for k from 1000 to 3000 (increasing by 500) using the entire chromosome 22 data of 1000G dataset (Supplementary Tables S3 and S4 ). When the upper limit is smaller, the runtime and memory to partition the data is reduced with little difference in the block partition results. Since more than 99% of the LD block partition results using the upper limit of 1500 and 3000 for sub-task size are the same (Supplementary Table S4 ) and the run-time and memory to run the same job is 81 and 70% respectively for the upper limit of 1500 instead of 3000, we decided to use 1500 as the upper limit for the number of SNPs in sub-tasks throughout the evaluation process. We also measured the runtime and memory usage of the sub-task partitioning stage for various sub-task size limit (k) and for the data trimmed using two MAF threshold values of 0.05 and 0.01. The results show that mostly it takes more time to divide the sequence into sub-tasks with smaller k values and to process the data including more low frequency variants ( Supplementary Fig. S3 and Table S5 ).
To assess the computational feasibility to apply the Big-LD for the entire genome sequence, we evaluated the runtime and the memory usage of the Big-LD algorithm applied to the entire 1000G dataset from chromosome 1 through 22 excluding only monomorphic SNPs. We averaged the runtime and the memory usage assessment over five repetitions of Big-LD executions for (1) Sub-task partitioning stage using SNPs with MAF ! 0.05, (2) Initial LD block partitioning stage using SNPs with MAF ! 0.05, (3) Entire LD block partitioning including the refinement steps for low frequency SNPs ( Supplementary Fig. S4 and Table S6 ). The average runtime required to partition the entire dataset into sub-tasks of the limit size 1500 is 0.73 h and the maximum memory usage is 3584 Mb. The average runtime and the maximum memory usage until the initial LD block partitioning (including sub-task partitioning step) using only common SNPs (MAF ! 0.05; 5 429 840 SNPs) is 4.45 h and 4144MB. It takes 5.83 h to obtain LD blocks for the entire 1000G dataset of chromosome 1 through 22 excluding only monomorphic SNPs (13 288 240 SNPs) with maximum memory usage of 8828MB. We confirmed that runtime and memory usage increase linearly in most cases as the number of SNPs increases, which was expected, since Big-LD adopts a process of dividing the data into sub-tasks when massive SNP data are given (Supplementary Fig. S4 ).
We then compared the runtime and the memory usage of the Big-LD, S-MIG þþ and MIG þþ using the chromosome 22 data of 1000G dataset (Supplementary Table S7 ). For the experimental data, the average runtime of Big-LD is lowest (148.8 s for the data with MAF ! 0.05 and 204.6 s for the data with MAF > 0), which is a significant improvement over the existing methods MIG þþ (5788.1 s for the data with MAF ! 0.05 and 57 743.2 s for the data with MAF > 0) and S-MIG þþ (6074.3 s for the data with MAF ! 0.05 and 35 640.8 s for the data with MAF > 0). We did not include Haploview and MATILDE in this comparison since the runtime for these programs is much longer than that of the other methods. For example, to run MATILDE for a set of only 1000 SNPs, it takes about 4.33 h, and to run Haploview (CI, FGT, SS) for a set of 1500 SNPs, it takes about 0.17 h.
Comparisons of Big-LD block partition results with pre-existing methods
Using chromosome 22 data of the 1000G dataset and HapMap dataset, we compared LD block partition results of Big-LD with those produced by MATILDE (Pattaro et al., 2008) , Haploview (CI, FGT, SS) (Barrett et al., 2005) , MIG þþ (Taliun et al., 2014) and S-MIG þþ (Taliun et al., 2016) . Due to runtime and memory limitations of Haploview program, we applied the Haploview computation to data divided into windows of 1500 SNPs shifted every 1000 SNPs and combined the results with decision rules for the overlapped regions that give priority to the larger block among two results. For MATILDE, we divided the data into windows of 1000 SNPs and obtained results for each window. We also ran the program for 500 SNPs located around each of the break points between windows and then combined results for the 1000 and 500 SNP windows similarly to the rules to combine Haploview results. For S-MIG þþ, we used the program for single CPU, and the sampling ratio was set as 0.01 and the probability of the correctly estimated upper limits for haplotype blocks boundaries was set as 0.99 (both are default values in the program).
In Supplementary Table S8 , we summarize several characteristics of the LD block partition results obtained by the Big-LD and the other methods, including the total number of blocks produced, the average length of blocks meaning the difference in the base pair (bp) position between the first and the last SNPs in the block, the average number of SNPs per block, the average r 2 over all the pairs of SNPs in a block, and the average r 2 over all the SNP pairs, each of which belongs to two consecutive blocks. Overall, the Big-LD produces fewer blocks of larger size compared to the other methods. The size discrepancy of LD blocks between the results of Big-LD and the other methods is larger for 1000G data than for HapMap data. Supplementary Fig. S6 ).
In Figure 2 , distributions of block lengths are plotted for all LD block partition methods. Supplementary Table S9 reports distributions of the number of SNPs per block for all LD block partition methods. The LD blocks obtained from the 1000G dataset by Haploview-CI, MIG þþ and S-MIG þþ, which are based on the LD block definition of Gabriel et al. (2002) , show similar block size distributions. Compared to the other methods, Haploview-FGT produces more blocks of length up to about 10k. Big-LD produces fewer blocks in size groups up until a certain size (20k for 1000G and 15k for HapMap) compared to the other LD block partition methods. MATILDE produces more LD blocks than Big-LD for 1000G, but produces fewer blocks than Big-LD for HapMap. Furthermore, especially for HapMap, Big-LD produces the most LD blocks of size at least 30 SNPs compared to the other methods except MATILDE.
In Figure 3 , separate LD heatmaps for an example region on chromosome 22 show LD block boundaries obtained by all methods. This region exemplifies the case where a big LD block found by Big-LD is split into several small blocks by MATILDE, Haploview, MIG þþ and S-MIG þþ. The big LD block between 23 250 737 bp and 23 644 677 bp position found by Big-LD is split into 6-22 blocks by the other methods for 1000G data and 2-7 blocks for HapMap data. The average r 2 values between the split consecutive blocks by the other methods is between 0.40 and 0.66 for 1000G data and between 0.54 and 0.65 for HapMap data (0.19 for MATILDE). In this example region, LD blocks found in 1000G data by Big-LD are also observed at similar locations in the HapMap data while there is greater discrepancy between 1000G and HapMap data results for the other LD block partition methods. The LD heatmaps of additional example regions including the top 30 big LD blocks obtained for 1000G and HapMap data are presented in Supplementary Figure S7 , and we observed similarly that Big-LD produces large blocks which are usually split by the other methods. The LD blocks found by Big-LD in the two datasets also exhibit greater similarity compared to the other methods.
In Figure 4 , we plot the distributions of LD block lengths obtained from 1000G and HapMap data together for each LD block partition method. In Big-LD, the number of small blocks of up to 2 kb is usually larger in 1000G data compared to HapMap data while the numbers of blocks greater than 2 kb are usually similar in both datasets. The other LD block partition methods produce more blocks of up to 20 kb from 1000G data than from HapMap data, suggesting the differences in block partition results for the datasets with different density is greater in the other methods than in Big-LD. We also examined actual overlap proportions of LD blocks obtained from both datasets for each method (Supplementary Table  S10 ). The proportion of overlapping LD blocks in each dataset over the number of all LD blocks produced in each dataset is larger for Big-LD compared to the other methods. This tendency is even stronger when comparing only the larger blocks. For example, when we use the overlap declaration criterion of 80% and limit the comparison to the blocks greater than 10 kb, the overlap proportions of LD blocks produced by Big-LD are 30% of the number of such blocks in 1000G data and 35% of the number of blocks in HapMap data while these overlap proportions are 1-29% for the other methods.
We also evaluated haplotype diversity measured by the haplotype diversity index for a block (Patil et al. 2001; Zhang et al. 2002) . The haplotype diversity index is defined as the ratio of the number of common haplotypes in the block over the total number of haplotypes within the block. The mean haplotype diversity indices of the blocks obtained by Big-LD for 1000G and HapMap are 0.911 and 0.985, respectively, which are lower compared to those obtained by the other methods except MATILDE (0.87 for HapMap) (Supplementary Table S11 ). The distribution of haplotype diversity indices shows that the haplotype diversity of the blocks obtained by Big-LD decreases as the LD block size increases ( Supplementary Fig. S8 ).
LD block and recombination hotspots
For the MHC dataset of 50 north-European British semen donors, we obtained the LD block partition results using Big-LD, MATILDE, three Haploview methods (CI, FGT, SS), MIG þþ and S-MIG þþ to compare with the true recombination hotspot locations obtained by sperm-typing experiment on the same sample of individuals in the MHC dataset reported in Jeffreys et al. (2001) . For this comparison, we regarded the regions between non-singleton LD blocks as the block boundary regions. Also, we obtained estimated hotspots from MHC data using sequenceLDhot (Fearnhead, 2006) to compare with the true recombination hotspot regions. For sequenceLDhot, we set the criteria to declare hotspots when the loglikelihood ratio over the background recombination rate is greater than 12. Also, we set the sliding window option for sequenceLDhot as 2 kb windows moving about every 1 kb point. In Figure 5 , the LD heatmap of this region and the block boundary locations or hotspot locations found by all methods are shown along with the true discovery rate (TDR) defined as the ratio of the number of block boundaries or hotspots coinciding with the true hotspots over the number of all true hotspots found by the sperm-typing experiment (total of 6 hotspots). The false discovery rate (FDR) is defined as the ratio of the number of block boundaries or hotspots not in the true hotspot regions over the number of all block boundaries or hotspots found by the given method. Big-LD finds five out of six true hotspots (TDR of 83.3%) and shows low FDR (27.3%). The other LD block partition methods including the MATILDE, three Haploview methods and MIG þþ yield 100% TDR but also show high FDRs greater than 50%. The sequenceLDhot yields lower TDR (66.7%) than the Big-LD, but shows zero FDR. The red bars show LD block boundaries overlapping with true recombination hotspots and the black bars show LD block boundaries not overlapping with them. TDR is the number of the true recombination hotspots overlapping with the block boundaries found by each method over the number of true recombination hotspots which is 6, and FDR is the number of non-overlapping block boundaries with the true recombination hotspots among the ones found by each method over the all block boundaries found by each method
We also compared LD block partition results of Big-LD and the other methods applied to 1000G and HapMap data with the recombination hotspot locations obtained for these datasets by sequenceLDhot to see if the LD block boundaries and estimated recombination hotspot regions coincide with each other. Considering the recombination hotspot regions estimated by the sequenceLDhot as the true hotspot regions, we obtained TDR and FDR similarly defined for the MHC dataset analysis (Supplementary Table S12 ). The TDR for Big-LD results (65.5% in 1000G and 85.8% in HapMap) is lowest compared to the TDR for the other methods (67-99%) except MATILDE (40% in HapMap) since the other methods produced smaller blocks with more chance to coincide with the estimated recombination hotspot regions. However, the FDR for Big-LD (65.2% for 1000G and 73.4% for HapMap) is lowest among all LD block partition methods except MATILDE (66.5% in HapMap). On average, the distance between consecutive estimated recombination hotspots is 46 699 kb (99.5 SNPs) for 1000G data and 94 802 kb (38.5 SNPs) for HapMap data, which are twice and four times the distance between consecutive block boundary positions obtained by Big-LD for 1000G and HapMap data respectively. LD heatmaps of some example regions compare the block boundaries of all partition methods and estimated recombination hotspot positions obtained by the sequenceLDhot (Supplementary Fig. S9 ).
Discussion
Big-LD occupies much more memory (at most 3042 Mb for 1000G chromosome 22 data) compared to S-MIG þþ (less than 25 Mb for for 1000G chromosome 22 data) mostly due to the clique finding algorithms in R igraph package. However, Big-LD can run without problems on high performance computers with more than 4GB memory.
The LD block partition methods adopting a narrow sense definition of LD blocks tend to separate SNPs that are in strong LD if they have some SNPs in between that are in low LD with those 'strong LD' SNPs. This case is observed more often when more SNPs are genotyped in the same region such as with sequencing data. As a result, the existing LD block construction algorithms usually split large LD block into small blocks as evident in the application to the 1000G dataset. For Big-LD, the problem of 'interruption by low LD SNPs' is less likely to affect the LD block construction results because Big-LD uses an agglomerative approach that starts by identifying small communities of SNPs, i.e. the SNPs in each LD bin region (from starting SNP to ending SNP), and proceeds by merging these communities. By including all SNPs that are located between starting and ending SNPs of each LD bin in the initial communities of SNPs, low LD SNPs in the middle of a high LD region do not severely affect the block partition results. Allowing this region of low LD between strongly associated SNP pairs goes against the criteria for evaluation of haplotype block construction results suggested by Wall and Pritchard (2003) : 'absence of holes' (If a pair of SNPs are in strong LD, then both SNPs should be in strong LD with SNPs that lie in between). When the purpose of haplotype block construction is to find tag SNPs, the presence of holes in the block region can yield cases where tag SNPs are not capturing the effects of some SNPs in the block. When, however, the purpose of haplotype block construction is to find blocks with low between-block correlation or blocks revealing population genetic structure such as recombination hotspots, especially with high density sequencing data, the 'absence of holes' principle may not serve the purpose. Tables S13 and S14 ).
When we compared the LD block partition results obtained using 1000G and HapMap datasets, we observed that the LD blocks found by Big-LD from two datasets overlap more than the other methods, especially for large size blocks. This result suggests that Big-LD finds more invariant, less data-dependent big LD blocks regardless of the marker-density of the data. Also, the difference between the LD block construction results of Big-LD and the other methods was even greater in 1000G data than in HapMap data. With the dense SNPs in the 1000G data, CLQ-D usually produces a block LD structure with more LD bins that consist of nonconsecutive SNPs compared to HapMap data (Fig. 3) . Since the ranges of LD bins are more invariant to the marker-density of genotyped SNPs, Big-LD produces more invariant big LD blocks by the 'bottom-up' type clustering of LD bins. For the other methods such as MATILDE, Haploview, S-MIG þþ or MIG þþ, the block partition results are very sensitive to the SNP marker-density and/or the selection of SNPs.
How the locations of recombination hotspots are related to LD blocks is of major interest since a recombination hotspot is the one of the main reasons for LD block formation. In early days, without clear operational definitions for LD block, researchers found by observing some regions that true recombination hotspot locations confirmed by sperm-typing experiments coincide with LD block boundaries found as LD break points (Jeffreys et al., 2001) . After several LD block definitions were introduced, other researchers found that LD blocks defined in a narrow sense can be formed without recombination hotspots (Wang et al., 2002) . In our comparisons of LD block partition results obtained by Big-LD algorithm and the other methods with the experimentally determined recombination hotspots for the same MHC dataset used in Jeffreys et al. (2001) , we found that LD blocks found by Big-LD agree better with the true recombination hotspots than the existing methods. We also saw better agreement between the LD block locations found by Big-LD and the estimated hotspot regions obtained by the sequenceLDhot compared to the other LD block partition methods. However, the agreement proportions between the results of Big-LD and sequenceLDhot do not exceed 50% even with relaxed criterion such as 60% overlap to be declared as a shared LD block. Since the estimated recombination hotspots by sequenceLDhot for MHC data also did not coincide with the real hotspots perfectly (lower TDR than Big-LD), more comprehensive data with accurate information on hotspots for large regions would be helpful to further determine the relationship between the LD blocks found by Big-LD and recombination hotspots.
Most graph clustering algorithms require presetting the number of clusters before applying clustering steps (de Amorim and Hennig, 2015) . Big-LD does not require prior specification of the number of clusters. Instead, the clusters are chosen at each step of the greedy process which picks out a set of independent cliques of the interval graph that do not overlap each other. It uses an algorithm to choose the maximum weight independent set of a graph where the vertices are all cliques in the interval graph and the edges represent the overlap between the intervals covered by each clique. By applying this process until the remaining genomic regions are all covered by nonoverlapping intervals, i.e. the LD blocks, Big-LD can automatically determine how many clusters should be present in the final partitioning results.
In summary, the new LD block construction method Big-LD produces larger LD blocks than existing methods since it adopts a wide sense definition for LD block, which allows a 'hole' of low LD SNPs to be present between strongly associated SNP pairs. Big-LD determines the number of blocks using a maximum weight independent set selection algorithm. The LD blocks produced by Big-LD agree better than existing methods with the recombination hotspot locations determined by sperm-typing experiments. The observed average runtime of Big-LD for 13 288 240 non-monomorphic SNPs from 1000 Genomes Project autosome data (286 East Asians) is about 5.83 h, which is a significant improvement over the existing methods.
