Understanding how species are distributed in the environment is increasingly important for natural resource management, particularly for keystone and habitatforming species, and those of conservation concern. Habitat suitability models are fundamental to developing this understanding; however their use in management continues to be limited due to often-vague model objectives and inadequate evaluation methods. Along the Northeast Pacific coast, canopy kelps (Macrocystis pyrifera and Nereocystis luetkeana) provide biogenic habitat and considerable primary production to nearshore ecosystems. We investigated the distribution of these species by examining a series of increasingly complex habitat suitability models ranging from process-based models based on species' ecology to complex generalised additive models applied to purpose-collected survey data. Seeking empirical limits to model complexity, we explored the relationship between model complexity and forecast skill, measured using both cross-validation and independent data evaluation. Our analysis confirmed the importance of predictors used in models of coastal kelp distributions developed elsewhere (i.e. depth, bottom type, bottom slope, and exposure); it also identified additional important factors including salinity, and potential interactions between exposure and salinity, and slope and tidal energy. Comparative results showed how cross-validation can lead to over-fitting, while independent data evaluation clearly identified the appropriate model complexity for generating habitat forecasts. Our results also illustrate that, depending on the evaluation data, predictions from simpler models can out-perform those from more complex models. Collectively, the insights from evaluating multiple models with multiple data sets contribute to the holistic assessment of model forecast skill. The continued development of methods and metrics for evaluating model forecasts with independent data, and the explicit consideration of model objectives and assumptions, promise to increase the utility of model forecasts to decision makers.
Introduction
Predictions of habitat, and ultimately species distributions, are recognised as integral to ecosystem-based resource management (Tommasi et al. 2017 ) and marine spatial planning (Schmolke et al. 2010 , Robinson et al. 2011 . Understanding how species may respond to climate change is a growing part of this work (Araújo and Rahbek 2006 , Sumaila et al. 2011 , Tommasi et al. 2017 . However, despite this clear management need, the use of habitat forecasts for management continues to be hampered by a number of significant challenges including a lack of clarity about model purpose (Araújo and Guisan 2006 , Gregr and Chan 2014 , Houlahan et al. 2017 , inadequate evaluation methods (Vaughan and Ormerod 2005, Bahn and McGill 2013) , and poor treatment of uncertainty (Planque et al. 2011 , Beale and Lennon 2012 , Gregr and Chan 2014 . Using an emergent management need in Pacific Canada as a case study, we confront these challenges by examining the utility of independent data for 1) assessing model forecast skill, 2) identifying the appropriate complexity to maximise forecast skill, and 3) exploring sampling bias and assumptions about ecological process, key components of model uncertainty.
The ecological motivation for our study is the locally contentious issue of sea otter Enhydra lutris recovery in the coastal waters of the Northeast Pacific. In this region, sea otters are rapidly transforming the coastal ecosystem (Nichol et al. 2009 ) from one dominated by invertebrates, to one dominated by kelp (Estes and Palmisano 1974) . This is widely seen as an ecological success story because canopy kelps (especially Macrocystis pyrifera and Nereocystis luetkeana) provide biogenic habitat to species across several trophic levels, and serving as a significant source of primary production, nourishing nearshore food webs (Duggins 1988 , Steneck et al. 2002 . However, this ecosystem shift has led to conflict, as those economically dependent on invertebrate resources and frustrated by the competition from sea otters may sometimes resort to shooting sea otters (Nichol et al. 2009 ). Understanding the physical drivers of canopy kelp and the areas best suited to supporting kelp forests and their associated ecosystem services is an important piece of information for the spatial management of the region's natural resources. Thus, from a methodological perspective, the need is for a habitat suitability model that supports both an understanding of the mechanistic role of oceanographic drivers, particularly those susceptible to a changing climate, and also provides forecasts of habitat that are transferable in time.
Fortunately, habitat models are versatile, and can be built for description, understanding, or prediction (Araújo and Guisan 2006) . Models for understanding how species distributions are influenced by environmental drivers should ideally test hypothesed relationships (Araújo and Guisan 2006) , while models for predicting distributions require a greater focus on transferability (i.e. the skill of the model to forecast to different times or locations). In this study, we begin by proposing and testing hypotheses about the proximate drivers of canopy kelp distributions. We then examine the forecast skill of a range of increasingly complex kelp habitat suitability models, and use the results to highlight the consequences of current approaches to model evaluation, and demonstrate how evaluation with independent data sets can provide guidance on the limits to model complexity.
The complexity of ecosystems, comprised as they are of many diverse biotic and abiotic components and often interacting processes, means there are myriad hypotheses that can be considered in any particular habitat model. Finding the right balance between the complexity necessary to precisely describe patterns in a sample of data while preserving enough generality to make reasonably accurate predictions is one of the fundamental challenges for effective habitat suitability modelling, and emphasises the importance deliberate model design (Jørgensen 1986 , Guisan and Zimmermann 2000 , Gregr and Chan 2014 . This includes the articulation of clear model objectives, explicit hypotheses about ecological process, and a rationale for the modelling approach selected. Deliberate, explicit design is critically important because it can counter-balance the methodological focus on correlation between observations and abiotic drivers. This is important because understanding the ecological consequences of what is, and is not represented is critical to model interpretation and uncertainty assessment.
Machine-learning methods (especially MaxEnt - Phillips et al. 2006 ) have emerged as the dominant approach to habitat suitability modelling in the last decade because they are excellent at teasing out relationships between potential predictors and observations. They are typically among the top performers in model comparison studies (Elith and Graham 2009, Rodríguez-Rey et al. 2013 ). However, it has been clear for some time that they will quite happily fit to noise if left unconstrained, resulting in over-fit models that are difficult to interpret (Gregr 2011 ) and exhibit poor transferability (Warren and Seifert 2011 , Moreno-Amat et al. 2015 , Merow et al. 2014 .
Combined with increases in computing power and widely available global predictor data (e.g. WorldClim, World Ocean Atlas), machine learning methods are now essentially a data mining approach, bypassing the process of considered variable selection, particularly for studies over large spatial extents. This transition towards a 'big data' approach is concerning for several reasons. Not only is there a lack of theoretical justification for the added complexity of machine learning methods (Bell and Schlaepfer 2016) , it has also shifted the complexity conversation from an ecological one about model sufficiency (i.e., what complexity is needed to achieve the model objectives) to one about how to constrain over-fitting (Radosavljevic and Anderson 2014) In this case study, we compared models across a spectrum of complexities, ranging from simple mechanistic envelope models to correlative models whose complexity is limited only by commonly used stopping conditions based on sample size. Since most methods exhibit a significant difference in performance between internal validation and tests of transferability (Heikkinen et al. 2012) , our goal was to investigate how this difference relates to model complexity, and whether limits on model complexity can be identified using independent evaluation data.
How to best evaluate model predictions depends on goal of the model (Rykiel Jr 1996, Araújo and Guisan 2006) . If the objective is description or understanding, there are a variety of metrics available for choosing the model that best fits the response data (Guisan and Zimmermann 2000 , Hirzel et al. 2006 , Lawson et al. 2014 . These statistics are typically calculated using a subset of the available data using a process called cross-validation, where the sample of species observations is divided into model training and model testing data sets. Assessments of how well the model describes the various subsets of the data used to build it can yield important internal verification of a model and provide confidence in the underlying hypotheses about species-habitat relationships (Araújo and Guisan 2006) . However, such in-sample verification generally reveals little about the quality of model predictions at other times and places (Bahn and McGill 2013, Houlahan et al. 2017) , particularly when random cross-validation is used. Rather, evaluating forecast skill (i.e., transferability) depends on how well a model generalises in space or time, and it has long been recognised that this is best done using independent distributional data (Goodall 1972 , Rykiel Jr 1996 , Guisan and Zimmermann 2000 , Araújo et al. 2005b , Vaughan and Ormerod 2005 .
However, examples of independent data evaluation (IDE) are rare because observations of forecasted states (in space or time) typically do not exist. Thus, cross-validation is often interpreted as a measure of predictive performance, even though it is known to over-estimate model skill because the training and testing subsets are not independent (Araújo et al. 2005a , Jiménez-Valverde et al. 2011 , Roberts et al. 2017 ). This has led to the development of approaches like block cross-validation (Roberts et al. 2017) , intended to divide collections of observations into more independent samples.
In this study, we use independently collected data to evaluate model forecast skill across a range of increasingly complex habitat suitability models. We compare the results to those obtained via both random, and block cross-validation to illustrate how IDE can help limit model complexity. We also consider how IDE may inform sampling bias in spatially and temporally dynamic systems, and the validity of model assumptions about ecological process.
The many questions around model objectives, assumptions, and hypotheses contribute to the uncertainty in model predictions, and the associated complexities are central to the inadequate treatment of uncertainty in both habitat modelling (Planque et al. 2011, Beale and Lennon 2012) and in ecosystem modelling generally (Link et al. 2012, Gregr and Chan 2014) . In the few cases where uncertainty is examined, the focus is typically on parameterisation. Examination of uncertainties in source data, model structure, or model hypotheses and assumptions are much rarer (Planque et al. 2011, Gregr and Chan 2014) . By using IDE to examine the fundamental question of model complexity, our analysis advances understanding of model forecast skill, and is relevant to all ecological models seeking to generate predictions in other times or places.
Material and methods
We conducted our study in Kyuquot Sound on the west coast of Vancouver Island, British Columbia, where sea otters have been at or close to carrying capacity for over a decade (Nichol et al. 2009 ). This allowed us to assume that the system had reached a new equilibrium, where canopy kelps had re-occupied all of their potential habitat (within the limits of environmental variability). We restricted our study area (Fig. 1) to depths between 0 and 20 m, the observed limits of canopy kelp distribution. We defined habitat suitability models using canopy kelp percent cover data collected over 3 yr as the dependent data, a set of abiotic predictor variables identified from a review of earlier models of kelp distribution, and a general understanding of the factors that influence kelp distribution and abundance. We developed a series of eight increasingly complex habitat models for canopy kelp, compared them using both random and block crossvalidation, evaluated their forecasting skill using independent observations of canopy kelp distributions, and examined how the prevalence of the independent sample influenced measures of forecast skill. We elaborate on each of these components below.
Kelp observations
We collected survey data on the percent cover of the two canopy kelps using stratified random boat-based surveys conducted in September (i.e. fall -the typical time of maximum canopy cover) from 2010 to 2012, and in June (i.e. spring) of 2010. Percent cover was estimated visually in four quadrats within a 100-m radius of the survey vessel, and averaged for each sampling location. We also recorded the relative proportion of the two species. We sampled percent cover a total of 375 times at 173 locations over the 3 yr.
We used two types of independent data on kelp presence to evaluate the predictive models. The first includes observations of canopy kelp presence compiled by Living Oceans Society (LOS) from marine charts and assorted kelp surveys conducted over many years by a variety of organizations (Ardron 2004 ). These observations were available as polygons indicating the presence of canopy kelp, with no temporal information. The second set of independent test data were based on opportunistically collected images taken from the SPOT-5 (Satellite Pour l'Observation de la Terre) satelliteborne sensor archive (SPOT 2017). Three high resolution (10 × 10 m 2 ) colour images were taken in mid summer (July/ August) for the years 2005, 2006, and 2009 . Visible bands 1 through 3 were classified to vegetation presence/absence using the support vector machine supervised clustering algorithm (Ge et al. 2008) . Six control points (areas where kelp cover was known to occur) were defined based on visual inspection and local knowledge to calibrate the classification. Collectively, these data represent four independent sets of canopy kelp observations (1 from LOS, and 3 from SPOT-5).
Several accommodations were necessary to make the survey data (used for kelp model development) comparable with the independent data (used for evaluation). First, since the independent data did not include species, we developed a generic model of canopy kelp after examining the response of each species individually to the predictor variables. Second, we converted the boat-based percent cover estimates to presence-absence to match the independent data. Re-sighting data (repeat visits to selected sites on later days) indicated consistent values above 5% percent cover. We therefore selected 5% as the threshold for converting percent cover to presence or absence. Finally, we used only the fall data (n = 240) for model development after noting a strong seasonal effect associated with the spring data.
Predictor variables
Canopy kelp in the Northeast Pacific are understood to be influenced by bottom type, sunlight (i.e. insolation), temperature, water motion, salinity, sedimentation, and nutrient levels (Druehl 1978 , Dayton 1985 , Springer et al. 2007 ). We developed a set of predictor variables (Table 1) based on this general understanding, and earlier models of kelp distribution (Bekkby et al. 2009 , Méléder et al. 2010 , Gorman et al. 2013 . The rationale for their inclusion and their derivation is described in Supplementary material Appendix 1. In addition, given that the individual factors affecting kelp habitat are unlikely to act independently (Dayton 1985) , we included several interactions to test if they could improve our prediction of canopy kelp distributions. All predictors were scaled to align with a 20 × 20 m 2 bathymetric model of the coast, tested for collinearity, and centred before developing the models.
Model development
Habitat models can range in complexity from the straightforward habitat suitability index (HSI) approach pioneered in the 1980s by the US Fish and Wildlife Service (Van Horne and Wiens 1991) to sophisticated regression-based machine learning methods that are very adept at creating complex relationships to capture nuanced patterns in the data (reviewed by Merow et al. 2013) . Comparisons of how the various methods perform appear regularly (Guisan and Zimmermann 2000 , Segurado and Araújo 2004 , Elith et al. 2006 , Pearson et al. 2006 ). The 'best' method depends on the model context and intent (Segurado and Araújo 2004 ), which influences model complexity (Merow et al. 2014 ). Our intent here was to evaluate habitat forecasts from a set of models with increasing complexity, with complexity driven in part by explicit hypotheses about ecological processes, but also by model structure, and by methods intended to maximise fit to data. We began by reviewing both the ecological understanding of kelp distributions and the available abiotic data (i.e. predictors), making explicit hypotheses about how the predictors may influence kelp distributions (Supplementary material Appendix 1). We used these hypotheses to define our simplest models using the HSI approach, and reviewed the model structure with local experts. We then defined increasingly complex binomial regression models (GLMs and GAMs) with a logistic link function (the equivalent of a logistic model when the response variable is dichotomous) to examine the relationships between model structure (i.e. complexity), variance explained (i.e. model fit), and forecast skill. This approach aligns with that recommended by Merow et al. (2014) , for exploring the functional limits of model complexity based on the study objective, limitations of the data, and model comparison.
We began with an HSI model using depth, bottom type, salt, and exposure, representing habitat suitability for canopy kelp as: decreasing non-linearly with depth; increasing linearly with the probability of rocky reefs and salinity (within a defined range); and optimal across a range of exposures (Fig. 2) . We used the three variants of bottom type (RF, RMSM, and BoP) to assess the sensitivity of the HSI models to this predictor. We assumed all factors contributed equally, and that all were essential (i.e. low on any factor led to low habitat suitability).
We then examined the strength of association between each potential predictor variable and our survey data using univariate GLMs. We examined correlations between linear, quadratic, and cubic forms of all predictors and the presenceabsence of each species (i.e. giant and bull kelp) as well as the combined canopy to inform how to best to generalise the observations (Supplemental material Appendix 1 Table A1 ). We used the significant predictors from this univariate analysis in a structured variable selection approach to create four multivariate GLMs with increasing complexity. We began by defining a GLM to represent a parametric form of the HSI model, and a second using only the linear forms of the predictors identified as significant (Supplementary material Appendix 1 Table A1 ). In the third model we increased model complexity by considering higher-order polynomial forms of the predictors. These polynomials always entered the models with all their terms. We used higher order polynomials to allow the GLMs to approach the complexity of GAMs and facilitate model comparison. Finally, for the fourth GLM, we considered interaction terms.
At each step, the best model was selected using Akaike's information criterion (AIC), after considering both single term addition and single term removal. AIC also served as a stopping condition to prevent increasing model complexity without a concomitant gain in predictive ability. A final review of the GLMs ensured all terms in the models were significant at the 0.05 level or better. These steps ensured the predictors with the highest explanatory power entered the models first, and that all predictors contributed significantly to model performance. This structured step-wise approach to variable selection is fundamentally different from the automated stepwise variable selection approach understood to have a range of methodological problems (Whittingham et al. 2006) . Slope × Aspect A potential proxy for sunlight.
The potential for the effect of tidal energy to be a function of slope.
The potential for the effect of temperature to be a function of exposure.
The potential for the effect of salinity to be a function of exposure. -
We added two GAMs to our analysis: the first with predictors, interactions, and degrees of freedom equivalent to the most complex GLM, and the second with the same terms but with penalised smoothing terms. The degrees of freedom for GAM1 were specified (and fixed) using the k parameter to represent the non-parametric (i.e. smoothed) equivalent of the best performing GLM. GAM2 represented the most complex model in our analysis and was created by allowing the default GAM fitting algorithm to define smooths using as many degrees of freedom as penalization would admit. Tensor product smooths were used for both GAMs.
Data analyses and graphing were done in the R language for statistical analysis (R Core Team) using the add-on packages 'mgcv' (Wood 2004) and 'AUC' (Ballings and Van den Poel 2013) for analysis, and 'dplyr' (Wickham and Francois 2015) , and 'ggplot2' (Wickham 2009 ) for presentation of results. Predictors were tested for correlation using the variance inflation factor tests in package 'fmsb' (Nakazawa 2017); residuals were examined using simulated residual plots generated using the 'dHARMa' package (Hartig 2017) .
Evaluating model performance
During the development of the statistical models, we used deviance explained (ΔD) to complement AIC in the model selection process. This statistic is typically used for GLMs and GAMs and is analogous to unadjusted variance explained (i.e. R 2 ) in linear models (Guisan and Zimmermann 2000) . We tested the in-sample performance of the completed models using cross-validation. We compared randomised 3-fold cross-validation (Fielding and Bell 1997 ) to block-cross validation (Roberts et al. 2017 ) using the survey year to block the data. For the 3-fold test we divided the observations randomly into 3 equal sized sub-samples (i.e. folds) parameterised each fold, and evaluated the resulting prediction using the observations in the other folds. We repeated this process 100 times to obtain a distribution of area under the curve (AUC) scores. AUC is a widely used, thresholdindependent measure of model performance (Fielding and Bell 1997) , where a score of 1.0 implies perfect prediction while 0.5 implies a predictive power no better than random. For the block cross-validation, we fit the models using data from each of the survey years (either 2005, 2006, or 2009) individually, and tested how well it predicted the other two years, generating 3 AUC scores for each model. To evaluate the forecast skill of the different models, we mapped the independent test data and the predictor variables to a regular hexagonal (100 m diameter) grid of the study area (Fig. 1 ). Hexagons were assigned presence-absence values for each of the four independent test data sets using the 5% rule developed for the survey data: if kelp occupied less than or equal to 5% of the hexagon, it was assigned an absence, otherwise the hexagon was defined as a presence cell. To avoid spatial processing errors on boundary hexagons, only those hexagons fully within the extents of the independent test data set were used in the evaluation.
To increase the comparability of the independent data validation with the cross-validation results, we simulated a field sampling program by drawing 500 observations from the extents of each remote sensing layer (Fig. 1) . We ensured each sample had the same prevalence as our original field survey data (used to build the models). The statistical models were re-parameterised for each psuedo-survey, and a kelp prediction was generated for the entire hexagonal grid. We compared predictions from all models to each of the four independent data sets using AUC. We repeated the process 100 times for each model-independent data set pair.
A variety of statistics are available to compare predictions to observations (Fielding and Bell 1997) , and a considerable body of literature has explored how species prevalence (the proportion of sampled sites where a species is present) can be a complicating factor (Allouche et al. 2006 , Mouton et al. 2010 , Santika 2011 , Lawson et al. 2014 in part because of its relationship to threshold selection (Manel et al. 2001) . A threshold allows the continuous predictions typically generated by habitat models to be classified into presences and absences so that a broader set of performance metrics can be derived from the resulting contingency table (also, for some reason, called a confusion matrix). However, threshold selection is not a trivial matter (Manel et al. 2001 , Lawson et al. 2014 . So to avoid complicating our analysis with the question of threshold selection and focus on cross-validation and IDE, we use the AUC (area under the curve) statistica widely used, threshold-independent metric of agreement between predictions and observations.
Data deposition
Data available from the Dryad Digital Repository: < http:// dx.doi.org/10.5061/dryad.s22s280 > (Gregr et al. 2018 ).
Results

Regression model development
Our univariate analysis of the individual predictors formed the basis of the subsequent model development. These results largely mirrored earlier findings from the literature, with Depth, Slope, bottom type, Salt, temperature, and fetch all identified as significant (Supplementary material Appendix 1 Table A1 ). Notable differences between the kelp species include a greater influence of Salt and temperature on giant kelp. Other differences were largely a matter of degree, with one species or the other showing significance at higherorder predictors, or different representations of the same predictor (e.g. SST vs SSTQ3). The similarities between the species response variables were taken to indicate that a combined canopy model would be adequate for the purposes of this study.
Predictors were tested for collinearity using the variance inflation factor and values were well below the recommended threshold of 10.0 (Dormann et al. 2013 ) for all predictors indicating no collinearity concerns among the predictors. Residuals from all final models showed no heteroscedasticity based on simulated residual plots.
Deviance explained increased from 0.30 in the simplest GLM (GLM0), to 0.79 in the most complex model (GAM2; Table 2 ). All predictors in GLM0 were significant at p ≤ 0.001 except Salt which was significant at p ≤ 0.1 (Table 3 ). GLM1 explained 10% more deviance in the data from the addition of Slope, and MaxTidal ( Table 2) . Six of 7 predictors in GLM1 were significant at the 0.05 level or better. Only bottom type (RF) was not significant. In GLM2, exposure (as FetchTot) was the only predictor to enter as a polynomial term, explaining an additional 2% of the deviance. We found that centring the predictor data considerably reduced the number of higher order terms that entered the model at this step.
The biggest improvements in model fit came from including the interaction terms (in GLM3). We defined interactions using the variable complexity from GLM2, and examined the change in both deviance explained and the significance of model terms for each interaction separately. We found no effect from the temperature-exposure interaction, but both the salinity-exposure (FetchTot 2 :Salt) and the slope-tidal current (Slope 2 :MaxTidal) interactions significantly improved model fit to data, explaining an additional 17% of the deviance (Table 3) . Adding the salinity interaction eliminated the need for the separate Salt predictor, which we removed and did not include in the more complex models. The remaining predictors were all significant at the 0.01 level, except for the first order term of the slope-tidal current interaction. At this stage, we also tested the explanatory power of the insolation model before and after adding the interactions, but in no case was the AIC reduced. Table 2 . The set of regression models showing model terms, AIC scores, and deviance explained (ΔD) with increasing model complexity. First column shows the model names used in the comparative analysis. See text for a description of the variables. Lower order terms were included with all higher order GLM polynomials. In GAM1, degrees of freedom (k) were fixed. In GAM2, k was initially set to 10 individual smooths and 20 for interactions; the reported k is a result of penalization whereby AIC drives the degrees of freedom. 
Model performance
The model fit statistics (AIC and ΔD) changed predictably as model complexity was increased (Table 2) , and the AUC score from both cross-validation tests showed a similar pattern of increasing complexity generating higher scores. AUC scores for the 3-fold cross-validation ranged between 0.67 and 0.89 for the HSI models, and increased steadily for the statistical models from GLM0 (0.77) to GAM2 (0.97). A short plateau in performance occurs at GLM2 (Fig. 3) . The AUC scores based on block cross-validation (using survey years) follow a similar pattern, but plateau at the complexity of GLM3. In contrast to this internal verification, forecast skill was more variable when evaluated using the independent data. The AUC scores shows a high variability both among the independent data and between models, but generally trended upwards from below 0.6 for the HSI models to just over 0.8 for GLM2. Forecast skill dropped dramatically to below 0.6 for the three remaining more complex models (Fig. 3) . GLM2 was best at forecasting the independent remote sensing data, showing results from cross-validation (CV) (black points = 3-fold; grey points = 3-yr cross-block) and the independent data validation using four different independent data sets for nine increasingly complex models across the x-axis. Models include three habitat suitability index models (BoP, RMSM, and RF), four generalized linear models (GLMs), and two generalized additive models (GAMs). Regression models were built using 3 yr of survey data. Variability (± 1 standard deviation) for 3-fold CV is from 100 randomly sampled folds; for cross-block CV it is based on the 3 survey years. For independent data evaluation, points are shown with 95% confidence intervals, based on 100 simulated samples of 500 observations. Independent data included three years of classified remote sensing data (2005, 2006, 2009 ) and a compilation of long-term kelp observations (LOS).
while the IDE models out-performed all statistical models when evaluated against the independent LOS data. The distribution of predicted values ranged from somewhat uniform in GLM0 (Fig. 4A ) to the extremely bimodal GAM2 (Fig. 4C ). This bimodality appeared in all the regression models (except GLM0), and increased with model complexity. This increasing bimodality is expressed spatially as increasingly concentrated and homogeneous patches of suitable and unsuitable habitat (Fig. 4) .
Alternate predictor representations
As part of model development, we considered different representations of temperature (BTemp, SST, SSTQ2, SSTQ3), insolation (SumSol, Slope, Aspect), and bottom type (RF, RMSM, BoP). Temperature only entered the models when seasonal observations were included and thus did not factor into the remainder of this analysis. However, it is worth noting that if season was included and more than one temperature variable was allowed to enter the model, temperature quickly dominated the model, likely because of a strong correlation with the seasonal effect. Our hypothesised insolation variable (SumSol) showed little correlation with canopy kelp (Supplementary material Appendix 1 Table A1 ), and only contributed to the statistical models in the presence of temperature.
Of the three different representations of hard substrate in the HSI models, RMSM performed marginally better than RF, and both outperformed the BoP model during cross-validation, but the three were more similar under IDE. Comparing the spatial predictions of the different HSI models (where the only difference was the form of this substrate variable, i.e. as per Fig. 2) shows how this predictor influences the habitat predictions. Predictions from the BoP and RMSM models show the greatest difference, while both share similarities with the RF model (Fig. 5) . The distributions of predicted values show RMSM to have a bimodal distribution similar to the statistical models, while the other two models show roughly linearly decreasing probability as the predicted value approaches 1.0.
Discussion
Drivers of kelp distribution
Our models of canopy kelp distribution confirm the importance of abiotic drivers identified by studies of other kelp species, in other regions. In addition to depth, bottom type, bottom slope, exposure, tidal flow, and insolation, we further identified salinity as an important predictor, particularly for the distribution of giant kelp which is found in more sheltered waters than bull kelp. While not considered in earlier studies of kelp distributions, it is presumably relevant for broadly distributed species in regions such as the Northeast Pacific with complex coastlines, large embayments, and fjords. It also appears to have an important interaction with exposure (see the parameter comparison below).
While the processes underlying some of these drivers are well understood (e.g. a hard bottom type is essential for kelp attachment), the role of others (e.g. depth) is more equivocal, in that they may serve as proxies for other, more proximate variables (e.g., depth is an excellent proxy for light). How well the predictor variables characterise ecological function is central to a model's forecasting skill (Austin 2002) . The desire to identify more proximate ecological predictors was the motivation for developing an explicit insolation predictor and exploring variable interactions. However, insolation did not enter any of the models, and post-hoc tests showed that Slope and Depth consistently explained more variability, suggesting these proxies do a very good job capturing this important ecological effect. Noting that Depth was a significant univariate predictor while SumSol was not suggests that light attenuation (driven primarily by depth and secondarily by slope and in some cases aspect) may be more important than surface insolation, even when (as here) the study is restricted to the photic zone.
Given that ecosystems have been described as a prototypical, complex adaptive systems (Levin 1998) , it would be surprising if interactions were ever truly absent from species-habitat associations. We considered three interactions (Temperature-Exposure, Salinity-Exposure, and Slope-Tidal energy). The last two explained a significant part of the deviance in our data. This could be an indication of important ecological processes useful for refining descriptions of kelp habitat in coastal ecosystems. However, the dramatic drop in skill observed in the IDE evaluation (but not evident in the cross-validation analysis) suggests those interactions are fitting something very specific in the training data. Further investigation is necessary to determine whether this fit is to ecological process or model noise.
Comparing parameter values across the different models (Table 3) provides a potentially rich source of insight into the ecological relevance of the predictors. For example, consistent parameter values across models (e.g. Depth, RF, MaxTidal) strongly imply high ecological relevance, while unexpected values (e.g. a negative coefficient for salinity) may imply unanticipated proxies -in this case, the interaction between salinity and exposure may be indicative of a more proximate process that dominates or is in addition to the hypothesised role of salinity in capturing freshwater influence. Testing such interpretations of correlative model results is necessary to improve our understanding of process.
Finally, the high variability in the significance of the bottom type predictor (RReef in Table 3 ) suggests its spatial representation is poor because it is necessary for canopy kelp occurrence. In fact, we understand predictions of bottom type to be unreliable because the true spatial variability of substrate can be very high, making characterisation challenging. This variability in variable significance and perhaps parameter value across multiple models may be a useful indicator of uncertainty in habitat predictions, and a generic means of identifying poorly characterised predictors.
Challenges to evaluating model transferability
Our analysis of model forecast skill illustrates the value of IDE and the potential shortcomings of cross-validation. Using IDE, all statistical models had a mean AUC score considerably lower than when assessed with cross-validation, whether random or blocked, contributing more evidence that cross-validation yields an inflated view of forecast skill. These results corroborate similar findings on the landscape (Bahn and McGill 2013, Petitpierre et al. 2017) , and from simulation studies (García-Callejas and Araújo 2016) showing how cross-validation can inflate model performance scores. Vaughan and Ormerod (2005) attributed this to what they called transportability. This is effectively the degree to which processes in the training data (and represented by the statistical model) persist in the testing data. This is essentially the assumption of stationarity (i.e. invariance in process across time and space), which is unlikely to be true for highly heterogeneous habitats (Wagner and Fortin 2005) , or for distributions influenced by temporal variability or biological interactions. Non-stationarity is perhaps the biggest challenge facing accurate ecological prediction. Various methods for addressing non-stationarity in correlative models have been proposed including spatial statistics (Wagner and Fortin 2005) , geographically weighted regression (Austin 2007) , and hierarchical models (Beale and Lennon 2012) . However, such approaches have yet to be widely adopted, perhaps because current modelling methods are focused less on understanding and more on correlation (Palacios et al. 2013b , Bell and Schlaepfer 2016 , Houlahan et al. 2017 .
The interpretation of statistics based on cross-validation as estimates of model forecast skill requires the additional assumption of representativity. Since the interpretation of cross-validation as a measure of forecast skill routinely violates both stationarity and representativity, it is fair to conclude that models relying on cross-validation for estimates of forecast skill are over-fit for accurate prediction. Models are now built to maximise their description of the data with which they were built (Bell and Schlaepfer 2016) . Maximising internal validation in this way can lead to unnecessary model complexity, particularly for non-parametric methods (Merow et al. 2013) . This is somewhat troubling given what should be a general understanding that high complexity is no guarantee of high forecast skill, and may even reduce it (Costanza and Sklar 1985 , Fulton et al. 2003 , Bahn and McGill 2013 . We argue that a reliance on cross-validation undermines the essential need to balance complexity and generality, and that this balance will be achieved more effectively with IDE and a greater focus on process (and thus on non-stationarity).
Representativity and independence
Predictive models handle the challenge of sampling bias by assuming representativity (i.e. that the data used to build the model are representative of the place and time of the desired forecast). This applies to both the observations of species distributions and the predictor data. Habitat suitability models continue to rely primarily on opportunistic observations of species distributions, and these data are understood to usually contain spatial sampling bias (Phillips et al. 2009 , Jarnevich et al. 2015 . Since cross-validation assesses model performance by subsampling from the full observational data set using a single model structure, it can only provide a description of parametric uncertainty within the ecological context (i.e. a particular time, place, and ecosystem) for which the data were collected. This is appropriate when developing a descriptive model or evaluating process hypotheses, but is clearly inadequate for assessing model forecast skill which by definition must be measured by how well it performs in different contexts (Houlahan et al. 2017) .
While questions around the validity of random crossvalidation as a test of forecast skill are not new, they have focused largely on how the observations are partitioned (i.e., their independence), rather than how well they represent the ecological context to be predicted (i.e., their representativity). In situations where large sets of observations contain (or represent) a range of ecological contexts, block cross-validation (Pearson et al. 2006 , Roberts et al. 2017 restores some independence by partitioning the cross-validation folds using aspects of the ecological context. While this will reduce overinflated metrics of performance (compared to random partitions), it will only yield an unbiased estimate of forecast skill if the sample captures the anticipated environmental range of the predictor variables. When applied to relatively small collections of field observations from a restricted context, results will differ little from random partitions (as shown in this study). Independence of the training and testing data is thus a necessary, but not sufficient requirement for unbiased estimates of forecast skill.
The inter-annual variability observed in model forecast skill (Fig. 4) led us to also consider the role of temporal sampling bias, something not as widely considered as spatial bias. Canopy kelp distributions change seasonally during the growing season, and annually in response to winter storms. Edwards and Estes (2006) linked inter-annual variability in giant kelp abundance to El Niño events. In Pacific Canada, cooler (La Niña) years generally lead to higher winter storm frequency on the coast (NOAA 2015b), implying a higher likelihood of kelp forest destruction, and thus lower kelp prevalence the following summer. We therefore tested the hypothesis that our model would show greater agreement with independent data from a similar ocean climate (i.e. context), than from a different context. Using the ONI (Oceanic Nino index -NOAA 2015a) we found our survey data (2010 to 2012) were collected during a cooler La Niña period, implying the observations were biased towards kelp in less exposed areas. The SPOT-5 data included years from both a mild El Nino year 2005 and mild La Niña years 2006 and 2009. While our results appear to contradict this hypothesis (the 2005 SPOT-5 data consistently evaluated better than the other years), this nevertheless illustrates the potential for temporal bias in observational data, especially if observations are made during an anomalous period.
Temporal bias can also result from aggregating data over time. Representing potential habitat using time-invariant observations assumes these training data are representative of the long-term average (Gregr 2011) . This can have a strong effect on model accuracy when evaluated with data from particular years (Scales et al. 2017 ). The actual difference between the training sample context and the long-term average can be termed the temporal sampling bias, and its magnitude can be inferred from how well the model forecasts evaluate against different time steps (e.g. years) of independent observations. We argue that temporal sampling bias can be a critical component of the forecast uncertainty, analogous to the role played by initial conditions in simulation models (Fulton et al. 2003, Gibson and Spitz 2011) . Understanding temporal sampling bias is also likely to help estimate forecast horizons -the distance (either spatial or temporal) to which a prediction can be expected to be reliable (Petchey et al. 2015) .
The idea of temporal sampling bias also applies to the averaging of dynamic predictors. Typically, habitat models use dynamic climate variables as either climatologies (i.e. longterm climate averages) or temporally concurrent data. Using contemporaneous physical data can lead to high correlations and insights into process at short time scales. While challenges remain (Mannocci et al. 2017) , this approach applied to dynamic ocean management is proving effective for shortterm, tactical management of, for example, vessel-based impacts on endangered large pelagics such as turtles and cetaceans (Maxwell et al. 2015) .
In contrast, climatologies remove inter-annual variability, and Gregr (2011) noted that using climatological predictors with multiple years of observations leads to models that capture the persistent, long term signals indicative of a species' potential habitat. However, accurately describing these signals depends critically on long-term observationsusing a climatology to predict a single year of observations is subject to the temporal bias described above. This is illustrated in our study by the significant improvement in performance observed for the HSI models when evaluated with the aggregated LOS data. As a proxy for long-term observations of canopy kelp presence, the LOS data are more appropriately scaled to the averaged predictors. This emphasises the importance of matching the resolutions of observations and predictors (sensu Wiens 1989) to accurately characterise the underlying ecological processes.
Since habitat suitability models often rely on predictions from other types of models (e.g. simulations of ocean climate and global climate change, or processed remote sensing products), we examined how the accuracy of one such modelled predictor can influence habitat predictions. Bottom type is critical to canopy kelp. However, this predictor can be derived in a number of ways (Fig. 2 ) and these differences can manifest both statistically (Fig. 3) and spatially (Fig. 5) . Our methods led us to using RF as the predictor of bottom type in our multi-model comparison, but we know this predictor is biased towards hard substrate (Haggarty 2015) . This over-representation of hard bottom influences all the habitat predictions and emphasises the need to consider the representativity and potential biases in modelled predictor variables, something that will also be facilitated through IDE.
Fundamentally, representativity is a question of combining correctly scaled observations and predictors to allow the presumed ecological process(es) to be appropriately captured. This is essentially a re-phrasing of the scaling challenge articulated by Weins (1989) . Whereas Weins emphasised the importance of correctly matching spatial and temporal resolutions before inferring process, we emphasise the consequential need for predictors to properly represent the ecological context of the observations (Gregr 2011 , Montalto et al. 2014 ).
The case for reduced model complexity
Ideally, to maximise model forecast skill, the dominant drivers should reflect the ecology of the system. We found that the GAMs, by providing flexible non-linear relationships (similar to machine learning methods), tended to emphasise predictors (e.g. depth, bottom type) that could be closely fit to data. This led to the over-fitting of individual predictors with high leverage, potentially overlooking more ecologically relevant predictors. This is one way flexible non-linear pattern matching tools may produce less generalisable results than simpler models for an equivalent number of degrees of freedom (a result also observed by Randin et al. 2006 ). This also explains why pattern-matching approaches often create ecologically implausible relationships (Gregr 2011 , Warren and Seifert 2011 , Merow et al. 2013 . In contrast, our GLMs had less precise fits to individual drivers, resulting in a poorer fit to training data but better forecasts. GLMs also provide a coherent way to rationally construct higher-order terms and interactions to represent the full range of ecologically reasonable processes. Considering ecological relevance is central to integrating ecological theory and modelling practice (Austin 2007) . By requiring the analyst to be explicit and consider ecological processes a priori, we argue GLMs are better suited to this integration. They are also easier to explain (Wintle et al. 2005) , and thus more likely to be ecologically defensible.
Less complexity may also be warranted when the ecology is well understood. Our analysis shows what can be accomplished if sound hypotheses about ecological drivers can be made, re-enforcing the importance of process to generating accurate model predictions. While poor at predicting any particular instance of the kelp data (i.e. a realized habitat) our HSI model proved generalisable enough to not only sometimes outscore the statistical models across the different evaluation data sets, but to outperform those models when predicting potential habitat (Fig. 3) . While no substitute for analyses grounded in both ecological understanding and statistical analysis, HSI models can provide a reasonable starting point for estimating habitat, particularly in data-poor contexts. Equally important is that they may well outperform statistical models when training data are biased, or when models are fit without ecological consideration, which can lead to model mis-specification if relevant biotic or anthropogenic drivers are overlooked (Soberón and Nakamura 2009, Palacios et al. 2013a) .
The distribution of predicted values may also provide some insight into whether a simpler model is preferred, particularly when forecast skill is variable. The increased bimodality we observed as model complexity increased (Fig. 4) Fig. 4C) , disagreement with observations at those locations will lower the AUC compared to models with a more uniform distribution of predictions. Thus, the distribution of predictions may provide a useful continuous metric for assessing model performance as recommended by Lawson et al. (2014) , and also inform the well-described challenges of threshold selection and the trade-off between false positives and false negatives.
Objectives, assumptions and uncertainties
Appropriate interpretation of model performance fundamentally depends on model intent (Rykiel Jr 1996 , Jiménez-Valverde et al. 2008 . The vast majority of models continue to predict potential habitat (i.e. by considering abiotic predictors only), yet many continue to be characterised as models of species distribution, (Araújo and Peterson 2012) . This misrepresentation of potential habitat models not only confounds model assessment, but downplays the importance and the challenge of accurately predicting realised species distributions. This challenge is illustrated by our evaluation of potential habitat predictions with observed (i.e. realised) distributions, which clearly shows inter-annual variability. Given the high potential for temporal bias discussed above, effective predictions of realised habitat will likely require a representation of temporal variability in addition to other drivers of species' realised distributions such as barriers to movement and biological interactions (Soberón and Nakamura 2009) . Such necessary increases in model complexity will add both parametric and structural uncertainties, emphasising the trade-off between model complexity and generality.
Model intent also informs design decisions such as what predictors to include, and how to scale them to match the observed distributional data. While such decisions relate directly to the structural uncertainty and representativity of the model, they are most often implicit, and rarely reconsidered after the initial model design (Gregr and Chan 2014) . However, because such decisions typically comprise a significant portion of the uncertainty in any model prediction, a holistic sense of model uncertainty will not be achieved without articulating model objectives, the relevant ecological contexts, the processes that are (and are not) represented, and any known biases in the data. Such transparency is essential for conveying the overall confidence that can be placed in any model results and should ultimately be rooted in ecological plausibility, particularly for data poor species. However, the integration of these diverse uncertainties remains beyond the reach of most current quantitative uncertainty assessments (but see Gelfand et al. 2006) .
Conclusions
Our models of canopy kelp habitat, the first developed for the Northeast Pacific, provide insight into the role of various habitat predictors, and emphasise the critical role ecological understanding plays in model development through both the consideration of interactions (a potentially important, under-studied aspect of habitat) and the construction of process-based models.
Our tests of cross-validation show how it can lead to models with high complexity, by maximising model fit to the available observations. Thus, any associated performance metrics will typically produce inflated measures of forecast skill. This is because cross-validation relies on the generally false assumptions of process stationarity and data representativity. Our results show that by confronting model predictions with data from different contexts, IDE provides a more accurate test of model transferability. Our collective understanding of model performance would thus be greatly improved by avoiding claims that cross-validation is a reliable measure of forecast skill.
In our methods, we emphasised the importance of deliberate model design, focusing on ecological process rather than relying strictly on correlation. The performance of our HSI models, and the simple GLMs, shows that when ecologically sound hypotheses about process can be described, simpler, process-based models can provide better predictions of potential habitat suitability than more complex models. This has significant implications for data-poor situations, or when observational data contain significant spatial or temporal bias, as when they are only snapshots of a temporally or spatially variable pattern.
Down the road, to be truly useful for decision-making, we will need to be clear on what our models are predicting, and offer an assessment of the confidence that can be placed in their predictions. We therefore encourage the modelling community to clearly distinguish between predictions of potential and realised habitat, and to articulate assumptions about data representativity, the suitability of the predictor variables, and the processes linking the data to the model context from the outset. Only by explicitly considering the uncertainties associated with our assumptions can a comprehensive view of model confidence be obtained. Without this holistic treatment of uncertainty, our models will (and should) remain largely outside the policy and decision-making spheres.
