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Abstract
Twisted hypercube-like networks (THLNs) are an important class of interconnection networks for
parallel computing systems, which include most popular variants of the hypercubes, such as crossed
cubes, Mo¨bius cubes, twisted cubes and locally twisted cubes. This paper deals with the fault-tolerant
hamiltonian connectivity of THLNs under the large fault model. Let G be an n-dimensional THLN and
F ⊆ V (G)
⋃
E(G), where n ≥ 7 and |F | ≤ 2n−10. We prove that for any two nodes u, v ∈ V (G−F )
satisfying a simple necessary condition on neighbors of u and v, there exists a hamiltonian or near-
hamiltonian path between u and v in G−F . The result extends further the fault-tolerant graph embedding
capability of THLNs.
Index Terms
interconnection networks, fault tolerance, hypercube-like network, hamiltonian path, near-hamiltonian
path, large fault model.
I. INTRODUCTION
The performance of a parallel computing system heavily depends on the effectiveness of
the underlying interconnection network. An interconnection network is usually represented by
a graph, where nodes and edges correspond to processors and communication links between
processors, respectively. In the design and analysis of an interconnection network, one major
concern is its graph embedding capability, which reflects how efficiently a parallel algorithm with
structured task graph (guest graph) can be executed on this network (host graph). Cycles and paths
are recognized as important guest graphs because a great number of parallel algorithms, such as
matrix-vector multiplication, Gaussian elimination and bitonic sorting, have been developed on
cycle/path-structured task graphs [15].
As the size of a parallel computing system increases, it becomes much likely that some
processors and communication links fail to work in such a system. Consequently, it is essential
to study the fault-tolerant graph embedding capability of an interconnection network with faulty
elements.
The hypercube-like networks (HLNs) are an important class of generalizations of the popular
hypercube interconnection networks for parallel computing. Among HLNs one may identify a
subclass of networks, called the twisted hypercube-like networks (THLNs), which include most
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well-known variants of the hypercubes, such as crossed cubes [5], Mo¨bius cubes [1], twisted
cubes [10] and locally twisted cubes [23]. The fault-free and fault-tolerant cycle/path embedding
capabilities of these hypercube variants have been intensively studied in the literature [3], [4],
[8], [9], [11], [12], [14], [19]–[22], [24].
In recent years, the fault-tolerant cycle/path embedding capabilities of HLNs and THLNs
have received considerable research attention [6], [7], [13], [16]–[18], [25]. However, most of
the embeddings tolerate no more faulty elements than the degree of the graph, i.e., under the
small fault model. Recently, Yang et al. [25] studied the cycle embedding capability of THLNs
with more faulty elements than the degree of the graph, i.e., under the large fault model. They
proved that for an n-dimensional (n-D) THLN G and F ⊆ V (G)⋃E(G), where n ≥ 7 and
|F | ≤ 2n − 9, G − F contains a hamiltonian cycle if δ(G − F ) ≥ 2, and G − F contains a
near-hamiltonian cycle if δ(G− F ) ≤ 1.
A question arises naturally: what about the fault-tolerant hamiltonian paths in THLNs under
the large fault model? This paper attempts to partially answer this question. Let G be an n-D
THLN and F ⊆ V (G)
⋃
E(G), where n ≥ 7 and |F | ≤ 2n−10. We prove that for any two nodes
u, v ∈ V (G− F ) satisfying a simple necessary condition on neighbors of u and v, there exists
a hamiltonian or near-hamiltonian path between u and v in G−F . As a nontrivial extension of
[25], our result extends further the fault-tolerant graph embedding capability of THLNs.
The rest of this paper is organized as follows. Section 2 gives definitions and notions. Section
3 establishes the main result. Section 4 concludes the paper.
II. DEFINITIONS AND NOTATIONS
For basic graph-theoretic notations and terminology, the reader is referred to ref. [2]. For a
graph G, let V (G) and E(G) denote its node set and edge set, respectively. For two nodes u
and v in a graph G, u is a neighbor of v if and only if (u, v) ∈ E(G). For a node u in a
graph G, let NG(u) =
{
v ∈ V (G) : (u, v) ∈ E(G)
}
, and the degree of u in G is defined as
degG(u) =
∣
∣NG(u)
∣
∣
. If the degree of every node in a graph G is k, then G is called a k-regular
graph. For a graph G, let δ(G) = min
u∈V (G)
{
degG(u)
}
. For a graph G and a set F ⊆ V (G)
⋃
E(G),
let G− F denote the graph defined by V (G− F ) = V (G)− F , E(G− F ) =
{
(u, v) ∈ E(G) :
u, v ∈ V (G)− F and (u, v) /∈ F
}
.
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Fig. 1
3-D THLN
Fig. 2
4-D CROSSED CUBE
Fig. 3
4-D 0-MO¨BIUS CUBE
Fig. 4
4-D LOCALLY TWISTED CUBE
A hamiltonian cycle (hamiltonian path, respectively) in a graph is a cycle (path, respectively)
that passes every node of the graph exactly once. A near-hamiltonian cycle (near-hamiltonian
path, respectively) in a graph is a cycle (path, respectively) that passes every node but one of
the graph exactly once.
For two nodes u and v in a graph G, let distG(u, v) denote the distance between u and v,
i.e., the minimum length of all paths between u and v. For a node x on a path P between u
and v, if distP (x, u) ≤ distP (x, v), then we regard x as a u-closer node on P , and vice-versa.
According to [25], we give the definition of twisted hypercube-like network as follows.
Definition 2.1: For n ≥ 3, an n-dimensional (n-D, for short) twisted hypercube-like network
(THLN, for short) is a graph G defined recursively as follows.
(1) For n = 3, G is isomorphic to the graph in Fig. 1.
(2) For n ≥ 4, G is constructed from two (n− 1)-D THLN copies, G1 and G2, in this way:
V (G) = V (G1)
⋃
V (G2),
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E(G) = E(G1)
⋃
E(G2)
⋃{(
u, φ(u)
)
: u ∈ V (G1)
}
,
where φ : V (G1) → V (G2) is a bijective mapping. In what follows, we denote such
a THLN as G = ⊕φ(G1, G2), and we use Ec to denote the edge set
{(
u, φ(u)
)
: u ∈
V (G1)
}
.
Fig. 2–4 illustrate three well-known subclasses of 4-D THLNs. It is easily veritied that, an
n-D THLN G is an n-regular graph,
∣
∣V (G)
∣
∣ = 2n,
∣
∣E(G)
∣
∣ = 2n−1 ∗ n, and
∣
∣Ec
∣
∣ = 2n−1. The
following important results on THLNs reported in [16], [17], [25] will be used in this paper.
Lemma 2.1: Let G be an n-D THLN and F ⊆ V (G)
⋃
E(G), where n ≥ 3. G− F contains
a hamiltonian cycle if |F | ≤ n − 2, and G − F contains a hamiltonian path between any two
fault-free nodes if |F | ≤ n− 3.
Lemma 2.2: Let G be an n-D THLN and F ⊆ V (G)
⋃
E(G), where n ≥ 7 and |F | ≤ 2n−9.
G − F contains a hamiltonian cycle if δ(G − F ) ≥ 2, and G− F contains a near-hamiltonian
cycle if δ(G− F ) ≤ 1.
Lemma 2.3: Let G be an n-D THLN and F ⊆ V (G)
⋃
E(G) such that |F | ≤ n − 4. For
any two pairs of nodes [x1, x2] and [y1, y2] in G − F , there exist two paths P1 and P2 in
G − F such that P1 connects x1 and y1, P2 connects x2 and y2, V (P1)
⋂
V (P2) = ∅ and
V (P1)
⋃
V (P2) = V (G− F ).
III. MAIN RESULT
This section deals with the fault-tolerant hamiltonian connectivity of THLNs under the large
fault model. We can easily verify the following lemma.
Lemma 3.1: Given a graph G and F ⊆ V (G)
⋃
E(G). For any two nodes x, y ∈ V (G− F )
such that NG−F (s)−{t} = ∅ or NG−F (t)−{s} = ∅, there exists no path of length two or longer
in G− F .
Excluding the above special cases, the main result of this paper is formulated as follows.
Theorem 3.2: Let G be an n-D THLN and F ⊆ V (G)
⋃
E(G), where n ≥ 7 and |F | ≤
2n−10. For any two nodes s, t ∈ V (G−F ) such that NG−F (s)−{t} 6= ∅ and NG−F (t)−{s} 6= ∅,
there exists a hamiltonian or near-hamiltonian path between s and t in G− F .
Proof: We argue the assertion by induction on n. Let G be a 7-D THLN and F ⊆
V (G)
⋃
E(G), where |F | ≤ 2 × 7− 10 = 4. By Lemma 2.1, G− F is hamiltonian connected.
Hence, the assertion is true for n = 7.
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Suppose the assertion holds for n = k ≥ 7. Let G = ⊕φ(G1, G2) be a (k + 1)-D THLN,
where G1 and G2 are k-D THLNs, Ec =
{(
u, φ(u)
)
: u ∈ V (G1)
}
. In the following discussion,
we use a lowercase with subscript 1 to denote a node in V (G1), and the same lowercase with
subscript 2 to denote the node in V (G2) such that these two nodes are connected by an edge in
Ec. For example, x1 ∈ V (G1), x2 ∈ V (G2), and (x1, x2) ∈ Ec.
Let F ⊆ V (G)
⋃
E(G), where |F | ≤ 2(k+1)−10 = 2k−8, and let F1 = F
⋂(
V (G1)
⋃
E(G1)
)
,
F2 = F
⋂(
V (G2)
⋃
E(G2)
)
, and Fc = Ec −E(G− F ). Without loss of generality (W.L.O.G.,
for short), we may assume |F1| ≥ |F2|, then |F2| ≤ k − 4. The discussion will proceed by
distinguishing the following five cases.
Case 1. |F1| ≤ 2k − 10.
Case 1.1. s, t ∈ V (G1).
Since |F1| ≤ 2k − 10, NG1−F1(s) − {t} = ∅ and NG1−F1(t) − {s} = ∅ can not happen
simultaneously.
Case 1.1.1. NG1−F1(s)− {t} 6= ∅ and NG1−F1(t)− {s} 6= ∅ (see Fig. 5).
According to induction hypothesis, there exists a hamiltonian or near-hamiltonian path P1
between s and t in G1 − F1. We claim that we can find an edge (u1, v1) on P1 such that
u2 ∈ NG−F (u1) and v2 ∈ NG−F (v1). The existence of such an edge is due to the fact that there
are at least 2k − (2k − 10) − 2 = 2k − 2k + 8 candidate edges on P1, and there are at most
2k − 8 <
⌈
(2k − 2k + 8)/2
⌉
faulty elements in G2 and Ec, each of which can ”block” at most
two candidates.
We may write P1 as 〈s, P11, u1, v1, P12, t〉. By Lemma 2.1, there exists a hamiltonian path P2
between u2 and v2 in G2 − F2. Thus, 〈s, P11, u1, u2, P2, v2, v1, P12, t〉 forms a hamiltonian or
near-hamiltonian path between s and t in G− F .
Case 1.1.2. Either NG1−F1(s)− {t} = ∅ or NG1−F1(t)− {s} = ∅ (see Fig. 6).
W.L.O.G., we may assume NG1−F1(t) − {s} = ∅. Let t1 = t. According to the assumption
NG−F (t) − {s} 6= ∅, we have (t1, t2) ∈ Ec − Fc. Since |Ec| − |Fc| ≥ 2k − (2k − 8) ≥ 122
for k ≥ 7, we can find an edge (u1, u2) ∈ Ec − Fc such that u1 6= s and u1 6= t. Clearly,
NG1−F1(s)− {u1} 6= ∅ and NG1−F1(u1)− {s} 6= ∅.
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G1 G2
s
P2
P11
P12
u2
v2t
u1
v1
Fig. 5
ILLUSTRATION OF THE HAMILTONIAN OR NEAR-HAMILTONIAN PATH IN CASE 1.1.1
G2G1
P1 P2
s
u1
t
u2
t2
Fig. 6
ILLUSTRATION OF THE HAMILTONIAN PATH IN CASE 1.1.2
According to induction hypothesis, there exists a near-hamiltonian path P1 between s and u1
in G1 − F1, where t is not on P1. By Lemma 2.1, there exists a hamiltonian path P2 between
u2 and t2 in G2−F2. Thus, 〈s, P1, u1, u2, P2, t2, t〉 forms a hamiltonian path between s and t in
G− F .
Case 1.2. s, t ∈ V (G2) (see Fig. 7).
By Lemma 2.1, there exists a hamiltonian path P2 between s and t in G2 − F2. We can find
two nonadjacent edges (u2, v2) and (x2, y2) on P2 such that u1 ∈ NG−F (u2), v1 ∈ NG−F (v2),
x1 ∈ NG−F (x2), and y1 ∈ NG−F (y2). Since |F1| ≤ 2k − 10, there exists at most one node
whose degree is less than 2 in G1 − F1. Then we can choose one edge out of (u2, v2) and
(x2, y2), say (u2, v2), such that degG1−F1(u1) ≥ 2 and degG1−F1(v1) ≥ 2, which mean that
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G2G1
P1
P21
P22
u1
v1
u2
v2
t
s
Fig. 7
ILLUSTRATION OF THE HAMILTONIAN OR NEAR-HAMILTONIAN PATH IN CASE 1.2
NG1−F1(u1)− {v1} 6= ∅ and NG1−F1(v1)− {u1} 6= ∅.
We may write P2 as 〈s, P21, u2, v1, P22, t〉. According to induction hypothesis, there exists a
hamiltonian or near-hamiltonian path P1 between u1 and v1 in G1−F1. Thus, 〈s, P21, u2, u1, P1, v1,
v2, P22, t〉 forms a hamiltonian or near-hamiltonian path between s and t in G− F .
Case 1.3. s ∈ V (G1) and t ∈ V (G2), or, s ∈ V (G2) and t ∈ V (G1).
W.L.O.G., we may assume s ∈ V (G1) and t ∈ V (G2) (see Fig. 8). First, since |Ec| − |Fc| ≥
2k − (2k − 8) ≥ 122 for k ≥ 7, we can find three edges (u1, u2), (v1, v2) and (w1, w2) in
Ec − Fc such that u1, v1, w1 6= s and u2, v2, w2 6= t. Second, we can choose two nodes out of
u1, v1 and w1, say u1 and v1, such that degG1−F1(u1) ≥ 2 and degG1−F1(v1) ≥ 2. Finally, since
NG−F (s)− {t} 6= ∅ means that NG1−F1(s) 6= ∅, we can choose one node out of u1 and v1, say
u1, such that NG1−F1(s)− {u1} 6= ∅.
According to induction hypothesis, there exists a hamiltonian or near-hamiltonian path P1
between s and u1 in G1−F1. By Lemma 2.1, there exists a hamiltonian path P2 between u2 and
t in G2 − F2. Thus, 〈s, P1, u1, u2, P2, t〉 forms a hamiltonian or near-hamiltonian path between
s and t in G− F .
Case 2. |F1| = 2k − 9 and δ(G1 − F1) ≥ 2.
Clearly, there is at most one faulty element in G2 and Ec. By Lemma 2.2, there exists a
hamiltonian cycle C1 in G1 − F1.
Case 2.1. s, t ∈ V (G1).
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G2G1
P1 P2
s
u1
t
u2
Fig. 8
ILLUSTRATION OF THE HAMILTONIAN OR NEAR-HAMILTONIAN PATH IN CASE 1.3
P11
G1 G2
u2
v2
s
P2
u1
v1
P12
t
Fig. 9
ILLUSTRATION OF THE HAMILTONIAN PATH IN CASE 2.1.1
Clearly, s and t are both on C1.
Case 2.1.1. distC1(s, t) = 1 (see Fig. 9).
We can find an edge (u1, v1) on C1 such that u2 ∈ NG−F (u1), v2 ∈ NG−F (v1), and (u1, v1) 6=
(s, t). We may write C1 as 〈s, P11, u1, v1, P12, t, s〉. By Lemma 2.1, there exists a hamiltonian
path P2 between u2 and v2 in G2−F2. Thus, 〈s, P11, u1, u2, P2, v2, v1, P12, t〉 forms a hamiltonian
path between s and t in G− F .
Case 2.1.2. distC1(s, t) = 2.
We may write C1 as 〈s, x1, t, P1, s〉, then P1 is a near-hamiltonian path between s and t in
G1 − F1.
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P11
G1 G2
x2
y2
P2
y1
t
x1
s
z1
Fig. 10
ILLUSTRATION OF THE HAMILTONIAN PATH IN CASE 2.1.2.1
Case 2.1.2.1. x2 ∈ NG−F (x1) (see Fig. 10).
We may write P1 as 〈s, z1, P11, y1, t〉. Because there is at most one faulty element in G2 and Ec,
we can choose one node out of y1 and z1, say y1, such that y2 ∈ NG−F (y1). By Lemma 2.1, there
exists a hamiltonian path P2 between x2 and y2 in G2−F2. Thus, 〈s, z1, P11, y1, y2, P2, x2, x1, t〉
forms a hamiltonian path between s and t in G− F .
Case 2.1.2.2. x2 /∈ NG−F (x1) (see Fig. 11).
Since there is only one faulty element in G2 and Ec which excludes x2 from NG−F (x1), then
for an arbitrary chosen edge (u1, v1) on P1, we have u2 ∈ NG−F (u1) and v2 ∈ NG−F (v1).
We may write P1 as 〈s, P12, u1, v1, P11, t〉. By Lemma 2.1, there exists a hamiltonian path P2
between u2 and v2 in G2 − F2. Thus, 〈s, P12, u1, u2, P2, v2, v1, P11, t〉 forms a near-hamiltonian
path between s and t in G− F .
Case 2.1.3. distC1(s, t) ≥ 3 (see Fig. 12).
We may write C1 as 〈x1, s, u1, P11, y1, t, v1, P12, x1〉. Since there is at most one faulty element
in G2 and Ec, then we can choose one out of two pairs of nodes [x1, y1] and [u1, v1], say [u1, v1],
such that u2 ∈ NG−F (u1) and v2 ∈ NG−F (v1).
By Lemma 2.1, there exists a hamiltonian path P2 between u2 and v2 in G2 − F2. Thus,
〈s, x1, P12, v1, v2, P2, u2, u1, P11, y1, t〉 forms a hamiltonian path between s and t in G− F .
Case 2.2. s, t ∈ V (G2) (see Fig. 13).
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Fig. 11
ILLUSTRATION OF THE NEAR-HAMILTONIAN PATH IN CASE 2.1.2.2
P12
G1 G2
u2
v2
P2
P11
y1
x1 s
v1
t
u1
Fig. 12
ILLUSTRATION OF THE HAMILTONIAN PATH IN CASE 2.1.3
We can find an edge (u1, v1) on C1 such that u2 ∈ NG−F (u1), v2 ∈ NG−F (v1) and {u2, v2}
⋂
{s, t} =
∅. We may write C1 as 〈u1, P1, v1, u1〉. By Lemma 2.3, there exist two paths P21 and P22 in
G2 − F2 such that P21 connects s and u2, P22 connects v2 and t, V (P21)
⋂
V (P22) = ∅, and
V (P21)
⋃
V (P22) = V (G2−F2). Thus, 〈s, P21, u2, u1, P1, v1, v2, P22, t〉 forms a hamiltonian path
between s and t in G− F .
Case 2.3. s ∈ V (G1) and t ∈ V (G2), or, s ∈ V (G2) and t ∈ V (G1).
W.L.O.G., we may assume s ∈ V (G1) and t ∈ V (G2). Clearly, s is on C1. We may write C1
as 〈u1, s, v1, P1, u1〉.
Case 2.3.1. u2 ∈ NG−F (u1) and u2 6= t, or, v2 ∈ NG−F (v1) and v2 6= t.
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u1
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Fig. 13
ILLUSTRATION OF THE HAMILTONIAN PATH IN CASE 2.2
P1
G1 G2
t
P2
v2
v1
s
u1
Fig. 14
ILLUSTRATION OF THE HAMILTONIAN PATH IN CASE 2.3.1
W.L.O.G., we may assume v2 ∈ NG−F (u1) and v2 6= t (see Fig. 14). By Lemma 2.1, there
exists a hamiltonian path P2 between v2 and t in G2 − F2. Thus, 〈s, u1, P1, v1, v2, P2, t〉 forms
a hamiltonian path between s and t in G− F .
Case 2.3.2. u2 /∈ NG−F (u1) and v2 = t, or, v2 /∈ NG−F (v1) and u2 = t.
W.L.O.G., we may assume u2 /∈ NG−F (u1) and v2 = t (see Fig. 15). We can find an edge
(x1, y1) on P1 such that {x1, y1}
⋂
{u1, v1} = ∅. Since there is only one faulty element in G2 and
Ec which excludes u2 from NG−F (u1), we have x2 ∈ NG−F (x1) and y2 ∈ NG−F (y1). We may
write P1 as 〈u1, P11, y1, x1, P12, v1〉. By Lemma 2.1, there exists a hamiltonian path P2 between
x2 and y2 in G2 − F2 − {t}. Thus, 〈s, u1, P11, y1, y2, P2, x2, x1, P12, v1, t〉 forms a hamiltonian
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Fig. 15
ILLUSTRATION OF THE HAMILTONIAN PATH IN CASE 2.3.2
path between s and t in G− F .
Case 3. |F1| = 2k − 9 and δ(G1 − F1) ≤ 1.
Since δ(G1−F1) ≤ 1, there exists a node, say q1 ∈ V (G1), such that degG1−F1(q1) ≤ 1. Since
|F1| = 2k − 9 and |F | ≤ 2k − 8, there is at most one faulty element in G2 and Ec. According
to Lemma 2.2, there exists a near-hamiltonian cycle C1 in G1 − F1, where q1 is not on C1.
Case 3.1. s, t ∈ V (G1).
Case 3.1.1. s, t 6= q1.
Clearly, s and t are both on C1.
Case 3.1.1.1. distC1(s, t) = 1 or distC1(s, t) ≥ 3.
The proof is similar to that of Cases 2.1.1 and 2.1.3.
Case 3.1.1.2. distC1(s, t) = 2 (see Fig. 16).
We may write C1 as 〈s, x1, t, P1, s〉. If x2 ∈ NG−F (x1), the proof is similar to that of Case
2.1.2.1. Here we assume x2 /∈ NG−F (x1).
Since |F1| = 2k−9 and degG1−F1(q1) ≤ 1, then degG1−F1(x1) ≥ k−
(
(2k−9)−(k−1)
)
= 8.
Thus, we can find a node y1 ∈ V (G1 − F1) such that (x1, y1) ∈ E(G1 − F1) and y1 is on C1.
We may rewrite C1 as 〈s, x1, t, P11, u1, y1, P12, v1, s〉. Since there is only one faulty element in
G2 and Ec which excludes x2 from NG−F (x1), we have u2 ∈ NG−F (u1) and v2 ∈ NG−F (v1).
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Fig. 16
ILLUSTRATION OF THE NEAR-HAMILTONIAN PATH IN CASE 3.1.1.2
By Lemma 2.1, there exists a hamiltonian path P2 between u2 and v2 in G2 − F2. Thus,
〈s, x1, y1, P12, v1, v2, P2, u2, u1, P11, t〉 forms a near-hamiltonian path between s and t in G−F .
Case 3.1.2. s = q1 or t = q1.
W.L.O.G., we may assume that t = q1. If q2 ∈ NG−F (q1), then we can regard q2 as the agent
of t in G2. Thus, the proof is similar to that of Case 2.3.1. Here we assume that q2 /∈ NG−F (q1).
According to the assumption degG−F−{s}(t) ≥ 1, we have degG1−F1−{s}(t) ≥ 1. Then we can
find a node t′ ∈ V
(
G1 − F1 − {s}
)
such that (t, t′) ∈ E
(
G1 − F1 − {s}
)
. Clearly, t′ is on C1
and t′ 6= s. We can regard t′ as the agent of t on C1, then the rest of the proof is similar to that
of Case 3.1.1.
Case 3.2. s, t ∈ V (G2).
The proof is similar to that of Case 2.2.
Case 3.3. s ∈ V (G1) and t ∈ V (G2), or, s ∈ V (G2) and t ∈ V (G1).
W.L.O.G., we may assume s ∈ V (G1) and t ∈ V (G2).
Case 3.3.1. s 6= q1.
The proof is similar to that of Case 2.3.
Case 3.3.2. s = q1.
If q2 ∈ NG−F (q1), then the proof is similar to that of Case 2.2. Here we assume that q2 /∈
NG−F (q1). According to the assumption degG−F−{t}(s) ≥ 1, we have degG1−F1(s) ≥ 1. Then
October 30, 2018 DRAFT
IEEE TPDS, VOL. XX, NO. XX, OCTOBER 2011 15
G1 G2
P2
P11
P12
u2
v2
u1
v1
s
t
Fig. 17
ILLUSTRATION OF THE HAMILTONIAN PATH IN CASE 4.1.1
we can find a node s′ ∈ V (G1 − F1) such that (s, s′) ∈ E(G1 − F1). Clearly, s′ is on C1. We
can regard s′ as the agent of s on C1, then the rest of the proof is similar to that of Case 2.3.
Case 4. |F1| = 2k − 8 and δ(G1 − F1) ≥ 2.
Clearly, there exists no faulty element in G2 and Ec. Imagine an arbitrarily chosen faulty
element fe ∈ F1 to be fault-free. By Lemma 2.2, there exists a hamiltonian cycle C1 in G1 −
F1 + {fe}. We may write C1 as 〈u1, fe, v1, P1, u1〉, then P1 is a hamiltonian path in G1 − F1.
Case 4.1. s, t ∈ V (G1).
Clearly, s and t are both on P1. W.L.O.G., we may assume that s is a u1-closer node on P1,
t is a v1-closer node on P1, and dP1(s, u1) ≤ dP1(t, v1).
Case 4.1.1. dP1(s, t) = 1 (see Fig. 17).
We may write P1 as 〈u1, P11, s, t, P12, v1〉. By Lemma 2.1, there exists a hamiltonian path
P2 between u2 and v2 in G2. Thus, 〈s, P11, u1, u2, P2, v2, v1, P12, t〉 forms a hamiltonian path
between s and t in G− F .
Case 4.1.2. dP1(s, t) = 2 (see Fig. 18).
we may write P1 as 〈u1, P11, s, x1, t, y1, P12, v1〉. By Lemma 2.3, there exist two paths P21
and P22 in G2 such that P21 connects u2 and v2, P22 connects x2 and y2, V (P21)
⋂
V (P22) = ∅,
and V (P21)
⋃
V (P22) = V (G2). Thus, 〈s, P11, u1, u2, P21, v2, v1, P12, y1, y2, P22, x2, x1, t〉 forms
a hamiltonian path between s and t in G− F .
October 30, 2018 DRAFT
IEEE TPDS, VOL. XX, NO. XX, OCTOBER 2011 16
G1 G2
P21
P11
P12
s
t
u1
v1
x1
y1
P22
x2
y2
u2
v2
Fig. 18
ILLUSTRATION OF THE HAMILTONIAN PATH IN CASE 4.1.2
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ILLUSTRATION OF THE HAMILTONIAN PATH IN CASE 4.1.3
Case 4.1.3. dP1(s, t) ≥ 3 (see Fig. 19).
we may write P1 as 〈u1, P11, s, x1, P12, y1, t, P13, v1〉. By Lemma 2.3, there exist two paths P21
and P22 in G2 such that P21 connects u2 and x2, P22 connects v2 and y2, V (P21)
⋂
V (P22) = ∅,
and V (P21)
⋃
V (P22) = V (G2). Thus, 〈s, P11, u1, u2, P21, x2, x1, P12, y1, y2, P22, v2, v1, P13, t〉
forms a hamiltonian path between s and t in G− F .
Case 4.2. s, t ∈ V (G2) (see Fig. 20).
Case 4.2.1. {u2, v2}
⋂
{s, t} = ∅.
By Lemma 2.3, there exist two paths P21 and P22 in G2 such that P21 connects u2 and s, P22
connects v2 and t, V (P21)
⋂
V (P22) = ∅, and V (P21)
⋃
V (P22) = V (G2). Thus, 〈s, P21, u2, u1, P1,
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ILLUSTRATION OF THE HAMILTONIAN PATH IN CASE 4.2.1
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ILLUSTRATION OF THE HAMILTONIAN PATH IN CASE 4.2.2
v1, v2, P22, t〉 forms a hamiltonian path between s and t in G− F .
Case 4.2.2.
∣∣{u2, v2}
⋂
{s, t}
∣∣ = 1 (see Fig. 21).
W.L.O.G., we may assume u2 = s and v2 6= t. By Lemma 2.1, there exists a hamiltonian
path P2 between v2 and t in G2 − {s}. Thus, 〈s, u1, P1, v1, v2, P2, t〉 forms a hamiltonian path
between s and t in G− F .
Case 4.2.3. {u2, v2} = {s, t}. (see Fig. 22)
W.L.O.G., we may assume u2 = s and v2 = t. We can find an edge (x1, y1) on P1 such that
{x1, y1}
⋂
{u1, v1} = ∅. We may write P1 as 〈u1, P11, x1, y1, P12, v1〉. By Lemma 2.1, there exists
a hamiltonian path P2 between x2 and y2 in G2−{s, t}. Thus, 〈s, u1, P11, x1, x2, P2, y2, y1, P12, v1, t〉
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ILLUSTRATION OF THE HAMILTONIAN PATH IN CASE 4.2.3
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ILLUSTRATION OF THE HAMILTONIAN PATH IN CASE 4.3.1
forms a hamiltonian path between s and t in G− F .
Case 4.3. s ∈ V (G1) and t ∈ V (G2), or, s ∈ V (G2) and t ∈ V (G1).
W.L.O.G., we may assume s ∈ V (G1) and t ∈ V (G2). Clearly, s is on P1. We may assume
that s is a u1-closer node on P1. We may write P1 as 〈u1, P11, s, w1, P12, v1〉.
Case 4.3.1. u2, w2, v2 6= t (see Fig. 23).
By Lemma 2.3, there exist two paths P21 and P22 in G2 such that P21 connects u2 and
w2, P22 connects v2 and t, V (P21)
⋂
V (P22) = ∅, and V (P21)
⋃
V (P22) = V (G2). Thus,
〈s, P11, u1, u2, P21, w2, w1, P12, v1, v2, P22, t〉 forms a hamiltonian path between s and t in G−F .
Case 4.3.2. v2 = t or w2 = t (see Fig. 24).
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ILLUSTRATION OF THE HAMILTONIAN PATH IN CASE 4.3.2
W.L.O.G., we may assume v2 = t. By Lemma 2.1, there exists a hamiltonian path P2 between
u2 and w2 in G2 − {t}. Thus, 〈s, P11, u1, u2, P2, w2, w1, P12, v1, t〉 forms a hamiltonian path
between s and t in G− F .
Case 4.3.3. u2 = t.
Case 4.3.3.1. distP1(u1, s) = 1 (see Fig. 25).
Since δ(G1−F1) ≥ 2, we can find a node x1 on P12 such that (u1, x1) ∈ E(G1−F1). W.L.O.G.,
we may assume that x1 is a v1-closer node on P12. We may write P12 as 〈w1, P13, y1, x1, P14, v1〉.
By Lemma 2.3, there exist two paths P21 and P22 in G2 such that P21 connects w2 and
t, P22 connects v2 and y2, V (P21)
⋂
V (P22) = ∅, and V (P21)
⋃
V (P22) = V (G2). Thus,
〈s, u1, x1, P14, v1, v2, P22, y2, y1, P13, w1, w2, P21, t〉 forms a hamiltonian path between s and t
in G− F .
Case 4.3.3.2. distP1(u1, s) ≥ 2 (see Fig. 26).
we may write P11 as 〈u1, P13, x1, s〉. Let s1 = s. By Lemma 2.3, there exist two paths P21
and P22 in G2 such that P21 connects s2 and w2, P22 connects v2 and x2, V (P21)
⋂
V (P22) = ∅,
and V (P21)
⋃
V (P22) = V (G2)− {t}. Thus, 〈s, s2, P21, w2, w1, P12, v1, v2, P22, x2, x1, P13, u1, t〉
forms a hamiltonian path between s and t in G− F .
Case 5. |F1| = 2k − 8 and δ(G1 − F1) ≤ 1.
Since δ(G1−F1) ≤ 1, there exists a node, say q1 ∈ V (G1), such that degG1−F1(q1) ≤ 1. Since
|F1| = |F | = 2k− 8, there exists no faulty element in G2 and Ec. Imagine an arbitrarily chosen
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ILLUSTRATION OF THE HAMILTONIAN PATH IN CASE 4.3.3.1
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ILLUSTRATION OF THE HAMILTONIAN PATH IN CASE 4.3.3.2
faulty element fe ∈ F1 to be fault-free. Then by Lemma 2.2, there exists a near-hamiltonian
cycle C1 in G1−F1+{fe}. We may write C1 as 〈u1, fe, v1, P1, u1〉, then P1 is a near-hamiltonian
path in G1 − F1, where q1 is not on P1.
Case 5.1. s, t ∈ V (G1).
Case 5.1.1. s, t 6= q1.
The proof is similar to that of Case 4.1.
Case 5.1.2. s = q1 or t = q1.
W.L.O.G., we may assume that t = q1. If q2 ∈ NG−F (q1), then we can regard q2 as the agent
of t in G2. Thus, the proof is similar to that of Case 4.3.1. Here we assume that q2 /∈ NG−F (q1).
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According to the assumption degG−F−{s}(t) ≥ 1, we have degG1−F1−{s}(t) ≥ 1. We can find a
node t′ ∈ V
(
G1 − F1 − {s}
)
such that (t, t′) ∈ E
(
G1 − F1 − {s}
)
. Clearly, t′ is on P1 and
t′ 6= s. We can regard t′ as the agent of t on P1, then the rest of the proof is similar to that of
Case 4.1.
Case 5.2. s, t ∈ V (G2).
The proof is similar to that of Case 4.2.
Case 5.3. s ∈ V (G1) and t ∈ V (G2), or, s ∈ V (G2) and t ∈ V (G1).
W.L.O.G., we may assume s ∈ V (G1) and t ∈ V (G2).
Case 5.3.1. s 6= q1.
W.L.O.G., we may assume that s is a u1-closer node on P1. We may write P1 as 〈u1, P11, s, w1,
P12, v1〉. If u2 6= t, the proof is similar to that of Case 4.3.1 and 4.3.2. Here we assume that
u2 = t.
Case 5.3.1.1. dP1(u1, s) = 1.
Since degG1−F1(q1) ≤ 1 and |F1| = 2k−8, then degG1−F1(u1) ≥ k−
(
(2k−8)−(k−1)
)
= 7.
Thus, we can find a node x1 ∈ G1 − F1 such that (u1, x1) ∈ E(G1 − F1) and x1 is on P1. The
rest of the proof is similar to that of Case 4.3.3.1.
Case 5.3.1.2. dP1(u1, s) ≥ 2.
The proof is similar to that of Case 4.3.3.2.
Case 5.3.2. s = q1.
If q2 ∈ NG−F (q1), then the proof is similar to that of Case 4.2. Here we assume that q2 /∈
NG−F (q1). According to the assumption degG−F−{t}(s) ≥ 1, we have degG1−F1(s) ≥ 1. We can
find a node s′ such that (s, s′) ∈ E(G1 − F1) and s′ is on P1. We can regard s′ as the agent of
s on P1, then the rest of the proof is similar to that of Case 5.3.1.
IV. CONCLUSION
It is well known that many classical parallel algorithms possess a linear array structured task
graph. In order to implement a linear array structured parallel algorithm efficiently on a specific
parallel computing system, it is essential to map the tasks owned by the parallel algorithm to the
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nodes of the underlying interconnection network so that any two tasks that are adjacent in the
linear array are mapped to two adjacent nodes of the network. If the number of tasks in the linear
array structured parallel algorithm equals the number of nodes in the associated interconnection
network, it is desirable for this network to have a hamiltonian path.
In this paper, we studied the fault-tolerant hamiltonian or near-hamiltonian path in an n-D
THLN G (n ≥ 7) with a set F of up to 2n − 10 faulty elements. We proved that for any two
nodes s, t ∈ V (G−F ) satisfying a necessary condition on neighbors of u and v, G−F contains
a hamiltonian or near-hamiltonian path between s and t. Consequently, a linear array structured
parallel algorithm can be efficiently implemented on a parallel computing system with THLN
as its interconnection network even with faulty nodes and/or links. As a nontrivial extension of
[25], our result extends further the fault-tolerant graph embedding capability of THLNs.
In our opinion, the method developed in this paper is very powerful for exploring the near-
hamiltonian cycle and near-hamiltonian path in other interconnection networks under the large
fault model. The embedding capability of paths and cycles of various lengths, i.e., the fault-
tolerant pancyclicity and fault-tolerant panconnectivity of THLNs under the large fault model
remain yet to be solved. It is also worthwhile to study how to embed meshes and tori into
THLNs under the large fault model.
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