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Метою цього дослiдження є уточнення моделей та методiв
криптоаналiзу блокових шифрiв, що дозволить розширити уявлення про
використання базових криптографiчних конструкцiй для внесення
нелiнiйностi при проєктуваннi нових шифрiв та оцiнити наслiдки їх
використання з точки зору стiйкостi до атак бумерангiв. Об’єктом
дослiдження є iнформацiйнi процеси в системах криптографiчного
захисту. Предметом дослiдження є атаки бумерангiв i параметри стiйкостi
шифрiв до цих атак.
У данiй роботi було отримано та експериментально перевiрено
нижнi оцiнки для рiвномiрностi бумерангу для 𝑆-блокiв, якi мають
структуру R-схеми блокового шифрування. Також було експериментально
перевiрено розподiл коефiцiєнтiв таблицi бумерангової зв’язностi для
8-бiтових 𝑆-блокiв, показано коректнiсть цього розподiлу вже для
𝑆-блокiв вказаного розмiру.




The qualifying paper contains: 40 pages, 12 figures, 3 tables, 11 sources.
The purpose of this investigation is to refine the models and methods of
cryptanalysis of block ciphers, which will expand the idea of using basic
cryptographic structures to bring nonlinearity in the design of new ciphers
and assess the consequences of their use in terms of resistance to boomerang
attacks. The object of the research is information processes in cryptographic
protection systems. The subject of the research is boomerang attacks and
resistance parameters to these attacks.
In this paper, the lower estimates for boomerang uniformity for
𝑆-blocks having the structure of the R-scheme of block encryption were
obtained and experimentally verified. The distribution of the boomerang
connectivity table coefficients for 8-bit 𝑆-blocks was also experimentally
checked, and the correctness of this distribution was already shown for
𝑆-blocks of the specified size.
R-SCHEME, BCT, BOOMERANG CONNECTIVITY TABLE,
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ПЕРЕЛIК УМОВНИХ ПОЗНАЧЕНЬ, СКОРОЧЕНЬ I
ТЕРМIНIВ
⊕ — операцiя побiтового додавання
DDT — таблиця розподiлiв диференцiалiв (Difference Distribution
Table)
BCT — таблиця бумерангової зв’язнстi (Boomerang Connectivity
Table)
‖ — операцiя приєднання двох векторiв
𝛽𝑆 — рiвномiрiсть бумерангу 𝑆-блоку 𝑆
F𝑛2 — множина всiх бiтових векторiв довжини 𝑛
𝐵𝑖𝑛(𝑖;𝑛, 𝑝) — ймовiрнiсть бiномiально розподiленої випадкової
величини з параметрами 𝑛 та 𝑝 прийняти значення 𝑖
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ВСТУП
Актуальнiсть дослiдження. Розробка та дослiдження
криптосистем ведеться доволi давно. Як наслiдок, при їх побудовi
виникає потреба одержання певних оцiнок стiйкостi до рiзного виду атак,
аби точно стверджувати про доцiльнiсть використання тiєї чи iншої
криптосистеми. Незважаючи на доволi стрiмкий розвиток криптографiї й
нинi є напрямки, якi слiд розглянути бiльш детально. Одним з таких
напрямкiв є аналiз стiйкостi криптосистем до атак бумерангiв.
На початку 90-х рокiв минулого столiття Бiхам та Шамiр
запропонували новий вид криптоаналiзу на прикладi шифру DES[1]. На
сьогоднi вiдомо багато рiзноманiтних технiк диференцiального
криптоаналiзу. Однiєю з таких є атака бумерангiв [2], в основi якої
лежить використання квартетiв вiдкритих текстiв та вiдповiдних їм
шифртекстiв, а не пари, як це вiдбувається в класичному
диференцiальному аналiзi.
Для внесення нелiнiйностi при побудовi блокових шифрiв зазвичай
використовують 𝑆-блоки. У цiй роботi буде розглянуто випадок, коли
таким 𝑆-блоком є 2-раундова R-схема, та зроблено висновки про
доцiльнiсть використання цiєї конструкцiї при побудовi нових блокових
шифрiв з точки зору стiйкостi до атак бумерангiв на основi одержаної
нижньої оцiнки бумерангової рiвномiрностi для 𝑆-блокiв, якi мають
зазначену структуру.
Метою дослiдження є уточнення моделей та методiв
криптоаналiзу блокових шифрiв, що дозволить розширити уявлення про
використання базових криптографiчних конструкцiй для внесення
нелiнiйностi при проєктуваннi нових шифрiв та оцiнити наслiдки їх
використання з точки зору стiйкостi до атак бумерангiв.
Задачею дослiдження є дослiдження поведiнки параметрiв
𝑆-блокiв, якi характеризують стiйкiсть до атак бумерангiв. Для
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розв’язання задачi необхiдно вирiшити такi завдання:
1) провести огляд опублiкованих джерел за тематикою дослiдження;
2) побудувати аналiтичнi оцiнки для значень «бумерангової»
рiвномiрностi для 𝑆-блокiв, якi мають структуру R-схеми блокового
шифрування;
3) експериментально перевiрити розбiжнiсть мiж аналiтичними
оцiнками та справжнiми значеннями «бумерангової» рiвномiрностi для
𝑆-блокiв iз рiзними алгебраїчними структурами;
4) перевiрити гiпотезу про розподiл значень елементiв таблиць
бумерангової зв’язностi на випадкових 𝑆-блоках.
Об’єктом дослiдження є iнформацiйнi процеси в системах
криптографiчного захисту.
Предметом дослiдження є атаки бумерангiв i параметри стiйкостi
шифрiв до цих атак.
При розв’язаннi поставлених завдань використовувались такi
методи дослiдження: методи теорiї iмовiрностей, математичної
статистики, комбiнаторного аналiзу.
Наукова новизна отриманих результатiв полягає у наступному:
1) вперше отримано аналiтичнi оцiнки рiвномiрностi бумерангу для
2-раундової збалансованої та незбалансованої R-схеми;
2) експериментально пiдтверджено, що одержаний в опублiкованих
джерелах розподiл значень елементiв таблицi бумерангової зв’язностi вже
для 𝑆-блокiв маленького розмiру.
Практичне значення: одержанi у роботi результати можна
використовувати для створення нових та аналiзу iснуючих симетричних
криптопримiтивiв.
Апробацiя результатiв та публiкацiї. Частину результатiв даної
роботи було доповiдано на XVIII Науково-практичнiй конференцiї
студентiв, аспiрантiв та молодих вчених «Теоретичнi та прикладнi
проблеми фiзики, математики та iнформатики» (12-13 травня 2020 року,
м.Київ).
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1 АТАКА БУМЕРАНГIВ I ТАБЛИЦЯ БУМЕРАНГОВОЇ
ЗВ’ЯЗНОСТI
У даному роздiлi розглянуто основнi поняття, якi стосуються атаки
бумерангiв та новiтнього iнструменту для iх аналiзу, так званої таблицi
бумерангової зв’язностi (Boomerang Connectivity Table, BCT).
1.1 Модель iтеративного шифру та статистичнi атаки на
останнiй раунд
Нехай 𝑋 – множина вiдкритих текстiв, 𝑌 – множина шифрованих
текстiв, 𝐾 – ключовий простiр, F𝑛2 = {0, 1}𝑛 – множина всiх 𝑛-бiтових
векторiв. Тодi позначимо 𝑓 : 𝑋 ×𝐾 → 𝑌 – шифруюче перетворення таке,
що:
(1) ∀𝑘 ∈ 𝐾 : ∃𝑔 : 𝑌 ×𝐾 → 𝑋 : ∀𝑥 ∈ 𝑋 : 𝑔(𝑓(𝑥)) = 𝑥;
(2) f - ефективно обчислюється.
У випадку, коли 𝑋 ≡ 𝑌 ≡ {0,1}𝑛, будемо називати 𝑓 блоковим шифром.












де 𝑘 = (𝑘1, ..., 𝑘𝑟), будемо називати 𝑟-раундовим iтеративним блоковим
шифром. Слiд зазначити, що всюди надалi будемо вважати, що раундовi
ключi 𝑘1, ... , 𝑘𝑟 обираються випадково, рiвномiрно та незалежно один вiд
одного. На Рис. 1.1 можемо спостерiгати як виглядає iтеративний шифр
iз 𝑟 раундiв.
Оскiльки блоковi шифри не є випадковими перетвореннями, то
завжди будуть iснувати статистики, якi матимуть розподiл вiдмiнний вiд
рiвномiрного. Якщо знайдено певну особливiсть, виражену у статистичнiй
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Рисунок 1.1 – r-раундовий iтеративний шифр
формi, розподiл якої вiдрiзняється вiд рiвномiрного, то можна оцiнити
яким буде розподiл при умовi, що значення ключа останнього раунду
було вгадано вiрно або нi. Звичайно, в першу чергу потрiбно накопичити
певну кiлькiсть вiдкритих текстiв та вiдповiдних їм шифрованих текстiв.
Розглянемо загальну схему статистичної атаки на ключ останнього
раунду.
1. Знайти статистику 𝑅𝑟(𝑥, 𝑦), розподiл якої вiдрiзняється вiд
рiвномiрного. Як бачимо, вона залежить вiд кiлькостi раундiв.
2. Накопичити 𝑁 пар (𝑥, 𝑦) таких, що: 𝑦 = 𝐸𝑘(𝑥), де 𝑘 – фiксований,
але невiдомий.
3. Для кожного кандидата у 𝑘𝑟 одержати 𝑥𝑟−1 з 𝑦 та обчислити
вибiрковий розподiл ?̂?𝑟−1(𝑥, 𝑥𝑟−1).
4. Якщо 𝑘𝑟 вiрне, то ?̂?𝑟−1 вiдповiдає 𝑅𝑟−1.
Зазначимо, що 𝑥𝑟−1 на третьому кроцi отримується завдяки
розшифруванню 𝑦 на ключi 𝑘𝑟 на один раунд назад, тобто, якщо значення
ключа вгадано вiрно, то 𝑥𝑟−1 отримано дiйсно розшифруванням на один
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раунд назад. Тодi вибiрковий розподiл буде дорiвнювати теоретичному. У
випадку, якщо 𝑘𝑟 обрано невiрно, то фактично 𝑦 було зашифровано на ще
один раунд. Отже, маємо задачу розрiзнення гiпотез, а саме задачу
розрiзнення розподiлу ?̂?𝑟−1 вiд рiвномiрного.
Зрозумiло, що з вибором ключа буде змiнюватись i статистика,
тобто для одного ключа статистика може мати один розподiл, а для
iншого другий. Тому формулюється така гiпотеза.
Гiпотеза про еквiвалентнiсть ключiв.
Майже для всiх 𝑘 розподiли 𝑅𝑟 несуттєво вiдрiзняються.
Звiдси маємо висновок, що замiсть того, щоб оцiнювати розподiл 𝑅𝑟
для всiх ключiв, можна розглядати усереднений розподiл за всiма
ключами.
Гiпотеза про рандомiзацiю значень.
Чим бiльше 𝑟, тим бiльше розподiл 𝑅𝑟 наближається до
рiвномiрного.
1.2 Атака бумерангiв
Нехай 𝐸𝑘(𝑥) = 𝐸2𝑘(𝐴𝑘(𝐸1𝑘(𝑥))), де 𝐸1, 𝐸2 – пiдшифри,
𝐴𝑘 – афiнне ключезалежне вiдображення. Будемо позначати через 𝐷1 та
𝐷2 розшифровуючi перетворення, якi вiдповiдають 𝐸1 та 𝐸2.
В атацi бумерангiв шифр 𝐸 розглядається як композицiя двох
пiдшифрiв. Найважливiшим у таких атаках є вибiр пiдходящих
характеристик для 𝐸1 та 𝐸2. Стандартне припущення полягає у тому, що
такi характеристики можна обрати незалежно для 𝐸1 та 𝐸2. Хоча, як
показав Мерфi, для шифрiв на базi 𝑆-блокiв двi незалежно обранi
характеристики можуть бути несумiсними, а отже, ймовiрнiсть
генерування правильного квартету вiдкритих текстiв може бутi рiвна
нулевi.
Позначимо 𝛼, 𝛽, 𝜑, 𝛾 ∈ 𝑉𝑛, де 𝑉𝑛 – множина всiх n-бiтових векторiв.
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Нехай також Pr{𝛼 →
𝐸1
𝛽} = 𝑝1, Pr{𝛽 →
𝐷1
𝛼} = 𝑝2, Pr{𝛾 →
𝐷2
𝜑} = 𝑞. Як
Рисунок 1.2 – Атака бумерангiв
бачимо на Рис. 1.2, 𝑥𝑖 – входи, 𝑢𝑖 = 𝐸1𝑘(𝑥), 𝑣𝑖 = 𝐴𝑘(𝑢𝑖), 𝑦𝑖 = 𝐸2𝑘(𝑣𝑖).
Пiсля того, як були одержанi 𝑦1 та 𝑦2, потрiбно додати до них рiзницю 𝛾.
Постає питання про те, якою буде iмовiрнiсть того, що 𝑥3, 𝑥4 (отриманi
внаслiдок розшифрування вiдповiдних 𝑦𝑖) також будуть мати рiзницю 𝛼.
Легко бачити, що 𝑢1 ⊕ 𝑢2 = 𝛽 з iмовiрнiстю 𝑝1, 𝑣1 ⊕ 𝑣3 = 𝜑 з iмовiрнiстю 𝑞,
𝑣2 ⊕ 𝑣4 = 𝜑 з iмовiрнiстю 𝑞. Тодi, просумувавши всi 𝑣𝑖, отримаємо
𝑣1 ⊕ 𝑣2 ⊕ 𝑣3 ⊕ 𝑣4 = 0. Далi має мiсце така лема.
Лема 1.1. Якщо А – невироджена афiнна булева функцiя i
𝐴(𝑢1)⊕ 𝐴(𝑢2)⊕ 𝐴(𝑢3)⊕ 𝐴(𝑢4) = 0,
то 𝑢1 ⊕ 𝑢2 ⊕ 𝑢3 ⊕ 𝑢4 = 0.
Тодi 𝑢3⊕𝑢4 = 𝛽, вiдповiдно iмовiрнiсть того, що 𝑥3 та 𝑥4 будуть мати
рiзницю 𝛼, буде дорiвнювати 𝑝2.
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Твердження 1.1 ([2],[3]). Якщо всi подiї в позначеннях введених
ранiше є незалежними, то







Необхiдно зазначити, що атака працює, коли 𝑝1𝑝2𝑞 >> 12𝑛 , а E1 та
E2 не повиннi бути однаковими. Однак у даної атаки є суттєвий недолiк,
а саме, для проведення атаки потрiбно вмiти не лише шифрувати, але й
розшифровувати.
1.3 Boomerang Connectivity Table
У роботi [4] автори запропонували поняття BCT та розглянули
питання залежностi двох характеристик у перетвореннi 𝐴, коли воно
представлене у виглядi одного S-блоку. Також ними було обговорено
питання пошуку 𝑆-блокiв з «хорошими» BCT. Перед тим як дати
визначення BCT, слiд визначити декiлька iнших понять.
Для 𝑛-бiтового 𝑆-блоку 𝑆 : {0, 1}𝑛 → {0, 1}𝑛, властивостi для
диференцiального розподiлу 𝑆 зазвичай представляються у таблицi 𝜏
розмiру 2𝑛 × 2𝑛, яка називається таблицею розподiлiв диференцiалiв
(Difference Distribution Table, DDT). Для довiльних Δ𝑖, Δ𝑜 значення
#{𝑥 ∈ {0, 1}𝑛 : 𝑆(𝑥)⊕ 𝑆(𝑥⊕Δ𝑖) = Δ𝑜}
зберiгається у вiдповiднiй комiрцi таблицi 𝜏(Δ𝑖,Δ𝑜). Це значення показує,
що вхiдна рiзниця Δ𝑖 розповсюджується до вихiдної рiзницi Δ𝑜 з
iмовiрнiстю 𝜏(Δ𝑖,Δ𝑜)/2𝑛. Максимальне значення в такiй таблицi (окрiм
першого рядка та стовпчика) називається диференцiальною
рiвномiрнiстю 𝑆-блока.
Для отримання диференцiальних властивостей усього шифру слiд
15
високоiмовiрнiсних рiзниць шукається через iтерацiю шифру,
припускаючи, що 𝑆-блоки та iншi операцiї на рiзних раундах поводяться
незалежно. Однак у багатьох випадках може бути неможливо зробити це.
Утiм, коли так трапляється, атака бумерангiв може бути застосована для
отримання диференцiальних властивостей рiзних сегментiв шифру.
Як було зазначено, в атацi бумерангiв шифруюче перетворення 𝐸 є
композицiєю двох пiдшифрiв. Розглянемо випадок, коли вхiдна рiзниця Δ𝑖
визначена пiдшифром 𝐸1, а вихiдна рiзниця ∇0 пiдшифром 𝐸2. Тодi можна
порахувати iмовiрнiсть того, що для 𝑆-блоку 𝑆, для даної пари (Δ𝑖, ∇0),
згенерується правильний квартет вiдкритих текстiв. Вона обчислюється
таким чином:
#{𝑥 ∈ {0, 1}𝑛 : 𝑆−1(𝑆(𝑥)⊕∇0)⊕ 𝑆−1(𝑆(𝑥⊕Δ𝑖)⊕∇0) = Δ𝑖}/2𝑛
Тодi, подiбно до DDT, можна оцiнити такi iмовiрностi для всiх пар
(Δ𝑖, ∇0), записуючи отриманi результати до таблицi.
Рисунок 1.3 – Розповсюдження Δ𝑖 до ∇0
Таблиця, яка зберiгає цi результати й називається таблицею
бумерангової зв’язностi (Boomerang Connectivity Table, BCT). Складнiсть
генерування такої таблицi для 𝑛-бiтового 𝑆-блоку становить 𝑂(23𝑛), що є
бiльшим за 𝑂(22𝑛) для DDT [4].
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Зауваження. Максимальна ймовiрнiсть у BCT така ж, як i в DDT.
Рисунок 1.4 – DDT для s-блоку PRESENT
Автори приводять вiдмiннiсть BCT вiд DDT на прикладi 𝑆-блоку
блокового шифру PRESENT (див. Рис. 1.4 та Рис. 1.5). Визначимо
бумерангову рiвномiрнiсть 𝑆 як максимальне значення 𝛽𝑆(Δ𝑖,∇𝑜) для




Як i з однорiднiстю для таблицi розподiлiв диференцiалiв, чим менша
бумерангова рiвномiрнiсть, тим краще з точки зору стiйкостi шифру.
Однiєю з вiдмiнностей BCT та DDT є те, що сумiснiсть або
несумiснiсть рiзницi входу та рiзницi виходу визначається одразу ж (якщо
вiдповiдний запис у BCT дорiвнює нулевi, то рiзницi несумiснi, а отже, як
було зазначено, ймовiрнiсть генерування правильного квартету також
дорiвнює нулевi). Варто зазначити, що неможливо однозначно
перетворити BCT на DDT та навпаки.
BCT дає можливiсть бiльш коректно оцiнити ймовiрностi
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Рисунок 1.5 – BCT для s-блоку PRESENT
генерування правильного квартету вiдкритих текстiв в атаках бумерангiв.
BCT корисно розглядати не лише як iнструмент покращення атаки. При
створеннi нових блокових шифрiв розглядається багато варiантiв
𝑆-блокiв, а BCT також дозволяє оцiнити здатнiсть 𝑆-блоку протистояти
атакам бумерангу. Тому її можна застосовувати i при побудовi нових
шифрiв.
1.4 Властивостi BCT деяких вiдомих конструкцiй
Для побудови великих 𝑆-блокiв у криптографiї часто
використовують специфiчнi конструкцiї, наприклад схеми блокового
шифрування маленького розмiру без ключiв. У [5] автори дослiдили
поведiнку таких легковагових конструкцiй у контекстi атак бумерангу,
оцiнюючи рiвномiрностi бумерангу для кожної з них. У дослiдженнi
фiгурують наступнi конструкцiї: 3-раундова схема Фейстеля, 3-раундова
схема Лая-Мессi та 3-раундова (збалансована та незбалансована)
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MISTY (див. Рис.1.6).
Рисунок 1.6 – Злiва направо: 3-раундова схема Фейстеля, 3-раундова
схема Лая-Мессi та 3-раундова MISTY
Ранiше шифри ZUC та Scream використовували 𝑆-блоки, якi
побудованi на основi схеми Фейстеля. У кожному з них вона мала
3-раундову структуру. Дослiдження показали, що з усiх розглянутих у
статтi конструкцiй, схема Фейстеля має найгiршу оцiнку рiвномiрностi
бумерангу, вiдповiдно i стiйкiсть до атак бумерангiв.
Нехай 𝐹1, 𝐹3 : F𝑚2 → F𝑛2 та 𝐹2 : F𝑚2 → F𝑛2 – внутрiшнiх функцiї, тодi
для будь-якого 𝑏 ∈ F𝑛2 × F𝑚2 було отримано значення рiвномiрностi
бумерангу: 𝛽𝑆(𝑏, 𝑏) = 2𝑛+𝑚, де 𝑆 : F𝑛2 × F𝑚2 → F𝑛2 × F𝑚2 – 3-раундова схема
Фейстеля. Щодо схеми Лая-Мессi, то була отримана оцiнка:
𝛽𝑆(𝑎1, 𝑏) = 2
2𝑛, де 𝑆 : (F𝑛2)2 → (F𝑛2)2 – 3-раундова схема Лая-Мессi з
внутрiшнiми функцiями 𝐹1, 𝐹2, 𝐹3 : F𝑛2 → F𝑛2 та
𝑎 ∈ F𝑛2(𝑎 ̸= 0), 𝑎1 = (𝑎, 𝑎), 𝑏 = (𝜎(𝑎), 𝜎(𝑏)) ∈ (𝐹 𝑛2 )2.
Хоча на практицi використовується переважно незбалансована
MISTY, у зазначеному дослiдженнi окремо було розглянуто випадок iз
збалансованою схемою. Варто зазначити, що отриманi результати
стосуються оригiнального шифру MISTY1 [6], а також 8-бiтового 𝑆-блоку
шифру Fantomas [7]. Отже, наведемо рiвномiрности бумерангу для
наведених конструкцiй.
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Нехай 𝑆 : (F𝑛2)2 → (F𝑛2)2 – 3-раундова збалансована мережа MISTY
та нехай 𝐹1, 𝐹2, 𝐹3 : F𝑛2 → F𝑛2 – її внутрiшнi функцiї, якi є бiєктивними.
Тодi рiвномiрнiсть бумерангу обмежена знизу значенням: 𝛽𝑆 ≥ 2𝑛𝛽𝐹2. Як
Рисунок 1.7 – Незбалансована мережа MISTY
бачимо, на нижню оцiнку рiвномiрностi впливає лише одна з трьох
внутрiшнiх функцiй, а саме функцiя другого раунду. Надалi цi висновки,
отриманi аналiтичним шляхом, будуть перевiренi у ходi розв’язку задач,
поставлених у данiй роботi. Рiвномiрнiсть бумерангу незбалансованої
MISTY, зображеної на Рис.1.7, обмежена знизу значеннями 2𝑛𝛽𝐹2 та
2𝑛𝛽𝐹2|F𝑚2
для випадку злiва та випадку справа вiдповiдно.
Висновки до роздiлу 1
Отже, на сьогоднi дослiдженi властивостi деяких вiдомих
конструкцiй, якi характеризують стiйкiсть до атак бумерангiв. Однак
деякi результати залишаються не пiдтвердженими експериментально.
Також є конструкцiї, властивостi BCT яких є невiдомими, що не дає
змоги давати оцiнку ефективностi їх використання для побудови нових
𝑆-блокiв. Однiєю з таких є R-схема, яку i буде розглянуто у данiй роботi.
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2 АНАЛIТИЧНI ГРАНИЦI РIВНОМIРНОСТI БУМЕРАНГУ
ДЛЯ R-СХЕМИ БЛОКОВОГО ШИФРУВАННЯ
У цьому роздiлi буде розглянуто 2-раундову R-схему у випадках,
коли вона має збалансований та незбалансований вигляд, отримано нижнi
оцiнки рiвномiрностi бумерангу для S-блокiв iз зазначеною структурою.
Це дозволить порiвняти R-схему iз вже дослiдженими структурами та
зробити висновки про її переваги та недолiки вiдносно них. Також
отриманi результати дадуть можливiсть оцiнити чи є доцiльним
використання R-схеми для побудови нових 𝑆-блокiв з точки зору
стiйкостi до атак бумерангiв. Частина результатiв у даному роздiлi була
доповiдана у [8].
2.1 Оцiнка рiвномiрностi бумерангу для R-схеми
Рисунок 2.1 – 2-раундова R-схема
Нехай 𝑅 : F𝑛2 × F𝑛2 . R-схемою будемо називати таке вiдображення 𝑅,
що для довiльних 𝑥 ‖ 𝑦 ∈ F𝑛2 𝑅(𝑥, 𝑦) = (𝐹 (𝑥)⊕ 𝑦) ‖𝐹 (𝑥), де 𝐹 – внутрiшня
функцiя. Далi дослiджувалися випадки, коли R-схема має збалансований
та незбалансований вигляд, тобто у першому варiантi 𝑥 та 𝑦 мають
однаковий розмiр (див. Рис. 2.1), у другому – рiзний (див Рис. 2.3).
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Обидвi внутрiшнi функцiї 𝐹1, 𝐹2 мають бути бiєктивними, щоб уся
конструкцiя була перестановкою. Як буде видно далi, нижня границя
рiвномiрностi бумерангу залежить вiд особливостей iї внутрiшнiх
пiдфункцiй.
Нехай 𝑆 : (F𝑛2)2 → (F𝑛2)2 – 2-раундова збалансована R-схема, та
нехай 𝐹1, 𝐹2 : (F𝑛2)2 → (F𝑛2)2 – бiєктивнi вiдображення, якi є внутрiшнiми
функцiями S. Тодi має мiсце така теорема.
Теорема 2.1. Для бумерангової рiвномiрностi введеного 𝑆-блоку S
справедливе спiввiдношення:
𝛽𝑆 ≥ 2𝑛𝛽𝐹1.
Рисунок 2.2 – Функцiя 𝑆𝑏(𝑥, 𝑦) = 𝑆−1(𝑆(𝑥, 𝑦)⊕ 𝑏), де 𝑆 – це 3-раундова
R-схема (випадок 𝑏 = (𝑏1, 𝑏1))
Доведення. Нехай 𝑆𝑏(𝑥, 𝑦) = 𝑆−1(𝑆(𝑥, 𝑦)⊕𝑏), де 𝑥, 𝑦 ∈ F𝑛2 , 𝑏 ∈ (𝐹 𝑛2 )2
(див. рис.2.2). При такому перетвореннi 𝑆𝑏 з [5] маємо:
𝛽𝑆(𝑎, 𝑏) = #{(𝑥, 𝑦) ∈ F𝑛2 × F𝑛2 : 𝑆𝑏(𝑥, 𝑦) ⊕ 𝑆𝑏((𝑥, 𝑦) ⊕ 𝑎) = 𝑎},
де 𝑎 ∈ (𝐹 𝑛2 )2. Якщо рiвномiрнiсть бумерангу 𝐹1 це 𝛽𝐹1, то за означенням
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∃(𝑎1, 𝑏1) ∈ (F𝑛2)2 така, що 𝛽𝐹1(𝑎1, 𝑏1) = 𝛽𝐹1. Якщо 𝑎 = (𝑎1, 0), 𝑏 = (𝑏1, 𝑏1), то
𝛽𝑆(𝑎, 𝑏) = #{(𝑥, 𝑦) ∈ F𝑛2 × F𝑛2 : 𝑆𝑏(𝑥, 𝑦) ⊕ 𝑆𝑏(𝑥 ⊕ 𝑎1, 𝑦) = (𝑎1, 0)}.
Оскiльки 𝑏 = (𝑏1, 𝑏1), то можемо спростити:
𝑆𝑏(𝑥, 𝑦) = (𝐹
−1
1 (𝐹1(𝑥)⊕ 𝑏1), 𝑦 ⊕ 𝑏1).
Отже, маємо:
𝑆𝑏(𝑥, 𝑦)⊕ 𝑆𝑏(𝑥⊕ 𝑎1, 𝑦) =
= (𝐹−11 (𝐹1(𝑥)⊕ 𝑏1)⊕ 𝐹−11 (𝐹1(𝑥⊕ 𝑎1)⊕ 𝑏1), 𝑦 ⊕ 𝑏1 ⊕ 𝑦 ⊕ 𝑏1) =
= (𝐹−11 (𝐹1(𝑥)⊕ 𝑏1)⊕ 𝐹−11 (𝐹1(𝑥⊕ 𝑎1)⊕ 𝑏1), 0).
Звiдси випливає, що множина всiх розв’язкiв рiвняння
𝑆𝑏(𝑥, 𝑦)⊕ 𝑆𝑏(𝑥⊕ 𝑎1, 𝑦) = (𝑎1, 0)
складається з усiх таких пар (𝑥, 𝑦), де 𝑦 – будь-яке, а 𝑥 належить множинi
𝐴, де
𝐴 = {𝑥 ∈ F𝑛2 : 𝐹−11 (𝐹1(𝑥)⊕ 𝑏1)⊕ 𝐹−11 (𝐹1(𝑥⊕ 𝑎1)⊕ 𝑏1) = 𝑎1}.
Тодi |𝐴| = 𝛽𝐹1(𝑎1, 𝑏1) = 𝛽𝐹1. Робимо висновок, що рiвномiрнiсть бумерангу
збалансованої R-схеми з бiєктивними внутрiшнiми функцiями обмежена
знизу значенням 2𝑛𝛽𝐹1.
Для незбалансованої R-схеми було розглянуто два випадки, коли
бiльша «гiлка» знаходиться злiва, а менша – cправа та навпаки.
Нехай
𝑆1 : F𝑚2 × F𝑛2 → F𝑚2 × F𝑛2 , 𝑆2 : F𝑛2 × F𝑚2 → F𝑛2 × F𝑚2
– незбалансованi 2-раундовi R-схеми. Якщо 𝑆1 – це конструкцiя злiва на
Рис.2.3, то справедлива така теорема:
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Рисунок 2.3 – Два типи незбалансованої 2-раундової R-схеми
(злiва – 𝑆1, справа – 𝑆2)




Доведення. Почнемо з доведення для 𝑆1. Дамо означення для
функцiї
𝑆𝑏 : F𝑚2 × F𝑚2 × F𝑛−𝑚2 → F𝑚2 × F𝑚2 × F𝑛−𝑚2 ,
(𝑥, 𝑦, 𝑧) ↦→ 𝑆−1(𝑆(𝑥, 𝑦, 𝑧) + 𝑏).
У цьому випадку внутрiшня функцiя 𝐹1 є перестановкою над F𝑚2 , а
𝐹2 – перестановка над F𝑛2 . Для 𝑛-бiтового вектору позначимо через 𝑙𝑒𝑓𝑡
його лiвi 𝑚 бiтiв та через 𝑟𝑖𝑔ℎ𝑡 його правi 𝑛 − 𝑚 бiтiв. Також позначимо
значення трiйки (𝑥, 𝑦, 𝑧) пiсля 𝑖 раундiв для обох варiантiв незбалансованої
R-схеми як (𝑙𝑖,𝑚𝑖, 𝑟𝑖). Нехай (𝑙0,𝑚0, 𝑟0) = (𝑥, 𝑦, 𝑧).
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Рисунок 2.4 – Функцiї 𝑆𝑏(𝑥) = 𝑆1(𝑆(𝑥) + 𝑏) для 𝑥 ∈ F𝑚2 × F𝑛2 (злiва) та
для 𝑥 ∈ F𝑛2 × F𝑚2 (справа), де 𝑆 – 2-раундова незбалансована R-схема
Тодi
(𝑙1,𝑚1, 𝑟1) = (𝐹1(𝑥), 𝐹1(𝑥)⊕ 𝑦, 𝑧);
(𝑙2,𝑚2, 𝑟2) = (𝐹1(𝑥)⊕ 𝐹2((𝐹1(𝑥)⊕ 𝑦) ‖ 𝑧)𝑙𝑒𝑓𝑡, 𝐹2((𝐹1(𝑥)⊕ 𝑦) ‖ 𝑧)𝑙𝑒𝑓𝑡,
𝐹2((𝐹1(𝑥)⊕ 𝑦) ‖ 𝑧)𝑟𝑖𝑔ℎ𝑡).
Нехай 𝑏 = (𝑏1, 𝑏2, 𝑏3) ∈ F𝑛+𝑚2 таке, що 𝑏1 ̸= 0, 𝑏2 = 0, 𝑏3 = 0, де 𝑏1, 𝑏2 ∈ F𝑚2
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та 𝑏3 ∈ F𝑛−𝑚2 . Тодi, починаючи з (𝑙2 ⊕ 𝑏1,𝑚2 ⊕ 𝑏2, 𝑟2 ⊕ 𝑏3), отримуємо
(𝑙3,𝑚3, 𝑟3) = (𝐹1(𝑥)⊕ 𝑏1, 𝐹1(𝑥)⊕ 𝑦, 𝑧);
(𝑙4,𝑚4, 𝑟4) = (𝐹
−1
1 (𝐹1(𝑥)⊕ 𝑏1), 𝑦 ⊕ 𝑏1, 𝑧).
Отже, для заданого 𝑏 маємо
𝑆𝑏(𝑥, 𝑦, 𝑧) = (𝐹
−1
1 (𝐹1(𝑥)⊕ 𝑏1), 𝑦 ⊕ 𝑏1, 𝑧).
Тодi для 𝑎 = (𝑎1, 0, 0), 𝑏 = (𝑏1, 0, 0) ∈ F𝑚2 × 𝐹𝑚2 × 𝐹 𝑛−𝑚2 отримуємо
𝑆𝑏(𝑥, 𝑦, 𝑧)⊕ 𝑆𝑏(𝑥⊕ 𝑎1, 𝑦, 𝑧) =(𝐹−11 (𝐹1(𝑥)⊕ 𝑏1)⊕ 𝐹−11 (𝐹1(𝑥⊕ 𝑎1)⊕ 𝑏1),
𝑦 ⊕ 𝑏1 ⊕ 𝑦 ⊕ 𝑏1, 𝑧 ⊕ 𝑧).
За означенням 𝛽𝑆1(𝑎, 𝑏) = 2𝑛𝛽𝐹1(𝑎1, 𝑏1). Для будь-якого 𝑥 ∈ 𝐴, де
𝐴 = {𝑥 ∈ F𝑚2 : (𝐹−11 (𝐹1(𝑥)⊕ 𝑏1)⊕ 𝐹−11 (𝐹1(𝑥⊕ 𝑎1)⊕ 𝑏1) = 𝑎1}
маємо
𝑆𝑏(𝑥, 𝑦, 𝑧)⊕ 𝑆𝑏(𝑥⊕ 𝑎1, 𝑦, 𝑧) = (𝑎1, 0, 0).
Обираючи 𝑎1, 𝑏1 такi, що 𝛽𝑆1(𝑎, 𝑏) = 𝛽𝐹1 робимо висновок, що рiвномiрнiсть
бумерангу обмежена знизу значенням 2𝑛𝛽𝐹1.
Якщо 𝑆2 – це конструкцiя справа на Рис.2.4, то маємо результат,
який є дуже схожим на попереднiй, але його також слiд розглянути задля
повноти дослiдження. Отже, справедлива така теорема:





Доведення. Дамо означення для функцiї
𝑆𝑏 : F𝑛−𝑚2 × F𝑚2 × F𝑚2 → F𝑛−𝑚2 × F𝑚2 × F𝑚2 ,
(𝑥, 𝑦, 𝑧) ↦→ 𝑆−1(𝑆(𝑥, 𝑦, 𝑧) + 𝑏).
У цьому випадку внутрiшня функцiя 𝐹1 є перестановкою над F𝑛2 , а 𝐹2 –
перестановка над F𝑚2 . Для 𝑛-бiтового вектору позначимо через 𝑙𝑒𝑓𝑡 його
лiвi 𝑛−𝑚 бiтiв та через 𝑟𝑖𝑔ℎ𝑡 його правi 𝑚 бiтiв. Значення трiйки (𝑥, 𝑦, 𝑧)
пiсля 𝑖 раундiв було позначено для обох випадкiв як (𝑙𝑖,𝑚𝑖, 𝑟𝑖). Початкове
значення трiйки (𝑙0,𝑚0, 𝑟0) = (𝑥, 𝑦, 𝑧). Тодi
(𝑙1,𝑚1, 𝑟1) = (𝐹1(𝑥 ‖ 𝑦)𝑙𝑒𝑓𝑡, 𝐹1(𝑥 ‖ 𝑦)𝑟𝑖𝑔ℎ𝑡, 𝐹1(𝑥 ‖ 𝑦)𝑟𝑖𝑔ℎ𝑡 ⊕ 𝑧);
(𝑙2,𝑚2, 𝑟2) = (𝐹1(𝑥 ‖ 𝑦)𝑙𝑒𝑓𝑡, 𝐹1(𝑥 ‖ 𝑦)𝑟𝑖𝑔ℎ𝑡 ⊕ 𝐹2(𝐹1(𝑥 ‖ 𝑦)𝑟𝑖𝑔ℎ𝑡 ⊕ 𝑧),
𝐹2(𝐹1(𝑥 ‖ 𝑦)𝑟𝑖𝑔ℎ𝑡 ⊕ 𝑧).
Нехай 𝑏 = (𝑏1, 𝑏2, 𝑏3) ∈ F𝑛+𝑚2 таке, що 𝑏1 = 0, 𝑏2 ̸= 0, 𝑏3 = 0, де 𝑏1 ∈ F𝑛−𝑚2 та
𝑏2, 𝑏3 ∈ F𝑚2 . Тодi, починаючи з (𝑙2 ⊕ 𝑏1,𝑚2 ⊕ 𝑏2, 𝑟2 ⊕ 𝑏3), отримуємо
(𝑙3,𝑚3, 𝑟3) = (𝐹1(𝑥 ‖ 𝑦)𝑙𝑒𝑓𝑡, 𝐹1(𝑥 ‖ 𝑦)𝑟𝑖𝑔ℎ𝑡 ⊕ 𝑏2, 𝐹1(𝑥 ‖ 𝑦)𝑟𝑖𝑔ℎ𝑡 ⊕ 𝑧);
(𝑙4,𝑚4, 𝑟4) = (𝐹
−1
1 (𝐹1(𝑥 ‖ 𝑦)⊕ 0 ‖ 𝑏2)𝑙𝑒𝑓𝑡, 𝐹−11 (𝐹1(𝑥 ‖ 𝑦)⊕ 0 ‖ 𝑏2)𝑟𝑖𝑔ℎ𝑡, 𝑧 ⊕ 𝑏2).
Отже, для заданого 𝑏 маємо
𝑆𝑏(𝑥, 𝑦, 𝑧) = (𝐹
−1
1 (𝐹1(𝑥 ‖ 𝑦)⊕ 0 ‖ 𝑏2)𝑙𝑒𝑓𝑡, 𝐹−11 (𝐹1(𝑥 ‖ 𝑦)⊕ 0 ‖ 𝑏2)𝑟𝑖𝑔ℎ𝑡, 𝑧 ⊕ 𝑏2).
Тодi для 𝑎 = (0, 𝑎2, 0), 𝑏 = (0, 𝑏2, 0) ∈ F𝑚2 × 𝐹𝑚2 × 𝐹 𝑛−𝑚2 отримуємо
𝑆𝑏(𝑥, 𝑦, 𝑧)⊕ 𝑆𝑏(𝑥, 𝑦 ⊕ 𝑎2, 𝑧) = (𝐹−11 (𝐹1(𝑥 ‖ 𝑦)⊕ 0 ‖ 𝑏2)𝑙𝑒𝑓𝑡⊕
𝐹−11 (𝐹1(𝑥 ‖ 𝑦 ⊕ 𝑎2)⊕ 0 ‖ 𝑏2)𝑙𝑒𝑓𝑡, 𝐹−11 (𝐹1(𝑥 ‖ 𝑦)⊕ 0 ‖ 𝑏2)𝑟𝑖𝑔ℎ𝑡⊕
𝐹−11 (𝐹1(𝑥 ‖ 𝑦 ⊕ 𝑎2)⊕ 0 ‖ 𝑏2)𝑟𝑖𝑔ℎ𝑡, 𝑧 ⊕ 𝑏2 ⊕ 𝑧 ⊕ 𝑏2).
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За означенням 𝛽𝑆2(𝑎, 𝑏) = 2𝑛𝛽𝐹1(0 ‖ 𝑎2, 0 ‖ 𝑏2). Для будь-якого 𝑥 ‖ 𝑦 ∈ 𝐴, де
𝐴 = {𝑥‖𝑦 ∈ F𝑛2 :
𝐹−11 (𝐹1(𝑥 ‖ 𝑦)⊕ 0 ‖ 𝑏2)⊕ 𝐹−11 (𝐹1(𝑥 ‖ 𝑦 ⊕ 𝑎2)⊕ 0 ‖ 𝑏2) = 0 ‖ 𝑎2}
маємо
𝑆𝑏(𝑥, 𝑦, 𝑧)⊕ 𝑆𝑏(𝑥⊕ 𝑎1, 𝑦, 𝑧) = (0, 𝑎2, 0).
Обираючи такi 𝑎2, 𝑏2, що 𝛽𝐹1(0 ‖ 𝑎2, 0 ‖ 𝑏2) = 𝛽𝐹1|F𝑚2 робимо висновок, що,
дiйсно, рiвномiрнiсть бумерангу обмежена знизу значенням 2𝑛𝛽𝐹1|F𝑚2 .
Бачимо, що як при використаннi збалансованої R-схеми так i при
використаннi незбалансованої R-схеми з наведеною кiлькiстю раундiв
лише пiдфункцiя першого раунду впливає на значення нижньої границi
рiвномiрностi. Необхiдно брати до уваги те, що це лише нижня оцiнка,
тобто справжнє значення рiвномiрностi бумерангу може залежати вiд усiх
пiдфункцiй. Зазначимо, що отриманий результат подiбний до
вiдповiдного для 3-раундової MISTY [5], в якому нижня оцiнка
бумерангової рiвномiрностi для схеми залежала лише вiд вiдповiдного
параметру пiдфункцiї другого раунду шифрування.
2.2 Експериментальна перевiрка аналiтичних нижнiх
границь рiвномiрностi бумерангу
Оскiльки у цiй роботi розглядалися 8-бiтовi 𝑆-блоки, то у якостi
внутрiшнiх раундових функцiй у збалансованiй R-схемi фiгурують
4-бiтовi перестановки. Одна частина з них була одержана за допомогою
генератора випадкових перестановок мови програмування Python. Для
ста тисяч 4-бiтових 𝑆-блокiв, отриманих у результатi генерування, було
пораховано рiвномiрностi бумерангу та виявлено три класи перестановок
(з рiвномiрнiстю 8, 10 та 16). Випадковим чином було обрано по однiй
перестановцi з кожного класу. Решта 𝑆-блокiв була запозичена зi статтi
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[9]. Для проведення експерименту використовувалися такi перестановки:
К1 = (7, 9, 4, 𝐷, 0, 2, 𝐶,𝐵,𝐴, 8, 1, 6, 𝐸, 5, 𝐹, 3)
К2 = (1, 9, 6, 5, 𝐵,𝐸, 2, 8, 4, 𝐴, 𝐹, 3, 0, 7, 𝐶,𝐷)
К3 = (𝐴,𝐶, 3, 8, 𝐵, 7, 𝐷, 0, 4, 5, 1, 𝐹, 𝐸, 9, 6, 2)
К4 = (𝐸,𝐴, 𝐹, 1, 0, 𝐷, 7, 4, 5, 2, 8, 6, 3, 𝐵, 9, 𝐶)
К5 = (𝐵, 0, 𝐷,𝐸, 6, 4, 7, 9, 5, 1, 𝐶, 2, 8, 𝐹, 𝐴, 3)
К6 = (1, 𝐶, 3, 8, 0, 6, 𝐸,𝐷, 𝐹,𝐵, 4, 5, 9, 2, 𝐴, 7)
К7 = (𝐸, 7, 𝐵,𝐷, 8, 2, 5, 6, 3, 0, 1, 𝐶, 𝐹, 9, 4, 𝐴)
К8 = (4, 3, 𝐴,𝐵,𝐷,𝐸, 8, 5, 9, 1, 7, 𝐶, 𝐹, 2, 6, 0)
𝑈8 = (𝐸,𝐵, 𝐹, 7, 1, 𝐷, 6, 3, 8, 0, 5, 𝐶, 2, 9, 4, 𝐴)
𝑈10 = (𝐶, 2, 𝐷,𝐸, 1, 4, 𝐵, 6, 9, 12, 3, 5, 0, 7, 8, 𝐴)
𝑈16 = (5, 1, 9, 8, 𝐸, 2, 𝐷, 𝐶, 3, 0, 𝐹, 6, 𝐴, 4, 7, 𝐵),
де U8 — 𝑆-блок iз рiвномiрнiстю бумерангу 8, U10 — 𝑆-блок iз
рiвномiрнiстю бумерангу 10 та U16 — 𝑆-блок iз рiвномiрнiстю бумерангу
16, K1, ... , K8 – 𝑆-блоки зi статтi, якi володiють хорошими властивостями
стiйкостi до лiнiйного та класичного диференцiального криптоаналiзу.
У Теоремах 2.1, 2.2 та 2.3 було показано, що нижня оцiнка
рiвномiрностi бумерангу залежить лише вiд пiдфункцiї першого раунду.
Щоб перевiрити чи це насправдi так, було проведено наступний
експеримент. Спочатку у якостi обох внутрiшнiх функцiй було обрано
одну й ту ж перестановку. Було обчислено рiвномiрнiсть бумерангу по
черзi для U8, U10, U16. Далi було обрано у якостi функцiї першого
раунду перестановку з рiвномiрнiстю 8, а у якостi функцiї другого раунду
перестановку з рiвномiрнiстю 10, а потiм навпаки. Для порiвняння також
було обчислено рiвномiрнiсть бумерангу для 3-раундової R-схеми.
Результати експерименту можна спостерiгати у Таблицях 2.2 та 2.1.
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Таблиця 2.1 – Рiвномiрностi бумерангу для дослiджуваних 𝑆-блокiв
Структура 𝑆-блоку Теоретична оцiнка рiвномiрностi Справжнє значення рiвномiрностi
2-раундова R-схема












(функцiя першого раунду – U8,
функцiя другого раунду – U10)
128 256
2-раундова R-схема
(функцiя першого раунду – U10,
функцiя другого раунду – U8)
160 256
3-раундова R-схема








(функцiя першого раунду – U8,
решта пiдфункцiй – U10)
- 160
3-раундова R-схема
(функцiя першого раунду – U10,
решта пiдфункцiй – U8)
- 128
3-раундова MISTY








(функцiя другого раунду – U8,
решта пiдфункцiй – U10)
128 128
3-раундова MISTY
(функцiя другого раунду – U10,
решта пiдфункцiй – U8)
160 160
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K1 K2 K3 K4 K5 K6 K7 K8
𝛽𝐹 16 16 16 10 10 16 16 10
На прикладi перестановок K1,...,K8 можемо спостерiгати, що
наявнiсть хороших властивостей, якi характеризують стiйкiсть до
лiнiйного та класичного диференцiального криптоаналiзу абсолютно не
гарантують стiйкостi до атак бумерангу. Бiльшiсть вказаних перестановок
мають найгiршу рiвномiрнiсть бумерангу з можливих.
Що стосується Теореми 2.1, то в результатi виконання експерименту
неможливо однозначно стверджувати про залежнiсть нижньої границi
рiвномiрностi бумерангу всiєї конструкцiї вiд функцiї першого раунду,
адже в усiх розглянутих випадках рiвномiрнiсть 2-раундової R-схеми
максимальна. Однак звiдси можна зробити висновок, що, незважаючи на
використання внутрiшнiх функцiй з вiдносно низькою рiвномiрнiстю
бумерангу, використання 2-раундової R-схеми не є доцiльним для
побудови 𝑆-блокiв стiйких до атак бумерангу. Згiдно з наведеними в
таблицi результатами, 3-раундова R-схема, хоча й має не максимальне,
але все ще велике значення рiвномiрностi бумерангу, також не може
вважатися стiйкою до атак бумерангiв. Для того, щоб робити бiльш
надiйнi твердження щодо стiйкостi саме 3-раундової R-схеми, властивостi
її BCT слiд вивчити бiльш детально. Бачимо, що значення рiвномiрностi
3-раундової мережi MISTY спiвпадає з аналiтичними оцiнками,
знайденими у [5].
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Висновки до роздiлу 2
Отже, у даному роздiлi було отримано аналiтичнi оцiнки для
нижньої границi рiвномiрностi бумерангу для 𝑆-блокiв, якi мають
структуру 2-раундової R-схеми (як збалансованої так i незбалансованої),
показано, що цi оцiнки залежать лише вiд рiвномiрностi бумерангу
внутрiшньої функцiї першого раунду схеми. Було виявлено незалежнiсть
стiйкостi до атак бумерангiв вiд стiйкостi до лiнiйного криптоаналiзу.
Також була експериментально перевiрена розбiжнiсть справжнiх значень
та аналiтичних оцiнок для R-схеми та мережi MISTY i показано, що
iстиннi значення суттєво бiльшi за нижнi границi. Це каже про те, що їх
не можна вважати точними. Звiдси виникає питання про те, як взагалi
розподiлене значення рiвномiрностi бумерангу та якi значення очiкуються
вiд випадково згенерованого 𝑆-блоку. На це питання дається вiдповiдь у
наступному роздiлi.
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3 ЕКСПЕРИМЕНТАЛЬНА ПЕРЕВIРКА РОЗПОДIЛУ BCT
У цьому роздiлi буде розглянуто знайдений розподiл коефiцiєнтiв
для таблицi BCT та експериментально перевiрено його коректнiсть. Ця
iнформацiя є вкрай важливою, адже переконавшись, що розподiл дiйсно
має запропонований вигляд, можна оцiнювати рiвномiрнiсть бумерангу,
не прибiгаючи до побудови великих таблиць BCT.
3.1 Загальнi вiдомостi про розподiл та результати
експерименту
Iнформацiя щодо вигляду розподiлу коефiцiєнтiв DDT чи то BCT
може бути корисна для того, щоб оцiнити ймовiрнiсть того, що випадкова
перестановка має «хорошi» диференцiальнi (для DDT) або бумеранговi
(для BCT) властивостi. У данiй роботi експериментальним чином було
перевiрено розподiл коефiцiєнтiв BCT, знайдений авторами статтi [10].
Перед тим як перейти безпосередньо до результатiв, детально розглянемо
запропоновану теорему з доведенням та твердження про альтернативне
визначення BCT.
Твердження 3.1 (Альтернативне визначення BCT[11]). Нехай
𝑆 ∈ F𝑛2 – перестановка. Для будь-яких 𝑎, 𝑏 ∈ F𝑛2 запис 𝛽𝑆(𝑎, 𝑏) у BCT
перестановки 𝑆 задається як кiлькiсть розв’язкiв у 𝐹 𝑛2 × 𝐹 𝑛2 такої
системи рiвнянь ⎧⎪⎨⎪⎩S
−1(𝑥⊕ 𝑏)⊕ 𝑆−1(𝑦 ⊕ 𝑏) = 𝑎,
S−1(𝑥)⊕ 𝑆−1(𝑦) = 𝑎.
(3.1)
Теорема 3.1 ([11]). Якщо 𝑆 – обрана випадковим чином
перестановка над F𝑛2 , то коефiцiєнти її BCT 𝛽𝑆(𝑎, 𝑏), де 𝑎, 𝑏 ̸= 0,
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можуть розглядатися як незалежнi однаково розподiленi випадковi
величини з таким розподiлом:




де 𝑖1, 𝑖2 – цiлi невiд’ємнi числа, сума ведеться по всiх розв’язках рiвняння
2𝑖1 + 4𝑖2 = 𝑐, 𝑃1 та 𝑃2 – розподiли випадкових величин такої форми:








Доведення. Для будь-яких 𝑥, 𝑦 ∈ F𝑛2 таких, що 𝑥 ̸= 𝑦, позначимо
множину
𝑆𝑥,𝑦 = {(𝑥, 𝑦), (𝑦, 𝑥), (𝑥⊕ 𝑏, 𝑦 ⊕ 𝑏), (𝑦 ⊕ 𝑏, 𝑥⊕ 𝑏)},
потужнiсть якої дорiвнює 4, окрiм випадку, коли 𝑥 ⊕ 𝑦 = 𝑏. Тодi 𝑆𝑥,𝑦
мiстить лише два елементи. Цi множини такi, що пара (𝑥, 𝑦) є розв’язком
системи, наведеної вище тодi та тiльки тодi, коли всi елементи в 𝑆𝑥,𝑦
також є розв’язками даної системи. Щоб довести цю теорему, множину
всiх пар елементiв в F𝑛2 було розбито на такi множини 𝑆𝑥,𝑦.
Розглянемо таке вiдношення еквiвалентностi: (𝑥, 𝑦) ∼ (𝑥′, 𝑦′) тодi та
тiльки тодi, коли мультимножини 𝑆𝑥,𝑦 та 𝑆𝑥′,𝑦′ є iдентичними. Вiдповiднi
класи еквiвалентностi мають розмiр 4, за винятком випадку, коли
𝑥 ⊕ 𝑦 = 𝑏, у цьому разi вони мiстять 2 елементи. Всього є 2𝑛−1 класи
розмiру 2. Оскiльки є 2𝑛(2𝑛 − 1) упорядкованих пар елементiв у F𝑛2 , то
отримуємо, що є (2𝑛(2𝑛 − 1) − 2 × 2𝑛−1)/4 класи потужностi 4, тобто
22𝑛−2 − 2𝑛−1.
Тодi для того, щоб Система3.1 мала рiвно 𝑐 розв’язкiв, необхiдно, щоб
iснувало 𝑖1 розв’язкiв у класах розмiру 4 та 𝑖2 розв’язкiв в класах розмiру
2, де 2𝑖1 + 4𝑖2 = 𝑐. Отримуємо




де 𝑃1 – це ймовiрнiсть того, що iснує 𝑖1 класiв розмiру 4, 𝑃2 – це ймовiрнiсть
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того, що iснує 𝑖2 класiв розмiру 2 таких, що є розв’язками системи. Тепер
доведемо, що розподiли 𝑃1 та 𝑃2 такi, як зазначено у теоремi.
Розмiр 2. У цьому випадку справедливо, що 𝑦 = 𝑥⊕ 𝑏, отже обидва
рiвняння Системи3.1 спiвпадають. Припустимо, що
𝑆−1(𝑥) ⊕ 𝑆−1(𝑥 ⊕ 𝑏) = 𝑎 виконується з ймовiрнiстю 12𝑛−1 , так як
𝑆−1(𝑥) ⊕ 𝑆−1(𝑥 ⊕ 𝑏) може приймати яке завгодно значення в F𝑛2/{0}.
Оскiльки є 2𝑛−1 таких пар, 𝑃1 вiдповiдає бiномiальному розподiлу 2𝑛−1
повторами випробування Бернуллi з ймовiрнiстю успiху 12𝑛−1 .
Розмiр 4. Два рiвняння системи 3.1 тепер незалежнi.
Використовуючи тi ж мiркування, що i вище, припустимо, що кожна з
рiвнянь виконується з ймовiрнiстю 12𝑛−1 . Оскiльки є 2
2𝑛−2 − 2𝑛−1 таких
пар, 𝑃2 вiдповiдає бiномiальному розподiлу з параметрами 22𝑛−2 − 2𝑛−1 та
1
(2𝑛−1)2 .
У доведеннi використовувалися деякi модельнi припущення, якi не
працюють на практицi, зокрема було припущено, що комiрки BCT є
незаежними. Тому виникає потреба у експериментальнiй перевiрцi
введеної гiпотези.
Перевiрка виду розподiлу проводилася за допомогою використання
методiв статистичного аналiзу, а саме розв’язок поставленої задачi
потребував перевiрки статистичної гiпотези. Отже, на початку
експерименту слiд сформулювати гiпотезу. Введемо основну гiпотезу для
даного випадку: 𝐻0 – значення комiрки у BCT має такий вигляд, як у
Теоремi 3.1. Вiдповiдно альтернативна гiпотеза полягає в тому, що
значення комiрки має будь-який iнший розподiл. Звiдси маємо задачу
узгодження. У якостi статистичного критерiю було обрано вiдомий
критерiй хi-квадрат Пiрсона, адже через його унiверсальнiсть, критерiй
можна використовувати для даних будь-якої природи.
У якостi випадкової величини розглядаємо значення комiрки.
Позначимо її через 𝜉. Введена випадкова величина може приймати
значення в дiапазонi вiд 0 до 255. Було проведено 𝑛 = 1000000
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(𝐼(𝜉𝑖 = 𝑗)), 𝑗 = 0, ..., 255,
– вiдповiднi частоти результатiв випробувань, 𝐼(𝑥 = 𝑦) – iндикаторна
функцiя (𝐼(𝑥 = 𝑦) = 1, якщо 𝑥 = 𝑦, та 𝐼(𝑥 = 𝑦) = 0 у протилежному
випадку).
Отже, маємо вектор 𝑣 = (𝑣0, ..., 𝑣255), по якому треба перевiрити
гiпотезу 𝐻0 : 𝑝 = 𝑝∘, де 𝑝∘ = (𝑝∘0, ..., 𝑝∘255), 𝑝∘𝑖 = 𝑃𝑟{𝜉 = 𝑖} – вектор
ймовiрностей, заданий за допомогою Теореми 3.1. У нашому випадку







Точний розподiл незручний для розрахунку критерiю, але для великих
вибiрок наведена статистика має простий граничний розподiл, який не
залежить вiд 𝑝∘. Вiдомо, що для об’єму вибiрки бiльшого за 50 можна
використовувати граничний розподiл 𝜒2𝑁−1 с хорошим наближенням.
Отже, сформулюємо критерiй





де 𝛼 – рiвень значущостi, 𝑁 – максимальне значення, яке може приймати
випадкова величина 𝜉, але оскiльки згiдно з порахованим вектором
частот значення жодної комiрки не було непарним, то у сумi
враховувалися лише парнi 𝑗. Через це у розрахунку теоретичного
значення 𝜒2 значення 𝑁 бралося рiвним 128. У ходi експерименту рiвень
значущостi 𝛼 обирався рiвний 0.05, 0.01 та 0.001, а теоретичний розподiл
апроксимувався пуассонiвським. Необхiдно також зазначити, що вибiрка
iз мiльйона перестановок була отримана за допомогою генератора
випадкових перестановок мови програмування Python. Розглядався
випадок для 8-бiтових перестановок. Звiдси маємо 65025 iтерацiй
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перевiрки гiпотези для кожної з комiрок. Результати експерименту можна
спостерiгати у Таблицi 3.1.





























21 12020,01 166,20243287 64799 226
0,001 180,42350879 64883 142
Бачимо, що у всiх трьох випадках статистичнi тести пiдтверджують
основну гiпотезу про вигляд розподiлу. Зазначимо, що у процесi
виконання експерименту було виявлено деякi аномальнi значення тестової
статистики, кiлькiсть яких вiдмiчена у вiдповiдному стовпчику таблицi.
Пiд аномальними даними мається на увазi значення статистики, якi є
суттєво бiльшими за теоретичне значення 𝜒2. Бачимо, що поява таких
аномалiй є вкрай рiдкою, але тим не менш потребує окремого вивчення
надалi.
Оскiльки 8-бiтовi 𝑆-блоки мають суттєве значення для сучасної
криптографiї, наведемо графiк розподiлу для 𝑆-блоку такого розмiру на
Рис. 3.1. По вигляду розподiлу бачимо, що непарнi значення є
недосяжними.
З попереднiх дослiджень вiдомо, що математичне сподiвання
рiвномiрностi бумерангу для 8-бiтового 𝑆-блоку, обчислене за допомогою
знайденого розподiлу, дорiвнює 20.2. На практицi ж бачимо, що для
𝑆-блокiв, якi мають структуру мережi MISTY або R-схеми, значення
рiвномiрностi бумерангу дорiвнює щонайменше 128. Звiдси можна
зробити висновки, що 𝑆-блоки з аналiтичною структурою скорiш за все
будуть мати «поганi» значення рiвномiрностi бумерангу порiвняно з
випадковими 𝑆-блоками. Цей факт може бути використаний як iндикатор
того, що 𝑆-блок має внутрiшню структуру.
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Рисунок 3.1 – Розподiл значень елементiв BCT для 8-бiтового 𝑆-блоку
Висновки до роздiлу 3
У даному роздiлi було розглянуто розподiл значень BCT та
експериментально перевiрено коректнiсть тих припущень, якi були
зробленi при його побудовi. Дiйсно, прийнятi модельнi припущення є




У ходi виконання даної роботи був проведений аналiз опублiкованих
джерел за тематикою дослiдження, який показав що питання про
надiйнiсть класичних конструкцiй у контекстi стiйкостi до атак
бумерангiв залишається вiдкритим. Тому задля розширення уявлення про
властивостi таких конструкцiй у роботi розглядалися 𝑆-блоки, якi мають
структуру 2-раундової R-cхеми блокового шифрування. Для них було
отримано нижнi оцiнки рiвномiрностi бумерангу та експериментально
перевiрено чи вони спiвпадають зi справжнiми значеннями. В результатi
чого можна зробити висновок про доцiльнiсть використання зазначеної
конструкцiї. Хоча й серед отриманих рiвномiрностей наявнi не
максимальнi, але все ще високi значення, можна смiливо стверджувати,
що 2-раундова чи то 3-раундов R-схема, незважаючи на структуру
(збалансована або незбалансована), не має достатнiх якостей, якi б
дозволяли їй розглядатися як фундамент для побудови нових 𝑆-блокiв,
стiйких до атак бумерангiв.
Також у роботi за допомогою методiв статистичного аналiзу було
перевiрено розподiл значень BCT, в результатi чого було пiдтверджено,
що вiн дiйсно вiдображає правдоподiбнi результати, незважаючи на всi
модельнi припущення, якi були зробленi при його знаходженнi. Отже, вiн
може бути використаний на практицi для оцiнки рiвномiрностi бумерангу
щонайменше для 8-бiтових 𝑆-блокiв.
Результати проведеного дослiдження можуть бути використанi
надалi для аналiзу та вивчення властивостей 𝑆-блокiв, якi
використовують в якостi своїх внутрiшнiх функцiй 4-бiтовi перестановки.
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