We show that the cohomology ring of Hilbert scheme of n-points in the affine plane is isomorphic to the coordinate ring of G m -fixed point scheme of the n-th symmetric product of C 2 for a natural G m -action on it. This result can be seen as an analogue of a theorem of DeConcini, Procesi and Tanisaki on a description of the cohomology ring of Springer fiber of type A.
Introduction
In [4] and [11] , DeConcini-Procesi and Tanisaki show that the cohomology ring of Springer fiber of type A is isomorphic to the coordinate ring of scheme-theoretic intersection of some nilpotent orbit closure and Cartan subalgebra. The purpose of this paper is to generalize their result to wider situations by reinterpreting them as a certain isomorphism between the cohomology ring of some symplectic variety and the coordinate ring of some scheme coming from another symplectic variety.
First we recall the result of DeConcini-Procesi and Tanisaki. Let G = GL n (C). We fix a Borel subgroup B ⊂ G and a Cartan subgroup T ⊂ B. We take a parabolic subgroup B ⊂ P ⊂ G and its Levi subgroup L. We denote by g, b, t, p, and l the Lie algebras of G, B, T , P , and L respectively. Let n and n P be the nilpotent radicals of b and p. Let N ⊂ g be the nilpotent cone of g and let N P = Ad(G) · n P ⊂ N be a closed subvariety of N . If λ ⊢ n is the partition of n corresponding to P , then N P is the closure of the nilpotent orbit whose Jordan block is of type λ T . Here, λ T is the transpose of λ. We take a regular nilpotent element e in l. Consider the Springer resolution
given by µ(gB, X) = X. Let B e := µ −1 (e) be the Springer fiber associated with e.
Theorem 1.1 ([4]
, [11] ). There is an isomorphism of graded algebras
Here, N P ∩ t is the scheme-theoretic intersection of N P and t in g and the grading on C[N P ∩ t] comes from the G m -action on N P ∩ t induced by the scaling action t · X = t −2 X for t ∈ G m and X ∈ g.
We summarize the above theorem in the following diagram:
Here, µ P is the parabolic analogue of Springer resolution T * (G/P ) ∼ = {(gP, X) ∈ G/P × g | Ad(g) −1 (X) ∈ n P } H X from the category of C-schemes to the category of sets given by where Y is a C-scheme equipped with trivial H-action. This functor is known to be representable by a closed subscheme X H of X, which is called H-fixed point scheme of X. For X = Spec(A), the ideal of definition of H-fixed point scheme X H in X is generated by all h · f − f for h ∈ H(C) and f ∈ A.
Let us consider the adjoint action of T on N P . One can easily see that the schemetheoretic intersection N P ∩ t is isomorphic to the T -fixed point scheme N T P of N P (or G mfixed point scheme for some generic subgroup G m ⊂ T ). Similarly, the scheme-theoretic intersection S e ∩ (e + Z l (f )) can be understood as the Z(L)-fixed point scheme S Z(L) e of S e for the adjoint action of the center Z(L) of L on S e . Therefore, the above results can be considered as examples of the phenomenon that the cohomology ring of a conical symplectic resolution is isomorphic to the coordinate ring of a G m -fixed point scheme of the affinization of symplectic dual conical symplectic resolution. Main result of this paper show that this phenomenon occurs for Hilbert scheme of points in the affine plane.
Let us explain the main result of this paper. Let Hilb n (C 2 ) be Hilbert scheme of npoints in the affine plane (see [10] ). The affinization of Hilb n (C 2 ) is given by n-th symmetric product S n C 2 of C 2 and the Hilbert-Chow morphism Hilb n (C 2 ) → S n C 2 gives a resolution of singularities. Let us consider the action of T = G m on S given by t · (x, y) = (t −1 x, ty) for t ∈ T and (x, y) ∈ C 2 . Since Hilb n (C 2 ) is symplectic dual to itself ([1]), we come to the following statement by applying the above consideration to this case:
There is an isomorphism of graded algebras
Here, the grading on
comes from the G m -action induced by the its action on
The rest of the paper is devoted to the proof of this theorem. We also prove in the appendices that the above phenomenon also occurs for the case of S3-varieties or hypertoric varieties. It would be interesting to find some conditions under which this kind of phenomenon can be expected to hold for more general symplectic dual pair of conical symplectic resolutions.
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2 Hilbert scheme of points in the affine plane
Results of Lehn-Sorger and Vasserot
In [9] and [13] , Lehn-Sorger and Vasserot give a description of the cohomology ring of Hilb n (C 2 ) as the center of the group ring of the symmetric group Z(C[S n ]). In this section, we recall some results of [9] and [13] .
For a partitionλ = (1α
. . .), we denote by ℓ(λ) := iα i the length ofλ and |λ| := i iα i . For a partitionλ with |λ| = n, we denote by Cλ ⊂ S n the conjugacy class of S n consisting of permutations whose cycle types areλ. The number of elements of Cλ is given by
We define the characteristic function χλ ∈ Z(C[S n ]) of Cλ by χλ = σ∈Cλ σ.
Then {χλ}λ ⊢n forms an basis of Z(C[S n ]). For σ ∈ S n , we define its degree by deg
Then Theorem 2.1 ([9], [13] ). There is an isomorphism of graded algebras
We prove Theorem 1.3 by identifying gr
For later use, we give a formula for the cup product with
. . .), we writeμ ν ifβ i ≤γ i for any i. Note that this partial order is not related to the usual partial order on the set of partitions.
Here,ν runs over partitions with ℓ(ν) = k + 1 andν λ , andλν = (1β
Proof. For σ ∈ C (k+1,1 n−k−1 ) (say σ = (123 . . . k + 1)) and τ ∈ Cλ, the equality deg(στ ) = deg(σ) + deg(τ ) holds if and only if 1, 2, . . . , k + 1 are contained in different cycles for the disjoint cycle decomposition of τ . If the number of elements of {1, 2, . . . , k + 1} which are contained in cycle of length i isγ i , then the cycle type of στ is given byλν. For a fixed σ ∈ C (k+1,1 n−k−1 ) , one can see that the number of τ ∈ Cλ such that the cycle type of στ equals toλν is given by
Hence we have
which completes the proof.
MacMahon symmetric functions
In this section, we study the ring structure of
First we prepare some notation on symmetric functions in two set of variables (called MacMahon symmetric functions in [6] ). For an element (a, b) ∈ N × N, an unordered sequence of vectors Λ = (
We set ℓ(Λ) = l and |Λ| = (a, b). We have a natural surjection
induced by x i , y i → x i , y i for 1 ≤ i ≤ n and x n+1 , y n+1 → 0. We consider the projective limit
with respect to these surjections. This is the ring of MacMahon symmetric functions. It is clear that the monomial symmetric functions form an basis of S. Just as power sum symmetric functions freely generate the ring of symmetric functions, m (a,b) 's generate S as a C-algebra and they are algebraically independent ( [3] ). Hence we have
The kernel of the natural surjection S ։ C[S n C 2 ] is generated by {m Λ | ℓ(Λ) > n} as an ideal or a vector space. If |Λ| = (a, b), then the weight of m Λ with respect to the T-action induced by t · (x, y)
. Therefore, we have the following. in m (a+i,b+j)Λ\(i,j) and its coefficient in the expansion of m (a,b) m Λ . In the expansion, this monomial appears as 
for some c 0 , c 1 , . . . , c l ∈ Z with c 1 = 0. Bym (a 1 ,b 1 −1) = 0 and the induction hypothesis, we can expandm (a 1 ,b 1 
Since we haveS ∼ = C[m (a,a) | a ∈ Z >0 ], the dimension of the degree 2k-component ofS is given by the number of partitions of k. Hence {m (λ,0)(0,1) |λ| | |λ| = k} is linearly independent. This proves the lemma.
In order to simplify some formulas, we understand that 1/x! = 0 for x < 0 in the below.
Here, µ runs over all the partitions. By the above convention, only partitions satisfying ℓ(λ) − ℓ(µ) ≤ l and µ λ contribute.
Proof. We prove this formula by induction on l. Assume l = 1. By using Lemma 2.4 for (a, b) = (k, 0) andm (k,0) = 0, we havē
The first term is equal to the contribution of µ = λ and the second term is equal to the contribution of µ = λ \ i. Assume l ≥ 2 and the formula holds for smaller l. By using Lemma 2.4 for (a, b) = (k, l − 1) and the induction hypothesis, we havē
Here, in the last equality, we used the formula
for n 0 , . . . , n a ∈ Z ≥0 with n 0 + · · · + n a > 0. We applied it for n 0 = l − ℓ(λ) + ℓ(µ) and
, and x ∈ Z ≥|ν| , we set
We remark that we have f µ ν (x) = 0 if µ ν and f ν ν (x) = 1. We denote the partition (1
, and x ∈ Z ≥|ν| , we have
Proof. We calculate as:
Proof. We prove this formula by induction on ℓ = ℓ(λ) − ℓ(µ). If ℓ = 0, then the formula is trivial since µ = ν = λ and f ν ν (x) = 1. Let us assume ℓ > 0 and the formula holds for smaller ℓ. We set
By Lemma 2.7 and the induction hypothesis, we have
Here, the last equality follows from (1). Hence it is enough to prove the case of k = 0, that is, F µ λ (0) = 0 since we assumed ℓ(λ) − ℓ(µ) > 0. We set n i = α i − β i and m i = α i − γ i . Then
Let us consider the coefficient of
On the other hand, we calculate as:
This implies F µ λ (0) = 0. Lemma 2.9. For any k ≥ 0, l > 0, and λ = (1 α 1 2 α 2 . . .) with |λ| + k − l ≥ 0, we havē
Proof. We prove this formula by induction on |λ|
It implies that λ = ∅ and k = l. Then the formula reduces tō
This is a special case of Lemma 2.6. Let us assume |λ| + ℓ(λ) + k − l > 0. If k = l, then by Lemma 2.6 and Lemma 2.8, we havem
This implies the formula. If k = l, then by Lemma 2.4 and the induction hypothesis, we havē
Here, the last equality follows from (1). This completes the proof of the formula.
Lemma 2.10. For k ∈ Z >0 and λ = (1 α 1 2 α 2 . . .), we havē
Proof. By using Lemma 2.4 and Lemma 2.9, we calculate as:
Here, the last equality follows from (1).
Corollary 2.11. For k ∈ Z >0 and a partition λ,m (k,k)m(λ,0)(0,1) |λ| is contained in the linear span of {m (ν,0)(0,1) |ν| | ℓ(ν) + |ν| ≥ ℓ(λ) + |λ|}.
Proof. Ifm (|λ|−|µ|+k,0)(µ,0)(0,1) |λ|+k appears in the formula form (k,k)m(λ,0)(0,1) |λ| in Lemma 2.10, then we have ℓ(λ) − ℓ(µ) ≤ k + 1 and hence
This implies the corollary. Proof of Theorem 1.3. For a partition λ = (1 α 1 2 α 2 . . .) with ℓ(λ) + |λ| ≤ n, we denote bŷ
Proof of Theorem 1.3 Lemma 2.12. The image of {m
(λ,0)(0,1) |λ| | ℓ(λ) + |λ| ≤ n} in C[(S n C 2 ) T ] forms a basis of C[(S n C 2 ) T ].
Proof. By Lemma 2.3, the kernel of the natural surjectionS
By Lemma 2.12, ψ is well-defined and an isomorphism of graded vector spaces. Since we
T ] as a C-algebra by Lemma 2.3. Hence it suffices to prove
we havem (|λ|−|µ|+k,0)(µ,0)(0,1) |λ|+k = 0 if |λ| + ℓ(µ) + k + 1 > n. Hence in the above sum, only µ's satisfying |λ| + ℓ(µ) + k + 1 ≤ n contribute. For a partition µ = (1 β 1 2 β 2 . . .) with ℓ(λ)−ℓ(µ) ≤ k+1, µ λ, and |λ|+ℓ(µ)+k+1 ≤ n, we associate a partition ξ(µ) = (1γ 1 2γ 2 . . .) with ℓ(ξ(µ)) = k + 1 bŷ
We haveγ 1 ≤α 1 and hence ξ(µ) λ . This ξ gives a bijection between the set of partitions µ with ℓ(λ) −ℓ(µ) ≤ k + 1, µ λ, and |λ| + ℓ(µ) + k + 1 ≤ n and the set of partitionsν with ℓ(ν) = k + 1 andν λ . We have |ξ(µ)| = k + 1 + |λ| − |µ| and ψ(m (|λ|−|µ|+k,0)(µ,0)(0,1)
, whereλ ξ(µ) ⊢ n is defined as in Lemma 2.2. By ℓ(ξ(µ)) = k + 1 > 1, we haveγ |ξ(µ)| = 0 and hence α |ξ(µ)|−1 = β |ξ(µ)|−1 . Therefore, by Lemma 2.2, we have
Here, in the last equality, we used (2). This completes the proof of Theorem 1.3.
A Spaltenstein variety
As in the introduction, let G = GL n and g = gl n . We fix a Cartan subalgebra t and a Borel subalgebra b ⊃ t. Let b ⊂ p, q ⊂ g be two standard parabolic subalgebras and P , Q be the parabolic subgroups of G with Lie algebras p, q. We denote a Levi and the nilpotent part of p (resp. q) by l P and n P (resp. l Q and n Q ). Let L Q be the Levi subgroup of G with its Lie algebra l Q . We take a regular nilpotent element e P of l P . We also take a regular nilpotent element e Q of l Q and fix a sl 2 -triple {e Q , h Q , f Q }. We denote the centralizer of f Q in l Q (resp. in g) by Z l Q (f Q ) (resp. Z g (f Q )). We set N P = Ad(G) · n P and consider the scheme-theoretic intersection
e P ∈ n Q } be the Spaltenstein variety associated to e P and Q.
Theorem A.1. There is a graded algebra isomorphism
Here, the grading on C[N P ∩ (e Q + Z l Q (f Q ))] comes from the G m -action above.
If Q = B and e Q = 0, then X Q e P coincides with the Springer fiber B e P and the above description of its cohomology ring reduces to Theorem 1.1.
by the adjoint action. One can easily see that the scheme-theoretic intersection
For the proof of Theorem A.1, we use the presentation of the cohomology ring H * (X Q e P , C) by Brundan-Ostrik [2] and the defining equations of N P in g which was conjectured by Tanisaki [11] and proved by Weyman [14] . We first recall some results from [2] .
Let λ = (λ 1 ≥ . . . ≥ λ n ≥ 0) be the transpose of the partition corresponding to P and µ = (µ 1 , . . . , µ n ), µ i ≥ 0, the composition of n corresponding to Q. Then e P is the nilpotent matrix whose Jordan block is of type λ T , and N P is the closure of the nilpotent orbit whose Jordan block is of type λ.
Let R := C[x 1 , . . . , x n ] be the polynomial ring in n-variables. We define its grading by deg(x i ) = 2. Let S µ := S µ 1 × · · · × S µn be the parabolic subgroup of n-th symmetric group S n . For 1 ≤ i ≤ l and r ∈ Z ≥0 , we denote by e r (µ; i) the r-th elementary symmeric polynomial in the variables
We also set e 0 (µ; i) = 1. Then the algebra of S µ -invariant polynomials R µ := R Sµ is freely generated by {e r (µ; i)
Let I λ µ be the ideal of R µ generated by
Next we recall the defining equations of nilpotent orbit closures of g. We have
, where x ij (1 ≤ i, j ≤ n) is the (i, j)-th coordinate of matrices. Let {g λ u } u be the set of coefficients of t k in s-minors of (tI − (x ij )) with s = 1, . . . , n and k < λ n−s+1 + λ n−s+2 + · · · + λ n .
Theorem A. 4 ([14] ). The defining ideal of N P in g is generated by {g λ u } u .
Proof of Theorem A.1. First we prepare some notation. We define µ i × µ i -matrices E i and F i as follows:
. We may assume
Any element of e Q + Z l Q (f Q ) can be written as
Thenẽ r (µ; i) is homogeneous of degree 2r and {ẽ r (µ; i)
] the graded algebra isomorphism given by ψ(e r (µ; i)) =ẽ r (µ; i). We denote byẽ r (µ; i 1 , . . . , i m ) the image of e r (µ; i 1 , . . . , i m ) under ψ. In order to prove the assertion, it suffices to show that the defining idealĨ
] coincides with ψ(I λ µ ). By Theorem A.4,Ĩ λ µ is generated by coefficients of t k of various s-minors of tI − Z(x) with k < λ n−s+1 + · · · + λ n . If we remove the first row and the last column of Z i (x (i) ), then we obtain a upper triangular matrix with diagonal entries 1. Hence for s < µ i , there is an s-minor of tI − Z i (x (i) ) which equals to ±1.
First we assume m ≤ 0. Then there is an s-minor of tI − Z(x) which equals to ±1. If λ n−s+1 + · · · + λ n = 0, then s-minors of tI − Z(x) do not contribute toĨ 
Hence we haveĨ 
Hence the coefficients of t k with k < λ n−s+1 + · · · + λ n are contained in the ideal generated by {ẽ r (µ;
. . , i m and s i -minors of tI − Z i which are ±1, then ±ẽ r (µ; i 1 , . . . , i m ) appears as a coefficient of t k for some s-minor of (tI − Z(x)) with k < λ n−s+1 + · · · + λ n . This provesĨ 
B Hypertoric variety
We briefly recall the definition and some properties of hypertoric varieties following [12] . Let T n = (G m ) n be the n-dimensional complex torus and t n its Lie algebra with a full lattice t 
There is a Hamiltonian T n action on T * C n given by
* for this action is given by µ n (z 1 , . . . , z n , w 1 , . . . , w n ) = (z 1 w 1 , . . . , z n w n ). Then the moment map for the action of
* a character of T k , we define the hypertoric variety associated to A = {a 1 , . . . , a n } and α by
Here the quotient above is the GIT quotient with respect to α. For r = (r 1 , . . . , r n ) ∈ (t n ) * a lift of α along ι * and i = 1, . . . , n, we set 
The action of (λ 1 , . . . 
is generated by u 1 , . . . , u n as a C-algebra. Let S ⊂ {1, . . . , n} be a circuit of ∆ A , i.e. minimal among the subsets of {1, . . . , n} which is not in ∆ A . There is a relation i∈S p i a i = 0, where all p i ∈ Z are nonzero. For any i 0 ∈ S, a i 0 = − i∈S\{i 0 } p i p i 0 a i and {a i } i∈S\{i 0 } is linearly independent. Hence from the unimodularity of A, we have p i p i 0 ∈ Z. Therefore, we can take p i = ±1 for all i ∈ S. We set p i = 0 for i / ∈ S and set p = (p 1 , . . . , p n ) ∈ Z n . Then we have Hence the subset {i | q i = 0} ⊂ {1, . . . , n} contains {i | m i = 0} / ∈ ∆ A . Therefore, i u
is contained in the ideal of C[u 1 . . . , u n ] generated by i∈S u i for S / ∈ ∆ A . It follows that we have an isomorphism of graded algebras
by sending u i to e i . By (3), we have
It follows that
a ij e i | j = 1, . . . , d .
By Theorem B.2, this implies Theorem B.1.
