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Abstract. The aim of the present study is to extend the (G′/G)-expansion method to fractional
differential-difference equations of rational type. Particular time-fractional models are considered
to show the strength of the method. Three types of exact solutions are observed: hyperbolic,
trigonometric and rational. Exact solutions in terms of topological solitons and singular periodic
functions are also obtained. As far as we are aware, our results have not been published elsewhere
previously.
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1 Introduction
Fractional calculus is the study of differentiation and integration of arbitrary order and
is used in many areas such as fluid dynamics, turbulence, image processing, finance,
nonlinear control theory, astrophysics, stochastic dynamical systems, plasma physics,
nonlinear biological systems, etc. [16, 26, 32]. Fractional differential equations (FDEs)
are regarded as models of physical systems. Hence, various analytical and numerical
techniques have been developed for solving FDEs. These methods include Adomian de-
composition method [6], differential transform method [30], finite element method [12],
finite difference method [4], variational iteration method [31], homotopy perturbation
method [9], fractional sub-equation method [39] and first integral method [19]. Dif-
ferent definitions of fractional derivatives are used. The Caputo fractional derivative,
the Riemann–Liouville fractional derivative, the Sonin–Letnikov fractional derivative,
the Riesz fractional derivative, the Marchaud fractional derivative, the Weyl fractional
derivative, the Grünwald–Letnikov fractional derivative are some examples of these defi-
nitions. In addition, Kolwankar–Gangal derivative [17], the Cresson’s derivative [3] and
the Jumarie’s modified Riemann–Liouville derivative [13], which are the local versions
of fractional derivatives, are also defined in the related literature.
On the other hand, differential-difference equations (DDEs), lattices or networks, are
also used in the physical, chemical, biological, social, medical and engineering sciences.
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To name a few; wave phenomena in fluids, chemical reactions, particle vibrations in
lattices, currents in electrical networks, pulses in biological chains. So far, various lattices
such as the Ablowitz–Ladik lattice, the Toda lattice, the Volterra lattice, the discrete
(modified) KdV equation, the Suris lattice (see [33]) have been discovered by researchers
since the original work of Fermi, Pasta and Ulam [7]. Accordingly, developing analyti-
cal/numerical methods for solving DDEs has become an important issue. The Casoratian
technique [25], the Hirota’s bilinear method [11], the exp-function method [5], the ho-
motopy perturbation method [40], the ADM–Padé technique [36], the (G′/G)-expansion
method [37] are the most commonly used ones. In the meantime, DDEs are considered to
be hybrid systems as well because the spatial variable is discrete while the time variable
is continuous in a DDE.
Recently, He et al. [10] have suggested the reformulation of DDEs in the context
of fractional derivatives. In addition, they have pointed out the new directions in non-
linear science to solve differential equations by proposing three standard variational it-
erations, integro-differential equations, FDEs, fractal differential equations, DDEs and
fractal DDEs. The present paper aims to investigate fractional DDEs of the form
Dαt un = R(un−1, un, un+1), 0 < α 6 1, (1)
where Dαt is the Jumarie’s modified Riemann–Liouville derivative (in time) of order α,
R is a rational function of its arguments, n ∈ Z, un(t) = u(n, t) is the displacement
of the nth particle from the equilibrium position. Accordingly, the following particular
time-fractional DDEs will be analyzed by means of the (G′/G)-expansion method [38]:
Dαt un =
un−1−un+1+2un−1un+2unun+1−2un−1un+1−2u2n
1+un−1−un+1 , 0 < α 6 1, (2)
Dαt un =
2(un−1−un+1)u2n(1−u2n)
(un−1+un)(un+un+1)
, 0 < α 6 1. (3)
The (G′/G)-expansion method has been shown to be a powerful analytical tool for
different kinds of nonlinear problems. It is a promising and evolving method. Indeed,
the (G′/G)-expansion method can be applied to FDEs in a straightforward manner (see
[2,8]). In the mean time, it is important to note that the case α = 1 of Eqs. (2) and (3) are
considered in [27] and [28], respectively.
This paper is organized as follows. In Section 2, the preliminaries are presented. In
Section 3, the method of the study is explained. In Sections 4 and 5, time-fractional
DDEs (2) and (3) are analyzed. Finally, Section 6 is devoted to concluding remarks.
2 Preliminaries
In this section, a brief background on the definition of the Jumarie’s modified Riemann–
Liouville derivative is presented. To this end, let f : R → R, t → f(t), denote a con-
tinuous (but not necessarily differentiable) function. The Jumarie’s modified Riemann–
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Liouville derivative of order α is defined as follows:
Dαt f(t) =
1
Γ(−α)
t∫
0
(t− ξ)−α−1(f(ξ)− f(0)) dξ, α < 0, (4)
Dαt f(t) =
1
Γ(1− α)
d
dt
t∫
0
(t− ξ)−α(f(ξ)− f(0))dξ, 0 < α < 1, (5)
Dαt f(t) =
(
f (α−n)(t)
)(n)
, n 6 α < n+ 1, n > 1. (6)
This fractional derivative has been successfully implemented to fractional variational
calculus [35], probability calculus [14] and fractional Laplace problems [15]. Moreover,
the following properties hold [13]:
Dαt t
γ =
Γ(1 + γ)
Γ(1 + γ − α) t
γ−α, γ > 0, (7)
Dαt
(
f(t)g(t)
)
= g(t)Dαt f(t) + f(t)D
α
t g(t), (8)
Dαt f
(
g(t)
)
= f ′g
(
g(t)
)
Dαt g(t) = D
α
g f
(
g(t)
)
(g′t)
α. (9)
These are direct consequences of the equality dαx(t) = Γ(1 + α) dx(t). The Jumarie’s
modified Riemann–Liouville derivative has many significant properties:
(i) the α-order derivative of a constant is zero;
(ii) it can be applied to both differentiable and nondifferentiable functions.
3 Outline of the (G′/G)-expansion method
According to Li and He [18], FDEs can be converted into ODEs via the fractional complex
transformation
ξ =
pxα
Γ(1 + α)
+
qyβ
Γ(1 + β)
+
rtγ
Γ(1 + γ)
, 0 < α 6 1, 0 < β 6 1, 0 < γ 6 1, (10)
where p, q and r are constants to be determined. Now, to illustrate the basic idea of the
method, we consider a system of M fractional DDEs in the form
∆
(
un+p1(x), . . . ,un+pk(x), . . . ,u
α
n+p1(x), . . . ,u
α
n+pk
(x), . . . ,
u
(rα)
n+p1(x), . . . ,u
(rα)
n+pk
(x)
)
= 0, 0 < α 6 1, (11)
where the dependent variable un have M components ui,n and so do its shifts; the
continuous variable x has N components xi; the discrete variable n has Q components
nj ; the k shift vectorspi ∈ ZQ; andu(rα)(x) denotes the collection of Jumarie’s modified
http://www.mii.lt/NA
Fractional differential-difference equation 135
Riemann–Liouville derivative terms of order rα. To search for exact solutions of Eq. (11),
the following fractional complex transformation is taken into consideration:
un+ps(x) = Un+ps(ξn), ξn =
Q∑
i=1
dini +
N∑
j=1
cj
Γ(1 + α)
xαj + ζ, (12)
where s = 1, 2, . . . , k. The coefficients c1, c2, . . . , cN , d1, d2, . . . , dQ and the phase ζ are
all constants while Γ denotes the gamma function. Then Eq. (11) changes into a system
of DDEs of integer order in the form
∆
(
Un+p1(ξn), . . . ,Un+pk(ξn), . . . ,U
′
n+p1
(ξn), . . . ,U
′
n+pk
(ξn), . . . ,
U
(r)
n+p1
(ξn), . . . ,U
(r)
n+pk
(ξn) = 0. (13)
We asume the solution(s) of (13) can be written as a finite power series in G′(ξn)/G(ξn)
like
Un(ξn) =
m∑
l=0
al
(
G′(ξn)
G(ξn)
)l
, am 6= 0, (14)
where m is a positive integer, ai’s are constants to be determined, G(ξn) is a solution of
the second-order linear ordinary differential equation
G′′(ξn) + λG′(ξn) + µG(ξn) = 0, (15)
where λ and µ are the arbitrary parameters and prime denotes derivative with respect
to ξn. The general solution of Eq. (15) is well known. Thus, the following three cases
hold:
G′(ξn)
G(ξn)
= −λ
2
+
√
λ2 − 4µ
2
C1 cosh(
√
λ2−4µ
2 ξn) + C2 sinh(
√
λ2−4µ
2 ξn)
C1 sinh(
√
λ2−4µ
2 ξn) + C2 cosh(
√
λ2−4µ
2 ξn)
,
λ2 − 4µ > 0, (16)
G′(ξn)
G(ξn)
= −λ
2
+
√
4µ− λ2
2
−C1 sin(
√
4µ−λ2
2 ξn) + C2 cos(
√
4µ−λ2
2 ξn)
C1 cos(
√
4µ−λ2
2 ξn) + C2 sin(
√
4µ−λ2
2 ξn)
,
λ2 − 4µ < 0, (17)
G′(ξn)
G(ξn)
= −λ
2
+
C1
C1ξn
+ C2, λ
2 − 4µ = 0, (18)
where C1 and C2 are arbitrary constants. Then a straightforward calculation leads to
ξn+ps = ξn+ϕs , ϕs = ps1d1 + ps2d2 + · · ·+ psQdQ, (19)
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where psj is the jth component of the shift vector ps. Hence, the following expression
can be derived using expressions (16)–(19):
G′(ξn±ps)
G(ξn±ps)
= −λ
2
+
λ
2 +
G′(ξn)
G(ξn)
± ε
√
δ+ε(λ2−4µ)
2 f(
√
δ+ε(λ2−4µ)
2 ϕs)
1± 2√
δ+ε(λ2−4µ) (
G′(ξn)
G(ξn)
+ λ2 )f(
√
δ+ε(λ2−4µ)
2 ϕs)
, (20)
where ε ∈ {0,±1} and δ ∈ {0, 4},
f
(√
δ + ε(λ2 − 4µ)
2
ϕs
)
= tanh
(√
λ2 − 4µ
2
ϕs
)
, ε = 1,
δ = 0, λ2 − 4µ > 0; (21)
f
(√
δ + ε(λ2 − 4µ)
2
ϕs
)
= tan
(√
4µ− λ2
2
ϕs
)
, ε = −1,
δ = 0, λ2 − 4µ < 0; (22)
f
(√
δ + ε(λ2 − 4µ)
2
ϕs
)
= ϕs, ε = 0, δ = 4, λ
2 − 4µ = 0. (23)
As a result, the following uniform shift formula is obtained:
Un+ps(ξn)
=
m∑
l=0
al
(
−λ
2
+
λ
2 +
G′(ξn)
G(ξn)
± ε
√
δ+ε(λ2−4µ)
2 f(
√
δ+ε(λ2−4µ)
2 ϕs)
1± 2√
δ+ε(λ2−4µ) (
G′(ξn)
G(ξn)
+ λ2 )f(
√
δ+ε(λ2−4µ)
2 ϕs)
)l
. (24)
Balancing the highest-order derivative term and the highest order nonlinear term(s) in
Un(ξn) as in the continuous case, the degree m of (14) and (24) can be easily de-
termined from (13). The leading terms of Un+ps(ps 6= 0) will not have any effect
on the balancing procedure because Un+ps can be regarded as being of degree zero
in G′(ξn)/G(ξn). Substituting (14) and (24) together with (15) into (13), equating the
coefficients of (G′(ξn)/G(ξn))l (l = 0, 1, 2, . . .) to zero, we obtain a system of nonlinear
algebraic equations from which the unspecified constants ai, di, cj and k can be explic-
itly found. Finally, substituting these results into (14) will lead to varies kind of exact
solutions for (11). Indeed, the (G′/G)-expansion method is a special application of Ma
and Fuchssteiner’s expansion approach presented in [20]. To be more clear, assume that
G = G(ξn) is a solution of (15). If we let U = G′/G, then U ′ = G′′/G − U2 and
thus (15) becomes U ′ + U2 + λU + µ = 0 which is a Riccati equation. This equation
corresponds to a particular case (a0 = −µ, a1 = −λ, a2 = −1) of the Riccati equation
vξ = a0 + a1v+ a2v
2, ai ∈ R1, a2 6= 0, which is (39) of the reference [20]. The general
solution of the later Riccati equation was given by expressions (40)–(42) for three cases
in [20]. Hence, we conclude that our solutions (16)–(18) for three cases are included by
solutions (40)–(42) presented in [20].
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Remark 1. The basic (G′/G)-expansion method takes into account the equation G′′ +
λG′ + µG = 0, where λ and µ are arbitrary parameters. However, Aslan [1] has proved
that the parameter λ can be set to zero without loss of generality. Taking the parameter λ
as zero is more advantageous than the original one because it minimizes the number of
the parameters at the outset. This approach provides equivalent results.
4 Analysis of Eq. (2)
To find exact solutions for Eq. (2), let us first make the fractional complex transformation
un = Un(ξn), ξn = dn+
k
Γ(1 + α)
tα + χ, (25)
where d and k are real parameters to be specified, while χ denotes the phase shift.
On substituting (25) into Eq. (2), the following equation, where prime denotes ordinary
derivative with respect to the new independent variable ξn, is obtained:
kU ′n(1 + Un−1 − Un+1)
− (Un−1 − Un+1 + 2Un−1Un + 2UnUn+1 − 2Un−1Un+1 − 2U2n) = 0. (26)
Then our procedure suggests a solution for Eq. (26) in the form
Un = a0 + a1
G′
G
, a1 6= 0, (27)
where G = G(ξn) satisfies Eq. (15), while a0 and a1 are arbitrary constants to be
determined at the stage of solving the problem.
4.1 Hyperbolic function solutions
In case µ < 0, first, the following shift formula
Un±1 = a0 + a1
(
−λ
2
+
λ
2 +
G′
G ±
√
λ2−4µ
2 tanh(
√
λ2−4µ
2 d)
1± 2√
λ2−4µ (
λ
2 +
G′
G ) tanh(
√
λ2−4µ
2 d)
)
(28)
is derived in accordance with (24). Then substituting (27) and (28) along with (15) into
Eq. (26), clearing the denominator, setting the coefficients of (G′/G)l (l = 0, 2, 4) to zero,
a system of nonlinear algebraic equations for a0, a1, d, k and µ is obtained. A solution of
the resulting system is
λ = 0, a0 = a0, a1 =
tanh(2d
√−µ)
2
√−µ , k = −
sinh(2d
√−µ)√−µ , (29)
which yields a hyperbolic function solution to Eq. (2) in the form
un(t) = a0 +
1
2
tanh(2d
√−µ)C1 cosh(
√−µξn) + C2 sinh(√−µξn)
C1 sinh(
√−µξn) + C2 cosh(√−µξn) , (30)
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where ξn = dn− sinh(2d√−µ)/(Γ(1 +α)√−µ)tα+χ, while a0, d, χ, µ (< 0), C1 and
C2 remain arbitrary.
4.2 Trigonometric function solutions
In case µ > 0, first, the following shift formula
Un±1 = a0 + a1
(
−λ
2
+
λ
2 +
G′
G ∓
√
4µ−λ2
2 tan(
√
4µ−λ2
2 d)
1± 2√
4µ−λ2 (
λ
2 +
G′
G ) tan(
√
4µ−λ2
2 d)
)
(31)
is derived in accordance with (24). Then substituting (27) and (31) along with (15) into
Eq. (26), clearing the denominator, setting the coefficients of (G′/G)l (l = 0, 2, 4) to zero,
a system of nonlinear algebraic equations for a0, a1, d, k and µ is obtained. A solution of
the resulting system is
λ = 0, a0 = a0, a1 =
tan(2d
√
µ)
2
√
µ
, k = − sin(2d
√
µ)√
µ
, (32)
which gives a trigonometric function solution to Eq. (2) in the form
un(t) = a0 +
1
2
tan(2d
√
µ)
−C1 sin(√µξn) + C2 cos(√µξn)
C1 cos(
√
µξn) + C2 sin(
√
µξn)
, (33)
where ξn = dn− sin(2d√µ)/(Γ(1 + α)√µ)tα + χ, while a0, d, χ, µ (> 0), C1 and C2
remain arbitrary.
4.3 Rational function solutions
In case µ = 0, first, the following shift formula
Un±1 = a0 + a1
(
−λ
2
+
G′
G +
λ
2
1± (G′G + λ2 )d
)
(34)
is derived in accordance with (24). Then substituting (27) and (34) along with (15) into
Eq. (26), clearing the denominator, setting the coefficients of (G′/G)l (l = 2, 4) to zero,
a system of nonlinear algebraic equations for a0, a1, d and k is obtained. A solution of
the resulting system is
λ = 0, a0 = a0, a1 = d, k = −2d, (35)
which yields a rational function solution to Eq. (2) in the form
un(t) = a0 + d
C1
C1(dn− 2dΓ(1+α) tα + χ) + C2
, (36)
where a0, d, χ, C1 and C2 remain arbitrary.
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Remark 2. Obviously, some special solutions for Eq. (2) can be constructed by assigning
special values to the arbitrary parameters C1 and C2. For example, setting C1 = 0 and
C2 6= 0 or C1 6= 0 and C2 = 0 in (30), respectively, provides formal solitary wave
solutions to Eq. (2) in the form
un(t) = a0 +
1
2
tanh(2d
√−µ) tanh
(√−µ(dn− sinh(2d√−µ)
Γ(1 + α)
√−µt
α + χ
))
, (37)
un(t) = a0 +
1
2
tanh(2d
√−µ) coth
(√−µ(dn− sinh(2d√−µ)
Γ(1 + α)
√−µt
α + χ
))
, (38)
where a0, d, χ and µ(< 0) remain arbitrary. Similarly, setting C1 6= 0 and C2 = 0 or
C1 = 0 and C2 6= 0 in (33), respectively, provides formal periodic wave solutions to Eq.
(2) in the form
un(t) = a0 − 1
2
tan(2d
√
µ) tan
(√
µ
(
dn− sin(2d
√
µ)
Γ(1 + α)
√
µ
tα + χ
))
, (39)
un(t) = a0 +
1
2
tan(2d
√
µ) cot
(√
µ
(
dn− sin(2d
√
µ)
Γ(1 + α)
√
µ
tα + χ
))
. (40)
where a0, d, χ and µ (> 0) remain arbitrary.
5 Analysis of Eq. (3)
To solve Eq. (3), let us first consider the fractional complex transformation
un = Un(ξn), ξn = dn+
k
Γ(1 + α)
tα + χ, (41)
where d and k are real parameters to be specified, while χ denotes the phase shift.
Substituting (41) into Eq. (3) leads to the equation
kU ′n(Un−1 + Un)(Un + Un+1)− 2(Un−1 − Un+1)U2n
(
1− U2n
)
= 0, (42)
where prime denotes ordinary derivative with respect to the new independent variable ξn.
The procedure suggests then to look for special solutions of Eq. (42) in the form
Un = a0 + a1
G′
G
, a1 6= 0, (43)
where G = G(ξn) satisfies Eq. (15), while a0 and a1 are arbitrary constants to be
specified. From now on, some of the details will be omitted for the sake of brevity.
5.1 Hyperbolic function solutions
In case µ < 0, substituting (43) and Un±1 along with (15) into (42), clearing the denom-
inator, setting the coefficients of (G′/G)l (l = 0, 1, . . . , 6) to zero, a system of nonlinear
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algebraic equations for a0, a1, d, k and µ and is obtained. Two solutions of the resulting
system are
λ = 0, a0 = −1
2
tanh(d
√−µ), a1 = ± tanh(d
√−µ)
2
√−µ ,
k = − tanh(d
√−µ)√−µ ; (44)
λ = 0, a0 =
1
2
tanh(d
√−µ), a1 = ± tanh(d
√−µ)
2
√−µ ,
k = − tanh(d
√−µ)√−µ . (45)
Here and henceforth, the signs are ordered in a vertical manner. Setting the parameter
values (44) and (45) into expression (43) in accordance with (16) leads to hyperbolic
function solutions to Eq. (3) in the form
un(t) = −1
2
tanh(d
√−µ)
± 1
2
tanh(d
√−µ)C1 cosh(
√−µξn) + C2 sinh(√−µξn)
C1 sinh(
√−µξn) + C2 cosh(√−µξn) , (46)
un(t) =
1
2
tanh(d
√−µ)
± 1
2
tanh(d
√−µ)C1 cosh(
√−µξn) + C2 sinh(√−µξn)
C1 sinh(
√−µξn) + C2 cosh(√−µξn) , (47)
where ξn = dn − tanh(2d√−µ)/(Γ(1 + α)√−µ)tα + χ, while d, χ, µ (< 0), C1 and
C2 remain arbitrary.
5.2 Trigonometric function solutions
In case µ > 0, substituting (46) and Un±1 along with (15) into (42), clearing the denom-
inator, setting the coefficients of (G′/G)l (l = 0, 1, . . . , 6) to zero, a system of nonlinear
algebraic equations for a0, a1, d, k and µ is obtained. Two solutions of the resulting
system are
λ = 0, a0 = ∓1
2
i tan(d
√
µ), a1 = −
tan(d
√
µ)
2
√
µ
, k = − tan(d
√
µ)√
µ
, (48)
λ = 0, a0 = ∓1
2
i tan(d
√
µ), a1 =
tan(d
√
µ)
2
√
µ
, k = − tan(d
√
µ)√
µ
. (49)
Setting the parameter values (48) and (49) into expression (43) in accordance with (17)
leads to trigonometric function solutions to Eq. (3) in the form
un(t) = ∓1
2
i tan(d
√
µ)− 1
2
tan(d
√
µ)
−C1 sin(√µξn) + C2 cos(√µξn)
C1 cos(
√
µξn) + C2 sin(
√
µξn)
, (50)
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un(t) = ∓1
2
i tan(d
√
µ) +
1
2
tan(d
√
µ)
−C1 sin(√µξn) + C2 cos(√µξn)
C1 cos(
√
µξn) + C2 sin(
√
µξn)
, (51)
where ξn = dn − tan(2d√µ)/(Γ(1 + α)√µ)tα + χ, while d, χ, µ (> 0), C1 and C2
remain arbitrary.
5.3 Rational function solutions
In case µ = 0, substituting (43) and Un±1 along with (15) into (42), clearing the denom-
inator, setting the coefficients of (G′/G)l (l = 2, 3, . . . , 6) to zero, a system of nonlinear
algebraic equations for a0, a1, d and k is obtained. A solution of the resulting system is
λ = 0, a0 = 0, a1 = ±d
2
, k = −d, (52)
Inserting the parameter values (52) into expression (43) in accordance with (18) leads
to a rational function solution to Eq. (3) in the form
un(t) = ±d
2
C1
C1(dn− dΓ(1+α) tα + χ) + C2
, (53)
where d, χ, C1 and C2 remain arbitrary.
6 Discussion and conclusion
It is worth to comment about some other powerful techniques which have been proven
to be useful in solving problems of nonlinear science. Recently, the discrete Jacobi sub-
equation method was presented in [34] for solving nonlinear DDEs via Jacobi elliptic
functions sn, cn and dn. More lately, the superposition principle was successfully used
to construct exponential traveling wave solutions to bilinear equations [23]. Another
interesting technique is the Frobenius integrable decompositions method [22] for non-
linear PDEs. The main idea of this method is to convert nonlinear PDEs into systems of
Frobenius integrable ODEs. Based on symbolic computation systems, the transformed
rational function method [21] and the multiple exp-function method [24] was also intro-
duced for presenting single/multiple wave solutions. The main point of the transformed
rational function method is to search for solutions of rational type to variable-coefficient
ODEs deduced from given PDEs. The multiple exp-function method is more general
than the (G′/G)-expansion method (and it generates all kinds of exact solutions such as
solitons, positons and complexitons). Besides, the ansatze method [20] uses the idea of
separating nonlinear PDES into integrable ODEs. The crucial point of the ansatze method
is to consider a simplest equation which is solvable by quadratures. For example, more
general solutions to PDEs could be generated using the general Ricatti equation whose
general solutions (40), (41), and (42) can be found in [20]. Our work can be related
to the just-mentioned sophisticated methods in the sense that they might provide more
interesting results than ours. For convenience, we shall reserve this idea for another study.
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In this paper, DDEs of rational type are extended to fractional order via an improved
version of the (G′/G)-expansion method. In the related literature, research focusing on
fractional DDEs of rational type does not exist. Hence, the present study has made an
attempt to fill the gap in the related literature. Besides, it is significant in that it has
provided insight to the analytic investigation of fractional DDEs of rational type. Two
time-fractional DDEs according to the Jumarie’s modified Riemann–Liouville derivative
are analyzed in a straightforward way. The availability of symbolic computation systems
(such as MATHEMATICA, MATLAB and MAPLE) has made a valuable contribution
to the present study. As a result, three types of exact solutions are derived: hyperbolic,
trigonometric and rational. The present study also confirms that the fractional complex
transformation is extremely useful for converting FDEs to ODEs. The fractional com-
plex transformation corresponds to only wave solutions for FDEs. It is observed that the
obtained solutions (50) and (51) are complex-valued, namely, mathematically exist but
physically unrealistic. Of course, some classes of DDEs of fractional order may not be
suited for the presented technique. For instance, consider the following equation:
Dαt un =
(un−1 − un+1)(1− u2n)(η2 − µ2u2n)
(un−1 + un)(un + un+1)
, 0 < α 6 1, (54)
where η and µ are assumed to be arbitrary parameters. A limitation of the present study is
that due to the method used only complex-valued solutions for Eq. (54) can be extracted.
The problem of finding real-valued solutions (if exist) for Eq. (54) remains as open re-
search problem. The case α = 1 of Eq. (54) is considered in [29]. It can be concluded that
the (G′/G)-expansion method is an effective method to find exact solutions to fractional
DDEs.
Acknowledgments. The author is grateful to the anonymous referees for careful reading
and constructive comments.
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