Abstract It has long been known that there are potentials on n-dimensional constant curvature spaces for which a given Hamiltonian system in classical mechanics, and Schr odinger equation in quantum mechanics, admits solutions via separation of variables in more than one coordinate system. Smorodinsky, Winternitz et.al., initiated the methodical search for such potentials in two and three dimensions, and there has been a considerable amount of work for various examples. Such a system is called maximal in dimension n if there exist 2n ? 1 functionally independent integrals of motion.
Introduction
It has long been known that Schr odinger's equation with certain special potentials can admit (multiplicative) separation of variables in more than one coordinate system. This is intimately related to the notion of superintegrability, 1, 2, 3] . This subject has been studied by a number of authors, based on the use of the corresponding di erential equations that that are implied by the requirement of simultaneous separability, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15] . Speci cally, superintegrability means that for a Schr odinger equation in dimension n there exist 2n ? 1 functionally independent quantum mechanical second-order observables (i.e., second-order self-adjoint operators that commute with the Hamiltonian). There is an analogous concept of superintegrability for classical mechanical systems. This relates to the corresponding additive separation of variables of the Hamilton-Jacobi equation. Furthermore, one observes that if we do have simultaneous separability then the resulting constants of the motion close quadratically under repeated application of the Poisson bracket, 11]. We also know that for spaces of constant curvature separable coordinate systems of the free motion are described by quadratic elements of the corresponding rst order symmetries, 16, 17, 18] .
Although concrete examples of superintegrable systems are easily at hand, a complete classi cation of all such systems has presented major di culties. How can one be sure that all systems for free motion have been found? (For example, Rañada's classi cation 15] omits our system 5 below.) Once these are determined, how can one be sure that the most general additive potential term has been calculated?
Here we will present the background information to understand the problem, and its importance, and present a new approach to its solution, with details for two dimensional complex Euclidean space.
Consider an n-dimensional Riemannian manifold R n . (In most of the following we will assume that R n is a space of constant curvature, for that is the case where the most interesting and rich applications arise.) In local coordinates q 1 ; ; q n the contravariant metric tensor is g jk (q) . Let V (q) be a potential function on R n . The corresponding Hamilton-Jacobi equation 
and g = det(g jk ) ? 1 .
Recall that a complete integral S(q; 1 ; ; n ) of the Hamilton-Jacobi equation solves the associated classical mechanical system 19, 20] . (A complete integral is a solution of (1) (q j ; ) where 1 = E; 2 ; ; n are the separation constants, yields a complete integral. Similarly, in the quantum case, if the Schr odinger equation H = E (multiplicatively) separates in the coordinates q then we can write (q) = n j=1 (j) (q j ; ) (5) and this ansatz allows the decomposition of (3) into n ordinary di erential equations, one for each of the factors (j) . Many of the special functions of mathematical physics occur as solutions of these ordinary di erential equations.
For orthogonal coordnates q on an n-dimensional constant curvature space (i.e., such that g jk = 0 for j 6 = k) one can show that the HamiltonJacobi equation is additively separable if and only if the Shr odinger equation is multiplicatively separable. (See 21] for a discussion of the relationship for general Riemannian manifolds.) We shall see that superintegrability is closely linked to symmetry properties of (1) and (3), and to separation of variables (special function) solutions of (3) .
At this point it is useful to summarize brie y the history of the symmetry/special function approach to solving the Schr odinger equation (3) . (Superintegrability is just one of the latest chapters.) Beginning with the introduction of the Schr odinger equation in the 1930's, and continuing until the 1960's, the main emphasis was on the study of Lie symmetry groups of unitary operators that commuted with the Hamiltonian H, hence mapped solutions of (3) A related concept was that of dynamical symmetry groups or Lie algebras. The idea was to imbed H as an element of a Lie algebra of rst and second-order di erential operators. The representation theory of the Lie algebra could then be used to derive information about the eigenvalues and eigenvectors of H. The harmonic oscillator and the Morse potential were treated in this way. The so-called factorization method for solving the Schr odinger equation is related to this approach 23]. Among the special functions that arise and whose properties can be studied from this connection are Bessel functions and (more generally) hypergeometric functions. (More recently, q-analogs of the dynamical symmetry algebra approach have led to q-hypergeometric functions 24] .)
Since the 1960's we have been in the \Cheshire Cat" era, 25]. In the most recent theories relating integrabilty, superintegrability and variable separation, the Lie groups and algebras have disappeared, but their grin persists, . The focus here is on second order constants of the motion (symmetry operators that are built out of products of rst order Lie symmetries for the zero potential problem) and their connection with variable separation for both the Hamilton-Jacobi and Schr odinger equations. One of the seminal papers in this regard was by Smorodinsky et al . 5] . Some other contributions are, for example, by Shapovalov, Kalnins and Miller, and Winternitz 26, 27, 28] .These approaches also exploit the maximum symmetry of the physical system, but no longer in terms of Lie algebras of operators.
To examine these ideas, let us start with a classical system 
Set @S @q j = S j = p j and assume additive separation in the q coordinates, so that @ j S i = @ j @ i S = 0 for i 6 = j. 
Here @ k u ij (q i ) = 0 for k 6 = i and det(u ij ) 6 = 0. We say that U = (u ij ) is a St ackel matrix.
Then ( An analogous construction, replacing (12) by n second-order linear ODE's for factors (i) (q i ) leads to second order linear partial di erential operators L 1 = H; L 2 ; ; L n such that H = E ; L` = ` ;`= 2; ; n (13) and (q) = n k=1 In each case above, the symmetries L j are second order elements in the enveloping algebra of the symmetry Lie algebra of the corresponding manifold, e.g., the Lie algebra e(n; C) for Euclidean n-space and so(n + 1; C) for the n-sphere,^.
We see that for zero potential, each of the constant curvature spaces listed above is separable in multiple coordinate systems. Indeed we can veryfy that the zero potential is superintegrable on each of these spaces. However, a potential V 6 = 0 \breaks the symmetry" and reduces the number of separable systems, usually to zero. (See 21] for conditions that must be satis ed by a potential in order to permit separation in a given coordinate system.)
How does one determine which constants of the motion lead to variable separation? Theorem 1 Necessary and su cient conditions for the existence of an orthogonal separable coordinate system fq i g for the Hamilton-Jacobi equation H 1 = E on an n-dimensional Riemannian manifold are that there exist n quadratic forms L k = P n i;j=1 L (k) ij p i p j + W k on the manifold such that:
1. fL k ; L`g = 0; 1 k; i n, 2. The set fL k g is linearly independent (as n quadratic forms). 3. There is a basis f! (j) : 1 j ng of simultaneous eigenforms for the n matrices fL (k) ij g. ! (j) = g j dq j ; j = 1; ; n:
Theorem 2 Necessary and su cient conditions for the existence of an orthogonal separable coordinate system fq i g for the Schr odinger equation ( n + V ) = E on an n-dimensional constant curvature space are that there exists a linearly independent set fL 1 = H = n +V; L 2 ; ; L n g of second-order di erential operators on the manifold such that:
3. There is a basis f! (j) : 1 j ng of simultaneous eigenforms for the fL k g.
If conditions (1)- (3) are satis ed then there exist functions g i (q) such that:
! (j) = g j dq j ; j = 1; ; n: See 28, 21] for proofs and discussions of these theorems. The main point of the theorems is that, under the required hypotheses the eigenforms !`of the quadratic forms L ij are normalizable, i.e., that up to multiplication by a nonzero function, !`is the di erential of a coordinate. This fact permits us to compute the coordinates directly from a knowledge of the symmetry operators. For general Riemannian manifolds Theorem 1 remains true, but Theorem 2 is false unless separation is replaced by the more general concept of R-separation 21].
We expect a superintegrable system to separate in multiple coordinate systems, though the above remarks do not constitute a proof of this. Thus, one way to nd superintegrable systems is to search for potentials V (q) that permit separation in multiple coordinate systems. The bound state energies are given by E n = !(2n + 2 + k 1 + k 2 ) for integer n. The wave functions for each of these coordinate systems are: 1. Cartesian coordinates in the rst case and L 1 = 1 ; L 2 = 2 in the second.
2.
One can obtain alternate spectral resolutions f (1) j g; f (2) k g for the multiply-degenerate eigenspaces of H, L 1
k : These alternate resolutions resolve the degeneracy problem. 3. The interbasis expansions (2) k = X j a jk (1) j yield important special function identities. In many cases, these become expansions of one set of multivariable orthogonal polynomials in terms of another set. 4 
Since H; L 1 ; L 2 are functionally independent R 2 must be a function of these symmetries. However, although F is de ned and bounded at the point (L 0 ; L 1 ; L 2 ) = (0; 0; 0), it is not a polynomial, and not even analytic at this point. Thus it has no power series expansion about the origin.) 5. The quadratic algebra structure can be used to compute the interbase expansion coe cients.
Examples in higher dimensions
An extreme case, superintegrability in n dimensions, occurs for the Schr odinger equation 
Indeed all separable solutions map to R-separable solutions of (24), 21]. Finally, since H = n + n maps polynomials of maximum order m k in x k to polynomials of the same type, it follows that a basis of separated solutions can be expressed as polynomials in the x i . The second-order symmetry operators for this operator can be chosen to be self-adjoint, so the basis of simultaneous eigenfunctions can be chosen to be orthogonal with respect to the inner product Thus every separable coordinate system for the Laplace-Beltrami eigenvalue equation on the n-sphere yields an orthogonal basis of polynomial solutions of equation (24), hence an orthogonal basis for all n-variable polynomials with inner product (26) . For details about the bases that can occur and the interbasis expansion coe cients, see 30, 31] . Among the special functions that arise are polyspherical harmonics, products of Jacobi polynomials, Heun polynomials, Lame' polynomials, ellipsoidal polynomials, and Lauricella polynomials.
We will look at one more example, the generalized isotropic oscillator in Eucidean 3-space. This is the Schr odinger equation , we obtain a quadratic algebra too. In this case Q ij = 2 (L ij D ij + D ij L ij ) ; R = fL ik ; fL ij ; L kj gg; and instead of operators fM i ; J ij ; Q ij ; Rg we can consider as a basis for the symmetries the Demkov tensor -D ij and the components of orbital momentum -L ij . In this regard we arrive at the Lie algebra corresponding to the symmetries of the isotropic oscillator 33].
Some questions and a new approach
The preceding examples motivate some questions:
1. Is there a uniform procedure to nd superintegrable potentials on a constant curvature space? 2. Is there a way of proving completeness, i.e., of demonstrating that all superintegrable potentials for a space have been found? 3. Is superintegrability always associated with multivariable separation? 4. What is the relationship between superintegrability and the existence of quadratic algebras? First, let us consider the issue of constructing the superintegrable potentials on a given space. We will look at three approaches to the problem.
1. Use what is known from separation of variables theory. This is the most common approach to nding superintegrable potentials. One classi es the separable systems for the zero potential, determines a general expression for a potential separating in each one of these systems, and then tries to identify potentials that simultaneously separate in several systems. Although the approach is useful for nding examples, there are serious problems in obtaining exhaustive lists. Separable coordinates occur in equivalence classes: two coordinate systems related by a symmetry in the motion group of the space are consided as equivalent. A potential may separate in an ellipsoidal coordinate system, but the ellipsoidal coordinates may not be centered at the origin or aligned with the Cartesian coordinate axes. Such systems are di cult to uncover and many of the lists of superintegrable potentials contain gaps, even for 2-dimensional Minkowski space and hyperboloids. Furthermore, for n > 2 there is no proof that superintegrability necessarily implies multiseparability. is a superintegrable system. Boyer, Kalnins and Winternitz have applied this idea to the restriction of a free Hamiltonian on Hermitian hyperbolic spaces to hyperboloids in order to derive previously unknown superintegrable systems, 34, 35] . This is a powerful method, but there is no evident way to prove by this approach that all superintegrable systems have been obtained. 3. New way: use integrabilty conditions. This last approach is the one that we shall advocate in the remainder of this paper.
Complex Euclidean 2-space treated in detail
We consider, in detail, the case H = p 
Note that R has the form R = 
Let us now return to our assumption that the Hamilton-Jacobi equation admits two constants of the motion:
These two operators together with H are assumed functionally independent. The constant of the motion L 1 leads to the condition (46) on the potential V ; whereas L 2 leads to the second condition
The potential must lie in the intersection of the solution spaces (46,47) for these two conditions. It follows that the equations Thus if the potential V is subject to the two conditions (46,47), then V can depend on at most 3 parameters, in addition to a trivial additive constant. We can choose these parameters to be V x (x 0 ; y 0 ); V y (x 0 ; y 0 ); V yy (x 0 ; y 0 ) for any xed regular point (x 0 ; y 0 ). Then V xx (x 0 ; y 0 ) and all higher derivatives can be computed by successive di erentiation of relations (50). We require that our potential be nondegenerate, i.e., that it depend on 3 arbitrary parameters.
Then, the conditions @ x V xxy = @ y V xxx ; @ y V xxy = @ x V xyy ; @ y V xyy = @ x V yyy for the fourth partial derivatives lead to the integrability conditions @ x (2C ? B) = @ y (2D + A) ( i.e., we regard all translated and rotated potentials as members of the same equivalence class.
Multiplying both sides of (52) and (53) by E 3 we obtain polynomial identities in x and y. Equating the coe cients of the various powers x n y m we obtain conditions on the parameters H jk . The simplest non-trivial condition, which is associated with the coe cient of a fth order power in either of the equations, is 2H 15 We exploit these and the remaining conditions, and Euclidean motions to classify the possibilities for the L j . The full conditions (52) and (53), expressed in terms of the parameter H ij , take several pages to list and are complicated to solve directly. (Indeed a symbol manipulation program was an important aid to our computations.) However, by dividing the problem up into special cases and using Euclidean motions, we can simplify the conditions and obtain a full solution. In the listing that follows we use the fact that the constants of the motion can each be expressed as a quadratic element in the enveloping algebra of the Euclidean group in the plane with basis elements p x ; p y ; M = xp y ? yp x ; to which a potential term W(x; y) is added. (Strictly speaking, conditions (52) and (53) are only necessary conditions for existence of nondegenerate potentials. However, in our case-by-case study we have found that they are also su cient: all solutions of these equations lead to nondegenerate potentials.)
Suppose I H 
Here we take
; L 2 = Mp y + W (2) (80)
V (x) = p x + iy + x + 2x + iy p x + iy :
There is the possibility of separability in parabolic coordinates fMp y g or displaced parabolic coordinates f(M + (p x ip y ))p y g for suitable .
This is the complete list of superintegrable systems in complex Euclidean 2-space. It includes real Euclean space and Minkowski space as special cases. Now we demonstrate that there is a quadratic algebra associated with each nondegenerate potential. Because we are working in two dimensions there can only be three functionally independent constants at most. Consequently Then we have R = fL 1 ; L 2 g = 4Mp x p y and
Here, although F is de ned and bounded at the point (L 0 ; L 1 ; L 2 ) = (0; 0; 0), it is not analytic at this point. Thus it has no power series expansion about the origin. We conjecture that this is an illustration of the general problem:
if F is not a polynomial, then there are branch points or cuts at (0; 0; 0).
We will show, however, that for nondegenerate potentials the associated where L h =`h + W (h) . Let R = f`1;`2g. Then for each of the cases listed above it is straightforward to check that R 2 = P 3 (`0;`1;`2) where P 3 is a homogeneous third order polynomial in its arguments. is a polynomial function of these parameters.
From (36) A complete list of the quadratic algebra relations for each of the cases studied above is given in 36]. In view of relations (36) it is su cient to give the relation R 1 Moreover, it is straightforward to verify that the cases corresponding to nondegenerate potentials are the only cases where P 3 is a homogeneous third order polynomial in its arguments. Thus the possible quadratic algebras generated by second order elements in the Euclidean Lie algebra correspond one-to-one with nondegenerate potentials. We have used the concept of a \nondegenerate potential" to add structure to the study of superintegrable classical and quantum mechanical systems in E 2;C . We have shown how to classify all such systems in a straightforward manner. Furthermore:
1. Each system is associated with a pair of constants of the motion in the classical case, and a pair of symmetry operators in the quantum case, that generate a quadratic algebra. 2. There is a one-to-one correspondence between superintegrable systems and free-eld symmetry operators that generate quadratic algebras. 3. Superintegrability implies multiseparability.
We have analogous results for superintegrable systems on the complex 2-sphere, 37]. The real sphere and the real hyperboloid are special cases. Again we nd and ll gaps in the known list of superintegrable systems. The next major challenge is to extend this analysis to higher dimensional systems.
