Abstract-This paper studies the estimation of the desired signal received on the array antenna in the correlated wireless communication environment. The direction of arrival signal applies updated weight to the Bartlett method for estimation the desired signals. In this paper, the proposed method applies the optimal weight vector to the output energy of the Bartlett method. The optimal weight of the Bartlett method estimates a desired signal to obtain the optimal weight of the covariance matrix. The optimal weight of the covariance matrix isestimated correctly the position to remove the interference and the noise signal andminimizing for the estimation error of the desired signal by applyingminimum variance method to Bartlett method. Optimum weight of minimum variance method is obtained by optimal covariance matrix using cost function to estimate a desired signal. In the minimum variance method, a covariance matrix value is obtained using a cost function to estimate a desired signal, and an optimum weight value is obtained. Through simulation, we compare proposed Bartlett method and the classical the method. As a results simulation, the performance of the proposed method is superior to relative to the classical the method.
database. We mustestimate the desired signal from the delayed signal due to multipath in spatial. [6] In this paper, we apply an adaptive array antenna and direction of arrival algorithm to estimate the desired signal. The adaptive array antenna can adjust the radiation pattern to maximize the signal to noise ratio. In the adaptive array antenna, the output signal is obtained by multiplying the signal of each element by a weight and summing it.
In estimation incident angle on receive array antenna, we can estimate of desired signals using spatial spectrum. It is important to estimation of incident signals in sonar, radar, seismic and wireless communication. There are classical, parametric and nonparametric methods of estimating the spatial spectrum. The classical methods are periodogram and correlogram, the parametric methods are linear prediction and prony, the nonparametric methods are MV(minimum variance), EV(eigenvector), MUSIC(Multiple Signal Classification), and SI(signal eignenvector). Spatial spectrum can be classified into 3 kinds. [7] [8] [9] [10] The first is the ability to distinguish the signal received at the antennas as a resolution. The second is the accuracy of the estimated spectrum as an estimation bias. The third is the consistency of the estimated spectrum of independent data as a consistency. EV, MUSIC, and SE methods among spatial spectrum estimation method have superior to performance relative to other estimation method by using eigen structure of spatial correlation matrix. [11] [12] [13] We use the Bartlett method, which is one of the direction-of-arrival estimation method, to estimate the target [5] . Bartlett method has poor resolution but this method is not complicated to calculate among DoA estimation methods.
We find the optimal weight as a cost function to have good resolution. This paper studies better resolution than existing Bartlett method. Through simulation, we are analysis the performance of the proposed method and Bartlett method.
II. BEAMFORMAIN SIGNAL MODEL
In this paper, we apply a linear array antenna one of the adaptive array antennas. Output signal of the array antenna can be as follow [14] [15] [16] .
Here, w and x are weight and receive signal on antenna, respectively, and ( ) is hermit matrix. We assume thatL signals are incident on the array antenna. Array response signal can be as follow:
where λ, d, and θ are wavelength, distance between array element, and phase, respectively,( k = 1,2, ⋯ , K), (l = 1,2, ⋯ , L). The received signal vector can be as follow:
Here, N(t) is noise power which is assumed to be a Gaussian process with zero mean and variance and F(t) is signal amplitude. Output power can be as follow:
Here, correlation matrix can be as follow:
Here, S is signal correlation matrix that the matrix represents the correlation between direction of arrival signals. σ 2 denotes the noise power. If direction wave is non-correlation, the correlation matrix can be as follow
Here, P represent the power of direction wave.
III. ESTIMATION OF SUBSPACE

A. Signal Model
Incident signals on array antenna can be written as follow
where A, ω , and θ are amplitude, frequency, and phase, respectively.
Covariance matrix is as follow:
where S, w op , H, and N are signal correlation matrix, optimum weight vector, conjugate transpose matrix and noise correlation matrix, respectively. Output energy of the Bartlett method is as follow:
The gain of the Bartlett method is 1 for all sensors (Fig. 1 ).
The output energy spectrum of the array response (e(θ)) is as follow:
To optimize the weight we can be written as follow:
Where is λ ≥ 1 , and d(t) is reference signal. We can obtain the optimal weight vector as follow: 
B. Bartlett Estimation
The direction of arrive estimation are Bartlett, Capon, linear prediction, and eigen decomposition method. Bartlett estimation is a method of finding the maximum peak signal of the output power.
Bartlett method increases the signal component in the direction by compensation the time delay and improves the output power by reducing the interference and the noise signal. Signal to noise of Bartlett method is as follow [17] , [18] 
where τ is time delay, output power of ℎ array is as follow:
(24) Output of Bartlett method is as follow:
(25) Signal to noise ratio of output is as follow:
where σ is variance and output of Bartlett method improves the signal to noise ratio of the incident signal by k times. Output spectrum of Bartlett method can be written as follow:
where, Bartlett method is a case of uniform which array gain is 1(w = 1).Weight vector can be written as follow:
where a(θ) can be the beam former steering effect in any direction. Main lobe is formed in arbitrary direction. Output energy spectrum can be written as follow:
It seems that Bartlett method is taking a rectangular window about data in spatial axis (x ( )). The Bartlett method can take another window instead of a rectangular window. In this case, the sidelobe is reduced but the resolution is poor. It is similarto find of direction of arrival by peak of spatial spectrum, and input power of direction of arrival wavecan know by the signal peak.
C. Minimum Variance Weight
The estimation error (e(t)) is defined as the difference between the desired response d(t) and the weight output(y(t)). The requirement is to make the estimation error as small as possible in some statistical sense. We may consider optimizing the filter design by minimizing a cost function such as mean square value of the estimation error. In case of stationary stochastic process Linear Time invariant, Linear and discrete filter which makes the mathematical analysis easy to handle by digital hardware and software. The weight filter output at discrete time n is defined by the linear convolution sum. The estimation error is defined by the difference as follow [19] [20] [21] e(t) = d(t) − y(t)
We may define the cost function as the mean square error as follow:
For complex input data, the weight filter coefficients are in general complex too. Let the kth weight filter coefficient as follows:
Applying the gradient operator of kth weight filter coefficient to the cost function, we can get the result as follow:
When the weight filter operates in its optimum condition, we can get as follow:
From this result equation (29), we can know that the necessary and sufficient condition for the cost function to attain its minimum value is that the corresponding value of the estimation error is orthogonal to each input sample that enters into the estimation of the desired response at time. The output of K array elements can be written
where the DoA is defined by the angle of incidence and θ is K by 1 steering vector. Find the optimum set of filter coefficient that minimized the MSE value of the filter output, subject to the linear constraint as follow:
where, g is complex value gain. To solve this constrained optimization, we use the method of Lagrange multiplier.
(38) Imposition of the linear constraint preserves the signal of interest, and minimization of the cost function J attenuates interferer or noise. To solve for the optimum weights, we may determine the following optimality equation by using the gradient vector grad J.
Rewriting with vector notation, we can get as follow:
Finally we can get the optimum solution by substituting Lagrange multiplier 
IV. COMPUTER SIMULATION
We consider that the antenna elementsare 9 numbers, the element distance is half wavelength, the snapshot is 150times, the signal to noise ratio is 20dB, and the targetsare 3numbers. In Fig. 2, Fig. 3 and Fig. 4 Fig. 3 shows the desired signals estimation using the Bartlett method in non-coherent channels. The Bartlett method of the Fig. 3 does not estimate all the desired signals. Fig. 4 shows the estimation of the desired signals by the proposed method in this paper in non-coherent channels. Fig. 4 shows the estimation at least two desired signals. One of the desired signals represents low peak.
The Fig. 5 and the Fig. 6 shows estimation of direction of arrival negative direction to [-20 o -15 o 30 o ] in noncoherent channels. The snapshot is 300 times in Fig. 5 . The Fig. 5 shows estimated 2 numbers of the target. The . We increase snapshot times and signal to noise ratio to improve the estimation of the desired signal. . Also, we increase snapshots and signal to noise in order to correctly the estimation of desired signal in Fig. 10 . In figure, we increased that the snapshot is 300 and signal to noise is 25dB. Fig. 10 shows 
V. CONCLUSION
We have studied the renewal Bartlett method to correctly the estimation of the desired signals using updated weight in wireless channels. The proposed method removes the interference and noise signals to obtain optimum weight signals to desired signals estimation. We have analyzed comparative performance both proposed method and classical method. Classical method wasn`t estimation aboutthree targets signals direction, but proposed method estimated correctly about three targets direction. Angle resolution of proposed method is superior to classicalthemethod. We proposed an efficient estimation method for desired signals using optimal weight signal. The proposed methodin this paper is good at signal resolution relative to classical method. 
