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In this paper we continue the investigation of a family of linear block codes based on the 
geometry of the Grassmann variety G(k,n) of k-planes in the n-dimensional vector space over 
Hz. These codes, denoted by C(k,n), have as their generator matrix the 
0 ’ x lG(k,n)l k 
matrix whose columns are the Pliicker coordinates of the points of G(k,n). 
The major results established herein are: 
- The minimum weight of C(k,n) is equal to 2k(“-k). 
- The number of codewords in C(k,n) of minimal weight is equal to lG(k,n)l. 
- The minimal weight codewords of C(k, n) are the affine charts of G(k, n). 
1. Introduction 
In this paper we investigate a family of linear codes C(k,n) associated to the 
geometry of the Grassmann variety G(k,n) whose points may be taken as the 
k-dimensional vector subspaces of the n-dimensional vector space over Z,. These 
codes have as their generator matrix, the matrix whose columns are the images of 
G(k, n) under the classical Pliicker embedding and in this sense they are a generaliza- 
tion of the simplex codes. 
Codes based on geometrical ideas have been studied by many authors (Prange, 
Rudolph, Kasami, Lin, Hartmann, Delsarte, Goethals, Goppa, etc.) and the com- 
plete weight distribution of the codes which are being analyzed in this paper has 
been determined for the codes C(3,6) [4], C(3,7) [5] and for the case k=2 [5]. In 
general, C(k, n) has length equal to IG(k, n)l and dimension (II) (see [3]). 
In Section 3 of this paper we establish the following two additional results: 
- The minimum weight of C(k, n) is equal to 2k(“pk). 
- The number of codewords in C(k, n) of minimal weight is equa! to the number 
of points in G(k,n). 
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2. Definitions and preliminary results 
V” denotes the n-dimensional vector space over Z,. 
All codes considered in this paper will be vector subspaces of V” and the nota- 
tion wt(u) will denote the Hamming weight of the codeword u. The standard basis 
of V” will be denoted el,e2, . . . ,e,. 
Given X1,X2, . . . , xk e v”, we write (x1, x2, . . . , xk) to denote the subspace of V” 
spanned by them. 
GL(n) denotes the general linear group of all nonsingular linear transformations 
of V”. G(k,n) denotes the Grassmann variety whose points are the k-dimensional 
subspaces of V”. P”-’ denotes the (n - I)-dimensional projective space of all 
nonzero points in V”. 
We write xoy to denote the scalar (dot) product of the vectors x and y. We write 
x*y to denote the vector formed by multiplying together the corresponding entries 
of the vectors x and y. 
We write nz to denote the set of all ordered multi-indices Z= iri2 . . . ik with 
15 i, < ... < ik I n; we use the notations Z and i, i,. . . ik interchangeably. 
Given ZE/~; we write Z to denote the multi-index ili2.. . inpk E ~4:: _k defined by 
ijEl^ if and only if ij@Z. 
Definition 2.1. Let Q E G(k,n) be the row space of a kx n matrix A4 and let 
Z=ili2...ik. We define FI to be the Boolean function which assigns to Q the deter- 
minant of the minor matrix formed from those columns of M indexed by an element 
of z. 
Definition 2.2. The Plucker map, 
F:G(k,n)-tP(f)-’ 
is defined by (F(Q))~=F,(Q). 
It is well known (see for example [l]) that the Plucker map is a well-defined 
embedding. 
For the remainder of this paper, we assume that the points of G(k, n) are in some 
fixed ordering. 
Definition 2.3. C(k, n) is the linear code whose generator matrix has as its columns 
the vectors F(Q) as Q ranges over the points of G(k, n) (in the fixed order). It is easily 
established that C(k,n) has length jG(k,n)I and dimension ($). 
Example. C(2,4) is a code of length 35 and dimension 6 and is the dual of a well- 
known uniformly packed code [6]. 
Remark. The Zth row of the generator matrix of C(k,n) is obtained by evaluating 
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F1 at the points of G(k, n) in the fixed order; consequently FI will also denote this 
row vector. 
Definition 2.4. Let Q* E G(n -k, n). The Boolean function @(Q*) : G(k, n) + z2 
defined by @(Q*)(Q) = 1 iff Q fl Q* = 0 will be called a chart. 
Definition 2.5. Let ZEAL. We define UT to be the (n - k)-dimensional subspace of 
V” spanned by all those ej for which if. 
Proposition 2.6. (a) F,= @(OF). 
(b) @(Q*) = Cr &[FI, where the coefficient &I is given by .zI= F~(Q*). 
Proof. (a) is trivial. (b) follows easily from the Laplace expansion formula for 
determinants. 0 
Proposition 2.7. FI(e) = F&l). 
Example. If QE G(k,n) is self dual, then F,(,Q)=F~(Q’)=F~(Q). 
The action of GL(n) on Y” extends naturally to an action on G(k, n). This action 
extends further to an action on C(k, n) as follows: given w = CT= Al@ E C(k, n) 
and A l GL(n), define Aw by Aw= Cy!, @(A@“). 
Proposition 2.8 [3]. For A eGL(n), wt(w>= wt(Aw). 
Proposition 2.9 [3]. Zf @(Q*) is any chart of C(k,n), then wt(@(Q*))=2k(“pk). 
Proof. By virtue of Proposition 2.8, it suffices to prove the result in the case where 
@(Q*) = @(UT) = FI. The result now follows from a direct computation. 0 
Proposition 2.10. Let Q* and T* E G(n - k, n) with dim(e* n T*) = n - k- 1. Then 
there exists (T*E G(n - k, n) such that a(@*) + @(T*) = @(a*). 
Proof. Suppose that ~*nr*=<x,,x, ,..., x,-k-l), @*=(x1,x2 ,..., x,_k_l,y) and 
7*=(x1,x2 ,..., x,-~_~,z). Let (3*=(x1,x2 ,..., x,_~~~,~+z). One checks easily 
from elementary properties of determinants that @(Q*) + @(r*) = @(a*). 0 
Example. In C(2,4) the sum of two charts is a codeword corresponding either to 
a projective line of P3 or to a pair of skew lines of P3. 
3. The minimum weight of C(k,n) 
In this section we will determine the minimal weight of the codes C(k, n) via Theo- 
rem 3.14. However, several preliminary results are needed before we can prove it. 
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Definition 3.1. CI (k, n) will denote the subspace of C(k, n) spanned by those FI for 
which n $ Z and C,(k, n) will denote the subspace of C(k, n) spanned by those FI for 
which n E I. 
Lemma 3.2. C(k, n) = C1 (k, n) @ C,(k, n). 
Definition 3.3. Let ‘c/r denote the linear map C(k, n - 1) + Cl(k, n) which maps 
F[E C(k,n- 1) to F,E C,(k,n) where on the left ZE/~$~’ and on the right ZEAL. Let 
4~~ denote the linear map C(k - 1, n - 1) + C2(k, n) which maps FI E C(k - 1, n - 1) to 
Fjzn E C,(k,n). Here, Z~n;l-:; and I: n denotes the element of Az obtained by 
adding n (as the last index) to I. 
Lemma 3.4. w, and w2 are vector space isomorphisms. 
Proposition 3.5. (a) Zf w E C(k, n - l), then wt(lyt(w)) = 2k. wt(w). 
(b) Zf wEC(k- l,n- l), then wt(W2(w))=2npk=wt(w). 
Proof. Direct. 0 
Example. In C(2,4) the images under these isomorphisms have weight 16 since 
C(2,3) and C(l, 3) are equivalent to simplex codes. 
Proposition 3.6. (a) Zf @(Q”, is any chart of C(k,n- l), then wl(@(e*)) = 
@(i@* Be,), where i denotes the natural inclusion of G(n - k - 1, II - 1) into 
G(n-k- l,n). 
(b) Zf @(Q*) is any chart of C(k- 1,n - l), then u/z(@(~*)) = @(i@*), where i 
denotes the natural inclusion of G(n -k, n - 1) into G(n -k, n). 
Proof. Both (a) and (b) follow from Proposition 2.6 and a direct calculation. 0 
Definition 3.7. Let Q E G(k, n - 1) be given as the row space of the k x (n - 1) matrix 
M. Any of the 2k elements of G(k,n) which are the row spaces of a matrix of the 
form [M 1 x], where x is a k-dimensional column vector, will be called a descendant 
of @. 
Definition 3.8. Let ZE/~~I! and let M be a kx (n - 1) matrix. We write yl(M) to 
denote the vector whose jth component is the determinant of the (k - 1) x (k - 1) 
minor matrix of M composed of those columns indexed by an element of Z and all 
rows except thejth. 
Lemma 3.9. Let Q E G(k, n - 1) be represented by the k x (n - 1) matrix M and let 
Q’ E G(k, n) be the descendant of Q represented by [M 1 xl. For any ZE Ai1 t, 
fi:,W = YIW)*X. 
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Proof. This is nothing more than the usual expansion of a determinant by minors, 
in this case along the last column. 0 
Corollary 3.10. Let Q E G(k, n - 1) be represented by the k x (n - 1) matrix M and let 
Q’E G(k, n) be the descendant of Q represented by [M 1 x]. Let w2= Cc arFI,, E 
C2(k, n). Then w2(e’) = RI aIWf)l 0~. 
Proof. This follows immediately from Lemma 3.9. q 
Corollary 3.11. For any fixed Q E G(k, n - l), and any w2 E C,(k, n), the number of 
descendants Q’ of Q in G(k,n) for which wz(e’) = 1 is either 0 or 2kP’. 
Proof. Choose a matrix A4 such that ,Q is the row space of M and consider the 2k 
spaces Q’ which are descendants of Q. Each such Q’ is the row space of a matrix 
[M 1 x]. From Corollary 3.10 above, w2(e’)= 1 if and only if x satisfies 
[CI aryI(M)] ox= 1. If th e vector Cr a,y,(M) is 0, then no descendant of Q can 
satisfy [C, aI~#Q] OX= 1, while if C1 sly,(M) is not 0, then exactly half of the 
vectors x will satisfy [C1 alyl(M)] ox= 1. 0 
Lemma 3.12. Let w1 E Cl(k, n) and let w2 E C,(k, n). Then wt(w, *W&I +wt(wi). 
Proof. The set of all Q’ which satisfy wi(e’) = 1 can be partitioned into disjoint 
subsets, each of size 2k, each composed of those Q’ which are descendants of the 
same @ E G(k, n - 1). By the preceding corollary, within each such subset either one 
half or none of the elements also satisfy We= 1. 0 
Proposition 3.13. For any w1 E C, (k, n) and w2 E C2(k, n), wt(w, + w2) 2 wt(w,). 
Proof. Since wt(w, + w2) = wt(w,) + wt(w,) - 2. wt(w, *w2), this follows im- 
mediately from Lemma 3.12. 0 
We are now prepared to state and prove the major result of this section: 
Theorem 3.14. The minimum weight of C(k,n) is equal to 2k(n-k). 
Proof. We proceed by induction on n. For n = 2 the result is trivial. Suppose the 
result to be true for all of the codes C(k,n-1), k=1,2,...,n-2. Let w~C(k,n), 
say w= w1 + w2 where W;E C;(k, n). If w,=O, then 
wt(w) = wt(w,)?min wt(C,(k,n)) 
= 2k. min wt(C(k, n - 1)) (by Proposition 3.5) 
= 2k. 2k(np k- ‘) (by the inductive hypothesis) 
= 24n-k) 
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If wz#O, then 
wt(w) = wt(w, + w2) 
2 wt(wz) (by Proposition 3.13) 
2 min wt(C,(k, n)) 
= 2”-k. min wt(C(k- 1, n - 1)) (by Proposition 3.5) 
= 2” k. 2(k- I)@ -k) (by the inductive hypothesis) 
= 24n - k) 0 
Definition 3.15. Let 8 : C(k, n) -+ C(n - k, n) be the vector space isomorphism 
defined by a(&) = Ff (and extending by linearity to all of C(k, n)). 
Proposition 3.16. For any w E C(k, n), wt((aw)) = wt(w). 
Proof. Since ,Q’ ranges over G(n - k, n) as Q ranges over G(k, n), the result follows 
immediately from Proposition 2.7. 0 
Proposition 3.17. a(c,(k, n)) = C,(n -k, n); a(c,(k, n)) = C, (n -k, n). 
Proof. This follows directly from the definition of a. q 
Proposition 3.18. For w, E Cl(k, n) and w2 E C,(k, n) as above, wt(w, + w2) 2 
wt(w, ). 
Proof. 
wt(w, + w2) = wt(a(w,) + a(w,)) (by Proposition 3.16) 
r wt(a(w,)) (since a(w,) E C,(n - k, n)) 
= wt(w,). 0 
Lemma 3.19. Let I, JE A$ and suppose that I and J have m elements in common. 
Then 
and 
wt(F, *F,) = 2k(n-k)-(kPm)Z. lGL(k-m)l 
wt(F,+F,) = 2. 2k’“-k)(l -2P(k-m)Z. IGL(k-m)j). 
Proof. Without loss of generality, we may assume that I= 123 . . . k and J= 12 . . . m, 
(k + 1). . . (2k - m). Then any Q for which (F1 *FJ)(e) = 1 must be the row space of 
a (row-echelon) matrix of the form 
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Ik 
*** *** 
M 
where Ik is a k x k identity matrix, M is a nonsingular (k-m) x (k-m) matrix and 
the two submatrices marked by asterisks are arbitrary. The weight of F[ *FJ and 
thence the weight of F,+F, now follow from a direct computation. 0 
Lemma 3.20. If dim(w,* fl w:) =m, then Z and J have m +2k-n elements in 
common. 
Proof. Recalling that dim(wT) = dim(w,*) = n -k it follows from standard dimen- 
sional arguments associated to vector subspaces that m + 2k - n = n - (2(n - k) - m) = 
Proposition 3.21. Suppose Q* and r* E G(n -k, n) with dim&* tl t*) = m. Then 
wt(@(e*)+@(r*)) = 2.2k(“-k)(l-2-(“~k~m)2. IGL(n-k-m)J). 
Proof. By applying an appropriate transformation from GL(n), we may assume 
that Q*= w: and r*= WT. The result now follows immediately from Proposition 2.6 
and Lemmas 3.19 and 3.20. 0 
Corollary 3.22. Let Q*, T*E G(n -k, n). If wt(@(e*) + @(t*)) = 2k(nmk), then 
@(Q*) + @(T*) is itself a chart. 
Proof. Let m = dim@* Il r*). By Proposition 3.21, wt(@(@*) + @(r*)) = 2k(n-k) H 
(1-2P(“-kPm)Z. IGL(n-k-m)I)=$ H n-k-m=1 H m=n-k-l. Proposition 
2.10 now guarantees that @(Q*) + @(r*) is a chart. 0 
Theorem 3.23. The codeword w E C(k, n) is of minimum weight if and only if w is 
a chart of C(k,n). 
Proof. The sufficiency follows from Proposition 2.9. To prove the necessity we 
proceed by induction on n. If n = 2, the result is trivial. Suppose the result to be true 
for all of the codes C(k,n-1), k=1,2,...,n-2. Let w=w,+w2, where 
Wi E C,(k, n), i = 1,2, be a codeword of minimal weight in C(k, n). If either w1 or w2 
is equal to 0, Proposition 3.5 and the inductive hypothesis imply that w is the image 
under v/i (respectively w2) of a chart, and hence (by Proposition 3.6) is itself a 
chart. Assume now that neither wi nor w2 is 0. By Propositions 3.13 and 3.18 and 
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Theorem 3.14, both w1 and w2 must have weight 2k(“pk). By Propositions 3.5 and 
3.6 and the inductive hypothesis, both w1 and w2 are charts. It now follows from 
Corollary 3.22 that w, + w2 is itself a chart. 0 
Corollary 3.24. The number of codewords of C(k, n) which are of minimal weight 
is equal to 1 G(k, n) 1. 
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