In the 2002 AMS summer conference on "Advances in Quantum Dynamics" in Mount Holyoke Robert Powers proposed a sum operation for spatial E 0 -semigroups. Still during the conference Skeide showed that the Arveson system of that sum is the product of spatial Arveson systems. This product may but need not coincide with the tensor product of Arveson systems. The Powers sum of two spatial E 0 -semigroups is, therefore, up to cocycle conjugacy Skeide's product of spatial noises.
Introduction
Let ϑ i = ϑ i t t∈R+ (i = 1, 2) be two E 0 -semigroups on B(H) with associ- defines a CP-semigroup T = T t t∈R+ on B(H ⊕ H). In the 2002 AMS summer conference on "Advances in Quantum Dynamics" Robert Powers asked for the Arveson system associated with T (Bhat [Bha96] , Arveson [Arv97] ). During that conference (see [Ske03a] ) Skeide showed that this product system is nothing but the product of the spatial product systems introduced in Skeide [Ske06] (published first in 2001). Meanwhile, Powers has formalized the above sum operation in [Pow04] and he has proved that the product may, but need not coincide with the tensor product of the involved Arveson systems, a fact suspected already in [Ske03a, Lie03] . In these notes we extend Powers' construction to the case of spatial E 0 -semigroups ϑ i on B a (E i ) where E i are Hilbert B-modules. We obtain the same result as in [Ske03a] , namely, the product system of the minimal dilation of the CP-semigroup on B a (E 1 ⊕ E 2 ) defined in analogy with ( * ) is the product of spatial product systems from [Ske06] .
Like in [Ske03a] , it is crucial to understand the following point (on which we will spend some time in Section 3): In Bhat and Skeide [BS00] to every CP-semigroup on a C * -algebra B a product system of B-algebra has been constructed. However, the C * -algebra in question here is B a (E 1 ⊕ E 2 ), where B a (E) denotes the algebra of all adjointable operators on a Hilbert module E. So what has the product system of B a (E 1 ⊕E 2 )-correspondences to do with the product systems of the E 0 -semigroups ϑ 1 and ϑ 2 , which are product systems of B-correspondences? The answer to this question, like in [Ske03a] , will allow to construct the Arveson system of a CP-semigroup on B(H) without having to find first its minimal dilation. To understand even the Hilbert space case already requires, however, module techniques.
of unit for product systems of correspondences over nonunital C * -algebras, where B could not easily be substituted by a unital ideal of B.
2.1 Product systems. Product systems of Hilbert modules (product system for short) occurred in different contexts in Bhat and Skeide [BS00], Skeide [Ske02] , Muhly and Solel [MS02] and other more recent publications. Let B be a unital C * -algebra. A product system is a family E ⊙ = E t t∈R+ of correspondences E t over B (that is, a (right) Hilbert B-module with a unital representation of B) with an associative identification
where E 0 = B and for s = 0 or t = 0 we get the canonical identifications. By ⊙ we denote the (internal) tensor product of correspondences.
If we want to emphasize that we do not put any technical condition, we say algebraic product system. There are concise definitions of continuous [Ske03b] and measurable (separable!) [Hir04] product systems of C * -correspondences, and measurable (separable pre-dual!) [MS07] product systems of W * -correspondences. Skeide [Ske08] will discuss strongly continuous product systems of von Neumann correspondences. We do not consider such constraints in these notes. We just mention for the worried reader that the result from [Ske06, Ske03b] that the product of continuous spatial product systems is continuous.
Units.
A unit for a product system E ⊙ is family ξ ⊙ = ξ t t∈R+ of elements ξ t ∈ E t such that
We do not pose technical conditions on the unit. But, sufficiently continuous units can be used to pose technical conditions on the product system in a nice way; see [Ske03a] .
2.3
The product system of a CP-semigroup. Let T = T t t∈R+ be a (not necessarily unital) CP-semigroup on a unital C * -algebra B. According to Bhat and Skeide [BS00] there exists a product system E ⊙ with a unit ξ ⊙ determined uniquely up to isomorphism (of the pair (E ⊙ , ξ ⊙ )) by the following properties:
(1) ξ t , bξ t = T t (b).
(2) E ⊙ is generated by ξ ⊙ , that is, the smallest subsystem of E ⊙ containing ξ ⊙ is E ⊙ .
In analogy with Paschke's [Pas73] GNS-construction for CP-maps, we call (E ⊙ , ξ ⊙ ) the GNS-system of T and we call ξ ⊙ the cyclic unit. In fact, E t = span Bξ t B is the GNS-module of T t with cyclic vector ξ t . For the comparison of the product system of Powers' CP-semigroup with a product of product systems it is important to note that
In fact, the product system E t can be obtained as an inductive limit of the expressions E tn ⊙ . . . ⊙ E t1 over refinement of the partitions t n + . . .
2.4 The product system of an E 0 -semigroup on B a (E). Let E be a Hilbert B-module with a unit vector ξ (that is, ξ, ξ = 1) and let ϑ = ϑ t t∈R+ be an E 0 -semigroup (that is, a semigroup of unital endomorphisms) on B a (E). Let us denote by xy * (x, y ∈ E) the rank-one operator xy * : z −→ x y, z .
Then p t := ϑ t (ξξ * ) is a projection and the range E t := p t E is a Hilbert B-submodule of E. By defining the (unital!) left action bx t = ϑ t (ξbξ * )x t we turn E t into a B-correspondence. One easily checks that
, then u t is a unitary. Identifying E = E ⊙ E t and using the semigroup property, we find
The restriction of u t to E s ⊙ E t is a bilinear unitary onto E s+t and the preceding associativity reads now (E r ⊙E s )⊙E t = E r ⊙(E s ⊙E t ). Obviously, E 0 = B and the identifications E t ⊙ E 0 = E t = E 0 ⊙ E t are the canonical ones. Thus, E ⊙ = E t t∈R+ is a product system.
For E 0 -semigroups on B(H) the preceding construction is due to Bhat [Bha96] , the extension to Hilbert modules to Skeide [Ske02] . We would like to mention that Bhat's construction does not give the Arveson system of an E 0 -semigroup, but its opposite Arveson system (all orders in tensor products reversed). By Tsirelson [Tsi00] the two need not be isomorphic. For Hilbert C * -modules Arveson's construction does not work. For von Neumann modules it works, but gives a product system of von Neumann correspondences over B ′ , the commutant of B; see [Ske03a, Ske04] . Existence of a unit vector is not a too hard requirement, as long as B is unital. (If E has no unit vector, then a finite multiple E n will have one; see [Ske04] . And product systems do not change under taking direct sums.) We would like to mention a further method to construct the product system of an E 0 -semigroup, that works also for nonunital B. It relies on the representations theory of B a (E) in Muhly, Skeide and Solel [MSS06] . See [Ske04] for details.
Dilation and minimal dilation. Suppose E
⊙ is a product system with a unit ξ ⊙ . Clearly, T t := ξ t , •ξ t defines a CP-semigroup T = T t t∈R+ , which is unital, if and only if ξ ⊙ is unital. Obviously, E ⊙ is the product systems of T , if and only if it is generated by ξ ⊙ . If ξ ⊙ is unital, then we may embed E t as ξ s ⊙ E t into E s+t . This gives rise to an inductive limit E and a factorization E = E ⊙ E t , fulfilling the associativity condition in (2.2). It follows that ϑ t (a) = a ⊙ id Et defines an E 0 -semigroup ϑ = ϑ t t∈R+ on B a (E). The embedding E t → E s+t is, in general, only right linear so that, in general, E is only a right Hilbert module.
Under the inductive limit all ξ t ∈ E t ⊂ E correspond to the same unit vector ξ ∈ E. Moreover, ξ = ξ ⊙ ξ t , so that the vector expectation ϕ :
is a weak dilation of T in the sense of [BP94,BS00]. Clearly, the product system of ϑ (constructed with the unit vector ξ) is E ⊙ . Suppose ϑ is a strict E 0 -semigroup on some B a (E) and that ξ is a unit vector in E. One may show (see [Ske02] ) that T t (b) := ϕ • ϑ t (ξbξ * ) defines a (necessarily unital) CP-semigroup (which it dilates), if and only if the projections p t := ϑ t (ξξ * ) increase. In this case, the product system E ⊙ of ϑ has a unit ξ ⊙ = ξ t t∈R+ with ξ t := p t ξ, which fulfills T t = ξ t , •ξ t . We say
One may show that this is the case, if and only if the product system of ϑ coincides with the product system of T . The minimal (weak) dilation is determined up to suitable unitary equivalence.
2.6 Remark. We would like to emphasize that in order to construct the minimal dilation of a unital CP-semigroup T , we first constructed the prod-uct system of T and then constructed the dilating E 0 -semigroup ϑ (giving back the product system of T ). It is not necessary to pass through minimal dilation to obtain the product system of T , but rather the other way round. [Pow87] in that an E 0 -semigroup ϑ on B a (E) admits a so-called intertwining semigroup of isometries, if and only if the product system of ϑ is spatial. It does not match the usual definition for Arveson systems, where an Arveson system is spatial, if it has a unit. The principle result of Barreto, Bhat, Liebscher and Skeide [BBLS04] asserts that a product system of von Neumann correspondences is spatial, if it has a (continuous) unit. But, for Hilbert modules this statement fails. In fact, we show in [BLS08a] that, unlike for Arveson systems, a subsystem of a product system of Fock modules need not be spatial (in particular, it need not be Fock).
Spatial
There are many interesting questions about spatial product systems, open even in the Hilbert space case. Does the spatial structure of the spatial product system depend on the choice of the reference unit? The equivalent question is, whether every spatial product system is amenable [Bha01] in the sense that the product system automorphisms act transitively on the set of units. Tsirelson [Tsi04] claims they are not. But, still there is a gap that has not yet been filled. In contrast to this, the question raised by Powers [Pow04] , whether the product defined in the next section depends on the reference units, or not, we can answer in the negative sense; see [BLS08b] .
2.8 The product of spatial product systems. The basic motivation of [Ske06] was to define an index of a product system and to find a product of product systems under which the index is additive. Both problems could not be solved in full generality, but precisely for the category of spatial product systems.
The mentioned result [BLS08a] is one of the reasons why it is hopeless to define an index for nonspatial product systems. However, once accepted the necessity to restrict to spatial product systems (anyway, the index of a nonspatial Arveson systems is somewhat an artificial definition), everything works as we know it from Arveson systems, provided we indicate the good product operation. In the theory of Arveson systems, there is the tensor product (of arbitrary Arveson systems). However, for modules this does not work. (You may write down the tensor product of correspondences, but, in general, it is not possible to define a product system structure.)
The product of two spatial product systems E i ⊙ (i = 1, 2) with reference units ω i ⊙ is the spatial product system (E 1 ⊚ E 2 ) ⊙ with reference unit ω ⊙ which is characterized uniquely up to spatial isomorphism by the following properties:
(1) There are spatial isomorphisms
⊙ is generated by these two subsystems.
Existence of the product follows by an inductive limit; see [Ske06] . By Condition 1 we may and, usually, will identify the factors as subsystem of the product. Condition 3 means, roughly speaking, that the reference units of the two factors are identified, while components from different factors which are orthogonal to the respective reference unit are orthogonal in the product. Condition 2 means that
It is important to note (crucial exercise!) that this may be rewritten in the form
where we put
t ) (the direct sum of E 1 and E 2 with "identification of the reference vectors" and denoting the new reference vector by ω t ). Written in that way, it is easy to see that the subspaces are actually increasing of the partitions t n + . . .
This gives an idea how to obtain the product as an inductive limit; see [Ske06] .
3. The product system of B-correspondences of a CP-semigroup on B a (E)
In Section 2.3 we have said what the product system of CP-semigroup on B is. It is a product systems of B-correspondences. On the other hand, if B(H)-people speak about the product system of a unital CP-semigroup on B(H), they mean an Arveson system, that is, a product system of Hilbert spaces. Following Bhat [Bha96] and Arveson [Arv97] , the Arveson system of a unital CP-semigroup is the Arveson system of its minimal dilating E 0 -semigroup. (To be specific, we mean the product system constructed as in Section 2.4 following [Bha96] , not the product system constructed in [Arv89], which is anti-isomorphic to the former.) A precise understanding of the relation between the two product systems, one of B(H)-modules, the other of Hilbert spaces, will allow to avoid the construction of the minimal dilation. But we will discuss it immediately for CP-semigroups on B a (E). Suppose we have a Hilbert B a (E)-module F . Then we may define the Hilbert B-module F ⊙ E. Every y ∈ F gives rise to a mapping
a (E). Via a → y ⊙ id E we may identify F as a subset of B a (E, F ⊙ E). This subset is strictly dense but, in general, it need not coincide. In fact, we have always F ⊃ K(E, F ⊙ E) where the compact operators between Hilbert B-modules E 1 and E 2 are defined as K(E 1 , E 2 ) := span{x 1 x * 2 : x i ∈ E i }, and F = K(E, F ⊙ E) whenever the right multiplication is strict (in the same sense as left multiplication, namely, span F EE * = F ).
3.1 Remark. The space B a (E, F ⊙ E) may be thought of as the strict completion of F , and it is possible to define a strict tensor product of B a (E)-correspondences. We do not need this here, and refer the interested reader to [Ske04] . Now suppose that F is a B a (E)-correspondence with strict left action. If E has a unit vector, then, doing as in Section 2.4, we see that F factors into E ⊙ F E (where the F E is a suitable multiplicity correspondence from B to B a (E)) and a ∈ B a (E) acts on F = E ⊙ F E as a ⊙ id FE . For several reasons we do not follow Section 2.4, but refer to the representation theory of B a (E) from [MSS06] . This representation theory tells us that F E may be chosen as E * ⊙ F , where E * is the dual B-B a (E)-correspondence of E with operations x * , x ′ * := xx ′ * and bx * a := (a * xb * ) * . Then, clearly,
explains both how the isomorphism is to be defined and what the action of a is. Putting this together with the preceding construction, we obtain
where we defined the B-correspondence
3.2 Remark. We do not necessarily have equality F = K(E, E ⊙E F ). But if we have (so that F is a full Hilbert K(E)-module), then the operation of tensor conjugation with E * may be viewed as an operation of Morita equivalence for correspondences in the sense of Muhly and Solel [MS00] . In what follows, the generalization to Morita equivalence of product systems [Ske04] is in the background. An elaborate version for the strict tensor product (see Remark 3.1) can be found in [Ske04] .
We observe that the assignment (the functor, actually) F → E F := E * ⊙ F ⊙ E respects tensor products. Indeed, if F 1 and F 2 are B a (E)-correspondences with strict left actions, then
It is, clearly, associative. It respects inclusions and, therefore, inductive limits. If E is full, then E * ⊙ B a (E) ⊙ E = B. We summarize:
3.3 Proposition [Ske04] . Suppose that E is full (for instance, E has a unit vector). Suppose that F ⊙ = F t t∈R+ is a product system of B a (E)-correspondences such that the left actions of all F t are strict. Then the family E ⊙ = E t t∈R+ of B-correspondences E t := E * ⊙F t ⊙E with product system structure defined by (3.1) is a product system. Moreover, if the F t are inductive limits over families F t , then the E t are inductive limits over the corresponding E t := E * ⊙ F t ⊙ E.
3.4 Theorem. Let F ⊙ be the GNS-system of a strict unital CP-semigroup T on B a (E), and denote by (F, θ, ζ) the minimal dilation of T .
Then E ⊙ (from Proposition 3.3) is the product system of the strict
is the unique minimal dilation of T to the operators on a Hilbert B-module in the sense that
Proof. We proceed precisely as in the proof of [Ske04, Theorem 5.12]. We know (see Section 2.5) that the product system of the minimal θ is F ⊙ . Though, we have a unit vector ζ in F , it is more suggestive to think of the correspondences F t to be obtained as
a (E)-correspondences via θ t ; see [Ske04, Section 2] for details. In the same way, the product system of ϑ is (F ⊙ E) * ⊙ t (F ⊙ E). We find
(Note: The first step where t goes from outside the brackets into, is just the definition of ϑ t .) This shows the first statement.
For the second statement, we observe that x → ζ ⊙ x provides an isometric embedding of E into F ⊙ E and that p is the projection on the range ζ ⊙ E of this embedding. Clearly,
when B a (E) is identified with the corner (ζB
3.5 Remark. If T is a normal unital CP-semigroup on B(H) (normal CPmaps on B(H) are strict), then E ⊙ is nothing but the Arveson system of T (in the sense of Bhat's construction). Note that we did construct E ⊙ without constructing the minimal dilation first. In the theorem the minimal dilation occurred only, because we wanted to verify that our product system coincides with the one constructed via minimal dilation.
3.6 Remark. We hope that the whole discussion could help to clarify the discrepancy between the terminology and constructions in the case of CPsemigroups on B(H) and those for CP-semigroups on B. The semigroups of this section lie in between, in that they are CP-semigroups on B a (E), so not general B but also not just B(H). The operation that transforms the product system of B a (E)-correspondences into a product system of B-correspondences is cum grano salis an operation of Morita equivalence. (In the von Neumann case and when E is full, it is Morita equivalence.) We obtain B-correspondences because E is a Hilbert B-module. For B(H) we obtain C-correspondences (or Hilbert spaces), because H is a Hilbert C-module.
Powers' CP-semigroup
We, finally, come to Powers' CP-semigroup and to the generalization to Hilbert modules of the result from [Ske03a] that its product system is the product of the involves spatial product systems.
Let ϑ i (i = 1, 2) be two strict E 0 -semigroup on B a (E i ) (E i two Hilbert B-modules with unit vectors ω i ) with spatial product systems E i ⊙ (as in Section 2.4) and unital central reference units ω i ⊙ . Since ω 
