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We proposed that the simultaneous presence of both Rashba and band inversion can lead to a
Rashba-like spin-splitting formed by two bands with the same in-plane helical spin texture. Because
of this unconventional spin texture, the backscattering is forbidden in edge and bulk conductivity
channels. We propose a new non-centrosymmetric honeycomb-lattice quantum spin Hall (QSH)
insulator family formed by the IV, V, and VII elements with this property. The system formed by
Bi, Pb and I atoms is mechanically stable and has both a large Rashba spin-splitting of 60 meV
and a large nontrivial band gap of 0.14 eV. Since the edge and the bulk states are protected by
the TR symmetry, contrary to what happens in most doped QSH insulators, the bulk states do not
contribute to the backscattering in the electronic transport, allowing the construction of a spintronic
device with less energy loss.
PACS numbers: 71.70.Ej, 72.20.-i, 72.25.Dc, 31.15.A-
The main objective of spintronics is to understand the
mechanisms by which it is possible to achieve efficient
control of both spin configurations and spin currents[1, 2].
In the last decade, the way to achieve this objective
has experienced a breakthrough due to i) the discov-
ery and understanding of mechanisms to generate spin
currents in conductors with magnetic order and in para-
magnetic conductors/semiconductors[3–5], ii) the experi-
mental observation of theoretically proposed spin injector
systems[6–8], and iii) the synthesis of 2D materials with
long spin relaxation time[1, 9]. The generation of spin
currents, spin injections and spin conservation are medi-
ated by the spin-orbit coupling (SOC) mainly via Rashba
effect and/or nontrivial topological phases[10–13], such
as the quantum spin Hall (QSH) effect[14]. Therefore,
the search for systems experiencing these properties is a
primary concern for the development of spintronics.
QSH insulators support helical metallic edge states,
forming topological Dirac fermions protected by the time-
reversal (TR) symmetry on an insulating bulk[6, 7]. The
topological transition from trivial insulating to topologi-
cal insulators is evidenced as a band inversion at the TR
invariant k-point mediated by the SOC. The topological
band dispersion has been experimentally characterized
via angle-resolved photoemission spectroscopy (ARPES)
and local scanning tunneling microscopy (STM) in 3D
topological insulators[6], and via transport measure-
ments in HgTe/CdTe quantum wells[15, 16]. On the
other hand, the Rashba effect, arising from the lack
of inversion symmetry, leads to parallel spin-polarized
band dispersion curves with opposite in-plane chiral
spin texture[17], allowing the control of the spin direc-
tion through an electric field[10, 12, 13]. These disper-
sion curves and Fermi contours have been characterized
by spectroscopic measurements for many surfaces and
interfaces[18–21]. Large Rashba spin-splitting are found
in materials formed by heavy elements with strong in-
trinsic SOC such as Bi, Pb, W, among others[21–25].
In this work, we look at the consequences of the si-
multaneous presence of a Rashba spin-splitting and a
inverted bandgap. Such properties appear simultane-
ously in thin films and heterostructures of 3D topological
insulators[26–31].
Here, we show that bulk states can be protected
against backscattering in nanoribbons of QSH insulators
with bulk inversion asymmetry. This behavior is a conse-
quence of the simultaneous presence of both Rashba and
band inversion in a QSH insulator. In our model, both
the conduction and the valence bands are formed by two
bands with the same in-plane helical spin texture and
opposite 〈Sz〉 spin component. We propose a stable non-
centrosymmetric honeycomb-lattice QSH insulator that
presents this unconventional bulk spin texture. This sys-
tem is formed by the Bi, Pb, and I elements and, has a
large nontrivial band gap of 0.14 eV and a huge Rashba
spin-splitting of 60 meV. To construct the Hamiltonian
exhibiting the proposed spin texture we will use the Pb-
BiI system.
Figure 1 summarizes the crystalline structure and the
results we obtain from ab initio calculations, which are
performed within the density functional theory (DFT)
framework as implemented in the SIESTA code[32] and
in the Vienna Ab Initio Simulation Package[33]. We con-
sider the on-site approximation for the SOC[34, 35] in
the SIESTA code. The Local Density Approximation[36]
and the Perdew-Burke-Ernzenhof generalized gradient
approximation[37] are used for the exchange-correlation
functional. Interpreting the hexagonal lattice as two tri-
angular sub-lattices A and B, the system has a V atom
type on the sub-lattice A, and a IV-VII dimer in the
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2Figure 1. (color online). (a) Top and side view of the Pb-
BiI atomic structure. In the lowest energy configuration the
buckled, d, has 1.3 A˚ in length and, the Bi-Pb and Pb-I (h)
bounds have 3.04 A˚ and 1.35 A˚ in length, respectively. (b)
Band structure without SOC (left) and with SOC (right).
The color scales represent the weight of the orbital projection
in the wavefunction ψn(~k). The projections in the pz(px and
py) Bi orbitals are indicated by red(blue). The Rashba spin-
splitting and the band inversion are characterized by ER and
EgΓ, respectively.
sub-lattice B (Fig 1a). These non-centrosymmetry sys-
tems have a buckled format and fulfill the symmetry
operations of the C3v symmetry: i) three-fold rotation
symmetry R3 along the z axis, ii) mirror symmetry Mx
(x → −x) in the yz plane, and iv) TR symmetry T .
We predict that the PbBiI system is mechanically sta-
ble, imaginary frequencies does not exist in the ab initio
phonon spectrum (see Supplemental Material) and the
formation energy (EF = EPbBiI−µPb−µBi−µI) is about
−0.77 eV.
At the Γ point, the top of the valence band is dom-
inated by the px,y Bi orbitals and the bottom of the
conduction band mainly consists of the pz Bi orbitals,
as shown in Fig 1b. When the SOC is taken into ac-
count, the p orbitals are mixed to form effective orbitals
preserving the total angular momentum and a band in-
version occurs when λSOC = 0.65, where λSOC = 0(1)
means the absence (full presence) of SOC. We imple-
mented the evolution of Wannier center of charges as
an alternative method to the Z2 invariant calculation us-
ing ab-inito simulations [38–40]. We find that there is
no a horizontal reference line that crosses the evolution
of the WCCs at least an odd number of times (see Sup-
plemental Material), showing a value of Z2 = 1[38, 40],
and hence, confirming that the PbBiI system is a QSH
insulator. On the other hand, according to the symme-
try operation, the wavefunction at the Γ point is given
by the {|ΛJ , jz〉} effective states, where J is the to-
tal angular momentum, jz is the projection along the
z axes, and Λ corresponds to the Bi and Pb-I contri-
butions. To preserve the total angular momentum, the
|Λ3/2,±3/2〉 effective states should be a linear combi-
nation of the p+ = px + ipy and p− = px − ipy effec-
tive orbitals and, the |ΛJ ,±1/2〉 effective states should
be a linear combination of the p orbitals, mainly pz or-
bitals. In this inverted band gap the conduction band
mainly consists of px,y Bi orbitals and the valence band
is formed by the p orbitals, mainly dominated by pz Bi
orbitals, as shown in Fig 1b. Therefore, at the Γ point,
the valence (conduction) band is described by the ef-
fective states {|BiJ , jz〉} with J = 3/2 (J = 1/2) and
hence, we write the Hamiltonian using the full SOC basis
{|Bi1/2, 1/2〉, |Bi1/2,−1/2〉, |Bi3/2, 1/2〉, |Bi3/2,−1/2〉}.
The tight-binding Hamiltonian matrix elements are
given by:
[H(~k)]ij = εijδij +
6∑
ν=1
tij~aνe
i~k·~aν , (1)
where i = (Bi, J, jz), j = (Bi, J
′, j′z) and ε is the on-site
energy. Since the |(Pb-I)J , jz〉 effective states contribu-
tion is not relevant near the Fermi energy, we omit the
terms associated with the nearest neighbors (Pb-I dimer)
and hence, tij~aν = 〈~n,BiJ , jz|H|~aν ,BiJ′ , j′z〉 represents the
next nearest neighbor hopping terms, with ~n indicating
the lattice site and ~aν corresponding to the ν-th of the
six next nearest neighbor vectors. Different form buck-
led honeycomb lattice systems, such as Germanene, Sil-
icene among others, in which the nearest neighbor hop-
ping terms are essential to its description, in the PbBiI
the Pb-I dimer only mediates the interaction between Bi
atoms and its effect is effectively introduced within the
next nearest neighbor hopping terms. Therefore, the Pb-
BiI Hamiltonian is striking different from the Kane-Mele
model[14]. Using the relevant symmetry operations of the
C3v point group, these hopping terms can be related to
each other and are uniquely determined (see Supplemen-
tal Material), which leads to an approximate description
of the DFT band structure (see Fig 2a).
Considering the ~k → Γ limit we obtain a reduced form
for the tight-binding Hamiltonian matrix elements,
HJ(~k) = (−1)2J+1εJ+(−1)2JhJ,0(~k)+hJ,R3(~k)+hJ,R1(~k)
(2)
where hJ0 (
~k) = ξ~k2, hJR3(
~k) = αJR3 [(k+)
3 + (k−)3]σz,
hJR1(
~k) = αJR1(~σ×~k) · zˆ and Hint = γ~σ ·~k. Here, H1/2(~k)
and H3/2(~k) are the effective terms that described the
|Bi1/2,±1/2〉 and |Bi3/2,±3/2〉 states, respectively and
Hint(~k) is the interaction between these states. The pa-
rameters are related to the hopping terms and are ob-
tained via a least squares standard approach in order
to match the DFT calculation (see Supplemental Mate-
rial). Since we find that α
3/2
R1
(~k) ≈ 0 and considering
3Figure 2. (color online). (a) Band structure calculated with
DFT, complete tight-binding model and simplified model. (b)
Fermi contour at the energy plane Ei obtained from the sim-
plified model. The backscattering processes and the spin tex-
tures are represented by green and black arrows, respectively.
ξ1/2 ≈ ξ3/2 = ξ, we rewrite the Hamiltonian as
H(~k) =

−ε+ ξk2 iαR1k− 0 γk−
−iαR1k+ −ε+ ξk2 γk+ 0
0 γk− ε− ξk2 0
γk+ 0 0 ε− ξk2
 .
(3)
We plot the Fermi contours obtained from this Hamil-
tonian and represent the backscattering processes in Fig
2b. In the valence band, an energy plane below(above)
the band crossing consists of two concentric circles with
the same(opposite) in-plane helical spin texture. Like-
wise, in the conduction band, an energy plane consists of
two concentric circles with the same in-plane helical spin
texture. Because of this bulk spin texture, the elastic
and inelastic backscattering processes represented by S2
and S3, respectively, are forbidden.
In order to quantify the probability of backscattering,
we calculate the scattering rate due to a single coulomb
impurity considering the bare coulomb potential[41],
S~k′n′,~kn = 2pi~ q
4
e
4A2κ2β2 (1 − cosθ~k′,~k)I~k′,n′,~k,nδ(En − En′).
Here, A is the unit area, qe is the single-electron charge,
κ is the static dielectric constant and β = |~k − ~k′| and
I~k′,n1,~k,n2 = |〈ψEn1 (~k′)|ψEn2 (~k)〉|2 is the overlap integral,
which is calculated using the normalized wavefunction,
ψEnλ (
~k) =
√
N

1
−i k+αR1k2
(ε−ξk2)2−E2nλ+γ
2k2
ε−ξk2−Enλ
i γαR1
(ε−ξk2)2−E2nλ+γ
2k2
(ε−ξk2−Enλ )2−γk+
(ε−ξk2−Enλ )
 , (4)
where N =
|ε−ξk2−Enλ |2
2[(ε−ξk2−Enλ )2+αintk2]
. We verify that
I−~k′,n1,~k,n2 = I−~k,nλ,~k,nλ = 0 and therefore the scatter-
ing rates S−~k′,n1,~k,n2 and S−~k,nλ,~k,nλ are null, proving
that backscattering processes are unlikely. On the other
hand, in an ordinary out-plane spin polarized Rashba ma-
terial, such as the thin films of the BiTeI 3D topological
Figure 3. (color online). Band structure and spin texture
of (a) an out-plane spin polarized Rashba material and (b)
the PbBiI system. The dotted lines in the band structure
represent the energy planes (e1-e3 and e1’-e2’) in which we
show the in-plane spin texture, whose magnitudes are repre-
sented by the size of the arrows. In this arrows and in the
band structure, the color code stands for the normalized 〈Sz〉
spin polarization. The backscattering processes S2 and S3 are
represented by green arrows.
insulator[28], in an energy plane below(above) the band
crossing the bands have opposite(same) in-plane chiral
spin texture (Fig 3a) and therefore, the elastic backscat-
tering S3 is forbidden. Different from PbBiI, in a Rashba
semiconductor, below the band crossing the inelastic
backscattering S2 is allowed and I−~k′,n1,~k,n2 ≈ 1[17, 42],
as represented by the green arrows in Fig 3a.
Far from the Γ point, the R3 symmetry breaking gen-
erates nonlinear terms in the SOC such as the three
order Rashba term hR3(
~k), which induces 〈Sz〉 spin
polarization and hexagonal warping effect in the bulk
states[43, 44], as represented in Fig 3b. Although Sz
spin-polarized increases, the expected value of Sz is still
near zero. Because the 〈Sx〉 and 〈Sy〉 spin flips are re-
quired so that the inelastic scattering process S−~k′,n1,~k,n2
occurs (see Fig 3b), the overlap integral I−~k′,n1,~k,n2 is
still small compared to the value found in an ordinary
Rashba semiconductors and the probability that the scat-
tering process S2 occurs remains low. Analogous to the
surface states of Bi2Te3[44], near the Γ point, the 〈Sz〉
spin-polarization and the warping hexagonal tend to zero
and the only contribution coming from the lack of inver-
sion symmetry is the first order Rashba term, hR1(
~k).
Thus, to obtain the unconventional spin texture near the
Γ point is only enough to consider both Rashba effect
and band inversion, as it was done in eq. 3. According
4Figure 4. (color online). (a) Tight-binding and (b) DFT spin-
texture band structure of an armchair nanoribbon with 98.7
A˚ wide. The color code stands for the spin polarization. (c)
Pictorial representation of edge states with 〈Sz〉 (left) and
〈Sx〉 (right) spin polarization.
to our DFT results, the Rashba spin-splitting is about
60 meV, which are huge compared with the values found
in semiconductors and surprisingly is among the highest
found in 3D systems[21–25, 28]. This value can be in-
creased up to ER ≈ 90 meV applying large compressive
strain (see Supplemental Material).
On the other hand, since the out-plane spin polariza-
tion oscillates according to the C3v symmetry, as oc-
curs in thin films of Bi2Te3[44], at the Γ → M sym-
metry path, the Sz spin component is zero (see Fig 3)
and therefore, inelastic backscattering processes are com-
pletely suppressed. The armchair nanoribbon BZ is par-
allel to the Γ→M symmetry path at the ky axis of the
hexagonal BZ. Thus, scattering processes are dominated
by the Sx spin component and hence, the elastic and
inelastic backscattering is forbidden for bulk and edge
states, as shown in Fig 4. Similarly, the zigzag nanorib-
bon BZ is parallel to the kx axis and therefore, 〈Sx〉 = 0.
Because of the non-zero 〈Sz〉 spin components, there is a
low probability of inelastic backscattering in accordance
with the bulk behavior discussed above (see Supplemen-
tal Material). Because of the strong SOC, the spin and
momentum are constrained to be perpendicular. This
spin-momentum locking implies that Dirac cones of dif-
ferent edges are required to have the same Sx spin tex-
ture and different Sz spin texture of spin in the armchair
nanoribbon, as represented in Fig 4c.
The protected bulk states near the Γ point only ap-
pear in the energy region in which the Rashba effect and
the band inversion point take place. This energy region
overlaps with the bottom of the conduction band, which
is at Γ → M symmetry path, as shown inf Fig 4b. The
bottom of the conduction band and hence, the energy
range in which the unusual spin texture is present can
be modified by applying tensile strain (see Supplemen-
tal Material). Indeed, the inverted bandgap at Γ can be
equal to the bandgap Eg when strain is applied.
It is well established that the Bi-Pb alloy can be re-
alized experimentally maintaining the R3¯m space group
[45, 46]. The Pb-Bi rhombohedral alloy along the [111]
direction can be considered as a stack of PbBi honeycomb
lattices that are weakly bonded (mainly ruled by Van der
Waals type interaction) to each other, similarly to the
bismuth bilayers[47]. The dangling bonds that appear
at the Pb-rich PbBi surface can be eliminated by bond-
ing to iodine atoms and hence, the proposed spin texture
could be observed in the PbBiI system via STM experi-
ments analogously to the observation of Bi-bilayers’ edge
states[47].
The C3v symmetry in the PbBiI system leads to a in-
teraction term different from the BHZ model used to de-
scribe the QHS phase in HgTe/CdTe quantum wells[48].
Although the BHZ model considering the Rashba effect
has been used to describe asymmetric InAs/GaSb/AlSb
quantum wells[49], the consequences of a huge Rashba
spin-splitting and the three order Rashba term in a bulk
inverted band gap, such as the unconventional spin tex-
ture reported here, have been ignored.
In summarizing, the simultaneous presence of a huge
Rashba effect and a inverted bandgap in systems with
C3v symmetry leads to conduction and valence bands
with a Rashba-like spin-splitting with the same helical
in-plane spin texture and with null Sz spin-polarization
at the Γ → M symmetry paths. Thus, the spin tex-
ture in the nanoribbons depends on its orientation. We
find that bulk states are protected by the TR symmetry
and contrary to what happens in most doped QSH sys-
tems, the bulk states do not contribute to the backscat-
tering, opening the way for realizing novel applications of
topological edge states. Additionally, we proposed a new
honeycomb-lattice QSH insulator mechanically stable -
the PbBiI system, which has a large Rashba splitting of
60 meV, a large nontrivial gap of 0.14 eV and hence, it
presents the predicted unconventional spin texture. As
far as we know, the PbBiI system is the first system that
has such spin texture properties in its bulk band struc-
ture.
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