This paper studies the finiteness properties of a reduced-bias estimator for logistic regression that results from penalization of the likelihood by Jeffreys' invariant prior; and it provides geometric insights on the shrinkage towards equiprobability that the penalty induces. Some implications of finiteness and shrinkage for inference are discussed, particularly when inference is based on Wald-type procedures. We show how the finiteness and shrinkage properties continue to hold for link functions other than the logistic, and also when the Jeffreys prior penalty is raised to a positive power. In that more general context, we show how maximum penalized likelihood estimates can be obtained by using repeated maximum likelihood fits on iteratively adjusted binomial responses and totals, and we provide a general algorithm for maximum penalized likelihood estimation. These theoretical results and methods underpin the increasingly widespread use of reduced-bias and similarly penalized logistic regression models in many applied fields. We illustrate the results here in one specific context, a Bradley-Terry model to estimate the relative strengths of NBA basketball teams.
Introduction
Logistic regression (see, for example, McCullagh and Nelder, 1989, Chapter 4 ) is one of the most frequently applied generalized linear models in statistical practice, both for inference about covariate effects on binomial probabilities, and for prediction.
Consider realizations y 1 , . . . , y n of independent binomial random variables Y 1 , . . . , Y n with probabilities of success π 1 , . . . , π n and totals m 1 , . . . , m n , respectively. Furthermore, suppose that each y i is accompanied by a p-dimensional covariate vector x i and that the model matrix X with rows x 1 , . . . , x n has full rank. A logistic regression model has π i = e η i (β) 1 + e η i (β) with η i (β) = p t=1 β t x it (i = 1, . . . , n) ,
where β = (β 1 , . . . , β p ) T is the p-dimensional parameter vector, and x ij is the jth element of x i (i = 1, . . . , n); if an intercept parameter is present in the model then the first column of X is a vector of ones. The maximum likelihood (ML) estimatorβ of β in (1) results from the maximization of the log-likelihood function
(2) Albert and Anderson (1984) categorized the possible settings for the data y 1 , . . . , y n and x 1 , . . . , x n into separated and non-separated, and showed that data separation is a necessary and sufficient condition for the ML estimate to have at least one infinite-valued component. When data separation occurs, standard ML estimation procedures, such as iteratively reweighted least squares (Green, 1984) , can be subject to numerical instabilities mainly due to the occurrence of large, in absolute value, parameter values as the procedures attempt to maximize (2). In addition, inferential procedures that directly depend on the estimates and the estimated standard errors, like Wald tests, can lead to misleading results. Firth (1993) showed that if one penalizes the logistic regression likelihood by Jeffreys' invariant prior, then the resulting maximum penalized likelihood (MPL) estimators have bias of smaller asymptotic order than that of the ML estimator. Specifically, the reduced-bias (RB) estimatorβ results from the maximization of
with W (β) = diag{w 1 (β), . . . , w n (β)}, and where w i (β) = m i ω • η i (β) is the working weight for the ith observation with ω • η i (β) = ω(η i (β)) and ω(η) = e η /(1 + e η ) 2 (i = 1, . . . , n). Heinze and Schemper (2002) , in extensive numerical studies, observed that the RB estimates have finite values even in cases where the ML estimates have infinite components. Based on an argument about parameter-dependent adjustments to y 1 , . . . , y n and m 1 , . . . , m n stemming from the form of the gradient of (3), Heinze and Schemper (2002) conjectured that the finiteness of the RB estimates holds for every combination of data and logistic regression model. Heinze and Schemper (2002) also observed that the RB estimates are typically smaller in absolute value than the corresponding ML estimates, when the latter are finite. These observations are in agreement with the asymptotic bias of the ML estimator in logistic regressions being approximately collinear with the parameter vector (see, for example, Copas, 1988; Cordeiro and McCullagh, 1991) .
Example 1.1 illustrates the finiteness and shrinkage properties of the maximum penalized likelihood estimator in the context of estimating the abilities of NBA basketball teams using a Bradley-Terry model (Bradley and Terry, 1952) .
Example 1.1: Suppose that y ij = 1 when team i beats team j, and y ij = 0, otherwise. The Bradley-Terry model assumes that the contest outcome y ij is the realization of a Bernoulli random variable with probability π ij = exp(β i − β j )/{1 + exp(β i − β j )}, and that the outcomes for the available contests are independent. The Bradley-Terry model is a logistic regression model with probabilities as in (1) for a particular X matrix. The parameter β i can be thought as measuring the ability or strength of team i (i = 1, . . . , T ). Only ability contrasts are identifiable, and an identifiable parameterization can be achieved by simply setting one of the abilities to zero.
We use the Bradley-Terry model to estimate the ability of NBA teams using game outcomes from the regular season of the 2014-2015 NBA conference. For illustrative purposes, we have considered only the 262 games in the conference before 3 December 2014. The latter date is when Philadelphia 76ers made their first win against Minnesota Timberwolves, after 17 consecutive loses. The data was retrieved from www.basketball-reference.com and is also available as part of the supplementary material. The ability of the San Antonio Spurs (the champion team of the 2013-2014 conference) is set to zero, so that β i is the contrast of the ability of team i with San Antonio Spurs. The model is estimated using the iteratively reweighted least squares procedure (Green, 1984) , as implemented in the glm R function with default settings for the optimization. No warning or error was returned during the fitting process. The top panel in the left plot of Figure 1 shows the ML estimates of the contrasts, along with their corresponding nominally 95% individual Wald-type confidence intervals. The contrast for Philadelphia 76ers is the one standing out in the output from glm with a value of −19.24 and a corresponding estimated standard error of 844.97. These values are, in fact, representations of −∞ and ∞, respectively, which is confirmed by the linear programming algorithms in Konis (2007) , as implemented in the detect separation method of the brglm2 (Kosmidis, 2018) R package. The data is separated, with the ML estimates for all teams being finite except that for Philadelphia 76ers, which is minus infinity. A particularly worrying side-effect of data separation here is that if the computer output is used naively, a Wald test for difference in ability between Philadelphia 76rs and San Antonio Spurs results in no evidence of a difference, which is counter intuitive given that the former had no wins in 17 games and the latter had 13 wins in 17 games. In contrast, the RB estimates in the bottom panel of the left of Figure 1 all have finite values and estimated standard errors. The right plot in Figure 1 illustrates the shrinkage of the RB estimates towards zero that has also been discussed in a range of different settings, for example in Heinze and Schemper (2002) and Zorn (2005) .
The apparent finiteness and shrinkage properties of the RB estimator of Firth (1993) , coupled with the fact that the estimator has the same asymptotic distribution that the ML estimator has in general, are key reasons for the increasingly widespread and diverse use of Jeffreys-penalized logistic regression in applied work. Just three recent examples from the more than 300 citations made in 2018 to Firth (1993) , as recorded by Google Scholar, are: (in genomics) Nielsen et al. (2018) , (in criminology) Broidy and Santoro (2018) and (in environmental ecology) Lester et al. (2019) .
However, a definitive theoretical account of those finiteness and shrinkage properties has yet to appear in the literature. Such a formal account is even more imperative in light of recent advances that demonstrate the benefits of the RB estimator in wider contexts than the ones it has been developed for. An example of such an advance is Lunardon (2018) , which explores the performance of bias reduction in stratified settings and shows that bias reduction is particularly effective for inference about a low-dimensional parameter of interest in the presence of highdimensional nuisance parameters. These new theoretical results justify and motivate the use of the RB estimator in even more complex applied settings than the one covered by the framework of Firth (1993) -settings where more involved adjustments such as modified profile likelihoods are the norm for recovering inferential accuracy (see, for example Sartori, 2003) .
This paper formally derives the finiteness and shrinkage properties of RB estimators for logistic regressions only under the condition that model matrix X has full rank. We also provide geometric insights on how the MPL estimators shrink towards zero in relation to the ML estimator, and extensive discussions about the implications of finiteness and shrinkage in inference, especially in hypothesis tests and confidence regions using Wald-type procedures.
We also show how the results extend in a direct way to other commonly-used link functions, such as the probit, log-log, complementary log-log and cauchit whenever the Jeffreys prior is used as a likelihood penalty. In this sense, the paper supplements Chen et al. (2008) on the properties of the Jeffreys prior and of the posterior mode when that prior is used for the modelling of binomial responses. The proofs in this paper also readily extend in cases where penalized log-likelihoods of the form
are used, with a allowed to take values other than 1/2. Such penalized log-likelihoods have proved useful in prediction contexts, where one can tune a in order to deliver better estimates of the binomial probabilities; and they are the subject of ongoing research (see, for example, Elgmati et al., 2015; Puhr et al., 2017) . Finally we derive and discuss an algorithm that provides easy implementation for the maximization of l † (β; a) for general binomial-response generalized linear models, when a is fixed. The algorithm leverages readily available ML implementations -such as the glm function in R (R Core Team, 2018) and the various implementations in the Python modules statsmodels (Seabold and Perktold, 2010) and scikit-learn (Pedregosa et al., 2011) -to perform repeated ML fits on appropriately adjusted binomial responses and totals.
Finiteness of reduced-bias estimators
Let β(s), s ∈ be a path in p such that β(s) → β 0 as s → ∞, where β 0 has at least one infinite component. The theorem below describes the limiting behaviour of the determinant of the expected information matrix X T W (β(s))X as s diverges to infinity, only under the assumption that X is of full rank. An important implication of Theorem 2.1 is Corollary 2.1 that shows the RB estimators for logistic regressions are always finite.
Theorem 2.1: Suppose that X has full rank. Then lim s→∞ |X T W (β(s))X| = 0.
The proof of Theorem 2.1 is given in the Appendix.
Corollary 2.1. Suppose that X has full rank. The vectorβ that maximizesl(β) has all of its components finite.
Proof. The binomial log-likelihood l(β) in (2) is bounded above by zero. Hence, according to Theorem 2.1 and expression (3),l(β(s)) → −∞ as β(s) → β 0 . Such a setting for β is always Table 1 : Common link functions and the corresponding forms for G(η) and ω(η). For all the displayed link functions, ω(η) vanishes as η diverges.
Link function
dominated, by a choice b with finite components for whichl(b) takes a finite value. Hence, the maximizer ofl(β) must have finite components.
Corollary 2.1 also holds for any fixed a > 0 in (4). As a result, the MPL estimators from the maximization of l † (β; a) in (4) have always finite components for any a > 0.
Despite its practical utility, the finiteness of the RB estimator results in some notable, and perhaps undesirable, side-effects on Wald-type inferences based on the RB estimator that have been largely overlooked in the literature. The finiteness ofβ implies that the estimated standard errors s t (β) (t = 1, . . . , p), calculated using the square roots of the diagonal elements of the inverse of X T W (β)X, are also always finite. Since y 1 , . . . , y n are realizations of binomial random variables, there is always only a finite number of values that the estimatorβ can take for any given x 1 , . . . , x n . Hence, there will always be a parameter vector with large enough components that the usual Wald-type confidence intervalsβ t ± z 1−α/2 s(β), or confidence regions in general, will fail to cover regardless of the nominal level α that is used. This has also been observed in the complete enumerations of Kosmidis (2014) for proportional odds models which are extensions of logistic regression for ordinal responses; and it is also true when the penalized likelihood is profiled for the construction of confidence intervals, as is proposed, for example, in Heinze and Schemper (2002) , and in Bull et al. (2007) for multinomial regression models.
Shrinkage of reduced-bias estimators in logistic regreession
The following theorem is key when exploring the shrinkage properties of the RB estimator that have been illustrated in Example 1.1.
Theorem 3.1: Suppose that X has full rank. Then i) The function |X T W (β)X| is globally maximized at β = 0.
ii) IfW (π) = diag{m 1 π 1 (1 − π 1 ), . . . , m n π n (1 − π n )}, then |X TW (π)X| is log-concave on π.
The proof of Theorem 3.1 is in the Appendix. Consider estimation by maximization of the penalized log-likelihood l † (β; a) in (4) for a = a 1 and a = a 2 with a 1 > a 2 ≥ 0. Let β (a 1 ) and β (a 2 ) be the maximizers of l † (β; a 1 ) and l † (β; a 2 ), respectively and π (a 1 ) and π (a 2 ) the corresponding estimated n-vectors of probabilities. Then, by the concavity of log |X TW (π)X|, the vector π (a 1 ) is closer to (1/2, . . . , 1/2) T than is π (a 2 ) , in the sense that π (a 1 ) lies within the hull of that convex contour of log |X TW (π)X| containing π (a 2 ) . With the specific values a 1 = 1/2 and a 2 = 0 the last result refers to maximization of the likelihood penalized by Jeffreys' invariant prior and maximization of the un-penalized likelihood, respectively. Hence, use of RB estimators for logistic regressions has the effect of shrinking towards the equiprobability model, relative to ML. Shrinkage here is according to a metric based on the expected information matrix rather than to a Euclidean distance. Hence, the RB estimates are only typically -rather than always -smaller in absolute value than the corresponding ML estimates.
If the determinant of the inverse of the expected information matrix is considered as a generalized measure of the asymptotic variance, then the estimated generalized asymptotic variance at the RB estimates is always smaller than the corresponding estimated variance at the ML estimates. Hence, approximate confidence ellipsoids, based on asymptotic normality of the RB estimator, are reduced in volume.
Fineteness and shrinkage for non-logistic link functions 4.1 Finiteness
The results in Theorem 2.1 and Corollary 2.1 readily extend to more link functions than the logistic. Specifically, if G(η) = e η /(1 + e η ) in model (1) is replaced by an at least twice differentiable and invertible function G :
→ (0, 1), then the expected information matrix has again the form X T W (β)X but with working weights w i (β) = m i ω(η i (β)) (i = 1, . . . , n)
where ω(η) = g(η) 2 /{G(η)(1 − G(η))} and g(η) = dG(η)/dη. If the link function is such that ω(η) → 0 as η diverges to either −∞ or ∞, then the proofs of Theorem 2.1 and Corollary 2.1 in the Appendix apply unaltered to show that when the penalty is Jeffreys invariant prior, lim s→∞ |X T W (β(s))X| = 0 and the MPL estimates have finite components, respectively. The logit, probit, complementary log-log, log-log and cauchit links are some commonly-used link functions for which ω(η) → 0. The functions G(η) and ω(η) for each of the above link functions are shown in Table 1 .
Shrinkage
The result that the determinant of the expected information matrix is maximized at zero in Theorem 3.1 holds also for more link functions than the logit. In particular, for any link function for whichω(z) = g(G −1 (z)) 2 /{z(1 − z)}, z ∈ (0, 1) is maximized at some value z 0 ∈ (0, 1), the same arguments as in the proof of result i) in Theorem 3.1 (see Appendix for the proof) can be used to show that |X TW (π)X| is globally maximized at (z 0 , . . . , z 0 ) T . In addition, directly from the proof of Theorem 3.1, a sufficient condition for the log-concavity of |X TW (π)X| for non-logit link functions is thatω(z) is concave.
Maximum penalized likelihood as repeated maximum likelihood
The MPL estimates, for full rank X, can be computed by direct numerical optimization of the penalized log-likelihood l † (β; a) in (4). Nevertheless, the particular form of the Jeffreys prior allows the convenient computation of MPL estimates by leveraging readily available ML implementations for binomial-response generalized linear models. If G(η) = e η /(1 + e η ) in model (1) is replaced by any invertible function G : → (0, 1) that is at least twice differentiable, then differentiation of l † (β; a) with respect to β t (t = 1, . . . , q)
gives that the MPL estimates are the roots of
where
If we temporarily omit the observation index and suppress the dependence of the various quantities on β, the derivatives of l † (β; a) are the derivatives of the binomial log-likelihood l(β) with link function G(η), after adjusting the binomial response y to y + 2ah(q − 1/2). Hence, the MPL estimates can be conveniently computed through repeated ML fits where, at each repetition, i) the adjusted responses are computed at the current parameter values; and ii) the ML estimates of β are computed at the current value of the adjusted responses.
However, depending on the sign and magnitude of 2ah(q − 1/2), the adjusted response can be either negative or greater than the binomial total m. In such cases, standard ML implementations are either unstable or report an error. This is because the binomial log-likelihood is not necessarily concave when y < 0 or y > m for at least one observation, when a link function with concave log(G(η)) and log(1 − G(η)) is used (see, for example, Pratt, 1981, Section 5, for theorems on concavity of the log-likelihood in binomial-response models and discussion). Logit, probit, log-log, and complementary log-log are link functions of this kind.
Such issues with the use of repeated ML fits can be avoided by noting that expression (5) Proof. For b as in Theorem 5.1, the adjusted responses and totals (6) have the form
The result follows for any value of q, because 0 ≤ h ≤ 1 and 0 ≤ π ≤ 1.
Algorithm 1 shows how repeated ML fits can be used to optimise the l † (β; a) for any supplied a and link function G(η). The variance-covariance matrix of the MPL estimator can be obtained as (R R) −1 , where R is the upper triangular matrix from the QR decomposition in step 17 of Algorithm 1 at the final iteration.
If, in addition to full rank X, we require that X has a column of ones and g(η) is a unimodal density function, then it can be shown that if the starting value of the parameter vector β in Algorithm 1 has finite components, then the values of β computed at step 22 will also have finite components at all iterations. This is a consequence of the fact that, in that case, the adjusted responses and totals in (6) are such that 0 <ỹ <m and, hence, solutions with Algorithm 1 Repeated ML fits for the maximization of l † (β; a) in (4). The inputs y, m, X, a, G, g, gdash are y = (y 1 , . . . , y n ) , m = (m 1 , . . . , m n ) , X, a in (4), G(η), g(η) and g (η), respectively, and ||.|| is the L 2 norm. The starting vector for β is b and is a small positive constant. ML is any maximum likelihood procedure. Q ← orthogonal matrix from the QR decompositon of V Go to 6 28: end if 29: end procedure infinite components are not possible. The strict inequalities 0 <ỹ <m hold because, under the aforementioned conditions, w i (β) > 0 and X W (β)X is positive definite for β with finite components. Then, Magnus and Neudecker (1999, Chapter 11, Theorem 4) on bounds for the Rayleigh quotient gives the inequality h i (β) ≥ w i (β)x i x i λ(β) > 0 (1, . . . , n), where λ(β) is the, necessarily positive, minimum eigenvalue of (X W (β)X) −1 .
Algorithm 1 has the correct stationary point even if, at its step 22, full ML estimation is replaced by a step that just increases the log-likelihood, such as a single step of iteratively reweighted least squares for the adjusted responses and totals (see, also, Firth, 1992, for a special case of such a scheme in logistic regressions with a = 1/2).
The starting values for Algorithm 1 can be set to the maximum likelihood estimates after adding a small positive constant to all binomial responses, and twice that constant to the totals. Table 2 shows the values of the adjusted responses and totals for the first 6 games of Philadelphia 76ers at the first 6 iterations of Algorithm 1, when computing the RB fit shown in Figure (1) . The starting values (iteration 0) are the ML estimates of the ability contrasts after adding 0.01 and 0.02 to the actual responses and totals, respectively. Finally, we note here that for a = 1/2, Algorithm 1 can be used for computing the posterior normalizing constant when implementing the importance sampling algorithm in Chen et al. (2008, Section 5) for posterior sampling of the parameters of binomial-response generalized linear models with Jeffreys' prior.
Illustration of shrinkage
The left plot of Figure 2 showsω(z) and z 0 for the various links. The plot for the log-log link is the reflection of the one for the complementary log-log through z = 0.5. As is apparent,ω(z) is concave for the logit, probit and c-log-log links but not for the cauchit link. The right plot of Figure 2 visualizes the shrinkage induced by the penalization by Jeffreys' invariant prior for the logit, probit, complementary log-log and cauchit links. For each link function, we obtain all possible fitted probabilities from a complete enumeration of a saturated model with π i = G(β 1 + β 2 x i ) (i = 1, 2), where x 1 = −1, x 2 = 1, m 1 = 9 and m 2 = 9. The grey curves are the contours of log |X TW (π)X|. An arrow is drawn from each pair of estimated probabilities based on the ML estimates to the corresponding pair of estimated probabilities based on MPL estimates, to demonstrate the induced shrinkage towards (z 0 , z 0 ) . Despite the fact thatω(z) is not concave for the cauchit link, the fitted probabilities still shrink towards (z 0 , z 0 ) = (1/2, 1/2) . 
Discussion
This paper presents definitive results on the finiteness properties of the RB estimator of Firth (1993) in logistic regressions, and provides geometric insights on the shrinkage that penalization delivers. We have also discussed the direct implications that finiteness and shrinkage of the RB estimator have in inference, particularly when this is based on Wald-type procedures. As discussed in Section 4, the finiteness and shrinkage results extend directly to other link functions under general conditions on the limiting behaviour of the working weights and on their concavity when viewed as a function of the corresponding binomial probabilities. Elgmati et al. (2015) and Puhr et al. (2017) study the coefficient path defined by maximization of the penalized log-likelihood (4) for a grid of values for a. Use of this path can be attractive in prediction contexts. From the discussion in Section 3, shrinkage towards equiprobability according to an expected information metric will get stronger as a increases. Following from Example 1.1, Figure 3 shows the paths of the team ability contrasts as a varies from 0 to 5. In accord with the theoretical results in this paper the estimated ability contrasts are finite for every a > 0 and they shrink towards zero as a increases. Formal procedures for selecting a in predictive and inferential contexts for binomial regression models are the subject of ongoing investigations. Figure 3 : Paths for the estimated ability contrasts from the maximization of (4) for a ∈ (0, 5]. The dashed line is at zero and the dotted line is at a = 0.5, identifying the RB estimates on the paths.
Supplementary material
The supplementary material includes the R code and data to reproduce all numerical results and figures in the paper and is available for download at http://www.ikosmidis.com/files/ finiteness-jeffreys-supplementary-v1.0.zip.
vectors a ∈ p and b ∈ p with finite components such that a + bs → β 0 . So, X (2) a + X (2) bs → c as s → ∞ which is possible if and only if X (2) b = 0. Hence X (2) has rank smaller than p and |X T (2) W (2) (β(s))X (2) | = 0 for all s. The result follows because |X T (2) W (2) (β(s))X (2) | = 0 for all s and |X T
(1) W (1) (β(s))X (1) | → 0 as s → ∞. If either one of R 1 and R 2 is empty the result is the same.
Proof of Theorem 3.1
The sum of m independent Bernoulli distributions with probability π is binomial with index m and probability π. For this reason and without any loss of generality, the proof proceeds with m i = 1 so that w i (β) = ω(η i (β)) (i = 1, . . . , n).
For proving i) decompose X as X = QR, where Q is a n×p matrix with orthonormal columns (Q T Q = I p where I p is the p × p identity matrix) and R is a p × p non-singular matrix. This decomposition is always possible because X has full rank by assumption. Then |X T W (β)X| = |Q T W (β)Q|/|R| 2 . The functions |X T W (β)X| and |Q T W (β)Q| will have stationary points of the same kind and at the same values of β, because |R| 2 > 0 does not depend on β.
Denote the ordered set of quadratic weights as w (1) (β), . . . , w (n) (β) with w (1) (β) ≤ . . . ≤ w (n) (β). The Poincaré separation theorem (see, for example Magnus and Neudecker, 1999, Chapter 11 , Theorem 10 for statement) and the positive definiteness of W (β) for β ∈ p imply that p t=1 w (t) (β) ≤ |Q T W (β)Q| ≤ p t=1 w (n−p+t) (β) .
Note that 0 ≤ ω(η) ≤ 1/4, with the upper bound achieved when η = 0. It follows that p t=1 w (t) (β) ≤ 1/4 p and p t=1 w (n−t+t) (β) ≤ 1/4 p and that, at β = 0 inequalities (8) become 1/4 p ≤ |Q T W (0)Q| ≤ 1/4 p . The proof of i) concludes by noting that |Q T W (0)Q| = 1/4 p which is the maximum value that |Q T W (β)Q| can take.
For proving ii), note thatω(z) = z(1 − z) is concave. Hence, for θ ∈ (0, 1), θ * = 1 − θ and any pair of n-vectors of probabilities π and ρω(θπ i + θ * ρ i ) ≥ω(θπ i ) +ω(θ * ρ i ) (i = 1, . . . , n). Lemma 9.1 can then be used to show that X TW (θπ + θ * ρ)X ≥ θX TW (π)X + θ * X TW (ρ)X ,
The result in ii) follows from Magnus and Neudecker (1999, Chapter 11,Theorem 25) which can be used to show that θX TW (π)X + θ * X TW (ρ)X ≥ X TW (π)X θ X TW (ρ)X θ * . Lemma 9.1. If A and B are both diagonal n × n matrices with non-negative diagonal elements {a r } and {b r }, respectively , and a r ≥ b r , for every r ∈ {1, . . . , n}, then, if X is a n × p matrix, |X T AX| > |X T BX| .
Proof. Since A ≥ B, elementwise, A = B+C, where C is a diagonal matrix with non-negative entries. Furthermore, X T AX, X T BX and X T CX are positive semidefinite, by the non-negativity of the diagonal elements of A, B and C, respectively. Hence, by Magnus and Neudecker (1999, Chapter 11, Theorem 9) , λ t X T AX ≥ λ t X T BX (t = 1, . . . , p), where λ t (D) denotes the t'th eigenvalue of the matrix D. Since the determinant of a matrix is the product of its eigenvalues the result follows.
