Temporal Downscaling of Soil Carbon Dioxide Effl ux Measurements Based on TimeStable Spa al Pa erns
Soil CO 2 effl ux at a fi eld site is o en computed as the average of successive chamber measurements at several points to overcome the eff ects of spa al variability and microclima c disturbances. As a consequence, the resul ng data set has a coarser resolu on in space (one average per site) and me than the raw data set. The devia ons between raw measurements and the fi eld average may provide addi onal insights, however, if they can be decomposed into a me-stable part, characterizing the spa al pa ern of emission strengths, and a dynamic part, characterizing rapid changes in soil CO 2 effl ux. We evaluated data from several measurement campaigns in an agricultural landscape. First, we determined the persistence of spa al CO 2 effl ux pa erns and found that ≥50% of spa al variance was stable for at least 1 d in all examined crop and fi eld types. For fi elds where vegeta on and gradients in soil proper es determined the spa al varia on in CO 2 effl ux, some correla on was s ll found a er 10 d. In a next step, we removed the me-stable pa erns from the raw me series. The resul ng es mate of instantaneous area-average soil respira on closely resembled the conven onal spa otemporal fi eld average on days without rapid changes in meteorologic condi ons. On days with fl uctua ons of radia on and temperature, in contrast, soil respira on reacted on a me scale from instantaneous to about 1 h. Based on a discussion of poten al mechanisms underlying these reac ons for a wheat (Tri cum aes vum L.) and a sugarbeet (Beta vulgaris L. ssp. vulgaris) stand, we suggest that the proposed downscaling methodology, in combina on with exis ng decomposi on techniques, may help to examine the short-term dependence of heterotrophic and root respira on on radia on, temperature, and rain.
Abbrevia ons: NEE, net ecosystem exchange.
Greenhouse gas effl ux from the soil has been shown to be highly variable in space, even at small scales and within apparently homogeneous ecosystems (Folorunso and Rolston, 1984; Rochette et al., 1991; Xu and Qi, 2001; Khomik et al., 2006; Herbst et al., 2009) . To obtain a time series of average fi eld-scale effl ux, it is therefore increasingly common to sample a large number of measurement points. Typically, this is achieved either by manual surveys using a mobile chamber system or by connecting several fi xed chambers to a central gas analyzer via a multiplexing unit. In both cases, measurements are taken consecutively at diff erent locations. Th is procedure is mainly a consequence of practical constraints, e.g., the number of analyzing units available, but it also allows the microclimate of each measurement point to be left undisturbed while the other measurements are taken.
As a consequence of this acquisition procedure, the resulting data set consists of individual fl ux measurements that are never available for two locations at exactly the same point in time. Typically, raw values are averaged across the time it takes to measure all the locations. Th e resulting aggregated data set has a reduced spatial (one value per analyzing unit) and temporal (one value per round) resolution but benefi ts in terms of accuracy from the number of individual measurements included.
For many applications, such low-resolution data sets are suffi cient or even desirable. For example, many predictive C turnover models operate on a time step of an hour or longer (Weihermüller et al., 2010) and are therefore best compared with aggregated data sets. Aggregation to daily averages has also been suggested for the empirical determination of the temperature sensitivity of soil respiration from fi eld experiments to avoid errors that can be introduced by the choice of the temperature measurement depth (Graf et al., 2008) .
Soil carbon dioxide effl ux is o en computed as an area average of successive chamber measurements at many points. Because the devia on of each point from this average remains stable for a certain me period, subtrac on of an expected value for each point can be used to es mate a me series of the area average at the temporal resolu on of the raw measurements.
Th ere are many other open questions that require a high resolution in time or space (cf. Subke et al., 2003) , however. For example, soil CO 2 effl ux has been suggested to react faster to the onset of rain than would be expected from column-averaged moisture sensitivity (e.g., Lee et al., 2004; Jarvis et al., 2007) . To relate soil respiration to the presence of plant roots or nutrient availability and C pool size, spatial patterns of both variables have been used (Baldocchi et al., 2006) . In such studies, confounding eff ects due to the temporal evolution of soil respiration are undesirable.
In this study, we applied a simple time-space decomposition scheme to estimate the area-averaged soil CO 2 effl ux at a high temporal resolution. This technique is based on the prerequisite that the spatial pattern of deviations from the area average remains stable longer than the time needed to repeat a round of measurements. Such temporal stability of spatial patterns has been described for soil moisture (Vachaud et al., 1985; Schneider et al., 2008) and, more recently, also for soil respiration (Herbst et al., 2009) . We used this time stability to remove systematic spatial variability from the raw data set. Th e untreated and treated data sets were compared with various environmental variables that may aff ect soil CO 2 effl ux at a short temporal scale.
Materials and Methods

Study Site
Repeated manual surveys of soil CO 2 effl ux on measurement transects comprising between nine and 30 points were performed in 2006 to 2008. All measurements presented here originated from an agriculturally dominated area of about 10 by 10 km (Fig. 1) within the River Rur catchment of the TERENO network of terrestrial research observatories (Bogena et al., 2006) .
Measurements were made on a western site (50°51´ N, 6°24´ E, 114 m above sea level) or an eastern site (50°52´N, 6°27´ E, 105 m above sea level). Each site consisted of a sugarbeet and a winter wheat fi eld equipped with transects for soil respiration measurements (chamber measurements) and a micrometeorological station (ancillary measurements). Th e western site was homogeneous and flat, with a maximum altitude difference of <1 m within each transect. At the eastern site, the southern transects crossed a gentle terrain step with an altitude diff erence of about 4 m between the lower and the higher (eastern) part. Th is led to a marked diff erence in stone content (particles >2 mm) from >55% in the higher to <5% in the lower part of the fi elds. Th e texture of the soil (<2 mm) was silt loam at all sites according to the USDA classifi cation. On the eastern site, an additional maize (Zea mays L.) fi eld (August 2007) and a long-term bare soil fi eld ( , Graf et al., 2008 were sampled.
An overview of the measurements used in this analysis is given in Table 1 . In 2006, only Field 5 was sampled with a transect of 19 points. In August 2007, simultaneous measurements were performed on straight, nine-point transects on Fields 0 (bare soil aft er winter wheat harvest), 1 (sugarbeet), and 2 (maize). In 2008, simultaneous measurements were performed on one wheat and one sugarbeet fi eld on either the western or the eastern site. As these measurements comprise different stages of vegetation development, the cropping history will be described in more detail. Winter wheat (western site, 'Hattrick'; eastern site, 'Raspail') was sown in September 2007 and harvested in August 2008. Sugarbeet ('Lucata') was sown in April 2008 and harvesting began well aft er the end of our soil respiration measurements in September 2008. Our measurements covered a period aft er seeding of both crops until shortly aft er harvesting of winter wheat. During harvesting of the western wheat fi eld (13-14 August), soil CO 2 effl ux collars were removed and manually inserted again into their original position within 1 h.
Chamber Measurements
At each measurement point, a polypropylene collar of 10-cm depth and 20-cm i.d. was installed such that the upper edge protruded 2 cm above the average soil surface. Collars were installed 2 wk before the fi rst measurements and were kept free of plants as much as possible. Leaves of surrounding plants overshadowing the collar were not removed to maintain a representative microclimate. For each measurement day and fi eld, one LI-8100 chamber system with manual survey chamber (Li-Cor, Lincoln, NE) was used to measure the soil CO 2 effl ux. Th e pressure vent of this chamber system is designed to avoid systematic errors related to ambient wind conditions . Th e survey chamber was placed on a collar and closed for 2 min. Th e increase in the CO 2 concentration in the chamber headspace was measured from the start of the closing procedure until reopening and the measured CO 2 concentration was corrected for water vapor dilution. A 1-min pause between each chamber measurement was used to locate the next measurement point and to automatically purge the tubes. Th erefore, the interval between measurements was 3 min and the maximum number of 30 points per transect was sampled in 1.5 h. Th is procedure was repeated up to six times per day. In August 2007, when each round required only 30 min, up to 13 repetitions per transect were performed each day.
Soil CO 2 effl ux was calculated by fi tting a linear regression to the CO 2 concentration measured from 30 s aft er closure until reopening. Other nonlinear analysis methods have been proposed to correct for a possible bias introduced by the eff ect of the increasing chamber headspace CO 2 concentration on the vertical CO 2 gradient and the associated fl ux (e.g., Liu and Si, 2009) . Th ese nonlinear analysis methods have been found to be less robust, however, and more sensitive to the analysis start time than linear regression (e.g., Venterea et al., 2009) . Systematic saturation eff ects were not observed in this study, which was expected because of the short closure time and the fi ne-textured soils. Th erefore, we preferred the linear analysis method in this study.
Before the beginning of each measurement, a type E thermocouple that was part of the system was inserted into the soil to a depth of 3 cm beside each collar, and the temperature was recorded throughout the chamber closure time every second and averaged. Th e thermocouples were wrapped in tube insulation foam except for the bottom 3 cm to reduce radiative heating and to standardize the insertion depth. Typically, soil moisture was measured directly beside each collar once per measurement day. Th e probe design and resulting averaging depth varied in 2006 and 2007 (time domain refl ectometry, capacitance, or theta probes). We only briefl y report results from 2008, which were consistently measured with a theta probe (6-cm rod length, Delta-T, Cambridge, UK) with six repetitions per collar.
Downscaling Algorithm
Th e fi eld methodology described above provided one to three simultaneous data sets of the structure outlined in Fig. 2 per measurement day, one for each crop, each measured with another Li8100 unit. Th e number of measurements per round (N 1 ) and rounds per day (N 2 ) are provided in Table 1 ; the raw data time step (Δt 1 ) was always 3 min (see above) and Δt 2 = Δt 1 N 1 = 30 to 90 min. Th e measurements on the long-term bare soil fi eld diff ered from all other measurements in that individual rounds were typically separated by about 1 wk.
By choosing the number of measurement points N 1 and their spatial distribution such that the study site was well characterized (e.g., Herbst et al., 2009) , the average CO 2 effl ux of N 1 measurements is a reasonable estimate of the temporally and spatially averaged effl ux of the fi eld. By repeating this process N 2 times, a time series of fi eld-averaged soil respiration was generated, which fi ltered out any temporal variability at scales smaller than Δt 2 .
So far, data processing refl ected common practice. To increase the temporal resolution of the time series, it is helpful to consider soil CO 2 effl ux at every point in time and space as composed of terms that change at diff erent scales:
where R is the instantaneous effl ux at the ith point and time t; R denotes temporal averaging across time period Δt 2 , and R′denotes short-term deviations from this temporal average. Likewise, R denotes spatial averaging across all N 1 points and `R deviations at single points from this spatial average. Using these defi nitions, R is the commonly estimated spatiotemporal fi eld average, R′ is the instantaneous space-average deviation from this value, and `R is the local time-average deviation of each point from the spatial average. Th e residual variation term ε includes measurement errors as well as Table 1 . Parameters of measurement transects. Horizontal point-to-point distance was always 10 m. Point 1 was always the easternmost point of the northern row and further point numbering was counterclockwise. fl uctuations that are both local and instantaneous. If a sudden change in meteorologic conditions causes a sudden change in CO 2 effl ux all across the study site, R′ will increase. If a measurement point is characterized by consistently higher effl ux than others due to its C pool composition or root length density, its `R value will be higher.
If a local event, such as the sudden clearing of a major diff usion path by draining water, causes an outburst of CO 2 , ε will increase.
All the terms in Eq. [1] would be known only if simultaneous measurements with N 1 instruments were available, which is typically not the case. Instead, only a sparse data matrix, as sketched in Fig. 2 , will be known. It is common, however, to calculate R from these data and methods are available to estimate the accuracy of this estimate, which will increase with increasing N 1 (Rodeghiero and Cescatti, 2008; Herbst et al., 2009) . Moreover, if the whole survey is repeated N 2 times, the temporal stability with which a point over-or underestimates R can be quantifi ed (Vachaud et al., 1985; Cosh et al., 2006; Schneider et al., 2008) . Th e average deviation of each point is a conservative estimate of R . We used the median rather than the arithmetic mean because it is more robust against small N 2 and nonnormal distributions of R′ + ε. By removing this term from the original raw data R(t,i), the unknown fast time series of space-averaged effl ux can be approximated:
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Due to the presence of ε and the use of a conservative estimate for `R , the resulting time series will still be contaminated by unwanted fl uctuations that do not relate to the area-averaged effl ux; however, we can make use of the fact that these fl uctuations should be free of any spatial or temporal autocorrelation aft er the removal of `R . Th erefore, we can now apply an additional simple fi ltering technique with a short time constant. In this example, we applied a three-value median fi lter to each value of R(t,i) − `R (i) and its preceding and successive values. Th e eff ective temporal resolution will then only slightly reduce to 3Δt 1 , i.e., 9 min. Th e direct application of such a fi lter to the measured R(t,i) values might have removed real fl uctuations of R (t) and would have required an averaging time that was at least equivalent to the number of successive points that were spatially correlated.
Th ere are several points of attention when determining R (t). First, if all N 2 surveys are made during a time of day (or year) with a consistent temporal trend in R (t), then calculating `R from the deviations of each point from the block average of each survey would mistakenly move the variance from R (t) to `R (i). Running averages, on the other hand, would have the disadvantage that the eff ective number of surveys reduces to N 2 − 1 because no contributions can be calculated for the fi rst half of the fi rst and the second half of the last survey. Th erefore, we computed the linear trend through all block averages and removed it from each raw value before determining `R (n), adding it again when calculating R (t).
Second, it should be noted that the processes underlying soil respiration and consecutive CO 2 effl ux measurements do not necessarily work in a way such that the terms in Eq.
[1] are additive. Instead of regarding R′ (t) and `R (i) as additive terms for R , we could also regard them as modifying factors and use multiplication instead of addition in Eq.
[1]. Mathematically, this is equivalent to logarithmically transforming R(t,i) before applying Eq.
[1] and all the steps described thereaft er. Due to their lognormal probability distribution and approximately exponential relation to temperature, soil respiration data are oft en analyzed in a log-transformed way (e.g., Herbst et al., 2009) . In this study, we used log-transformed values in Eq.
[1]. An overview of all the processing steps is given in Table 2 , and a more detailed description of each step is given in the Appendix.
Ancillary Measurements
To assess the plausibility of short-term changes in area-averaged soil CO 2 effl ux obtained with the downscaling algorithm, it is helpful to screen variables that may aff ect soil respiration at the temporal scale of interest. We used data from micrometeorological stations located in the four positions shown in Fig. 1 and from a mobile spectrometer measuring photosynthetically active radiation and sun-induced chlorophyll fl uorescence at one fi eld site.
Th e micrometeorological station in Field 1 provided air temperature (CS215, Campbell Scientifi c, Logan, UT) and global radiation (SP-LITE, Kipp & Zonen, Delft , the Netherlands). Th is station, another fi xed station in Field 4, and a roving station positioned in either Field 0 or Field 3 depending on where the chamber measurements took place, also contained eddy covariance equipment consisting of a CSAT3 sonic anemometer (Campbell Scientifi c, Logan, UT) and a Li7500 open-path infrared gas analyzer for water vapor and CO 2 (Li-Cor, Lincoln, NE). Th e mounting heights of these instruments varied from 1.45 to 2.5 m (turbulence sensors) among stations and measurement days. Raw turbulence data were logged at a temporal resolution of 20 Hz. Th e CO 2 fl ux (net ecosystem exchange) was calculated from the turbulence data by the eddy covariance method. Because the eddy covariance stations were operated by diff erent research groups, either the soft ware TK2 (Mauder and Foken, 2004) or ECpack (van Dijk et al., 2004) was used to analyze the data. Analysis of a reference data set provided similar results. We applied corrections for the sensible heat fl ux (Schotanus et al., 1983) and the infl uence of air density fl uctuations on the other scalar fl uxes (Webb et al., 1980) . For the adjustment of the vector coordinate system, we used the double rotation method (Kaimal and Finnigan, 1994) . Th e planar fi t method, aft er Wilczak et al. (2001), was not used because in some cases the time during which a station was operated at a single location was considerably shorter than recommended for this method.
Measurements of plant canopy radiometric response were taken over either sugarbeet or winter wheat several times a day to determine the diurnal patterns of the photosynthetic activity of the plants. To record the refl ected radiation, a FieldSpec Pro 3 high-resolution spectroradiometer (ASD Inc., Boulder, CO) with a spectral domain of 350 to 2500 nm, a nominal bandwidth of 1.4 nm (350-1050 nm), and a fi eld-of-view of 25° was used. A calibrated Spectralon panel (25 by 25 cm) served as white reference to estimate incident irradiance. To perform comparable measurements during a diurnal cycle, the fi ber-optic sensor of the instrument was mounted on a robotic arm approximately 1 m above the canopy. Daily cycles of four different spots with about 0.5-m diameter each were collected. Th e acquired data set consisted of spectral records from four canopy areas, bracketed by measurements of the reference panel. At each position, 10 single spectra were recorded and each spectrum was averaged from 25 individual measurements. Th e integration time was automatically optimized during the day to maximize the signal-to-noise ratio.
Chlorophyll fl uorescence is emitted from a photosynthetically active leaf in the red and near-infrared under natural sunlight. Th e emitted fl uorescence signal is linked to the energy used for photosynthesis and can be distinguished as an indicator for the photosynthetic activity of plants.
To derive the sun-induced chlorophyll fl uorescence (F S ) we used the modifi ed Fraunhofer line detection method proposed by Maier et al. (2003) in the O 2 absorption band (O 2 -A band) at 760 nm, where incoming radiation light is highly reduced because of the O 2 of the atmosphere. Th is approach assumes that F S is additive to the refl ected signal and can be derived by comparing the depth of r e t r a n s f o r m † R , time-space average; N 1 , number of measurement points; `R , time-averaged spatial deviation of each point from R ; R′ , estimated instantaneous deviation of space average from R ; ε, residual term including errors and local, instantaneous deviations from R ; Δt 3 , pattern stability duration.
the O 2 absorption band at 760 nm from a nonfl uorescent surface (the reference panel) with that of the fl uorescent vegetation target.
Results and Discussion
Diurnal and Seasonal Pa erns
To place the results in a larger context, we fi rst discuss our fi ndings at conventional time scales without using the downscaling algorithm. Figure 3 gives the averages of each 90-min round of chamber measurements for all measurement days in 2008, where both a sugarbeet and a winter wheat fi eld were measured simultaneously.
Soil CO 2 effl ux in sugarbeet and winter wheat roughly followed the same diurnal course, with a peak aft er solar noon (1134 h). Th e most exceptional peak in sugarbeet on 6 May was accompanied by a high variance of the contributing point measurements and is discussed in detail below. Th e absolute magnitude of soil respiration was clearly diff erent for sugarbeet and winter wheat in the fi rst (spring) part of the measurement campaign. At this time, the sugarbeet fi eld was still close to the bare soil state, and therefore the measured total soil respiration was dominated by heterotrophic soil respiration. On average, soil respiration in the adjacent winter wheat fi eld was 2.8-fold higher, indicating that the majority was either directly contributed by root respiration or initiated by root exudation.
It is noteworthy that wheat soil respiration was only about half as high in the following two campaigns (early and late summer). Th is decrease could not be explained by soil moisture, which showed no matching temporal trend, with a fi eld-average minimum of 0.15 m 3 m −3 on 2 July and a maximum of 0.25 m 3 m −3 on 14 August in the uppermost 6 cm (data not shown). Th e same applies to soil temperature, which covaried with soil respiration on a diurnal scale but reached its highest daily averages on 1 and 2 July, when wheat soil respiration had already decreased. Given the fact that soil respiration changed little during the second and third campaigns, although the wheat was harvested before the third campaign, the most likely explanation is that root-related soil respiration had already decreased in June, when yellowing of the wheat plants began. Assuming that, on a seasonal time scale, the pattern of total soil respiration agreed well with that of total ecosystem respiration, these results agree well with data presented by Aubinet et al. (2009) . Th ey found that the ecosystem respiration of wheat was much higher than that of sugarbeet until June; however, it decayed rapidly toward a post-harvest level in July.
In contrast, the seasonal course of sugarbeet soil respiration indicated that sugarbeet roots added less to soil respiration. At the end of June, the diff erence between sugarbeet and wheat became insignifi cant, which was in part related to a decrease in respiration for wheat. Again, this is in agreement with the total ecosystem respiration of sugarbeet as observed by Aubinet et al. (2009) , which reached only about half of the peak strength of the wheat year, although the diff erence in gross primary productivity between both crops was much smaller.
Our measurements of net ecosystem exchange (NEE) further indicated the possible contribution of root respiration (lower panel of Fig. 3 ). It should be noted that, especially during days with little or no photosynthesis, these data should be interpreted with care due to the limited fi eld size. It is a common problem that the NEE measured by eddy covariance on a bare soil fi eld can be aff ected notably by photosynthesis fl uxes of adjacent fi elds because of their larger magnitude, even if the contribution of these fi elds to the footprint of the eddy covariance station is small (e.g., Reth et al., 2005) . Allowing for such uncertainties, the eddy covariance fl uxes around zero corroborated the assumption that the small sugarbeet seedlings did not show signifi cant photosynthetic activity during the spring campaign. Sugarbeet and wheat NEE values showed similar magnitudes during the second (early summer) campaign, again in accordance with the results of Aubinet et al. (2009) on gross primary productivity during this time of the year.
It is interesting to note that there was a period of at least 8 d (24 June-1 July) where wheat soil respiration was already sharply diminished while wheat NEE was still as high as during the fi rst (spring) campaign. Given our hypothesis that the seasonal development of soil respiration under wheat was largely determined by the contribution of root-related respiration, these results indicate that root-related respiration was not strictly tied to assimilation but rather to root growth. Although assimilation continued during the yellowing phase, it appears that assimilates were no longer transferred to the root zone.
Temporal Persistency of Spa al Pa erns
A prerequisite for removing spatial patterns from time series is that these patterns are observed throughout the entire data set. If a constant spatial pattern is removed from a long time series, any possible temporal variability of this pattern itself will be treated as ε (Eq. [1]). If this temporal variability of the spatial pattern is high compared with the time-stable spatial variability, only a small proportion of the spatial variability can be removed and the interpretation of the resulting time series will be diffi cult.
Th erefore, we fi rst analyzed the persistency of spatial patterns in CO 2 effl ux. A simple tool for this is to compute the correlation coeffi cient for each possible pair of rounds and to classify the correlation coeffi cients using the time interval between rounds. We used classes of log-transformed temporal separation (in units of days) of 0.25. Th e average correlation coeffi cient as a function of time is shown in Fig. 4 . Clearly, the correlation always decreased with time. For measurements taken on the same day (log 10 t d −1 < 0), correlation coeffi cients were typically >0.7, indicating that at least 50% of the variance in respiration observed within one round could be explained by the variance within the other round. Th e decrease with time, however, varied considerably between fi elds. In the case shown in Fig. 4a , there was, on average, no correlation left aft er 10 d. In the case shown in Fig. 4b , although measurements were taken simultaneously on an adjacent fi eld, a high correlation with a small standard deviation was found aft er 10 d. Th e two main diff erences were that the fi eld in Fig. 4a was almost fl at and was harvested and cultivated with a grubber shortly before the measurement campaign began, whereas the fi eld in Fig. 4b involved a clear gradient in stone content due to a gentle slope (see above) and a well-developed sugarbeet canopy. Th erefore, it seems reasonable to conclude that the spatial variability of soil respiration in Fig. 4a was mainly determined by the rapidly changing initial decay of fresh organic matter, which was highly variable in time and space.
Other cases in Fig. 4 showed an intermediate behavior between these two extremes. In general, the presence of plants and clear spatial gradients in soil properties increased the temporal persistency of the spatial pattern. For measurements from the same day, correlations were typically high. For greater time steps, the correlation strongly depended on the biotic and abiotic conditions at the site. Th erefore, the following analyses were performed for individual measurement days, i.e., Δt 3 in Table 2 is 1 d. With this conservative choice, the downscaling algorithm could not be applied to the long-term bare soil (Field 5), where only a small portion of the variance would have been removed because consecutive rounds usually had a low correlation (Fig. 4f) . Note that the existence of some variability between rounds even within Δt 3 is a prerequisite for the existence and determination of rapid changes in R (t). As an example, Fig. 5 gives a mean relative diff erence plot (Vachaud et al., 1985; Cosh et al., 2006; Herbst et al., 2009 ) for one of the example days presented below.
Downscaled Data
Th ree days of temporally downscaled data are presented in detail (Days 1-3) . Th e fi rst day, 23 Aug. 2007, lacked any sudden changes in meteorologic parameters that might have aff ected soil respiration. Measurements were performed simultaneously in a maize stand, a sugarbeet stand, and a harvested wheat fi eld. Th e second day, 6 May 2008, was almost clear until solar noon, aft er which thermal convection led to the development of cumulus clouds (1-2 octas) that caused temporal variation in insolation. Th e third day, 2 July 2008, was characterized by the beginning passage of a frontal system, with a decrease in insolation around 1200 h followed by a sharp decrease of air temperature about 1.5 h later. For the second and third days, simultaneous measurements were available for sugarbeet and wheat only.
On Day 1 (Fig. 6) , the raw measurements on the vegetated Fields 1 and 2 indicated a high temporal persistency of the spatial pattern, as discussed above. Aft er application of the downscaling algorithm, the apparently rapid changes in the raw measurements caused by spatial variability were removed. Th e inferred time series of the area average was relatively constant and similar to the ordinary space-time average of the nine measurement points. Th is agreed with the measured radiation and temperature, which remained relatively constant at a low level throughout the day. Th e halfhourly NEE from eddy covariance measurements in the sugarbeet fi eld (not shown) indicated that this was also true for plant activity. Th e bare fi eld with fresh wheat residues exhibited slightly more temporal variability. Besides a possibly true variability of the area average, this could also be attributed to the low persistence of the spatial pattern discussed above.
On Day 2 (Fig. 7) , the change from clear to cloudy conditions resulted in diff erent responses from the sugarbeet and winter wheat fi elds. During the clear fi rst half of the day, rapid changes in soil respiration were rare and limited in magnitude and may be explained only by minor changes in temperature or wind (e.g., Takle et al., 2004) . Th e onset of solar radiation variation interrupted the similarity in the responses of the two fi elds. Soil CO 2 effl ux from the sugarbeet fi eld exhibited two sharp peaks at 1100 and 1130 h and returned to moderate fl uctuations aft erward. Th ese two peaks were in phase with short periods of high insolation slightly above the level that would have been expected for a clear sky. Such events are typical of meteorologic situations involving cumulus clouds. Although radiation is lower at a longer time scale because the sun is partly obscured by clouds, clear periods between the passing of clouds can have a higher insolation than from a completely clear sky due to the refl ection of light at the sides of the clouds.
Two mechanisms may be responsible for the direct reaction of measured effl ux in the sugarbeet fi eld. First, the fl uctuations in radiation could be seen to cause a similar, almost delay-free pattern in air temperature. Th ese slight changes, which could also be seen in the fast time series of shallow soil temperatures measured with the thermocouple of the chamber system, indicated a considerable change in soil surface temperature. Although deeper soil layers remained unaff ected by such short-term changes in the surface temperature (e.g., Graf et al., 2008) , warming in the upper few centimeters of the soil may have aff ected the soil CO 2 effl ux. Soil respiration increases approximately exponentially with Fig. 4 . Average correlation coeffi cients between rounds, classifi ed by the temporal separation between them in logarithmic steps of 0.25: (a-h) separate studies as described in Table 1 ; (i) ensemble plot of all studies. Error bars indicate the standard deviation of the correlation coeffi cient and temporal separation. temperature, which is oft en described by its multiplication in response to a 10 K temperature increase, the so-called Q 10 value. Given the most common range of Q 10 values and the small size of the temperature change, it is implausible that this temperature eff ect follows the biochemical kinetics known from studying the temperature dependence of soil respiration at larger time scales. Rapid temperature changes may affect soil CO 2 efflux physically, however, by introducing pressure gradients between the soil air and the atmosphere. In addition, chamber measurements are known to be sensitive to pressure diff erences between the chamber headspace and its undisturbed surroundings . Although the system used here involved a pressure vent optimized for fast and unbiased equilibration even under windy conditions, this possibility cannot be ruled out completely.
Th e second possible explanation for the reaction of the sugarbeet fi eld to insolation is root respiration of the sugarbeet seedlings. Root-related respiration is known to follow photosynthesis with a delay that has been attributed to the transport of assimilates from the leaves to the roots (Ekblad and Högberg, 2001; Tang et al., 2005) . Studies that have mostly been performed on trees suggest that the delay is proportional to plant height with a factor of about 0.2 to 2 m h −1 (Nobel, 1999; Högberg and Read, 2006; Moyano et al., 2008) . For sugarbeet seedlings smaller than 0.1 m, as in our case, this would suggest an almost instantaneous response within <3 to 30 min. Root-related respiration of sugarbeet is generally small, however, compared with winter wheat (see above), particularly for small seedlings. Also, response times of soil respiration to clipping (Bahn et al., 2008) , pulse labeling, and shading (Bahn et al., 2009) in grassland are on an order of magnitude from less than daily to 2 d. Th is suggests that low plants react slower than would be expected by a strictly linear proportionality with plant height.
In the wheat stand, changes in soil respiration were more lasting but also set in later. Th e two peaks aft er the onset of cloudiness were out of phase by about 15 min with those of radiation, photosynthetic activity as indicated by wheat canopy fl uorescence, and soil respiration of the sugarbeet fi eld. Given the fact that the canopy height was about 40 cm and neglecting further transport time within the root system, a delay of 15 min introduced by the transport of assimilates before the onset of root respiration seems a plausible explanation for the lagged response of CO 2 effl ux from the wheat fi eld. When considering delays in the response of root respiration, it should be kept in mind that even aft er ruling out confounding eff ects, such as heat transport within the soil (Pavelka et al., 2007; Reichstein and Beer, 2008; Bahn et al., 2008; Graf et al., 2008) , several diff erent mechanisms introducing diff erent delays may be at work at the same time. Besides the well-established phloem transport of assimilates, there may also be faster reactions due to pressure waves traveling through the phloem and slower reactions due to the growth and decomposition of fi ne roots, as well as slower or faster reactions mediated by phytohormones.
Day 3 (Fig. 8 ) was dominated by a sharp minimum in global and photosynthetically active radiation as well as wheat photosynthetic activity at about 1130 h. Th e reaction of wheat (root) respiration followed, with a delay of about 1 h. Th e canopy height at this time of the year was 80 cm, which again implies an assimilate transport velocity within the range of literature values. Th e sugarbeet fi eld showed no such decrease. Two distinct peaks in radiation and air temperature around 1200 and 1310 h, however, resulted in a positive response with no delay, which could be explained by the same mechanisms already discussed for Day 2.
Conclusions and Outlook
We analyzed a data set of soil CO 2 effl ux chamber measurements performed on a number of fi xed points per crop type. First, the consistency with net ecosystem exchange and literature knowledge was evaluated. Next, the presence of time-stable spatial patterns was analyzed. Finally, a downscaling algorithm was developed and applied to remove the spatial variation from the time series data and whether such a removal was able to reveal rapid changes in CO 2 effl ux was evaluated.
Th e analysis at conventional diurnal and seasonal time scales indicated that soil respiration was high in winter wheat during its growing phase, which was attributed to root-related respiration, i.e., the sum of autotrophic root respiration and heterotrophic respiration related to the decomposition of labile root exudates and residues. Soil respiration in the sugarbeet stand increased later in the growing season, as expected from plant development, but also reached lower maximum values. Th ese results on soil respiration agree with those of a study reporting total ecosystem respiration of these crops (Aubinet et al., 2009 ).
Analysis of the temporal stability of the spatial pattern indicated that for winter wheat, sugarbeet, maize, and bare soil, 50% or more of the spatial variability in a measurement round could be explained by the spatial variability in another measurement round if both rounds were performed on the same day. For larger time steps, stability depended on the type of field studied. In general, the presence of plants and gradients in soil properties (e.g., occurrence of coarser material) resulted in a higher stability of spatial patterns.
Th e downscaled time series suggested that changes in radiation input yield quick, reversible changes in the measured soil CO 2 effl ux of a sugarbeet fi eld and delayed changes in that of winter wheat. Th e delays were within the wide range of literature values reported for root respiration and increased with canopy height. Th e observed relation between canopy height and delay should be interpreted with care, however, because of the small database. Th e measurement campaigns providing our data were focused on clear days. It would be interesting to apply the proposed downscaling algorithm to a larger data set covering days with strong variability in the meteorologic conditions. Also, the combination with existing methods to quantify root-related respiration, such as trenching or isotope measurements, would help to test our preliminary conclusions. Th e instantaneous response of effl ux in sugarbeet stands is probably a physical phenomenon that is related either to increased temperature and gas pressure of the uppermost soil layers or to artifi cial warming of the chamber headspace or the covered soil surface. Th e fi rst case would imply an increased CO 2 effl ux within the whole fi eld, whereas the second case suggests a measurement artifact. In both cases, however, the response would be related to CO 2 transport only, not to production. Th e absence of such an instant response in the winter wheat fi eld can be explained by the uniformly dense and high canopy, which shields the soil surface and chambers from direct solar radiation.
Our conclusions with respect to the mechanisms can only be qualitative and preliminary due to the current study setup and data. Joint eff orts with more emphasis on plant physiology, discrimination among the various components of belowground respiration, and the difference between efflux and respiration due to the storage and transport dynamics of CO 2 in the soil pore space are necessary for future comprehensive investigations. The main objective of this last part of our study, however, was to check the ability of the downscaling algorithm to identify rapid changes in the measured CO 2 efflux that would otherwise be concealed by spatial variability. Th is ability was clearly confi rmed by the absence of variation in the downscaled data set on a day without variation in meteorologic conditions, and by the presence of reactions to changes in meteorologic conditions on two more dynamic days. Th e observed responses could have been of a biochemical, physical, or even artifi cial nature. In any case, an algorithm such as the one presented here will be valuable for the identifi cation of such responses, which is a prerequisite for further analysis and treatment. Th e downscaling algorithm may prove particularly helpful in the operational analysis of automated long-term measurements, where several chambers are measured successively using a multiplexing unit. To enable gapless monitoring of area-averaged soil CO 2 effl ux, such automated units are increasingly used, and the large data sets they produce demand new data-processing techniques such as the one presented here. It can be used to convert the temporal resolution of spatially averaged soil CO 2 effl ux time series to match the resolution of other techniques operated at the same site, such as, e.g., eddy covariance systems.
Appendix Descrip on of the Downscaling Algorithm
First, all data from the same fi eld and time window (in our case, year) are logarithmically transformed (Step 1 in Table 2 ) and cast into a matrix R i,j , where i ∈ {1, ..., N 1 } is the number of the measurement point and j ∈ {1, ..., N 2 } is the round or survey, both in ascending order of the respective time stamps t i,j . Th e conventional coarse time scale series , j R ⋅ is given by arithmetic averaging (Step 2 in Table 2 ):
For the later detrending, it is helpful to determine the mean time stamps ,j t ⋅ accordingly. To determine whether, and over which time period Δt 3 , the pattern remains stable enough to derive a fast time series, correlation coeffi cients r j1,j2 are computed for every possible pair of rounds j 1 ∈ {1, ..., N 2 }, j 2 ∈ { j 1 + 1, ..., N 2 } (Step 3 in Table 2 ): Averaging r across classes of Δt allows the decay of pattern stability with time to be explored, as shown in Fig. 4 . If the (squared) values of r for large temporal separations indicate that an unsatisfyingly low portion of spatial variance within Round j 2 can be explained by Round j 1 , then N 2 has to be updated to cover a shorter time period Δt 3 -in our case, 1 d. Th e original matrices are split accordingly into new, shorter data sets and Steps 1 and 2 are repeated.
Th e linear temporal trend across Δt 3 is determined by the regression slope of , j R ⋅ against ,j t ⋅ (Step 4 in Table 2 ): In our case, Eq.
[9b] was used, based on the reasoning that for small N 2 , the short-term temporal variations we wanted to derive might otherwise perceptibly aff ect , i R ⋅ . Th e short-term fl uctuations of the area average plus short-term local fl uctuations and errors ε are now estimated according to Eq.
[1] by (Step 6 in Table 2 where the new index k = jN 1 + i indicates the unfolding of the twodimensional time-space matrix to a one-dimensional array, which facilitates the seamless application of the next step-minimizing the unknown ε by the shortest possible median fi lter (Step 7 in Table 2 ):
′ μ +ε +ε +ε ? [12] Th rough this fi lter, all fl uctuations lasting shorter than two successive individual measurements will be lost, and no estimate of R will be available for the fi rst and last time stamp of the data set. It further relies on approximate equidistance of the time stamps t k−1 , t k , t k+1 : if there is a signifi cant gap between individual rounds j, the unfolding is obsolete and no estimate of R will be available for the fi rst and last time stamp of each round. Finally, the estimated time series of the area average with a nominal temporal resolution of Δt 1 and an eff ective temporal resolution of 3Δt 1 is given by (Steps 8 and 9 in Table 2 where A is the (arbitrary) basis of the initial logarithmic transformation, and subscripts int and mod are the integer and modulo (rest) of the division, respectively. An example implementation of the algorithm in the Excel 2003 dialect of Microsoft Visual Basic for Applications, which was used for this study, can be obtained from the corresponding author. It contains additional options not used here, such as omitting the logarithmic transformation, omitting the detrending or replacing it by running averages, using Eq.
[9a] instead of [9b], and normalizing , i j R by the standard deviation of each round. In tests with our data set, these variants had little eff ect on the fi nal downscaled time series; the variant presented above is based on our considerations of what we hope will prove a robust, simple, and physically meaningful algorithm for other soil CO 2 effl ux data sets.
