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ABSTRACT
The field of remote sensing is nowadays faced with huge amounts of
data. While this offers a variety of exciting research opportunities, it
also yields significant challenges regarding both computation time
and space requirements. In practice, the sheer data volumes render
existing approaches too slow for processing and analyzing all the
available data. This work aims at accelerating BFAST, one of the
state-of-the-art methods for break detection given satellite image
time series. In particular, we propose amassively-parallel implemen-
tation for BFAST that can effectively make use of modern parallel
compute devices such as GPUs. Our experimental evaluation shows
that the proposed GPU implementation is up to four orders of mag-
nitude faster than the existing publicly available implementation
and up to ten times faster than a corresponding multi-threaded
CPU execution. The dramatic decrease in running time renders the
analysis of significantly larger datasets possible in seconds or min-
utes instead of hours or days. We demonstrate the practical benefits
of our implementations given both artificial and real datasets.
1 INTRODUCTION
The data volumes have increased dramatically in various domains
during the last decade. A prominent example is the field of remote
sensing, which is nowadays faced with incredible amounts of data
that stem from projects such as the Landsat-8 [20] or the Sentinel-1
and Sentinel-2 programs [14] producing petabytes of data every
year. While this data flood offers the opportunity to address a broad
variety of interesting research and industrial applications, it can
also make the semi-automatic analysis of all the data extremely
time-consuming and, hence, challenging.
An important problem in remote sensing is the task of detecting
“changes” occurring over time. The key idea is to consider, for the
same target region, satellite images at various times and to analyze
each of the pixels (or subregions) individually. More precisely, for
each pixel, one is essentially given a time series consisting of pixel
intensities, which can be used to detect changes over time. One
of the state-of-the-art methods for this task is the so-called break
detection for additive season and trend (BFAST) approach, which
analyzes the pixels individually and generates, for each pixel, an
additive season and trend model “to account for seasonal and trend
changes typically occurring within climate-driven biophysical indica-
tors derived from satellite data” [18]. BFAST has been successfully
applied for various use cases including, e.g., deforestation [7, 11]
and tropical forest monitoring [17]. However, given the large-scale
learning scenarios with images containing millions of individual
pixels/regions, such analyses can become very time-consuming,
which usually limits the amount of satellite images that can be
analyzed.
From a data mining perspective, the BFAST approach resorts to
fitting several regression models for each individual pixel—resulting
in millions of individual regression models to be fitted for a single
image. For analyses covering larger regions of our Earth, billions
of such regression models have to be fitted per single experiment.
This usually results in an extremely time-consuming process that
can easily take days or even weeks. Further, this computational bot-
tleneck will become even more significant with future projects that
will produce much more data both w.r.t. spatial as well as temporal
resolution. Naturally, one way to reduce the practical runtime for
this task is to resort to distributed computing frameworks such as
Apache Hadoop, see the recent work of Assis et al. [1] for a corre-
sponding implementation. However, depending on the scenario at
hand, this might require a large amount of compute resources.
A recent trend in data analytics is to resort to massively-parallel
compute devices such as graphics processing units (GPUs) to accel-
erate such time-consuming tasks [2, 4, 8, 9, 19]. While such devices
offer significant computational resources, the adaptation of existing
approaches to the specific needs of these devices can be difficult. In
this work, we propose such an adaptation for BFAST. Our experi-
mental evaluation resorts to both artificial and real-world datasets
and shows that our massively-parallel scheme is up to four orders
of magnitude faster than the commonly used R implementation,
up to three orders of magnitude faster than a direct CPU imple-
mentation, and about ten times faster than a corresponding tuned
multi-threaded CPU execution. Hence, our implementation can
be used to dramatically reduce the practical runtime needed for
applying BFAST—rendering it possible to conduct large-scale anal-
yses with hundreds of millions of pixels/time series in minutes or
even seconds instead of days using “cheap” commodity desktop
computers.
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This work is structured as follows: In Section 2, we will outline
the details related to the BFAST approach andwill also briefly sketch
the key principles of massively-parallel programming. The algorith-
mic framework and the details related to our GPU implementation
will be described in Section 3, followed by an experimental evalua-
tion provided in Section 4. Conclusions are drawn in Section 5.
2 BACKGROUND
We start by outlining the key principles of the BFAST approach,
followed by a quick introduction to basic concepts of massively-
parallel programming.
2.1 Break Detection
The task of break detection has various applications in remote
sensing. In this work, we focus on the BFAST (monitor) approach
introduced by Verbesselt et al. [18], which depicts one of the most
prominent techniques for this problem. Typically, one makes use
of so-called spectral vegetation indices such as the Normalised
Difference Vegetation Index (NDVI) [15] to extract, for each pixel, a
single value from multi-spectral satellite image data (reflecting the
amount of “green” vegetation at that pixel). Given multiple images
for the same region taken at different times, this gives rise to a
time series y1, . . . ,yN for each individual pixel, see Figure 1 for an
illustration.
The basic idea of BFAST is to assume a season-trend model with
linear trend and harmonic season. More specifically, the time series
data are modeled via
yt = α1 + α2t +
k∑
j=1
γj sin
(
2π jt
f
+ δj
)
+ ϵt , (1)
where the unknown parameters are the intercept α1, the slope α2
(trend), the amplitudes γ1, ...,γk , and the phases δ1, ...,δk (i.e., sea-
sons). Furthermore, f is the frequency of the observations (e.g.,
f = 23 observations per year for a time series with an interval of
16 days between the different observations) and k is the number
of harmonic terms that capture the seasonal pattern (e.g., k = 3).
Finally, ϵt depicts the unobservable error at time t = 1, . . . ,N .
The model (1) can be written as a standard linear model having
the form
yt = x⊤t β + ϵt (2)
with
xt = (1, t , sin(F (1)), cos(F (1)), . . . , sin(F (k)), cos(F (k)))⊤
and
β = (α1,α2,γ1 cos (δ1) ,γ1 sin (δ1) , ...,γk cos (δk ) ,γk sin (δk ))⊤
where F (j) = 2π jtf , see Cryer and Chan [5, Section 3.3].
The basic idea of BFAST is to split the available time series data
into two parts: The first one, called stable history period, consists of
the first n elements of the time series, i.e., y1, . . . ,yn . It is assumed
to be known in advance and is utilized to consistently estimate
the parameter vector βˆ and the error variance σˆ 2 via least squares.
The second part, yn+1, . . . ,yN , is called the monitor period that is
tested for “breaks” (i.e., changes in the regression coefficients over
time) by comparing the observed data with the predictions from
the stable history model, see again Figure 1 for an illustration.
Figure 1: Automatic break detection via BFAST [18]: The dot-
ted blue line corresponds to the predicted values, but the
time series (red line) does not follow the model anymore.
Here, BFAST detects a break in the time series (gray box).
The time series data are based on the so-called NDVI index,
which captures the amount of green vegetation for a given
target pixel/region.
To measure the discrepancy between the model and the mea-
surements for the monitor period, BFAST resorts to a moving sums
(MOSUM) process with bandwidth 1 ≤ h ≤ n defined for the moni-
tor period t = n + 1, . . . ,N :
MOt =
1
σˆ
√
n
t∑
s=t−h+1
(
ys − x⊤s βˆ
)
(3)
Since we assumed a stable history period, the model should stay
stable in the monitor period if no breaks occur. This means that un-
der this assumption of structural stability, the MOSUM process will
only fluctuate randomly around zero. In case of a break, however,
it should systematically deviate away from zero, and a break will
be declared if the MOSUM process “exceeds some boundary that is
asymptotically only crossed with 5% probability” [18]. For a time t ,
the boundary bt is defined via
bt = λ
√
log+
t
n
(4)
with
log+ x =
{
1 x ≤ e
logx otherwise
.
Here, λ is the critical value chosen such that a random boundary
crossing occurs with probability α . In addition to α , the value of λ
also depends on h and the monitoring horizon N /n. The specific
value of λ has been found by simulation of different values of α , h,
and N /n [18].
From a computational perspective, one generates, for each time
series, a training setT = {(x1,y1), . . . , (xN ,yN )} ⊂ R2+2k ×R that
is used to fit and apply a standard ordinary least-squares model.
More precisely, in the first step, one solves
minimize
β ∈R2+2k
∥y[:n] − X[:, :n]⊤β ∥22 (5)
with y[:n] ∈ Rn×1 containing the first n observations and X[:, :n] ∈
R(2+2k)×n containing the first n columns of X consisting of the
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Algorithm 1 BFAST
Require:
Time series as vector y = (y1, . . . ,yN )⊤
Annual frequency f
Size of history period n, 1 ≤ n < N
Width of MOSUM window h, 1 ≤ h ≤ n
Number of harmonic terms k
Significance level α
Ensure: 1D array D (bools) containing detected breaks
1: X =

1 . . . 1
1 . . . N
sin (2π1/f ) . . . sin (2πN /f )
cos (2π1/f ) . . . cos (2πN /f )
...
. . .
...
sin (2πk/f ) . . . sin (2πkN /f )
cos (2πk/f ) . . . cos (2πkN /f )

▷ O(Nk)
2: βˆ = (X[:, :n]X[:, :n]⊤)−1X[:, :n]y[:n] ▷ O(k3 + k2n)
3: yˆ = X⊤βˆ ▷ O(Nk)
4: r = yˆ − y ▷ O(N )
5: σˆ =
√ ∑n
i=1 r
2
i
n−(2+2k ) ▷ O(n)
6: for t = n + 1, . . . ,N do
7: MO[t-n-1] = 1
σˆ
√
n
·∑ti=t−h ri ▷ O(h)
8: end for
9: Let λ be critical value (based on h, N /n, and α ) ▷ O(1)
10: for t = n + 1, . . . ,N do
11: BOUND[t-n-1] = λ
√
log+ tn ▷ O(1)
12: end for
13: D = |MO| > BOUND ▷ O(N − n)
vectors x1, . . . , xN as columns.1 A solution to this task can be
obtained via
βˆ = (X[:, :n]X[:, :n]⊤)−1X[:, :n]y[:n] (6)
where (X[:, :n]X[:, :n]⊤)−1X[:, :n] is the Moore-Penrose pseudo-inverse
of X[:, :n] [12]. Afterwards, in the second step, one makes use of this
model to compute the MOSUM process and the breakpoints for the
monitoring period via Equations (3) and (4).
The overall approach along with associated runtimes are given
in Algorithm 1: The matrix X ∈ R(2+2k )×N is initialized in Step 1.
Step 2 computes the linear model based on the history period and
Step 3 generates the predictions for the entire time series. The
MOSUM process is calculated in Steps 4–8, and the final steps take
care of detecting potential breaks.
Note that fitting the model and computing the MOSUM pro-
cess/breaks are computationally not very demanding given a sin-
gle time series. However, for a typical scenario, the computations
outlined in Algorithm 1 have to be conducted for millions of time
1In the following, we make use of the slicing operator with y[:n] taking the first n
elements of the vector y, X[:, :n] taking the first n columns of the matrix X, and X[:n, :]
taking the first n rows of the matrix X.
series—leading to a very time-consuming task even given moderate-
sized datasets. More precisely, givenm time series, applying BFAST
takes O(m · (k3 + k2n + Nk)) runtime in total.
2.2 Massively-Parallel Computing
We will focus on graphics processing units (GPUs) as many-core
devices in this work. In their original form, such devices have been
exclusively used for accelerating computer graphics, but today’s
GPUs are also well suited for general computations such as matrix-
matrix multiplications, which led to the concept of general-purpose
computing on graphics processing units (GPGPU). In contrast to
multi-core processors, which usually resort to a small number of
“complex” compute units, graphics processing units often contain
thousands of “simple” compute units: A standard CPU execution is
based on complex control units and mechanisms that are tuned for
a sequential execution of programs. In contrast, GPUs are based on
much simpler control units and are optimized for code being exe-
cuted in a massively-parallel fashion [3]. More precisely, threads
are executed in parallel based on the single instruction multiple
data-paradigm, which means that all threads belonging to a thread
group (typically a set of 32 threads) have to execute the same in-
struction in a single clock cycle, but can access different locations
in memory. This depicts a restriction compared to a more complex
CPU execution and not all programs might be executable this way.
However, in case it is possible to execute a program in such a man-
ner, GPUs usually achieve a much higher performance compared
to CPUs.
Graphics processing units and other many-core devices offer
huge computational resources and have been successfully applied
in data analysis in the past years, see, e.g., [2, 4, 8, 9, 19]. A gen-
eral goal of such implementations is to conduct the “inexpensive”
computations via the CPU and the “expensive” ones using the GPU.
To achieve efficiency, the algorithmic workflows of the algorithms
at hand usually have to be adapted such that they are suited for
a massively-parallel code execution. Two general principles are
important in this context: The first one is that sufficient parallelism
has to be available to make fully use of a GPU, i.e., it must be
possible to split the compute intensive parts into thousands of indi-
vidual subtasks. The second main principle is an efficient access to
the memory of the device as well as of the host (e.g., minimizing
memory transfers between host and device).
3 ALGORITHMIC FRAMEWORK
While being conceptually very easy to implement, a direct imple-
mentation of BFAST is not very efficient and usually leads to signif-
icant practical runtimes even for moderate-sized datasets. In this
section, we derive both an efficient CPU and an GPU implementa-
tion. We start by outlining the efficient multi-core implementation
of the BFAST approach, followed by the modifications needed to
obtain an efficient massively-parallel version.
The BFAST approach as described in Algorithm 1 considers the
time series individually, i.e., model fitting and break detection are
conducted individually per time series corresponding to a single
pixel of the image scene at hand. In the following, we will focus on
learning scenarios with (almost) complete time series data for all
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pixels of a given scene.2 In this case, all time series can be written
as a matrix Y ∈ RN×m having the form
Y =

y1,1 . . . y1,m
...
. . .
...
yN ,1 . . . yN ,m
 . (7)
Given the matrix Y, one can combine many of the computations
conducted for the individual pixels. More precisely, one can fuse the
operations conducted in Steps 1 and 2 of Algorithm 1 by computing
M = (X[:, :n]X⊤[:, :n])−1X[:, :n] (8)
only once for all time series. Given the matrixM ∈ R(2+2k)×n , one
can obtain optimal coefficients for (6) for all time series via
βˆall =
(
βˆ1, ..., βˆm
)⊤
= MY[:n, :] ∈ R2+2k×m . (9)
All predictions and the associated residuals are then given by
Yˆ = (yˆ1, ..., yˆm )⊤ = X⊤βˆall (10)
and
R = Y − Yˆ, (11)
respectively. All operations described above are based on matrix
operations, which are well-suited for a multi-threaded execution.
The remaining computations are related to the MOSUM processes
and the detection of breaks. Here, efficient multi-threaded imple-
mentations can be obtained by parallelizing over them time series
using, e.g., OpenMP [6]. Note that one can also update the computa-
tions of the partial sums in an efficient parallel manner (Step 7 of
Algorithm 1). In total, one needs O(k3 + k2(n +m) + Nk) time for
processing (images containing)m time series. This is about O(N )
times faster than a direct implementation of Algorithm 1. Also, the
remaining compute intensive parts (involving them individual time
series) can be efficiently parallelized. Hence, to sum up, one can
obtain an efficient multi-core implementation by the steps outlined
above.
The modifications needed to obtain an efficient many-core vari-
ant are shown in Algorithm 2: In Steps 1 and 2, X and Y are in-
stantiated and transferred to device memory. Here, the Y clearly
dominates the amount of data that is transferred from host to device
in case of largem (many time series). After transferring the data,
all models are computed in Steps 3 and 4 on the device, followed by
the computation of the predictions in Step 5. For both phases, the
operations involving Y usually dominate the runtime—and these
phases greatly benefit from efficient many-core matrix libraries
provided by, e.g., CUDA.
The following steps compute the residuals, moving sums, and
breaks in a massively-parallel fashion. The overall efficiency also
depends on an efficient implementation of these steps. The CUDA
kernel used for MOSUM is shown in Algorithm 3. In total,m threads
are spawned, one thread for each MOSUM process. Each thread
first computes an initial sum (Lines 17–21), which is then updated
to obtain all sums (Lines 22–27). The final MOSUM values are
computed in Lines 28–39. Note that the residuals are recomputed
on the fly for all steps to save device memory. This trade-off was
2In case of almost complete time series, one can, e.g., resort to simple schemes such as
forward/backward filling to remove the missing values (spending linear time).
Algorithm 2 BFAST(GPU)
Require:
Matrix Y containing all time series
Y =

y1,1 . . . y1,m
...
. . .
...
yN ,1 . . . yN ,m

Annual frequency f
Size of history period n, 1 ≤ n < N
Width of MOSUM window h, 1 ≤ h ≤ n
Number of harmonic terms k
Significance level α
Ensure: 1D array D (bools) containing detected breaks
1: X =

1 . . . 1
1 . . . N
sin (2π1/f ) . . . sin (2πN /f )
cos (2π1/f ) . . . cos (2πN /f )
...
. . .
...
sin (2πk/f ) . . . sin (2πkN /f )
cos (2πk/f ) . . . cos (2πkN /f )

2: Transfer X and Y to device ▷ O(Nk + Nm) transfer
3: ComputeM = (X[:, :n]X[:, :n]⊤)−1X[:, :n]
4: Compute βˆall = MY[: n, :]
5: Yˆ = X⊤βˆall
6: Allocate device memory for (N − n) ×m array MO
7: moving_sums
(
MO, Y, Yˆ,n − h,h,n,N − n,m)
8: Allocate host memory for array BOUND of size N − n
9: for t = n + 1, . . . ,N do
10: BOUND[t-n-1] = λ
√
log+ tn
11: end for
12: Transfer BOUND to device ▷ O(N − n) transfer
13: Allocate device memory for array D of sizem
14: detect_breaks (MO, BOUND, D,h,n)
15: Transfer D to host ▷ O(m) transfer
chosen since the computational parts of the implementation only
constitutes a small part of the overall runtime, while the phase of
transferring the data from host to device memory takes up the vast
majority (see Section 4). Note that all threads within a warp execute
the same operations. In addition, the involved arrays are accessed in
a transposed manner, leading to coalesced memory access pattern.
Finally, the breaks detected in Step 14 are transferred back to
host (the transfer time for this step is significantly smaller than the
one for moving Y from host to device). We only have to transfer
the breaks back from the GPU, not the intermediary results, even
though these are available on the CPU version. If one wants to
analyze the residuals, MOSUM, or another intermediary result in a
specific time series, one can perform the analysis on the CPU for
these specific time series after learning where the breaks are from
the GPU analysis.
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Algorithm 3 moving_sums
1 moving_sums ( f l o a t ∗MO,
2 f l o a t ∗Y ,
3 f l o a t ∗YH ,
4 i n t s ,
5 i n t ws ,
6 i n t hs ,
7 i n t ms ,
8 i n t m,
9 i n t k )
10 {
11
12 u i n t t i d = t h r e a d I d x . x ;
13 u i n t g i d = b l o c k I d x . x ∗ blockDim . x+ t i d ;
14
15 i f ( g i d < m) {
16 i n t j ;
17 / / compute i n i t i a l sum
18 MO[ g id ] = 0 . 0 ;
19 f o r ( j = s +1 ; j < s+ws +1 ; j ++) {
20 MO[ g id ] += ( Y [ g i d + j ∗m]−YH[ g id + j ∗m] ) ;
21 }
22 / / compute remain ing sums ( upda t e s )
23 f o r ( j = 1 ; j <ms ; j ++) {
24 MO[ g id + j ∗m] = MO[ g id +( j −1) ∗m]−
25 ( Y [ g i d +( s+ j ) ∗m]−YH[ g id +( s+ j ) ∗m] ) +
26 ( Y [ g i d +( s+ws+ j ) ∗m]−YH[ g id +( s+ws+ j ) ∗m] ) ;
27 }
28 / / compute v a r i a n c e
29 f l o a t s igma = 0 . 0 ;
30 f o r ( j = 0 ; j <hs ; j ++) {
31 sigma += ( Y [ g i d + j ∗m]−YH[ g id + j ∗m] ) ∗
32 ( Y [ g i d + j ∗m]−YH[ g id + j ∗m] ) ;
33 }
34 sigma = s q r t ( s igma / ( hs − ( 2+2 ∗ k ) ) ) ;
35 / / f i n a l mosum va l u e s
36 f o r ( j = 0 ; j <ms ; j ++) {
37 f l o a t tmp = ( sigma ∗ s q r t ( ( f l o a t ) hs ) ) ;
38 MO[ g id + j ∗m] = MO[ g id + j ∗m] / tmp ;
39 }
40 }
41 }
4 EXPERIMENTS
We conduct various runtime experiments using artificial datasets to
analyze the practical runtimes and the achieved speed-ups. We also
consider a large-scale satellite image time series dataset to sketch
the benefits of our new many-core implementation.
4.1 Setup
For all runtime experiments, we resort to a standard commodity
desktop computer with an Intel(R) Core(TM) i5-4460 CPU at
3.20GHz (4 cores, 4 hardware threads), 8 GB RAM, and a GeForce
GTX 790 GPU (4 GB RAM) with Ubuntu 16.04 (64 bit) as operating
system.3 All implementations resort to Python 2.7 along with C
code compiled using Swig with gcc-5.4.0 and -fopenmp as addi-
tional compiler options. All matrix operations are conducted via the
Numpy package (compiled against efficient matrix libraries). For the
GPU implementation, we make use of the scikit-cuda package [10]
3These hardware specifications were chosen since this analysis is most commonly per-
formed on regular desktop computers, making the analysis a more realistic benchmark
for real-world use of BFAST.
and of custom CUDA kernels, called from Python via the PyCuda
package [13].
We will consider the following four implementations for all
runtime experiments:
(1) BFAST(R): The available R implementation of BFAST that is
commonly used in remote sensing for conducting BFAST anal-
yses.
(2) BFAST(Python): A direct implementation of BFAST as shown
in Algorithm 1 using Python, where the Numpy package is
used for all compute-intensive parts and the Scikit-Learn [16]
package for computing the linear models.
(3) BFAST(CPU): The multi-core implementation of BFAST as
described in Section 3. All compute-intensive parts are either
conducted via theNumpy package or via Swig alongwith cor-
responding C implementations. This implementation can be
seen as the direct competitor of the many-core implementa-
tion. Note that all involved parts benefit from the multi-core
execution: The matrix-based operations are executed via the
routines provived by the Numpy package (linked against
Atlas/BLAS). The remaining parts are parallelized over the
numberm of pixels via OpenMP.
(4) BFAST(GPU): The many-core implementation proposed in
this work as described in Section 3. Here, all compute-intensive
parts are either conducted via the CUDA matrix libraries (us-
ing scikit-cuda) or via direct calls of CUDA kernels.
As shown below, the BFAST(GPU) implementation yields sig-
nificant speed-ups over the existing R implementation BFAST(R).
This is, among other things, due to the adapted computations (i.e.,
all time series are treated simultaneously), the fact that fewer (ex-
pensive) function calls are needed (in particular, no high-level R
function calls), and potential overhead done by BFAST(R) (e.g., san-
ity checks). Wewould like to point out that this implementation was
developed with a focus on providing printed output, summaries,
and visualizations; it was not optimized for a parallel application
for large satellite image time series scenarios, as it is the focus of
this work. Nevertheless, it depicts one of the main tools used for
this type of analysis in remote sensing and is therefore included in
our experimental evaluation. The BFAST(Python) implementation,
however, should give a good intuition for the runtimes needed in
case all time series are handled individually.
4.2 Runtime Analysis
We start by analyzing the runtimes of all BFAST implementations.
For these experiments, we resort to artificial datasets, which are
generated as follows: Each of them time series is generated by a
process using a sinus curve and for half of the time series, a constant
will be added to the last 40% of the corresponding values to make
sure that these time series exhibit a break. In addition, some noise is
added to all elements of a time series. Generating a single element
yt at time t in a time series is done via
yt = 0.05 × sin
(
2tπ
f
)
+ ϵt + c, (12)
where ϵt is a small random number and c the constant added to the
last 40% of the time series that should have a break.
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Figure 2: Figure (a) shows the runtimes for all four implementations considered. Figure (b) only shows BFAST(CPU) and
BFAST(GPU) for an easier comparison between these two. Figure (c) sketches the resulting speed-ups over BFAST(R). It can
be seen that the many-core implementation is up to four orders of magnitude faster than the existing R implementation and
about three orders of magnitude faster than BFAST(Python), which depicts a direct implementation of the BFAST approach.
Further, it also yields a speed-up of about eight over the corresponding multi-threaded CPU execution (BFAST(CPU)), which
shows the benefits of using GPUs for conducting large-scale BFAST analyses.
4.2.1 Influence of m. We start by investigating the runtime
behavior w.r.t. the numberm of time series. The other parameters
are set to fixed values (n = 100, f = 23, h = 50, k = 3, α = 0.05).
For this experiment, we varym from 100, 000 to 1, 000, 000 in steps
of 100, 000 with time series of length N = 200.
The output is shown in Figure 2. It can be seen that the many-
core implementation is significantly faster than both BFAST(R) and
BFAST(Python). Further, it is also about a magnitude faster than
the multi-threaded execution (BFAST(CPU), using 4 threads), which
depicts a valuable speed-up as well. As expected, the speed-ups for
all versions are more or less constant across all sizes of input, see
Figure 2 (c).
4.2.2 Multi- vs. Many-Core. Next, we focus on a direct runtime
comparison between BFAST(CPU) and BFAST(GPU). Five different
parts of the BFAST(CPU) and BFAST(GPU) versions have been timed
(the remaining parts are not included because their runtimes are
not significant). For BFAST(CPU), we focus on the following five
phases:
1 Create model
2 Calculate predictions
3 Calculate residuals
4 Calculate MOSUMs
5 Detect breaks
Accordingly, we have timed five parts of BFAST(GPU). Note that
these parts are not in a one-to-one correspondence with the ones of
BFAST(CPU) due to the fact that the computation of the residuals
and the MOSUMs have been fused in the GPU implementation
(see Algorithm 3). Further, there are additional transfer phases for
BFAST(GPU):
1 Transfer seasonal matrix and dataset to GPU memory
2 Create model
3 Calculate predictions
4 Calculate MOSUMs
5 Detect breaks
The runtime experiments are set up in the same way as before.
The outcome for the analysis ofm = 1, 000, 000 time series is shown
in Figure 3: It can be seen that, for BFAST(CPU), there is not a single
computational bottleneck. Instead, the total runtime is spread over
all the different phases. This shows that it is actually necessary to ad-
dress all these parts when designing an efficient massively-parallel
version (e.g., both the computation of the moving sums and of the
breaks have to be accelerated to achieve a significant speed-up for
BFAST(GPU)). In contrast, there is only one major phase dominating
the runtime for BFAST(GPU), namely the transfer phase. Regarding
the remaining four parts, calculating the MOSUMs is the biggest
one. While it might still be possible to optimize the corresponding
kernel (e.g., better memory access that takes advantage of L1/L2
caching), the runtime of this phase is already much smaller than
the one for the transfer phase. Hence, aiming at further runtime
improvements, the transfer phase has to be addressed next (see
below).
The behavior of the runtimes for the different phases given
an increasing amountm of time series is shown in Figure 4. The
previous points derived from Figure 3 are still true for these other
sizes of datasets: The phases of BFAST(CPU) all play a significant
part in the total runtime, but for BFAST(GPU), it is basically only
the phase of transferring the data from host to device that matters.
Note that, since the transfer of data cannot be avoided, the many-
core implementations for the remaining four parts do not need to
be tuned for efficiency anymore (accelerating these phase will not
result in any further significant speed-ups).
4.2.3 Influence of k. Next the impact of k on the total runtime
of BFAST(CPU) and BFAST(GPU) is analyzed. We will measure the
runtime of the five phases of both versions mentioned above. Only
the model creation and prediction phases are expected to be influ-
enced by k . Again, we resort tom = 1, 000, 000 time series each
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Figure 3: Runtimes of the five most significant phases of (a)
BFAST(CPU) and (b) BFAST(GPU). For the many-core version,
the runtimes of all phases have been greatly reduced result-
ing in the transfer of data between host and device being
the remaining computational bottleneck (which cannot be
avoided since the image data have to be transferred).
having length N = 200 and perform the analysis with different
values of k (k = 1, . . . , 5). These are realistic values of k (typically,
the value for k is very small, such as k = 3 or k = 4). The other
settings are as follows: n = 100, f = 23, h = 50, and α = 0.05.
In Figure 5, the impact of k on the runtime of the different
phases is shown. One can see that no phases in any version are
impacted in a significant way by the value of k . This is in line
with the runtime/memory requirements of the implementation:
For BFAST(GPU), the transfer of O(Nk + Nm) data from host to
device is mainly influenced bym ≫ k and, since the transfer of
data dominates the overall runtime, we do not expect a significant
influence of k . For BFAST(CPU), the parameter k does not influence
the computation of the predictions, residuals, MOSUMs, and breaks
from a theoretical perspective as well. It influences the runtime of
the model construction, but the practical influence is only small
(likely due to the fact of k being too small).
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Figure 4: Runtime analysis of the different phases for both
the (a) CPU and (b) GPU implementation. It can be seen
that all phases of the GPU implementation have been sig-
nificantly reduced leading to the transfer of data being the
remaining bottleneck.
4.2.4 Influence of h. Finally, we examine the impact of h on
the total runtime. Only the MOSUM phase and the total runtime
will be measured since h can only influence the calculation of the
MOSUMs. Measuring the total runtime serves as a sanity check.
Again, we resort to a dataset withm = 1, 000, 000 time series of
length N = 200 and make use of different assignments for the
parameter h (25, 50, and 100). The other settings are as follows:
n = 100, f = 23, k = 3, and α = 0.05.
In general, we would not expect h to have a very large impact on
theMOSUMphase since only the first sum computed actually usesh.
All sums except for the first one are computed from the previous
one, so the size of the window does not influence this. In Figure 6,
we can see the runtime of the MOSUM and total runtime and how
they are impacted by h for both BFAST(CPU) and BFAST(GPU). We
can clearly see, as expected, that the runtime is not affected by the
values of h. We can therefore pick the value of h that best fits our
analysis without having to think about the potential impact on the
total runtime.
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Figure 5: Runtimes for both BFAST(CPU) and BFAST(GPU)
given different assignment for k . It can be seen that k has
no significant impact on any of the phases in both versions.
4.3 Large-Scale Break Detection
The runtime analysis conducted above clearly shows the benefits
of the BFAST(GPU) implementation. From a practical perspective,
this new implementation makes it possible to process and analyze
significantly larger datasets as with the original implementation.
In the remainder of this section, we consider a real-world dataset
to demonstrate the benefits of our framework.
We tested our CPU and GPU implementations on a dataset of
Landsat imagery over an area of 400,000 ha in the Atacama Desert,
Chile (20.5S, 69.5W), where vegetation dynamics can be observed in
a plantation forest. This area was chosen as it is the driest non-polar
desert in the world, providing the maximum number of cloud free
observations possible over a vegetated area. The dataset was di-
rectly acquired from the USGS4, for the P01R74 scene, contains 288
Landsat Collection 1 Tier 1 Surface Reflectance derived NDVI im-
ages, starting from 18/01/2000 to 20/08/2017 from different sensors
(Landsat 5, 7 Slc-on, and 8). Our dataset is a subset of 2400 × 1851
pixels in the south-west part of the scene. In Figure 7, a heatmap
4https://earthexplorer.usgs.gov
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Figure 6: Total runtime and runtime of MOSUM phase of (a)
BFAST(CPU) and (b) BFAST(GPU) on different values of h. The
value of h clearly has no impact on the runtimes.
of a selection of the 288 images is given. It is clear that something
happens between the fifth (e) and sixth (f) image, making the break
detection analysis relevant for this dataset.
For this analysis, we assign the following values to the involved
parameters: n = 144, f = 365, h = 72, k = 3, α = 0.05. Note that
the time series data are not sampled evenly over the different years.
For this reason, one needs to adapt the processing slightly such
that one uses the day (number) per year instead of the index t for
Equation (1).
The dataset has been split into six parts of equal sizes, with
each analysis performed on one chunk, two chunks and so forth
up to the entire data set. The runtimes for the experiment can be
seen in Figure 8, and as expected we see the runtime grows in the
same manner as when we performed a similar analysis on artificial
datasets. The total runtime for BFAST(CPU) and BFAST(GPU) was
32.8 seconds and 3.9 seconds, respectively. Note that using the
original R code takes about 20 hours. For the sake of comparison,
we also considered an additional more powerful multi-core system
with 36 logical cores (two Intel(R) Xeon(R) CPUs E5-2666 v3 @
2.90GHz) and 60GiB of RAM running Ubuntu 16.04.3 LTS. Using
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Figure 7: The (a) 1st, (b) 40th, (c) 80th, (d) 120th, (e) 160th, (f) 200th, (g) 240th, and (h) 288th image of the Chile dataset in a
blue/yellow heatmap. Is is evident that between images (e) and (f), many pixels change significantly. This indicates that there
are breaks in most of the induced time series.
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Figure 8: Runtimes for parts of the Chile dataset. As ex-
pected, one can see that the runtime grows linearly.
this significantly stronger multi-core system, processing this scene
took about 5,540 seconds using BFAST(R). This is still about 1,000
times slower than BFAST(GPU) executed using our main test system.
As expected, BFAST detected breaks for almost all pixels (more
than 99%). In Figure 9, a heatmap of the maximum absolute values
of the pixels’ MOSUMs is shown. It can be seen that some breaks
exhibit a larger magnitude for certain regions. Almost all pixels
have a break, as the boundary detecting a break is at 2.39. The
spotty areas are the plantation forest, where the breaks are both
negative and positive, which is normal as some parts of the forest
are being planted (yellow/red) while others are harvested (dark
red). The desert areas also experience change, but at a much smaller
magnitude than the forest.
5 CONCLUSION
In this work, we present a many-core implementation for the
BFAST approach, which depicts one of the state-of-the-art scehmes
for change detection in remote sensing. Our implementation is up
to four orders of magnitudes faster than the commonly used R im-
plementation, up to three orders of magnitudes faster than a direct
CPU implementation, and up to ten times faster than a highly-tuned
multi-threaded CPU execution. Our new implementation can be
used to handle significantly larger datasets. In our experimental
evaluation, we considered large satellite image time series datasets,
which could be processed in a couple of seconds only compared to
hours using the original R implementation.
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Figure 9: Heatmap of the maximum absolute values of
the pixels’ MOSUM processes. This map indicates that the
breaks had a bigger magnitude in the “hotter areas”.
The current computational bottleneck of the many-core imple-
mentation is the transfer of data from host to device. In future, it
would be interesting to investigate if the time for transferring the
data could be brought down by, e.g., compressing the data prior to
transferring it or by investigating the minimal amount of precision
needed for an analysis in order to reduce the data volume. It would
also be interesting to see if related change detection methods could
benefit in a similar fashion from massively-parallel devices as the
BFAST approach considered in this work. This also holds true for
variants being capable of dealing with many missing values being
present in the individual time series.
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