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Abstract:
This thesis reports on experiments investigating the emergence of many-body
physics in mesoscopic two-dimensional (2D) few-fermion systems.
The starting point are low-entropy samples of ultracold 6Li atoms in a quasi-2D
geometry. When scanning the depth of the trapping potential, we observe an
enhanced stability of closed-shell configurations of the 2D harmonic oscillator.
This enables us to deterministically initialize closed-shell configurations of 2, 6
and 12 atoms in the ground state.
By modulating the interaction strength we probe the excitation spectrum arising
from the interplay of the finite single-particle gap in closed-shell configurations
with the tunable attractive interactions. The full atom-counting statistics reveal
pair excitations with a non-monotonous interaction dependence. These modes
can be identified as the few-body precursors of a Higgs mode associated with a
normal to superfluid phase transition in the thermodynamic limit.
Additionally, we can access the momentum distribution with single-particle reso-
lution. This is demonstrated by measuring the momentum distribution of up to
six non-interacting fermions in the ground state of the 2D trap. We observe strong
density correlations that arise from fermionic quantum statistics. In the future,
extending the imaging scheme to interacting systems will allow us to observe the
emergence of fermionic many-body paring directly in momentum space.

Zusammenfassung:
Diese Arbeit beschreibt Experimente, welche die Entstehung von kollektivem Ver-
halten in zweidimensionalen fermionischen Wenigteilchensystemen untersuchen.
Ausgangspunkt der Experimente sind ultrakalte 6Li-Atome in einer Quasi-2D-
Fallengeometrie. Beim Scannen der Tiefe des 2D-Potentials beobachten wir eine
erhöhte Stabilität des Systems bei Atomzahlen, die Konfigurationen geschlosse-
ner Schalen des zweidimensionalen harmonischen Oszillators entsprechen. Dies
ermöglicht es uns, geschlossene Schalen von 2, 6 und 12 Atomen im Grundzu-
stand deterministisch zu initialisieren.
Wir untersuchen das Anregungsspektrum, welches sich aus dem Zusammenspiel
der endlichen Energielücke von Anregungen einzelner Atome in einer geschlosse-
nen Schale mit der einstellbaren anziehenden Wechselwirkung ergibt. Das Spek-
trum zeigt bemerkenswerte Paaranregungen mit einer nicht monotonen Wechsel-
wirkungsabhängigkeit. Diese Moden können als die Vorläufer von Higgs-Moden
in einem Wenigteilchensystem identifiziert werden. Im thermodynamischen Limit
sind die Higgs-Moden mit einem Phasenübergang von einer normalen- zu einer
Supraflüssigkeit verknüpft.
Im Experiment können wir auch die Impulsverteilung mit Einzelteilchenauflösung
messen. Dies wird anhand von Messungen der Impulsverteilung von bis zu sechs
nicht wechselwirkenden Fermionen im Grundzustand der 2D-Falle gezeigt. Wir
beobachten starke Dichtekorrelationen, die sich aus der fermionischen Quanten-
statistik ergeben. Eine Kombination der vorgestellten experimentellen Ergebnisse
ermöglicht zukünftige Messungen, welche die Entstehung von fermionischer Viel-
teilchen Paarbildung direkt im Impulsraum untersuchen.
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1. Introduction
Many-body physics describes phenomena that are often difficult to understand
from looking only at the individual constituents of the system and a microscopic
theory [1]. This is due to emergent collective behavior such as symmetry breaking,
phase transitions and new effective collective degrees of freedom [2]. Remarkably,
the properties of such many-body systems are often universal in the sense that
they do not depend on the microscopic details of the underlying Hamiltonian,
but rather on its symmetry [3–5]. Some of the most striking examples are the
universal low-energy modes in symmetry-broken phases, like the excitation spec-
trum of superfluids and sound modes in crystals [4].
This universality raises two important questions: How do similar many-body phe-
nomena emerge from different microscopic Hamiltonians and how is the physics
of microscopic systems connected to the thermodynamic limit. These questions
are especially relevant for mesoscopic samples. On the one hand they are still
far away from the thermodynamic limit. On the other hand they contain al-
ready too many particles to be solved exactly, due to the exponential growth of
Hilbert space size. The remarkable experimental observation is that, although
the concepts of symmetry breaking are strictly valid only in the thermodynamic
limit, they are already important for mesoscopic systems consisting of only tens
of particles [6].
Understanding how many-body physics emerges is also of practical interest, as
most of the matter around us consists of mesoscopic substructures, since both
atoms and nuclei are in this range of system sizes. Whereas the spectra of atoms
are dominated by the strong central potential and can mainly be described by sin-
gle particle excitations, nuclei are a prime example for emergent behavior. They
are dominated by the attractive interactions and show collective excitations [7]
and spectra consistent with a BCS superfluid [8].
Systematic experiments on the emergence of collectivity in these naturally occur-
ring systems are difficult considering the limited tunability of both interactions
and particle number. First experiments with artificial model systems in this range
of particle numbers have been performed with liquid helium droplets, where the
emergence of superfluidity was observed for around 50 particles [6]. Other de-
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signer systems are quantum dots [9] and atomic clusters [10]. Like liquid helium
droplets, they allow for flexible preparation of different atom numbers, but inter-
actions cannot be tuned.
Recently, ultracold atoms have been used as a platform to study the emergence
of many-body physics in few-fermion systems [11, 12]. They are ideal model sys-
tems, as they offer free tunability of the trapping geometry, quantum statistics,
and even the interactions [13]. Moreover, it is possible to create both few-particle
[14] and macroscopic systems [15, 16] governed by exactly the same microscopic
Hamiltonian.
Here, we extend the studies of deterministically initialized ultracold few-fermion
systems to quasi-2D geometries. Compared to the previously available quasi-1D
systems, they resemble the behavior of nuclei and atoms more closely, as symme-
tries of the Hamiltonian result in degenerate levels and the emergence of energy
shells for fermions. Furthermore, in these two-dimensional systems, manifesta-
tions of many-body physics, such as phase transitions, can be observed [17, 18].
In this work we study a few-particle system of attractively interacting fermions.
In the many-body limit this system has been studied extensively both in theory
and experiment [19–25]. Here, the ground state is a superfluid for any finite at-
traction. This interesting many-body limit in combination with the tunability of
ultracold atoms allows us to experimentally address the question of how super-
fluidity emerges in mesoscopic fermionic systems.
The confinement required to create small instances of interacting fermions in 2D
introduces a second energy scale, which is given by the trap level spacing. Here,
the most interesting configurations are these corresponding to closed shells, where
Pauli blocking results in a finite single-particle gap. Therefore, the Fermi surface
has an enhanced stability towards perturbations and the single-particle gap sup-
presses pairing for weak attraction. In contrast to the bulk system, this results in
a normal to superfluid phase transition upon increasing the interactions [26]. In
the vicinity of this phase transition point the low-energy behavior of the system
is governed by emergent universal modes [27].
Experimentally, we access this regime by the deterministic preparation of closed-
shell configurations of 6Li in a quasi-2D harmonic oscillator. The achievement of
initializing these states with high fidelity is the starting point for all further mea-
surements. We study the excitation spectrum of the closed-shell configurations in
dependence of the interaction strength. We observe pair excitation modes, which,
by comparison to numerics [28], can be identified as the few-body precursors of
a universal mode connected to the phase transition in the many-body limit.
2
1. Introduction
In a last set of experiments we lay the foundation for a more detailed future study
of the few-body precursor of the phase transition. We implement a single-particle
and momentum resolved imaging scheme. This allows us to sample the many-
body wavefunction of non-interacting fermions. We observe strong correlations in
the momentum density of identical fermions arising from the anti-symmetrization
of the wave function.
3
Outline
• In chapter 2, we provide the theory background required to understand the
measurements presented in the remainder of the thesis. We start with a
review of quantum statistics and the interactions of two ultracold atoms,
both in free space and in a confined geometry. This is the foundation for
our preceding discussion of symmetry breaking and the phase diagram of
attractively interacting fermions. Here, we will focus on the influence of an
external trapping potential and few-particle signatures of the many-body
physics.
• Chapter 3 gives an overview of the experimental setup and methods used
to study large clouds of quasi-2D ultracold fermions. This is followed by
a summary of the experimental results on the 2D BEC-BCS crossover ob-
tained with this setup.
• In chapter 4, we discuss the changes made to the experiment and the tools
implemented to study mesoscopic Fermi systems in tunable geometries.
• In chapter 5, we present the experimental results on the observation of the
few-body precursor of a quantum phase transition. We first discuss our
ability to deterministically create closed-shell configurations of quasi-2D
ultracold fermions and demonstrate their enhanced stability. Starting from
these systems we study the interplay of the single-particle spectrum with
the freely tunable interactions. The full counting statistics of the many-
body excitation spectrum of the few-fermion system reveals a peculiar pair
excitation mode. By comparison to theory we show that this mode is the
few-body precursor of the amplitude mode associated to the normal to
superfluid phase transition.
• In chapter 6 we present our measurements of the momentum distribution
of identical fermions. Using single atom resolved imaging, we observe cor-
relations in the momentum density of the deterministically created closed-
shell configurations. These correlations arise from the anti-symmetry of the
wavefunction when exchanging identical fermions.
• In the last chapter, we provide a short summary of the main results ob-
tained in this thesis and the avenues this setup opens for the exploration
of how correlations and many-body pairing emerge in strongly interacting
mesoscopic Fermi systems.
4
2. Theoretical Framework
In this chapter we provide the theoretical background and physical concepts re-
quired to understand the measurements presented in the rest of this thesis. Start-
ing from a single particle in a harmonic trap we give an overview over the different
concepts employed for the description of (strongly) interacting ultracold fermions.
We discuss the influence of quantum statistics on the properties of ensembles of
non-interacting particles. In the next step, interactions are introduced and the
properties of two interacting ultracold atoms, both in free space and a trap are
summarized. This is followed by a brief review of the essential ingredients of
the BEC-BCS crossover and the excitation modes of symmetry broken phases.
Lastly, we discuss how to connect this many-body regime to the few-body limit.
2.1. The Harmonic Oscillator
In all our experiments, we trap atoms in an attractive potential. This confine-
ment results in a discrete spectrum and a finite ground-state energy. Close to the
potential minimum, the confinement can be approximated by a harmonic oscil-
lator. For the 1D harmonic oscillator the potential it is given by V = 12mω
2x2,
where ω denotes the trap frequency. Hence, the Hamiltonian is
Hˆ = − ~
2
2m∂
2
x +
1
2mω
2x2, (2.1)
with the mass m and ~ is the reduced Planck’s constant. The eigenstates are
denoted by |n〉, with n ∈ N0 and have an energy En = ~ω(n+ 12). The wavefunc-
tions of the eigenstates are Hermite polynomials times an additional Gaussian
envelope [29]. The eigenfunctions have the same shape in real and momentum
space, as the Hamiltonian is symmetric under exchange of position x and mo-
mentum p.
The energy scale ~ω also defines the typical length and momentum scales of the
problem given by the harmonic oscillator length lho =
√
~/(mω) and harmonic
oscillator momentum pho =
√
~mω.
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For higher dimensional systems the potential is given by the sum of harmonic
potentials along the different axes. The problem is separable and the eigenstates
are products of the 1D solutions. For a round 2D harmonic oscillator, i.e. ωx = ωy,
the eigenstates are given by |nx, ny〉 and the energy E = ~ω(nx +ny + 1) depends
only on the sum of nx and ny. This degeneracy is due to the rotational symme-
try of the problem and the Hamiltonian commutes with the angular momentum
operator. Hence, there exist simultaneous eigenstates, which are labeled |n, Lz〉,
where n ∈ N0 is the principal quantum number and the angular momentum is
given by Lz. The angular momentum can take values
Lz = n, n− 2, . . . , 0, . . . ,−n+ 2,−n for n even, (2.2)
Lz = n, n− 2, . . . , 1,−1, . . . ,−n+ 2,−n for n odd. (2.3)
The energy of the nth shell is given by En = ~ω(n + 1) and it contains n + 1
degenerate energy levels. The level structure is sketched in Fig. 2.1.
Realistic potentials are, however, never perfectly harmonic. This results in an
unequal spacing of the energy shells. For the Gaussian potentials used to trap
ultracold atoms the confinement becomes weaker for shells with higher energy, i.e.
the energy difference between the first and second shell is larger than the energy
difference between the second and third shell. Additionally, the anharmonicity
results in a splitting of the energy of different states in a shell, where states with
the same |Lz| have the same energy. In most cases this anharmonicity is only a
small perturbation to the harmonic potential.
For an anisotropic trap ωx 6= ωy, angular momentum is not a good quantum
number anymore. For small anisotropies the system can still be described in terms
of energy shells. However, the different levels within a shell are not degenerate
anymore, but are slightly split by the trap anisotropy.
With the single particle spectra at hand, we will discuss the properties of systems
consisting of indistinguishable particles in the next section. There we will see that
quantum statistics has a strong influence on the behavior of a non-interacting
system.
2.2. Quantum Statistics
Classically, even identical particles can be distinguished by their phase space tra-
jectories. In quantum mechanics, however, identical particles are indistinguish-
able. The indistinguishability becomes relevant, when the density of particles in
phase space becomes comparable to the phase space cell volume and different par-
6
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E2 = 3 ℏω 
E1 = 2 ℏω 
E0 = 1 ℏω 
LZ -2 -1 0 1 2
Figure 2.1.: Level structure of the 2D harmonic oscillator. The different
shells are labeled by the principal quantum number n and there are n+ 1 degen-
erate states in each energy shell. The states within a shell differ by their angular
momentum Lz.
ticles cannot be discerned by their phase space trajectories anymore. This is the
case when the deBroglie wavelength [30] λdB = p/h, where h is Planck’s constant,
is similar to the inter-particle spacing d. Clearly, the outcome of a measurement
cannot change when exchanging two identical particles. This implies
|Ψ(x1, . . . , xi, . . . , xj, . . . , xn)|2 = |Ψ(x1, . . . , xj, . . . , xi, . . . , xn)|2. (2.4)
Here, xi labels the ith particle and includes both external and internal degrees of
freedom. Since this holds for any pair of indistinguishable particles the wavefunc-
tion has to be either anti-symmetric or symmetric under the exchange of identical
particles, i.e.
Ψ(x1, . . . , xi, . . . , xj, . . . , xn) = ±Ψ(x1, . . . , xj, . . . , xi, . . . , xn). (2.5)
The class a particle belongs to is determined by its spin via the spin-statistics
theorem [31]. Half-integer spin particles, where we give the spin in units of the
reduced Planck’s constant, correspond to the minus sign and are called fermions.
Integer spin particles are called bosons and correspond to the plus sign. This
also holds for composite particles such as 6Li, which consist of an odd number of
fermions and thus has a half-integer spin and is itself a fermion. We will briefly
discuss the consequences of the two different exchange statistics on the properties
of many-body systems.
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Fermions
The many-body wavefunction of fermions is anti-symmetric under the exchange
of two particles. The easiest way of obtaining such a many-body wavefunction
is to take the Slater determinant of the single-particle wavefunctions. The anti-
symmetry implies that there can be at most one fermion per quantum state,
which is nothing other than the Pauli exclusion principle [32]. This also affects
the thermodynamics of the system, where the probability of a state with energy 
being occupied with a fermion at a temperature T is given by the Fermi-Dirac
distribution [33]:
nf(, µ, β) =
1
exp(β(− µ)) + 1 , (2.6)
where β = 1
kBT
is the inverse temperature and kB denotes the Boltzmann con-
stant. The chemical potential µ acts as a Lagrange multiplier fixing the total
number of particles in the grand canonical ensemble and corresponds to the en-
ergy required to add a particle. At low temperatures (T ≤ µ) the particles start
to form a so-called Fermi sea, where the states with energy below the chemical
potential are occupied by a single fermion with a probability close to 1. At zero
temperature the distribution becomes a step function: All states with energy be-
low the chemical potential are occupied, whereas all states above are empty (see
Fig. 2.2 (b)). The Fermi energy EF denotes the energy of the highest occupied
state at zero temperature T = 0 and coincides with the chemical potential µ at
T = 0. These well-defined occupation probabilities of the different trap levels
at low temperatures are essential for the deterministic preparation of mesoscopic
samples as will be discussed in chapter 4.1.
Bosons
For bosons the wavefunction is symmetric under particle exchange and there is
no restriction on the maximum number of particles occupying a single quantum
state. Thus, even a macroscopic number of particles can occupy a single state.
This is also seen from the occupation probability of a state, which is given by the
Bose-Einstein distribution [33]:
nb(, µ, β) =
1
exp(β(− µ))− 1 . (2.7)
For bosonic systems the chemical potential has to be smaller than the lowest
energy level, as otherwise the occupation probability would become negative,
which is unphysical. This limits, at a fixed temperature, the number of particles
8
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EF
(b)(a)
Figure 2.2.: Occupation of a harmonic trap at zero temperature. The
cases for bosons and fermions are sketched in panel (a) and (b) respectively.
At T = 0, all bosons occupy the ground state of the potential and the system
forms a BEC. For fermions each level is at most occupied by one particle. At zero
temperature the system forms a so-called Fermi sea and all states up to the Fermi
energy EF are occupied, whereas all higher lying states are empty. Contrasting
(a) and (b) shows the striking influence of quantum statistics on the properties
of (non-interacting) many-body systems.
a system can accommodate in the excited states. The largest number Nmax of
particles at a fixed temperature in the excited states is reached, when the chemical
potential is equal to the ground state energy. The number of particles in excited
states is then obtained by integrating equation (2.7) over all states, but the ground
state. The ground state has to be treated separately, as the number of particles
in the ground state N0 can become macroscopic. For an isotropic 3D harmonic
oscillator the maximal number of particles at a temperature T in the excited state
is [34]
Nmax = Li3(1)
(
kBT
~ω
)3
, (2.8)
with the polylogarithm Li3(1) ≈ 1.20. Thus, when adding more particles than
Nmax to the trap all additional particles have to be placed in the ground state. The
number of particles in the ground state N0 = N −Nmax becomes a macroscopic
fraction of the total particle number. These particles occupying the ground state
all have the same wavefunction and the system forms a Bose-Einstein condensate
(BEC).
2.3. Ultracold Interactions
So far, we have been discussing non-interacting particles, but much of the richness
of ultracold atom experiments stems from our ability to tune their interactions.
Thus, as a first step towards interacting many-body physics, we will briefly sum-
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marize the scattering of two particles at low temperatures. Here, we will only
discuss elastic collisions, as inelastic scattering between two atoms is strongly
suppressed and furthermore results in loss of the participating atoms from the
trap. Following the discussion in [35, 36], we will find that at these low energies
the interactions can be described by a single parameter, the scattering length.
Next we will discuss how to modify the interactions by employing a Feshbach
resonance, where we will follow the discussion of [37], or by confining the motion
of the particles using an external harmonic potential. For strong confinement
along a single direction, this results in a scattering process that can be described
as being effectively 2D [13, 38].
2.3.1. Low Energy Scattering
For the scattering of two particles, it is convenient to work in relative coordinates
and thereby reduce the problem to a single-particle problem, given by
− ~
2
2µr
∇2Ψ(~r) + V (~r)Ψ(~r) = EΨ(~r). (2.9)
Here, µr denotes the reduced mass. In the following we assume that the inter-
action potential V (~r) has a finite range, as it is the case for the experimental
relevant van-der-Waals potential. We look for solutions with (positive) energy
E = ~2k22µr , where for large distances the energy is purely kinetic. For a spherical
symmetric interaction potential the relative wavefunction can be written as [36]
Ψ(~r) = Ψin(~r) + Ψout(~r) ∝ eikz + f(k, θ)e
ikr
r
, (2.10)
which is a superposition of the ingoing plane wave and an outgoing scattered
spherical wave. Since the potential is rotationally symmetric the scattering am-
plitude f(k, θ) can only depend on the angle θ, between the ingoing wave and the
direction along which the outgoing wave is observed and not on the azimuthal
angle φ. The differential cross-section is given by the square of the scattering am-
plitude. The spherical symmetric interactions conserve angular momentum and
the problem can be simplified by expanding it in angular momentum eigenstates,
i.e. spherical waves [36]
Ψ(r) =
∞∑
l=0
Pl(cos(θ))
uk,l(r)
r
. (2.11)
10
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The angle dependence is encoded in the Legendre polynomials Pl(cos(θ)) and
the radial wavefunction uk,l(r) is obtained by solving the the radial Schrödinger
equation
1
µr
∂2ruk,l(r) +
(
k2
µr
+ l(l + 1)2µrr2
− 2V (r)
~2
)
uk,l(r) = 0. (2.12)
Angular momentum conservation implies that the ingoing and outgoing flux is
conserved in each partial wave independently and each partial wave can only
obtain a real phase shift δl [36]. This yields the scattering amplitude [35]
f(k, θ) = 1
k
∑
l
(2l + 1)eiδl sin δlPl(cos(θ)). (2.13)
At the low temperatures relevant in our experiment the interactions can be further
simplified, since only the lowest partial wave picks up a non-trivial phase shift.
This can be seen from the momentum dependence of the phase shift, which scales
as δl ∝ k2l+1 for small momenta. Thus, the scattering amplitude vanishes for all
partial waves but l = 0 at low temperatures, where the relative momenta converge
to zero.1
Intuitively, this is understood by looking at equation (2.12), where the term
l(l+1)
µrr2
describes the centrifugal barrier arising from the angular momentum of the
scattering particles. Hence, for energies much lower, than the centrifugal barrier
the classical turning point of the particles is at distances much larger than the
range of the potential and the interaction potential has no influence on the state of
these particles. Thus, we can describe interactions at these low temperatures by a
single number, which is the phase shift of the zero angular momentum component.
It is convenient to replace the phase shift by the scattering length [35]
asc = − lim
k→0
tan δ0
k
, (2.14)
which gives the zero energy limit of the scattering phase shift and neglects the
momentum dependence of δ0. The next term in the expansion defines the effective
range reff of the potential [37]. For the case of the broad resonances of 6Li the
effective range is reff = 87a0 [39], where a0 is the Bohr radius, and the term k2reff/2
can be neglected for all experiments performed in the course of this thesis. Thus,
at low temperatures and momenta much smaller than the effective range of the
potential the scattering cross-section is
σ = 4pia
2
sc
1 + a2sck2
. (2.15)
1This is only true, if there are no scattering resonances in the higher partial waves.
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For a diverging scattering length the cross-section is limited to σ = 4pi/k2. In this
so-called unitary limit interactions only depend on the wavelength of the colliding
particles. Here, the system is scale invariant, i.e. looks the same on all scales, as
there is only a single scale, that is given by the momentum.
For ultracold scattering we can replace the complicated van-der-Waals potential
by a single parameter. This is due to the small energy of the colliding particles,
which makes it impossible to probe the microscopic details of the interaction po-
tential. Thus, it is possible to replace the real interaction by a different effective
potential, which reproduces the same scattering length. For theory calculations
one often employs a delta potential2 Vint(r) = ~
2asc
2µr δ(r) as the effective interaction
potential. This gives a very accurate description of the interactions in our sys-
tem, where the wavelength is comparable to the inter-particle spacing (degenerate
regime), which is much larger than the interaction potential range.
Identical Particles
So far we have not considered the symmetry properties of the wavefunction under
particle exchange, i.e. we only considered scattering of distinguishable particles.
From section 2.2 we know that for identical particles the wavefunction has to be
(anti-)symmetrizied. The center of mass wavefunction is symmetric under particle
exchange by construction. For identical particles also the relative wavefunction
has to be (anti-)symmetrized. Thus, the cross-section is [36]
dσ
dθ
= |f(k, θ) + f(k, θ − pi)|2 and dσ
dθ
= |f(k, θ)− f(k, θ − pi)|2 (2.16)
for bosons and fermions respectively. For identical bosons (fermions) only even
(odd) partial waves contribute, but with twice the amplitude. Therefore, a single
spin component of ultracold atomic fermions is effectively non-interacting.3 Con-
sequently, for thermalization of the sample and to access many-body physics, we
perform all our experiments with a mixture of two hyperfine states.
2.3.2. Tuning Interactions
The existence of Feshbach resonances in ultracold atomic systems makes it pos-
sible to tune interactions over all relevant ranges from non-interacting to being
2In 3D one has to take the properly regularized version Vint(r)Ψ(r) = ascδ(r)∂r(rΨ(r)) [22].
3This is not the case in the presence of higher partial wave resonances or for dipolar quantum
gases [40].
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Figure 2.3.: Sketch of the principle of a Feshbach resonance. (a) Open
(black) and closed channel (blue) interatomic potential. At short interatomic
distances the open and closed channel potentials are not eigenstates of the Hamil-
tonian and the bound states in the closed channel get coupled to the open channel.
This results in an additional phase shift of the scattered particle. (b) Sketch of the
magnetic field dependence of the scattering length. The Feshbach resonance can
be characterized by its width ∆ and a background scattering length abg. Adapted
from [37].
the largest energy scale of the system. A Feshbach resonance arises if a quasi-
bound state is embedded in a continuum of (scattering) states in the same energy
range. Thus, we have to take into account the internal structure of the colliding
particles to describe the resonance, which requires two coupled internal states of
the particles. The ingoing state configuration is called the open channel. The
so-called closed channel is given by a different internal state of the particles and
has a larger energy at large interparticle distances. Thus, after the scattering
event the particles have to leave again in the closed channel (see Fig. 2.3 (a) for
a sketch of the potential curves).
At small relative distances the different channels are not eigenstates of the Hamil-
tonian, due to e.g. spin-spin interaction and the two channels are coupled. If there
is a bound state in the closed channel with energy close to the energy of the in-
coming scattering particles already a weak coupling of the two internal states
changes the scattering process significantly. The coupling to the closed channel
results in an additional phase shift of the scattered particles. For the case of a
magnetic Feshbach resonance the two channels have different magnetic moments
and one can tune their relative energy by applying a magnetic offset-field. This
changes the energy of the bound state in the closed channel relative to the en-
ergy of the scattering particles and thereby the effective coupling, which in turn
changes the scattering length. The scattering length as function of the magnetic
13
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Figure 2.4.: Scattering length as function of the magnetic field for the
lowest three hyperfine states of 6Li. There exists a broad Feshbach resonance
for each of the different combinations. The narrow Feshbach resonance at 548 G
is not shown. Note that we can access nearly all scattering lengths apart from
a region between -900 and -2100 a0 (gray area). We label the hyperfine states
according to their energy from lowest |1〉 to highest |3〉 (see section 3.1). Data
for the plot is taken from the supplementary material of Ref. [39].
field B can be approximated by [37]
asc(B) = abg + abg
∆
B −B0 . (2.17)
Here, B0 is the magnetic field of the resonance position at which the scattering
lengths diverges, ∆ is the width of the resonance and abg is the scattering length
far away from the resonance, i.e. the scattering length of the open channel without
the coupling of the internal states.
For 6Li the open and closed channel are given by the molecular triplet and singlet
potential, respectively.4 They have a different magnetic moment and tuning the
magnetic offset field allows us to change the position of the bound state in the
singlet potential relative to the threshold of the open channel.
This results in broad Feshbach resonances between the lowest 3 hyperfine states,
which we are using in the experiment. The different resonances lie at magnetic
fields between B = 690G and B = 832G [39]. Their large width of ∼ 200G
makes them very convenient to use. The scattering length as function of the
magnetic field is shown in Fig. 2.4.
4This refers to the electron spin. The two atoms still differ in their nuclear spin such that
s-wave scattering is possible.
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Bound States
For positive scattering lengths, there exists also a solution of the scattering prob-
lem with negative energy. Thus, in addition to the free particle solutions with
positive energies, there exists also a bound state for asc > 0. The binding energy
of the molecule is [35]
EB =
~2
2µra2sc
= ~
2
ma2sc
. (2.18)
This equation holds if the scattering length is larger than the effective range of
the potential. The size of a molecule with an energy given by equation (2.18) has
to be comparable to the scattering length asc [22]. Remarkably, this size of the
bound state is much larger than the range of the potential. Thus, these bound
states are also called halo molecules. Such loosely bound halo states exist also in
nuclear matter, as for example in 11Li [41].
2.3.3. Mean-Field Interactions
The microscopic interaction potential between alkalies is of van-der-Waals type
and thus always attractive. However, for the effective low energy interactions
parametrized by the scattering length asc this is not the case. The mean field
interaction energy shift a particle obtains in a medium of density n is [36]
Eint =
4pi~2asc
µr
n = gn, (2.19)
where the interactions are repulsive (attractive) for positive (negative) scattering
length and g is an effective coupling strength. For a (bosonic) scatterer identical
to the medium the interaction shift is twice as large, due to symmetrization of
the wavefunction.
2.3.4. Scattering in 2D
Since all experiments presented in this thesis are performed in a quasi-2D geome-
try, we summarize the most important results for 2D scattering. More details can
be found in the following review articles [13, 38]. We will only consider the case
of an attractive short range potential, as this yields a very accurate description
of the physics investigated throughout this thesis. As in 3D it is convenient to
expand the scattering amplitude f(k) in spherical waves [38]
f(k) =
∞∑
l=0
(2− δl0) cos(lθ)fl(k) (2.20)
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The scattering amplitude for the different partial waves in 2D is given by [38]
fl(k) =
−4
cot δl(k)− i . (2.21)
We again are interested in low energy scattering and thus only obtain a non-
trivial phase shift for l = 0. Expanding the s-wave phase shift for low momenta
yields
f0(k) =
−4
2
pi
ln(ka2D)− i , (2.22)
with the 2D scattering length a2D. Note that in 2D the s-wave scattering am-
plitude becomes zero in the small momentum limit, as opposed to 3D, where it
converges to the scattering length. Nevertheless, the 2D s-wave scatting cross-
section given by σ0 = |f0(k)|2 /4k diverges, as opposed to the results for higher
partial waves, where not only the scattering amplitude but also the cross-section
converges to zero at low momenta [38]. Thus, as in 3D only s-wave interactions
are important at low temperatures. In 2D the scattering length a2D is always
positive and there is no unitary limit, where the scattering of the particles de-
pends solely on their wavelength and the system is scale invariant.
This is an interesting point, because when looking at the Hamiltonian of the
two-particle problem for contact interactions
Hˆ = − ~
2
2m∇
2 + ~
2g
2mδ
(2)(r), (2.23)
one finds from dimensional analysis that the interaction strength g is simply
given by a number and the system appears to be scale invariant. However, when
naively quantizing the theory this results in diverging scattering amplitudes and
the interactions have to be renormalized [38]. Most conveniently this is done by
introducing a finite energy bound state, which exists for any attractive interaction
and thus all scattering lengths in 2D. The energy of this bound state is given
by [38]
EB =
~2
2µra22D
. (2.24)
The length (energy) scale associated with this dimer breaks the scale invariance
of the Hamiltonian.
The interaction parameter describing 2D scattering is proportional to−1/ ln(ka2D)
[42, 43] and explicitly depends on the momentum of the colliding particles. As
in 3D, the nature of the mean-field interaction in 2D depends on the sign of
the interaction parameter and mean-field interactions are attractive for positive
ln(ka2D). Note that in 2D the nature of the mean-field interactions can be tuned
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by changing the characteristic momentum of the system (as opposed to 3D, where
the nature of the mean-field interactions depends on the sign of the scattering
length).
Quasi-2D Scattering
All experiments are obviously performed in a 3D world. Reaching a quasi-2D
regime can be achieved by tightly confining the particles along one dimension. In
the experiment the tight confinement is harmonic and ~ωz is (much) larger than
all other energy scales of the system. Hence, all dynamics along the z-direction
are frozen out when the temperature T and the chemical potential µ are smaller
than the energy of the first excited state ~ωz. This is the so-called quasi-2D
regime, where the dynamics take only place in the plane perpendicular to the tight
harmonic confinement and the low energy physics is essentially 2D. Note that in
our experiment, the harmonic oscillator length of lz ≈ 500 nm is much larger than
the van-der-Waals range of approximately 3 nm and locally scattering is always
3D. Nevertheless, the low energy scattering physics can effectively be described
using the 2D expressions, where the effective 2D scattering length a2D can be
obtained by integrating out the tightly confined direction of the wavefunction.
The effective 2D scattering length a2D is connected to the harmonic confinement
along the third direction and the 3D scattering length asc via [13, 38, 44]:
a2D = lz
√
pi
A
exp
(
−
√
pi
2
lz
asc
)
, (2.25)
where A = 0.905 and lz is the harmonic oscillator length. This holds for scattering
energies smaller than the axial confinement energy scale and hence, across a
Feshbach resonance.
Importantly, as this renormalization of the scattering includes a second length
scale lz, the energy of the bound state is not directly linked to the 2D scattering
length a2D. This is especially the case, when the size of the bound state is (much)
smaller than the axial harmonic oscillator length lz. The quasi-2D bound state
energy is given by the implicit expression [38]
lz
a
=
∫ ∞
0
du√
4piu3
1− exp(− EB~ωzu)√
(1− exp(−2u))/(2u)
 . (2.26)
This formula interpolates, between the two limiting cases of a 2D and 3D molecule
and the obtained bound state energy is shown in Fig. 2.5.
For small negative 3D scattering lengths asc the binding energy is small compared
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to the axial confinement. Thus, the molecule is spread out in the plane transverse
to the tightly confined axis and the molecule behaves as a 2D object. Due to the
2D character of the molecule, the binding energy obtained from equation (2.26)
matches the result for inserting the 2D scattering length calculated from equation
(2.25) into the formula for the 2D binding energy (2.24). Here, the emergence of
a bound state is due to the confinement of the particles along the axial direction.
In the other limit, where the 3D scattering length asc is small and positive one
obtains a deeply bound 3D molecule. The binding energy is much larger than
the axial confinement energy scale ~ωz. Thus, the size of the molecule is much
smaller than lz and the molecule wavefunction contains a superposition of many
excited harmonic oscillator states along the tightly confined direction. In this
limit the molecule wavefunction is 3D and not affected by the confinement. Here,
it is obvious, that using the result for the 2D scattering length together with
equation (2.25) does not yield the right energy for the bound state as it is a 3D
object. Note, however, that the interaction between a pair of molecules is still
2D. The correct energy of the confinement induced bound state for all interaction
strengths is given by equation (2.26).
2.3.5. Two Particles in a Harmonic Trap
For our experiments with mesoscopic samples we have to confine the particles to
small volumes in order to have sufficient densities to observe interesting many-
body physics. As discussed in the last section the confinement can strongly affect
interactions and even result in the emergence of bound states. Here, we will dis-
cuss the influence of a harmonic confinement on the interaction of two particles.
For a delta type interaction and isotropic harmonic traps in 1D, 2D and 3D this
problem was solved in Ref. [45]. An analytic solution for harmonic 3D traps with
an axial symmetry was found in Ref. [46]. Recently, also a solution for traps with
arbitrary aspect ratios ωx 6= ωy 6= ωz has been found [47]. However, as for our
experiment, the case of a round quasi-2D trap with an aspect ratio η = ωr
ωz
is
relevant, we use the result of Ref. [46], which is simpler to implement.
For a harmonic trap the center of mass and relative motion separate. The Hamil-
tonian for the center of mass motion is given by a harmonic oscillator (equa-
tion (2.1)), with the corresponding eigenstates and eigenenergies. The Hamilto-
nian for the relative motion is
Hˆrel =
−~2
2µr
∇2 + 12µr(ω
2
rr
2 + ω2zz2) +
2pi~2asc
µr
δ(r)∂rr. (2.27)
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Figure 2.5.: Bound state energy of a |1〉|3〉-mixture as function of the
magnetic field. (a) Interaction parameter ln(ka2D) for a typical radial momen-
tum of k = 7.7µm−1 (corresponding to the harmonic oscillator momentum for
ωr = 2pi×1kHz). (b) Energy of the bound state, offset by the harmonic oscillator
ground state energy for the quasi-2D and 2D case. The solution for the quasi-2D
case (equation (2.26)), interpolates between the energy of the 3D molecule for
small magnetic fields and the the 2D solution calculated from equations (2.25)
and (2.24), which is valid for weak attractions at large magnetic fields. The tight
axial confinement is a harmonic oscillator with ωz = 2pi × 7kHz. The Feshbach
resonance for the |1〉|3〉-mixture (Fig. 2.4) is at B = 690G (gray line).
Since the contact interactions can only influence states with finite relative wave-
function at r = 0, it is clear than only states with zero angular momentum
projection along the z-axis obtain an interaction shift. We are interested in the
quasi-2D regime, where η = ωr/ωz < 1. For integer inverse aspect ratio 1/η = j
the energy levels are given by [46]:
√
2pi lz
asc
= 2
√
pi
j
j−1∑
m=0
Γ
(E
2 +
m
j
)
Γ
(E
2 − 12 + mj
) . (2.28)
Where Γ is the Euler gamma function and all energies are given in units of the
axial trapping frequency ~ωz and E = E −E0, is the energy measured relative to
the ground state of the harmonic oscillator, which has an energy E0 = 12 + η.
The energy spectrum for the case of an aspect ratio of 1/η = 7 is shown in
Fig. 2.6. Compared to the energy spectrum of interacting particles in free space,
the spectrum for trapped particles is discretized. The second consequence of the
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Figure 2.6.: Spectrum of two harmonically-trapped interacting particles.
The confinement is a quasi-2D trap, with an aspect ratio ωr : ωz = 1 : 7. The
spectrum in red shows the result calculated with equation (2.28) in the full quasi-
2D potential. The gray dashed lines give the energy levels of the unperturbed
harmonic oscillator levels. The result for the quasi-2D case can be compared
to true 2D calculations. The result for a true 2D trap is is obtained by first
calculating the effective 2D scattering length a2D (equation (2.25)) and then cal-
culating the energy spectrum of the harmonic 2D trap using Γ (E/2) = ln(l2r/a22D)
[45]. To compare to the quasi-2D calculations, we offset the 2D spectrum by the
ground-state energy ~ωz/2 of the harmonic oscillator along the z-direction. The
2D spectrum is shown as dashed blue line. The two results show remarkable
agreement considering the small aspect ratio of the trap frequencies which results
in a ratio of the size the of the wavefunction along the different directions of only√
7 ≈ 2.7. The largest deviations are observed for the bound state, where the
2D solution does not take into account the deformation of the z-wavefunction
for large interaction and thus predicts a much larger binding energy. Note that
the x-axis is flipped, in order to easily compare to the plot for the 6Li Feshbach
resonances.
trapping potential is that the energy of the states now explicitly depends on the
interaction strength. This can also be easily understood, as a change of the scat-
tering length changes the boundary condition at a relative distance r = 0 between
the atoms and the energy of the eigenstates in the trap explicitly depends on this
boundary condition as it determines the wavefunction curvature. For the infinite
homogeneous case the phase shift of the particles at a relative distance r = 0 does
not change the energy. This is a consequence of the scattering of free particles
and of course changes if one considers scattering of particles in a finite size homo-
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geneous box,5 as now changing the boundary condition for the wavefunction at
relative distance r = 0 together with the boundary condition at the edge of the
box changes the wavefunction curvature and hence the energy. From the energy
shift of two particles in the (finite volume) harmonic oscillator we also find that
the effective interaction is attractive for asc < 0 and repulsive for asc > 0, as the
energy of the interacting states is lower (higher) for asc < 0 (asc > 0) than for the
corresponding non-interacting state.
For weak interaction asc → ±0, the energy levels approach the spectrum of the
non-interacting harmonic oscillator, given by ~ωz(1/2+η(n+1)) for the nth level.
Here and in the following, we only consider states below the first excited state
along the z-axis. For all interaction strengths there is a state below the lowest
non-interacting state. Again, the confinement results in a bound state for negative
scattering lengths, as opposed to the free 3D result, where the bound state only
exists for positive scattering lengths. Only even harmonic oscillator states obtain
a shift, as these are the only levels, where the 2D harmonic oscillator has eigen-
states with Lz = 0. On the 3D resonance (1/asc = 0), the energy of the shifted
states is close to the energy of the non-interacting odd harmonic oscillator levels.
Next, we discuss how the confinement affects the binding energy EB of a pair
of particles. The binding energy is defined as the difference between the ground-
state energy of two particles at a given interaction strength and the ground-state
energy of two non-interacting particles in the same trapping geometry (Fig. 2.7).
We compare the bound state energies (Fig. 2.7) for the 3D case, the homogeneous
quasi-2D case and the additionally radially confined quasi-2D case. We find that
for weak attraction (high magnetic fields) the binding energy of the harmonically
confined quasi-2D system is much larger than that of the continuous quasi-2D
system. In this regime the binding energy is (much) smaller than the radial trap
frequency. Hence, the size and thus also the energy of the bound state is strongly
affected by the additional radial confinement.
For stronger attraction the size of the pair is comparable to the radial harmonic
oscillator length lr and the radial confinement does not have a large effect on
the binding energy and the bidding energy calculated for the two quasi-2D cases
coincides.
For very strong attraction (for magnetic fields B / 660G) the binding energy
is larger than the harmonic oscillator energy ~ωz of excitations along the third
5In a box the two-body problem does not separate in relative and center of mass motion. But
one can place an (infinitely) heavy scatterer at the center of the box and study the change
of the wavefunction of the second particle when changing the scattering length.
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Figure 2.7.: Binding energy of two atoms in state |1〉 and |3〉 as function
of the magnetic field. The energy of the bound state is compared for different
trap geometries and for two particles in 3D without any confinement. In the latter
case a molecule only exists below the Feshbach resonance at 690 G. The light blue
curve corresponds to a confinement of the atoms along the axial (z-)direction with
ωz = 2pi×7 kHz. The red curve gives the energy of the atoms additionally confined
in the radial (xy-)plane with a trap frequency ωr = 2pi× 1 kHz. The dashed lines
indicate the energy of the respective non-interacting ground state. EB gives the
binding energy of the pair.
direction. Thus, the molecule is a 3D object and only weakly affected by the
discrete level spectrum of the trap.
2.4. Many-Body Physics
After the discussion of the two-body problem we proceed to more complicated
systems and summarize the experimentally relevant properties of fermionic many-
body systems. We start with a short overview of the general properties of phase
transitions and the associated mode spectrum. This is followed by a summary
of the properties of the specific system used in the experiment, i.e. attractively
interacting two-component fermions. After a general overview more details on
the special case of the BEC-BCS crossover in a harmonic trap are given.
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2.4.1. Phase Transitions
On a macroscopic scale matter is classified by its phase. The essential properties
of a material change only slightly within a phase and drastic changes of the be-
havior are related to transitions between different phases. Phase transitions can
be classified by the form of the free energy. A phase transition is of nth order if
the nth derivative of the free energy is discontinuous [33]. First order transitions
involve latent heat. Higher-order phase transitions do not involve latent heat and
are referred to as continuous phase transitions. Here, a short summary of the rel-
evant aspects of second-order phase transitions, that are required to understand
the measurements presented in this thesis, is given. In general, the physics of
phase transitions is described using the framework of quantum field theory. For
our purpose it suffices to consider a mean-field picture. More details on the full
theoretical treatment can be found in several books (e.g. [4, 5, 31]).
Phase transitions are described in terms of spontaneous symmetry breaking. The
ground state in the ordered (or symmetry broken phase) has less symmetry than
the underlying Hamiltonian and thus violates (breaks) the symmetry of the sys-
tem. The different phases can be distinguished by the order parameter, which
is zero in the symmetric phase and obtains a finite value in the symmetry bro-
ken phase. This finite value of the order parameter breaks the symmetry of the
Hamiltonian.
Landau developed an effective phenomenological theory for second-order phase
transitions [48], where close to the critical point the order parameter changes con-
tinuously. The idea is to guess a low-energy (large length scale) theory, capturing
the relevant behavior close to the phase transition. The free energy F , which is
linked to the action S of the system by F = T
V
S, is expanded in powers of the
order parameter, where only terms respecting the symmetry of the Hamiltonian
are kept. The expansion coefficients are phenomenological and depend on the
system properties, like temperature or interactions. This expansion enables us to
predict some properties of the system. Since the free energy depends only on the
symmetry of the system the predictions are independent of the microscopic de-
tails and universal. This phenomenological theory has the advantage, that it does
not require a precise knowledge of the microscopic theory. However, the assump-
tion of the physics only being determined by the symmetry of the Hamiltonian is
often too strong and there are correction to these predictions. For example, an
effective theory for superconductors [49] was developed several years before the
correct microscopic description was discovered [50].
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In the following, we discuss the experimentally relevant case of a U(1)-symmetric
Hamiltonian. The order parameter is given by the the macroscopic wavefunction
Ψ(r) = |Ψ|eıθ. In the symmetry broken phase the order parameter ’picks’ a phase
θ, which breaks the underlying U(1) symmetry. The static part of the action to
lowest order in Ψ(r) is [5, 51]:
Sstatic[Ψ] =
∫
d3r
(
ξ2|∇Ψ|2 − r|Ψ|2 + u2 |Ψ|
4
)
. (2.29)
The constants ξ, r and u depend on the microscopic theory and are a priory
unknown in our effective theory treatment. However, we know that u > 0, as the
action has to be bound from below. The expectation value of the order parameter
〈Ψ〉 is found by minimizing the free energy (∂F
∂Ψ = 0). The ground state of the
system (minimum of the action) depends on the sign of r. We obtain 〈Ψ〉 = 0
for r < 0 and 〈Ψ〉 =
√
r
u
= Ψ0 = n0 for r > 0, where n0 is the condensate or
superfluid density. Hence, the phase transition happens at r = 0 and for r > 0
the finite value of the order parameter breaks the U(1) symmetry. Note that as
the phase of the order parameter is arbitrary, we have set it to zero here.
From the free energy, we can calculate different (thermodynamic) quantities. For
example, if the temperature dependence of the expansion coefficients is known,
we can compute the heat capacity [4, 31]. Also correlation functions of the order
parameter can be calculated and one finds that the correlation length diverges
close to the critical point. It is even possible to extract the critical exponents
of how the correlation length diverges, when approaching the critical point [4].
However, as already mentioned above, in Landau theory the exact values of the
exponents depend only on the symmetry of the problem, which results in wrong
predictions. To obtain better values for these quantities, fluctuations have to
be considered and one has to connect the effective low-energy description to the
underlying microscopic model. A way of systematically doing this is provided by
renormalization group theory, where one starts with the microscopic Hamiltonian
and integrates out short-length scales one by one until one arrives at an effective
low-energy long-wavelength theory to describe the phase transition [4, 52].
We will now take a look at the low energy excitations of the system. The potential
for the order parameter is given by V (Ψ) = −r|Ψ|2 +u/2|Ψ|4 and has in the sym-
metric phase (r < 0) a single minimum at Ψ = 0. In the symmetry broken phase
the minimum of the potential is at the finite value Ψ0 and the potential has the
famous so-called ’Mexican hat’ shape. The potential for both cases is depicted
in Fig. 2.8. From the shape of the potential one would expect, that excitations
in the normal (symmetric) phase cost finite energy, as the potential has a finite
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Figure 2.8.: Effective potential for the order parameter. In the symmetric
phase the potential has a single minimum at Ψ = 0 and all excitations cost a
finite energy. In the symmetry broken phase the potential has an infinite number
of degenerate ground states around the minimum of the Mexican hat potential.
There are two types of excitations of the order parameter around its finite aver-
age value. The phase excitations (red) along the rim of the hat and amplitude
excitations (green) orthogonal to the rim of the hat correspond to the massless
Goldstone and massive Higgs mode respectively.
curvature around the minimum. This is indeed true and the excitations have
a finite energy gap proportional to r and the gap closes, when approaching the
critical point. This mode softening is a general feature of phase transitions [5].
In the symmetry broken phase one would naively expect two modes with quite dif-
ferent properties. An excitation along the minimum of the ’Mexican hat’, which
costs zero energy, as the potential is flat in this direction. This massless phase
mode is a so-called Goldstone mode, which generally arises in systems with a bro-
ken continuous symmetry [31, 53]. The second mode corresponds to amplitude
changes of the order parameter and due to the curvature of the potential should
have a finite mass.
However, in reality things are not as simple and we cannot deduce the exci-
tation spectrum from the time independent static action only, but we have to
consider the time dependence of the fields. The low-energy spectrum is obtained
by considering Gaussian fluctuations of the order parameter around the poten-
tial minimum [4, 51]. The two lowest orders of time derivatives consistent with
the U(1) symmetry of the Hamiltonian yield the following equation for the time
evolution of the order parameter [51]:
K2∂
2
t Ψ + ıK1∂tΨ = −ξ2∇2Ψ− rΨ + uΨ3. (2.30)
The term proportional toK2 corresponds to a system with a relativistic dispersion
relation and the K1 term describes a non-relativistic system. This non-relativistic
case with K2 = 0 corresponds to a simple ultracold Bose gas and equation (2.30)
reduces to the time dependent Gross-Pitaevskii equation [34].
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We now consider excitations of the order parameter around the ground state in
the symmetry broken phase and expand the wavefunction in terms of amplitude
and phase excitation Ψ−Ψ0 = δΨ + ıδφ. Linearizing the problem yields
K2∂
2
t (δΨ− ıδφ) +K1∂t(ıδΨ− δφ) = ξ2∇2(δΨ + ıδφ) + 2rδΨ. (2.31)
The phase and amplitude excitations are coupled by the first-order time derivative
and are not independent excitations. Hence, for K1 6= 0 it is not possible to split
equation (2.31) into two independent equations for the real and imaginary part.
Thus, there is no stable well-defined amplitude excitation of the order parameter
in the BEC limit. Fourier transforming gives [51]:
(2r + ξ2k2 −K2ω2)δΨ + ıK1ωδφ = 0, (2.32)
(−ξ2k2 −K2ω2)δφ− ıK1ωδφ = 0. (2.33)
In the non-relativistic case of the Bose gas (K2 = 0 and K1 = 1) this reduces to
Bogoliubov dispersion relation [34]:
K21ω
2 = ξ2k2u|Ψ0|2 + (ξ2k2)2. (2.34)
This excitation is massless as expected on general grounds from the Goldstone
theorem [53]. For long wavelengths the dispersion relation is linear and excitations
correspond to sound modes, whereas at short wavelengths the dispersion becomes
particle like ω ∝ k2. There is no independent second stable mode with different
dispersion, as amplitude and phase degrees of freedom are coupled by the first
order time derivative. For the relativistic dispersion (K1 = 0) on the other hand,
we obtain two modes with the following dispersions
ω2G =
ξ2k2
K2
and ω2H = 2r + ξ2k2. (2.35)
The dispersion relation of the gapless phase mode has a linear dispersion re-
lation ωG ∝ k, as expected for a massless relativistic mode and required by
the Goldstone theorem. The amplitude mode has a finite energy gap (mass) of
ωH = 2r/
√
K2. The massive amplitude mode is known in particle physics as the
Higgs mode [54].
As the observation of an amplitude mode requires a relativistic theory, we might
be out of hope that it can be observed in condensed matter systems such as stud-
ied in this thesis. However, we will find later, that there exist condensed matter
systems, which are well described by a second-order time derivative (K2 6= 0 and
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K1 ≈ 0), due to particle-hole symmetry [51]. Indeed, the amplitude mode was
observed in several condensed matter systems [55–62]. Even if this additional
symmetry is not perfectly fulfilled a small admixture of a first-order time deriva-
tive (K1 6= 0) does not result in a complete loss of the amplitude mode, but only
broadens the resonance as is causes the two modes to mix. The higher energy
amplitude mode becomes unstable and damped as it can decay into Goldstone
modes.
After this discussion of the excitation spectrum of symmetry broken phases, we
will move to the system at hand in the experiment and discuss the BEC-BCS
crossover.
2.4.2. The BEC-BCS Crossover
Here, we summarize the relevant properties of a many-body system consisting of
two-spin components of fermions interacting via attractive s-wave interactions.
We first discuss the case of a 3D system and will afterwards summarize the special
aspects of the 2D case. We start with the two limiting cases of very strong
and weak attraction between the fermions. For strong attraction between the
fermions the system is in the molecular BEC (mBEC) limit, where the fermions
form repulsively interacting molecules. In the opposite limit of weak attraction
the system is at low temperatures described by the so-called Bardeen-Cooper-
Schrieffer (BCS) theory. The 3D interaction strength is characterized by the
dimensionless quantity 1/kFasc, where kF is the Fermi momentum. The two
limiting cases are reached for kFasc → ±0, where the different signs correspond to
the BEC- and BCS-limit for positive and negative scattering length respectively.
The existence of Feshbach resonances in cold atom experiments makes it possible
to smoothly connect the two limits and explore the full BEC-BCS crossover. More
details can be found in the following review articles and books [4, 5, 22–24].
Molecular Bose Einstein Condensate
In section 2.3.2, we have seen that for positive scattering lengths two particles
can form a molecule with binding energy EB = ~
2
ma2sc
. Thus, when cooling the
system to temperatures below the binding energy, the fermions start to pair and
form bosonic molecules by three-body recombination. At low temperatures the
system consists of molecules only [63]. In the limit, where all other energy scales
(temperature and Fermi energy) are much smaller than the binding energy of
the molecule, the molecules can be treated as bosons with no internal structure.
The scattering length of these molecules is given by amol = 0.6 asc [64]. Since the
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excitation of the fermionic degrees of freedom requires an energy on the order
of the binding energy all fermionic degrees of freedom are frozen out and the
low-energy excitations are bosonic.
When cooling the sample further the molecules form a condensate [65–67]. The
condensate wavefunction has a well-defined phase and spontaneously breaks the
U(1) symmetry of the Hamiltonian. We can easily connect the mean-field theory
discussed in the last section, with the microscopic picture of the theory. The
parameters of the mean-field description are ξ2 = ~2/(2mmolecule), K1 = ~, r = µ
and u = g = 4pi~2amol
m
. The chemical potential of the fermions is negative and
differs by −EB/2 from the bosonic chemical potential µ, which is positive in
the condensed phase. As the Bose gas has no additional symmetries it has a
non-relativistic dispersion and is described by the Gross-Pitaevskii equation [34].
Thus, the low energy excisions of the system are Bogoliubov quasi-particles, with
a dispersion as given in equation (2.34). Hence, there is no well-defined amplitude
(Higgs) excitation mode in the BEC limit.
BCS Limit
It is well known that the ground state of a gapless Fermi gas with attractive
interactions is a superfluid for any attraction. However, for weak attraction there
exists no two-body bound state in 3D. This raises the question of the origin of the
bosonic degrees of freedom required for superfluidity. The problem was solved by
Bardeen, Cooper and Schrieffer [50]. They considered the effect of Pauli blocking
due to the Fermi sea on the interaction of two particles close to the Fermi surface.
They showed that the inaccessibility of states within the Fermi sphere results in
a bound state for arbitrarily weak attraction. This scattering problem with a
reduced number of available states is similar to the two-particle problem in 2D
(see section 2.3.4), where there exists a bound state for any attraction [22]. Due
to the assumed weak interactions scattering is only relevant for a small shell of
states close to the Fermi surface. These states have an approximately constant
density of states, which will become important later. The free energy for the two
spin components is [23, 24]:
Hˆ − µNˆ = ∑(~2k22m − µ)cˆkσ cˆkσ + gV ∑ cˆk↑cˆk’↓cˆk+q↑cˆk’-q↓. (2.36)
Where cˆ()kσ , is a fermionic annihilation (creation) operator removing (creating) a
particle with momentum k and spin σ and Nˆ is the number operator. The last
(quartic) term describes the attractive (g < 0) interactions between opposite spin
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particles.
In order to obtain a mean-field solution of the problem one replaces the operator
g
V
∑
cˆ-k↑cˆk↓, with its finite expectation value ∆ [4], which describes the superfluid
gap and serves as the order parameter. The choice of this order parameter already
tells us that the superfluid is a condensate of ’bosonic’ Cooper pairs, which are
composed of two fermions with opposite momentum and spin. This transforma-
tion removes the four-fermion interaction term in equation (2.36) and gives the
quadratic Bogoliubov-de Gennes Hamiltonian (free energy) [23]:
HˆBCS =
∑
Ψk
ξk ∆
∆ ξk
Ψk +∑ ξk − V∆2
g
. (2.37)
The kinetic energy relative to the chemical potential is given by ξk = ~
2k2
2m −µ and
we introduced the Nambu spinor Ψk =
(
cˆk↑, c-k↓
)
. This quadratic Hamiltonian is
easy to solve, but is not particle conserving. This can be intuitively understood
from the coupling of a pair of opposite spin and momentum fermions to a bosonic
pair and vice versa via the interactions.
The Hamiltonian is diagonalized by defining new fermionic operators αk↑ =
cos θkcˆk↑ + sin θkcˆ-k↓ and α

-k↓ = sin θkcˆk↑ − cos θkcˆ-k↓ [4]. Note that these quasi-
particles are superpositions of a particle and a hole in the original Fermi sea
with well-defined spin and momentum. Due to the mixing of particles and holes
the dispersion relation (Fig. 2.9 (a)) splits in two branches. The energies of the
branches are ±Ek, where the lower branch is completely filled and the upper
branch is empty. The dispersion relation of the quasi-particle excitations is given
by [4]
Ek =
√
∆2 + ξ2k. (2.38)
Excitations have always positive energy, as they either create a quasi-particle in
the empty upper branch or a hole in the lower occupied branch. Note that the
creation of a quasi-particle also changes the number of real particles by one [22].
Thus, the energy of adding or removing a single particle is also given by Ek, which
has a minimum gap of ∆ at the Fermi surface (ξkF = 0). Exciting the system
at constant particle number, however, requires two quasi-particle excitations and
thus costs an energy 2Ek. So staring from a gapless non-interacting state turning
on an arbitrarily small attractive interaction creates a gapped state. The minimal
excitation energy is given by the superfluid order parameter. These minimal
energy excitations have a finite momentum due to the underlying Fermi sea. The
gap and hence the binding energy of pairs is exponentially small in the interaction
strength. The value of the superfluid gap is self-consistently determined to be [24]:
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Figure 2.9.: Particle and hole character of different momentum states
in BCS theory. (a) Fermionic dispersion relation for the non-interacting gas
(red) and in BCS theory (blue). (b) The occupation probability of states with
energy ξk for the non-interacting Fermi gas is given by a step function(red). For
weakly interacting systems the occupation probability (blue) of states close to
the Fermi surface smoothly goes from 1 to 0 and the Fermi surface is smeared
out, by interactions. The dark blue curve shows the result for the occupation
probability within BCS theory given by sin2 θk. Comparing the hole and the
particle occupations one can see that BCS theory has a particle hole symmetry
close to the Fermi surface.
∆ = 8
e2
EFepi/2kFa. (2.39)
The ground state of the interacting system contains no quasi-particle excitations
and is annihilated by all αkσ. This is the famous BCS state [4, 50]
|BCS〉 = ∏
k
αk↑αk↓ |Ω〉 =
∏
k
(cos θk + sin θk cˆ-k↑cˆ

k↓) |Ω〉 . (2.40)
It gives the ground state wavefunction in terms of the original fermions, where
the amplitude prefactors are determined by sin2 θk = (1− ξkEk )/2 and |Ω〉 is the
vacuum of the original fermions. The probability of a state being occupied by a
fermion is given by sin2 θk, which is 1 for states deep within the Fermi sea and
0 for states far outside the Fermi sea. The occupation probability is plotted in
Fig. 2.9 (b). The interactions smear out the Fermi surface and the occupation
probability is smoothly going from 1 to 0, as opposed to the zero interaction case,
where the occupation probability is a step function at zero temperature. The at-
tractive interactions mix higher lying initially unoccupied momentum states into
the ground state to make optimal use of the attractive interaction to lower the
overall energy.
This is similar to what we have discussed for the two-body problem, where higher
lying momentum states are admixed to form a molecule and lower the overall en-
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ergy. Note that the BCS Hamiltonian (2.37), is symmetric under the exchange of
particles and holes. This relies on the constant density of states in a small region
around the Fermi surface. This assumption is justified, as long as interactions
are small and paring only affects states in a small shell around the Fermi surface.
In BCS theory this is well fulfilled, as the gap is exponentially small.
The BCS spectrum shown in Fig. 2.9 (a) is gapped. However, on general grounds
we would expect a gapless Goldstone mode due to the breaking of the U(1) sym-
metry in the superfluid phase [53]. This observation of a gapped spectrum is
due to the fact that so far we only considered the fermionic degrees of freedom
and ignored the excitations of the superfluid order parameter. The action of the
order parameter is obtained by promoting the superfluid gap ∆ in equation (2.37)
to a bosonic operator and integrating out the fermionic degrees of freedom [4].
Expansion of the resulting action up to fourth order in the gap gives the famous
Ginzburg-Landau equation (2.29). In the BCS limit the time dependence of the
fields is second order (K2 6= 0 and K1 = 0) due to particle-hole symmetry [68].
Thus, we expect both a massless Goldstone mode and a massive amplitude mode.6
The dispersion relation of the sound mode is ωG = vF/
√
3 k, where vF is the Fermi
velocity [22, 69]. The sound mode is well defined only for momenta, such that
its energy is lower than the onset of the single particle continuum and it becomes
strongly damped for larger momenta [23]. The massive amplitude/Higgs mode
has a gap of ωH = 2∆ [51, 70, 71]. In the particle–hole symmetric case the
amplitude mode is stable against the decay into Goldstone modes. However, the
energy of the amplitude mode coincides with the onset of single particle excita-
tions (see equation (2.38)). This immersion of the amplitude mode in the single
particle continuum offers additional decay channels and can possibly result in an
overdamping of the excitation.
If the amplitude mode exists at all and the cases in which it is stable are discussed
at length in several theory publications (see e.g. [51, 70–75]). An example for
a solid state system, where the Higgs mode exists as a well-defined excitation is
a weakly interacting superconductor with additional charge-density wave order.
Here, the charge-density wave shifts the single particle spectrum upwards such
that the Higgs mode is not immersed in the single particle spectrum and becomes
a well-defined excitation [51, 70, 75] as observed in experiments [55].
In Ref. [71] the complex dispersion relation (including damping) and the quasi-
6The massless Goldstone modes exists only for the neutral BCS superfluid discussed here.
In (charged) superconductors the charge of the electrons results in coupling to electromag-
netism, which is a U(1) gauge symmetry. This coupling of the order parameter to the gauge
field gives the Goldstone mode a finite mass by the Anderson-Higgs mechanism [54, 69].
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particle residue of the amplitude mode have been calculated in the whole BEC-
BCS crossover. In the BCS-limit, the amplitude mode exists as a damped exci-
tation inside the single-particle continuum [71]. For increasing interactions (that
is in the crossover region discussed below) the single particle gap Ek is pushed
to larger energies than the energy of the amplitude mode, but here particle-hole
symmetry is violated and the amplitude mode couples to the massless Goldstone
mode. Thus, in this region the amplitude mode is also damped, but, neverthe-
less, gives rise to an excitation peak [71, 76]. For negative (fermionic) chemical
potential, i.e. in the BEC limit, there exists no amplitude mode as expected and
only the sound mode remains. Experimentally, the amplitude mode in the BEC-
BCS crossover was studied in [62], where it was found to be a strongly damped
excitation for all accessible interaction strengths.
After a brief discussion of the crossover region, we will summarize the properties
of trapped BCS systems. There, we will find that the modified single-particle
spectrum in the trap can stabilize the amplitude mode of the order parameter.
The Crossover and the Unitary Fermi Gas
Using a Feshbach resonance offers the possibility to tune the scattering length
and thereby connect the two limiting cases of a molecular BEC and a fermionic
BCS superfluid. Already before the experimental realization in ultracold quan-
tum gases, it was shown that these two limiting cases are smoothly connected
and the system is superfluid for any attraction [19, 77].
For weak attraction the system is a BCS superfluid, consisting of pairs of opposite
momentum, which are much larger than the interparticle spacing. Upon increas-
ing the attraction the pair binding energy increases and the pair size shrinks,
until the attraction is so strong that the pairing energy is the largest energy scale
of the system and the ground state is a molecular BEC. Thus, there is a region in
the crossover where the pair size is comparable to the interparticle spacing and
the system is a strongly interacting resonance superfluid [22].
For increasing interactions larger parts of the Fermi sphere are influenced by the
interactions until it is completely washed out and the chemical potential becomes
negative (at 1/kFasc = 0.41) [78]. The strongly interacting crossover region7 is
reached for 1/|kFasc| / 1. In this region the critical temperature for the transition
to the superfluid is largest indicating the increased stability of the superfluid in
the presence of strong interactions [23].
For diverging scattering length (1/kFasc = 0) the only remaining scale of the sys-
7The fermionic character of the systems limits three-body losses and the system is stable.
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tem is the Fermi momentum. Thus, the unitary Fermi gas is scale invariant like
the ideal gas and the physics is the same on all length scales. More formally upon
changing the length scale x → λx the Hamiltonian transforms as Hˆ → Hˆ/λ2.
The scale invariance allows to make strong predictions about the systems prop-
erties. For example, all thermodynamic quantities are described by universal
functions [25]. This symmetry also determines the dynamics of the system [79]
and, for an isotropic harmonic trap, gives rise to a breathing mode frequency of
exactly twice the trap frequency [25, 80, 81]. A deviation from this value for the
breathing mode frequency, thus signals a breaking of the scale invariance. Note
that in the 3D case the system has to be fine tuned to a special point (unitarity),
whereas in two dimensions the classical theory is scale invariant for any inter-
action, as discussed above [80]. However, in 2D this symmetry is anomalously
broken in the quantized theory, as for example seen from the finite energy bound
state in the quantized theory. This anomalous breaking of the scale invariance in
2D results in interaction dependent shifts of the breathing mode away from twice
the trap frequency [82] as observed in experiment [83, 84].
2.4.3. Finite Temperature
After the discussion of the ground state properties, we will give a brief overview
of the finite temperature properties. In the mBEC limit the critical temperature
Tc for the transition into a superfluid is nearly constant and given by the value for
an interacting BEC [22]. Here, the thermal low-energy excitations are molecules
occupying excited motional states and above the critical temperature the system
is a thermal Bose gas. The critical temperature increases inside the crossover
region, where excitations both contain bosonic and fermionic degrees of freedom.
In the BCS limit the excitations at low temperatures are fermions excited across
the superfluid gap. Thus, the energy scale before supefluidity is lost should
be comparable to the zero temperature gap. This is indeed the case and the
critical temperature is given by kBTc ≈ 0.57 ∆ in the BCS limit [4]. Thus, in
the BCS limit the critical temperature is exponentially small, which limits the
experimental accessibility of a BCS superfluid in cold atom systems. In BCS
theory pair formation and the transition to a superfluid happen at the same
temperature [50] and above the critical temperature the system at weak attraction
is described by a Fermi liquid.
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2.4.4. BEC-BCS Crossover in 2D
We have discussed the BEC-BCS crossover in 3D, however, as our experiments
are performed in quasi-2D, we quickly review the main features and differences
of the 2D case. The Mermin-Wagner theorem states that there is no spontaneous
symmetry breaking for continuous symmetries at finite temperature in 2D [85].
This is due to the mode spectrum of Goldstone modes, which would destroy any
true long-range order at finite temperature in 2D. However, there is still a phase
transition to a superfluid with quasi-long-range order at low temperatures [17,
18]. This so-called Berezinskii–Kosterlitz–Thouless (BKT) phase transition is a
topological phase transition. It can be understood as a vortex8 binding-unbinding
transition [86]. Above the transition temperature free vortices proliferate in the
system and destroy any quasi-long range order. At the transition point free vor-
tices of opposite winding bind to pairs, whose dipole phase field does not destroy
the phase coherence at long distances [86]. The superfluid density jumps to a
finite universal value at the critical temperature [87], but all other thermody-
namic observables are smooth. In the superfluid phase the mode spectrum of the
phonon destroys the true long-range order. The first-order correlation function
g1(r) = 〈Ψ(r)Ψ(0)〉 has the following functional form [86]
g1(r) ∝ e−r/ξ for T > Tc, (2.41)
g1(r) ∝ r−η for T < Tc, (2.42)
for large distances. Above the transition the first-order correlations decay expo-
nentially with distance, whereas at low temperatures the correlations decay only
algebraically with distance. The exponent η of the algebraic decay of the cor-
relations in the superfluid phase is linked to the superfluid phase space density
and has a universal critical value of ηc = 0.25 at the the transition temperature
TC [86].
In addition to this absence of true long-range order at finite temperature, there
exists a two-body bound state for any attraction in 2D (section 2.3.4) and its bind-
ing energy EB can be used to characterize the interaction strength. Nevertheless,
there is a BEC-BCS crossover in 2D. For very weak attraction the two-body bound
state, with energy EB  EF is irrelevant compared to the BCS superfluid gap
∆ =
√
2EFEB and pairing is due to Cooper pairing [38]. The relevant crossover
(interaction) parameter in the 2D is ln(kFa2D) = ln
(√
2EF/EB
)
[38]. The inter-
action parameter compares the interparticle spacing d ∝ 1/kF to the size of the
8A vortex is a topological defect with a phase winding of ±2pi of the wavefunction around its
core.
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two-body bound state ∼ a2D. The BEC limit corresponds to ln(kFa2D)  −1
and thus tightly bound molecules, which are much smaller than the interparticle
spacing. In the opposite BCS limit the pair size is much larger than the inter-
particle spacing and ln(kFa2D)  1. When the pair size is comparable to the
interparticle spacing, i.e. ln(kFa2D) ≈ 1, the system is in the strongly interacting
crossover region [38].
2.4.5. BCS Theory for Trapped Fermions
In section 2.4.2 it was shown that the ground state in the BEC-BCS crossover is
a superfluid for any attraction. This is due to the finite density of states at the
Fermi surface and the gapless spectrum of the underlying non-interacting system.
When considering interactions on top of a non-interacting system with a single-
particle gap at the Fermi energy this behavior changes. The single-particle gap
adds another energy scale to the system. In order to lower the energy of the sys-
tem by forming pairs, the interactions have to admix higher lying single particle
states (as for BCS theory). However, for the gapped system these states have
a finite energy gap and their admixture is energetically costly in contrast to the
case for a gapless state. This was first investigated for the case of superconductiv-
ity arising from an insulating host material. In this system a critical interaction
strength comparable to the single-particle gap is required for superfluidity [88, 89].
For the rest of the chapter, we will consider ultracold fermions in a harmonic
trap, which has been extensively discussed for the 3D case [26, 90–92]. We only
summarize the experimentally relevant properties of trapped isotropic 2D sys-
tems at zero temperature, where we follow the discussion of Ref. [27, 28]. For a
round harmonic trap, there exist two different cases: If the Fermi energy coincides
with the energy of a harmonic oscillator shell, this shell is partly filled and the
single-particle spectrum is gapless. These are so-called open-shell configurations.
If, however, the Fermi energy is placed in between the energy of two shells, the
highest occupied energy shell is completely filled. In this so-called closed-shell
case the single-particle spectrum has an energy gap of ~ω.
Depending of the relative strength of the gap ∆, compared to the harmonic oscil-
lator spacing ~ω, the system is in different paring regimes. For ∆  ~ω pairing
takes place between fermions of different shells and the system is in the so-called
intershell-paring regime of a bulk superfluid. Here, the pair coherence length at
the trap center ξ = kF/pim∆ is smaller than the size of the trap [91] and the trap
level spacing plays only a minor role for the dynamics of the order parameter.
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Up to now all ultracold atom experiments studying superfluidity have been per-
formed in this bulk superfluid regime. This is due to the fact, that the critical
temperature is comparable to the gap at zero temperature [4] and superfluity in
the weak pairing regime cannot be reached. For a realistic trapping frequency
ω ≈ 2pi×100Hz a gap comparable to the harmonic oscillator level spacing would
correspond to a critical temperature of Tc ≈ ∆/kB ≈ 5 nK, which is colder than
what currently can be achieved in ultracold fermionic quantum gases at a suffi-
ciently large density (for ∆ EF).
For weak attraction and thus a small gap ∆ ≤ ~ω the discreteness of the single-
particle spectrum is important. Here, the system is in the so-called intrashell-
pairing regime, where pairing takes predominantly place between particles in the
same shell [92]. In a harmonic oscillator all angular momentum states in a single
shell are degenerate and theres is no substructure within the shells. For the 2D
case this degeneracy also persists for weak attraction, since in 2D the mean-field
Thomas-Fermi interaction potential is also harmonic [27].
In this regime, there is a difference between closed- and open-shell configurations,
as the attraction giving rise to paring is weaker than the finite single-particle gap
for closed shells. For open-shell configurations the system is superfluid for any
attraction. In contrast, for closed-shell configurations pairing is suppressed for
weak attraction and there is a critical interaction strength [27]
EBc
~ω
= γ + 4 ln 2 + lnnF2ζ(2)

√√√√1 + 4ζ(2)(γ + 4 ln 2 + lnnF )2 − 1
 ∝ 1lnnF , (2.43)
where ζ is the Riemann zeta function. For the 2D system, we characterize the
interaction strength by the energy of the two-body bound state EB and nF is the
shell index corresponding to the Fermi energy EF = (nF + 3/2)~ω, i.e. there are
nF occupied shells (where the lowest shell corresponds to n = 0).
In the second step, we assumed a large Fermi energy (nF  1) and we find
that the critical interaction strength approaches zero for a large Fermi energy.
This is as expected from the increasing Fermi energy and density of states at the
Fermi surface, such that the relevance of the single-particle gap decreases and the
ground state is paired for all attraction strengths (apart from a logarithmically
small range of interactions).
Nevertheless, for finite but large Fermi energies this results in a normal to super-
fluid phase transition upon increasing the attraction. As discussed above, this
quantum phase transition is accompanied by a mode softening with a gap closing
36
2. Theoretical Framework
at the critical point [5]. In the superfluid phase (EB > EBc), the gap is given
by [27]
∆ = ω√
7ζ(3)
√
ω
EBc
− ω
EB
+ ζ(2)
(
EB
ω
− EBc
ω
)
. (2.44)
The gap closing at the critical point signals the instability of the system towards
the formation of Copper pairs. In the trap the Cooper pairs correspond to co-
herent time-reversed pairs with zero total angular momentum, i.e. a coherent
superposition of pairs of two particles with |Lz, ↑〉 and |−Lz, ↓〉 [27].
Remarkably, the trapping geometry stabilizes the amplitude mode of the order
parameter against a decay into other modes in the vicinity of the phase transition
point [27]. In the superfluid phase the amplitude mode has an energy ~ωH = 2∆.
For large nF and an interaction close to the critical point the system is approx-
imately particle hole symmetric, as paring takes predominantly place within a
single shell and the number of states in neighboring shells is (nearly) equal. How-
ever, even if there is a substantial violation of particle hole symmetry (for small
nF ) the trap results in a discrete spectrum of the Goldstone modes with spac-
ing ∼ ~ω [80]. This limits possible decay channels of the amplitude mode. Since
the Fermi energy lies between two shells, the lowest single-particle excitations
require to excite a particle to a higher shell. Their energy is
√
ω2 + 4∆2 and,
thus, larger than the energy of the amplitude mode [27]. This is different to the
open shell case, where there exist pair breaking fermionic excitations within the
highest shell and the amplitude mode can decay to these states. The energy of the
amplitude mode as function of the interaction strength is shown in Fig. 2.10 (a).
The existence of a phase transition and a well-defined amplitude mode in a con-
trolled system of trapped 2D fermions with an accessible few-body limit allows
us to investigate how this collective behavior arises when increasing the system
size. This was theoretically investigated in Ref. [28], where, the energy spectrum
for nF = 1 and nF = 2, i.e. 6 and 12 particles was obtained by numerically di-
agonalizing the Hamiltonian. The monopole spectrum they obtained is shown in
Fig. 2.10 (a). In the spectrum they observe several excitation branches, that for
zero interaction are degenerate and have an of energy of 2~ω. This is as expected
for monopole excitations, which do no change angular momentum and thus only
couple states with the same symmetry. For increasing attraction all monopole
modes, but the lowest, increase in energy. This increase in energy is explained by
the larger mean-field shift (see section 2.3.3) for the denser ground state. These
excitations correspond to excitations of a single particle (Fig. 2.10 (b)).
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Figure 2.10.: Numerically calculated monopole excitation spectrum for
6 fermions in a harmonic 2D trap. (a) The excitation spectrum is shown
as function of the interaction strength. The higher lying monopole modes cor-
responding to the excitation of a single particle monotonously increase with in-
teraction strength. The lowest monopole mode corresponds to the exciation of
coherent pairs and shows a non-monotonous interaction dependence. It is the
few-body precursor of the amplitude mode of the order parameter (black). The
non-monotonous behaviour of the amplitude mode arises from the normal to su-
perfluid phase transition in the thermodynamic limit. The curve for 12 particles
(6+6) indicates the deepening of the minimum, when approaching the thermo-
dynamic limit. Note that the interaction axis is scaled by EB/EBc such that
the minima for different particle numbers fall on the same point. The critical
interaction strength EBc is defined by the minimum of the pair excitation mode
and depends on the system size [27, 28]. Sketch of single particle (b) and pair
excitations (c) for the 6 atom system. Panel (a) taken from Ref. [28]. Panel (b)
and (c) adapted from Ref. [93].
The lowest mode, however, has a non-monotonous interaction dependence and
an energy below twice the trap frequency. It consists mainly of the excitation of
time reversed pairs of (opposite spin) particles (Fig. 2.10 (c)). The two excited
particles are taken from the highest occupied shell and are each transfered one
shell up. The excited particles can use all states in the otherwise empty shell
and efficiently form a pair even for weak attraction and thereby reduce their to-
tal energy (compared to two non-interacting particles in this shell). Hence, the
energy of this excitation is decreasing with increasing attraction. However, once
the interaction strength is comparable to the single particle gap ~ω, it is energeti-
cally favorable to form pairs already in the closed-shell ground state by admixing
higher lying single-particle levels. Here, the ground state has already significant
pair correlations and the energy of the lowest monopole mode is increasing with
increasing attraction. This transition from an unpaired state at weak attraction
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to a paired ground state at strong attraction is exactly the few-body precursor of
the phase transition from a normal to a paired superfluid state in the many-body
limit. The pair excitation mode is the few-particle precursor of the amplitude
mode of the order parameter discussed above. The finite size of the system pre-
vents a complete gap closing and makes the crossover smooth and differentiable.
The minimum energy of the pair excitation mode deepens when going from 6 to
12 particles as expected for the approach towards the many-body limit, where
the gap closes completely at the critical point. Note that the minima for 6 and
12 particle fall on the same point in Fig. 2.10 (a). This is due to the fact that in
this plot the interaction strength is scaled by the critical interaction strength EBc
for each particle number. It is defined as the interaction strength at the mini-
mum of the pair excitation mode, which in the many-body limit signals the phase
transition. As discussed above, the critical interaction strength depends on the
system size (equation (2.43)) and approaches zero for increasing system size. For
the 6 and 12 particle system the critical interaction strength are EBc6 = 0.86~ω
and EBc12 = 0.78~ω [28].
The amplitude mode of the superfluid order parameter corresponds to changes of
the pair density. This pair character is retained in the few-body limit, as can be
seen from the large pair correlations in the few-body precursor of the amplitude
mode [28]. These theoretical findings demonstrate that already small systems
consisting of only 6 particles can show collective behavior and modes, that can
qualitatively be understood from many-body theory and phase transitions.
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3. Experimental Tools and Setup
In this chapter we give a brief overview of the ’old’ experimental setup and how
we use it to create and probe large samples of roughly 50000 fermions in a quasi-
2D geometry. More details about the setup are found in the respective master
and PhD theses [94–98].
3.1. Properties of Lithium
All our experiments are performed with 6Li, which is the lightest alkali. Its elec-
tronic ground state is 2 2S1/2. Since it has electron spin S = 12 and nuclear spin
I = 1 the total spin is half integer and 6Li is a fermion. At zero magnetic-field
the electronic ground state splits into a total spin F = 1/2 and F = 3/2 mani-
fold. In the high field regime, where we perform our experiments the hyperfine
states split into two triplets corresponding to ms = ±1/2. The states of each
triplet correspond to different mI and are split by approximately 80MHz. The
resulting hyperfine structure as function of magnetic field is shown in Fig. 3.1.
We work with the three high-field seeking states with ms = −1/2. Due to the
small hyperfine spitting of the ground state the Paschen-Back regime is already
reached for magnetic fields on the order of 100G.
The lowest electronic excited states are the 2 2P1/2 and 2 2P3/2 states, which are
coupled to the ground state by the D1 and D2 line respectively. In the experi-
ment we only use the D2 line at 670.977 nm. The excited state has a line width
Γ = 5.872MHz. Since the excited state hyperfine splitting of 4.4MHz is smaller
than the line width, it cannot be resolved at zero field. For more details we refer
to the extensive summary of the properties of 6Li given in Ref. [99].
3.2. Vacuum Chamber and Experiment Control
The creation of an ultracold quantum gas requires a sophisticated sequence of
magnetic field as well as laser power and frequency ramps. In our experiment,
this sequence is controlled by a real-time processor (ADWIN pro II) with each 16
analog inputs and outputs. This allows us to run digital feedback loops with a
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Figure 3.1.: Electronic ground state energy of 6Li as function of the
magnetic field. At zero magnetic field the electronic ground state is split into
two levels with total spin F = 1/2 and F = 3/2, which are two- and four-fold
degenerate respectively. At large magnetic fields, in the Paschen-Back regime,
the levels split into three high-field seeking states with ms = −1/2 and three
low-field seeking states with ms = 1/2. We label the states according to their
energy at large magnetic fields from |1〉 to |6〉. Figure adapted from Ref. [98].
cycle time of 2µs. The 128 digital channels are slightly faster and can be set every
500 ns. The timing table for the sequence is created on an external computer,
where we use a LabView interface to communicate with the Adwin and all other
devices (such as function generators, cameras, etc.).
The low temperatures T ≈ 100 nK needed to reach degeneracy in a dilute quan-
tum gas require an extremely good isolation from the environment and all our
experiments are performed in an ultra-high vacuum environment. A drawing of
the vacuum system is shown in Fig. 3.2. In the main chamber, where all experi-
ments are performed the pressure can be estimated to be below 1.3 · 10−11 mBar.
More details on the vacuum system are found in [94]. The 6Li atoms in the
oven are heated to a temperature of Toven = 350◦C. This results in a high vapor
pressure in the oven and a large flux atomic beam towards the main chamber.
3.3. Dissipative Cooling
The initial cooling steps are performed by scattering resonant light on the D2
line. First, the atoms are slowed in a Zeeman-slower, before they get captured in
a magneto optical trap (MOT) inside the main chamber.
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Figure 3.2.: Drawing of the vacuum chamber. The heated atoms leaving the
oven (1) are slowed by a resonant light in the Zeeman-slower (2). All experiments
are performed in the main chamber (3), which offers good optical access by two
reentrant viewports with an numerical aperture NA of 0.88 above and below the
camber. The vacuum is maintained by titanium sublimation (4) and ion pumps
(5). Taken from Ref. [94].
Zeeman-slower We use a circularly-polarized near-detuned light beam counter
propagating to the atom beam from the oven. Thus, the atoms only absorb
light, which has momentum in the opposite direction compared to their move-
ment. Absorbing a photon transfers a momentum of h/λ onto the atoms, slowing
down their movement. Since the spontaneous emission from the excited state is
isotropic, the momentum transfer to the atoms due to the emission of photons
averages to zero. This slows the atoms on their way from the oven to the main
chamber. To compensate the position dependent Doppler shift of the atoms a
spatially varying magnetic offset field along the Zeeman-slower is used. This en-
sures that the slowed atoms are resonant to the light over the whole length of
the slower. Note that the Zeeman-slower only slows atoms with sufficiently low
initial velocity, as atoms which are too fast are never resonant to the used light.
Thus, they have only a small scattering rate with negligible momentum transfer.
More details on the setup used in the experiment are found in Ref. [94, 100].
Magneto Optical Trap After the Zeeman-slower, the slow atoms are trapped
and cooled in the MOT, whose working principle is, for example, explained in
Ref. [101]. The MOT consist of 3 pairs of counter-propagating circularly-polarized
light beams. They are slightly red-detuned with respect to the atomic resonance,
such that atoms are more likely to absorb light from a beam counter propagating
to them. This results in a dissipative force, that cools the atoms. Since the optical
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transitions of 6Li are not closed at low magnetic fields, we use two laser frequencies
in each beam. They are near-detuned to the transitions for the F = 1/2 and
F = 3/2 hyperfine states of the ground state and are called ’repumper’ and
’cooler’ respectively.
Spatial confinement is provided by the addition of a magnetic field gradient, that
is produced by a pair of coils in anti-Helmholtz configuration. In combination
with the near-detuned beams this results in a restoring force trapping the atoms.
The dissipative cooling of the atoms using near-detuned light is very fast and
efficient. However, due to the presence of resonant light the maximal possible
density is limited to an interparticle spacing on the order of the wavelength of
the light and the minimal achievable temperature is limited due to the photon
recoil. Since we use only a MOT to pre-cool the atoms, the minimal achievable
temperature is even higher and given by the Doppler temperature (T ≈ 140µK
for 6Li) [101]. Thus, in order to reach quantum degeneracy, we have to use
different confining and cooling techniques.
3.4. Optical Dipole Traps and Evaporative Cooling
Resonant scattering of light limits the achievable temperature of the atoms. We,
thus, transfer the atoms into a far-detuned optical dipole trap, which provides a
nearly conservative potential. Before discussing how we use optical dipole traps
in the experiment, we provide a quick overview of their working principle.
3.4.1. Conservative Potentials and Light Shifts
Far from any resonance the atom-light interaction is dominated by the dispersive
term and the scattering rate is suppressed. The atoms are polarized by the far-
detuned light field. Since this is a second order effect the resulting energy shift of
the atomic energy levels is proportional to the light intensity I. The scattering
rate and energy shift of the ground state of a two-level atom are given by [102]
Γsc(r) =
3pic2
2~ω30
(
ω
ω0
)3 ( Γ
ω0 − ω +
Γ
ω0 + ω
)2
I(r), (3.1)
Udip(r) = − 3pic
2
2~ω30
(
Γ
ω0 − ω +
Γ
ω0 + ω
)
I(r). (3.2)
Here, ω0 is the frequency of the atomic transition and ω the frequency of the light.
For large detuning ∆ = ω− ω0  Γ the scattering rate scales as Γsc ∝ 1/∆2 and
is much smaller than the potential shift Udip ∝ 1/∆. Therefore, the created
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potential is mostly conservative. For the creation of ultracold quantum gases
one works with far-detuned traps to reduce off-resonant scattering and heating.
However, this comes at the price of requiring large intensities and laser powers
to create sufficiently deep traps. The potential shift depends on the sign of the
detuning and is repulsive for blue-detuned laser beams (∆ > 0) and attractive
for red-detuned beams (∆ < 0). As the potential depth is directly proportional
to the intensity it is possible to create (nearly) arbitrary potentials by shaping
the light field as will be discussed in chapter 4.1.
3.4.2. Experimental Realization
In the experiment we transfer the atoms from the MOT into a crossed-beam dipole
trap (ODT). We turn the repumper MOT beam off shortly before the transfer
and all atoms accumulate in the state F = 1/2, which creates the required two
component mixture of atoms in state |1〉 and |2〉, when increasing the magnetic
field. Creating a large and sufficiency deep trap for the ’hot’ atoms after the
MOT stage requires a power of 200W at the used wavelength of 1068 nm [95, 98].
Since in the conservative potential no dissipative force is present, we have to rely
on evaporative cooling to reach temperatures cold enough to access interesting
many-body physics [101]. For forced evaporative cooling the potential depth is
slowly lowered, in order to lose the most energetic atoms while staying in thermal
equilibrium. Thus, high thermalization/scattering rates are required for efficient
evaporation.
We increase the interactions, by ramping the magnetic field to B = 795G, below
the Feshbach resonance at 832G (Fig. 2.4). At this magnetic field the scattering
length is large and positive and at low temperatures the sample consist predomi-
nantly out of molecules. By lowering the depth of the ODT by more than 4 order
of magnitude, we create a BEC of ∼ 100000 molecules, with small thermal frac-
tion [98]. Due to the low density and thus long thermalization times in the large
ODT, the evaporation takes approximately 3 s. These samples are the starting
point for our experiments on large quasi-2D Fermi gases.
3.4.3. The 2D Trap
Experiments in a quasi-2D geometry require a large aspect ratio of the trapping
potential. In our experiment such a trap is created by interfering two 1064 nm
laser beams under an angle of 14◦ (Fig. 3.3). This results in a stack of 2D-layers
of traps spaced by 4.4µm. Each layer has an aspect ratio of ωz/ωr ∼ 300 : 1 and
axial trap frequencies of up to ωz ≈ 2pi × 7 kHz can be reached.
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Figure 3.3.:Drawing of the SWT setup. (a) White light interferometer used in
the experiment to produce the pair of interfering lases beams creating the SWT.
The two laser beams cross at an angle of 14◦ (c). This creates a interference
pattern and a stack of quasi-2D traps (b). Figure taken from Ref. [97].
We use a white light interferometer to create the standing wave trap (SWT) [95,
96, 98]. With this setup we achieve a high stability, which results in a small drift
of the interference pattern of less than 0.5µm over 6 days [98].
The quasi-2D sample is created by transferring the mBEC into a single layer of
the optical lattice [98]. By compressing the sample in the vertical direction and
ramping the magnetic field to B = 730G, where the system consist of weakly
interacting molecules, over 90% of the molecules can be transferred into a sin-
gle layer [98]. The fraction of the atoms in a single layer can be determined by
applying a tomographic rf measurement [96, 98]. In recent experiments (after
summer 2018) we used a new method, which was developed in the group of Hen-
ning Moritz [103], to determine the occupation of the different layers in a single
experimental run. This method relies on pulsing on the ODT for at short time
at the release of the sample from the SWT. Thereby atoms in different layers
obtain a position dependent momentum kick such that atoms initially residing in
different layers are clearly separated after a short time of flight expansion.
Loading only a single layer is a prerequisite for well-controlled experiments and
probing of the sample, as it avoids averaging over clouds with different tempera-
tures and densities. By a second evaporation step in the quasi-2D geometry we
can create a sample of approximately 40000 molecules at temperatures as low as
T/TF ≈ 0.05 [98].
3.5. Magnetic Fields for State Manipulation
Magnetic Offset Field We can tune the interactions between the different hy-
perfine states using the available Feshbach resonances (see Fig. 2.4). This requires
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magnetic fields of up to 1400G. These large offset fields are created by a set of
small coils (’Feshbach coils’) [98]. They are placed slightly further apart than
Helmholtz configuration and thus provide an offset-field dependent additional
radial confinement (ωr ≈ 2pi × 10Hz) for the high-field seeking states [98].
Radio Frequency Fields We use AC-magnetic fields to manipulate the internal
state of the atoms. A single-loop coil inside the vacuum chamber is used to drive
radio frequency (rf) transitions from state |1〉 to |2〉 or |2〉 to |3〉. In the large
magnetic field regime, where our experiments are performed this requires a fre-
quency of approximately 80MHz. Since these transitions correspond to flipping
the nuclear spin, high powers of up to 100W are required to achieve Rabi frequen-
cies of Ω ≈ 2pi×8.8 kHz [95]. We also use rf transitions to create a |1〉 |3〉-mixture
by a Landau-Zeener sweep transferring the atoms in state |2〉 to state |3〉 after
the transfer of the atoms from the MOT [104].
3.6. Absorption Imaging
At the end of the experimental cycle, we obtain information about the sample by
extracting its density distribution via absorption imaging. This works by illumi-
nating the atoms with resonant light and imaging the shadow cast by the atoms
onto a camera. By taking two images, one with atoms and one without atoms, we
can extract the optical density of the sample. From the scattering cross-section
for the atom-light interaction one can then calculate the column density of the
atoms.
In the experiment we have implemented absorption imaging along three different
axes. The main imaging is along the vertical direction and thus allows us to ex-
tract the full density distribution of the atoms in the quasi-2D geometry while it
integrates out the trivial tightly confined direction. For diagnostic purposes, we
also have implemented absorption imaging along the two horizontal MOT axes.
We use σ− light resonant with the D2 line. In the high-field region the optical
transition for the different hyperfine states are (almost) closed. Since the imag-
ing transitions of the different hyperfine states are roughly split by their energy
difference (∼ 80MHz  Γ) our imaging scheme is spin sensitive. A detailed
characterization of the absorption imaging used in our experiment is found in
Ref. [104].
Momentum Space Imaging As we can only extract information about the den-
sity of the sample with our imaging scheme, we have to play a trick to obtain the
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momentum distribution of the atoms or molecules. In cold atom experiments one
usually uses a time of flight expansion of the atoms in free space to access the mo-
mentum distribution. In our experiment, we use a slightly more elaborate method
and employ a so-called matter-wave focusing technique [105, 106]. For the expan-
sion the SWT is switched off. This results in a fast expansion of the sample along
the initially tight confined direction and a fast drop in density. This together
with a fast magnetic ramp of the magnetic field, which converts the sample to
weakly interacting molecules [107], reduces the interactions during the expansion.
Hence, the subsequent radial dynamics are basically non-interacting and we esti-
mate that less than 10 % of the atoms scatter during the expansion [106].
After this interaction quench, the sample expands ballistically in the remaining
radial harmonic confinement of the Feshbach coils. This maps the initial mo-
mentum p0 of the particle to its position after a quarter trap period, without
any effects from the initial cloud size. This can, for example, be seen from the
trajectory x(t) of a classical particle in a harmonic potential
x(t) = x0 cos(ωt) +
p0
mω
sin(ωt). (3.3)
This matter-wave focusing technique can be viewed as the equivalent of a (thick
gradient) lens in optics, which brings the far field (usually encountered at infinite
distance or time of flight) to a finite distance or time.
3.7. Condensation in a Quasi-2D Fermi Gas
After this brief review of the experiment, we summarize some of our findings on
quasi-2D Fermi gases obtained with the setup described above. More detail can
be found in the respective PhD theses [98, 104, 108] and publications [109–111].
In Ref. [109], we studied the phase diagram of a macroscopic quasi-2D Fermi gas
in the BEC-BCS crossover. Using the matter-wave focusing technique, we mea-
sured the momentum distribution of pairs (The system is projected onto tightly
bound pairs by a fast magnetic field ramp.). We extract the fraction of excess
pairs at low momentum, i.e. the number of pairs above the expectation from
a thermal distribution. This quasi-condensate fraction is shown in Fig. 3.4 as
function of temperature and interaction strength. We observe an increase of the
quasi-condensate fraction at low temperatures and a transition into a superfluid
state below a critical temperature Tc. Since in 2D there exists a quasi-condensate
above the critical temperature [112], we cannot simply take the quasi-condensate
fraction to determine the critical temperature. Instead, we extract Tc from the
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Figure 3.4.: Experiential phase diagram of the quasi-2D fermi gas in
the BEC-BCS crossover. The quasi-condensate fraction is encoded in the
color. The experimentally extracted critical temperature is shown in black and
for positive ln(kFa2D) agrees well with the prediction for the BKT transition of
an interacting Bose gas (white) [113]. In the strongly interacting crossover, where
we observe an increase in critical temperature, there is no theory prediction for
the critical temperature. Figure taken from Ref. [109].
number of atoms at zero momentum. This quantity is a measure for long-range
coherence and shows a rapid increase when lowering the temperature below a
certain temperature [109]. In the bosonic limit the critical temperature is nearly
constant and agrees with the prediction for the BKT transition in an interacting
Bose gas [113]. We observe an increase of the critical temperature in the crossover
region. In this set of experiments we could observe superfluidity up to an interac-
tion strength of ln(kFa2D) ≈ 2. Observing the decrease of the critical temperature
in the BCS limit was not possible with the lowest achievable entropies.
By Fourier transforming the obtained pair momentum distribution, we can ac-
cesses the trap averaged first-order correlation function g1(r) [110]. The obtained
first-order correlation functions for different temperatures are shown in Fig. 3.5.
Remarkably, the low temperature first-order correlation function is algebraically
decaying with distance as expected for an homogeneous system, despite the pres-
ence of the trap. According to BKT-theory the exponent of the algebraic decay
at the critical temperature should be independent of the interactions and obtain
an universal value of ηtheo = 0.25 [86]. Indeed, we find that the exponent of
the algebraic decay at the critical temperature is independent of the interaction
strength. However, we observe a larger critical exponent of ηexp = 1.4 [110]. This
can be explained by the presence of the trap [114]. The observation of a universal
exponent shows that the transition is indeed a BKT transition to a 2D superfluid.
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Figure 3.5.: First order correlation function of the pairs. (a) Trap averaged
first oder correlation function for different temperatures and interaction strengths.
For low temperatures, the first order correlation function shows an algebraic decay
indicating a transition to a BKT superfluid. Above the transition the first order
correlation function is decaying exponentially with distance as expected [86]. (b)
χ2 for the exponential and algebraic fit indicates the change of the shape of
g1(r) as function of the temperature. This can be used to determine the critical
temperature Tc. Figure taken from Ref. [110].
3.8. Many-Body Paring in the Normal Phase
After these experiments studying the low temperature phase of the system, we
investigated the properties of the normal phase above the critical temperature in
Ref. [111]. In the BEC limit, this normal phase consists of deeply-bound bosonic
(two-body) molecules (as kbT < EB), whereas in the weakly interacting BCS
limit the normal state above the superfluid transition temperature is an unpaired
Fermi liquid and condensation and pair formation happen at the same tempera-
ture [50]. This raises the questions: How are these two limits connected at high
temperatures? Can all pairs above Tc be explained by two-body physics or does
a so-called pseudo-gap phase with many-body pairing exist for positive chemical
potential [115]?
To experimentally address this problem, we measured the single-particle spectra
of the interacting two-component Fermi gas. This is done by a rf transfer of atoms
in one hyperfine state to a third (unoccupied) state and subsequent absorption
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Figure 3.6.: Observation of many-body paring in the normal phase of the
2D BEC-BCS crossover. The fraction of transfered atoms as function of the
trap radius (density) and rf frequency is shown in the BEC regime ln(kFa2D) ≈
−0.5 and in the crossover ln(kFa2D) ≈ 1 in panel (a) and (b), respectively. The
peak position of the free quasi-particle branch is shown by the black line and the
onset of the paired branch is given by the red line. In the BEC limit the energy
difference between these two branches coincides with the two-body bidding energy
(dashed back line) and is independent of the density. In the crossover, however,
the energy between the different branches has a strong density dependence and
exceeds the two-body binding energy at low temperatures indicating many-body
paring. Panels (a) and (b) taken from Ref. [111].
imaging of the transfered atoms. Due to the different interactions for different
hyperfine state combinations this results in a shift of the transition frequency
compared to the bare frequency. This shift includes mean-field interaction shifts
and, for paired particles, the energy required to break the pair. Since the origin of
frequency shifts cannot be discerned, when only a single branch is visible, we use
a slightly imbalanced sample, where the excess majority particles are unpaired
and serve as a reference for the mean-field shift [116]. Then, the frequency dif-
ference of the two branches allows us to extract the pairing energy. To avoid
averaging the spectra over different degeneracies T/TF (different densities in the
harmonic trap) a pulse short compared to the radial trap frequency is used to
obtain a density dependent response.
The fraction of transferred atoms as function of the density and rf frequency
is shown in Fig. 3.6 (a) and (b). In the BEC regime (Fig. 3.6 (a)) the en-
ergy difference between the two branches corresponding to the paired and excess
quasi-particles is independent of the density and coincidences with the two-body
binding energy EB. In the crossover region (ln(kFa2D) ≈ 1), the distance between
the two branches increases with density (degeneracy) and at large densities ex-
ceeds the two-body binding energy EB by a factor of ∼ 2. This strong density
dependence and the large pairing energy compared to EB shows that the pair
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wavefunction is significantly affected by the surrounding medium even in the
normal phase. This indicates many-body pairing far above the critical tempera-
ture (T ≈ 3Tc ≈ 0.5TF) in the strongly interacting regime.
In conclusion, we have studied the properties of a macroscopic quasi-2D Fermi
gas in the BEC-BCS crossover. At low temperatures, we observed the transition
of the system to a BKT superfluid. Using rf spectroscopy we identified a region of
many-body paring in the strongly interacting crossover above the critical temper-
ature. While this allowed us to identify a strongly correlated regime, where the
pairing energy depends on the surrounding medium, it does not provide further
information about the important correlations in the system and how they arise
from a microscopic model.
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Mesoscopic Fermi Systems
The experiments presented in the last chapter have significantly improved our un-
derstanding of strongly-interacting fermions in 2D. Nevertheless, in the strongly-
interacting crossover region a full theoretical description is still missing and it is
not entirely understood what the relevant ingredients for a complete description
are. A possible way forward is to extract more information from experiments and
use the results as input for the development of new theories. However, using the
large systems and experimental tools described above it is experimentally very
challenging to obtain more complete information such as higher-order correlation
functions.
In order to study strongly correlated systems in a more controlled and flexible
way, we have performed a major upgrade of the experimental setup. Our idea has
been to investigate fermionic systems using a bottom-up approach. Starting from
the well understood two-particle limit, we are now able to assemble mesoscopic
systems. This allows us to study the emergence of strongly correlated phases and
gives access to different observables, which are experimentally not accessible in
macroscopic systems. The upgrade has been carried out with the following goals
in mind:
• State preparation The experiment has to be capable to prepare meso-
scopic samples at low entropy, such that interesting phases of matter can
be accessed. Ideally, it should be possible to deterministically initialize the
system in a well-defined quantum state.
• State readout To extract a maximum amount of information about the
created state each atom has to be detected with high fidelity.
• Tunability The setup should give the flexibility to tune the trapping ge-
ometry and interactions, such that different interesting Hamiltonians can
be realized.
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The remainder of this chapter gives an overview of the experimental tools im-
plemented to achieve these goals. First, we will discuss our scheme to generate
arbitrary potentials and its implementation in the setup. Then, the two imaging
schemes suitable for the detection of low particle numbers are presented. At the
end of the chapter, we review our new abilities to deterministically prepare small
atom numbers in the ground state of a harmonic trap and give an example of our
ability to manipulate the potential.
4.1. Creating Arbitrary Potentials
In optical dipole traps the potential experienced by the atoms is directly pro-
portional to the light intensity [102]. Hence, by tailoring the light field one can
produce arbitrary trapping geometries. In the last years, several groups have
started to go beyond standard optical potentials of simple Gaussian traps and
lattices created by interfering (at least) two laser beams.
There are two common approaches to generate more complex trapping geome-
tries. One approach is to directly image an amplitude mask, e.g. created by
a Digital Micromirror Device (DMD), onto the atoms [117]. This approach is
especially suited for large scale, smooth potentials, as the finite resolution of the
imaging system smears out small scale variations of the potential. Furthermore,
the fraction of utilized light power is directly proportional to the ratio of the
created structure size and the total drawing area.
For the generation of small scale structures the more popular approach is to
manipulate the phase or amplitude of the light field in the Fourier plane of an
objective, which focuses the light on the atoms. This so-called holographic beam
shaping allows to create (arbitrary) holograms for trapping the atoms. Recently,
both DMD [118] and liquid-crystal spatial light modulators (SLM) [119] have
been used to generate tunable holograms for trapping of ultracold atoms. Since
this approach allows to control the phase of the light field optical aberrations can
be corrected to obtain diffraction limited performance and clean potentials. This
makes it possible to realize precise small scale potentials. Furthermore, compared
to direct imaging of a DMD, a larger fraction of the total power is utilized, when
creating small scale structures using holograms. Since our setup is designed to
investigate mesoscopic samples in either arrays of microtraps with tunable ge-
ometry or within a single small-scale trap we decided to use holographic beam
shaping in the Fourier plane of the objective, that is used to project light onto
the atoms (section 4.2.1), instead of direct imaging.
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Both DMD and SLM have different advantages and disadvantages. A SLM is
made of pixels filled with birefringent liquid crystals. Their refractive index
depends on the relative angle between the liquid crystal and light polarization
axis [120]. The liquid crystal alignment can be tuned by applying a voltage to the
pixels. This changes the phase shift the light experiences when passing the liquid
crystal. For the model used in our experiment (X10468-03 from Hamamatsu) the
phase can be controlled from 0 to 2pi in steps of ∼ 0.01 pi (216 different input
levels values for a phase between 0 and 2pi). The polarity of the field used to
align the crystals has to be switched at a fast rate, as otherwise the liquid crys-
tals start to disintegrate. This switching happens with a frequency of 240Hz and
introduces ’flickering’ noise to the trapping potential. Changing the pattern on
the SLM is even slower than the switching time due to the relaxation time of the
crystals to their new equilibrium position. This results in rise and fall times for
the phase shift of up to ∼ 80ms. This makes changes of the trapping potential
slow but also smooth.
In contrast, a DMD is an array of micron sized mirrors. Each pixel (mirror) can
be in an on or off state. This allows to control both the amplitude and phase of
the light field [118]. The binary control, resulting in a large fraction of the mirrors
being in the ’off’ position, reduces the light utilization efficiency of the generated
holograms compared to the continuous phase control of the SLM and can produce
larger discretization errors. Once set to the desired pattern the switching of the
mirrors can be disabled [121]. Thus, there is no intrinsic unavoidable noise as
opposed to a SLM. However, when changing the the displayed pattern all pixels
have to be switched off and on again. This switching happens at a frequency
on the order of ∼ 10 kHz and results in a blinking of the trapping potential at
this frequency, when dynamically changing the potential. Distortions at this fre-
quency can result in heating for small scale potentials of light atoms such as 6Li,
whose trap frequencies lie in this range. In the end we decided to use a SLM over
a DMD for our experiment.
4.1.1. Fourier Optics
Here, we give a short overview of Fourier optics and how we use it in our exper-
iment to create (arbitrary) trapping potentials for the atoms. More details can
be found in Ref. [122, 123]. The propagation of light is described by Maxwell’s
equations, however, in most cases a simplified description can be used. In the
experiment we use monochromatic coherent light sources to create the trapping
potentials. For the far-detuned trapping light at 1064 nm the atom–light interac-
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tion is polarization independent and we can treat the light as a scalar field. This
approximation of a scalar light field is also valid for the description of the light
propagation, unless very large numerical apertures (angles) are considered and is
used in the following. Under these assumptions light emitted by a source u(ξ, η)
is, at large distances z, described by Fraunhofer diffraction. The far-field light
pattern is given by [122]
Uf (x, y) ∝
∫ ∫
Aperture
u(ξ, η) exp[−ı2pi
λz
(xξ + yη)]dξdη. (4.1)
This is equivalent to a Fourier transformation. Since this equation also describes
the light field in the focal plane of a lens, the light distributions in the two focal
planes of a lens are connected by a Fourier transform [122]. This connection al-
lows us to derive some analytic properties of holographic beam shaping and gives
an intuitive picture. Equation (4.1) shows that by using interference it possible to
shape the final light field by manipulating only the phase of the initial field. On
the one hand this allows us to use holographic beam shaping to create arbitrary
trapping geometries. On the other hand this makes the use of monochromatic
light for atom trapping susceptible to aberrations of the optical system, which
can severely affect the shape of final light distribution and thus the trapping po-
tential.
The phase pattern required to create the desired intensity distribution in the
atom plane can be obtained by several different numerical algorithms [123–126].
However, for the measurements in this thesis we only apply simple intuitive po-
tentials, with holograms that can be guessed or calculated analytically. In the
experiment, we did not observe any improvement of the potential shape, when
using numerically generated phase pattern instead of the simple analytic pattern.
This might be due to residual uncorrected aberrations.
The SLM in the experiment consists of 792 × 600 pixels and is placed in the
Fourier plane of the objective focusing the trapping light onto the atoms. Due to
the finite filling factor of the pixels, there is always a zeroth order of undiffracted
light. To avoid interference of this undiffracted light with the hologram, we shift
the hologram position in the atom plane by adding a linear phase gradient to the
phase pattern. From equation (4.1) we see that a change of the phase pattern
from u(ξ, η) to u(ξ, η) exp(ı2piαξ) results in the replacement x→ x+ αλf in the
Fourier coordinates. For such a linear gradient the phase pattern on the SLM is
equivalent to a blazed grating.
The pixel size of the SLM results in a discrete sampling of the phase gradient,
which causes diffraction to different orders and for small grating periods the
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diffraction efficiency in the desired first order decreases [127]. In the experiment,
we use a phase gradient of 2pi over 16 pixels, which gives a good compromise
between a large separation from the undiffracted light and diffraction efficiency
into the first order.
The switching frequency of the electrodes controlling the liquid crystal alignment
and thus the phase shift is 240 Hz. This switching adds noise on the order of 0.5 %
of the intensity [128]. The largest part of the switching noise results in common
mode fluctuations of the total intensity of the light field [128], which at this low
frequency can be easily suppressed using at PID loop. Furthermore, the fluctua-
tions have a fixed phase relation to the clock of the graphics card displaying the
pattern on the SLM. Hence, they can be compensated using a feed-forward, that
is triggered on the graphics card output.
4.2. Physical Implementation
The optics setup for the implementation of the SLM in the experiment is shown
in Fig. 4.1. The light is provided by a NUFERN fiber amplifier, seeded by a
INNOLIGHT Mephisto-S 500 NE. We currently use a power of P ≈ 300 mW
out of the fiber. This power is optimized for requirements of the current exper-
iments and can, in principle, be increased, as the SLM can be illuminated with
up to P = 5W. The light polarization is cleaned using a polarizing beam splitter
(PBS). Since potential manipulations by changing the SLM pattern are slow, we
decided to implement an acusto-optical deflector (AOD), which is imaged onto
the SLM. The response time of the AOD allows for simple, but fast, manipu-
lations of the potential shape. Changing the frequency of the rf source driving
the AOD shifts the angle of the beam in the SLM plane and thus displaces the
intensity pattern in the atom plane. In addition, the AOD can be driven with
two (or more) rf tones. This results in two beams impinging on the SLM under
different angles and therefore creates multiple displaced copies of the hologram
in the atom plane. The two copies have different frequencies. Hence, their in-
terference averages out on all time scales relevant for the atoms and the total
trapping potential is given by the incoherent superposition of the two displaced
holograms. The beam is magnified by the two lenses f1 and f2 to a diameter of
∼ 13.6 mm resulting in a relatively homogeneous illumination of the SLM chip,
which has a size of 15.8 mm × 12 mm. The lenses f3, f4 and the objective form
a 6 f-setup, between the SLM and the atom plane. The first image plane of the
hologram is at the focus of the lens f3. Here we place an aperture , which blocks
all light but the desired first diffraction order. This plane is imaged by lens f4
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Figure 4.1.: SLM breadboard of the extension setup. The light is coupled
out from a fiber (A). The polarization is cleaned using a polarizing beam splitter
(PBS). Afterwards the beam passes trough an acoustic optical deflector, which is
imaged onto the SLM. The undiffracted light is filtered by a beam dump (B). In
the first image plane of the SLM (C) an aperture filters all light but the desired
diffraction pattern. The lenses f3 and f4 form a telescope and image the SLM
onto the Fourier plane of the objective on the vertical breadboard. Using a beam
sampler (BS) 30 % of the light is split of for diagnostic purposes. This light
is distributed between two different photo diodes (PD) and imaged on a CCD
camera. Adapted from Ref. [129].
and the objective on to the atoms.
Before the light is transfered to the vertical imaging breadboard 30% of the light
is picked up by a beam sampler and used for feedback purposes. We use two
different photodiodes, to stabilize the beam power over 4 orders of magnitude.
The CCD camera is used for inspection of the shape of the created potentials. 1
The pattern on the camera is magnified by a factor f5/fobjective ≈ 20 compared to
the atom plane. This magnification is chosen such that the smallest achievable
spots created can be resolved on the camera.
The further path of the 1064 nm trapping light on the vertical breadboard is
sketched in Fig. 4.2. The beam is focused by the objective on the atoms. The
properties of the objective are discussed in detail in the next section. On the
vertical breadboard, the infrared trapping light and the resonant beams along
the vertical axis are combined/split by a dichroic mirror.
We use two different resonant beams along the objective axis for the MOT and
the imaging, respectively. The MOT and imaging beams have orthogonal circular
polarization. The two beams are separated using a λ/4 wave-plate and a PBS.
1Most aberrations are caused by the high resolution objective. Hence, the camera image shows
large distortions and gives only a rough idea of the trapping potential, when aberrations of
the objective are canceled with the SLM.
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Figure 4.2.: Vertical objective breadboard of the extension setup. The
1064 nm light (red) from the SLM board is combined on the dichronic mirror
with the resonant 671 nm light used for imaging and the MOT. The MOT and
imaging light have different circular polarization and are split on the PBS. The
MOT light is reflected from the mirror back onto the atoms. The imaging light
is passed to the imaging breadboard. The optics in the gray box are used for
aligning the objective [130]. Adapted from Ref. [129].
The MOT beam is coupled out below the vacuum chamber and after passing the
atoms it is focused by the objective. It is reflected by the PBS, passes a lens and
then is back reflected on itself with a mirror. The double pass of the objective and
the lens acts as telescope and produces a collimated retro-reflected MOT beam
on the atoms. Note that the lens is tilted to compensate for the astigmatism
caused by focusing the beam through the dichroic.
The imaging light passes the PBS to the imaging breadboard shown in Fig. 4.3.
We have two possibilities to image the system along the vertical axis. Inserting
the flip mirror on the imaging breadboard in the beam path allows us to take
absorption images with resonant light from above the chamber. The lens f2 on the
imaging breadboard forms a telescope with the objective creating a collimated
beam in the atom plane. The absorption image is taken using optics below the
chamber and is in detail explained in Ref. [104]. For the second imaging method,
we can take advantage of the large numerical aperture of the objective and collect
the fluorescence signal emitted by the atoms, when illuminated from the side. The
collected fluorescence is focused on the EMCCD camera on the imaging bread-
board. The details of this imaging method will be explained in section 4.3.2.
In order to have an (almost) closed imaging transition we image the atoms on
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f= 190mm
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Figure 4.3.: Camera breadboard. The setup allows to switch between two
imaging schemes. If the flip mirror is in the beam path, the imaging light is
focused from this breadboard into the objective such that the beam is collimated
in the atom plane. This allows us to use the low resolution absorption imaging
discussed in chapter 3.6. Imaging single atoms is done with the flip mirror re-
moved. The florescence from the atoms collected by the objective is imaged on
the EMCCD camera. Adapted from Ref. [129].
a σ−-transition in both imaging schemes. Since the polarization of the imaging
beams has to be orthogonal to the polarization of the MOT (due to the PBS)
and the light is propagating along different directions (downwards in absorption
imaging and upwards in florescence imaging), we have to invert the magnetic
field direction, when switching between the two imaging schemes. This guar-
antees that the light propagating along different directions for the two imaging
schemes has the correct polarization along the magnetic-field (quantization) axis.
4.2.1. The High Resolution Objective
The central component added to the experiment is a high resolution objective
that has been designed by a former PhD student [131]. Due to the large distance
of the atoms from the vacuum window it has a focal length of f = 20.3mm.
The large window of the reentrant viewport allows for a large numerical aperture
despite the long focal length. The objective is designed to deliver a diffraction
limited numerical aperture (NA) of 0.6. Chromatic shifts are compensated both
for 1064 nm and 671 nm. Hence, it can be used to collect resonant light for imag-
ing and to create off-resonant trapping potentials.
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Figure 4.4.: Pointspread function of the Objective measured at 671 nm using
a gold foil with 650 nm holes. The resolution is 0.86 ± 0.01µm. Taken from
Ref. [130].
To test the performance of the objective and to determine its optical axis (which
is tilted, with respect to the axis of the objective mount), it was tested outside
the experiment setup with a mock-up window. We used a gold foil with an ar-
ray of 650 nm wide holes, spaced by 20µm. After optimizing the objective tilt,
we measured the point spread function shown in Fig. 4.4 and found the reso-
lution (maximum to minimum of the point spread function) at 671 nm to be
0.86 ± 0.01µm. This is on one hand considerably larger than then nominal de-
sign value of 0.68µm, but smaller than the value of 1.01 ± 0.1µm measured in
Ref. [132]. This could be due to a better alignment of the objective in our test
setup. As we were mainly interested in finding the optical axis and the correct
alignment position of the objective we did not measure the resolution at 1064 nm,
but the value of 1.21± 0.1µm obtained in Ref. [132] serves as a reference. How-
ever, the perfect alignment of the objective for 1064 nm light is also not necessary
in our case, as we can correct small aberrations using the SLM. The details of
the objective test and the protocol used to obtain the correct tilt of the objective
inside the experiment can be found in Ref. [130]. The results of the different
measurements are summarized in Table 4.1. In the next section we discuss how
we use the large numerical aperture of the objective for single atom detection.
4.3. Single Atom Detection
Obtaining information from samples consisting of a few atoms requires to detect
each atom with high fidelity. This is not easily possible with the absorption
imaging which we used to probe large samples. Thus, we implemented two new
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wavelength nominal measurements by [132] recent
values measurement
x-profile y-profile
1064 nm 1.08µm 1.61 (1)µm 1.51 (1)µm
671 nm 0.68µm 1.51 (1)µm 1.21 (1)µm 0.86 (1)µm
Table 4.1.: Comparison of measured and nominal resolution of the ob-
jective. The nominal value is taken from Ref. [131]. The details of the recent
measurement can be found in Ref. [130]. The measurement performed in the
course of this thesis is closer to the nominal design value than previous measure-
ments [132]. Adapted from Ref. [130].
imaging schemes especially tailored to detect single atoms. The first method relies
on recapturing the atoms in the MOT, where we can count the atom number with
very high fidelity. However, no information on the spatial and spin distribution
is obtained in this method. In the second method, the atoms are illuminated
with resonant light for a short time in free space. Thus, only a few photons per
atom are collected, but this allows us to obtain information about the spatial
distribution and the spin of the atoms.
4.3.1. MOT Imaging
For most of the experiments performed during the course of this thesis it is nec-
essary to count the number of trapped atoms with the highest possible fidelity.
This is achieved best by recapturing the atoms in the MOT and collecting the
fluorescence signal using a CCD camera (Grasshopper3 GS3-U3-15S5M). Count-
ing of single atoms in a MOT was first demonstrated in Ref. [133] and has been
extended to hundreds of atoms [134]. The background limited lifetime of atoms
in our MOT was measured in Ref. [94] to be approximately 1300 s. This allows for
long imaging times in order to collect thousands of photons per atom. We image
the atoms for 1 s which, for samples of less than 20 atoms, limits the probability
of having a single atom lost at the end of the imaging process to less than 1.5%.
Capturing atoms from the background gas is even less likely due to the low vac-
uum pressure of 6Li in the main chamber and because we block the atom beam
from the oven using a mechanical shutter.
The effect of background light is minimized by using a large magnetic field gra-
dient of 250 G/cm to compress the MOT. Furthermore, we chose a detuning of
about 1.5 linewidth away from the resonance, where the MOT is robust against
fluctuations of the laser frequency but the scattering rate is still large. To extract
the atom number, we subtract a scaled background image and sum up the signal.
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After 1 s we obtain a signal corresponding to roughly 10500 detected photons
per atom on the camera. From the quantum efficiency of 60% and the numerical
aperture of 0.15 of the imaging system2 we estimate a scattering rate of the atoms
of γ ≈ 3.1×106 photonss , which corresponds to ∼ 15 % of the maximal possible scat-
tering rate.
We compensate for drifts of the fluorescence signal due to changes in the intensity
or frequency of the MOT beams by scaling the signal by the mean fluorescence
per atom over the last 50 shots. This is done by minimizing
minimize
β,offset
[ ∑
last 50 shots
minimize
n=0,...,18
(counts− nβ − offset)
]
. (4.2)
We include an offset parameter, as even after the subtraction of the background
image the zero atom signal fluctuates by roughly a tenth of the signal from a single
atom. From the obtained single atom fluorescence β and the offset we calculate
the atom number for each experimental realization. Here, we reject all runs where
the scaled fluorescence signal differs by more than a third of the of a single atom
fluorescence from its respective peak. By this procedure we remove approximately
1.0% of the runs. Note, however, that when fitting the individual peaks with
Gaussians, they are separated by more than 10 σ for 6 and 7 atoms indicating
that the tails of the distribution are not described by Gaussians. This could be
for example caused by technical fluctuations of the fluorescence signal on shorter
time scales than the time for 50 experiments. Another possible source could be a
loss rate higher than the one estimated from the single particle lifetime measured
in Ref. [94], which is consistent with the number of rejected runs increasing for
atom numbers above 10. However, as these runs are neglected before any further
analysis this is not a problem and does not limit the detection fidelity. Detecting
the correct atom number requires a perfect transfer from the microtrap to the
MOT. We can estimate a lower bound for the fidelity of transferring atoms from
the microtrap to the MOT from the best fidelity of 98.2± 0.1 % for initializing 2
atoms. This yields a minimum fidelity of 99% for the transfer of an atom back
to the MOT.
As the atoms are transfered back into the MOT and all hyperfine states are
trapped in the MOT, this imaging technique only allows to count the total number
of atoms. A way to obtain more information about the system is to remove atoms
in one state (either in a spatial mode or spin state) and count the remaining atoms,
2We do not use the high resolution objective discussed above, as one of the MOT beams is
propagating along this direction and would result in a large background exceeding the atom
signal.
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Figure 4.5.: Histogram of fluorescence signal obtained in MOT imaging.
The peaks corresponding to different atom numbers (light blue) are clearly sep-
arated. The peaks are fitted by Gaussians (dark blue) and are spaced by more
than 10 σ for 6 and 7 atoms. Rejected runs are shown in gray.
to obtain the occupation of certain modes [11, 14]. Thus, with this imaging
technique it is only feasible to measure the occupations of a limited amount of
modes, as measurement time increases linearly with the number of possible states.
Furthermore, obtaining higher-order correlation functions is very challenging with
this method.
4.3.2. Free Space Fluorescence Imaging
More information about the system can be extracted by using a spin and position
sensitive imaging scheme [135]. Illuminating an atom with resonant light mea-
sures its position and thereby projects the atom to a certain position. Thus, this
single-atom sensitive imaging scheme allows us to sample the wavefunction of the
N -particle system. By repeating the experiment several times we can obtain all
order density correlation functions of a few-particle system [136, 137].
As this method requires no confining potentials, information about the momen-
tum distribution of the atoms can be obtained. This method was first developed
at the other experiment of our group. Apart from the camera and a cube in
the imaging path both setups are identical and we will only summarize the most
important aspects and refer to [135, 138–140] for more details.
For the free space imaging we illuminate the atoms from the side using light
resonant to the σ−-transition of the D2 line. The atoms are illuminated by two
counter-propagating beams for 20µs. The two beams are pulsed with a pulse
duration of 200 ns with a duty cycle of 45%. This guarantees that at each point
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Figure 4.6.: Imaging setup for free space florescence imaging. (a) Sketch
of the experimental setup. The atoms are illuminated by two counter propagating
beams in the horizontal plane. We use light linearly polarized orthogonal to the
magnetic field. Due to the different frequencies of the transitions at high magnetic
fields, only the σ−-transition is driven. The fluorescence light is collected by the
objective and imaged on a EMCCD camera. To avoid the creation of a lattice the
two beams are pulsed. (b) Peak heights of binarized, low-pass filtered, images
used for atom detection. Peaks above a threshold (gray line) are identified as
atoms. Form the Gaussian fit (red) to the right part of the atom peak, we
determine the fraction of detected atoms. Panel (a) taken from Ref. [139].
in time the atoms are illuminated only from a single side and avoids effects due
to a fast varying light intensity distribution created by a standing wave pattern.
The atoms are not trapped during the imaging and perform a random walk in
momentum space, which results in a diffusive motion of the atoms limiting the
achievable resolution of our imaging system to ∼ 6.5µm [140]. In order to limit
the diffusion of the atoms and to obtain the largest number of photons per unit
time, we illuminate the system with approximately 8 times the saturation inten-
sity. This gives a scattering rate of ∼ 16 photons per microsecond, while limiting
off-resonant scattering in the other hyperfine state to an average of a single pho-
ton in 20µs.
The atom florescence is collected by the high resolution objective and imaged
on a electron-multiplying charge-coupled device (EMCCD) camera (NüVü HNü
512). The high resolution objective allows to collect 11.4% of the scattered pho-
tons [138]. The number of detected photons is reduced by the quantum efficiency
of the chip (specified to be ∼ 90 %) and absorption/reflection by optical elements
in the beam path, which we estimate to add up to a transmittance of around
85%. Thus, the approximately 330 scattered photons, result in an average of
∼ 24 photoelectrons per atom.
As the read noise of standard electronics is on the order of a few electrons, it
is clear that, this small signal, which additionally is spread over several pixels,
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cannot be read out directly. Instead it has to be amplified beforehand. In an EM-
CCD camera this is done by shifting the pixels through a electron-multiplication
register before the readout. This results in a stochastic amplification of the pho-
toelectrons. This amplification shifts the signal of the photoelectrons out of the
read noise. Due to the stochastic nature, it is not possible to distinguish between
a single and two initial photoelectrons when reading out a single pixel. Hence,
the magnification of the imaging is chosen such that the signal from an atom is
spread over several pixels, with an average of about 1.5 photons on the brightest
pixel.
The first step of the single atom detection is a binarization of the camera signal.
A threshold of 5 times the read noise results in an extraction of 80% of the pho-
toelectrons and negligible signal caused by the read noise. The main noise source
are so-called clock induced charges (CICs), which result from shifting the signal
to the gain register. This shifting can produce electrons on initially empty pixels,
that cannot be distinguished from real photoelectrons. The shifting protocol is
the biggest strength of the NüVü camera, which for this extraction efficiency has
only 0.2% bright pixels due to CICs. This is a factor 10 better, than the Andor
camera used in the other experiment of our group [138].
Next, the binary image is low-pass filtered. This enhances the signal of the clus-
tered photoelectrons compared to the randomly distributed CICs. A histogram
of the different low passed pixel values is shown in Fig. 4.6 (b). We find a peak
at zero caused by the CICs and a second peak at large values due to the atom
signal. The maximum of each peak above a threshold is identified as an atom.
This threshold is set as a compromise between good atom detection probability
and a low rate of false positive signals due to CICs. Consequently, the imaging
fidelity strongly depends on the size of the region of interest: For a larger region
of interest the threshold for atom identification has to be increased to prevent
large amounts of false atom detections. This reduces the detection fidelity. For
the relevant case of 120 by 120 pixels discussed in chapter 6, we obtain a detection
fidelity of 92%. The different steps of the atom detection protocol for an image
are shown in Fig. 4.7.
The atom diffusion during imaging in addition to the low-pass filtering result
in an effective resolution of ∼ 6.5µm. Two atoms have to be separated even
further in order to reliably be detected as individual atoms. Thus, our imaging
technique does not allow us to take in situ images but it is suitable to image few-
fermion samples after a time of flight expansion, where densities are sufficiently
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Figure 4.7.: Single atom detection protocol. The different panels show the
processing steps of a raw florescence image (a). The raw image is binarized (b)
and low pass filtered (c). Peaks above a threshold are assigned to atoms, with
the atom position (red cross) at the maximum of the cluster (d).
low. The time of flight is not performed in free space but instead a matter-wave
focusing technique is applied (chapter 3.6) inside the SWT trap. The tight axial
confinement of the SWT guarantees that the atoms stay within the depth of focus
of the objective.
Imaging is performed at high magnetic fields, where the imaging transitions for
the different hyperfine states are different by approximately 80MHz. Therefore
the imaging scheme is spin sensitive. By illuminating the two used hyperfine
states one after another, with a short pause in between to shift the image on the
camera to a region covered by a mask, it is possible to image both spin states in
a single experimental realization. This makes it possible to obtain information
on correlations between the different spin states [135]. However, due to limita-
tions of the NüVü camera, that will be resolved in the future, we are currently
only able to take a single image in each experimental realization. Thus, for the
measurements presented in chapter 6, we image state |3〉 only. This state has
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a completely closed imaging transition and does not require a repumper, as op-
posed to the other hyperfine states [140].
In principle, the PBS allows us to count the total atom number after a free-
space fluorescence imaging with much higher fidelity using the MOT. This would
make the atom detection in the free-space imaging more robust as the total num-
ber of atom would be known and the atoms only have to be assigned to the most
likely positions. We have not implemented this yet, as we only image a single
spin component. Thus, obtaining the total atom number using MOT imaging
does not help in the current situation as it only provides a upper bound on the
number of atoms in a single spin state.
4.4. Deterministic Preparation
In this section we discuss our scheme to deterministically prepare mesoscopic
samples in the ground state of a harmonic trap. More details about the method
and theory considerations can be found in Ref. [11, 131]. The concept of this
so-called spilling method is shown in Fig. 4.8. The idea is to start with a filled
Fermi sea, such that the lowest trap levels are occupied by a single atom with
probability close to one. Then, by manipulating the potential, we create a con-
figuration where only a well-defined number of bound states remain in the trap.
If the lifetime of these quasi-bound states is much larger than the time particles
initially occupying the higher levels require to leave the trap it is possible to skim
off all particles in higher states while retaining all particles in the lower states.
Since these are occupied with a single atom (per spin state) this allows us to
deterministically create a well-defined number of atoms in the trap. This method
requires to control the potential depth (much) better than the level spacing and
thus works best in tight traps with a large level spacing.
(a) (b) (c)
Figure 4.8.: Scheme to prepare well-defined atom numbers. Starting from
a filled Fermi sea (a), the potential is lowered and tilted (b). This results in a
finite number of bound states in the trap. Atoms in higher lying states leave the
trap. This creates a well-defined number of atoms in the ground state of the trap.
Adapted from Ref. [131].
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MOT laser power
MOT detuning
ODT power
Microtrap power
Magnetic offset field
Magnetic field gradient
  200 W   15 W
 795 G
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   30 mW
  ~ 80 μW
MOT loading + transfer to ODT microtrap loading + evaporation spilling MOT counting
800 ms 400 ms 1000 ms2000 ms
Figure 4.9.: Sketch of the experimental sequence. The sequence for the
deterministic preparation of a few particles in the ground state of a harmonic
trap takes 4 s. Hence, our setup allows for fast cycle times.
The experimental sequence is sketched in Fig. 4.9. It starts by loading the MOT
and transferring the atoms to the deep large volume optical dipole trap (ODT).
Here, we transfer the atoms in state |2〉 to state |3〉 using an rf pulse at a magnetic
field of B = 561 G [104]. The |1〉 |3〉 mixture has more favorable scattering prop-
erties for the creation of repulsively interacting samples and is better suited for
fluorescence imaging as discussed above. The relatively low density in the ODT
limits the thermalization rate and evaporation to a degenerate Fermi gas would
take several seconds as discussed in section 3.4.2. Thus, we transfer the atoms
from the large ODT into a tight optical trap (microtrap) created by focusing light
through the high resolution objective. This is done by ramping the power of the
microtrap to ∼ 30mW in 200ms, while reducing the power of the ODT to 15W.
We set the magnetic field to B = 400 G for the preparation of a repulsively inter-
acting sample. This magnetic field for the loading of the microtrap is chosen as
the moderate scattering length (asc = −840 a0) gives a good compromise between
a fast thermalization rate of atoms into the microtrap, while limiting atom loss
due to three-body collisions in the tightly focused microtrap. Thermalization of
atoms into the microtrap takes another 200ms after the end of the ramp. After
this point thermalization of atoms from the ODT into the microtrap and losses in
the microtrap balance. We end up with approximately 1500 atoms in the micro-
trap. We extinguish the ODT and perform forced evaporation in the microtrap
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by lowering the power in the beam to 500µW in 20ms at which point we obtain
approximately 200 atoms.3
In the next step we create a well-defined number of atoms in the ground state
using spilling method described above. To this end, we apply a magnetic field
gradient of 24G/cm along the axis of the microtrap beam and lower the micro-
trap depth for a spilling time of 40ms. The mean atom number depends on
the final microtrap depth and is shown in Fig. 4.10 (a). Clear plateaus for even
atom numbers are visible. Since each trap level is occupied with one atom per
spin state only even atom numbers can be initialized in a well-defined state. The
atom number spacing of the plateaus of two atoms is the result of the quasi-1D
structure of the lowest levels of our radially symmetric microtrap, which has a
aspect ratio of ωr/ωz = 3.40 ± 0.03. The deterministic initialization of samples
with atom numbers larger than 6 becomes difficult in this configuration. This is
due to the increased density of states in this energy range, which requires better
control over the potential to place the trap barrier between two levels.
The enhanced stability of the even atom number configurations is also visible
in the variance shown in Fig. 4.10 (b). For even atom numbers the variance is
suppressed, reaching values as low as 0.03 (0.18) for 2 (6) atoms. The fidelity for
initializing a system with 2, 4 or 6 atoms is 97 ± 1 %, 93 ± 2 % and 85 ± 2 %,
respectively. Where we define the fidelity as the probability of initializing the
system with the correct atom number.
Assuming that the system is in the ground state after the spilling procedure al-
lows us to calculate the entropy of the created system. The von Neuman entropy
of a state, with density matrix ρ is given as [33]:
Stot = −kB tr(ρ ln ρ) = −kB
∑
j
pj ln pj. (4.3)
In the second step, we have decomposed the system in an eigenbasis and the
jth eigenstate occurs with probability pj. Assuming no excitations, the only
fluctuations in our system are atom number fluctuations. Since we spill at a
magnetic field of 568G the system is non-interacting and the two spin states are
independent. Thus, there are two different but equally likely states for odd atom
numbers, as one atom of either of the two hyperfine states can be missing. For
3Achieving high densities for fast evaporation in the tight dimple is the main bottleneck when
reducing the sequence duration. Loading the microtrap directly from the MOT does not
help, as light assisted collisions limit the density in the MOT and thus the number of atoms
transfered to the small volume microtrap.
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Figure 4.10.: Deterministic preparation of ground state configuration
of fermions. (a) Mean atom number as function of the final microtrap depth
during spilling. Plateaus are observed for even particle numbers. The variance
(b) is reduced for even atom numbers indicating the enhanced stability of these
configurations. Each point is the average of 368 measurements.
even particle number there is only one possibility and the total number entropy
is
Stot = −kB
∑
n even
pn ln pn − kB
∑
n odd
pn ln
pn
2 . (4.4)
Where pn is the probability of detecting n atoms. This gives entropies per particle
of S = (0.08±0.02) kB, S = (0.09±0.02) kB and S = (0.11±0.02) kB for 2, 4 and
6 atoms respectively. This is comparable to what is achieved in other mesoscopic
fermion systems, where for a band insulator entropies as low as (0.016±0.003) kB
are reached [141]. However, when transforming this state to a non-trivial anti-
ferromagnet they observe an entropy increases by (0.46 ± 0.02) kB [141]. This
estimate for the entropy is a lower bound, as we assumed the system to be in the
ground state.
An estimate for the probability of initializing the system in the ground state
can be obtained by following the reasoning of Ref. [131]. Here, we discuss the
case of two atoms. The lowest energy excited state of two atoms consists of one
atom in the ground state and one in the next higher trap level. A lower bound
for the probability of a hole in the ground state can be estimated from the prob-
ability of obtaining a single atom P1. At the same time, a lower bound on the
probability of initializing an atom in the first excited state can be deduced from
the probability of preparing three atoms P3. Since for our non-interacting system
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the probabilities for obtaining a hole in the ground state and for the preparation
of an atom in the first excited state are independent, a lower bound for the prob-
ability of preparing two atoms in the excited state is given by P1 · P3 ≈ 10−4.
A lower bound estimate for the probability of creating two atoms in the ground
state can be found from spilling the trap to the same target atom number
twice [131]. The resulting atom number distributions are shown in Fig. 4.11
for spilling to two atoms once (a) and twice (b). From the distribution after the
first spilling we know that the second spilling removes all atoms in higher lying
states, with a probability of 98.1±0.5%. Thus, systems consisting of three atoms
after the first spilling will be spilled to two atoms in the second spilling. Hence,
when assuming that the second spilling only removes atoms in excited states and
introduces no noise, the probability of initializing two atoms in the ground state
after the first spilling is PN=2(second spilling)−PN=3(first spilling) = 91.7±1.0 %.
Thus, an upper bound for the initialization of two atoms in an excited state is
95.2 %− 91.7 % = 3.5± 1.1 %.
This value includes possible excitation of the atoms between the two spilling pro-
cesses. We can estimate the amount of excitations due to non-adiabatic potential
ramps during the spilling procedure [142]. We find that, under the assumption of
a harmonic potential, excitations of the system due to the ramp can be neglected,
as they result in an estimated excitation probability of less than 3× 10−4 for the
chosen ramp parameters. However, the shape of the potential during the spilling
is significantly different from a harmonic oscillator and the excitation probability
might be larger than this estimate. The obtained value of 3.5 ± 1.1 % for the
initialization of two atoms in an excited state is a upper bound, since we have
assumed that the second spilling introduces no additional fluctuations. This is
equivalent to assuming that all holes in the lowest trap level after the first spilling
are due to thermal holes of the initial state or due to heating of the sample after
the first spilling and before the second spilling.
In contrast to this estimate, another assumption would be that holes are created
with equal probability during each spilling. This would give a probability of cre-
ating a hole in the lowest trap level of PN=1(first spilling) = 2.9 ± 0.5 % during
the spilling. Hence, the expected probability of obtaining two atoms after spilling
twice is 1 − (PN=1(first spilling))2 = 94.3 ± 1.0 % consistent with the measured
probability of PN=2(second spilling) = 93.6±0.9 %. Under this assumption there
would be no excitations (at a level detectable with this number of realizations)
in the system after the first spilling and all fluctuations of the system are due to
number fluctuations (consistent with the first estimate).
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Figure 4.11.: Atom number distribution for spilling once and twice.
Spilling to a target number of two atoms once and twice yields the atom number
distributions in panel (a) and (b) respectively. The histogram contains data from
900 and 785 experiments for (a) and (b). Note that the fidelity of initializing 2
atoms when spilling once (a) is slightly lower than for the data shown in Fig. 4.10.
Adapted from Ref. [130].
To sum up, we are able to prepare low-entropy mesoscopic samples of two com-
ponent fermions in our micron sized dimple. These low-entropy samples are the
starting point for all experiments described in the remainder of the thesis. After
the preparation of a low-entropy sample, we (adiabatically) deform the trapping
potential to access interesting Hamiltonians and quantum states.
4.5. Manipulating the Potential
In this section, we discuss how we use the SLM in our setup. First, we sum-
marize our protocol of how we use the SLM to correct aberrations in order to
achieve the smallest possible spot size of the microtrap. Since the deterministic
preparation of few-fermion samples is very sensitive to trap size [131], this sig-
nificantly improved the preparation fidelity and was one of the prerequisites to
achieve the high preparation fidelities discussed above. Furthermore, we discuss
how we dynamically change the phase pattern displayed on the SLM during an
experimental sequence. This allows us to dynamically transform the trapping
potential and engineer interesting Hamiltonians.
4.5.1. Correcting Aberrations
Aberrations of the optical system can strongly affect the quality of the trapping
potentials and limit the smallest obtainable spot size. They are unwanted local
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shifts of the phase of the light field and are caused by imperfections of the optical
setup, like spherical lenses or off-center alignment. Aberrations are often quanti-
fied by Zernike polynomials which are orthogonal functions on a disc. Their first
orders coincide with the typical aberrations in optical systems. Their represen-
tation on a rectangular shape like the SLM is given in Ref. [143].
Using the SLM we can actively correct the aberrations and reach a nearly diffrac-
tion limited performance for the creation of the microtrap. One approach to
determine the aberrations of an optical setup is to utilize a Shack-Hartman algo-
rithm [125, 144]. Here, traps are created from a small sample patch on the SLM.
The position of the trap created in the atom plane depends on the linear phase
gradient on the sample patch (see section 4.1.1). Thus, by measuring the position
of the atoms, one can obtain the local phase gradient of the light field across the
sample patch. Then, by integrating the phase gradients one obtains a map of
the aberrations created by the optical system. An alternative method relies on
interfering a moving sample patch on the SLM with a reference patch created in
the center of the SLM in the atom plane [118]. Both methods can be used to
determine and then correct aberrations to a level much better than λ [118, 126].
However, they require to measure the position of the atoms with high accuracy.
In order to determine the aberrations to a level (much) better than λ one has to
measure the atom position (much) better than 1µm. With the current resolution
of our imaging method it would be very challenging to measure these small shifts
of the large traps with sufficient accuracy. At this level it is even challenging to
determine the center of the atom distribution over several runs with sufficient
precision.
We found a different approach to correct aberrations which does not require in
situ imaging of the atom position. Here, we make use of the fact that our scheme
for the deterministic preparation of single atoms, is very sensitive to the size of
the microtrap [131]. To determine the aberrations we employ a spilling sequence,
where we keep the applied magnetic field gradient during spilling constant for
all following measurements. We start by finding the optical power required for
stable preparation of two atoms. Now we apply a phase pattern to the SLM
corresponding to the fourth Zernike polynomial and optimize its amplitude, such
that the optical power for stable preparation of two atoms is minimal. We keep
the determined phase pattern and repeat this procedure by scanning the ampli-
tude of the first 15 Zernike polynomials4 one after another. This optimization of
the displayed phase pattern reduces the required optical power for stable prepa-
4We do not scan the first three Zernike polynomials as they only displace the focal spot and
do not alter the spot size.
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Figure 4.12.: Map of the aberration of the optical setup. SLM phase map
obtained by scanning the Zernike polynomials in order to optimize the power
required for the preparation of two particles. This map should compensate for
most of the aberrations of the microtrap optical setup.
ration of two atoms by a factor of two. This indicates a significant decrease of
the spot size. Using this method thus allows us to correct the aberrations of the
optical setup. However, currently, we have no method to determine the residual
aberrations.
Further indication that this protocol effectively reduces aberrations is obtained
by measuring the aspect ratio of the microtrap, from which we extract a Gaussian
spot size of 0.82 ± 0.01µm. This value is only 10% larger than the theoretical
minimal spot size of 0.72µm one would obtain for the design specifications of the
objective. The measured spot size corresponds to a maximum diffraction limited
NA of 0.54.
4.5.2. Measuring Trap Frequencies
Since we have no suitable scheme to either image the atom distribution in the trap
or take an image of trap focus with sufficient resolution, we have to apply different
methods to characterize the trapping potential. Information about the potential
can be obtained by measuring the excitation spectrum of a (non-interacting)
trapped sample. The potential of a dipole trap is proportional to the intensity
distribution I(r, z) of the light field (see equation (3.2)). For a Gaussian beam of
waist w0 the trap frequencies (in harmonic approximation) are [102]:
ωr =
√
4U0
mw20
and ωz =
√
2U0λ2
pi2mw40
, (4.5)
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where ωr (ωz) is the trap frequency for excitations orthogonal (along) to the beam
propagation axis and U0 ∝ I(0, 0) is the central trap depth. From the aspect ratio
of the trap it is possible to calculate the beam waist via
η = ωr
ωz
=
√
2piw0
λ
. (4.6)
Experimentally, we perform spectroscopy on the non-interacting two-atom sys-
tem (at B = 568 G), as interaction modify the excitation spectrum (see Fig. 2.6).
This is done by initializing two atoms in the ground state and exciting the system
by modulating the power of the trapping beam. Subsequently, atoms in excited
trap levels are removed by a second spilling procedure and the remaining atoms
are counted in the MOT. Modulating the depth of the potential modulates the
trapping frequency and the time dependent Hamiltonian (in harmonic approxi-
mation) is:
Hˆ = p
2
2m +
1
2mω
2(1 +  sin(ωext))x2. (4.7)
Where  gives the strength of the modulation of the potential depth at a fre-
quency ωex. This modulation ∝ x2 has the same symmetry as the trap, which is
spatially symmetric around the origin. Hence, only states with the same parity
are coupled and the lowest resonance consist of excitations of one atom from the
ground state two levels up (∆n = 2) and (neglecting anharmonicity) its frequency
corresponds to twice the trap frequency.
Fig. 4.13 shows the excitation spectrum for a power of P ≈ 120µW. The mea-
sured trap frequencies of 2ωz = 2pi× (5.29 ± 0.04) kHz and 2ωr = 2pi× (17.98 ±
0.06) kHz yield an aspect ratio of 3.40 ± 0.03 and a Gaussian beam waist of
0.82 ± 0.01µm.
Tuning the Potential
For all our experiment we create the low-entropy sample in the smallest possible
microtrap, as this trap offers the largest splitting of the energy levels ωz ∝ 1/w20
at a given trap depth U0 (see equation 4.5). Thus, we have to dynamically de-
form the potential after initializing the low-entropy sample, to reach interesting
systems beyond the quasi-1D harmonic trap. This is achieved by changing the
phase pattern displayed on the SLM. The possible phase ramps are constrained
by the properties of the SLM. The SLM controller is connected as a display to
the graphics output of a computer. Its frame rate is 120Hz and a new phase
pattern (picture) can be displayed every 8ms. Ramps of the phase pattern are
displayed as a movie (series of pictures) on the SLM. Since the graphics output
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Figure 4.13.: Excitation spectrum of two non-interacting particles. When
the modulation frequency matches the energy gap between the ground and the
excited state atoms are excited and lost after a second spill. The dips in the
spectra (a) and (b) correspond to axial and radial excitations, respectively. Fit-
ting a Lorentzian (red line) gives excitation frequencies of 5.29 ± 0.04 kHz (a)
and 17.98 ± 0.06 kHz (b). The data is obtained for a power of approximately
120µW. Each data point is the average of at least 40 measurements.
of the computer cannot be triggered, we use the internal clock of the computer
to time the phase ramps, which is sufficiently precise over the time of a single
experimental run. The jitter of the displayed movie of 8ms compared to the rest
of the sequence is given by the frame rate of the SLM.
Another constraint on the ramps is the slow adjustment of the liquid crystals to
the new equilibrium position after changing the voltage. This results in fall and
rise times of the phase of 20ms and 80ms respectively. This sets the time scale
for the adjustment to a new phase pattern. A measurement of the light intensity
of the trapping beam during a phase ramp confirms the slow equilibration time of
approximately 90ms. Thus, we chose to wait for 100ms after the end of a phase
ramp, before we continue with critical parts of the experimental sequence (such
as spilling or trap modulation).
In order to keep the ramps of the potential as short as possible, we use phase
movies consisting of only 5 pictures which are displayed over a time of 20ms,
instead of waiting for the phase to settle after each newly displayed picture.
Hence, we cannot control the intermediate phase pattern and potentials during
the ramp. Note, however, that the ramp of the potential is smoothed out by the
slow response time of the liquid crystals (longer than the time between different
displayed images). In the experiment we do not observe excessive heating of the
atoms during the ramps. This indicates that these slow ramps of the phase pat-
tern result in sufficiently smooth potential transformations causing only negligible
excitations (for the phase ramps studied in this thesis).
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4.5.3. Transforming the Trap
Next, we discuss the transformations of the trapping potential that are necessary
to create the quasi-2D samples, which are used for the measurements presented
in the remainder of the thesis.5
The properties of both attractively and repulsively interacting fermions in the
quasi-1D geometry of a single microtrap have already been extensively studied
[12, 97, 145–147]. The goal of this thesis is to study quasi-2D few-fermion systems,
as they offer richer physics, like quantum phase transitions [27, 28]. However, from
equation (4.6) it is clear that the low-energy spectrum of a single beam optical
trap is always quasi-1D. Thus, we combine the microtrap with a single layer of
the SWT to create quasi-2D samples. The maximum axial trap frequencies we
can achieve in the SWT are around ωz ≈ 2pi × 7 kHz (see section 3.4.3). This
sets an upper limit for the radial trap frequencies of the microtrap if we want to
create a quasi-2D geometry. Demanding a moderate aspect ratio of 7:1, requires
a radial trap frequency below ωr ≈ 2pi × 1 kHz. This frequency corresponds to
a harmonic oscillator length of lho ≈ 1.3µm. This is significantly larger than
the size of our microtrap and we would not obtain a well-defined spectrum with
several bound shells in the microtrap at this depth. This problem can be solved by
increasing the size of the microtrap. This reduces the curvature of trap potential
and thus results in smaller trap frequencies at the same depth of the potential.
From equation (4.5), we obtain ωr ∝ 1/w0 for a constant potential depth U0.
In the experiment, we tune the microtrap size by changing the diameter of the
beam entering the objective. For this purpose we use the SLM as an amplitude
mask. We block all light, but the first diffraction order created by a phase gradient
on the SLM in the first image plane of the SLM (see section 4.2). Thus, when
displaying the phase gradient on only a part of the SLM, we remove the light
reflected from the other parts of the SLM before it hits the objective. We use
a round mask for the region, where the gradient is displayed on the SLM. From
the phase mask radius and the optics in the beam path one can calculate the
expected size of the trapping beam as
w0 = K
λ
2NA , (4.8)
where the NA is determined by the size of the aperture displayed on the SLM.
The constant K depends on the homogeneity of the illumination of the aperture
5We also worked on transferring systems initialized in the ground state of the microtrap into an
array of microtraps to study Fermi-Hubbard systems. A summary of the first experimental
results along these lines can be found in Ref. [130].
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and for a Gaussian beam is given by [131, 148]
K = 0.82 + 0.32(T − 0.28)1.82 −
0.53
(T − 0.28)1.89 . (4.9)
Here, T = win/rap denotes the truncation ratio of the beam and is given by the
ratio of the beam waist in the aperture plane win and the aperture radius rap.
For a truncation ratio of 2, we obtain K = 0.85 which only slightly larger than
K = 0.82 obtained for homogeneous illumination.
Equation (4.8) shows that the trap size is (approximately) inversely proportional
to the aperture radius in the SLM plane. From equation (4.5) we find that the
radial and axial trap frequencies at fixed total beam power P ∝ U0w20 scale as
ωr ∝ 1/w20 and ωz ∝ 1/w30. Due to this strong dependence of the axial trap
frequency on the trap size, the SWT trap has to be turned on before ramping to
small aperture radii (corresponding to spot sizes ≥ 3µm). Otherwise the small
axial trap frequency results in a non-adiabatic transformation of the potential
and heating of the atoms. Since the diffraction efficiency and hence the available
power in the atom plane is proportional to the area of the aperture in the Fourier
plane, we are currently working with focal spot sizes of up to w0 ≈ 4.8µm, where
we achieve radial trap frequencies of up to ωr ≤ 2pi × 1.5 kHz. These spot sizes
and trap depths fulfill the requirements for the creation of a quasi-2D geometry,
with several well-defined bound shells inside the potential and are used in the
experiments described in the next chapter.
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Precursor of a Phase Transition
In the last chapters we have seen that (statistical) physics is very successful in de-
scribing the properties of macroscopic systems consisting of thousands of particles
even in the strongly interacting limit. In order to understand these macroscopic
systems, the experimental observations are connected to a theoretical descrip-
tion in the thermodynamic limit. Here, concepts like symmetry breaking, phase
transitions [5] and thermalization are used. Often, one focuses on the important
emergent (collective) degrees of freedom to derive effective models, which capture
the essential physics. However, especially in a strongly interacting regime, finding
the correct effective models is challenging as they cannot be derived by simply
extrapolating from the two-body problem.
The question of how many-body physics emerges when the number of particles
is increased is especially important for mesoscopic systems consisting of tens of
particles. They are still far from the thermodynamic limit, but the exponential
growth of the Hilbert space size with particle number prohibits an exact solution.
Systems of this size are of interest in several fields of physics and paradigmatic
examples of these strongly interacting mesoscopic systems are nuclei, whose spec-
tra can exhibit collective excitations consistent with BCS theory [8]. However, in
naturally occurring systems it is difficult to systematically study the emergence
of many-body physics as in these systems it is not possible to freely tune the
particle number or interactions.
Recently ultracold atoms have been used as artificial model systems to study the
emergence of collective behavior in a more controlled and flexible fashion. Their
big advantage is the full tunability of particle number, interactions and single
particle spectra. So far, these experiments have been limited to quasi-1D systems
[11, 12, 145, 147].
In this chapter we describe how we extend this capability to deterministically
create a tunable number of atoms in the ground state of a quasi-2D trap. Here,
symmetries of the potential give rise to degenerate energy levels and result in the
formation of a shell structure for fermionic atoms. This shell structure results
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in an enhanced stability of the closed-shell configurations, where all states up to
some energy (shell) are occupied and all higher lying shells are empty. These de-
terministically initialized closed-shell configurations are the starting point for all
further measurements. In these experiments we study the emergence of collective
excitations and observe the few-body precursor of a quantum phase transition.
The measurements along these lines are presented in the second part of this
chapter. Parts of the results presented in this chapter have been published in
Ref. [93].
5.1. Creating Closed Shells of 2D Fermions
The starting point for our measurement of the few-body precursor of a phase
transition are low-entropy samples of quasi-2D Fermi gases. We prepare these
using the tools discussed in chapter 4 and the procedure described below.
5.1.1. Transfer to a Quasi-2D Trap
We start with a |1〉|3〉 mixture of 20 ± 1 atoms in the tightly focused quasi-1D
microtrap. This atom number is chosen such that it is possible to load a single
layer of the SWT during the transfer to the combined quasi-2D trap. Since we
are interested in attractively interacting fermions, we prepare the sample at a
magnetic field of B = 830 G, above the Feshbach resonance.
As a first step, we have to transfer the atoms to a quasi-2D geometry (see Fig. 5.1
for a sketch of the protocol). To this end, we start by linearly increasing the
depth of the SWT from 0 to 4W in 20ms. This power of 4W results in an axial
trapping frequency of ωz(SWT) = 2pi× (6.80± 0.05) kHz. The axial confinement
of the microtrap of ωz(microtrap) ≈ 2pi × 3.8 kHz guarantees the adiabaticity of
this fast ramp. Note that the system is still in a quasi-1D geometry after this
stage. Loading a single layer of the SWT requires the mean width of the atom
cloud trapped in the microtrap to be (much) smaller than half the spacing of the
different layers of the SWT of 4.4µm. The root mean square width of the nthz
harmonic oscillator level is
√
〈z2〉 =
√
~
mωz
√
nz +
1
2 ≈
√
nz +
1
2 660 nm. (5.1)
Thus, nz  11 is required for the highest occupied level of the microtrap. For ap-
proximately 10 atoms per spin state and an aspect ratio of ∼ 4 of the microtrap,
we obtain a sufficiently small nz = 5 for atoms at the Fermi surface. Furthermore,
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the transfer is performed at attractive interactions which decrease the size of the
cloud further.
The transfer to a quasi-2D geometry is done by ramping the radius of the micro-
trap aperture, where the gradient on the SLM is displayed to 40 pixels in 20ms.
This changes the focal spot size of the microtrap to 4.8µm. At the same time,
we increase the power in the microtrap beam by a factor of 6 to keep the radial
trapping frequencies above ωr ≈ 2pi× 1 kHz. This transfers the atoms to a quasi-
2D trap with an aspect ratio ωr : ωz ≈ 1 : 7.
SWT depth
Miorctrap size
Microtrap power
Magnetic offset field
Magnetic field gradient
 830 G
 568 G
1D spilling Transerfer to quasi-2D 2D spilling
 750 G
 300 G  568 G
~1 μm
~4.8 μm
70 G/cm
4W
 200ms 200ms
Figure 5.1.: Sketch of the experimental sequence used to create low-
entropy 2D samples. We start with approximately 20 atoms after the 1D
spilling (section 4.4). In a first step we transfer the atoms to a quasi-2D geometry
by turning on the SWT and increasing the focal spot size of the microtrap. In a
second step we create closed-shell configurations of the system by a 2D spilling
procedure. The dashed line shows the magnetic offset field used for the creation
of non-interacting samples.
During the transfer the energies of several occupied and unoccupied trap levels
cross. This can create holes in the final atom distribution. Imperfections and the
non-separability of the real trapping potential result in a coupling of the levels
and avoided crossings. In order to increase the coupling between the levels, the
magnetic field is tuned to 750G, where the scattering length is asc = −5200 a0.
The strong interactions at this magnetic field result in an increased coupling of
the levels. This gives rise to larger avoided crossings between the levels and hence
reduces the probability of exciting the system, when changing the geometry from
quasi-1D to quasi-2D. Indication for the enhanced coupling due to interactions
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can be obtained from a measurement, where we initialized 6 atoms in the quasi-
1D trap ramped to a quasi-2D geometry and back to the quasi-1D geometry and
measured the number of atoms remaining in the lowest 3 levels. For this mea-
surement, we used a sample created at a low magnetic field to directly compare
the ramp for an interacting and a non-interacting sample. If we performed the
transfer at magnetic field of B = 350G (asc = −883 a0), we retained an average
of 5.6± 0.2 atoms after the second spilling, compared to a much lower average of
3.2± 0.2 atoms, when the ramp was performed with a non-interacting sample at
B = 568G.
5.1.2. Observing the Shell Structure of a 2D Fermi Gas
We reveal the shell structure of fermions in a 2D harmonic oscillator and create
a low-entropy sample by extending the spilling procedure discussed in section 4.4
to a quasi-2D geometry. To this end, we linearly reduce the power of the mi-
crotrap within 60ms to a final trap depth V , where it is kept for 40ms, before
ramping the power up again. This final trap depth V results in a shallow trap
with only a few bound levels. The number of remaining trap levels is given by
the final power of the microtrap. Atoms in higher lying states become unbound
and leave the small microtrap volume, but they remain trapped within the weak
radial confinement of the SWT of ωr(SWT) ≈ 2pi × 20Hz.
In order to remove atoms that have left the microtrap, but are still bound in the
SWT, we apply a magnetic field gradient of B′z ≈ 70 G/cm along the z-axis at
the same time. Note that this gradient is along the z-axis only and we do not
apply a gradient in the radial direction. Thus, in contrast to the 1D spilling, we
simply lower the depth of the microtrap until only a few energy shells remain
bound and do not tilt the radial trapping potential. Consequently, the microtrap
power required to create a certain number of atoms in the microtrap does not
depend on the strength of the applied magnetic field gradient,1 which is only used
to remove atoms that have already left the microtrap from the SWT. Hence, the
2D spilling is a two-step process, with the atoms first leaving the microtrap and
then the SWT at its edge. Further evidence for the absence of a sizable gradient
in the radial plane is given by the observed shell structure discussed below. The
degeneracy of the levels indicates a radially isotropic trap.
1We have measured the required microtrap power for stable preparation of 6 atoms in the quasi-
2D geometry as a function of the magnetic field gradient B′z and found only a very weak
dependence on the gradient. For this measurement the atoms remaining in the microtrap
after the 2D spilling were transfered back to a quasi-1D geometry. This is required since the
SWT has to be extinguished before counting the atom number, in order to remove atoms
still trapped in the SWT after the 2D spilling without gradient.
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Figure 5.2.: Deterministic preparation of a 2D Fermi gas. (a) Mean atom
number as function of the final microtrap depth during spilling. Plateaus are
observed for 2, 6 and 12 atoms. Each point is the average of 85 measurements
and errors are smaller than the symbol size. The inset sketches the corresponding
occupations of the 2D harmonic oscillator levels. The enhanced stability of the
closed-shell configurations is also seen from the standard deviation (b), which is
reduced for closed-shell configurations. Figure adapted from Ref. [93].
The atom number distribution after the quasi-2D spilling procedure as function
of the final microtrap power is shown in Fig. 5.2 (a). We observe stable atom
number plateaus for 2, 6 and 12 atoms. These numbers correspond to the closed-
shell configurations of the 2D harmonic oscillator, where the nth shell contains
n+ 1 atoms per spin state. Thus, the closed-shell configurations, where all states
up to the nth shell are occupied and all higher lying states are empty contain
(n+ 2)(n+ 1) atoms (including a factor of two for the spin). The reduced stan-
dard deviation of the atom number distribution at the plateaus (Fig. 5.2 (b))
gives further evidence for the enhanced stability of the closed-shell configura-
tions. This enhanced stability is akin to the chemical stability of noble gases and
’magic’ number nuclei.
In the experiment, we observe the third closed-shell configuration at an average
atom number of 11.4 ± 0.1, below the expected value of 12 atoms. This can
be explained by the presence of holes in the highest shell, due to non-adiabatic
ramps or heating (atom loss) during the spilling.
The spilling is performed at a magnetic field of 750G, where the system is strongly
interacting. From the radial trapping frequency of ωr ≈ 2pi × 500Hz during
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Figure 5.3.: Histogram of atom numbers. We plot the number of occurrences
for the different atom numbers using the data of all final microtrap depth (data
of Fig. 5.2). The atom numbers corresponding to closed shells are observed more
frequently. This indicates their enhanced stability when scanning the potential
depth in equal steps. Additional holes in the third shell are visible in the enhanced
probability of obtaining 10 and 11 atoms. Comparing neighboring atom numbers
shows that even atom numbers are more likely than odd. This indicates the
presence of substructure in the shells due to the attractive interactions. Error
bars give the error of the mean.
spilling, we can estimate the interaction strength2 using equation (2.28). Within
this approximation of a harmonic potential, we obtain a two-particle binding en-
ergy of EB ≈ 0.7~ωr. Even though the interactions are comparable to the trap
level spacing, the observed stable atom numbers are given by the shell structure
of the non-interacting harmonic oscillator levels. However, when investigating the
histogram (Fig. 5.3) of atom numbers over all the microtrap depth used in this
measurement, we find some (weak) substructure. The atom numbers correspond-
ing to closed shells of 2, 6 and 12 atoms are most likely. This again demonstrates
the enhanced stability of these configurations, when scanning the depth of the
optical trap in equal steps. Furthermore, the excess holes in the third shell are
visible in the larger occurrence of 10 and 11 atoms compared to the other open
shell configurations. In addition to these main features, there is a substructure
present and even atom numbers occur more often than odd atom numbers. This
provides first indication for the enhanced stability of paired states for attractive
interactions, as predicted in [149]. However, we can not rule out that the observed
substructure is caused by trap imperfections resulting in a trivial (single particle)
splitting of the energy levels within a shell.
2As discussed in section 2.3.4, there exists a two-body bound state for any attraction in 2D
and we use its binding energy to characterize the interaction strength.
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Using this sequence for the preparation of the different shells we obtain prepa-
ration fidelities of 97 ± 2 %, 93 ± 3 % and 76 ± 2 %, for 2, 6 and 12 atoms in
the attractive branch (at high magnetic field) respectively.3 For non-interacting
particles the obtained fidelities of 57 ± 1 % and 42 ± 2 % for 6 and 12 atoms are
significantly lower. There are two possible reasons for the reduced fidelities, when
initializing the system at a low magnetic field: First, for the non-interacting sam-
ple the transfer to a quasi-2D geometry is performed at a magnetic field of 300G,
where the scattering length is maximal for a sample in the repulsive branch. How-
ever, interactions at this field are much smaller than at 750G, which is used for
the transfer, when creating a sample with attractive interactions. This results in
a smaller coupling of energy levels, when changing the geometry from quasi-1D
to quasi-2D and thus, creates additional holes in the lower states.
Second, the spilling procedure itself could be worse for non-interacting samples,
which would result in additional atom number fluctuations. Attractive inter-
actions enhance the stability of closed-shell configurations, since they add an
attractive density dependent energy shift. This lowers the energy of the inter-
acting system compared to the energy of the non-interacting system in the same
external trap and results in a larger energy level splitting of atoms in the different
shells [149].
The obtained fidelities for both attractive and non-interacting samples are suf-
ficient for all measurements presented in the following. Non-interacting samples
are only used to determine the trap frequencies. Furthermore, for attractive inter-
actions the excitation spectrum for open shells is very different in the frequency
range of interest [28]. Hence, experimental realizations with the wrong initial
atom number will only contribute a constant background and not add any spuri-
ous resonances to the measured spectra.
The demonstrated high-fidelity deterministic initialization of closed-shell config-
urations of 2, 6 and 12 atoms in a quasi-2D confinement is the first main result
presented in this chapter. The access to these ground-state configurations with
a non-trivial shell structure opens up a completely new regime of quantum sim-
ulation with ultracold atoms, as we will see in the following.
Loading a Single Layer Above we have estimated that the atom cloud size
allows us to load a single layer of the SWT. This is verified by the observed
stable atom number plateaus, corresponding to the configurations expected for
3The data shown in Fig. 5.2 was taken with a slightly different sequence and the preparation
fidelity is slightly worse than these optimized values.
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the 2D harmonic oscillator. The observation that we load only a single layer can
be further substantiated by displaying a Fresnel lens phase pattern on the SLM.
This allows us to to shift the z-position of the microtrap focus relative to the SWT
layers with sub-micron precision. To find out whether the atoms are transfered
to a single or two layers, we employ the spilling sequence which prepares 6 atoms
in the quasi-2D geometry. The obtained average atom number in dependence of
the z-potions of the microtrap focus is shown in Fig. 5.4. It shows stable plateaus
of 6 atoms for focal shifts, where the atoms are loaded into a single layer. If
the atoms are split between two layers, the obtained average atom number is
sensitive of the exact focal position of the microtrap. In this case a larger average
atom number, than the stable closed-shell value of 6 atoms, is obtained. This
is due to the independent spilling of atoms trapped in the microtrap in different
layers of the SWT. The microtrap depth required for the preparation of 6 atoms
is (nearly) the same for neighboring layers of the SWT, as the layer spacing is
much smaller than the microtrap beam Rayleigh length of zr = piw20/λ ≈ 68µm.
Once the relative position between the microtrap and the SWT is set, it is stable
for several days to weeks. In addition, any drifts are easily visible in the detected
number of atoms. While for the experiments presented in this thesis loading a
single layer is crucial, future experiments might take advantage of the possibility
to create two identical copies for interference or tunneling experiments.
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Figure 5.4.: Shifting the microtrap focus relative to the SWT to load
a single layer. The plot shows the mean atom number after spilling in the
quasi-2D configuration for different shifts of the focal position of the microtrap.
For focal shifts corresponding to a transfer of the atoms in a single layer of the
SWT, stable plateaus of the atom number slightly below the expected value of 6
are observed. This indicates the initialization of a closed-shell configuration in a
single layer. For a focal shift such that two layers are loaded, the average atom
number strongly depends on the focal position. Here, larger atom numbers are
obtained for the same final microtrap depth due to the independent spilling of
atoms in different layers. The periodicity of the SWT is clearly visible.
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Characterizing the Potential We perform spectroscopy on non-interacting sam-
ples to characterize the final trapping potential. In the final configuration the
axial trap frequency due to the microtrap is a factor of 100 smaller than the axial
trap frequency of the SWT. Thus, the axial confinement is solely defined by the
SWT and results in an axial trap frequency of ωz = 2pi × (6.80 ± 0.05) kHz.
This value is measured by modulating the power of the SWT and counting the
remaining atoms in the ground state as discussed in section 4.5.2.
The structure of radial trap levels is deduced from spectra taken by modulating
the microtrap power. This modulates the radial trapping frequencies and results
in excitations of particles two shells up (∆n = 2). We take spectra for 6 and
12 atoms, i.e. two and three filled shells. The spectra shown in Fig. 5.5 show
several resonances. The presence of more than a single resonance is due to the
anharmonicity of the trap, which results in an unequal energy spacing between
the different shells and lifts the degeneracy of states in a single shell. The lifting
of the degeneracy can be understood from the fact that states in the same shell,
but with different absolute value of the angular momentum |Lz| probe different
regions of the anharmonic potential and are thus not degenerate in the anhar-
monic potential. Note that for the 12 particle system, it is not possible to excite
atoms in the lowest shell as the states in the third shell are already occupied.
The radial trapping frequencies are ωr ≈ 2pi × 1.0 kHz, with the excitation from
the lowest shell (n=0) two shells up being approximately 10 % larger than the
excitation from the second shell (n=1) two shells up. This value for the an-
harmonicity matches the spectrum obtained by numerically solving (by exact
diagonalization on a grid) the 2D Hamiltonian, where we assume a Gaussian of
width 4.8µm for the confining potential. Due to the finite potential depth there
are only five well-defined shells of bound states within the 2D Gaussian potential.
In the following, we take the lowest monopole resonance of the 6 (12) particles
system at 2001Hz (1984Hz), as the reference value for twice the trap frequency.
Thus, for all spectra taken with 6 (12) atoms we normalize all excitation frequen-
cies by ωr = 2pi × 1001Hz (ωr = 2pi × 992Hz).
In addition, we measure the anisotropy of the trap, by modulating the trap cen-
ter position. This is done by modulating the rf frequency of the AOD in the
microtrap beam path (see chapter 4). The resulting time dependent Hamiltonian
is
Hˆ = p
2
2m +
1
2mω
2(x+  sin(ωext))2 ≈ p
2
2m +
1
2mωx
2 +mω2x sin(ωext), (5.2)
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where  describes the shift of the potential center due to modulation of the rf
frequency. This perturbation has odd parity (∝ x) and thus results in excitations
one shell up (∆n = 1). From the two resonances of exciting two non-interacting
particles in the ground state one shell up, we obtain a trap anisotropy of (ωx −
ωy)/(ωx+ωy) = 0.02. This small anisotropy has two effects: First, it gives rise to
a small splitting of the energy levels within a shell. Second, it slightly breaks the
rotational symmetry of the trap. As we will see below, this results in a coupling
of the different angular momentum states and thereby gives spectral weight to
excitations, which are forbidden in the round trap.
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Figure 5.5.: Excitation spectrum of non-interacting particles. Mean atom
number after modulating the radial confinement and removing excited atoms for
a non-interacting sample (B = 568G). The excitation spectra are measured for
systems initialized with N = 12 (a) and N = 6 (b) atoms. The presence of more
than one resonance is due to the anharmonicity and anisotropy of the potential.
Each data point is the average of 27 (a) or 73 (b) measurements.
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5.2. Emergence of Collective Excitations
The created closed-shell configurations, corresponding to miniature versions of a
Fermi sea, are an interesting starting point to study the emergence of collective
behavior due to attractive interactions. In contrast to open-shell systems, where
the only relevant energy scale is given by the interactions, the physics of closed-
shell configurations is determined by the interplay between the interactions and
the gap in the single-particle spectrum. As discussed in section 2.4.5 the competi-
tion of these two scales results in a normal- to superfluid transition for attractive
fermions, with observable precursors in the few-body limit [28]. We study this
interplay experimentally by performing spectroscopy on the closed-shell configu-
rations.
5.2.1. Excitation Spectrum
In cold atom experiments different types of excitation schemes are available to
excite the system. Since, in the following, we are interested in pair excitations,
we modulate the interaction strength. This perturbation couples strongly to col-
lective pair excitations [28]. In principle, modulating the interactions can be done
by modulating the magnetic field close to the Feshbach resonance. However, the
required frequencies of up to 2000Hz make a modulation of the magnetic field dif-
ficult due to the inductance of the coils. Additionally, the non-linear dependence
of the interactions on the magnetic field close to the resonance further compli-
cates this driving scheme. A more convenient way to modulate the effective 2D
interactions is to change the depth of the axial confinement. The spectrum of two
interacting particles in a harmonic trap is given by equation (2.28). One finds
that the energy of the interacting two-particle states and, hence, the effective
interaction strength depends on the ratio of the axial confinement length and the
scattering length only. In the experiment, we modulate at frequencies close to the
radial trapping frequency and, thus, far below the band gap of the system along
the z-axis. Hence, the wavefunction along the z-axis follows the change of the
potential adiabatically and the only effect is the modulation of the effective 2D
interaction strength. We modulate the depth of the SWT by 5%, which changes
the binding energy by ∆EB/EB ≈ 1.6 % (the exact value depends weakly on the
magnetic field). As this modulation is spatially isotropic it does not add angular
momentum and drives only monopole excitations.
We measure the excitation spectrum using the following procedure: First, we cre-
ate a closed-shell configuration of 6 atoms as discussed above. We then ramp the
magnetic field to set the interaction strength. Afterwards, we modulate the in-
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teractions sinusoidally at a drive frequency fex for 400ms. In the end, we remove
all excited atoms by a second spilling procedure to the same microtrap depth as
in the first spilling and count the remaining atoms in the MOT.
For each drive frequency, we repeat the experiment 45 times and obtain an
atom number distribution as shown in Fig. 5.6 (c) and (d) for two different
drive frequencies. The full spectrum for all measured frequencies is shown in
Fig. 5.6 (e). This spectrum is taken at an interaction strength of EB = 0.33~ωr.
There are two resonances visible in the spectrum. The higher lying resonance
(Fig. 5.6 (d)) at ωex = 2pi × 2060Hz is observed at a larger frequency than the
lowest non-interacting monopole resonance at 2000Hz. This can be explained by
a mean-field shift due to the attractive interactions: At the mean-field level, the
interaction energy is proportional to the interaction strength and the density (see
section 2.3.3). Therefore, the gain in interaction energy is larger for the denser
ground state than for the more dilute excited state. This results in the observed
increase of the effective trapping frequency.
In addition to the resonance position, the obtained full counting statistics also re-
veals more details about the nature of the excitation. From the atom number dis-
tribution (Fig. 5.6 (d)), we can conclude, that the resonance at ωex = 2pi×2060Hz
consists of single particle excitations as the probability for both N = 4 and N = 5
atoms is enhanced. We find that PN=4  PN=5 and PN=4 ≈ P 2N=5. This indi-
cates that the spectrum is linear and for the chosen drive strength and time it is
possible to excite either one or two atoms.
The position of the lower resonance at ωex = 2pi × 1890Hz (Fig. 5.6 (c)) is
not explained by the simple mean-field picture, as it lies below the lowest non-
interacting resonance. Furthermore, the atom counting statistics are strikingly
different and only the probability of obtaining N = 4 atoms is enhanced. Thus,
at this frequency it is only possible to excite a pair of atoms!
Both the lower frequency and the pair character can be understood from the
interplay of the attractive interactions and the finite single-particle gap of the
closed-shell configuration. As the interaction strength EB = 0.33~ωr is smaller
than the energy spacing between the different shells, pairing in the completely
filled shell is suppressed by Pauli blocking. Considering two atoms in the highest
shell, we see that there are no empty energy levels in this shell as all other states
are blocked by the other atoms. Thus, there are no degenerate states available
for the two atoms to increase their overlap and thereby gain additional pairing
energy due to the attractive interactions. However, if a pair of particles is ex-
cited at the same time, the atoms remaining in the lower shell can use the now
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Figure 5.6.: Excitation spectrum for a system initialized with 6 atoms.
The system is excited by modulating the effective 2D interaction strength. Ex-
cited atoms are removed by a second spilling step and the remaining atoms in the
lowest two shells are counted. The spectrum in (e) shows the probability PN of
detecting N atoms as function of the modulation frequency. There are two reso-
nances at 1860Hz and 2060Hz visible. The corresponding occurrences of different
atom numbers for theses frequencies are shown in (c) and (d) respectively. These
resonances correspond to pair and single particle excitations as clearly visible in
the full counting statistics and sketched in (a) and (b). Panels (a), (b) and (e)
adapted from [93].
free states to increase their overlap and gain pairing energy. Additionally, the
excited particles can effectively form a pair in the otherwise empty shell and,
hence, have a lower energy than two non-interacting particles in the same shell.
Since this gain of paring energy supersedes the relative mean-field shift between
the two configurations, the frequency of the pair excitation lies below twice the
non-interacting trap frequency. This correlated nature of the excited state also
explains why the response of the system is very nonlinear at this frequency. As
there is no comparable energy gain due to pair correlations when exciting a sec-
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ond pair, it is only possible to excite a single and not two pairs when driving the
system at this frequency. Note that due the gapped single particle spectrum, the
system has a reduced tendency to form pairs at weak attraction.
5.2.2. Tuning Interactions
In order to study the competition between the single particle gap and the in-
teractions in more detail, we tune their relative strength by using the Feshbach
resonance at 690G and take spectra at different interaction strengths. The ob-
tained spectrum as function of frequency and interactions is shown in Fig. 5.7.
Since we are mainly interested in the evolution of the collective pair excitation,
we plot the probability of detecting N = 4 atoms PN=4 divided by the probability
of retaining N = 6 atoms PN=6. We normalize the spectra at each interaction
strength to the maximum of the lower pair excitation at this interaction. Conse-
quently, the spectrum contains no information about the relative strength of the
pair excitation at different binding energies. But, as we discuss in more detail in
section 5.3, the used modulation parameters are chosen to optimize the visibility
of the pair excitation and do not allow for an extraction the coupling strength.
The spectra for all atom numbers are shown in appendix A.
The spectrum in Fig. 5.7, allows us to track the evolution of the different peaks
discussed above. The frequency of the higher lying (single particle) excited peak is
monotonously increasing with attraction, as expected from the larger mean-field
energy for increasing attraction. Interestingly, the two modes below the lowest
monopole resonance show a non-monotonous frequency dependence on the in-
teraction strength. Comparison to configuration interaction calculations shows,
that they correspond to pair excitations with total angular momentum Lz = 0
and Lz = ±2~. The energies of these modes decrease with attraction for weak
interactions. This can be understood by considering the larger pair correlations
in the excited state [28] and the increase in pairing energy with attraction.
When the two-body binding energy becomes comparable to the single particle
spacing this picture breaks down. For these interaction strengths it becomes fa-
vorable to admix states from higher lying shells and thereby increase the overlap
between the particles to gain additional interaction energy. Thus, already the
closed-shell ground state has sizable pairing correlations.4 This is also visible in
the spectrum, where above an interaction strength of EB ≈ 1.2~ωr, the frequency
4The admixture of higher lying single particle states could be measured directly in a future
experiment by projecting the system on a non-interacting state. This can be achieved by
removing one hyperfine state with a short resonant light pulse [150] and a subsequent spilling
to the different trap levels before counting the remaining atoms.
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Figure 5.7.: Six particle excitation spectrum as function of modulation
frequency and interaction strength. The excitation spectrum shows the
probability of detecting N = 4 atoms PN=4 divided by the probability of de-
tecting N = 6 atoms PN=6. Each column is normalized to its maximum. The
spectrum is obtained by modulating the effective 2D interactions for all bind-
ing energies, except EB = 0, where the system is excited by modulating the
depth of the radial confinement. For this interaction strength the color shows the
normalized probability of exciting a particle. The energies of the two lowest pair
excitation modes show a non-monotonous interaction dependence. The spectrum
for all atom numbers can be found in appendix A and clearly corroborates the
picture that the non-monotnous modes are pair excitations. Figure adapted from
Ref. [93].
of the lowest modes starts to increase with increasing attraction. This position
of the minimal excitation gap is used to define the critical binding energy (inter-
action strength).
In addition to this few-body picture, the behavior of the pair excitation mode
can also be understood from a many-body perspective. As discussed in Ref. [27],
closed-shell configurations of harmonically trapped 2D Fermi gases with attrac-
tive interactions undergo a quantum phase transition from a unpaired normal
to a paired superfluid (BCS) state upon increasing the attraction. This phase
transition results in the emergence of collective degrees of freedom correspond-
ing to excitations of the order parameter (pair density). When approaching the
critical point the excitation energy of these modes decreases and goes to zero
exactly at the critical point, indicating the instability towards the formation of
Cooper pairs. The order parameter (pair density) is zero in the normal phase
and obtains a finite value in the symmetry broken phase. The energy of exciting
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the amplitude of the pair density around its mean value has a non-monotonous
interaction dependence, with the energy gap closing at the critical point [27]. In
the superfluid phase this amplitude excitation of the order parameter (excitation
of coherent pairs) is commonly referred to as a Higgs mode.
The experimentally observed pair excitations are exactly the few-body remnants
of this amplitude excitation. In the finite size 6 atom system the critical region
gets broadened to a crossover and one observes a non-monotonous energy de-
pendence of the pair excitation mode on interactions instead of the non-analytic
behavior in the thermodynamic limit. Due to the finite size, the excitation gap
does not close at the critical interaction strength but retains a finite value for
6 particles. Furthermore, the non-monotonous excitation is a pair excitation as
expected for the few-body precursor of the amplitude excitation of the order pa-
rameter (pair density). For the N = 6 atom system the minimum of the pair
excitation is obtained for a binding energy of EB ≈ 1.1~ωr. Thus, the small sys-
tem size shifts the critical interactions strength to a large value compared to the
many-body limit, where the critical interaction strength approaches zero [27].
The interpretation that we observe the few-body precursor of a phase transition is
further solidified by a numerical diagonalization of the microscopic Hamiltonian
preformed in Ref. [28]. They solve the microscopic Hamiltonian for 6 fermions
in a harmonic trap in 2D and observe a non-monotonous pair excitation mode
corresponding to zero angular momentum pairs. To gain further insight into the
spectra shown in Fig. 5.7, they also calculated the spectrum for an anharmonic
and anisotropic trap. The resulting spectrum is shown in Fig. 5.8 (a) and shows
two non-monotonous modes as observed in the experiment. While the numerical
calculation is able to explain the presence of both excitation branches and the
coupling strengths only qualitative agreement could be reached, when compar-
ing the excitation energies to the experiment. This has several reasons: For the
highest possible energy cut-offs (corresponding to approximately 10 million basis
states) the numerical spectra are not fully converged,5 even if harmonic oscillator
levels up to the tenth shell are included and the calculation includes more shells
than actually present in our finite depth trap. This shows that reaching quanti-
tative agreement is difficult in any case due to the sensitivity to high lying states.
In the experiment we do not know the spectrum for the high lying states in our
trap very well. Close to the edge of the trap, the potential is very sensitive to
experimental imperfections and could have a different shape than what we would
naively assume. Furthermore, at these high energies, the third direction of our
5However, the pair excitation mode is robust and deepens for increasing basis set size.
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trap with an aspect ratio of approximately 1 : 7 plays an important role, but
calculations for a 3D geometry are currently not possible due to the much larger
Hilbert space size. Nevertheless, the numeric spectra show all qualitative features
observed in the experiment and confirm our interpretation.
The insensitivity of the qualitative features to the exact microscopic details of the
potential (harmonic or anharmonic) is interesting, as it shows that the pair exci-
tation and the few-body precursor of the phase transition are robust phenomena
and do not depend on a fine tuning of the parameters.
Note that due to high degree of collectivity it is extremely challenging to numer-
ically calculate the full spectrum for a system consisting of only 6 particles in
a realistic trap. Hence, our experiments enter a regime of non-trivial quantum
simulation.
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Figure 5.8.: Numerically calculated excitation spectrum for 6 particles.
(a) Numerically obtained excitation spectrum for 6 particles in an anharmonic and
anisotropic trap. As in the experimental data, we observe two non-monotonous
pair excitation modes. For a comparison we plot the experimentally obtained
peak positions of the different excitation branches (green diamonds). The nu-
merically calculated excitation spectrum, weighted with the coupling strength of
the respective state to the ground state for a modulation of the interactions, is
shown for a round (b) and anisotropic (c) trap. The modes corresponding to
excitation of a single particle one shell up do not couple to this probe, as they
correspond to excitations with ∆Lz = ±~. In the anisotropic trap both pair
excitation modes are excited by an interaction modulation. The numerical data
is obtained for a small anisotropy of 0.5 %. Due the demanding calculations of
the transition matrix elements, the number of basis states in the calculations
for panel (b) and (c) is smaller than in (a) resulting in different frequencies for
the modes. The calculations are extracted from Ref. [93]. Figure adapted from
Ref. [93].
From the numerical spectrum, we find that the experimentally observed pair
excitation branches correspond to coherent pairs with total angular momentum
Lz = 0 and Lz = ±2~. The pair excitation branch higher in energy actually
consists of two different states with Lz = ±2~. The small anisotropy of the trap
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results in a weak splitting of these two modes, below what we can experimentally
resolve and the two modes show up as a single branch in the spectrum. In the
many-body limit, these modes correspond to Cooper pairing at finite angular
momentum. However, as these excitations have larger energy than the zero an-
gular momentum pair excitation, the system becomes unstable to pairing at zero
angular momentum first and the ground state of the superfluid, always consist of
zero angular momentum Cooper pairs.
The modulation of the interactions does not impart angular momentum on the
atoms. However, the anisotropy of our trap results in a coupling of the Lz = 0
and Lz = ±2~ states. This results in the experimentally observed coupling to
the different pair excitation modes and gives spectral weight to the non-zero an-
gular momentum modes.6 This is clearly visible in the numerically calculated
excitation spectra in Fig.5.8 (b) and (c) for a round and an anisotropic trap.
Comparing the two spectra shows that the higher angular momentum modes are
only visible in the anisotropic trap. In the plot, the color encodes the coupling
strength ΓEint = |〈G|
∑
k,l δ(rk − rl)|E〉|2 of the excited states |E〉 to the ground
state |G〉 when modulating the interactions.
5.2.3. Comparing Different Excitation Schemes
In solid state systems it is often challenging to excite the amplitude mode of the
order parameter, as there is no first-order coupling to the probes conventionally
used in these systems [51]. This is the big advantage of ultracold atoms, where
one can directly modulate the interaction or pairing strength [62].
We compare the excitation of the system with a single-particle operator (modu-
lating the radial trap frequency) to a excitation of the system with a two-particle
operator (modulating the interaction strength). The obtained spectra at an in-
teraction strength of EB ≈ 0.1~ωr are shown in Fig. 5.9. Here, it is clearly visible
that the interaction modulation couples strongly to the lowest pair excitation
mode and only has a weak coupling to the single-particle excited states above
twice the trap frequency. Conversely, modulating the radial trap depth results
in a strong coupling to the single-particle excitations. This shows the special
character of the pair excitation mode, which couples strongly to the interaction
modulation.
6In the anisotropic trap, angular momentum is not a good quantum number anymore. For the
small anisotropy of our trap we still label the states by the angular momentum that their
corresponding states would have in the round trap.
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Figure 5.9.: Comparing spectra for interaction and trap frequency mod-
ulation. Excitation spectrum for a modulation of the radial trap frequency (a)
and the 2D interaction strength (b). Modulating the trap depth couples strongly
to the higher lying single particle excitations (a). The relative strength of the
excitations for a modulation of the interaction strength shows the strong cou-
pling to the pair excitation mode when modulating the interactions. Note that
for the chosen modulation parameters (see section 5.3) one would expect a equal
superposition of the excited state and the ground state, when resonantly driving
the pair excitation mode. This equal superposition of the ground and the excited
state should reduce the average atom number by 1, consistent with the amplitude
of the resonance in (b). The radial trap frequency was 2ωr = 2pi × 1660Hz for
this measurement. Figure taken from Ref. [93].
5.2.4. Approaching the Many-Body Limit
In the last section, we found that already a system consisting of 6 particles shows
collective excitations, which can be understood as few-body signatures of a quan-
tum phase transition. To investigate how the excitation spectrum depends on the
system size and how it approaches the many-body limit, we study the excitation
spectrum for the other available closed-shell configurations.
First, we take a step back and study the smaller closed-shell system of only N = 2
particles. From the exact solution of equation (2.28) and since (in the harmonic
trap) the two-particle problem can be mapped to a single-particle problem for
the relative motion, we do not expect any non-monotonous pair excitation modes.
This is experimentally verified by the spectrum shown in Fig. 5.10. We observe
two modes that both have a monotonous dependence on the interaction strength.
The higher lying mode corresponds to the excitation of the relative motion and
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its energy is described by equation (2.28). Since the excited branch energy is
also shifted by interactions, the excitation energy is significantly smaller than
the sum of the non-interacting trap frequency plus the binding energy. Com-
paring the measured excitation energy to the excitation energy calculated from
equation (2.28) (red line in Fig. 5.10) shows good agreement. This agreement
between the harmonic theory and measurements in the anharmonic trap, shows
that the harmonic theory can be used to calculate the two-body binding energy.
Due to the anharmonicity of the potential, also the center of mass motion (lower
branch) of the two particles can be excited when modulating the interactions.
The slight increase of excitation energy with attractions can be understood from
the decreasing size of the atom cloud for larger attraction. Thus, a smaller re-
gion of the anharmonic trap is probed for larger attraction. This results in an
apparent increase of the trap frequency.7 Above a binding energy EB ≈ 1.2~ωr
the coupling to this mode becomes weaker. This might be due to a decoupling of
the relative motion of the tightly bound molecule from the center of mass motion
for large binding energies, even in the anharmonic trap.
1 
- P
2
0
1.0
0.2
0.4
0.6
0.8
0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6
Binding Energy EB /  ħωr
Ex
cit
at
ion
 E
ne
rg
y /
 ħ
ω
r
1.7
1.6
1.8
1.9
2.0
2.1
2.2
2.3
2.5
2.4
Figure 5.10.: Excitation spectrum for two particles as function of in-
teraction strength and modulation frequency. The color map shows the
probability of exciting the system during modulation. As expected, the excitation
energies for all modes increase with increasing attraction. The red curve gives
the excitation energies calculated from the magnetic field, the axial and radial
trap frequencies by using equation (2.28). We observe good agreement between
this theory for a harmonic trap and the measurement in an anharmonic confine-
ment. The spectrum is obtained by modulating the effective 2D interactions for
all binding energies, except the data for EB = 0, where the system is excited by
modulating the depth of the radial confinement.
7See Ref. [83] for the observation of the same effect in a many-body system.
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Going to larger system sizes, we study the closed-shell configuration of 12 atoms.
The excitation spectrum for the system initialized with N = 12 atoms is shown
in Fig. 5.11 (a). The spectrum shows the same qualitative features as for N = 6
particles. However, there are two quantitative differences: First, the single par-
ticle excitation branch, above twice the trap frequency, is broadened due to the
larger number (density) of excited states for 12 than for 6 atoms. This makes
it impossible to resolve a single well-defined excitation for 12 atoms in this fre-
quency range. Second, when comparing the minimum of the pair excitation for
6 and 12 atoms in Fig. 5.11 (b), we find that the minimum of the 12 atom pair
excitation mode is much deeper than the minimum in the 6 particle measurement
and that it shifts to smaller interactions. Both effects can be explained by re-
ferring to the many-body picture. Increasing the system size results in a smaller
minimal exaction gap of the system, consistent with the complete closing of the
gap at the critical point in the thermodynamic limit. Also the shift of the criti-
cal interaction strength to smaller values for larger systems is expected [27, 28].
Intuitively, this is understood from the increasing Fermi energy, which reduces
the relative importance of the fixed single-particle gap. Hence, the critical point
moves to smaller attraction for increasing system size until BCS theory is recov-
ered and the system is superfluid for any attraction (larger than an infinitesimal
small critical value, as can be seen from equation (2.43)).
5.3. Coherent Control of Strongly Interacting
Fermions
For all interaction strengths shown in Fig. 5.6 and Fig. 5.11 the pair excitation is
a well-defined mode with a small width compared to its frequency. We measure a
width below 15Hz for all interaction strengths and the chosen drive parameters.
We probe the stability of the excited state in more detail, by driving the N = 6
particle system (at EB = 0.57~ωr) for a variable time at the frequency of the
lower pair excitation mode (1480Hz). The drive strength used corresponds to
a modulation of the binding energy of 3 %. We observe a coherent oscillation
between the probability of detecting 4 and 6 atoms as a function of the drive
time (see Fig. 5.12), whereas the probabilities for all other atom numbers are
(nearly) flat. This demonstrates that we are able to control the quantum state of
a strongly interacting mesoscopic fermionic system and can coherently create and
annihilate a pair in the excited state. Since the combined probability of detecting
either 4 or 6 atoms is constant and both probabilities decay to the same value, we
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Figure 5.11.: Excitation spectrum for 12 particles as function of inter-
action strength and modulation frequency. (a) The excitation spectrum
shows the probability of detecting 10 atoms PN=10 divided by the probability of
retaining 12 atoms PN=12. Each column is normalized to the maximum of the
lowest mode. The spectrum is obtained by modulating the effective 2D inter-
actions for all binding energies, except for EB = 0, where the system is excited
by modulating the depth of the radial confinement. For this interaction strength
the color shows the normalized probability of exciting a particle. We observe
two non-monotonous pair excitation modes below twice the non-interacting trap
frequency. The spectrum for all atom numbers can be found in appendix A and
clearly shows the pair character of the non-monotonous modes. For a quantitative
comparison of the spectra obtained for the systems initialized with N = 6 and
N = 12 atoms, we plot the positions of the different resonances for both systems
in (b). The resonance positions are obtained by fitting a Gaussian to each reso-
nance. The uncertainty of determining the peak position from the fit is smaller
than the symbol size. The comparison shows that the minimum of the pair ex-
citation deepens and moves to smaller interaction strengths, when increasing the
system size. Figure adapted from Ref. [93].
can treat the lowest pair excitation and the ground state as a two-level system,
with negligible coupling to other states. We fit the probability to detect 6 atoms
PN=6 with a damped Rabi oscillation8
PN=6(t) = a+ C exp (−γt) cos2(Ωt/2), (5.3)
and obtain a Rabi rate of Ω = 2pi × (8.0 ± 0.1)Hz and a damping rate of
γ = 4.5 ± 0.5Hz. The long coherence time of τ = 1/γ = 222± 25ms exceeds the
frequency of the excited state by more than a factor 300 and allows us to perform
8We also tested different envelope functions, as we do not know the exact line shape of the
excitation (spectrum of the noise). However, we did not find any significant difference,
between the different models.
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Figure 5.12.: Coherent driving of the lower pair excitation. The system
initialized with N = 6 atoms is excited by modulating the interaction strength
for a variable time. We drive the system at the resonance frequency of the lower
pair excitation mode (1480Hz). The coherent oscillation between the probability
of detecting 4 and 6 atoms clearly shows the pair character of the excitation. We
fit a damped Rabi oscillation (equation (5.3)) to the N = 6 atom data. The data
is taken at an interaction strength of EB = 0.57~ωr. For each modulation time
we take 180 measurements. Figure adapted from Ref. [93].
coherent manipulation of a interacting many-body system despite the small Rabi
rates. The observed coherence time τ is consistent with the observed long time
stability of the trap frequency. The stability of the excited state is due to the
discrete level spectrum of the trap, which limits possible decay channels [27] and
not due to the presence of additional symmetries of the system, which are usually
required for the stability of the Higgs mode [68].
From the obtained parameters of the coherent oscillation, it is clear that the
spectra discussed above (Fig. 5.7 and Fig. 5.11) do not contain much informa-
tion about the coupling strength between the ground and lowest excited state.
In these measurements the system was driven for 400ms, which is a factor of
approximately 2 times larger than the measured coherence time τ of the oscil-
lation. Thus, for this data dephasing of the oscillation results in an incoherent
superposition of both states with equal probability. This does not depend on the
coupling strength (as long is the Rabi rate is large enough). This is confirmed
by the full counting statistics shown in appendix A, where the probability for de-
tecting 4 and 6 atoms are approximately equal for frequencies corresponding to
the pair excitation mode. In order to obtain the coupling strength at each inter-
action strength, one could repeat the measurement of the Rabi rate for different
interaction strength in a future measurement.
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Conclusion In conclusion we have created low-entropy, few-fermion systems in
a quasi-2D geometry. Combining these deterministically initialized systems with
the tunability of the interactions allowed us to observe the few-body precursor of
a quantum phase transition.
In a first set of experiments, we observed the enhanced stability of closed-shell
configurations when scanning the depth of the confining potential. This enhanced
stability allows us to initialize closed-shell configurations of 2, 6 and 12 atoms
with high fidelity.
In a second step, we used these closed-shell configurations to investigate the
interplay of the single-particle gap with the attractive interaction. The system is
studied by modulation spectroscopy, where the full counting statistics reveal pair
excitation modes with a non-monotonous interaction dependence. By comparing
to numerical simulations and many-body theory, we identify them as the few-body
precursors of the amplitude excitation of an order parameter. This identification
as the few-body precursor of a Higgs mode allows us to observe the few-body
precursor of a normal to superfluid phase transition. Comparing spectra for
different atom numbers, allows us to investigate the transition for different system
sizes. Here, we observe a deepening of the pair excitation mode for larger systems,
which serves as a first indication for the approach towards the many-body limit.
Finally, the achieved degree of control in our experiment allows us to coherently
manipulate the quantum state of a mesoscopic strongly interacting fermionic
system.
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In the last chapter we presented our measurements studying the few-body pre-
cursor of a phase transition. We have measured the excitation spectrum and
information about the system has been extracted by counting the number of
atoms in the trap below a certain energy. For the experiments we present in this
chapter we go beyond atom counting and measure the momentum distribution of
the atoms using the method described in section 4.3.2. Currently, this imaging
scheme is limited to taking a single image in each experimental realization, i.e.
we can extract information about only a single hyperfine state in each realization.
Hence, we cannot access correlations between different hyperfine states and, for
now, restrict the measurements to non-interacting samples. For these systems
the momentum distribution of the different hyperfine states is independent and
the momentum distribution of a single state contains all information. The results
presented in this chapter have been published in Ref. [151].
Usually, the emergence of correlations and geometric structures is driven by in-
teractions. The most prominent example is symmetry breaking in solid-state
systems, where repulsive interactions between the ion cores dominate the system
and result in the emergence of a crystal structure.
More exotic crystalline structures observed in finite systems include: a Wigner
crystal of a dilute 1D electron gas [152], Coulomb crystals observed in ion trap
experiments [153, 154] and spatial structures in the Rydberg excitation pattern of
a Mott insulator of ultracold Rubidium [155]. All these examples have in common
that the repulsive interactions dominate all other energies scales (kinetic energy
and temperature) of the system.
However, correlations and spatial structures can also arise from quantum statis-
tics. The structure of a system of identical fermions is determined by the anti-
symmetry of the wavefunction, which results in Pauli blocking and anti-bunching
[156]. For non-interacting fermions in periodic potentials their quantum statis-
tics gives rise to a band insulator at unity filling [157]. The influence of fermionic
statistics has also been observed in density correlations of ultracold atoms re-
leased from a periodic potential [137, 158]. For these quantum effects to have
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an observable consequence the distance of the particles has to be comparable to
their wavelength.
Here, we study the effect of Fermi statistics on the density distribution of non-
interacting (ground-state) samples in the quasi-2D harmonic oscillator. The
fermionic many-body wavefunction is given by the Slater determinant of the
single-particle wavefunctions.1 This results in correlations between the position
of the individual particles and the emergence of geometric structures without in-
teractions. These geometric structures were first discussed in Ref. [159, 160] and
termed ’Pauli crystals’. The requirement to produce low-entropy, non-interacting
samples makes their experimental observation very challenging.
The 2D harmonic confinement used in the experiment is rotationally symmetric.
Hence, the atoms are measured along a random axis in each experimental realiza-
tion and it is not sufficient to simply measure the density distribution to reveal
the structure caused by the exchange symmetry. Instead, we have to probe the
correlations between the atoms.
6.1. Sampling the Many-Body Wavefunction
We start the experiment with non-interacting closed-shell configurations consist-
ing of N = 3 or N = 6 fermions per spin state (see chapter 5). We probe the
momentum distribution of the atoms in state |3〉. To this end, we apply a matter-
wave focusing technique (section 3.6) consisting of a 12ms expansion in the SWT
trap (ωtof = 2pi× (20.7± 0.5)Hz) at a magnetic field of B = 568G and image the
sample in free space subsequently. This allows us to sample the the many-body
momentum distribution.
After the atom identification, which is performed as described in section 4.3.2,
we only keep measurements, where an atom number corresponding to the initial-
ized closed-shell configuration of N = 3 or N = 6 is detected. This yields post
selection rates of 30% in agreement with the combined imaging and preparation
fidelity at low magnetic fields. To reveal the structure emerging from quantum
statistics we follow the image processing procedure described in Ref. [160]:
• First, the center of mass momentum of the atoms in each realization is
aligned, i.e. the center of mass is shifted to the image center. The center
of mass distribution over all experimental realizations is a Gaussian with a
width consistent with the total mass of theN -particle system. The resulting
1Since the number of terms in the Slater determinant scales as the factorial of the particle
number, explicitly calculating all higher-order correlations is a very demanding task already
for a few non-interacting particles.
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density distributions of the relative momenta for N = 3 and N = 6 are
shown in Fig. 6.2 (a) and (c). The distributions are azimuthally symmetric
as expected for the round trap. There are no correlation visible between
the atoms, as theses images show the single-particle density of the relative
momenta.
• We reveal the underlying correlations between the particles by using the
predicted symmetries of the N = 3 and N = 6 atom Pauli crystals, which
are 3- and 5-fold, respectively [160]. The N = 6 Pauli crystal consist of
one central atom surrounded by a ring of 5 atoms. Thus, for N = 6 we
ignore the atom with the smallest relative momentum for the determination
of the symmetry axis. The known symmetry allows us to rotate the atom
pattern of each image onto a chosen target symmetry axis. The rotation
angle is determined as follows (see Fig. 6.1): We sort the particles in the
image according to their angle φj in polar coordinates in ascending order.
The average rotation angle is determined as
ϕrot = − 1
L
L∑
j=1
(
ϕj − 2pi
L
(j − 1)
)
= − 1
L
L∑
j=1
(∆ϕj) . (6.1)
Here L denotes the symmetry of the crystal and j is the index of the jth
atom. We rotate the atom positions in this image by ϕrot modulo 2pi/L.
This chancels the mean angular deviation of the atoms from the chosen
symmetry configuration.
Relative momenta rotatedRelative momenta(a) (b)
px [(ħmωR)1/2]
p y
 [(ħ
m
ω
R)1
/2
]
-1
0
1
-1 0 1
Δφ1
Δφ2
Δφ3
Δφ4
Δφ5
px [(ħmωR)1/2]
-1 0 1
p y
 [(ħ
m
ω
R)1
/2
]
-1
0
1
Figure 6.1.: Processing of single atom resolved images. (a) Relative mo-
mentum of N = 6 atoms (red) in a single experimental realization. The symmetry
axes of the Pauli crystal are obtained from Ref. [160] and drawn in light blue. The
angular deviation of an atom from its respective symmetry axis ∆ϕj is drawn in
dark blue. (b) Rotating the image by the average angular deviation, aligns each
image to the same fixed symmetry axis.
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The analysis presented above gives rise to the distributions shown in Fig. 6.2 (b)
and (d) for N = 3 and N = 6 respectively. In these configuration probability
densities we observe the emergence of structure and higher-order density corre-
lations due to quantum statistics. The detected correlations are in momentum
space. However, for a harmonic oscillator, the wavefunction in real and momen-
tum space have the same shape and the expansion in the SWT corresponds to a
simple magnification of the in situ wavefunction by a factor ωr/ωtof ≈ 47.
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Figure 6.2.: Pauli crystal measurements. Relative momentum density for
N = 3 (a) and N = 6 (c) atoms. These images correspond to the single parti-
cle momentum density after removing the center of mass momentum. The inset
shows a histogram of the detected positions for a single atom that is repeat-
edly initialized at well-defined position. Rotating the atom distribution in each
individual measurement to a chosen symmetry axis results in the configuration
probability densities shown in (b) and (d). Here, correlations between all parti-
cles are visible. The data for N = 3 and N = 6 correspond to 2452 and 5373
single images, respectively. Figure adapted from Ref. [151].
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6.2. Melting the Crystal
Next, we investigate the N = 6 Pauli crystal in more detail and study the decay of
correlations, when heating the system. To this end, we modulate the depth of the
radial confinement for 50ms at a frequency of fex = 1965Hz, which corresponds
to twice the trap frequency. The resulting configuration probability densities for
different modulation amplitudes are shown in Fig. 6.3, where we observe a decay
of the correlation pattern for larger modulation amplitudes.
The heating for each modulation amplitude is quantified by the average energy
of the sample, which is extracted from the average momentum distribution. For
the lowest achievable temperature, we obtain an energy of E = (13.1± 0.6) ~ωr,
which is below the harmonic oscillator ground state energy of E = 14 ~ωr for
N = 6 particles. The error is given by the uncertainty of the determination of
the trap frequency of the SWT, used for the time of flight expansion. Since the
trap frequency is the same for all measurements, this results in a systematic shift
of the measured energies. A further potential systematic shift of the measured
energy is given by the not precisely known magnification of our imaging system
(which we calculated from the ratio of focal lengths). Since the energy depends
quadratically on the magnification, this can easily result in systematic shifts of
the energy on the order of 10%. Note that both the trap frequency [83] and the
magnification [161] could in principle be determined with a much higher accuracy
and precision in a later measurement, if required. Nevertheless, we can still com-
pare the relative change in energy to characterize the excitations of the system.
To investigate the decay of correlations in more detail, we fit the angle dependence
of the density at twice the harmonic oscillator momentum with a sine function
(Fig. 6.3 (b)). We extract the visibility V = (max − min)/(max + min) of the
fitted sine as a function of the mean energy. The visibility decreases linearly with
a slope dVdE = (−0.054 ± 0.010)/~ωr. This error does not include any systematic
effects and is given by the uncertainty of the fit. Note that this is a heuristic
choice for the fitting functions, as there is neither an analytic prediction for the
exact angular dependence of the atom density nor for the temperature depen-
dence of the contrast.
The loss of contrast when heating the system confirms that the pattern arises
from correlations in the quantum state of the system and is not caused by the
imaging or the analysis, which are both independent of the energy.
Remarkably, the modulation of the system is done at zero interaction and naively
one would expect that we drive the system coherently. Nevertheless, we see a lin-
ear loss in contrast of the pattern with the mean energy of the system. This
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Figure 6.3.: Melting the Pauli Crystal. (a) Configuration probability density
for N = 6 atoms for different mean energies. (b) We fit the density at two times
the harmonic oscillator momentum to extract the visibility of the pattern. (c) The
visibility decreases with increasing mean energy. For the higher energy data, we
take approximately 3000 images for each modulation amplitude. Figure adapted
from Ref. [151].
can be understood by considering the large number of many-body states and the
dense spectrum at twice the trap frequency. There are 54264 different many-
body states for N = 6 particles in the lowest 6 shells, i.e. when considering single
particle states up to 2EF. This results in a coupling to a large number of states,
when modulating the system and a loss of visibility due to the averaging over
a large number of different correlation patterns (when considering small fluctua-
tions between the different experimental realizations). For the future, it might be
interesting to investigate this loss of coherence in more detail. This might allow
us to study how thermalization emerges in mesoscopic isolated quantum systems
[162], when turning on interactions. This is especially exciting as in this system
we have access to both an isolated pair excitation mode, that can be driven co-
herently and a dense spectrum of states above twice the trap frequency, where
an incoherent rate equation picture might be the better description.
In conclusion, we have demonstrated single-particle and momentum resolved
imaging of up to 6 atoms released from a quasi-2D harmonic trap. The access to
all momenta in a single experimental realization, allowed us to detect higher order
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correlations between the non-interacting fermions. These correlations originate
from the anti-symmetrization of the many-body wavefunction and decay, when
heating the sample.
These measurements of Pauli Crystals constitute the first observation of beyond
second-order density correlations arising from fermionic quantum statistics in
bulk systems. Note that these geometric structures and density correlations due
to the Pauli principle are local, as opposed to true (interaction driven) crystalline
phases, where the system has true long-range order. This is due to the short range
nature of the Pauli exclusion principle, which results in correlations on distances
comparable to the inverse of the Fermi momentum. For our small system these
correlations are, nevertheless, strong enough to create a global structure.
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7. Conclusion and Outlook
In this thesis we have presented our recent experiments studying the emergence
of collective behavior in mesoscopic 2D Fermi systems.
The first experimental achievement and the basis for all other experiments is the
deterministic preparation of mesoscopic low-entropy samples in a quasi-2D ge-
ometry. When scanning the potential depth we observe the enhanced stability of
closed-shell configurations consisting of 2, 6 and 12 fermions in the ground state
of the trap.
These deterministically created closed-shell configurations of the 2D harmonic os-
cillator are the starting point for our observation of the few-body precursor of a
quantum phase transition. The phase transition arises from the competition of the
gapped single-particle spectrum with the attractive interactions and is revealed
by a measurement of the excitation spectrum. The full counting statistics of the
excitation spectrum reveals pair excitations, whose energy has a non-monotonous
interaction dependence. These modes are the few-body precursors of the ampli-
tude mode of the order parameter for the normal to superfluid quantum phase
transition. Already the smallest non-trivial closed-shell configuration of 6 atoms
shows qualitatively the same spectrum as in the many-body limit. The compari-
son of the spectra for 6 and 12 atoms allows us to observe first signatures of the
approach towards the many-body limit, which is indicated by the deepening and
shifting of the minimal excitation gap for 12 atoms.
In a second set of experiments we go beyond counting the number of atoms in
the trap and measure the momentum distribution of the sample with single-
atom resolution. Here, we investigate the momentum distribution of closed-shell
configurations of non-interacting particles. The single-particle sensitivity of the
imaging allows us to measure the momenta of all particles in a single shot and
thereby makes it possible to sample the many-body wavefunction and to obtain
all order density correlation functions. We detect strong correlations between
identical fermions, that arise from the anti-symmetrization of the wavefunction.
This constitutes the first observation of higher-order density correlations in non-
interacting fermionic bulk systems. Furthermore, the application of our imaging
scheme to a non-interacting system serves as an important benchmark for the
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method, before proceeding to interacting systems, where no theory prediction is
available.
As the next step, we plan to apply our capability to measure the momentum
distribution of the interacting system. Measuring the momentum distribution
of both spin states will allow us to probe the emergence of pair correlations in
the system. This requires to measure the in situ momentum distribution, which
can be done by quenching the interactions at the release of the sample and a
subsequent ballistic expansion. For this purpose, we are currently implementing
a microwave setup into the experiment, which will allow us to drive state |3〉 to
|4〉, which is weakly interacting with state |1〉.
This will enable us to study the in situ momentum correlations of the system
across the few-body precursor of the phase transition. We expect to observe the
emergence of pair correlations between opposite spins for increasing interactions.
At the same time, a deformation of the Pauli-crystal structure in the correlations
of identical particles indicating the deformation of the miniature Fermi sea is
expected. Additionally, our coherent control over the Higgs mode enables us to
study momentum correlations in the excited state, where we expect larger pair
correlations in the excited than in the ground state for weak attraction.
In contrast to this time of flight protocol, we can also choose to keep the inter-
actions on during the expansion, such that the gas remains collisional. In this
case, one expects an interaction-induced redistribution of the momenta during
the expansion. This opens up the possibility to study the validity of hydrody-
namics in systems consisting of only a few particles. This offers a connection to
the physics of heavy-ion collisions, where at the initial stage after the collision
the quark-gluon plasma expands hydrodynamical until the so-called freeze out
after which the particles propagate ballistically to the detector where they are
measured.1
Besides these momentum-space measurements we can also study the properties
of the system in more detail in situ. The measurements of the excitation spec-
trum show that there are two qualitatively different regions in the spectrum. The
isolated pair excitation mode, which can be driven coherently and the dense spec-
trum above twice the trap frequency. For the Pauli-crystal measurements we have
observed a loss of coherence even when we drive the non-interacting system in this
frequency range with a dense many-body spectrum. This might open up ways to
explore thermalization in strongly interacting isolated quantum systems [162].
1See Ref. [163] for a review comparing hydrodynamics in ultracold atoms and quark-gluon
plasmas.
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In addition to these measurements, which should be readily possible in the ex-
isting setup, there are also other exciting avenues: By trading control for system
size it might be possible to scale the system to approximately one-hundred par-
ticles at low entropy. This separates the scales of the harmonic oscillator spacing
and the Fermi energy. The goal is to observe the emergence of Cooper pairs di-
rectly by correlations in momentum space [164]. Then proceeding to the strongly
interacting regime, where we have observed signatures of many-body paring in
the rf response [111], it might be possible to observe higher-order correlations in
the momentum distribution and gain further insight in this strongly correlated
system.
Another possibility is to make use of the flexibility of the SLM and study dif-
ferent trapping geometries. By rotating the trap we could create gauge fields to
study quantum hall physics [126]. Furthermore, the creation of an array of cou-
pled microtraps and studying mesoscopic Fermi-Hubbard systems is an exciting
prospect. Our first experiments in this direction are summarized in Ref. [130].
Here, the first goal would be the observation of Nagaoka magnetism in a plaque-
tte [165], i.e. observing the change of the ground state from anti-ferromagnetic
to ferromagnetic upon increasing the repulsion in the hole-doped system.
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A. Appendix
This appendix contains the probability distributions for all atom numbers of the
pair excitation spectra for 6 atoms (Fig. 5.7) and for 12 atoms (Fig. 5.11 (a)).
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Figure A.1.: Probabilities of retaining N atoms in the lowest 2 shells for
the 6 atom initial state. The different panels show the probability of detecting
N atoms as function of the modulation frequency and interaction strength. All
spectra are obtained by modulating the interaction strength. Note the different
color scales of the different panels. From the reduced probabilities of measuring
N = 6 atoms in (a) we find three resonances. The resonance highest in energy
consist mainly of single particle excitations as both the probability of detecting
N = 5 (b) and N = 4 (c) is increased at these frequencies. The lower two reso-
nances show a non-monotonous interaction dependence and are pair excitations,
as mainly the probability of detecting N = 4 atoms (c) is enhanced. The prob-
ability of detecting N = 4 atoms is approximately one half for the frequencies
corresponding to the pair excitation as expected for an incoherent superposition
of the ground and excited state (see section 5.3). The pair excitation is also
non-linear and it is only possible to excite a single pair as seen from the flat
probability distribution for N = 2 atoms. Figure adapted from Ref. [93].
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Figure A.2.: Probabilities of retaining N atoms in the lowest 3 shells for
the 12 atom initial state. The different panels show the probability of detect-
ingN atoms as function of the modulation frequency and interaction strength. All
spectra are obtained by modulating the interaction strength. Note the different
colors scale of the different panels. From the reduced probabilities of measuring
N = 12 atoms in (a) we find three resonances. The resonance highest in energy
consist mainly of single particle excitations as the probability of detecting N = 10
(c), N = 9 (d), N = 8 (e), N = 7 (f) atoms is increased at these frequencies. For
the chosen drive strength and duration the system is excited several times at these
frequencies, as seen form the complete depletion of the probability for N = 11
and N = 12 atoms in this frequency range. The lower two resonances show a
non-monotonous interaction dependence and are pair excitations, as mainly the
probability of detecting N = 10 atoms (c) is enhanced. The probability of de-
tecting N = 10 atoms is approximately one half for the frequencies corresponding
to the lower pair excitation as expected for an incoherent superposition (see sec-
tion 5.3). The pair excitation is also non-linear and it is only possible to excite a
single pair as seen from the probability distribution for N = 8 atoms (e), which
shows no resonance in this frequency range. Figure adapted from Ref. [93].
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