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Abstract: We examine the existence of solutions of the class of singular nonlinear two-point boundary value problems: 
- (y"+(a /x)y ' ) f f i f (x ,  y), 0<x<l ,  y ' (0+)f f i0 ,  y (1 )=A,  for a>_-l. We show that for every a>~l, a unique 
solution of the singular two-point boundary value problem exists provided u* < kl, where u* = sup 3f/ay and k I is 
the first positive zero of Jta-l)/2(fk-) (J,(z) is Bessel's function of the first kind of order s,). Interestingly, k I is a 
monotonically increasing function of a; values of k I for some values of a are tabulated. 
Keywords: Singular two-point boundary value problem, existence of solution, uniqueness, Bessel function, singular 
Sturm-Liouville problem, Green's function. 
1. Introduction 
Consider the class of singular nonlinear two-point boundary value problems of the form: 
-(y"+~y')=f(x,y), 0<x<l ,  (1) 
y'(0+) = 0, y(1) =A,  
where A is a finite constant and a >/1. We assume that y ~ C2(0, 1], f(x, y) is continuous on 
S = {0 ~< x ~ 1, - oo <y  < ~} and 8f/Oy exists and is continuous on S. 
Many problems in applied mathematics lead to singular boundary value problems of the form 
(1). Such problems occur, for example, in the study of electrohydrodynamics [8] and in the 
theory of thermal explosions [3]; see also [1]. Such problems also arise in the study of generalized 
axially symmetric potentials after separation of variables has been employed. There is a 
considerable literature on the numerical methods for these singular boundary value problems; 
see, for example, [4,5,11] and the references given in these papers. However, for the existence of a 
solution of these problems, so far in the literature it has invariably been assumed that 
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- oe < Of/Oy <~ 0 no matter for what value of a the particular problem (1) arose. Only for the 
two cases a = 1 and a = 2, and considering linear f (x ,  y) = Ky + g(x), Russell and Shampine 
[1] showed that the problem (1) has a unique solution for a = 1 if K <j02, where J0 = 2.40483 is 
the first positive zero of the Bessel function Jo(x) of order zero and that the problem (1) has a 
unique solution for a = 2 if K < ~2. Therefore, for the general nonlinear singular two-point 
boundary value problem (1) with any value of a >/1, it is natural to ask the question: for the 
existence of a unique solution of (1), how large sup a f lay  can be for the given a? The present 
paper investigates this question in detail. Besides its theoretical interest, this question is more 
important for the design, analysis and testing of algorithms for the numerical solution of singular 
two-point boundary value problems (1) for different values of a >/1. As noted above, there is a 
considerable recent literature on the numerical methods for the singular boundary value 
problems (1). Our results in the present paper will therefore initiate a re-investigation i to the 
validity of the existing numerical methods for the enlarged range of values of sup Of/Oy for 
which (1) possesses a unique solution. 
2. Preliminaries 
We establish the following theorem. 
Theorem 1. For any y(x)  which is a solution of (1), y(0 ÷) exists and y(x)  is uniformly continuous 
on [0, 1]. 
Proof. Since y '~ C (0, 1] and l imx_.o÷y' (x)=0,  given ¢ >0 there exists 8> 0 such that 
J y ' (x)  [ < c for all x ~ (0, 8). But y'(x)  is bounded on [8, 1]. Hence y' (x)  is bounded in (0, 1]. 
Now, given xl, x 2~(0 ,  1], l Y (Xx) -y (x2) [  < [Y'(~)I  [X l -X2] ,  ~ ~(min(x l ,  x2), 
max(x1, x2) ). But y' (x)  is bounded on (0, 1]. Hence y(x)  is uniformly continuous in (0, 1]. 
Therefore, l imx~o÷y(x ) =y(0  +) exists and is unique (see [10, Problem 13]). 
If we now define y(0) =y(0+),  then y(x) is uniformly continuous on [0, 1]. [] 
From Theorem 1 it follows that f (x ,  y(x)) ~ C[0, 1]. Also, (Of/Oy)(x, y(x)) is bounded on 
[0, 1]. In the following we shall set 
u.  = inf ~f/~y, u* = sup a f lay .  
O<x~l  O .~x~ 1 
- oo<y<o¢ - oo <y< oo 
We shall consider the problem (1) expressed in the equivalent form: 
- (x"y')" = x" f (x ,  y),  0 < x < 1, (2) 
y ' (0  +) =0,  y(1) =A.  
3. The linear case: Green's function 
This section is devoted to a complete study of the linear model of the problem (2). 
We first prove the following theorem. 
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Theorem 2. The boundary value problem 
- (x~y ' ) ' -kx"y=O,  y'(0) = 0, y(1) =A,  
has a unique solution given by 
y(x )  = i (~f-kx )(1 - a)/2 J (a-  1,/2 ( Y/~ x ) ' 
provided that k 4: kl, k: . . . . .  where 
0 <k  1 <k 2 . . . .  
are the real, positive and distinct roots of 
J ( . - , ) /2 ( ik )  =o .  
Here J,( z) is the Bessel's function of the first kind and is of order v. 
(3) 
(4) 
(5) 
Proof. Consider the differential equation (3) written in the form 
xZy '' + axy" + kx:y = O. (6) 
Using Lommel's transformation (see [6, p. 13]), 
w = (7) 
the standard Bessel's equation 
2 d2w + dw 
z dz---- ~ z - -dT+(z2-v2)w=O (8) 
is transformed into 
~-2 d2v do ~-~ + (1 - 2a) -~ + [(fly~'r) 2+ (a 2 -  v2"),2)]v=O. (9) 
Now, if Wl(Z ) and w2(z ) are any two linearly independent solutions of the Bessel's equation (8), 
then the two linearly independent solutions of (9) are given by 
Vl (~)=~aWl(B~a ) , V2(~)=~aw2( /~a ) . (10) 
Now, if we set 
v = a = (1 - a)/2,  "y = 1, •2 = k, (11) 
then (9) reduces to (6) and hence the two linearly independent solutions of (6) can be obtained in 
terms of wl(z ) and w2(z ). But as shown in Theorem 1, if y(x)  is a solution of (6), then y(0 +) 
exists and y(x)  is uniformly continuous on [0, 1]. Therefore, in view of (11), only that wl(z ) or 
w2(z ) can appear in the solution of (6) which leads to vl(x ) or v2(x ) and which is bounded in 
the neighbourhood of the origin. Since a >/1, v = a ~< 0, a solution of (8) which leads to, say v 1 
bounded in the neighbourhood of the origin is wl(z ) =J_ , (z) .  Hence, a solution of (6) which 
remains bounded in the neighbourhood of the origin is given, except for a multiplicative 
constant, denoted in the following by vl(x; k), by 
v~(x; k) = (~fkx)('-")/=J(,,_,)/=(f-kx). (12) 
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Using the series formula for the Bessers function, we can express vl(x; k) as an infinite series 
( -1)"k"x2" (13) v,(x; k)= 
22"n!F(n + ½a + ½) " n~O 
It is known (see [6, p. 58]) that J~_l)/2(v/k -) has an infinite number of distinct real zeros k~, 
k 2 . . . . .  From (13) it is clear that all the k s must be positive and hence they can be arranged in 
an ascending order. 
Now it is straightforward to show that the unique solution of the boundary value problem (3) 
is given by (4). [] 
For k = k s, i = 1, 2 .. . .  we consider the corresponding singular Sturm-Liouville problem. 
Theorem 3. For the singular Sturm-Liouville problem 
- (x~y ' ) ' -ksx~y=O,  i=1 ,2  . . . . .  y ' (0 )=0,  y (1 )=0,  (14) 
the corresponding orthonormalized igenfunctions, denoted by v~(x; ki), with respect o the inner 
product 
( f ,  g) = foXX~f(x)g(x) dx, 
are given by 
va(x; ks) (15) 
(1 --a)/2 
Proof. Each vx(x; ks) satisfies the differential equation as well as the homogeneous boundary 
conditions in (14). Since the ks's are all distinct, Vl(X; k;), i = 1, 2 . . . . .  are orthogonal (see [6, p. 
48]) and since 
fol [ )]2 [ (16) x J ( , ,_x)/2(~x dx= ½ J(,,+l)/2(~k-7~)] 2, 
(see [6, pp. 70-71]) the result (15) follows. Note that J(,,+~)/2(~/ks) is not equal to zero since the 
roots of J(,,+,/2(grk-Ts) interlace the roots J ( , , - , /2 (~s)  (see [6, p. 59]). [] 
We next consider the inhomogeneous linear problem. 
Theorem 4. For the linear differential operator associated with 
- (x"y ' ) ' - kx 'y=f (x ) ,  y'(0) = 0, y(1) =A,  
k ~ k 1, k 2 . . . . .  the generalized Green's function is given by 
ak(x; t)--2 Ol(X; kn)Vl(t; 
k , )  
n=a (kn -k ) ( f f~n l l -a [ J (a+l , /2 (~n) ]  2' 
(17) 
(18) 
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and the solution of the inhomogeneous problem (17) is given by 
~01 y(x )=A+ Gk(X; t ) f ( t )d t .  (19) 
Proof. From the discussion given in [2, p. 546 and p. 563], the 'generalized' Green's function 
representation i  (18) and the representation for the solution y(x)  in (19) follow. [] 
We need the following result. 
Lemma 1. The linear singular two-point boundary value problem 
- (x"y') '  - kx°y = 0, y ' (0)  = 0, y(1) = A, (20) 
k ~ k 1, k 2 .... , possesses a unique solution. Moreover, the solution y(x)  >1 0 i fA >1 0 and k < k 1. 
Proof. Clearly the solution of (20) is given by 
y(x)=Av~(x ;  k)/Vl(1; k). (21) 
Now, 
vl(x; k) = (vrkx)°-~)/2J~,,_l)/2(vrkx) =q~(v/'kx), say. (22) 
By definition, k 1 is the smallest positive root of q~(V~) = 0. Since q,(0) = 1/F((a + 1)/2) > 0, 
and for all 0 ~< x ~< 1, 0 < k < k 1, we have 0 < Vrk-x < kf~-i, and hence, 
q~(Vrkx)=vl(x; k)>0 i fk<k 1. 
That y(x) >1 0 if A >/0 and k < k 1 now follows. [] 
We shall need the following result in the next section. 
Theorem 5. Consider the inhomogeneous linear singular two-point boundary value problem 
- (xay ' ) ' - kx*y=f (x ) ,  y'(0)  = 0, y(1) =A,  (23) 
where f ~ C[0, 11. Then 
y(x)>_-O i f f (x )>~O,A>~Oandk<k 1. (24) 
1n fact, y(x) > 0 on (0, 1) unless f (x )  = 0 and A = O, in which case y(x)  - O. 
Proof. The solution of the inhomogeneous two-point boundary value problem (23) is given (see 
[2, p. 559]) by 
y(x )=A + Gk(x; t ) f ( t )  dt. (25) 
We next show that Gk(X; t) >I 0 if k < k 1. 
For fixed t, Gk(x; t) satisfies: 
~t f - (x  Gk(X; t)) ' - -xaGk(x; t )=0,  0<x<t ,  (26) 
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and G~(0; t) = 0. But Gk(x; x) >10. Hence, by Lemma 1, Gk(X; t) >1 0 for 0 ~< x ~< t. By 
symmetry and continuity of Gk(x; t) it follows that 
Gk(x; t)>~O, O<~x,t<~l. (27) 
Now (24) follows from (25) and (27). If f(x) ~ 0 and A >/0, then y(x) > 0 on [0, 1]; otherwise, 
y(x)=-Oif f (x)=Oand A- -0 .  [] 
For the next result we shall need the following lemma. 
Lemma 2. l f  y satisfies 
- (xay' )  " -  x"H(x)y'  + xah(x)y >I O, 
where H, h ~ C[ O, 1], h(x) >1 O, then 
y(x)>tO on (0,1).  
y ' (0)  = 0, y(1) >~ 0, (28) 
(29) 
Proof. To prove the result we make use of the usual maximal principle arguments. Write the 
differential inequality in (28) as 
-y"  + (a/x + H(x))y'  + h(x) >10, (30) 
Assume that y(c)  < 0 for some c ~ (0, 1). Then there exists a d ~ (0, 1) such that 
y (d )  <0,  y ' (d )  = 0, y" (d )  > 0. 
But these conditions violate the differential inequality in (30) at d and hence the result. [] 
In the next section we shall also need the following result. 
Theorem 6 .  If 
- (xay' ) ' -x"k(x)y>~O, 
then 
y(x)>~O i fk (x )<k<k 1. 
y'(0)  = 0, y(1) =A >~ 0, (31) 
(32) 
Proof. Let w(x) > 0 on (0, 1) and set 
y= W2. 
Then (31) can be written as 
P 
+[  (x-w')  ' x k(x)w] z - - - ->/0 .  
w 
(33) 
Assume that 
- (xaw')  " -  xak(x)w >t O. (34) 
Then from Lemma 2 it follows that z(x)>i 0 and hence y(x)>10. It remains to show that a 
w(x) > 0 can be found satisfying (34). 
Since k(x) < kl, we shall have 
- (xOw') ' -  xak( ,)w >_. O, 
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provided 
- (x*w') ' -kx~w>~O (35) 
on (0, 1) for k(x) < k < k r That such a w(x) > 0 on (0, 1) exists which satisfies (35) for k < k 1 
now follows from Theorem 5. [] 
4. Existence and uniqueness of the solution of the singular nonlinear boundary value problem (1) 
Let Uo, v 0 ~ C2(0, 1] be such that 
-(X~Uo)'>~x*f(x, uo), uo(O ) =0,  u0(1 ) >~A, (36) 
and 
-(X*Vo)'<~x~f(x, Vo) , v0(0)=0 , v0(1)~<A. (37) 
Since f (x,  y(x)) is bounded on [0, 1], we set 
m= inf f(x, y), M= sup f(x, y). 
O~x<l  O~x~l 
- -  oo <y< oo - -oo  <y<~ 
Then, such a u o and v 0 can be found since each of the following linear two-point boundary value 
problems 
- (X~Uo) ' -xaM=O, u0(0) = 0 , Uo(1)=a, (38) 
and 
- (X%o) ' -x*m=O,  v0(0) = 0 , o0(1) =A,  (39) 
possesses a unique solution. 
We may write the nonlinear two-point boundary value problem (2) as 
- (x~y ' ) ' -  u.x*y= x~[f(x,  y) - u.y], (40) 
y ' (0 +) =0,  y(1) =A.  
Now define { un(x)}~_l, u~(x) ~ C2(0, 1], as the solutions of the following sequence of linear 
two-point boundary value problems: 
. " o = xo[ f (x ,  u . )  - u .uo]  - (x  u ,+, ) ' -x  u.u,+, , (41) 
Un'+l(0) = 0, Un+a(1)=A. 
Starting with u 0, the sequence {u,(x)}n~ 1 generated by (41) does indeed converge monotoni- 
cally downwards to a solution of the nonlinear two-point boundary value problem (1) as is 
proved in the following result. 
Theorem 7 (Existence and uniqueness). A solution u(x) of the singular nonlinear two-point 
boundary value problem (1) exists as the limit function of the sequence {un(x)}~_ 0 generated by 
(41) provided 
u* = sup af/Oy < kl, 
where k 1 is the first positive zero of Jta_l)/2(~ ). The solution is unique. 
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Proof. From (38) and (39) we obtain 
- (x~(uo  - Vo )')' >~ x° [ f (x ,  Uo) - f (x ,  ~o)] , 
(Uo_Vo),(O)=O, (u0 _ t,o)(1) >_. 0. (42) 
Using the mean value theorem, we obtain 
- (  x " (  Uo - Vo)')" - x " (  a f /ay  )~,o( Uo - Vo) >10, 
(Uo-Vo)'(O)=O, (Uo-  Vo)(1) >~ 0, 
where (af/ay)w ° means alloy evaluated at 
Theorem 6 it follows that 
v o ~< u o . 
From (38) and (41) (with n = 0) we obtain 
- (x~( .o  - u , ) ' ) ' -  u .x° (uo  - u,) >1 o, 
(Uo_U,),(O)=O, (Uo_ u,)(1) >~ 0. (45) 
Since u, ~< u* < ka, with the help of Lemma 1 it follows that 
ua ~< Uo. (46) 
Now assume that u. ~< u._ a. From (41) we obtain 
--(XeX(lgn- Un+l)') t -- U.Xa(Un- Un+I) 
=X'~[f(x, U,,)--f(x, U.+,)]--U.(U.--U,,+X ) 
= x'~[(af/ay)w- u. ] (u . -  u.+l) ,  (47) 
(u . -  u.+~)'(0) = 0, (u . -  u.+,)(1) >_. 0, 
by the mean value theorem, where w. ~ (min(u., u.+l) , max(u.,  u.+x) . Since u. ~< u*< kl, 
from Theorem 5 it now follows that 
u,,+a <~ u.. (48) 
Hence the sequence of solutions { u. (x)}~. o is a monotonically decreasing sequence. 
Now, since v o ~< u 0, assume that v o ~< u.. From (39) and (41) we obtain 
-(x~(u.+l-Vo)')'>~ x"[f(x, u . ) - f (x ,  %)] -  u.x~(u.-Vo), (49) 
(u.+,  - Oo)'(0) = 0, (u.+,-Oo)(1)>~O. 
By the mean value theorem, we obtain 
-(x'~(u.+~- %)') ' -  x'~[(af/ay)~,- u.](u.+~- %) >t O, (50) 
(u.+,  -- Vo)'(0) = 0, (u.+, -- Vo)(1) >~ 0, 
where (af/oy)~,. is evaluated at ~.  ~(min(u.+l, Vo), max(u.+l,  %)). By Theorem 6 it now 
follows that 
v o < u.+ 1. (51) 
Hence the sequence { u.(x)}~_ o of the solutions of the linear two-point boundary value problems 
(43) 
w o ~ (min(u o, Vo), max(uo, %)). With the help of 
(44) 
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(41) which has been shown to be monotonically decreasing is also bounded below by v 0. 
Therefore the sequence ( u,(x)}~. 0 is pointwise convergent. Let us call 
u(x)= lim u,(x) (pointwise). (52) 
Now, just as the solution of (23) is represented by (25), if G,.(x; t) is the Green's function for 
the linear differential operator in (41), we can write 
u.+I(x)=A + f01Gu.(x; t)ta[f(t, u . ( t ) ) -u .u . ( t ) ]  dt. (53) 
By Theorem 1 applied to (41), each u.(t) is uniformly continuous on [0, 1]. Since f(t, u.(t)) is 
continuous and since v 0 ~< u. ~< u 0 for all n, it follows that f(t, u.) - u.u.(t) is bounded for all 
n on [0, 1] × [v 0, u0]. Hence by the Lebesgue convergence Theorem (see [9, p. 88]), by taking 
limits in (53) it follows that 
u(x)=A + folG,.(x; t)t~[f(t, u , ( t ) ) -u .u, ( t ) ]  dt. (54) 
Hence u(x) is a solution of 
- (x~u ' ) ' -x*u ,u=xa[ f (x ,  u ) -u ,u] ,  u ' (0 )=0,  u (1)=A,  (55) 
which is equivalent to the nonlinear two-point boundary value problem (1). 
We may remark here that if we start off the sequence (41) with v0, it will generate a 
monotonically increasing sequence {v,(x)}~= 0 which also converges to a solution of (1). 
To prove the uniqueness of a solution of the nonlinear two-point boundary value problem (1), 
let u(x) and v(x) be any two solutions: 
- (x"u ' ) '=x"f (x ,  u), u ' (0 )=0,  u (1)=A,  (56) 
- (x"v' ) '=x"f(x,  v), v ' (0 )=0,  v (1 )=A.  
On subtracting and using the mean value theorem we obtain 
- (x~(u - v) ' ) ' -  (3f /3y)~(u-  v) =0,  (57) 
(u -  v)'(0) = 0, (u -  v)(1) = 0. 
If now u* < ka, from Theorem 6 it follows that u(x) ~ v(x). [] 
5. Properties and numerical results for kt as a function of ~x 
As shown above, the existence and uniqueness of the solution of the singular nonlinear two 
point boundary value problem (1) depends on the fact that u* must be less than k a, the first 
positive zero of J~a_x)/2(vCk-). Note that k 1 is a function of a. It would be of practical interest o 
study the behaviour of ka as a function of or. Finally, we shall list values of k 1 for some values of 
a. In this section we shall write k x -- kl(a ). 
We first show that ka(a ) is a monotonically increasing function for all a >/1. 
Theorem 8. Let k 1 (a) be the first positive root of the Bessel "s function J~a_ x)/2 (~) .  Then 
kx(#)>lkx(a) ift~>la>11. (58) 
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a 1.0 1.5 2.0 2.5 3.0 5.0 10.0 
k ~ (a) 5.781 7.730 9.865 12.179 14.670 26.338 66.721 
Proof. Consider 
d [xdU l_  
dxl 
and 
d 
dx ~ dx ] 
((1 - a)/2):  - x: ] 
- -  u - -O ,  
x 
(59a) 
((1 - fl)/2)Zx - xz ]v = O. (59b) 
Assume that kl(fl) <~ kx(a ). Since fl >/a, the Sturm comparison theorem (see [7, p. 225]) applied 
to (59) in the interval [0, k~(a)] says that u(x) oscillates more rapidly than e(x). But this 
contradicts kl(fl) <~ kx(a ). I21 
It may be of interest o note here the following bounds for k l (a  ) as a function of a (see [12, p. 
486], inequality (51)), v = (or - 1)/2): 
- + 3 ) /4  < kl( ) < + + 5) /2 .  (60) 
In Table 1 we list values of kl(ot ) for a few values of a. These values have been computed 
using the series representation (13). The series was truncated to where it provided values of kl(ot) 
correct to three decimal places. 
References 
[1] W.F. Ames, Nonlinear Ordinary Differential Equations in Transport Processes (Academic Press, New York, 1968). 
[2] W.E. Boyce and R.C. DiPrima, Elementary Differential Equations and Boundary Value Problems (Wiley, New 
York, 3rd ed., 1977). 
[3] P.L. Chambrr, On the solution of the Poisson-Boltzmann equation with the application to the theory of thermal 
explosions, J. Chem. Phys. 20 (1952) 1795-1797. 
[4] M.M. Chawla and C.P. Katti, A finite difference method for a class of singular two-point boundary value 
problems, 1MA J. Numer. Anal 4 (1984) 457-466. 
[5] M.M. Chawla, S. McKee and G. Shaw, Order h 2 method for a singular two-point boundary value problem, BIT 
26 (1986) 318-326. 
[6] A. Erdrlyi, Ed., Higher Transcendental Functions, Vol. 1I, Bateman Manuscript Project (McGraw-Hill, New York, 
1953). 
[7] E.L. Ince, Ordinary Differential Equations (Longmans, Green and Co., London, 1927). 
[8] J.B. Keller, Electrohydrodynamics I. The equilibrium of a charged gas in a container, J. Rational Mech. Anal. 5 
(1956) 715-724. 
[9] H.L. Royden, Real Analysis (MacMillan, New York, 2nd ed., 1968). 
[10] W. Rudin, Principles of Mathematical Analysis (McGraw-Hill, New York, 3rd ed., 1964). 
[11] R.D. Russell and L.F. Shampine, Numerical methods for singular boundary value problems, SlAM J. Numer. 
Anal. 12 (1975) 13-36. 
[12] G.N. Watson, A Treatise on the Theory of Bessel Functions (Cambridge University Press, London, 1966). 
