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Abstract 
This paper is concerned with (0, I)-normal matrices. The main objective is to study 
the structure and the cardinality of the class of non-symmetric irreducible (0, 1)-normal 
matrices with each row sum equal to 2. 0 1998 Elsevier Science Inc. All rights reserved. 
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1. Introduction 
A (0, 1)-matrix is a matrix whose entries consist exclusively of the integers 
0 and 1. (0, 1)-matrices, primarily introduced to study configurations or finite 
projective planes, play a fundamental role in combinatorial mathematics. 
Let X = {xt:xz, . . ,x,} be a set of n elements, let X,+X,, . . . ,X,,, be m (not 
necessarily distinct) subsets of X. The collection of these subsets of X is referred 
as to a configuration of the subsets. To study the structure of configurations, 
we associate each configuration with a (0, 1)-matrix A = (u;,~), called an inci- 
dence matrix, defined by a,,, = 1 if xi E X, and 0 otherwise. 
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(0, I)-normal matrices are seen in many combinatorial investigations. A real 
matrix A is said to be normal if A and its transpose A’ commute, i.e., 
AA’ = A’A. It is immediate by considering the diagonal entries of AA’ and 
A’.4 that if A is a (0, 1)-normal matrix, then the row and column sum vectors, 
obtained by summing up the entries in each row and column and symbolized 
R(A) and S(A), respectively, are the same; that is R(A) = S(A). 
Recall that the incidence matrices of (u, k, jk)-configurations ([l], p.13; [2], 
p. 102) are the u x u (0, 1)-matrices each of whose rows and columns has k 
l’s and for any two distinct rows (columns) there are exactly i. columns (rows) 
whose entries in the two rows (columns) are all 1’s. Equivalently 
AA’ = (k - A)1 + iJ, 
where I is the identity matrix and J is the matrix all of whose entries are 1’s. It 
can be shown that such a matrix A is normal ([3], p. 13; [l], p. 72; [2], p. 103). 
Another kind of important normal matrix is a circulant matrix ([l], p. 66). Any 
(0, 1)-circulant matrix A is a normal matrix and all row and column sums equal 
to a positive integer k, or R(A) = S(A) = (k, k, . . k). In addition, a (0, l)- 
tournament matrix A ([3], p. 54), a matrix satisfying 
AfA’=J-I, 
is normal when R(A) = S(A) = (k, k, . , k) f or some positive integer k. Note 
that such a k equals (n - 1)/2. 
Let A be the incidence matrix for the configuration of the subsets 
X,,&, . . . . X, of set X = {x1,x2,. .,x,}. Note that the (i,j) entry of AA’ is 
the cardinality of X, nX, and the (i,j) entry of A’A is equal to the number of 
subsets X, ,X2, . . ,X,, which contain x, and xj simultaneously. Thus the normal- 
ity of a (0, 1)-matrix A can be equivalently interpreted as that for each pair i 
and j the number of elements common in both X, and Xj equals the number 
of the subsets that contain xi and xj at the same time. 
Given integral vectors R and S, it has long been an interesting problem to 
determine the existence of a (0, 1)-matrix which has the prescribed row and col- 
umn sum vectors. Many remarkable results have been obtained (see [4] for a 
survey and the references therein). 
Let %(R, S) be the class of all (0, 1)-matrices with the given row sum vector 
R and column sum vector S. The well-known Gale-Ryser Theorem asserts that 
%(R, S) is non-empty, or l&(R, S) 1 > 0 if and only if S is majorized by the con- 
jugate of R ([3], p. 176; [5,6]). 
The determination of the number of (0, 1)-matrices in the class @(R,S) is 
considered to be a very difficult problem ([7]; [2], p. 65). Lower bounds have 
been witnessed [S]; for instance, when A is an n x IZ (0, 1)-matrix with 
R(A) = S(A) = (k, k, , k), 
(Fz!)” 
WRS)/ 3 o”. 
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A formula of the precise number of the class, as seen in [9] and as Ryser de- 
scribed in [2,7], is an extremely intricate function of R and S. Likewise the com- 
putation of the number of elements in certain important subsets of (0. l)- 
matrices, say (0, 1)-normal matrices, is also very complicated. 
This paper is concerned with (0, 1)-normal matrices with each row sum 
equal to 2, as (0, 1)-matrices with each row and column sum equal to 2 and 
(0, 1)-symmetric matrices have been discussed in [3], p. 5 and p. 18 1, [lo] 
and [l 11, p. 81. For more on general normal matrices, see [12-l 51. 
2. Cardinality 
A matrix A of order n 3 2 is said to be reducible if there exists a permutation 
matrix P such that 
PAP’ = 
where B and D are square matrices of order at least one. Otherwise A is called 
irreducible. It is readily seen that any reducible normal matrix is permutation 
similar to a direct sum of irreducible normal matrices. To avoid triviality, we 
assume n > 3 and focus our study on non-symmetric irreducible normal matri- 
ces. 
This section is devoted to the structural properties and the cardinality of the 
class of n x II non-symmetric irreducible (0, 1)-normal matrices with each row 
sum equal to 2. It is believed that a general case is much more difficult. 
As usual, let (n, k) be the greatest common factor of positive integers II and 
k, and let q(n) be the Euler cp-function; i.e., q(n) = I{i: 1 <i < n, (n, i) = l}j. 
Denote by ,t,.,,(R : k) the class of n x n non-symmetric irreducible (0, l)-nor- 
ma1 matrices with each row sum equal to k. It is well known that ..V, (R : l), the 
collection of all n x n non-symmetric irreducible permutation matrices, can be 
identified with the set of the cycles of length n in a symmetric group of degree n. 
It what follows, we will simply denote N,(R: 1) by ,1’, for short. It is imme- 
diate that 1,1^,, = (H - l)! and that the diagonal entries of P E .,1’, are all equal 
to 0. Furthermore, we have that Pk E ,k’,, for P E __ CT‘, if and only if (n, k) = 1, 
and that for P and Q in Jfn there exists a permutation matrix T such that 
Q = 7PP. Recall that an n x n permutation matrix P = (pld) is said to be a full 
cycle of order n ([l], p. 122) if 
Pi.i+l = l, i= 1,2 ,..., IZ- 1. and P,,~ = 1. 
It follows that every reducible permutation matrix is permutation similar to a 
direct sum of full cycle permutation matrices. 
In addition, a matrix A is automatically assumed to carry entries a;,j in low- 
ercase. For convenience in computation, if A = (q) is an m x n matrix, we 
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shall identify a,, with ai,j for any integers x and y if x = i (modm) and 
y=j(modn), where 1 <i<m and 1 <j<n. Thus, for instance, al_,,,,+I = al.1. 
We begin with a lemma on decomposition uniqueness of matrices in 
_Vn(R: 2), which will be used in the proofs of the latter theorems. 
Lemma 1. Let A=P+Pk, where PE~+‘~, 2<k<n-2 and (n,k-1)= 1. 
Then the decomposition of A into permutation matrices is unique. In other words, 
if A = Q +X, where Q and X are permutation matrices, then Q = P, X = Pk or 
Q = Pk, X = P. 
Proof. We may assume that P is the full cycle permutation matrix of order n 
and that the (1,2) entry of Q is 1. Comparing the corresponding entries on 
both sides of P + Pk = Q +X, we then have by putting s = k - 1. 
ql.2 = 1 * ql.k+l = 0 =b' Xl.k+l = 1 * xk.k+l = 0 =?’ ql+.,,2+y = 1 
~q~+s,~+~s=o~..‘.........‘.. ..... .*ql+zv,2$2S=1 
and in general ql+lS,z+tS = 1, t = 1,2, . . 1 n. 
When (n,s) = 1, we have (1 ftsll <t<n} = {1,2,...,n}(modn). It fol- 
lows that Q = P and X = Pk. Thus the decomposition of A is unique. 0 
Theorem 1. Let .N,(R: 2) he the class of n x n non-symmetric irreducible (0, l)- 
normal matrices with each row sum equal to 2. Then 
I_V,(R: 2)1 3 (n - l)!(p(n)/2. (1) 
Proof. If n = 3, a direct computation shows that equality in Eq. (1) holds. 
Let n > 3. For each P E .,t’,, we define 
Let 
and 
,572 = {z+PIP E JVn}. 
It is obvious that Yl n ,Ypz is empty and that 9’2 is contained in .,1’,(R: 2). 
We now show that YI is a subset of ~,!l’,,(R: 2). Let A = P + Pk E 9, and 
consider, without loss of generality, the case in which P E 1’,, is the full cycle 
of order n. 
A direct verification gives that P + Pk is a normal matrix with each row sum 
equal to 2. P + Pk is not symmetric since P + Pk = P’ + (P’)” would imply that 
Pk = P’, which is impossible when 2 < k < n - 2 (note that P’-’ = P’). To see 
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the irreducibility, consider T(P + P”)T’ = lYT’ + (ZK?)k for any permutation 
matrix T. Notice that both ZPT’ and (ZYPZ’)” are non-negative matrices; it fol- 
lows that when P is irreducible so is P + pk. Therefore P + Pk E N,(R : 2) 
when 2 < k < n - 2, and 9’1 g N,,(R: 2). 
Note that 19’(P)( > q(n) - 2 f or each P E ,,JV~ and that 1,4p21 = (n - l)!. 
Since for each A E Yi there are at most two permutation matrices P and Q 
in ~,lr,, such that A E Y’(P) and A E Y(Q) due to the uniqueness of decompo- 
sition of A by Lemma 1, we have 
Ipl = u Y(P) 3 I I c I9wlP = (n - l)!(cp(n) - q/2 PE.f ” Pt. I, 
and 
l~lm(R: 211 3 l=y, u 9’21 = ),4p,l + 1921 a (H - 1)$(n)/2. 0 
Corollary 1. If n is an even positive integer, then 
l.,V,(R: 2)l 3 (n - l)!cp(n). (2) 
Proof. When n is even, we have that IY(P)I = q(n) - 1 since (n, n - 2) # 1. On 
the other hand, if A = P + Pk E 9’(P), then k is even and Pk @ N,,. So if, 
P, Q E X, and P # Q, then 9’(P) n 9’(Q) is empty. It follows that 
1911 - (n - l)!(cp(n) - l), and IJV,(R: 2)1 > (n - l)!cp(n). 0 
Note that for n = 4, Eq. (2) becomes an equality, and that for n = 6 it is a 
strict inequality. 
The next theorem asserts that when n = p is a prime number, equality in 
Eq. (1) holds. For this purpose, two lemmas, which are of interest in them- 
selves, are needed. 
Lemma 2. If’A E N,,(R : 2), then the diagonal entries of A are either all 1 ‘s or all 
0’s. In symbol, diag(A) = Z or diag(A) = 0. 
Proof. Suppose the contrary. We may write 
A= 
where diag(D) = 1, diag(E) = 0 and B # 0. 
Let bili # 0. The normality of A yields 
DC’ + BE’ = D’B f C’E. 
By equating the (i,j) entries on both sides of Eq. (3), 
(3) 
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~d~xkC~.k + c bi.kei,k = c dkX,b,,j + c ck,,ek,,. 
k k k k 
Noting that b;,, = 1 and d,,, = 1, we have bl,k = 0 for k # j and d,.k = 0 for 
k # i. It is easy to see from Eq. (4) that Cj,, = 1. Similarly, if c,,, = 1 then 
b,,, = 1. Therefore C = B’. Furthermore, one has dk,; = 0 when k # i. 
Now, if B has more than one row and if the remaining rows of B are zero, 
then A is reducible. Thus B contains no zero row, as the result D = I; and 
Eq. (3) becomes, by denoting B. = B, 
BnE’ = B,,E. (5) 
Since each row of Bo contains one 1, it follows from Eq. (5) that e,Y,, = ej,, for 
every s when b,, = 1, or the jth row of E is the transpose of its jth column. This 
implies E’ = E if Bo has no zero column, and A is not in I lf,(R : 2) since it is 
symmetric. So Bo must have a zero column. Hence we may write 
I B, 0 
A = B’, D, Bz , 
( 1 0 B; D2 
where B, has no zero column, DI is a symmetric matrix with diag(Di) = 0, B2 
has at most one 1 in each row since B’, has no zero row, and diag(Dz) = 0. 
It is immediate from the normality of A that 
BzD; = B2D2. (6) 
If B2 = 0 or B2 has no zero column, then A is reducible or symmetric by 
Eq. (6) a contradiction to A E .J”,(R : 2). So B2 must have a zero column. Ap- 
plying a similar argument with B2 in place of B. above to produce B3, Bq, D3, D4 
and B4DI, = B4D4, one sees that this process will never terminate unless A is re- 
ducible or symmetric. This contradicts that A is a non-symmetric irreducible 
matrix of finite dimension. 0 
Lemma 3. Let P be a p x p reducible permutation matrix with diag(P) = 0, 
where p is a prime. Then for any permutation matrix Q of the same size, 
P + Q $z ./I “JR : 2). 
Proof. We first consider the case where P is a direct sum of two full cycles. Let 
P= and Q = 
where P,,, and P,. are the full cycles of respective orders m and r, p = m + r and 
m, r 3 2, B and C are of orders m x r and r x m, respectively. We show that if 
P + Q is normal then B = 0 and C = 0, and consequently P + Q is reducible. 
The normality of P + Q yields immediately 
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P’Q+Q’P=QP’+PQ’. 
It follows from Eq. (7) that 
Pj,B + C’P,. = BP; + P,,C’. 
(7) 
63) 
Suppose B # 0 and let b,,j = 1. Computing the (i + 1 ,j) entries on both sides 
of Eq. (8) we have 
b,., + c,..l.ztl = b,+l,,+I + c.j,i+‘. 
which results in, by observing that each index on the left-hand side is increased 
by one, 
b,., + c,~I.;+I = b;+t,i+, + c,_~+,.,+~cr; t = 0, 1.2.. . . 
Assume m < r. Notice that Y # 2m and that B is of order m x I’. Hence (i,,j), 
(i.j + m) and (i,j + 2m) represent distinct positions of B, so do (i,j), 
(i+m,j+m) and (i+2m,j+2m). Thus b,..i = 1 implies that 
b -b r+m.j+m - ,+2,,,,+~~ = 0, and by observing that C is of order I’ x m, 
C,~1--m.r+l-m = C,-l+2m.,+l+Zm = 1. or C,_lfm,,-l = Cj_l-‘,~~)+l = 1. 
This is a contradiction to the fact that Q is a permutation matrix. 
When m > r, m # 2r. Applying permutations to interchange fl,, and P,., one 
obtains from a similar argument that C = 0 and B = 0, and the conclusion also 
follows. 
For the general case, we may assume that P is a direct sum of full cycles, 
whose orders are indicated by the indexes, and write 
where ii is the smallest number among the indexes of P’s. i, can be written in 
the form i, = 2”‘ii for some non-negative integer ,&, s = 1.2. . m, and j,‘s are 
other indexes. Note that j, exists because p is prime. It is easy to show that 
j, # 2i, when i., < j, and i,$ # 2j, when j, < i, for any pair of s and t. 
Partition Q conformally as P and focus on the rows and columns of P con- 
taining P,, and P,,. Eq. (7) implies an analogous matrix equation to Eq. (8) in- 
volving Pi,, Pi, and some submatrices of Q, say B’, C. A similar argument with 
4,) Pj, in place of Pm, P,, and B’, C in place of B, C, results in B’ = 0 and C’ = 0. 
Letting s and t range over { 1,2, . . 1 m} and { 1,2,. . , I-}, respectively, one sees 
that Q is reducible and further P + Q is reducible. 0 
We remark that Lemma 3 is not true in general for I I ‘n(R: 2) when n is not 
prime. 
Theorem 2. For uny prime number P > 3, 
I./1 ‘JR: 2)1 = (p - l)!(p - 1)/2. 
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Proof. It was seen in the proof of the preceeding theorem that 
.Yr U 93 & Np(R: 2). We now show the reverse inclusion; that is, if A E .hT, 
(R:2),thenA=I+PorA=P+PkforsomePE.Mpand2< k< p-2. 
Note that any permutation matrix of order p with all diagonal entries equal 
to 0 is non-symmetric. 
By Lemma 2 either diag(A) = I or diag(A) = 0, we thus write A = I + P 
E 9’~ for some P E -VP if the former occurs; otherwise by Lemma 3 write 
A = P + Q where P, Q E .,1’,,. It must be shown that Q = Pk for some k, 
2< k< p-2. 
We may assume that P is the full cycle of order p. Bearing in mind that P 
and Q are permutation matrices and that P + Q has each row sum 2, we have 
qi.i+k = 1 for some 2 < k 6 p - 1 since pl,2 = 1. We show in the following that 
ql,l+k = 1 for i= 1,2 ,..., p. 
The normality of A = P + Q leads to P’Q + Q’P = QP’ + PQ’. By computing 
the (i + 1, i + k) entries of both sides, one has 
qi.i+k + ql+k-l,i+l = qi+l.r+k+l + ql+k.i+?, i= 1,2 ,..., p. 
For an intutitive explanation we illustrate the above identities by the diagram 
(a) ql.l+k q2.2+k “. qi,i+k . qp.k 
+ = + =...= + =...zz + 
(b) qk.2 qktl.3 “. qr-k+l.i+l ” ’ qk-I.1 
We now show that all the q’s in line (a) equal to 1. Set s = k - 1 for conve- 
nience. 
That ql.l+k = 1 in line (a) implies ql.2-s = 0 in line (b) since the first row of Q 
has only one 1. Thus the corresponding q in line (a) must be equal to one; i.e., 
ql~s,2 = 1. Once again since Q has only one 1 in row 1 - s, ql_s,2-2s = 0 in (b). 
Putting this in a diagram, one has 
(a) qi,i+k = 1 ‘.’ qi-s,2 = 1 .” 
\ \ 1 
(b) ’ ~y,,~_; = 0 . . ql-s,2-2,r = 0 
Continuing to argue in this way we have in general 
ql-ts.z-(r-l)s = 1, t = I,&. . . ,p. 
Since p is prime, the first indexes of q’s can exhaust the set 
{ 1,2,. . ?p}(modp) when t ranges over { 1,2,. . . ,p}. It follows that qi,i+k = 1 
for i = 1,2,. . ,p, and Q = Pk. It is easy to see that k # p - 1 for A is not sym- 
metric. So A E Y(P). Similarly A E Y(Q). 
Sincep is a prime number, 19’(P)I = q(p) - 2 =p - 3 for each P E JV~. Due 
to the uniqueness of decomposition of A by Lemma 1, we have 
/YII = c IY’(P)j/2 = (p - l)!(p - 3)/2 
PE. I .” 
B.-Y Wang, F. Zhang I Linear Algebra and its Applications 275-276 i 1998) 617426 625 
and 
I&#: q = IY,I + lY21 = (p - l)!(p - 1)/2 0 
Recall that q(n) = n ny=, (1 - l/p0 if n = p’,‘pf?’ . . . pz, where pi’s are the dis- 
tinct prime divisors of n. We have 
Corollary 2. For any positive integer n with distinct prime divisors pl ,pz. ,p,,, 
/./i ‘n(R: 2)l 3 n! 
4E) 
when n is even. 
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