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Abstract
We prove a cutoff for the random walk on random n-lifts of finite weighted graphs, even
when the random walk on the base graph G of the lift is not reversible. The mixing time is
w.h.p. tmix = h
−1 logn, where h is a constant associated to G, namely the entropy of its
universal cover. Moreover, this mixing time is the smallest possible among all n-lifts of G.
In the particular case where the base graph is a vertex with d/2 loops, d even, we obtain a
cutoff for a d-regular random graph (as did Lubetzky and Sly in [26] with a slightly different
distribution on d-regular graphs, but the mixing time is the same).
1 Introduction
1.1 The cutoff phenomenon
The way random walks converge to equilibrium on a graph is closely related to essential ge-
ometrical properties of the latter (such as the typical distance between vertices, its diameter,
its expansion, the presence of traps or bottlenecks, etc.), giving an important motivation for
studying mixing times.
For a Markov chain on a discrete state space Ω and transition matrix P that admits an invariant
distribution π, the ε-mixing time from x is
tx(ε) := inf{t ≥ 0 | ‖P t(x, ·) − π‖TV ≤ ε},
where ‖ν1−ν2‖TV := supS⊂Ω (ν1(S)− ν2(S)) is the total variation distance between the proba-
bility measures ν1 and ν2 on Ω. The worst-case mixing time tmax(ε) := sup{tx(ε), x ∈ Ω} is
often the quantity of main interest. Other distances than the total variation distance might be
considered. A straightforward computation shows that t 7→ ‖P t(x, ·)−π‖TV is a non-increasing
function, so that the definition of mixing time is relevant.
For a sequence of Markov chains (Ωn, Pn, πn)n≥0, there is cutoff when for all ε, ε′ ∈ (0, 1),
t
(n)
max(ε)/t
(n)
max(ε′)→ 1 as n→ +∞.
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While the cutoff phenomenon remains far from being completely understood, first examples
of it were given in the 1980s for different random walks on finite groups (see [17] or[3] on the
symmetric group) or on spaces that can be ”factorized” as a n-product of a base space (such
as Zn2 in [2]), and this direction is still investigated nowadays (see for instance [22] on random
Cayley graphs of abelian groups).
On the other hand, a class of graphs where random walks mix fast and where cutoff is expected
are the expander graphs. These are sequences (Gn)n≥0 of graphs whose size goes to infinity
(say Gn has n vertices) and whose isoperimetric constant is bounded away from 0: there exists
c > 0 independent of n such that for any subset S of at most n/2 vertices of Gn, |∂S| ≥ c|S|,
where ∂S ⊂ Sc is the set of vertices adjacent to vertices of S. The book of Lubotzky [28] gives
a good panoramic view about the search for such graphs in the 1980s. This expansion property
entails indeed the existence of a spectral gap (this implication is called the ”Cheeger bound”,
see [4] for instance): the second largest eigenvalue of the transition matrix Pn of the SRW on
Gn is bounded away from the largest one as n → +∞. It is classical that this spectral gap
implies in turn that the SRW on Gn mixes in O(log n) steps.
The simplest expander model is the random d-regular graph (i.e. Gn(d) is chosen uniformly
among graphs of n vertices having all degree d). Friedman [12] proved in 2002 that w.h.p.,
Gn(d) almost achieves the largest possible spectral gap, while Lubetzky and Sly [26] proved in
2008 that the SRW and the NBRW (Non-Backtracking Random Walk, i.e. a SRW conditioned
at each step on not going back along the edge it has just crossed) on Gn(d) admits a cutoff.
Several papers followed on cutoffs for other sparse graphs: see for instance [11] for the SRW on
the largest component of a supercritical Erdo¨s-Re´nyi random graph, or [10] for the NBRW on
a configuration model.
Very recently, there has been increasing interest in mixing times on dynamical graphs (typi-
cally, edges are re-sampled at random at a given rate), when the mixing time profile is already
well-known on a static version of the graph (for instance [8], [35] and [15]).
A natural way of combining the ”product of base space” and the ”expanding sparse graph”
perspectives for cutoff is to consider random walks on random n-lifts of a fixed graph G.
1.2 Random walks on weighted graphs
For a multigraph G (hence we allow multiple edges and multiple loops), denote VG its vertex
set and EG its edge set. Every edge e ∈ EG gives rise to two opposite oriented edges. Denote−→
E G the set of oriented edges of G. For each −→e ∈ −→E G , note −→e −1 its opposite. We study weighted
random walks by giving to each −→e ∈ −→E G a nonnegative weight w(−→e ), so that
• every e ∈ EG has at least one orientation with positive weight,
• for all u ∈ VG , the sum of the weights of the oriented edges going out of u is 1.
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We define the random walk (RW) on G as a Markov Chain (Xt)t≥0 on VG with transition
matrix PG such that for all u, v ∈ VG,
PG(u, v) =
1
2
1{u=v} +
1
2
∑
−→e :u→v
w(−→e ),
where ”−→e : u→ v” means that the initial vertex of −→e is u and its end vertex is v.
1.3 Random lifts
Fix now a finite multigraph G. A n-lift of G is a graph Gn with vertex set VGn := VG × [n], and
edge set EGn as follows: fix for each e ∈ EG an arbitrary ordering (u, v) of its endpoints and a
permutation σe ∈ Sn, and draw the edges {ui, vσe(i)} for all 1 ≤ i ≤ n (see Figure 1). Say that
u (resp. v) is the type of ui (resp. vσ(i)) and that e is the type of {ui, vσ(i)}.
When the σe’s are uniform independent permutations, Gn is a random n-lift of G.
For simplicity of the notations, write Vn, En and
−→
E n for the vertex set, edge set and oriented
edge set of Gn. Define as previously the type of an element of −→E n as the corresponding oriented
edge of
−→
E G, and give to each −→e ∈ −→E n the weight of its type.
u
v
x
0.30.2
0.4
0.1
u1
v1
x1
u2
v2
x2
u3
v3
x3
0.2
0.3
0.2
0.3
0.3
0.2
0.4
0.1
0.4
0.1
0.4
0.1
Figure 1: a weighted graph G and a 3-lift of G (not all weights are written on the picture).
σ{u,u} = (2 3 1), σ{u,v} = (2 1 3), σ{u,x} = (1 3 2), σ{v,x,red} = (1 2 3), σ{v,x,black} = (2 1 3).
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Denote π the invariant measure of the RW on G (if it exists). Note that the RW on Gn has an
invariant measure πn such that πn((x, i)) = π(x)/n for all x ∈ VG , i ∈ [n].
The graph structure of random lifts has been studied since the early 2000s (see [7], [5], [6]
and [24]). In particular, it is proved in [5] that random n-lifts are expanders w.h.p. as n goes to
infinity, as long as G has at least two cycles. More recently, spectral properties of lifts have been
investigated (see for instance [1], [18], [27]): Bordenave [12] generalized Friedman’s theorem to
the NBRW on random n-lifts of a finite graph, then Bordenave and Collins [13] established a
similar result for the SRW. Bordenave and Lacoin [14] proved that if the RW associated to G is
reversible, and if the invariant measure is uniform, then the RW on Gn admits a cutoff, with a
mixing time in h−1 log n+ o(log n) steps, for some constant h (the ”entropy”) depending on G.
1.4 Results
We characterize all irreducible graphs G such that there is w.h.p. cutoff for the random walk
on a random n-lift of G, and we prove that the cutoff window is of order √log n.
We introduce the following assumptions:
A.1 the RW on G is irreducible,
A.2 [Two-cycles property] G has at least two oriented cycles which are not each other’s
inverse, where an oriented cycle of length m ≥ 1 is a cyclic order C = (−→e 1, . . . ,−→e m)
of m oriented edges with positive weight such that the end vertex of −→e i is the initial
vertex of −→e i+1 and −→e i 6= −→e −1i+1 for all i (mod m), and the inverse of this cycle is the
cycle C−1 = (−→e −1m , . . . ,−→e −11 ).
Theorem 1. Suppose that G satisfies A.1 and A.2, and that Gn is a uniform random lift of
G. For any ε ∈ (0, 1),if t(n)max(ε) is the worst-case mixing time of the RW on Gn,
t(n)max(ε) = h
−1 log n+OP
(√
log n
)
(1)
as n→ +∞, the constant h > 0 being the entropy of the universal cover of G (see Section 3).
The following lower bound shows that random n-lifts achieve the smallest possible mixing time:
Proposition 2. For any deterministic sequence (Gn)n≥1 of n-lifts of G, and for any ε ∈ (0, 1),
lim inf
n→+∞ t
(n)
min(ε) ≥ h−1 log n+OP(
√
log n), (2)
where t
(n)
min(ε) := minx∈Vn t
(n)
x (ε) is the best-case ε-mixing time (ie, the shortest mixing time
among all possible starting vertices).
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AssumptionA.2 is necessary in Theorem 1: one notices easily that if G has at most one oriented
cycle, then w.h.p., infx∈Vn πn ({y ∈ Vn, there is no oriented path from x to y}) is bounded away
from 0.
We conjecture a Gaussian profile for the cutoff window. This can be shown at least for the lower
bound (see Section 4). Such a profile was established for the SRW on the random d-regular
graph Gn(d)[26]: there is randomness for the speed of the walk (since it can backtrack), but the
degree of the vertices met by the walk is constant. Conversely, for the NBRW on the configu-
ration model whose cutoff window also exhibits this behaviour[10], there is randomness for the
degrees, but not for the speed. In our setting, as for the SRW on the configuration model[11],
both the environment and the speed of the walk might vary, and the result of their combination
is not clear.
Theorem 1 is also true for a lazy random walk on Vn with any holding probability α ∈ (0, 1),
i.e. the transition matrix is P
(α)
n (u, v) = α1{u=v}+(1−α)
∑
−→e :u→v w(
−→e ) for all u, v ∈ Vn (hence,
our RW is lazy with holding probability 1/2). This gives a new value of the entropy:
hα =
h
2(1− α) . (3)
The question whether this holds in the case α = 0 remains unsolved, see Appendix 2 (Section
7) for a discussion.
One might also investigate to what extent Theorem 1 holds when G changes with n. It is proven
in [26] that there is still cutoff for the RW on Gn(d) if d = n
o(1).
1.5 Examples
Our setting is very general, since it includes lifts of any finite Markov chain with positive holding
probability. We highlight two special cases below.
Random walks on the d-regular random graph
We can recover an approximate version of the result of [26] for the RW on d-regular graphs,
when d is even: in the very particular case when G consists of a single vertex and d/2 loops
having weight 1/d on both orientations, a random n-lift of G is a random d-regular multigraph
(but its distribution is neither that of a uniform d-regular multigraph, nor that of Gn(d)). Our
results allow us to derive the cutoff for the SRW (which is a RW with holding probability
α = 0): Proposition 2 is still valuable for α = 0 and gives the lower bound, and the upper
bound comes from Theorem 1 with α > 0 arbitrarily small. One gets h0 =
(d−2) log(d−1)
d (tools
for its computation are in Section 3). This is exactly the value of h in Theorem 1 of [26] for the
SRW on Gn(d). Their theorem states in addition that the cutoff window is of order
√
log(n)
with a Gaussian profile, hence corresponding to our lower bound.
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Cutoff for non-Ramanujan graphs
It was recently proven that on every sequence of d-regular weakly Ramanujan graphs, the SRW
admits a cutoff [25] (a sequence Gn of d-regular graphs is said to be weakly Ramanujan
whenever for all ε > 0, every eigenvalue of the adjacency matrix of Gn is either ±d or in
[−2√d− 1−ε, 2√d− 1+ε] for n large enough). This was even extended to graphs having no(1)
eigenvalues anywhere in (−d+ ε′, d− ε′) for an arbitrary ε′ > 0.
Theorem 1 gives an alternative proof for the existence of sequences of non weakly Ramanujan
graphs having a cutoff. Indeed, take for G a connected d-regular graph which is not Ramanujan.
One computes easily that all eigenvalues of G are also eigenvalues of Gn, so that Gn is not weakly
Ramanujan.
1.6 Tools and reasoning
The graph we study has locally few cycles, so that the behaviour of the RW on Gn is closely
linked to that of a RW on its universal cover (TG , ◦), the infinite rooted tree obtained from
G by ”unfolding” all its non-backtracking paths from a given distinguished vertex, the root
(hence, when cycling back to an already visited vertex, treat it as a new vertex, see Figure
2 for an example). A non-backtracking path is an oriented path (−→e 1, . . . ,−→e m) such that
−→e i+1 6= −→e −1i for all i ≤ m− 1.
We will write abusively TG instead of (TG, ◦) when the root is irrelevant.
u
u u v x
x x v vu v x u v x
Level 0
Level 1
Level 2
0.2 0.1
0.3 0.3
0.2
0.3
0.6
0.3
0.3
0.2
0.4
0.5
Figure 2: the first levels of the universal cover of G in Figure 1 (not all weights are on the
picture), rooted at u. Note that two non-backtracking paths start from u, since the blue edge
in G gives rise to two oriented edges opposite to each other.
This object, also called ”periodic tree”, has been thoroughly studied since the 1990s. We
postpone a precise historiography to Section 3. Our main references are an article on trees with
finitely man cone types [33], and another on regular languages [21].
Let (Xt)t≥0 be a RW on (TG , ◦) starting at the root. A key observation is that this RW is
transient, which is intuitive, since (TG, ◦) has an exponential growth by A.2 (that is, for some
C > 1 and all R large enough, there are more than CR vertices at distance R from the root), and
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has a ”regular” structure for the RW (A.1 guarantees the existence of an invariant measure).
Thus, we can define its loop-erased trace, or ”ray to infinity” ξ := (ξt)t≥0, ξt being the last
vertex visited by the RW at distance t of the root.
Let Wt := − log(W (Xt)) where for x ∈ (TG , ◦), W (x) = P(x ∈ ξ). The following CLT sums up
almost all the information we need on TG .
Theorem 3 (CLT for the weight on TG). There exist hTG > 0, σTG ≥ 0, only depending on
TG, such that
Wt − hTG t√
t
law→ N (0, σ2TG ), (4)
with the convention that N (0, 0) = δ0 is the Dirac distribution in 0.
The proof relies on the regularity of the structure of TG , that allows us to cut the trajectory of
(Xt)t≥0 into i.i.d. excursions. This gives us almost directly a proof for Proposition 2. The proof
of Theorem 1 proceeds in three steps:
a ) we couple (Xt)t≥0 to a RW (Xt)t≥0 on Gn, imitating the analogous construction in [11]
for the configuration model. This coupling is viable as long as (Xt) does not meet cycles.
We can ensure this almost until the mixing time, for most starting points of the RW in
Gn. We stress that the RW on (TG , ◦) is strongly ”localized” around ξ:
Proposition 4 (Ray localization).
∀R, t ≥ 1, P(ξ ∩B(Xt, R) = ∅) ≤ C1 exp(−C2R),
where for all y ∈ (TG , ◦) and r ≥ 0, B(y, r) is the set of vertices y′ such that there is
an oriented path of length ≤ r from y to y′. This crucial observation allows us to reveal
a limited number of edges while coupling RWs on (TG , ◦) and Gn, hence reducing the
probability to meet a cycle. This leads to an ”almost mixing” of the RW on Gn after
h−1 log n + O(
√
log n) steps: the mass of P tn(X0, ·) is concentrated on values of order
eO(
√
logn)πn(x) for some t such that t = h
−1 log n+O(
√
log n).
Corollary 5 (Almost mixing). Let δ, ε, a,K > 0. If −a,K are large enough (depending
on G, δ and ε), then for n large enough, with probability at least 1− δ, Gn is such that for
all x ∈ Vn,
νn(Vn) ≥ 1− ε,
where for all x′ ∈ Vn νn(x′) := P t
′
n
n (x, x′) ∧ exp(K
√
logn)
n , and t
′
n := h
−1 log n+ a
√
log n.
b ) As in [11], a spectral argument relying on the good expanding properties of random lifts
(generalizing a little the result of [5]) allows us to make the last jump until the mixing
time. We underline the fact that the spectral property holds even if the RW on G is not
reversible.
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c ) Finally, we extend the mixing to every starting point for the RW in Gn, proving that
(Xt)t≥0 quickly reaches a vertex to which we can apply a). We adapt the technique in [9],
which was originally designed for the configuration model considered in [11].
1.7 Plan
We start with basic but essential properties in Section 2. We study the universal cover of
G in Section 3, and prove Proposition 2 and Theorem 1 in Section 4, under some additional
assumptions on G introduced in Section 2.2. We show in Section 5 that those assumptions on
G are not necessary. We discuss the computation of the constant h in Section 6, and the case
α = 0 in Section 7.
2 Basic properties
2.1 Three Lemmas
The next property is an essential tool for building Gn while exploring it via a walk on the
vertices.
Lemma 6. A random lift Gn of G can be generated sequentially as follows. Consider n copies
of G, split every edge e in two half-edges, respectively attached to the first and second vertex
of e. Define their respective type as the type of the orientation of e starting at the first (resp.
second) vertex. Perform the following operations:
1. pick a uniform unmatched half-edge, say of type −→e ∈ −→E ,
2. match it with another unmatched half-edge, uniformly chosen among those of type −→e −1,
3. repeat steps 1. and 2. until all half-edges are matched.
Proof. One checks easily that the obtained structure is a n-lift of G, and that all permutations
along edges of G are uniform and together independent as in the definition.
Random walks on lifts admit a natural projection property (whose proof is straightforward):
Lemma 7 (Projection of the lift). Fix n ∈ N. Let Gn be a n-lift of G and let (Xt)t≥0 be a
RW on Gn. Let (X t)t≥0 be the projection of (Xt)t≥0 on G, obtained by mapping Xt to its type
for all t ≥ 0.
Then (X)t≥0 is a RW on G.
Hence, walks on lifts inherit much of the structure of walks on the base graph.
It is well known that for a Markov chain (Xt)t≥0 on a finite set Ω with invariant measure π, for
any u ∈ Ω, limt→+∞ P(Xt = u) = π(u) provided that the chain is aperiodic. We finally state a
CLT refining this ergodic property (and not requiring aperiodicity):
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Lemma 8 (CLT for Markov chains). Let f be a function from Ω to R. For n ∈ N, let
Sn :=
∑n−1
t=0 f(Xt). Let m :=
∑
u∈Ω f(u)π(u) and v :=
∑
u∈Ω(f(u)−m)2π(u). Then
Sn −mn√
n
→ N (0, v).
This is a direct application of Theorem 16.1 (p.94) in [16].
2.2 Additional assumptions on G
We introduce the following additional assumptions on G:
A.3 All oriented edges have a positive weight,
A.4 every oriented edge lies on an oriented cycle.
For all u ∈ G and R ≥ 1, let ∂B(u,R) := B(u,R) \ ∂B(u,R − 1) be the border of B(u,R).
When A.3 holds on G, every non-oriented path gives rise to two oriented paths (opposite to
each other), and we can define the distance d(x, y) between two vertices x, y of the graph as
the usual graph distance (that is, the length of the shortest path from x to y). We state those
definitions for G but might use them for other graphs. Finally, we denote ∆ the largest degree
in G and wmin > 0 the smallest positive weight in G.
3 Study of the universal cover
The goal of this Section is to prove Theorem 3. Fix an arbitrary vertex v∗ ∈ VG and an arbitrary
oriented edge −→e ∗ going out of v∗ (this choice has no importance for the sequel), and root the
universal cover of G at v∗.
3.1 Definitions for labelled rooted trees
Label each vertex x ∈ VTG by the vertex v ∈ VG such that the non-backtracking path in G
starting at v∗, and corresponding to the shortest path from ◦ to x in (TG , ◦), terminates at v
(see Figure 2). Give similarly a label in E (resp.
−→
E ) to each edge (resp. oriented edge) of
(TG , ◦). In the literature, (TG , ◦) is sometimes called the directed cover of G, or periodic tree
arising from G. Remark that the universal cover of an irreducible n-lift of G is also (TG , ◦).
Due to A.3, the RW on (TG , ◦) is an irreducible Markov chain with invariant measure π˜ defined
as follows: for all x ∈ VTG with label u, π˜(x) = π(u). Denote PT its transition matrix.
Lemma 9 (Projection of the cover). If one projects (TG , ◦) on G by mapping each vertex,
edge and oriented edge to its label, then Lemma 7 holds: the projection of a RW on (TG , ◦) is a
RW on G.
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The proof is straightforward. Note that there exists at most |V | distinct rooted trees (TG , ◦) up
to isomorphism. Indeed, two vertices in VTG with the same label induce the same rooted tree.
For x ∈ VTG , let he(x) := d(◦, x) be the height of x in (TG , ◦). The subtree Ty from x in
(TG , ◦) has root x, vertex set Vx := {y ∈ VTG , x is on any path from ◦ to y}, and the same
edges, weights and labels as (TG , ◦) on Vx. Note as previously that there exist finitely many
such subtrees up to isomorphism. Vx is the offspring of x. If y ∈ Vx, it is a descendant of x
at generation he(y)−he(x), and x is an ancestor of y. If in addition he(y) = he(x)+1, y is a
child of x and x is its parent. The height-R level of Tx denotes ∂B(x,R), and B(x,R)∩ Vx
(resp. ∂B(x,R)∩Vx) is also called the offspring of x up to generation R (resp. offspring
of generation R, or R-offspring).
An oriented edge in a rooted tree is upward if the height of its initial vertex is smaller than
the height of its end vertex, downward else. Its height is the height of its initial vertex. An
oriented path of upward (resp. downward) edges is an upward (resp. downward) path. In
a tree, there is at most one edge between two vertices x, y. We will denote {x, y}, (x, y) and
(y, x) the corresponding edge and oriented edges.
3.2 A little history and plan of Section 3
Lyons [29] and Takacs [36] have studied RWs on rooted periodic trees arising from simple
graphs, with weights corresponding to the SRW with a positive or negative bias towards the
root. Thus, this intersects our setting only when the bias vanishes, the RW being a SRW (hence,
it is reversible). The more general case of trees with finitely many cone types has been studied
by Nagnibeda and Woess [33] in 2002: these rooted weighted trees have finitely many subtrees
up to isomorphism (periodic trees obviously have finitely many cone types, while the converse
is not true). Their work rely on a fine understanding of the Green function initiated in [32],
which verifies a finite system of (non-linear) equations, due to the repetitive structure of the
tree. Among others, they give a transience criterion for the RW on the tree in terms of the
eigenvalues of a matrix associated to the tree, and obtain a CLT for the rate of escape (or
speed, i.e. limt→+∞ he(Xt)/t) when it exists) in the transient case. Similar formulas for Green
functions were derived around the same time by Lalley [23] in the broader setting of regular
languages. Gilch [21] later gave a formula for the entropy of the RW on regular languages, i.e.
a LLN for log(P k(X0,Xk))k≥0 where P is the transition matrix of the RW.
We extend slightly some of those results in the setting of periodic trees. We first give in Section
3.3 a simple transience criterion for the RW on the universal cover in terms of the base graph
(Proposition 10), which we have not found in the literature. In particular, under assumptions
A.1, A.2, A.3 and A.4 on G, the RW on (TG , ◦) is transient (Corollary 12). A crucial argument
from [19] is that the reversibility or not of the RW is irrelevant as soon as there exists an invariant
measure (in our case, π˜). Hence, we can apply a classical transience criterion for reversible RWs
(see [30]), noticing that the size of the ball of radius R grows exponentially with R by A.2.
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Thus, the loop-erased trace (ξt)t≥0 of the RW is an infinite injective path. It is a Markov chain
on (TG, ◦) with an easy description (Proposition 15). We can then define the entropic weight
of a vertex x ∈ VTG as the probability W (x) that x is in ξ if the RW starts at ◦. The regularity
of the structure of (TG , ◦) gives us a CLT for log(W (ξt))t≥0 (Corollary 16). Note that in the
analogous Proposition 3 of [11] (in this case, the graph is locally a Galton-Watson tree), there
is only a law of large numbers and a domination for the variance, and this prevents already to
determine the profile of the cutoff window.
It remains to prove, in Section 3.4, that the RW on (TG, ◦) has a positive speed. Precise estimates
on the Green function obtained by Lalley [23] and Nagnibeda and Woess [33] show in particular
that for fixed x, y ∈ TG, PnT (x, y) decays exponentially with n. We prove that there exists
random times (τi) with exponential moments (Proposition 19) such that in (TG , ◦), he(Xτi) = i
and he(Xt) > i for all t > τi. Moreover, the trajectories of the RW before and after τi are
independent. Hence we can decompose the RW into i.i.d. excursions between each level with
exponential moments. This regularity allows us to prove that he(Xn)n≥0 and log(W (Xn))n≥0
admit a CLT with nonzero mean (Theorem 3 and Proposition 20).
3.3 Transience of the RW on TG
In this section, we give necessary and sufficient conditions on G for the RW on (TG, ◦) to be
transient, and we prove Proposition 4.
Proposition 10. Suppose that A.1 holds for G. Then the RW on (TG , ◦) is transient if and
only if:
• either G verifies Assumption A.2,
• or G has one oriented cycle (−→e 1, . . . ,−→e m) for some m ≥ 1 such that
w(−→e 1)× . . .× w(−→e m) 6= w(−→e −1m )× . . .× w(−→e −11 ).
Proof. If G has no oriented cycle, then (TG , ◦) is finite and isomorphic to G, and the RW is
recurrent.
From now on, assume that G has at least one oriented cycle. Lemma 11 below deals with the
case where A.4 does not hold for G. Hence, suppose now the contrary.
If A.2 does not hold, then by A.4, G is reduced to a cycle. Denote C = (−→e 1, . . . ,−→e m) one
orientation of this cycle. (TG, ◦) is a line, and the transition probabilities along this line are
periodic and are given by the w(−→e i)’s and w(−→e −1i )’s. One can compute that the probability
that a RW on G starting at the initial vertex x of −→e 1 runs through C before running through
C−1 is
w(−→e 1)× . . .× w(−→e m)
w(e1)× . . .× w(−→e m) + w(−→e −1m )× . . .× w(−→e −11 )
.
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Hence the behaviour of a RW on (TG , ◦) is similar to that of a RW on Z with transition
probabilities p(i, i + 1) = 1 − p(i, i − 1) = w(−→e 1)×...×w(−→e m)
w(e1)×...×w(−→e m)+w(−→e −1m )×...×w(−→e −11 )
for all i ∈ Z. In
particular, it is recurrent if and only if w(−→e 1)× . . . × w(−→e m) = w(−→e −1m )× . . . × w(−→e −11 ). For
a further study of this one-cycle case, see Woess [37].
Assume now that A.2 holds. By Lemma 5.1 in [19], it is enough to prove this Proposition in
the case where the RW associated to (TG , ◦) (and hence the RW associated to G) is reversible.
Indeed, this result states that if a discrete Markov chain admits an invariant measure, then it
is transient if the additive reversibilization of the chain is. The additive reversibilization of the
RW on (TG , ◦) is the RW on (T ∗G , ◦), where (T ∗G , ◦) is obtained from (TG , ◦) by modifying its
weights as follows: for all c, y ∈ VTG , set
w∗(x, y) =
1
2
(
w(x, y) +
π˜(y)
π˜(x)
w(y, x)
)
.
The RW on (T ∗G , ◦) is an irreducible reversible Markov chain with invariant measure π∗, and
(T ∗G , ◦) is in fact the universal cover of G∗, obtained from G by modifying the weights on its
oriented edges in the same fashion.
Now, we can apply a classical transience criterion for discrete reversible Markov chains. The
earliest proof we found traces back to 1983 (see [30]), and is derived from an analogous theorem
of Royden for Riemannian surfaces. It states that if a discrete reversible Markov chain has state
space Ω, transition matrix P and invariant measure Π, and if there exists a collection of weights
ν = (νi,j)i,j∈Ω such that:
(i) ∀i, j ∈ Ω, νi,j = −νj,i,
(ii) there exists i0 ∈ Ω such that for all i ∈ Ω,
∑
j∈Ω νi,j =
{
1 if i = i0,
0 else,
(iii)
∑
i,j∈Ω
ν2i,j
Π(i)P(i,j) <∞,
then the Markov chain is transient (here, we use the convention 0/0 = 0). Looking at conditions
(i) and (ii), we can interpret u as a current flow entering at i0 and spreading to infinity through
an electrical network. The condition (iii) states that the kinetic energy of the flow is finite.
In our setting, we consider the flow generated by a symmetric RW starting at ◦ and moving
upwards: for all x ∈ (TG , ◦) of height R ≥ 2, let x1 be x’s parent and x2 be x1’s parent, and let
νx1,x =
νx2,x1
deg(x1)− 1 ,
and set νx,x1 = −νx1,x. For every children x of ◦, let ν◦,x = −νx,◦ = 1/deg(◦). For all x, y ∈ VTG
such that none is the parent of the other, let νx,y = 0.
Then (i) holds obviously. (ii) is also straightforward. As for checking (iii), note that νx1,x is
the probability that a RW started at ◦ moves at each step to a uniform children of its current
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position. Hence the sum of the transitions from one generation to the next one is always 1, that
is, for all R ≥ 0, ∑
x∈∂B(◦,R),y∈∂B(◦,R+1)
νx,y = 1.
Remark that there exists ε > 0, only depending on G, such that π˜(x)PT (x, y) > ε for all
neighbours x, y ∈ VTG . Therefore,
∑
x,y∈VTG
ν2x,y
π˜(x)PT (x, y)
< 2ε−1
∑
R≥0
 ∑
(x,y)∈∂−→B (◦,R)
ν2x,y

≤ 2ε−1
∑
R≥0
max
(x,y)∈∂−→B (◦,R)
νx,y,
where ∂
−→
B (◦, R) is the set of oriented edges with initial vertex in ∂B(◦, R) and end vertex in
∂B(◦, R+1). Hence to check (iii), it is enough to prove that the sequence (sR)R≥1 is summable
with sR := max(x,y)∈∂−→B (◦,R) νx,y.
One checks easily that the irreducibility of the RW on G, A.2 and A.4 together imply that
every non-backtracking path on G, after at most |−→E | steps, meets an oriented edge −→e leading
to at least two other oriented edges. Hence by Lemma 9, for all x ∈ (TG , ◦), if R = he(x) and
x1 is the parent of x, the shortest path from ◦ to x1 contains at least ⌊R − 1/|−→E |⌋ such edges
−→e , so that
νx1,x ≤ K(1/2)R/|
−→
E |
for some positive constant K. Hence sR ≤ K(1− wmin)R/|
−→
E | for all R ≥ 0, and the transience
is proved. This concludes the proof.
Suppose now that A.4 does not hold. G can be decomposed into a core c(G) satisfying A.4
and ”branches” attached to it. c(G) is constructed as follows: erase all vertices x of G such that
deg(x) = 1 (call them leaves), and delete the edges attached to x. Perform this process again
on the resulting multigraph, and so on, until no more vertex is erased. Denote G′ the graph
obtained by this algorithm. For every oriented edge −→e of G′, change its weight to w(−→e )/w′(x),
where x is the initial vertex of −→e and w′(x) is the total weight of the edges in G′ starting at x:
this modified graph is c(G). Clearly, A.4 holds on c(G). Moreover, the RW associated to c(G)
is also irreducible (erasing a leaf from G does not affect the irreducibility).
Lemma 11. The RW on TG is transient if and only if the RW on Tc(G) is.
Proof. Remark that c(TG) = Tc(G), the erased vertices in TG being exactly those whose labels are
erased in G. Let (Xn)n≥0 be a RW on TG. Note that a.s., (Xn)n≥0 visits infinitely many distinct
vertices and edges of Tc(G). The trace of (Xn) on Tc(G) is defined as follows: for all p > m ≥ 1
such that (Xm−1,Xm), (Xp,Xp+1) ∈ Tc(G) and (Xi,Xi+1) 6∈ Tc(G) for all m ≤ i ≤ p − 1, erase
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Xm,Xm+1, . . . ,Xp−1. Denote (X ′n)n≥0 the sequence of remaining Xi’s (ordered by increasing
labels). Remark that the way the weights are chosen in the definition of c(G) implies that (X ′n)
is a RW on Tc(G). Then by Proposition 10, (X ′n) is transient on Tc(G), and this implies that (Xn)
is transient on TG.
From now on and until the end of Section 4, assume that G satisfies A.1, A.2, A.3 and A.4.
Corollary 12. The RW associated to (TG , ◦) is transient.
In Section 1.6, we defined the ray to infinity ξ of a RW (Xt)t≥0 in (TG , ◦) as:
ξ := {x ∈ VTG | ∃s ≥ 0,Xs = x and ∀t ≥ s, Xt ∈ Vx},
with ξt := ξ ∩ ∂B(X0, t). Due to the regularity of TG , the RW is ”uniformly transient” and the
probability to make R steps in a given direction decreases exponentially w.r.t. R.
Proposition 13. Let (Xt)t≥0 be a RW on (TG , ◦). There exist constants C1, C2 > 0 only
depending on G such that for all R ≥ 0, for all x 6∈ B(◦, R),
P(∃t > 0, Xt = x) ≤ C1 exp(−C2R).
Since those constants are independent of the choice of ◦, the Markov Property gives the following
generalization: for all s > 0, y ∈ (TG, ◦) and x 6∈ B(y,R),
P(∃t > s, Xt = x|Xs = y) ≤ C1 exp(−C2R).
The proof of this proposition requires the following intermediate result.
Lemma 14. Let (Xt)t≥0 be a RW starting at ◦. Let x be a child of ◦. Then:
(1) P(x ∈ ξ) ≥ 1
∆w
|
−→
E |
min
,
(2) there exists a positive constant C0, independent of the choice of v∗, such that
P(∀t ≥ 1, Xt ∈ Vx) ≥ C0.
Proof. There exists an oriented edge (x1, x2) ∈ −→E TG such that a RW started at x1 has a
probability p ≥ 1/∆ to begins its ray to infinity by visiting x2. Note that this holds with the
same value of p if one replaces x1 (resp. x2) by x
′
1 ∈ VTG (resp. x′2 ∈ VTG ) such that (x′1, x′2)
has the same label as (x1, x2). Let
−→e be this label.
One might remark that the irreducibility of the RW on G, A.2 and A.4 together imply that for
any −→e a,−→e b ∈ −→E , there exists a non-backtracking path (−→e 1, . . . ,−→e m) in G such that −→e 1 = −→e a
and −→e m = −→e b(details left to the reader). Moreover, one might impose that this path is injective,
so that m ≤ |E|. This point in the case where −→e 1 is the label of (y1, ◦) and −→e m = −→e , and the
projection property of (TG, ◦) on G (Lemma 9) imply that there is an upward path (−→e ′1, . . . ,−→e ′m)
in TG with −→e ′1 = (◦, x) and −→e ′m has label −→e . Hence the Markov Property of the RW on TG
implies that
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P(x ∈ ξ) ≥ 1
∆(wmin)m
≥ 1
∆w
|−→E |
min
,
and this concludes the proof of (1).
To prove (2), notice first that the transience of the RW on (TG , ◦) implies that there exists
x1 ∈ VTG and C(◦) > 0 such that for a RW (Xt)t≥0 started at ◦,
P(∀t ≥ 1,Xt ∈ Tx1) ≥ C(◦). (5)
As in the proof of (1), if (◦′, x′1) has the same label as (◦, x1), one can replace ◦ by ◦′ and x1
by x′1 in (5) with C(◦′) = C(◦), hence C(◦) only depends on the choice of v∗. Since VG is finite,
C ′ := infv∗∈V C(◦) > 0. A reasoning similar to the proof of (1) leads to the conclusion.
Proof of Proposition 13. Let R ≥ 0 and x ∈ VTG be as above. On the shortest path p from ◦
to x, there are at least m := ⌊(R − 2)/|−→E |⌋ vertices (excluding ◦ and x) that are the initial
vertex of two upward edges in the subtree (TG, ◦). Denote x1, . . . xm the first m such vertices by
increasing height, and yi the child of xi that is on p. Let Ei (resp. E
′
i) be the event that (Xt)t≥0
hits xi (resp. yi). By Lemma 14 (2), after hitting xi, the RW has a probability at least C0 to
escape through the child of xi that is not on p, and to never hit yi. Hence by the strong Markov
property, P(E′i|Ei) ≤ 1− C0. Note that E′m ⊂ Em ⊂ E′m−1 ⊂ . . . ⊂ E′1 ⊂ E1. Therefore,
P(∃t > 0, Xt = x) ≤P(E′m)
≤P(∩mi=1(Ei ∩ E′i))
≤P(E1)×
m−1∏
i=1
P(E′i|Ei)P(Ei+1|E′i)× P(E′m|Em)
≤(1− C0)m.
The conclusion follows.
As a corollary, we can prove Proposition 4:
Proof of Proposition 4. Note that ξ ∩B(Xt, R) = ∅ implies that there exists y 6∈ B(Xt, R) such
that for some s > t, Xs = y, so that we can apply the previous Proposition.
3.4 CLTs for the RW on the universal cover
For x, y ∈ VTG such that w(x, y) > 0, let wˆ(x, y) := P(y ∈ ξ|X0 = x) be the probability that
the ray to infinity of a RW (Xt)t≥0 started at x goes through a given neighbour y of x. Note
that this quantity only depends on the label of (x, y) (denote it −→e ), so that one might define
wˆ(−→e ) = wˆ(x, y). The second part of Lemma 14 ensures that wˆ(−→e ) > 0 for all −→e ∈ −→E . Let Ĝ
be G with weights (wˆ(−→e ))−→e ∈−→E instead of (w(−→e ))−→e ∈−→E .
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Define the Non Backtracking Random Walk (NBRW) on Ĝ as a RW (Zt)t≥0 on −→E , such
that for all −→e 1,−→e 2 ∈ −→E and t ≥ 0,
P(Zt+1 =
−→e 2|Zt = −→e 1) =

w(−→e 2)
1−w(−→e −11 )
if the end vertex of −→e 1 is the initial vertex of −→e 2
and −→e 2 6= −→e −11 ,
0 else.
In particular, by our assumptions on G, the NBRW associated to Ĝ is irreducible, so that it
has a unique invariant probability measure πˆ.
Proposition 15. (Theorem F’ in [33]) Let (Xt) be a RW on TG with X0 = ◦, and let
ρt := (ξt, ξt+1) be the t-th upward edge of its ray to infinity ξ. Then (ρt)t≥0 is a Markov chain,
and has the same law as a NBRW on TĜ.
Proof. It is enough to prove that for all t0 ≥ 0, for all x ∈ VTG of height t0+1, and xi the vertex
of height i in the shortest path from ◦ to x, 1 ≤ i ≤ t0:
P(ρt0+1 = (xt0 , x)| ∀i ≤ t0, ρi = (xi−1, xi)) =
wˆ(xt0 , x)
1− wˆ(xt0−1, xt0)
. (6)
Note that {∀i ≤ t0, ρi = (xi−1, xi)} = {ρt0 = (yt0−1, yt0}. Let (ρ(τ)t )t≥0 be the ray to infinity of
(Xτ+t)t≥0, where τ = inf{t ≥ 0, Xt = yt0}. (6) follows from the Strong Markov Property applied
to the stopping time τ , and of the equalities {ρt0 = (xt0−1, xt0)} = {τ < +∞} ∩ {ρ(τ)1 6= xt0−1}
and {ρt0+1 = (xt0 , x)} = {τ < +∞} ∩ {ρ(τ)1 = x}.
We define the entropic weight of a vertex x ∈ VTG as the probability that x is in the ray
to infinity of a RW started at ◦, and denote it W (x). Let (x0, . . . , xH) be the vertices on the
shortest path from ◦ to x, where H = he(x), so that x0 = ◦ and xH = x. By Proposition 15,
W (x) = wˆ(x0, x1)×
H−1∏
i=1
wˆ(xi, xi+1)
1− wˆ(xi−1, xi) . (7)
Corollary 16. There exist hW > 0, σW ≥ 0 such that for all x ∈ VTG and (Xt)t≥0 a RW on
(TG , ◦) with X0 = ◦,
− log(W (ξt))− h−1W t√
t
→
t→+∞ N (0, σ
2
W )
in distribution. Moreover, σW = 0 iff G verifies the following cylindrical symmetry: there exists
x ∈ VTG , such that for all j ≥ 1, all upward (resp. downward) edges in (TG , x) between the levels
j − 1 and j have the same weight.
Proof. From equation (7), we have W (ξt) =
∏t−1
i=0 wˆ(ℓ(ρi))∏t−2
i=0 1−wˆ(ℓ(ρi))
, so that
− log(W (ξt)) = log(wˆ(ℓ(ρt−1))) +
t−2∑
i=0
[log(wˆ(ℓ(ρi)))− log(1− wˆ(ℓ(ρi)))] ,
where ℓ(e) is the label of e for all oriented edge e. By Proposition 15 and Lemma 9, (ℓ(ρi))i≥0
is a NBRW on Ĝ. We conclude by Lemma 8.
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It remains now to derive a similar result for (log(W (Xt)))t≥0, which requires in particular to
prove that the RW has a positive speed. Since (Xt)t≥0 is transient, θi := sup{t ≥ 0 |he(Xt) = i}
is a.s. well-defined and finite for all i ∈ N. Let θ˜i := θi+1−θi be the time between the last visits
of the walk at level i and at level i+ 1, for i ≥ 1. Let θ˜0 := θ1. We have the following corollary
of Theorem 2.5 in [23] (or Theorem C in [33]):
Proposition 17. There exists C3, C4 such that for all n ≥ 0 and x ∈ (TG, ◦),
PnT (x, x) ≤ C3 exp(−C4n). (8)
We deduce the following:
Corollary 18. There exists C5 > 0 such that for all i, n ≥ 0, and for all −→e ∈ −→E such that
P((Xθi−1,Xθi) has label −→e ) > 0,
P(θ˜i ≥ n| (Xθi−1,Xθi) has label −→e ) ≤ C5 exp(−C4n). (9)
Proof. For i = 1, this is a direct application of the above Proposition 17. Now, for i > 1, note
that the law of (Xt)t≥θi is that of a RW started at Xθi conditioned on making its first step not
towards the parent of Xθi , and then never coming back to Xθi after the start. If A denotes the
event that this conditioning happens, then P(A) ≥ wminC by Lemma 14. Therefore, (8) implies
that for all n ≥ 0,
P(θ˜i ≥ n) ≤
∑
m≥n
P(Xθi+m = Xθi)
≤ 1
wminC
∑
m≥n
C3 exp(−C4m)
≤C5 exp(−C4n)
for C5 large enough.
We say that t ∈ N is an exit time if the oriented edge (Xt,Xt+1) is upward, has label −→e ∗
and if Xs 6= Xt for all s ≥ t + 1 (recall that −→e ∗ ∈ −→E was arbitrarily picked at the beginning
of Section 3). For i ≥ 0, let τi be the i-th time interval between two exit times and −→e i the
corresponding exit edge. Note that the −→e i’s are exactly the edges of type −→e in ρ. Let τ0 := 0
and τ˜i := τi+1− τi for i ≥ 0 be the i-th renewal interval. Let ǫi := (Xt)τi≤t≤τi+1−1 be the i-th
excursion between two exit times. Let x∗ be the end vertex of the oriented edge of label −→e ∗
starting at ◦. We will abusively identify ǫi with its projection on (T , x∗), a canonical represen-
tative of the isomorphic rooted trees (T , z), z ∈ VTG having the same label as x∗. Proposition
15 implies that τi <∞ for all i ≥ 1 a.s.
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Proposition 19. The random variables (ǫi)i≥1 are i.i.d., and there exists C6, C7 > 0 such that
for all m, i ≥ 0,
P(τ˜i ≥ m) ≤ C6 exp(−C7m). (10)
Proof. Note that for all i ≥ 1,
(Xτi+t)t≥0 law= (X t)t≥0, (11)
where (X t) is a RW on (TG , ◦) starting at x∗ and conditioned on not leaving (T , x∗. Hence the
variables ǫi all have the same distribution.
As for the independence, note that for all j ≥ 1, conditionally on τ1, . . . , τj and X0, . . . ,Xτj , the
RW (Xt)t≥τj has the law of (X t)t≥0. In particular, ǫj is independent from the sigma-algebra
σ ((ǫ0, . . . , ǫj−1)). From this, we deduce that the ǫi’s are together independent.
Remark that conditionally on the label of the oriented edge (Xθi−1,Xθi), θ˜i is independent of
σ
(
(θ˜k)0≤k≤i−1
)
. By Corollary 18, there exists a probability distribution Θ on N with expec-
tation E := E[Θ] < +∞ such that P(Θ ≥ n) ≤ C5 exp(−C4n) for all n ≥ 1 and such that θi is
stochastically dominated by Z1 + . . .+ Zi, where the Zj’s i.i.d. variables of law Θ.
For some constants K,K ′ > 0, for all n ≥ 1,
P(θ⌊n/2E⌋ ≥ n) ≤P(Z1 + . . .+ Z⌊n/2E⌋ ≥ n)
≤E[exp(tZ1)]
⌊n/2E⌋
etn
≤
(
E[exp(tZ1)]
e2Et
)⌊n/2E⌋
for all t > 0 by Markov’s inequality. Note that for t < C4, E[exp(tZ1)] is finite, and that for
t → 0, E[exp(tZ1)] =
∑
p≥0 t
p E[Z
p
1 ]
p! = 1 + Et + O(t2). Thus, there exists t0 > 0 such that
0 < r < 1 where r := E[exp(t0Z1)] exp(−2Et0), and we have P(θ⌊n/2E⌋ ≥ n) ≤ r⌊n/2E⌋.
By Proposition 15, since the NBRW on Ĝ is irreducible, it is standard that there exist constants
α, β > 0 such that for all m ≥ 0,
P(τ2 ≥ θm) ≤ α exp(−βm).
Hence, for all i ≥ 0, since the (τ˜i)i≥1 are i.i.d.,
P(τ˜i ≥ n) ≤ P(τ˜0 + τ˜1 ≥ n)
≤ P(θ⌊n/2E⌋ ≥ n) + P(τ2 ≥ θ⌊n/2E⌋)
≤ r⌊n/2E⌋ + α exp(−β⌊n/2E⌋).
This concludes the proof.
Recall that Wt := − log(W (Xt)) is the log-weight of the RW. We now prove Theorem 3.
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Proof of Theorem 3. Let W
(ǫ)
i := log(W (Xτi)) − log(W (Xτi+1)) for i ≥ 1. By Proposition 19,
the (W
(ǫ)
i )i≥1’s are i.i.d., and P(W
(ǫ)
1 ≥ n) ≤ P(τ˜1 ≥ −n/ log(wmin)) = O(exp(C ′n/ log(wmin)))
for all n ≥ 1, so that W (ǫ)1 has moments of any order. Let hw := E[W (ǫ)1 ]. Clearly, W (ǫ)1 > 0
a.s., so that hw > 0.
Now, cutting the trajectory of the RW into excursions between exit edges, we have
Wt = − log(W (Xτ1))− (log(W (Xt)) + log(W (Xτrt )) +
rt∑
i=1
W
(ǫ)
i ,
where rn := max{i ≥ 0, τi ≤ n}.
By Proposition 19 again, log(W (Xτ1)) + log(W (Xt))− log(W (Xτrt )) = o(
√
t) with high proba-
bility, so that by Slutsky’s Lemma, it is enough to show the existence of h, σ > 0 such that∑rt−1
i=1 W
(ǫ)
i − ht√
t
law→ N (0, σ2).
Let τ := E[τ˜1] ∈ (0,∞), W (ǫ)i :=W (ǫ)i − hw and τ i := τ˜i − τ . For all λ ∈ R,
P
(∑rt−1
i=1 W
(ǫ)
i − hwtτ√
t
≤ λ
)
=P
(
rt−1∑
i=1
W
(ǫ)
i ≤
hwt
τ
+ λ
√
t
)
=P
(
hwrt +
∑rt−1
i=1 W
(ǫ)
i
τrt +
∑rt−1
i=1 τ i
×
∑rt−1
i=1 τ˜i
t
≤ hw
τ
+
λ√
t
)
=P
(
hw
τ
(
1 +
∑rt−1
i=1 W
(ǫ)
i/(hwrt)
1 +
∑rt−1
i=1 τ i/(τrt)
)∑rt−1
i=1 τ˜i
t
≤ hw
τ
+
λ√
t
)
.
The series associated to the sequences (W
(ǫ)
i )i≥1 and (τ˜i)i≥1 either verify a CLT, or are deter-
ministic. Thus,
∑rt−1
i=1 W
(ǫ)
i = o(t
2/3) and
∑rt−1
i=1 τ i = o(t
2/3) with high probability as t→ +∞.
And, the strong law of large numbers implies that rt/t→ 1/τ a.s. Hence,
1 +
∑rt−1
i=1 W
(ǫ)
i/(hwrt)
1 +
∑rt−1
i=1 τ i/(τrt)
= 1 +
1
rt
rt−1∑
i=1
(
W (ǫ)i
hw
− τ i
τ
)
+Rt,
where Rt = o(t
−2/3) with high probability.
Furthermore,
∑rt−1
i=1 τ˜i
t = 1+
(τrt−t)−τ1
t = 1+ o(t
−2/3) with high probability, according to Propo-
sition 19. Hence
hw
τ
(
1 +
∑rt−1
i=1 W
(ǫ)
i/(hwrt)
1 +
∑rt−1
i=1 τ i/(τrt)
) ∑rt−1
i=1 τ˜i
t
=
hw
τ
+
hw
τrt
rt−1∑
i=1
Zi +R
′
t,
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where Zi :=
W (ǫ)i
hw
− τ iτ and R′t = o(t−2/3) with high probability, and
P
(∑rt−1
i=1 W
(ǫ)
i − hwtτ√
t
≤ λ
)
=P
(
1
rt
rt−1∑
i=1
Zi ≤ τλ
hw
√
t
−R′t
)
=P
(
1√
rt
rt−1∑
i=1
Zi ≤ τλ
hw
√
rt
t
−R′t
√
rt
)
=P
(
1√
rt
rt−1∑
i=1
Zi ≤
√
τλ
hw
+R′′t
)
,
where R′′t = o(1) with high probability. But the Zi’s are i.i.d. variables, and we have E[Z1] = 0
and σ2Z := V ar(Z1) > 0. Indeed by A.3, for a fixed trajectory of ε1 (hence a given value of
W (ǫ)1), τ 1 can take different values with positive probability, so that Z1 is not deterministic.
And Z1 has exponential moments by Proposition 19, so that σ
2
Z is finite. Applying the CLT to
the series associated to the sequence (Zi)i≥1 concludes the proof, and we have
hTG =
hw
τ
and σ2TG =
h2wσ
2
Z
τ
.
Proposition 20. (Theorems D and E in [33]) There exist s, σs > 0 such that
he(Xt)
t
a.s.→ s (12)
and
he(Xt)− st√
t
law→ N (0, σ2s ). (13)
Proof. The proof is similar to that of Theorem 3. Again, the fact that σs > 0 is due to A.3.
Remark 1. The convergences in Theorem 3 and Proposition 20 do not depend on the choice
of v∗. Moreover, Theorem 3, Proposition 20 and Corollary 16 give
hTG = shW . (14)
We speak about ways of computing hTG and s in the Appendix 1 (Section 6).
4 Proofs of Proposition 2 and Theorem 1
4.1 The lower bound: Proof of Proposition 2
For all n ≥ 1, let Gn be an arbitrary n-lift of G. The proof goes as follows: we couple a RW
(Xt)t≥0 on Gn with a RW (Xt)t≥0 on TG. The estimate provided by Theorem 3 on Wt implies
that Xt is concentrated on o(n) vertices with positive probability for t close to h−1 log n, and
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so is Xt. This implies a lower bound on dTV (P
t(X0, ·), πn), since πn is almost uniform on Vn.
Fix x ∈ Vn and ◦ ∈ VTG such that the label of ◦ is the type of x. Let (Xt)t≥0 be a RW on
(TG , ◦) starting at the root. We couple (Xt) with a RW (Xt)t≥0 on Gn in the following manner:
let X0 = x a.s. For all t ≥ 0, Xt+1 is the unique vertex of Vn such that there is an oriented
edge from Xt to Xt+1 whose type is the label of (Xt,Xt+1). Clearly, (Xt) is well defined and is
indeed a RW on Gn.
We define a map φ from the set of oriented paths starting at x in Gn to that of oriented
paths starting at ◦ in TG : for all m ≥ 1 and p := (−→e 1, . . . ,−→e m) an oriented path of length m
in Gn, φ(p) = (−→e ′1, . . . ,−→e ′m) where −→e ′1 is the unique oriented edge such that its initial vertex
is ◦, and the label of −→e ′1 is the type of −→e 1, and for all i ≥ 2, −→e ′i is the unique edge such that
its initial vertex is the end vertex of −→e ′i−1 and the label of −→e ′i is the type of −→e i.
Remark 2. For all y ∈ VTG , if p1 (resp. p2) is an oriented path of length t ≥ 1 from ◦ to y,
then φ−1(p1) and φ−1(p2) end at the same vertex of Vn. The converse is not true as soon as Gn
has cycles: for every x′ ∈ Vn, there are two distinct non-backtracking paths p1 and p2 from x to
y′, and the oriented paths φ(p1) and φ(p2) lead to two different vertices y′1 and y
′
2 of (TG, ◦).
Now, let λ > λ′ ∈ R and define tn := ⌊ lognhTG + λ
′ σTG
h
3/2
TG
√
log n⌋. By Theorem 3 and Proposition
20,
lim inf
n→+∞ P({Wtn ≤ hTG tn − λσTG
√
tn} ∩ {|he(Xtn )− stn| > t2/3n )}) ≥ Φ(λ),
where Φ(λ) := 1√
2π
∫ +∞
λ e
−u2
2 du. Let An := {Wtn ≤ hTG tn−λσTG
√
tn}∩{|he(Xtn )−stn| > t2/3n },
and define Un := {y ∈ VTG |An ∩ {Xtn = y} 6= ∅}. Note that for all R > 0,
∑
y∈VTG ,he(y)=R
exp(−W (y)) = 1.
Hence for n large enough,
|Un| ≤(2t2/3n + 1) exp(hTG tn − λσTG
√
tn)
≤3 log n
hTG
exp
(
log n+ (λ′ − λ) σTG
2
√
hTG
√
log n
)
≤n exp
(
(λ′ − λ) σTG
4
√
hTG
√
log n
)
.
Let Bn = {x′ ∈ Vn |An ∩ {Xn = x′} 6= ∅}. By Remark 2, |Bn| ≤ |Un|, hence
dTV (P
n(x, ·), πn) ≥
∑
x′∈Bn
(Pn(X0, x
′)− πn(x′))
≥P(An)−Kn−1|Bn|
≥P(An)−K exp
(
(λ′ − λ) σTG
4
√
hTG
√
log n
)
.
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for some constant K > 0. Thus, we obtain lim infn→+∞ dTV (Pn(y, ·), πn) ≥ Φ(λ). Note that
this result is uniform in y, due to Remark 1. Therefore,
lim inf
n→+∞ infy∈Vn
dTV (P
n(y, ·), πn) ≥ Φ(λ),
and this concludes the proof. We have even proved a more precise statement: for every ε ∈ (0, 1),
lim inf
n→+∞
t
(n)
min(ε)− h−1 log(n)
σ
√
log(n)
≥ Φ−1(ε),
with h = hTG and σ =
σTG
h
3/2
TG
.
4.2 The upper bound: Proof of Theorem 1
From now on, we focus on the case where Gn is a uniform random lift of G. The proof consists
of three parts, as detailed in Section 1.6.
a) Almost mixing for a typical starting point
In this paragraph, we prove that with a large probability, Gn is such that a RW (Xt)t≥0 started
at a uniformly chosen vertex x ∈ Vn has a large probability to stay on some subtree T of Gn for
tn +O(
√
log n) steps. This allows us to couple (Xt)t≥0 with a RW (Xt)t≥0 on TG.
The construction. Fix n ∈ N, take x ∈ Vn and ◦ ∈ VTG such that the type of x is the
label of ◦.
We reveal the structure of Gn edge by edge, starting from x and making use of Lemma 6. At
every moment of the exploration, let φ be a bijection between the vertices of T and those of a
subtree T of (TG , ◦) such that φ(x) = ◦ and such that there is an edge between x1 and x2 in T
if and only if there is an edge between φ(x1) and φ(x2) in (TG , ◦).
For all j ≥ 0, at step j, let Dj be the height-j level of T , and reveal the pairings of the half-edges
attached to the vertices in Dj . Erase the edges closing a cycle, and place a mark at the corre-
sponding vertices in Dj ∪ Dj+1. Place a mark at vertices x′ ∈ Dj+1 such that φ(x′) 6∈ N (β),
where for all δ > 0, N (δ) = {y ∈ VTG , W (y) ≥ n−1 exp(δ
√
log n)}, and β > 0 is chosen arbi-
trarily. Do not consider those vertices for further steps.
This construction of T depends on β. Note by the way that for a fixed representation of Gn,
one does not have necessarily T (β) ⊂ T (β′) if β′ < β.
The exploration. Now, fix ε ∈ (0, 1) and let g(ε) = min(ε/2, ε2). For n ∈ N, let
R := ⌊C log log n⌋ (15)
with C large enough so that C1 exp(−C2R) = o(log n−1). Let (Xt)t≥0 be a RW on (TG, ◦)
started at the root, and define Xt := φ
−1(Xt) for all t such that Xt ∈ φ(T ). Keep all the
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notations of Section 3 for (Xt), in particular, denote ξ its ray to infinity. For all j ≥ 1, let
tj := inf{t ≥ 0,Xt 6∈ φ (D1 ∪ . . . ∪DR+j−1)} and let xj be the first vertex in Dj+R hit by (Xt).
Let αj be the ancestor of height R of xj and Oj the R-offspring of αj. Stop (Xt):
• at time t = 0 if B(x,R+ 1) contains a cycle,
• at time tj if a cycle is created while matching the half-edges of vertices in Oj , or if (Xt)
visits a marked vertex or an ancestor of αj for t ≤ tj+1.
We say that the exploration is j-successful whenever (Xt) does not stop until tj . If the
exploration is j-successful, then (Xt)0≤t≤tj is a RW on Gn.
Note that there are two sources of randomness: the matchings of the half-edges in Gn and the
trajectory of (Xt). Denote Pann the annealed probability on Gn and (Xt), and PGn the quenched
probability on (Xt) conditionally on the realization of Gn.
Proposition 21. Fix β > 0. There exists a ∈ R such that for n large enough,
Pann
(∃k ∈ N | tk ≥ h−1 log n+ a√log n and the exploration is k-successful) ≥ 1− ε.
Proof. For j ≥ 1, the exploration stops at time tj only if:
• a cycle appears while matching the R+ 1-offspring of αj , or
• (Xt) visits αj between its respective first visits at xj and xj+1, or
• φ(αj) 6∈ ξ, or
• ξj 6∈ N (β),
and for all j′ ≤ j, none of those conditions is met. Let Ej := {the exploration stops at time tj}.
For J ∈ N, on FJ := (∪Jj=0Ej)c, the exploration is J-successful.
Let J0 := ⌊h−1s log n + γ
√
log n⌋ where γ ∈ R is such that P(ξJ0 6∈ N (β)) ≥ 1 − ε/4. By
Proposition 16 and by (14), this is possible if one takes γ small enough. Let us prove that
Pann(∪J0j=0Ej) ≤ ε/2. (16)
The probability that a cycle arises while revealing B(x,R + 1) is at most
∆R+2
∆R+2
µ|V |n− 2∆R+2 = O
(
(log n)2C log(∆)/n
)
,
where µ is the mean degree of a vertex in G. Indeed, the height-k level of T contains at most
∆k vertices, so that we proceed to at most ∆+∆2+ . . .+∆R+1 ≤ ∆R+2 pairings of half-edges.
Hence for each pairing, there remain at least µ|V |n − 2∆R+2 unmatched half-edges belonging
to vertices not in T , and at most ∆R+2 unmatched half-edges belonging to vertices in T .
Now, suppose we are on Ej for some j ≥ 1. Oj contains at most ∆R vertices. There are at
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most ∆R+1 + ∆n exp (−β√log n) unpaired half-edges that belong either to vertices in Oj or
to already explored vertices that are not yet marked (those vertices are at height R + j in T
but not in Oj). Hence, the probability of creating a cycle while proceeding to the pairings of
this offspring is O(∆R exp(−β√log n)) = o ((log n)−1) . Let E′j ⊂ Ej be the event that no cycle
arises during those matchings. We have Pann(Ej \E′j) = o
(
(log n)−1
)
, uniformly in j.
Let E′′j ⊂ E′j be the event that (Xt) does not visit αj between its respective first visits at xj
and xj+1. By Proposition 13 and our choice for R in (15), Pann(E
′
j \ E′′j ) ≤ C1 exp(−C2R) =
o
(
(log n)−1
)
. Again, this bound is uniform in j.
Let E
(3)
j ⊂ E′′j be the event that φ(αj) ∈ ξ. Again by Proposition 13 and (15), we have
Pann(E
′′
j \E(3)j ) ≤ C1 exp(−C2R) = o
(
(log n)−1
)
. For n large enough, for all j ≤ J0, the choice
of J0 implies
Pann (∃k ∈ {1, . . . , j, } ξk 6∈ N (β)) ≤ Pann(ξJ0 6∈ N (β)) ≤ ε/4.
Hence, if E
(4)
j := E
(3)
j ∩ {ξj ∈ N (β)},
Pann
(
∪J0j=1(E(3)j \ E(4)j )
)
≤ ε/4.
Since E
(4)
j ⊂ E(3)j , (φ(Xt))t≤t(j) is never more than R steps away from ξj, hence (Xt)t≤t(j) does
not visit a vertex of too small weight on E
(4)
j . Since E
(4)
j ⊂ E′j , no cycle is created, so that the
exploration is not stopped on E
(4)
j . But E
(4)
j ⊂ Ej , hence E(4) = ∅.
All in all, we obtain that uniformly in j ∈ {1, . . . , J0}, Pann(Ej \ E(3)j ) = o
(
(log n)−1
)
, so that
Pann(FJ0) ≥ 1−Pann(∪J0j=0Ej) ≥ 1−Pann(E0)−Pann(∪J0j=1E(3)j )−
∑J0
j=1 Pann(Ej\E(3)j ) ≥ 1−ε/2
for n large enough.
Moreover, if a is small enough (w.r.t. the choice of γ), by Proposition 20, we have that for n
large enough, Pann
(
tJ0 ≤ h−1 log n+ a
√
log n
) ≤ ε/2. This concludes the proof.
The result of Proposition 21 is annealed, and leads to a quenched result for ”most” realizations
of Gn, Corollary 5.
Proof of Corollary 5. Take a such that Proposition 21 holds. We have
1 − νn(Vn) =
∑
x′∈Vn P
t′n
n (x, x′) − νn(x′). Remark that for all a,b,m ∈ R, such that a ≥ b,
a− a ∧m ≤ (a− b) + (b− b ∧m), so that
1−νn(Vn) ≤
∑
x′∈Vn\T
P t
′
n
n (x, x
′)−νn(x′)+
∑
x′∈T
(
P t
′
n
n (x, x
′)− P t′nn (x, x′, T )
)
+
(
P t
′
n
n (x, x
′, T )− ν ′n(x′)
)
where P kn (x, x
′, T ) is the probability that a RW on Gn started at x reaches x′ in k steps without
leaving T , and ν ′n(x′) := P
t′n
n (x, x′, T )∧ exp(K
√
logn)
n , where T is the exploration tree of Proposi-
tion 21. Applying Markov’s inequality to Proposition 21 implies that with probability at least
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1−√ε, Gn is such that PGn
(
(Xt)1≤t≤t′n leaves T
) ≤ √ε. For such Gn,∑
x′∈Vn\T
P t
′
n
n (x, x
′)− νn(x′) +
∑
x′∈T
(
P t
′
n
n (x, x
′)− P t′nn (x, x′, T )
)
≤ √ε,
hence 1 − νn(Vn) ≤
√
ε +
∑
x′∈T
(
P
t′n
n (x, x′, T )− ν ′n(x′)
)
. Note that for all x′ ∈ T , we have
P
t′n
n (x, x′, T ) = P
t′n
T (◦, φ(x′),T) where P kT (◦, φ(x′),T) is the probability that a RW on (TG, ◦)
started at ◦ reaches φ(x′) in k steps without leaving T, the subtree of (TG , ◦) corresponding to
T . Thus,
1− νn(Vn) ≤
√
ε+
∑
x′∈T
(
TT t
′
n(◦, φ(x′),T)− ν ′n(x′)
)
≤ √ε+
∑
y′∈TG
P
t′n
T (◦, y′)−
(
P
t′n
T (◦, y′) ∧
exp(K
√
log n)
n
)
≤ √ε+ 1−
∑
y′∈TG
(
P
t′n
T (◦, y′) ∧
exp(K
√
log n)
n
)
.
Let us prove that
∑
y′∈TG
(
P
t′n
T (◦, y′) ∧ exp(K
√
logn)
n
)
≥ 1 − √ε. To this end, it is enough to
establish that P
(
P
t′n
T (X0,Xt′n) ≥ exp(K
√
log n)/n
)
≤ √ε, where P is the probability associ-
ated to (Xt). Let An be the R-ancestor of Xt′n : we have clearly that W (An) ≤ w−RminW (Xt′n).
Hence by Theorem 3, one might choose K large enough such that for n large enough, one has
P
(
W (An) ≤ exp(K
√
log n/2)/n
) ≥ 1−√ε.
But we have W (An) ≥ P t
′
n
T (X0,Xtn) × P
(
(Xt)t≥t′n does not visit An
)
, and by Proposition 13,
W (An) ≥ (1− C1 exp(−C2R))P t
′
n
T (X0,Xtn). Hence, with probability at least 1 −
√
ε, Xt′n is
such that
P
t′n
T (X0,Xt′n) ≤
exp(K
√
log n/2)/n
1− C1 exp(−C2R) ≤
exp(K
√
log n)
n
.
Thus, we have proved that with probability at least 1−√ε, Gn is such that νn(Vn) ≥ 1− 2
√
ε.
Since ε > 0 is chosen arbitrarily here, this concludes the proof (remark that without loss of
generality, we can impose ε < δ2, and that 2
√
ε→ 0 as ε→ 0).
b) The last jump for mixing
In this section, we complete the mixing initiated in Corollary 5, proving a weak version of
Theorem 1, for most starting points of the RW on Gn: for all ε > 0, there exists K(ε) > 0
such that if S ⊂ Vn is the set of vertices s verifying |t(n)s (ε) − h−1 log n| ≤ K(ε)
√
log n, then
πn(S)→ 1 as n→ +∞.
We use the fact that w.h.p., Gn is an expander:
Proposition 22 (Expansion). Let L(Gn) := minS⊂Vn, πn(S)≤1/2 W (S,S
c)
πn(S)
for n ≥ 1, where for
all A,B ⊂ Vn, W (A,B) :=
∑
x∈A,y∈B,−→e :x→y µn(x)w(
−→e ) is the total weight from A to B. There
exists L > 0 such that w.h.p. as n→ +∞,
L(Gn) ≥ L. (17)
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We postpone the proof to the end of the section. In the literature, L(Gn) is usually called the
conductance of Gn. The largest L such that (17) holds is the Cheeger constant of (Gn)n≥0.
An interesting application of this property is the contraction of L2 norms:
Proposition 23. There exists κ > 0, only depending G, such that for all n, t ≥ 1, and all
x ∈ Vn,
V arµ(k
(n)
t,x − 1) ≤ V arµ(k(n)t−1 − 1)(1 − κL(Gn)2),
where k
(n)
t,x (y) :=
P tn(x,x
′)
µn
for x, x′ ∈ Vn and t ≥ 0, and V arµ(f) :=
∑
x∈Vn f(x)
2µn(x) for
f : Vn → R.
This is a classical property. Arguments for the proof can be found in Section 2.3 of [31]. We
stress that it is not necessary for Pn to be reversible.
It remains to link the total variation distance and the L2 distance. By Corollary 5, for n large
enough and for all p ≥ 0, with probability at least 1−√ε, Gn is such that:
dy(t
′
n+p) = ‖P t
′
n+p
n (v, ·)−πn‖TV ≤ 2
√
ε+‖νnP pn(y, ·)−πn‖TV ≤ 2
√
ε+D‖νnP pn(, y·)−πn‖L2(πn),
for some positive constant D. The last inequality is due to Cauchy-Schwarz and the fact that
πn,min := infu∈Vn πˆn(u) = πmin/n. By definition of νn, ‖νn(·) − πn‖L2(πn) ≤ exp(2K
√
log n).
Hence by Propositions 22 and 23, there exists a constant D′ such that for q ≥ D′√log n,
‖νnP qn(, y·)− πn‖L2(πn) ≤ ε, (18)
so that dy(t
′
n + q) ≤ ε+ 2
√
ε. This concludes the proof of this weak version of Theorem 1.
Proof of Proposition 22. The proof is a corollary from that of Theorem 1 in [5], which states
that there exists δ > 0 such that w.h.p., minS⊂Vn, |S|≤|Vn|/2
|E(S,Sc)|
|S| ≥ δ, where E(S, Sc) is the
set of non-oriented edges with one endpoint in S and one in its complementary. Noticing that
|E(S, Sc)| = |E(Sc, S)|, one might extend this property in the following way: for all θ ∈ (0, 1),
there exists δ(θ) > 0 such that w.h.p., minS⊂Vn, |S|≤θ|Vn|
|E(S,Sc)|
|S| ≥ δ(θ).
Let now S ⊂ Vn, such that πn(S) ≤ 1/2. Recall that the invariant distribution of the RW
associated to Gn is πn(x) = π(u)/n for all x ∈ Vn of type u. Then there exists θ0 ∈ (0, 1) such
that for any S ⊂ Vn, if πn(S) ≤ 1/2, then |S| ≤ θ0|Vn|. But W (S,S
c)
πn(S)
≥ wminπminπmax
|E(S,Sc)|
|S| , where
πmin and πmax are the smallest and largest values taken by π on VG .
This implies (17), with L ≥ δ(θ0)wminπmin/πmax.
c) Extending the starting point
Fix ε ∈ (0, 1). Let r := ⌊C ′ log log n⌋ for some constant C ′ > 0 such that r > 2R, where R was
defined in (15). Say that x ∈ Vn is a root if B(x, r) contains no cycle, and denote Rn the set
of roots.
This section is organized as follows: first, we prove that with high probability on Gn, the random
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walk has a high probability to reach a root in O(log log n) steps, uniformly in the starting point
(Proposition 25). Second, we prove that with high probability on Gn, for every root x of Gn, a
RW starting at x has a probability at least 1− 3ε to leave B(x, r) at a vertex y from which the
exploration described in Section 4.2 a) is k-successful for some k such that tk ≥ t′n (Proposition
26). This relies on the fact that conditionally on {x ∈ Rn}:
• the exploration from a vertex y ∈ ∂B(x, r) has a probability at most ε not to be successful
(Lemma 27), so that the mean value of px is at least 1− ε,
• and the explorations from two vertices y, y′ ∈ ∂B(x, r) whose common ancestor in B(x, r)
is at distance at least R (which is the case for most such couples (y, y′) ) are almost
independent, so that px should be concentrated around its mean.
Third, we give a proof of Theorem 1 (under A.3 and A.4), using the results of Sections 4.2 a)
and 4.2 b).
Lemma 24. W.h.p. as n→ +∞, for every x ∈ Vn, B(x, 5r) contains at most one cycle.
Proof. We proceed via a counting argument similar to the beginning of the proof of Proposition
21, while estimating the probability that the exploration stops at move 0: take x ∈ Vn, proceed
to the O(∆5r) successive matchings of half-edges to generate B(x, 5r). Each matching has a
probability O(∆5r/n) to close a cycle. Hence, the probability that at least two matchings close
a cycle is O
(
(∆5r)2 × (∆5r/n)2) = o(1/n). By a union bound, P(∃x ∈ Vn, x 6∈ Bn) = o(1).
Proposition 25. Let c := 32s , where s is the constant of Proposition 20. For all δ > 0, there
exists n0 ≥ 1 such that for all n ≥ n0 and for all realizations of Gn such that Lemma 24 holds,
max
x∈Vn
P ⌊cr⌋n (x, Vn \ Rn) ≤ δ. (19)
As a consequence, maxx∈Vn P
⌊cr⌋
n (x, Vn \ Rn) P→ 0.
Proof. Fix δ > 0 and a realization of Gn such that Lemma 24 holds, for some n ≥ 0.
Let x ∈ Vn. If B(x, 5r) contains no cycle, then it is isomorphic to (TG , ◦) for some ◦ ∈ VTG on
its first 5r levels. For n large enough, for all ◦ ∈ VTG , P(4r/3 ≤ he(X⌊cr⌋) ≤ 5r/3) ≥ 1 − δ if
(Xt)t≥0 is a RW on (TG , ◦) started at the root. Hence if (Xt)t≥0 is a RW on Gn started at x,
P(X⌊cr⌋ ∈ Rn) ≥ 1− δ.
Else, there is only one cycle in B(x, 5r). Hence B(x, 5r) can be seen as a cycle C, with trees
rooted on its vertices of degree at least 3. Let L ∈ N be such that for all ◦ ∈ VTG , for all
y ∈ (TG , ◦) such that he(y) ≥ L, P(∃t ≥ 0, Xt = x) ≤ δ where (Xt)t≥0 is a RW on (TG , ◦) started
at the root (for any δ, such L exists, by Proposition 13). Let C(L) be the set of vertices at
distance at most L of C. We claim that for n large enough, P(X0,X1, . . . ,X⌊log(r)⌋ ∈ C(L)) ≤ δ.
Indeed, note that for all t ≤ log(r),
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• either Xt is not on C, and is at distance less than L from B(x, 5r) \ C(x,L),
• or it is on C, and it is at distance at most |V | from a vertex of C that is the root of a tree
planted on C (a cycle in G cannot contain a path of |V +1| consecutive vertices of degree
less than 3).
Remark that all trees rooted on C that Xt might visit for t ≤ log(r) are isomorphic to some
(TG , ◦) at least on their first 5r − log(r) levels (since we are still in B(x, 5r). Therefore, we
have d(Xt, B(x, 5r) \ C(x,L)) ≤ |V |+ L. Hence P(Xt+|V |+L 6∈ C(x,L)) ≥ w|V |+Lmin for all t ≥ 0.
Decomposing {1, ⌊log(r)⌋} into intervals of length |V |+ L, we have
P(X1,X2, . . . ,X⌊log(r)⌋ ∈ C(L)) ≤
(
1− w|V |+Lmin
)⌊log(r)/(|V |+L)⌋
≤ δ
for n large enough.
Let then t0 := inf{t ≥ 0,Xt0 6∈ C(L)}. By definition of L and Proposition 20, for n large
enough, with probability at least 1 − 2δ, (Xt) does not visit C for t0 ≤ t ≤ t0 + cr and
4r/3 ≤ d(Xt0+cr, C) ≤ 5r/3. On this event and on {t0 ≤ log(r)}, B(X⌊cr⌋, r) contains no cycle
so that X⌊cr⌋ ∈ Rn. Therefore, on this realization of Gn, P(X⌊cr⌋ ∈ Rn) ≥ 1 − 3δ uniformly in
the starting point x.
Hence, we have shown that for all δ > 0, for n large enough and Gn such that Bn = Vn,
max
x∈Vn
P ⌊cr⌋n (x, Vn \ Rn) ≤ 3δ ≤ 1− δ,
and the conclusion follows by Lemma 24.
For x ∈ Rn, let Px be the probability distribution of Gn conditionally on the fact that x is a
root, let λx be the hitting measure on ∂B(x, r) of a RW started at x, and for all y ∈ ∂B(x, r),
denote α(y, x) the vertex at distance R of y on its shortest path to x.
In addition, if at most n exp(−β√log n/2) edges of Gn have been revealed (where β is the
constant of Proposition 21), and if all revealed paths starting from y and leading to revealed
cycles have length at least r, or go through α(y, x), say that Gn is a good context for y.
Define the cut exploration from y as the exploration performed in 4.2, except that some
matchings may have already been revealed, and give a mark to α(y, x) (hence don’t explore the
offspring of Φ(α) and stop the exploration if the RW hits α(y, x)). If the cut exploration from
y is k-successful for some k such that t(k) ≥ t′n, we say that this exploration is good.
Proposition 26. With high probability on Gn, for all x ∈ Rn,
λx({y| the cut exploration from y is good}) ≥ 1− 3ε.
To prove this statement, notice first that a cut-exploration from a good context has a large
probability to be good.
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Lemma 27. For n ∈ N, let x ∈ Rn and y ∈ ∂B(x, r). Let α be the unique vertex on the
shortest path from x to y at distance R of y. Suppose that Gn has been partially revealed and is
a good context for y. Then P (the α-cut exploration from y is good) ≥ 1− ε.
Proof. One checks that all the arguments in the proof of Proposition 21 remain valid. In
particular, the probability of creating a cycle while matching the R + 1 offspring of the R-
ancestor of the RW in the first t′n steps is o(1) and on the event that the exploration is not
stopped, the RW has a probability o(1) to visit α.
Proof of Proposition 26. Let x be a root. Let α1, . . . , αq be the vertices of ∂B(x, r − R), with
q = |∂B(x, r − R)|. For all i ∈ {1, q}, let Ai be the set of vertices y ∈ ∂B(x, r) such that αi is
on the shortest path from x to y. We say that Ai is intact whenever for all y ∈ Ai, for all j < i
and y′ ∈ Aj, no vertex in the cut exploration from y′ is matched to y. On the contrary, if such
a matching exists, say that the relevant edge is a mismatch. Denote Vα the set of vertices αi
such that Ai is not intact. Denote Vmis (resp. B) the set of y ∈ ∂B(x, r) which are not intact
(resp. which are intact and whose cut exploration is not good). Clearly, it is enough to prove
that
Px(λx(B ∪ Vmis) ≥ 3ε) = o(1/n),
where the o(1/n) is uniform in x ∈ Rn.
Let In be the cardinality of Vα, and Jn the number of mismatches. Clearly, In ≤ Jn a.s. and
there exists K ′ > 0, independent of x, such that for large enough n, |∂B(x, r)| ≤ log nK ′ . Hence
while performing the cut explorations of all y ∈ Ai for all i ≤ q, less than n exp(−β
√
log n/2)
edges are created for n large enough. Edges arise from independent matchings, so that for
n large enough, Jn is stochastically dominated by a sum of n exp(−β
√
log n/2) independent
Bernoulli random variables of parameter 2 log nK
′
/n. This entails for all integers U ≥ 1:
Px(In ≥ U) ≤ Px(Jn ≥ U) ≤
(
n exp(−β√log n/2)
U
)(
2 log nK
′
n
)U
≤
(
2 log nK
′
exp(β
√
log n/2)
)U
since
(M
N
) ≤ MN for M,N ∈ N. Letting U = ⌊3√log n/β⌋, we obtain Px(In ≥ U) = o(1/n),
and this is uniform in x ∈ Rn. But if In ≤ ⌊3
√
log n/β⌋, by Proposition 13,
λx(Vmis) ≤ P((Xt) hits a non-intact αi before leaving B(x, r) ) = O
(√
log nCr−R2
)
. For C ′
large enough in the definition of r,
√
log nCr−R2 = o(1).
Therefore,
Px(λx(Vmis) ≥ ε) = o(1/n)
uniformly in x ∈ Rn. Hence, it remains to prove that Px(λx(B) > 2ε) = o(1/n).
For i ≤ q, let Fi be the σ-field generated by the cut explorations of the vertices in ∪ij=1Aj , and
define Yi := λx(B ∩Ai), Zi := Yi −Ex(Yi| Fi−1) and Wi :=
∑i
j=1Zj . According to Lemma 27,
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for all i ≤ q,
Ex(Yi| Fi−1) = 1{Ai is intact}
∑
y∈Ai
λx(y)Px(the exploration from y is not good |Fi−1) ≤ ελx(Ai).
In particular, we obtain that λx(B) ≤ ε+Wq. And for all i ≥ 0,
(Wi+1 −Wi)2 = Z2i+1 ≤ 2(Y2i + Ex(Yi| Fi−1)2) ≤ 2λx(Ai+1)2 + 2ε2λx(Ai+1)2 ≤ 4λx(Ai+1)2,
so that
q−1∑
i=0
(Wi+1 −Wi)2 ≤ 4
q∑
j=1
λx(Aj)
2 ≤ 4 max
1≤i≤q
λx(Ai).
Again, by Proposition 13, max1≤i≤q λx(Ai) ≤ Cr−R2 . We apply Azuma-Hoeffding’s inequality
to the martingale (Wi)1≤i≤q to get
Px(Wq ≥ ε) ≤ exp
(
− ε
2
2Cr−R2
)
= o(1/n),
so that Px(λx(B) > 2ε) = o(1/n), the o(1/n) being uniform in all x ∈ Rn. This concludes the
proof.
From this and the conclusions of 4.2 b), we deduce the following:
Corollary 28. With high probability on Gn, for all x ∈ Rn,
λx
(
{y | dy(⌊t′′n +D′
√
log n⌋) ≤ ε+ 2√ε}
)
≥ 1− 3ε,
where D′ is defined as in (18).
Proof of Theorem 1. Let Tn := t
′′
n + D
′√log(n) + cr + 2s−1r. For all vertices x, y ∈ Vn,
P Tnn (x, y) =
∑
x′∈Vn P
cr
n (x, x
′)P Tn−crn (x′, y), so that the distance to equilibrium starting from x
verifies
2dx(Tn) =
∑
y∈Vn
|
∑
x′∈Vn
P crn (x, x
′)P Tn−crn (x
′, y)− πn(y)| ≤
∑
x′∈Vn
P crn (x, x
′)‖P Tn−crn (x′, ·)− πn‖1
by the triangle inequality. Thus by Proposition 25, w.h.p. as n → +∞, Gn is such that for all
x ∈ Vn,
dx(Tn) ≤ ε+ sup
x′∈Rn
dx′(Tn − cr). (20)
For all x′ ∈ Rn, again by the triangle inequality,
dx′(Tn − cr) ≤
∑
y∈∂B(x′,r)
2s−1r∑
ℓ=0
P ℓn(x
′, y)dz(Tn − cr − ℓ)
+ P(τe(x′) > 2s−1r),
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where τe(x
′) is the hitting time of ∂B(x′, r) by a RW started at x′. But t 7→ dy(t) is a non-
increasing function for all y ∈ Vn, so that
dx′(Tn − cr) ≤ P(τe(x′) > 2s−1r) +
∑
y∈∂B(x′,r)
λx′(z)dy(t
′′
n +D
′√log n).
By Corollary 28,
∑
y∈∂B(x′,r) λx′(y)dy(t
′′
n +D
′√log n) ≤ 3ε+ (ε+2√ε), and by Proposition 20,
for n large enough, P(τe(x
′) > 2s−1r) ≤ ε for all x′ ∈ Rn. Combining this with (20), we obtain
that w.h.p., Gn is such that
sup
x∈Vn
dx(Tn) ≤ 5ε+ 2
√
ε.
This concludes the proof of Theorem 1, in the case when A.3 and A.4 hold.
5 Relaxing the assumptions
We now establish that assumptions A.3 and A.4 are not necessary for Proposition 2 and
Theorem 1.
5.1 Getting rid of A.3
Without loss of generality, we can assume that each edge admits at least one orientation with
positive weight. Introduce the weaker assumption
A.3* At least one edge has both orientations with positive weight.
Hence, we suppose that at least one edge has exactly one orientation −→e with positive weight.
In this case, the RW on (TG◦) is not irreducible any more. However, due to Lemma 9, the RW
crosses an oriented edge with label −→e after a time T which is stochastically dominated by a
geometrical random variable of parameter p ∈ (0, 1) depending on G. After this crossing, since
TG is a tree, the RW can never come back to its starting point. Hence, it is transient. Moreover,
assumptions A.1 and A.2 are enough to imply that the RW can reach every isomorphism
class of subtrees, independently of the choice of ◦, so all constants in Section 3 can be made
independent of v∗ and −→e ∗.
As a consequence, all results of Section 3 hold, with the following exceptions:
• if A.3* is not verified, Proposition 20 becomes he(Xt) = t a.s. for all t (hence s = 1),
• if A.3* is not verified and TG satisfies the cylindrical symmetry defined in Corollary 16,
Theorem 3 becomes supt∈N |Wt − hTG t| ≤ KTG for some constant KTG only depending on
G.
This implies straightforwardly Proposition 2. One checks readily that the reasoning of Sections
4.2 a), 4.2 b) and 4.2 c) is still true, so that Theorem 1 holds.
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For Proposition 22 in particular, the original proof of Amit and Linial for simple non-directed
graphs is based on an argument that only requiresA.1 andA.2: pick V ′ ⊂ Vn, that contains say
k vertices of a given type u. Those vertices lead to k vertices of type v by irreducibility of the RW
associated to G. Hence if V ′ has less than k(1 − ε) vertices of type v, W (V ′, V ′c)/πn(V ′) & ε,
and we can suppose that every type is represented in V ′ ’almost’ in the same proportion as
the others. By A.2, there exist two cycles C1 and C2 6= C−11 of G such that from each of
those k vertices of type u, we can go along two trajectories featuring the types of C1 and C2
respectively. If we want W (V ′, V ′c)/πn(V ′) . ε, then at least (1 − ε)k of the k C1-like (resp.
C2-like) trajectories should end in those k vertices of type u. Denote E1 (resp. E2) this event.
Remark that we can suppose that C1 and C2 don’t lie on the same set of non-oriented edges, so
that E1 and E2 are independent, and the probability that E1 happens is the probability that a
uniform permutation of {1, . . . , n} sends at least k(1 − ε) elements of {1, . . . , k} in {1, . . . , k}.
An estimation of this quantity via a union bound on the choice of the k(1 − ε) elements and
Stirling’s formula, and a union bound over all possible subsets V ′ ⊂ Vn of cardinality at most
Vn/2 finishes the proof.
Note also that one might define the distance between x and y as the length of the shortest
non-oriented path between x and y (and define accordingly B(x,R) and ∂B(x, r)): the fact
that B(x,R) contains more vertices than
B˜(x,R) := {y| there is an oriented path of length at most R from x to y} does not change any-
thing to our reasoning (since cRb ≤ |B˜(x,R)| ≤ |B(x,R)| ≤ c′Rb′ for some fixed b, b′, c, c′ > 0
and all R ≥ 1).
5.2 Getting rid of A.4
As in Lemma 11, one can decompose G into a core c(G) verifying A.4 and ”branches” planted
on this core. A similar decomposition holds for Gn, as a n-lift c(G)n of c(G) and branches
isomorphic to those of c(G). By Lemmas 7 and 8, after t0 steps of a RW (Xt)t≥0 in Gn, the
number n(t0) of steps in c(G)n follows a CLT: (n(t0)− at0)/
√
t0 → N (0, b2) for some constants
a, b depending on G only. Moreover, the trajectory of (Xt) on c(G)n is a RW associated to
c(G)n by the strong Markov property, so that Theorem 1 holds (h is replaced by ha). As for
Proposition 2, the excursion theory presented in Section 3.4 is still true, and so is Proposition
2.
6 Appendix 1: computing h = hTG and s
In general, computing exact values for hTG and s is a difficult problem. Nagnibeda and Woess
[33] give two formulas for s depending on Green functions. The first one (equation (5.8)) writes
s−1 =
∑
−→e ∈−→E
πˆ(−→e ) F−→e −1(1)
w(−→e −1)(1− F−→e −1(1))
,
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where πˆ is the invariant distribution of the NBRW associated to Ĝ, and
F−→e (z) = Fx,y(z) :=
∑
n≥0
P(Xn = y and 6 ∃k < n, Xk = y|X0 = x)zn,
for all z ∈ C and x, y ∈ VTG such that the oriented edge (x, y) exists and has label −→e , is the
”first passage” Green function. Note that the series F−→e has a positive radius of convergence.
The functions (F−→e )−→e ∈−→E verify a non-linear system of equations given by
F−→e −1(z) = zw(
−→e −1) + z
∑
−→e ′←−→e
w(−→e ′)F−→e ′−1(z)F−→e −1(z)
for all −→e ∈ −→E (Proposition 2.5 in [33]), where −→e ′ ← −→e means that the end vertex of −→e is
the initial vertex of e′. One can establish this by decomposing the trajectory of a RW (Xt)t≥0
as follows: if u, v are such that (x, y) has label −→e , and if Xt = y, then either Xt+1 = x, or
Xt+1 = y′ for some y′ ∈ TG \ {x}, which happens with probability w(−→e ′) where −→e ′ is the label
of (y, y′). Now, (Xt) can come back to x in k steps only by reaching y in k′ ≤ k − 1 steps and
then reaching x in k − k′ steps.
Letting q(x, y) := F(x,y)(1) the probability that (Xt) reaches y at least once if it starts at x, the
transition matrix Q̂ of the NBRW on TĜ verifies
Q̂(−→e ,−→e ′) = w(
−→e ′)(1− q(−→e ′−1))∑
−→e ′′←−→e ,−→e ′′ 6=−→e w(
−→e ′′)(1− q(−→e ′′−1)) .
Indeed, if (x, y) and (y, y′) have respective labels −→e and −→e ′, if (Xt) starts at y, in order to leave
to infinity through y′:
• either it goes through (y, y′) and never returns back from w to v (this has probability
w(−→e ′)(1 − q(−→e ′−1))),
• or it goes through any (y, y′′), comes back to y, and will leave to infinity through y′ (this
has probability
∑
−→e ′′←−→e w(
−→e ′′)q(−→e ′′−1)wˆ(−→e ′).
Recall that wˆ(−→e ′) is the probability that (Xt) leaves to infinity through y. Hence, we obtain
that wˆ(−→e ′) = w(−→e ′)(1−q(−→e ′−1))+∑−→e ′′←−→e w(−→e ′′)q(−→e ′′−1)wˆ(−→e ′), and Q̂(−→e ,−→e ′) = wˆ(−→e ′)1−wˆ(−→e −1) ,
from which we derive the formula. Note that
∑
−→e ′′←−→e w(
−→e ′′)q(−→e ′′−1) since q(−→g ) < 1 for all
−→g ∈ −→E . It then remains to compute the unique invariant probability measure of Q̂.
Knowing (F−→e (1))−→e ∈−→E and πˆ, one can compute s. However, those quantities are the solutions
of non-linear systems of equations, for which no explicit general solutions have been found.
Even for the seemingly simple case where G has only one oriented cycle (and the inverse cycle),
continuous fractions are involved to derive non simple expressions for the F−→e ’s in [37]. The
second formula for the speed in [33] is derived from a powerful theorem in [34], and involves
again those series. For the SRW on periodic trees, Takacs obtains similar equations and gives
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explicit solutions for three examples (examples 4.7, 4.8 and 4.10 in [36]).
hW can be expressed simply in terms of Q̂ and πˆ, namely
hW =
∑
−→e ∈−→E
πˆ(−→e )(log(1− wˆ(−→e ))− log(wˆ(−→e )), (21)
hence once one manages to compute s, computing hTG is straightforward (recall that hTG =
shW ).
Gilch [21] studies transient random walks in the more general context of general languages, and
obtains a LLN:
− log(P tT (X0,Xt))/t a.s.→ h′ (22)
for some positive h′ if the random walk is transient. He proves that h′ is an analytic function of
the weights in G and discusses the possibilities to compute the entropy, and obtains a formula
that reduces to (14) in our particular context: h′ is given as the product of three factors,
h′ = λ−1ℓhe(Y ) (Theorem 2.5), where in our particular setting, λ = 1 is the expected distance
between Xθi and Xθi+1 , he(Y ) = hW and ℓ = s is the rate of escape, whose computation in [20]
is the equivalent of that of [33] for regular languages.
Note that in our setting, (22) can be deduced from Kingman’s subadditive ergodic theorem:
P tT (X0,Xt) ≥ P˜ s(X0,Xs)P t−sT (Xs,Xt) a.s. for all 0 ≤ s ≤ t. Moreover, if the label of X0 is
distributed according to π (hence, so is the label of Xr for all r ∈ N), the random variables
P t−sT (Xs,Xt) and P t−sT (X0,Xt−s) have the same distribution dt−s that only depends on t − s,
and we can apply Kingman’s theorem to obtain (22). Since π is strictly positive on all labels
and the convergence is a.s., the result must hold if the label of X0 is chosen arbitrarily. Note
that this does not imply that h′ > 0.
Remark 3. Comparing the formula in [21] and (14), we get that h′ = hTG . However, one
can come to this equality without using the results of [21]: the fact that hTG ≤ h′ is a conse-
quence from Proposition 4. Indeed, for all ε > 0 w.h.p. as t goes to infinity, P tT (X0,Xt) ≥
exp(−(h′ + ǫ)t), and (Xn)n≥t has a probability o(1) to visit the log(log(t))-ancestor of Xt (the
o(1) is uniform conditionally on Xt, by Proposition 4), so that w.h.p., this ancestor and Xt itself
have a probability at least exp(−(h′ + 2ε)t) to be in the ray to infinity, so that hTG ≤ h′ + 2ε.
Conversely, for all t ≥ 0, there exists a set St of at least exp((h′ − ε)t) vertices, such that for
all x ∈ St, exp(−(h′ + ε)t) ≤ P tT (X0, x) ≤ exp(−(h′ − ε)t) and st− εt2/3 ≤ he(x) ≤ st+ εt2/3,
and such that Xt ∈ St w.h.p. The fact that the vertices of St are localized in less than 3εt2/3
levels implies that one can write St = ⊔mi=1S′m for some m ≥ |St|/∆4εt
2/3 ≥ exp((h′ − 2ε)t) for
t large enough, so that for all i ≤ m, there exists xi ∈ S′i such that:
a) S′i \ {xi} is in the offspring of xi, hence xi maximizes W (x) for x ∈ S′i, which implies that
W (xi) ≥ exp(−(hTG − ε)t) for all i, and that
∑
1≤i≤mW (xi) ≥ m exp(−(hTG − ε)t), and
b) xi is in the offspring of no other xj, so that
∑
1≤i≤mW (xi) ≤ 1.
From this, we deduce that hTG ≥ h′ − 3ε. Further details are left to the reader.
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7 Appendix 2: is laziness necessary?
It is easily checked that the fact that α > 0 is not necessary outside the proof of Proposition
23, so that the rest of our reasoning still holds for α = 0 with minor changes (for instance,
one might have σ = 0 in Proposition 2 if G does not verify A.3* and if TG has a cylindrical
symmetry, and the RW on G might have a period d > 1, in which case one should look at the
RW (Xt)t≥0 at times {t = kd + r, k ∈ N}, for each residue r modulo d, details are left to the
reader).
As mentioned in the example of a d-regular graph (Section 1.5), we can prove that there is
a cutoff for α = 0 with mixing time tmix = h
−1
0 log n = (2h)
−1 log n: the lower bound of
Proposition 2 holds, and the upper bound comes from Theorem 1, taking α → 0, so that
hα → h0 = h/2 according to (3). However, we do not know any more if the cutoff window is
still of order
√
log n.
A sufficient condition to guarantee that the results of [31] required for the proof of Proposition
23 hold would be that there exists c > 0 such that for all n large enough,
inf
f,V arπn (f)=1
EP ∗nPn(f, f) ≥ c inf
f,V arπn (f)=1
EPn(f, f) (23)
where P ∗n(x, y) :=
πn(y)
πn(x)
Pn(y, x) and EPn(f, f) := 12
∑
x,y∈Vn (f(x)− f(y))2 Pn(x, y)πn(x) and
EP ∗nPn is defined analogously (note that πn is invariant for Pn and P ∗nPn).
This is clearly true for α > 0: for all x, y ∈ Vn, P ∗nPn(x, y) ≥ P ∗n(x, y)Pn(x, x) ≥ αP ∗n(x, y),
hence EP ∗nPn(f, f) ≥ αEPn(f, f) for all f (note that EPn(f, f) = EP ∗n (f, f) for all f), and we are
done.
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