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Abstract
The purpose of this paper is the mathematical analysis of the weak solu-
tion of the mixed Dirichlet-Robin boundary value problem for the nonlinear
Darcy-Forchheimer-Brinkman system in a bounded, two-dimensional Lips-
chitz domain, and the application of the corresponding results to the study
of the lid-driven flow problem of an incompressible viscous fluid located
in a square cavity filled with a porous medium. First we obtain a well-
posedness result for the linear Brinkman system with Dirichlet-Neumann
boundary conditions, employing a variational approach for the correspond-
ing boundary integral equations. The result is extended afterwards to the
Poisson problem for the Brinkman system and to Dirichlet-Robin boundary
conditions. Further, we study the nonlinear Darcy-Forchheimer-Brinkman
boundary value problem of Dirichlet and Robin type. Using the Dual Reci-
procity Boundary Element Method (DRBEM), we numerically investigate a
special Dirichlet-Robin boundary value problem associated to the nonlinear
Darcy-Forchheimer-Brinkman system, i.e., the lid-driven cavity flow prob-
lem. The physical properties of such a flow are discussed by the geometry of
the streamlines of the fluid flow for different Reynolds and Darcy numbers.
Moreover, an additional sliding parameter is imposed on the moving wall
and we show its importance by segmenting the upper lid into two opposite
moving segments.
Keywords: Nonlinear Darcy-Forchheimer-Brinkman system, Lipschitz
domains, layer potential operators, variational approach, lid-driven cavity
flow
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Introduction
Convection phenomena of a viscous, incompressible fluid through a porous me-
dia is described by the nonlinear Darcy-Forchheimer Brinkman system, when the
inertia of such a fluid is not negligible. Various practical applications arise corre-
sponding to boundary value problems on Lipschitz domains related to this system,
due to the evolution of modern technologies, such as the use of geothermal energy
in geology, secondary oil recuperation in petroleum engineering, disposal of ra-
dioactive wastes the list could go on.
Many different methods have been employed in the mathematical analysis of
elliptic boundary value problems, such as variational approaches, potential theory,
parametrix (Levi function) integral methods. Moreover, various numerical studies
are concerned with such systems going from central differences, finite element
methods, meshless methods and also boundary element methods.
We mention the work of Fabes, Kenig and Verchota [1], which studies the
Dirichlet problem for the Stokes system by reducing it to the analysis of related
boundary integral equation and the work of Kohr and Wendland [2], who stud-
ied the mixed Dirichlet-Neumann problem for the Stokes system on Lipschitz
domains employing a variational approach for the related boundary integral equa-
tions. Mitrea and Wright [3] obtained several well-posedness results for the Stokes
system in Lipschitz domains with data in Lp, Sobolev and Besov spaces.
The Navier-Stokes equation received also a great attention over the last decades.
Choe and Kim [4] analyzed the Dirichlet problem for the Navier-Stokes system
on bounded Lipschitz domains with connected boundary. By using a double-
layer formulation, Russo and Tartaglione [5] studied the Robin problem for the
Stokes system in bounded or exterior Lipschitz domains in R3 (see also [6] for
the Oseen system and [7] for the Navier-Stokes system). Also, many studies are
concerned with mixed boundary value problems (see, e.g., [8], [9], [10]). Gatica,
Hsiao, Meddahi and Sayas in [11] treated a dual-mixed formulation for an exterior
Stokes problem in R3. Let us also mention that, the well-posedness result for the
mixed Dirichlet-Robin problem for the Brinkman system in a creased Lipschitz
domainD ⊂ Rn (n ≥ 3) with boundary data in L2-based Sobolev spaces has been
recently obtained in [12, Theorem 6.1] (see also [13, Theorem 7.1] for Dirichlet-
Neumann boundary conditions and [14] for Robin boundary conditions).
Layer potential analysis and fixed point theorems have been used by Kohr,
Lanza de Cristoforis and Wendland in [15] and [14] to obtain existence results for
nonlinear Neumann-transmission problems for the Stokes and the Brinkman sys-
tems on Lipschitz domains in Rn. Also, Dirichlet-transmission problems have
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been treated in [16], [17]. Moreover, Kohr, Lanza de Cristoforis, Mikhailov,
Wendland [18] obtained well-posedness results for the transmission problems be-
tween a bounded and unbounded exterior domain. The mixed Dirichlet-Neumann
problem for the semilinear Darcy-Forchheimer-Brinkman system in a creased Lip-
schitz domain D ⊂ R3 with boundary data in Lp-based Besov spaces has been
recently studied in [13, Theorem 7.1].
One of many model problems which connect the mathematical theory with
computational methods is the lid-driven cavity flow problem, due to the reason
that it reflects the physical properties of the fluid flow. Steady solutions for
the lid-driven problem for the Navier-Stokes system for Reynolds numbers up
to Re = 20000 have been presented by Erturk, Corke and Gokcol [19]. Sahin
and Owens [20] used the finite volume method to obtain stability solutions on the
driven cavity flow. Koseff and Street managed to obtain some experimental results
in [21], [22]. Yang, Xue and Mathias [23] have analysed the flow of viscous fluids
in porous media and the dependency of the evolution of recirculating cells on the
cavity depth.
This paper analysis the weak solution of the mixed Dirichlet-Robin bound-
ary value problem for the nonlinear Darcy-Forchheimer-Brinkman system in a
bounded, two-dimensional Lipschitz domain. First, we obtain a well-posedness
result for the linear Brinkman system with Dirichlet-Neumann boundary con-
ditions, continuing the work of Kohr and Wendland [2] for the Stokes system.
The result is extended afterwards to the Poisson problem for the Brinkman sys-
tem and to Dirichlet-Robin boundary conditions, using the Newtonian potentials
and the linearity of the solution operator. Further, we study the nonlinear Darcy-
Forchheimer-Brinkman boundary value problem of Dirichlet and Robin type.
The second part is concerned with numerical simulations of the lid-driven cav-
ity flow problem associated to such a problem, using the Dual Reciprocity Bound-
ary Element Method (DRBEM). The physical properties of such a flow are dis-
cussed by the geometry of the streamlines of the fluid flow for different Reynolds
and Darcy numbers. Moreover, an additional sliding parameter is imposed on the
moving wall and we show its importance by segmenting the upper moving lid into
two segments. This work continues the numerical and theoretical studies started
in [24] for the nonlinear Darcy-Forchheimer-Brinkman system with Dirichlet or
mixed Dirichlet-Robin type boundary conditions.
3
1 Preliminaries
Def. 1 LetD+ ⊂ R2 be an open, connected and bounded set. We say thatD+ is a
Lipschitz domain, if there exists a constant M > 0 such that for each x ∈ Γ there
exist a coordinate system in R2 (isometric to the canonical one), (x′, x′′) ∈ R×R,
a constant r > 0, a cylinder Cr(x) :={(y′, y′′) : |y′−x′|<r, |y′′−x′′|<2Mr}, and
a Lipschitz function φ : R→ R with ‖∇φ‖L∞(R) ≤M , such that
Cr(x) ∩D = {(y′, y′′) : y′′ > φ(y′)} ∩ Cr(x),
Cr(x) ∩ Γ = {(y′, y′′) : y′′ = φ(y′)} ∩ Cr(x).
(1)
(see, e.g.,[25, Definition 3.28], [26, Section 2]).
Let us define a dissection of the boundary for the mixed boundary value prob-
lem as in [25, p. 99], [26, Section 2].
Def. 2 Consider a bounded Lipschitz domain D := D+ ⊂ R2 with connected
boundary Γ, which is partitioned into nonempty subsets ΓD, Λ and ΓN , such that
Γ = ΓD ∪ Λ ∪ ΓN . Moreover, we assume that ΓD and ΓN are disjoint, relatively
open subset of Γ, having Λ as their common boundary points. For each x ∈ Λ, we
require that there exists a coordinate system (x′, x′′), a coordinate cylinder Cr(x)
centered in x, a Lipschitz function φ as in (1) and a constant M1 such that
Cr(x) ∩ ΓD = {(y′, y′′) : y′ > M1, y′′ = φ(y′)} ∩ Cr(x),
Cr(x) ∩ ΓN = {(y′, y′′) : y′ < M1, y′′ = φ(y′)} ∩ Cr(x),
(2)
(see also [27] for a more special decomposition of the boundary).
Hence, in the sequel, one can assume that meas(ΓD) > 0 and meas(ΓN) > 0.
Let D = D+ be a bounded Lipschitz domain and let D− := R2\D. Let ν be
the outward unit normal to ∂D = Γ, which exists almost everywhere on Γ. For
fixed κ = κ(Γ) > 1, sufficiently large, the non-tangential maximal operator is
defined as (see, e.g., [3, Section 2.3], [12, Section 2])
N (u)(x) := {sup |u(y)| : y ∈ γ±(x), x ∈ Γ}, (3)
for arbitrary u : D± → R2, where
γ±(x) := {y ∈ D± : dist(x, y) < κdist(y,Γ), x ∈ Γ}, (4)
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are nontangential approach regions located in D+ and D− respectively. More-
over, we consider the nontangential boundary traces Tr± on Γ of a function u
defined in D±, as
(Tr±u)(x) := lim
γ±3y→x
u(y), x ∈ Γ, (5)
Tr± : C0(D±)→ C0(Γ), Tr±u = u|Γ. (6)
In the sequel, we will use the superscripts± only when we want to point out which
domain is involved, else their meaning will be understood from the context.
We denote by L2(R2) the space (equivalence class) of measurable, square in-
tegrable function on R2. For s ∈ R, the L2−based Sobolev (Bessel potential)
spaces are defined by
Hs(R2) = {(I−∆)− s2f : f ∈ L2(R2)} = {F−1(1 + |ζ|)− s2Ff : f ∈ L2(R2)}
Hs(R2,R2) = {f = (f1, f2) : fj ∈ Hs(R2), j = 1, 2},
where F is the Fourier transform defined on the space of tempered distributions
(see, e.g., [28, Chapter 4]).
The space Hs(D) is defined by the restriction to D from Hs(R2) and H˜s(D)
is the space of functions from Hs(R2) with compact support in D. Moreover, the
following duality relations hold (see, e.g., [29, Prop. 2.9], [30, 4.14])
(Hs(D))′ = H˜−s(D) (H˜s(D))′ = H−s(D). (7)
For s ∈ [0, 1], the Sobolev space Hs(Γ) on the boundary Γ can be defined by
using the spaceHs(R), a partition of unity and a pull-back of the local parametriza-
tion of Γ. Let S ∈ {ΓD,ΓN} be a part of Γ as in definitions 2. Then we define the
following spaces
Hs(S) = {f |S : f ∈ Hs(Γ)} , H˜s(S) =
{
f ∈ Hs(Γ) : supp f ⊂ S} , (8)
H−s(S) =
{
f |S : f ∈ H−s(Γ)
}
, H˜−s(S) =
{
f ∈ H−s(Γ) : supp f ⊂ S} ,
where (·)|S denotes the restriction operator from Γ to S. The spaces H±s(S,R2)
and H˜±s(S,R2) are defined as vector-valued functions or distributions whose
components belong to the spaces H±s(S) and H˜±s(S), respectively.
Moreover, we have the following duality pairing between the spacesH−
1
2 (S,R2)
and H˜−
1
2 (S,R2) and the spaces H˜ 12 (S,R2) and H 12 (S,R2) respectively, i.e., (see,
e.g., [30, 4.14])
H−
1
2 (S,R2) =
(
H˜−
1
2 (S,R2)
)′
H˜
1
2 (S,R2) =
(
H−
1
2 (S,R2)
)′
. (9)
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Finally, let us introduce the following subspace. Let ν be the outward unit
normal to the Lipschitz domain D, which exists almost everywhere on Γ with
respect to the surface measure on Γ. Then we define the subspace H
1
2
ν (Γ,R2) of
H
1
2 (Γ,R2) as
H
1
2
ν (Γ,R2) := {f ∈ H 12 (Γ,R2) : 〈f , ν〉 = 0}. (10)
For more details of Sobolev spaces on Lipschitz domains and boundaries, we
refer the reader to [3, 28, 31].
The following lemma introduces an important result related to the trace oper-
ator (see, e.g., [32], [29, Prop. 3.3] [3, Theorem 2.5.2], [33, Lemma 2.6]).
Lemma 1 Let D ⊂ R2 be a bounded Lipschitz domain with connected boundary
Γ. Then there exists a linear and continuous operator, called the trace operator
Tr : H1(D,R2)→ H 12 (Γ,R2), such that
Tr f = f |Γ, ∀ f ∈ C∞(D,R2) (11)
Moreover, the trace operator is surjective and has a continuous, bounded right
inverse Tr−1 : H
1
2 (Γ,R2)→ H1(D,R2).
The conormal derivative or boundary traction for the Stokes system has been
introduced by Mitrea and Wright in the general case of Sobolev spaces defined on
Lipschitz domains [3, Theorem 10.4.1]. We recall this notion in the case of the
Brinkman system with data in Sobolev spaces H1(D) (see, e.g., [12, Lemma 2.3],
[15, Lemma 2.4]). We also refer the reader to [32, Lemma 3.2], [33, Definition
3.1] and to [34, Lemma 2.5] for the Brinkman systems on compact Riemannian
manifolds.
For α > 0, the normalized Brinkman system in a bounded domain D is given
by the following system
Lα(u, p) := ∆u− αu−∇p = f , div u = 0 in D, (12)
where u and p are the desired velocity and pressure fields of a viscous incompress-
ible fluid flow (see [35] for a detailed description of the Brinkman operator).
The space H1(D,Lα) is defined by (see, e.g., [12, Lemma 2.3])
H1(D,Lα) :=
{
(u, p; f) ∈ H1(D,R2)× L2(D)× H˜−1(D,R2) (13)
Lα(u, p) = f |D and div u = 0 in D} .
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Lemma 2 Let D+ = D ⊂ R2 be a bounded Lipschitz domain with boundary Γ
and let D− = R2 \D+. Let α ≥ 0 and recall the space defined in (13). Then the
conormal derivative operator
∂ν;α : H
1(D±,Lα)→ H− 12 (Γ,R2), (14)
H1(D±,Lα) 3 (u, p; f)→ ∂ν;α(u, p)f ∈ H− 12 (Γ,R2), (15)
defined by the formula 1
± 〈∂±ν;α(u, p; f), ϕ〉 = 2〈E(u),E(Tr−1ϕ)〉D± + α〈u,Tr−1ϕ〉D± (16)
−〈p, div Tr−1ϕ〉D± +
〈
f ,Tr−1ϕ
〉
D±
,∀ϕ ∈ H 12 (Γ,R2)
is a well-defined, linear and continuous operator, which does not dependent on
the choice of the right inverse Tr−1. Note that Ejk(u) are the components of the
tensor field E(u) = 1
2
(∇u + (∇u)′). In addition the following Green formula
holds
± 〈∂±ν;α(u, p; f),Tr u〉=2〈E(u),E(u)〉D±+α〈u,u〉D±−〈p, div u〉D±+〈f ,u〉D± ,
(17)
for all (u, p; f) ∈ H1(D±,Lα).
Throughout this paper the notation ∂+ν;α(u, p) will denote the conormal derivative
operator for the homogeneous problem, i.e., f = 0. For simplicity, we will drop
the superscript + when working with a bounded Lipschitz domain D = D+.
1.1 The fundamental solution for the Brinkman operator inRn
Let us denote by Gα(x,y) and Πα(x,y) the fundamental velocity tensor and the
fundamental pressure vector for the Brinkman system in R2 given by (see, e.g.,
[36, (3.6)], [37, 2.4.20])
Gαjk(x) =
1
2pi
{
δjkA1(
√
α|x|) + xjxk|x|2 A2(
√
α|x|)
}
, Παk (x) =
1
2pi
xk
|x|2 (18)
where A1(z) and A2(z) are defined by
A1(z) := K0(z) +
K1(z)
z
− 1
z2
, A2(z) :=
2
z2
−K2(z), (19)
1Let 〈·, ·〉 := X′〈·, ·〉X denote the duality between the dual spaces X ′ and X .
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Kκ is the Bessel function of the second kind and order κ ≥ 0.
The fundamental stress tensor Sα and the the fundamental pressure tensorΛα
have the components (see, e.g., [38, (2.18)], [15, Section 2.3])
Sαij`(x,y) = −Παj (x,y)δi` +
∂Gαij(x,y)
∂x`
+
∂Gα`j(x,y)
∂xi
, (20)
Λαik(x,y) =
1
2pi
{
−(yi − xi)4(yk − xk)|y − x|4 −(α|y − x|
2 log |y − x|+2) δik|y − x|2
}
,
(21)
where δjk is the Kronecker symbol, Παj (x,y) are the components of Π
α, and
Gαij(x,y) are the components of Gα(x,y).
For a given density g ∈ H− 12 (Γ,R2), the single-layer velocity potential for the
Brinkman system, Vα;Γg, and the corresponding scalar pressure potential, Qsα;Γg,
are given by
(Vα;Γg)(x) := 〈Gα(x, ·)|Γ,g〉Γ, (Qsα;Γg)(x) := 〈Πα(x, ·)|Γ,g〉Γ, x ∈ R2 \ Γ.
(22)
For a given density h ∈ H 12 (Γ,R2) the double-layer velocity potential, Wα;Γh,
and the corresponding scalar pressure potential, Qdα;Γh, are defined by
(Wα;Γh)j(x) :=
∫
Γ
Sαij`(x,y)ν`(y)hi(y)dσy, ∀ x ∈ R2 \ Γ, (23)
(Qdα;Γh)(x) :=
∫
Γ
Λαj`(x,y)ν`(y)hj(y)dσy, ∀ x ∈ R2 \ Γ, (24)
where ν`, ` = 1, 2, are the components of the outward unit normal ν to D, which
is defined almost everywhere (with respect to the surface measure σ) on Γ.
The main properties of layer potential operators for the Brinkman system are
collected bellow (cf, e.g., [39, Proposition 3.4], [15, Lemma 3.1], [12, Lemma
3.1] [30, Theorem 3.1] and [18, Lemma 3.4] for the layer potentials defined on
R3).
Theorem 1 Let D+ ⊂ R2 be a bounded Lipschitz domain with connected bound-
ary Γ and let D− := Rn \ D+. Let α > 0. Let h ∈ H 12 (Γ,R2) and g ∈
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H−
1
2 (Γ,R2), then the following relations hold almost everywhere on Γ,
Tr+
(
Vα;Γg
)
= Tr−
(
Vα;Γg
)
=: Vα;Γg, ∀ g ∈ H− 12 (Γ,R2); (25)
1
2
h + Tr+(Wα;Γh) = −1
2
h + Tr−(Wα;Γh) =: Kα;Γh, ∀ h ∈ H 12 (Γ,R2);
(26)
−1
2
g+∂+α;ν (Vα;Γg,Qsg)=
1
2
g+∂−α;ν (Vα;Γg,Qsg)=:K∗α;Γg, ∀ g ∈ H−
1
2 (Γ,R2);
(27)
∂+α;ν
(
Wα;Γh,Qdα;Γh
)
= ∂−α;ν
(
Wα;Γh,Qdα;Γh
)
=: −Dα;Γh, ∀ h ∈ H 12 (Γ,R2);
(28)
where K∗α;Γ is the transpose of Kα;Γ and the following integral operators are
linear and bounded,
Vα;Γ : H− 12 (Γ,R2)→ H 12 (Γ,R2), Kα;Γ : H 12 (Γ,R2)→ H 12 (Γ,R2), (29)
K∗α;Γ : H
− 1
2 (Γ,R2)→ H− 12 (Γ,R2), Dα;Γ : H 12 (Γ,R2)→ H− 12 (Γ,R2). (30)
2 Formulation of the problem
Let D ⊂ R2 be a bounded Lipschitz domain with connected boundary Γ = ∂D,
which is decomposed into two adjacent, nonoverlapping parts ΓD,ΓN as in def-
inition 2. Then, we consider the mixed problem with Dirichlet and Neumann
boundary conditions for the Brinkman system
∆u− αu−∇p = 0 in D,
div u = 0 in D,
(Tr u)|ΓD = f ∈ H
1
2 (ΓD,R2),
(∂ν;α(u, p))ΓN = g ∈ H−
1
2 (ΓN ,R2).
(31)
where (·)|ΓD denotes the restriction operator from the Sobolev space H
1
2 (Γ,R2)
to H
1
2 (ΓD,R2), and (·)|ΓN is the restriction from H−
1
2 (Γ,R2) to H− 12 (ΓN ,R2).
In order to prove the well-posedness of the boundary value problem (31), we
will reformulate the problem as a system of boundary integral equations (BIE’s),
inspired by the main ideas in [2]. We start with the Green representation formula
of a weak solution (see, e.g., [13, Lemma 3.7] and also [28, (2.3.13) and (2.3.14)]
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and [3, Proposition 4.15] for α = 0)
u(x) = Vα;Γ(∂ν;α(u, p))−Wα;Γ(Tr u), p(x) = Qsα;Γ(∂ν;α(u, p))−Qdα;Γ(Tr u).
(32)
Letting x → Γ from inside of D, and following the jump relations for a
double-layer potential and the conormal derivation of a single-layer potential, we
obtain the following integral equations on Γ for the Brinkman system (31)
Vα;Γ(∂ν;α(u, p))−
(
1
2
I+ Kα;Γ
)
Tr u = 0 (33)(
−1
2
I+ K∗α;Γ
)
(∂ν;α(u, p)) + Dα;ΓTr u = 0. (34)
According to the definition of the spacesH
1
2 (ΓD,R2) andH−
1
2 (ΓN ,R2), there
exist some extensions f˜ ∈ H 12 (Γ,R2) and g˜ ∈ H− 12 (Γ,R2) such that f˜ |ΓD = f
and g˜|ΓN = g. Moreover, we assume without loss of generality that the extension
f˜ of the Dirichlet data f satisfies the orthogonality relation 〈f˜ , ν〉 = 0, i.e., f˜ ∈
H
1
2
ν (Γ,R2) (see, e.g., [2, 3.45]).
For the sake of completion, we show that for every f ∈ H 12 (ΓD,R2), there ex-
ists an extension f˜ ∈ H
1
2
ν (Γ,R2). To this end, we notice that ν|ΓN ∈ H−
1
2 (ΓN ,R2) =
(H˜
1
2 (ΓN ,R2))′. Since H˜
1
2 (ΓN ,R2) is a Hilbert space, the Riesz representation
theorem states that there exists a unique µ ∈ H˜ 12 (ΓN ,R2) ⊂ H 12 (Γ,R2) which
satisfies the equation
〈ν|ΓN , φ〉ΓN = 〈µ, φ〉H˜ 12 (ΓN .R2), (35)
For the sake of brevity, we denote by µˆ := 1‖µ‖2µ the normed function. Therefore
by (35), we get that 〈ν|ΓN , µˆ〉ΓN = 1.
Then, for a fixed extension F˜ ∈ H˜ 12 (Γ,R2) of the Dirichlet data f , we con-
struct f˜ in the following form
f˜ = F˜− 〈F˜, ν〉µˆ. (36)
Clearly f˜ ∈ H 12 (Γ,R2) since µˆ ∈ H˜ 12 (ΓN ,R2) ⊂ H 12 (Γ,R2). Taking the restric-
tion to ΓD, we obtain f˜ |ΓD = F˜|ΓD−〈F˜, ν〉Γµˆ|ΓD = f , since µˆ has support on ΓN .
Finally, the following computation based on the norm of µˆ yields
〈f˜ , ν〉 = 〈F˜, ν〉 − 〈F˜, ν〉〈µˆ, ν〉 = 0. (37)
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and implies that f˜ ∈ H˜
1
2
ν (Γ,R2).
By the above assumptions the boundary data for the Brinkman system (31) is
given by
(Tr u) |Γ = ϕN + f˜ , (∂ν;α(u, p)) |Γ = ψD + g˜. (38)
for some ϕN ∈ H˜ 12 (ΓN ,R2) and ψD ∈ H˜− 12 (ΓD,R2). The condition f˜ ∈
H˜
1
2
ν (Γ,R2), the continuity equation and the flux-divergence theorem, imply that
the desired density ϕN satisfies also the orthogonality condition 〈ϕN , ν〉 = 0, i.e.,
ϕ ∈ H˜
1
2
ν (Γ,R2).
By restricting (33) to ΓD and (34) to ΓN we obtain the following system of
boundary integral equations with the unknowns ψD ∈ H˜− 12 (ΓD,R2) and ϕN ∈
H˜
1
2
ν (ΓN ,R2) { Vα;ΓψD −Kα;ΓϕN = f1, x ∈ ΓD
K∗α;ΓψD + Dα;ΓϕN = f2, x ∈ ΓN (39)
where
f1 =
1
2
f˜ + Kα;Γf˜− Vα;Γg˜, f2 = −Dα;Γf˜ + 1
2
f˜−K∗α;Γg˜. (40)
2.1 Variational Formulation for the system of boundary inte-
gral equations (39)
For simplicity, we introduce the notationH for the product space
H := H˜ 12 (ΓN ,R2)× H˜− 12 (ΓD,R2) ⊂ H˜
1
2
ν (Γ,R2)× H˜− 12 (Γ,R2). (41)
Let us define the bilinear form a : H×H → R as
a((ϕN , ψD); (ϕ, ψ)) := 〈Vα;ΓψD, ψ〉−〈Kα;ΓϕN , ψ〉+〈K∗α;ΓψD, ϕ〉+〈Dα;ΓϕN , ϕ〉.
(42)
Then the equivalent variational formulation for the mixed Dirichlet-Neumann
boundary value problem for the Brinkman system (31) is to find (ϕN , ψD) ∈ H
such that the following equation is satisfied (see [2] for α = 0 )
a((ϕN , ψD); (ϕ, ψ)) = l(ϕ, ψ), ∀(ϕ, ψ) ∈ H (43)
where
l(ϕ, ψ) = 〈1
2
f˜ + Kα;Γf˜− Vα;Γg˜, ψ〉+ 〈−Dα;Γf˜ + 1
2
g˜ −K∗α;Γg˜, ϕ〉. (44)
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In order to analyse the variational problem (43), we study the coerciveness
properties of the hypersingular boundary integral operator Dα;Γ and the single-
layer integral operator Vα;Γ. To this purpose, we show the following Garding
inequalities (see [2, Lemma 3.9] for the Stokes system).
Lemma 3 Let D ⊂ R2 be a bounded Lipschitz domain with connected boundary
Γ. There exists a compact operator CD : H 12 (Γ,R2)→ H− 12 (Γ,R2), such that
〈(Dα;Γ + CD)ϕ, ϕ〉 ≥ c1‖ϕ‖2
H
1
2 (Γ,R2)
, ∀ϕ ∈ H 12 (Γ,R2). (45)
Proof 1 We follow the main ideas in the proof of [2, Lemma 3.9]. For any ϕ ∈
H
1
2 (Γ,R2), let us consider the double-layer potentials
u0 = Wα;Γϕ, p0 = Qdα;Γϕ x ∈ R2\Γ. (46)
Then (u0, p0) ∈ H1(D±,R2) × L2(D±). Moreover, we have the jump relations
for the double-layer potential operator (see, e.g., [39, Theorem 2.1], [12, Lemma
3.1])
Tr−
(
Wα,Γϕ
)− Tr+(Wα,Γϕ) = ϕ, (47)
∂−ν;α
(
Wα;Γϕ,Qsα;Γϕ
)− ∂+ν;α (Wα,Γϕ,Qsα,Γϕ) = −Dα;Γϕ+ Dα;Γϕ = 0. (48)
Considering a constant η > 0, such that the domain D lies in the closed ball
Bη := {x ∈ R2 : |x| ≤ η}, i.e., D ⊂ Bη, we obtain the following identities based
on the Green formula (17) for the interior domain respectively for the intersection
of the exterior domain with the closed ball Dη := D− ∩Bη, i.e.,
〈∂+ν;α(u0, p0),Tr+ u0〉 = 2〈E(u0),E(u0)〉D+ + α〈u0,u0〉D+ , (49)
−〈∂−ν;α(u0, p0),Tr− u0〉+ 〈∂+ν;α(u0, p0),Tr+ u0〉∂Bη = 2〈E(u0),E(u0)〉Dη
+ α〈u0,u0〉Dη . (50)
Adding equations (49) and (50) and applying Korn’s inequality (see, e.g., [28,
Lemma 5.4.4]) to the right hand side, we obtain
〈Dα;Γϕ, ϕ〉+〈∂+ν;α(u0, p0),Tr+ u0〉∂Bη≥ c0(1 + α)‖u0‖2H1(D,R2) − ‖u0‖2L2(D,R2)
+c0(1 + α)‖u0‖2H1(Dη ,R2)−‖u0‖2L2(Dη ,R2).
(51)
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Let us consider the linear operator defined by
〈CDu, ϕ〉=〈u,W∗α,D+Wα,D+ϕ〉+〈u,W∗α,D−Wα,D−ϕ〉
+〈∂+ν;α(Wα,D−u,Qdα,D−u),Tr+ Wα,D−ϕ〉∂Bη . (52)
for every ϕ ∈ H 12 (Γ,R2). Note that the operator (52) is well-defined, due to
the embedding H1(D+,R2) ↪→ L2(D+,R2), by which we can define the adjoint
double-layer potential W∗α,D+ : L
2(D+,R2)→ H 12 (Γ,R2) as follows
〈Wα;D+u,Wα;D+ϕ〉 = 〈u,W∗α,D+Wα;D+ϕ〉, (53)
where the notation 〈·, ·〉 in the left hand side refers to the inner product on the
space L2(D+,R2), while the same notation in the right hand side means the
inner product of the space H
1
2 (D+,R2). However, for the same of brevity, we
use the same notation in both sides of (53). According to the compact embed-
ding H1(D+,R2) into L2(D+,R2) and for a well chosen constant η such that
dist (Γ, ∂Bη) > 0, we deduce that the operator CD is compact.
Finally from (51) and the continuity of the trace operator, we obtain the fol-
lowing relation
〈(Dα;Γ + CD)ϕ, ϕ〉≥ c1
{
‖
(
− 1
2
I+Kα;Γ
)
ϕ‖2
H
1
2 (Γ,R2)
+ ‖
(1
2
I+Kα;Γ
)
ϕ‖2
H
1
2 (Γ,R2)
}
≥ c1‖ϕ‖2
H
1
2 (Γ,R2)
, (54)
which proves our assertion.
Lemma 4 Let D ⊂ R2 be a bounded Lipschitz domain with connected boundary
Γ. Then there exists a compact operator CV : H− 12 (Γ,R2) → H 12 (Γ,R2) such
that
〈(Vα;Γ + CV )ψ, ψ〉 ≥ c2‖ψ‖2
H−
1
2 (Γ,R2)
, ∀ψ ∈ H− 12 (Γ,R2). (55)
Proof 2 For any ψ ∈ H− 12 (Γ,R2), let us consider the single-layer potential op-
erators
u0 = Vα;Γψ, p0 = Qsα;Γψ, x ∈ R2\Γ. (56)
Then (u0, p0) ∈ H1(D±,R2) × L2(D±). The jump relations for this particular
fields yield
Tr+
(
Vα;Γψ
)− Tr−(Vα;Γψ) = 0, (57)
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∂+ν;α
(
Vα;Γψ,Qsα;Γψ
)− ∂−ν;α (Vα;Γψ,Qsα;Γψ) = ψ. (58)
As in Lemma 3, we consider again a constant η and the corresponding closed ball
Bη := {x ∈ R2 : |x| ≤ η}, such thatD ⊂ Bη and letDη be the intersection of the
exterior domain with the closed ball, i.e., Dη := D− ∩ Bη. By the jump relations
(57) and (58) and the Green formula (17), we can write
〈Vα;Γψ, ψ〉+ 〈∂+ν;α(u0, p0),Tr+ u0〉∂Bη =2〈E(u0),E(u0)〉D+ +2〈E(u0),E(u0)〉Dη
+ α〈u0,u0〉D+ + α〈u0,u0〉Dη .
Then the result follows with similar arguments as for Lemma 3, where the compact
operator is given by
〈CV u, ψ〉 = 〈u,V∗α;D+Vα;D+ψ〉+ 〈u,V∗α;D−Vα;D−ψ〉
+ 〈∂+ν;α(Vα,D−u,Qsα,D−u),Tr+ Vα,D−ϕ〉∂Bη . (59)
Moreover, we need the following positivity lemma for the single-layer and the
hypersingular potential operators (see, e.g., [2, Theorem 3.8]).
Lemma 5 Let D ⊂ R2 be a bounded Lipschitz domain with connected boundary
Γ as in definition 2. There exists two positive constants cV > 0 and cD > 0, such
that
〈Vα;Γψ, ψ〉 ≥ cV ‖ψ‖2
H˜−
1
2 (ΓD,R2)
, ∀ψ ∈ H˜− 12 (ΓD,R2) (60)
and
〈Dα;Γϕ, ϕ〉 ≥ cD‖ϕ‖2
H
1
2
ν (Γ,R2)
, ∀ϕ ∈ H
1
2
ν (Γ,R2). (61)
Proof 3 Let (u0, p0) := (Wα;Γϕ,Qdα;Γϕ) be the double-layer velocity and pres-
sure potentials with a density ϕ ∈ H
1
2
ν (Γ,R2). Note that for ϕ ∈ H
1
2
ν (Γ,R2),
the asymptotic behavior of the double-layer velocity operator Wα;Γ, the gradient
of the double-layer potential operator∇Wα and the double-layer pressure poten-
tial operator Qdα are the following (see, e.g., [15, 3.12], [37, Lemma 3.7.3], [38,
Lemma 2.12])
(Wαϕ) (x) = O(|x|−2), (∇Wαϕ)(x) = O(|x|−1), (Qdαϕ)(x) = O(|x|−1).
(62)
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Hence, for ϕ ∈ H
1
2
ν (Γ,R2), we deduce that there exists a constant M1 > 0
such that
〈t+α (u0, pi0), γ+u0〉∂Bη ≤
∫
∂Bη
|t+α (u0, pi0)||γ+u0|dση
=
1
η3
∫ 2pi
0
η|t+α (u0, pi0)|η2|γ+ u0|ηdθ
≤ 1
η2
M1 → 0, as |x| → ∞. (63)
This implies, by adding (49) and (50) that
〈Dα;Γϕ, ϕ〉 = 2〈E(u0),E(u0)〉D++2〈E(u0),E(u0)〉D−+α〈u0,u0〉D++α〈u0,u0〉D− ,
(64)
which means that Dα;Γ is non-negative and we show that the hypersingular poten-
tial operator is positive for 0 6= ϕ ∈ H 12 (Γ,R2). To this purpose, let us assume
that
〈Dα;Γϕ, ϕ〉 = 0 (65)
which gives the relations 〈E(u0),E(u0)〉D± = 0 and 〈u0,u0〉D± = 0.
Therefore, u0 = 0 in D± and the jump relation Tr−u0 − Tr+u0 = ϕ, implies
ϕ = 0. Consequently, the relation (61) holds in addition to Lemma 3, which
implies that the operator Dα;Γ is H
1
2 (Γ,R2)-elliptic (cf., e.g, [40, §6.2 and §6.11],
[28, Lemma 5.2.5]; see also [2, Theorem 3.8] in the case of the Stokes system).
Now let us show the estimate (61). To this end, let (u0, p0) := (Vα;Γψ,Qsα;Γψ)
be the single-layer potentials with the density ψ ∈ H− 12 (Γ,R2). The behavior at
infinity of the single-layer potential are the following (see, e.g., [15, 3.12], [37,
Lemma 3.7.3], [38, Lemma 2.12])
(Vα;Γψ) (x) = O(|x|−2), (∇Vα;Γψ) (x) = O(|x|−1),
(
Qsα;Γψ
)
(x) = O(|x|−1),
(66)
which imply by similar arguments as in (63) that 〈∂+ν;α(u0, p0),Tr+ u0〉∂Bη → 0
as η →∞. Hence, we obtain
〈Vα;Γψ, ψ〉=2〈E(u0),E(u0)〉D++2〈E(u0),E(u0)〉D−+α〈u0,u0〉D++α〈u0,u0〉D− .
(67)
The relation (67) implies that 〈Vα;Γψ, ψ〉 ≥ 0 for all ψ ∈ H− 12 (Γ,R2), in partic-
ular ψ ∈ H˜− 12 (ΓD,R2). Let now ψ ∈ H˜− 12 (ΓD,R2), such that 〈Vα;Γψ, ψ〉 = 0.
Then u0 = 0 on D+ ∪ D− by (67). Since (u0, p0) is a solution of the Brinkman
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system, there exists two constants c+, c−, such that p0 = c± on D±. Since ψ = 0
on ΓN and meas(ΓN ) > 0, we infer that (c− − c+) = 0. Thus (61) hold by §6.2
and §6.11 in [40] and implies, together with Lemma 4, that the operator Vα;Γ is
H˜−
1
2 (ΓD,R2)-elliptic.
Remark 1
(i) The hypersingular potential operator for the Brinkman system Dα;Γ is coer-
cive on the subspace H
1
2
ν (Γ,R2), in particular also on the space H˜
1
2 (ΓN ,R2) (see
[2, Theorem 3.8] in the case of the Stokes system).
(ii) The single-layer integral operator Vα;Γ is coercive only on the subspace
H˜−
1
2 (ΓD,R2), although it satisfies a Garding inequality for the Sobolev space
defined on the entire Γ.
Theorem 2 LetD ⊂ R2 be a bounded Lipschitz domain with connected boundary
Γ as in definition 2. Then the variational problem (43) has a unique solution.
Proof 4 The proof of this theorem follows similar arguments to those of [2, The-
orem 3.10]. Considering (ϕN , ψD) ∈ H we obtain the following relation for the
bilinear form (42)
a((ϕN , ψD); (ϕN , ψD)) = 〈Vα;ΓψD, ψD〉 − 〈Kα;ΓϕN , ψD〉
+ 〈K∗α;ΓψD, ϕN〉+ 〈Dα;ΓϕN , ϕN〉
= 〈Vα;ΓψD, ψD〉+ 〈Dα;ΓϕN , ϕN〉. (68)
Due to Lemma 3 and Lemma 4, the bilinear form (42) satisfies a Garding
inequality of the form
(a+ C)((ϕN , ψD); (ϕN , ψD))≥cD‖ϕN‖2
H
1
2 (ΓN ,R2)
+cV ‖ψD‖2
H−
1
2 (ΓD,R2)
with the bilinear form C given in terms of the compact operators CV and CD de-
fined in (59) and (52) as follows
C((u, t); (ϕ, ψ)) = 〈CV u, ϕ〉+ 〈CDt, ψ〉, ∀(ϕ, ψ) ∈ H. (69)
Next, we show the positivity of the bilinear form a. To this end, let us consider
the homogeneous system{ Vα;Γψ0D − Kα;Γϕ0N = 0, x ∈ ΓD
K∗α;Γψ0D + Dα;Γϕ0N = 0, x ∈ ΓN (70)
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and let (u0, p0) be the fields given by
u(x) = Vα;Γ(ψ0D)−Wα;Γ(ϕ0N), p(x) = Qsα;Γ(ψ0D)−Qdα;Γ(ϕ0N), in R2\Γ. (71)
By the choice of the boundary conditions, we find that the interior boundary data
satisfies
Tr+u0|ΓD = 0 and ∂+ν,α(u0, p0)|ΓN = 0 (72)
and hence by applying the Green formula (17), we obtain u0 = 0 in D.
By the jump relations across Γ for the conormal derivative and the fact that
(ψ0D)|ΓN = 0, we get
∂−ν;α(u0, p0)|ΓN = K∗α;Γψ0D + Dα;Γϕ0N = 0, (73)
and similarly
Tr−u0|ΓD = Vα;Γψ0D − Kα;Γϕ0N = 0. (74)
Because (u0, p0) has to vanish at infinity we have u0 = 0 in D−. The jump
relations for the double-layer potential yield that 0 = Tr−u0 − Tr+u0 = ϕ0N
and for the single layer potential 0 = ∂−ν,α(u0, p0) − ∂+ν,α(u0, p0) = ψ0D, i.e.,
(ϕ0N , ψ
0
D) = (0, 0). Therefore, the bilinear form a is strongly H−elliptic and by
the Lax-Milgram theorem (see, e.g., [28, Theorem 5.2.3]), the variational problem
43 has a unique solution.
Next, we show that the solution (u, p) is bounded. For any fixed (ϕN , ψD),
we obtain a bounded, linear functional a(ϕN ,ψD) ∈ H′ acting on (ϕ, ψ) ∈ H and
hence by the Riesz representation theorem, there exists a unique (f, g) ∈ H such
that
a((ϕN , ψD); (ϕ, ψ)) = 〈(f, g), (ϕ, ψ)〉H, ∀(ϕ, ψ) ∈ H (75)
and we define (f, g) = A(ϕN , ψD). It follows that the problem (43) is equivalent
to
Find (ϕN , ψD) ∈ H such that A(ϕN , ψD) = (f, g). (76)
Since the bilinear form (42) is continuous, the operator A : H → H and the
functional l : H → R are linear and bounded. Moreover, the well-posedness of
the variational problem (43) implies that the operator A is invertible (for more
details we refer the reader to [28, Theorem 5.2.3]). Thus, we obtain the estimate
‖(ϕN , ψD)‖H = ‖A−1(f, g)‖H ≤ ‖A−1‖‖(f, g)‖H ≤ c‖(f, g)‖H (77)
The Riesz representation operator J : H′ → H mapping H′ 3 l → Jl =
(f, g) ∈ H, i.e.,
〈l, (ϕ, ψ)〉 = 〈Jl, (ϕ, ψ)〉H := 〈(f, g), (ϕ, ψ)〉H, ∀(ϕ, ψ) ∈ H, (78)
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is an isomorphism. Thus, the solution of the variational problem (43) is given by
(ϕN , ψD) = A−1Jl =: (ΦJl,ΨJl). (79)
Consequently, since the solution of the boundary value problem (43) is ex-
pressed in terms of layer potentials (32) and due to the relation (79), we conclude
that the solution is given by
u(x) = Vα;Γ(g˜ + ΨJl)−Wα;Γ(˜f + ΦJl) =: U(f, g) (80)
p(x) = Qsα;Γ(g˜ + ΨJl)−Qdα;Γ(˜f + ΦJl) =: P(f, g) (81)
and satisfies the estimate
‖u‖H1(D,R2) + ‖p‖L2(D) ≤ c
(‖f‖
H
1
2 (ΓD,R2)
+ ‖g‖
H−
1
2 (ΓN ,R2)
)
. (82)
Remark 2
(i) Considering that meas(ΓN) = 0, hence ΓD ≡ Γ, we obtain the Dirichlet
problem for the Brinkman system. Some attention is required since the single-
potential integral operator Vα;Γ is invertible only on the subspace H
1
2
ν (Γ,R2),
given by (10). Thus, the operator (see, e.g., [35, Theorem 5.2])
Vα;Γ : H− 12 (Γ,R2)/Rν → H
1
2
ν (Γ,R2), (83)
is an isomorphism, and then the well-posedness result holds with the additional
assumption that f ∈ H
1
2
ν (Γ,R2) (see, e.g, [13, Theorem 5.1 (iii)] and [3, Theorem
9.18] for the Stokes system).
(ii) Letting meas(ΓD) = 0, i.e., ΓN ≡ Γ, we obtain the Neumann problem for
the Brinkman system (see, e.g, [13, Theorem 5.6] and [3, Theorem 9.19] for the
Stokes system).
2.2 The Poisson problem for the Brinkman system with mixed
Dirichlet-Neumann conditions
In this section we show the well-posedness result of the weak solution for the
mixed boundary value problem of Dirichlet-Neumann type for the Brinkman sys-
tem in L2-based Sobolev spaces defined on a bounded Lipschitz domain D in
R2 with connected boundary. This immediate consequence of the above well-
posedness result, follows similar arguments as in [14], where the authors have
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studied the Poisson problem for the Stokes and Brinkman system (see also [34,
Section 4]).
For simplicity of notation, let us define the solution space X , the boundary
value space BDN and the space Y for the mixed boundary value problem for the
Brinkman system as
X := H1(D,R2)× L2(D), BDN := H 12 (ΓD,R2)×H− 12 (ΓN ,R2),
Y := H˜−1(D,R2)× BDN . (84)
Theorem 3 Assume that D ⊂ R2 is a bounded Lipschitz domain with connected
boundary Γ as in definition 2. Let α > 0 be a constant. Then for all given
data (f ,g) ∈ BDN , the mixed Dirichlet-Neumann boundary value problem for the
Brinkman system 
4u− αu−∇p = F , div u = 0 in D
(Tr u) |ΓD = f ∈ H
1
2 (ΓD,R2)
(∂ν;α(u, p)) |ΓN = g ∈ H−
1
2 (ΓN ,R2),
(85)
is well-posed, i.e., there exists a unique solution (u, p) ∈ X . Moreover, there
exists a linear continuous operator Aα : Y → X delivering the solution, which
satisfies the inequality
‖u‖H1(D,R2) + ‖p‖L2(D) ≤ C
(
‖F‖H˜−1(D,R2) + ‖f‖H 12 (ΓD,R2) + ‖g‖H− 12 (ΓN ,R2)
)
,
with some constant C ≡ C(α,ΓD,ΓN) > 0.
Proof 5 We construct the solution of the problem (85) as a combination between
Newtonian potential operators (Nα;DF ,Qα;DF) and the unknown solution (v, q),
which satisfies the mixed Dirichlet-Neumann problem (31) in the form (see, e.g.,
[12, Theorem 6.1])
u = Nα;DF + v, p = Qα;DF + q, (86)
where
Nα;D : H−1(D,R2)→ H1(D,R2), Nα;Dw := −〈Gα(·, ·),w〉D , (87)
Qα;D : H−1(D,R2)→ L2(D), Qα;Dw := −〈Πα(·, ·),w〉D . (88)
The Newtonian velocity and pressure potential operators of the Brinkman system
are linear and continuous pseudodifferential operators of order −2 and −1 (see
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also [18, Lemma 3.2] for further related mapping properties). In addition, the
Newtonian potentials satisfy the relation (Nα;DF ,Qα;DF ;F) ∈ H1(D,Lα).
Then by the construction in (86) and the properties of the Newtonian poten-
tials, the Poisson problem of mixed type (85) is reduced to the mixed Dirichlet-
Neumann problem for the homogeneous Brinkman system, i.e., (v, q) ∈ H1(D,Lα)
and Lα(v, q) = 0, with the boundary conditions
f0 := f − (Nα;DF) |ΓD , g0 := g − (∂α;ν (Nα;DF ,Qα;DF)) |ΓN . (89)
Theorem 2 asserts that the mixed Dirichlet-Neumann boundary value problem
with boundary data (0, f0,g0) has a unique solution (v, q) ∈ X , which satisfies
an estimate of type (82). Hence, we obtain the unique solution of the Poisson
problem for the Brinkman system delivered by the linear and continuous operator
Aα : Y → X defined by
Aα(F , f, g) = (UF ,PF) :=
(Nα;DF + U(f0, g0), Qα;DF + P(f0, g0)). (90)
2.3 The mixed Dirichlet-Robin problem for the Brinkman sys-
tem
Next, we are concerned with the mixed Dirichlet-Robin boundary value problem
for the Brinkman system. Let us consider now that the boundary Γ is partitioned
in two non-overlapping parts ΓD and ΓR such that ΓD ∪ ΓR = Γ in analogy with
definition 2, i.e., now we have BDR = H 12 (ΓD,R2) × H− 12 (ΓR,R2) and Y =
H˜−1(D,R2)×BDR. Then the mixed Dirichlet-Robin boundary value problem for
the Brinkman system is
∆u− αu−∇p = F , div u = 0 in D
(Tr u)|ΓD = f ∈ H
1
2 (ΓD,R2),
(∂ν;α(u, p)|ΓR + (λTr u)|ΓR = h ∈ H−
1
2 (ΓR,R2).
(91)
where (·)|ΓR denotes the restriction operator from the entire boundary to ΓR and
λ ∈ L∞(ΓR,R2 ⊗R2) is a symmetric matrix valued function such that (as in [41,
Theorem 4.1])
〈λv, v〉ΓR ≥ 0, ∀v ∈ L2(ΓR,R2). (92)
Theorem 4 LetD ⊂ R2 be a bounded Lipschitz domain with connected boundary
Γ = ∂D, which is decomposed into two adjacent, nonoverlapping parts Γ = ΓD∪
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ΓR as in definition 2. Let α > 0 be given constants and let λ ∈ L∞(Γ,R2 ⊗ R2)
be a symmetric matrix valued function with property (92). Then the problem (91)
has a unique solution, which satisfies an estimate
‖u‖H1(D,R2)+‖p‖L2(D) ≤ c
(‖F‖H˜−1(D,R2)+‖f‖H 12 (ΓD,R2)+‖h‖H− 12 (ΓR,R2)) (93)
Proof 6 The proof of this theorem follows the main ideas in the proof of [34,
Theorem 4.4]. Theorem 3 asserts that there exists a linear and continuous oper-
ator Aα : Y → X delivering the unique solution (u, p) of the mixed Dirichlet-
Neumann problem
(u, p) = Aα(F , f,h− (λTr u)|ΓR), (94)
which can be rewritten, due to the linearity of the operator Aα, as
(u, p) +Aα(0, 0, (λTr u)|ΓR) = Aα(F , f,h). (95)
The compactness of the embedding
L∞(Γ,R2 ⊗ R2) ·H 12 (Γ,R2) ↪→ L2(Γ,R2) (96)
together with the continuity of the restriction to ΓR, the continuity of the embed-
ding
L2(ΓR,R2) ↪→ H− 12 (ΓR,R2) (97)
and the continuity ofAα, implies that the left hand side of (95) defines a Fredholm
operator with index zero denoted by
Bλ : H1(D,R2)× L2(D)→ H1(D,R2)× L2(D). (98)
Next, we show that the operator Bλ is one-to-one, i.e., that Ker Bλ = {(0, 0)},
which is equivalent to the well-posedness of the mixed boundary value problem
(91).
To this end, let us assume that the homogeneous problem associated to (91)
has the solution (u0, p0) ∈ X . Applying Green identity (17) to D, we obtain (see,
e.g., [12, Theorem 6.1] )
2〈E(u0),E(u0)〉+ α〈u0,u0〉 = 〈∂ν;α(u0, p0),Tr u0〉 = −〈(λTr u0)|ΓR , (Tr u0)|ΓR〉.
(99)
The left hand side of (99) is non-negative and the right hand side is non-positive,
due to condition (92) for the tensor field λ. Hence, each term of (99) vanishes
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and we obtain u = 0 and p0 = c ∈ R in D. In addition, (Tr u)|ΓR = 0, which
implies that (∂ν;α(u, p))|ΓR = 0 such that we also obtain p0 = 0 in D and hence
the desired uniqueness result is proved. Consequently, the solution of the mixed
Dirichlet-Robin boundary value problem is given by the operator
Sα;λ : Y → X , Sα;λ := B−1λ Aα : Y → X . (100)
2.4 Mixed Dirichlet-Robin problem for the nonlinear Darcy-
Forchheimer-Brinkman system
Going further, we obtain a similar existence and uniqueness result as in [12, The-
orem 7.1] for the weak solution of the mixed Dirichlet-Robin problem (102), with
the given data (f,h) ∈ BDR. The Darcy-Forchheimer-Brinkman system with
Robin boundary conditions in Lipschitz domains in Euclidean settings has been
investigated in [41] (see also [42] and [34] for transmission problems). Recently,
the authors[13] obtained well-posedness results for the mixed Dirichlet-Neumann
problem for semilinear Darcy-Forchheimer-Brinkman system on creased Lips-
chitz domains in R3.
Theorem 5 LetD ⊂ R2 be a bounded Lipschitz domain with connected boundary
Γ, which is decomposed similar to definition 2 into two disjoint nonoverlapping
parts ΓD and ΓR. Let α, β > 0 be given constants and λ ∈ L∞(Γ,R2 ⊗ R2)
is a symmetric matrix valued function with property (92). Then there exists two
constants Cj ≡ Cj(D, α, β) > 0, j = 1, 2, with the property that for all data
(f ,h) ∈ BDR satisfying the condition
‖f‖
H
1
2 (ΓD,R2)
+ ‖h‖
H−
1
2 (ΓR,R2)
≤ C1, (101)
the mixed Dirichlet-Robin problem for the nonlinear Darcy-Forchheimer-Brinkman
system 
4u− αu− β(u · ∇)u−∇p = 0, div u = 0 in D,
(Tr u) |ΓD = f ∈ H
1
2 (ΓD,R2)
(∂ν;α(u, p)) |ΓR + λ (Tr u) |ΓR = h ∈ H−
1
2 (ΓR,R2)
(102)
has a unique solution (u, p) ∈ X , with the property ‖u‖H1(D,R2) ≤ C2. Moreover,
the solution depends continuously on the given data, and satisfies the estimate
‖u‖H1(D,R2) + ‖p‖L2(D) ≤ C
(
‖f‖
H
1
2 (ΓD,R2)
+ ‖h‖
H−
1
2 (ΓR,R2)
)
(103)
with some constant C ≡ C(D, α, β) > 0.
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Proof 7 We use similar arguments to those developed in the proof of [18, Theo-
rem 5.2] devoted to transmission type problems in R3 for the Stokes and Darcy-
Forchheimer-Brinkman systems in Sobolev spaces.
By using the continuity of the embeddings
H1(D,R2) ↪→ L6(D,R2) ↪→ L2(D,R2), (104)
and by the Ho¨lder inequality, we obtain the estimates ([43, Theorem 4.1])
‖(v · ∇)w ‖
L
3
2 (D,R2)
≤ ‖v‖L6(D,R2)‖∇w‖L2(D,R2) ≤ c0‖v‖H1(D,R2)‖w‖H1(D,R2),
(105)
with some constant c0 ≡ c0(D) > 0. Then a duality argument based on (105), we
deduce that
(v · ∇)w ∈ L 32 (D,R2) ↪→ H˜−1(D,R2), ∀ v, w ∈ H1(D,R2). (106)
Let us consider a fixed v ∈ H1(D,R2) and the corresponding linear Poisson
problem for the Brinkman system
4v0 − αv0 −∇p0 = β(v · ∇)v, div v0 = 0, in D,
(Tr v0) |ΓD = f ∈ H
1
2 (ΓD,R2),(
∂ν;α (v
0, p0)β(v·∇)v
)
|ΓR + λ (Tr v0) |ΓR = h ∈ H−
1
2 (ΓR,R2),
(107)
with unknown fields (v0, p0) ∈ X . Theorem 4 asserts that the problem (107) with
given data (v · ∇v, f ,h) ∈ Y has a unique solution given by the continuous linear
operator Sα;λ : Y → X of (100), i.e.,(
v0, p0
)
:= (U (v),P(v)) = Sα;λ (β(v · ∇)v, f , h) ∈ X , (108)
Therefore, the nonlinear operators (U ,P) : H1(D,R2) → X defined for fixed
boundary data (f ,h) ∈ BDR satisfy the system
4U (v)− αU (v)−∇P(v) = β(v · ∇)v ∈ H−1(D,R2),
(Tr (U (v))) |ΓD = f ∈ H
1
2 (ΓD,R2),(
∂ν;α (U (v),P(v)) |β(v·∇)v
)|ΓR+ λ (Tr (U (v)))|ΓR= h ∈ H− 12 (ΓR,R2).
(109)
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and they are continuous and bounded, i.e., there is a constant2 cs = ‖Sα;λ‖L(Y,X )
such that∥∥(U (w),P(w))∥∥X ≤ cs‖ (β(w · ∇)w, f ,h) ‖Y (110)
≤ cs
(
‖ (f ,h) ‖BDR + β‖ (w · ∇)w ‖L 32 (D,R2)
)
≤ cs‖ (f ,h) ‖BDR + csc0β‖w‖2H1(D,R2), ∀ w ∈ H1(D,R2),
with the constant c0 ≡ c0(D) > 0 from inequality (105).
Thus, a fixed point u ∈ H1(D,R2) of the nonlinear operator U together
with the pressure function p =P(u) determine a solution of the nonlinear mixed
problem (102) in the space X . First, we determine a radius ηp, i.e., a closed
ball Bη := {w ∈ H1(D,R2) : ‖w‖H1(D,R2) ≤ η} for which the operator U is
invariant. To this end, let us consider the constants
ζ :=
2
9βc0c2s
> 0, η :=
1
3βc0cs
> 0 (111)
and assume that the given data satisfy the inequality ‖ (f ,g) ‖BDR ≤ ζ . Introduc-
ing these estimates into (110), we deduce that
‖ (U (w),P(w)) ‖X ≤ 1
3βc0cs
= η, ∀ w ∈ Bη, (112)
i.e., ‖U (w)‖H1(D,R2) ≤ η for any w ∈ Bη. Consequently, U maps Bη to Bη.
Next, the linearity and continuity of the operator Sα;λ, and inequality (105),
shows that the operator U is a contraction,
‖U (v)−U (w)‖H1(D,R2) ≤ ‖Sα;λ (β(v · ∇)v − β(w · ∇)w, 0, 0) ‖H1(D,R2)
≤ csβ‖ (v · ∇)v − (w · ∇)w ‖H˜−1(D,R2)
≤ csβ‖ ((v −w) · ∇)v + (w · ∇)(v −w) ‖H˜−1(D,R2)
≤ 2ηcsc0β‖v −w‖H1(D,R2)
=
2
3
‖v −w‖H1(D,R2), ∀ v,w ∈ Bη. (113)
where cs = ‖Sα;λ‖ as in (110) and c0 as in (105). Hence, U is a contraction
on Bη. Therefore the Banach-Caccioppoli fixed point theorem implies that there
exists a unique fixed point u ∈ Bη of U , i.e., U (u) = u, which determines
2L(Y,X ) := {T : Y → X : T is a linear and continuous operator}.
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together with the pressure field p = P(u), given by (108), a solution of the
nonlinear problem (102) in X .
Since the solution satisfies the condition u ∈ Bη, by inequality (110) we obtain
the estimate
‖u‖H1(D,R2) + ‖p‖L2(D) ≤ cs
∥∥(f ,h)∥∥BDR + 13‖u‖H1(D,R2), (114)
which implies that ‖u‖H1(D,R2) ≤ 3
2
cs‖(f ,h)‖BDR . This estimates together with
(114), yields
‖u‖H1(D,R2) + ‖p‖L2(D) ≤ 3
2
cs
∥∥(f ,h)∥∥BDR ,
i.e., just the inequality (103) with the constant C ≡ 3
2
cs =
3
2
‖Sα;λ‖L(Y,X ).
In order to prove the uniqueness of the solution (u, p) ∈ X , satisfying u ∈ Bη,
we consider that (u′, p′) ∈ X is another solution of the problem (102), such that
u′ ∈ Bη. Hence, U (u′) ∈ Bη, such that (U (u′),P(u′)) satisfy (109) with u′ in
place on v. Substracting the two systems in (u′, p′) and (U(u′),P(u′)), we obtain
the linear problem given by
((U (u′)− u′) , (P(u′)− p′)) = Sα;λ(0,0,0), (115)
which has only the trivial solution in the space X , i.e., u′ is a fixed point of the
operator U . Since U : Bη → Bη is a contraction, it has a unique fixed point u
in Bη. Consequently, u′ = u, and, in addition, p′ = p.
3 Application of DRBEM
In Section 2 we have obtained the well-posedness result of the Dirichlet-Robin
boundary value problem for the nonlinear Darcy-Forchheimer-Brinkman system
(102) in a two-dimensional Lipschitz domain D ⊂ R2. Next, we consider a nu-
merical application of Theorem 5, i.e., the lid-driven cavity flow problem.
3.1 Vorticity-streamfuntion approach for the nonlinear Darcy-
Forchheimer-Brinkman system
The nonlinear Darcy-Forchheimer-Brinkman system (102) describes the flow of
an incompressible, viscous fluid located in a square cavity filled with a saturated
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porous domain. Under the tangential motion of the upper wall, the fluid inside
the cavity rotates until it arrives at an equilibrium state that is described by the
equations in (102). The numerical problem under investigation is solved by using
the Dual Reciprocity Boundary Element Method (DRBEM).
Let u(x, y) = (u(x, y), v(x, y)) be the velocity field of the flow and p =
p(x, y) the corresponding pressure field. Then the projection of the nonlinear
Darcy-Forchheimer-Brinkman consists of the following equations
Ox :
(∂2u
∂x2
+
∂2u
∂y2
)
− αu− ∂p
∂x
= β
(
u
∂u
∂x
+ v
∂u
∂y
)
,
Oy :
(∂2v
∂x2
+
∂2v
∂y2
)
− αv − ∂p
∂y
= β
(
u
∂v
∂x
+ v
∂v
∂y
)
,
∂u
∂x
+
∂v
∂y
= 0.
(116)
The structure of the fluid flow through the porous media is related to four pa-
rameters that describe the physical properties of the fluid and the media, which are
the Reynolds number Re, the Darcy number Da, the porosity φ and the viscos-
ity coefficient Λ (for the physical description of these parameters see, e.g., [44]),
which are related to the mathematical parameters α and β through the relations:
α =
φ
DaΛ
, β =
Re
φΛ
. (117)
In order to implement the mathematical model from Theorem 5, we consider
the stream function Ψ and the vorticity ω defined for two-dimensional flows given
by
∂Ψ
∂x
= −v, ∂Ψ
∂y
= u, respectively ω =
∂v
∂x
− ∂u
∂y
. (118)
For simplicity, we consider a non-dimensional form for the nonlinear Darcy-
Forchheimer-Brinkman system, i.e., the square cavity has dimension one and the
velocity of the moving wall is scaled to unity (for details the reader is referred
to [24, Section 4.1]). Eliminating the pressure field from equations (116) and
introducing the stream function and the vorticity (see, e.g., [44, pp. 307-309]), we
obtain the following system
∂2ω
∂X2
+
∂2ω
∂Y 2
= αω + β
[
∂Ψ
∂Y
∂ω
∂X
− ∂Ψ
∂X
∂ω
∂Y
]
∂2Ψ
∂X2
+
∂2Ψ
∂Y 2
= −ω,
(119)
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and the corresponding non-dimensional mixed Dirichlet-Robin boundary condi-
tions
Ψ = 0 on Γ1,Γ2 and Γ3,
∂Ψ
∂Y
= 1 + S
∂2Ψ
∂Y 2
on Γ4. (120)
3.2 DRBEM Method
The BEM transforms differential equations into integral equations defined on the
boundary (and most of the times also on the domain). The non-dimensional form
of the nonlinear Darcy-Forchheimer-Brinkman system (119) is weighted through
the domain D, by the fundamental solutions of the Laplace operator in two di-
mensions (see, e.g., [45])
u∗ =
1
2
log
(
1
r
)
, u∗q =
∂u∗
∂ν
(121)
where r = |~r − ~ri| is the distance function between the source point (fixed) and
the field point (variable) [46, Section 3.3.2]. Note that the subscript (·)q refers to
the normal derivative. Applying Green’s second identity to the above system, we
obtain for each source point i the relations{
ciψi +
∫
Γ
u∗qψdΓ−
∫
Γ
u∗ψqdΓ =
∫
D
(−ω)dD
ciωi +
∫
Γ
u∗qωdΓ−
∫
Γ
u∗ωqdΓ =
∫
D
αω + β
(
∂ψ
∂Y
∂ω
∂X
− ∂ψ
∂X
∂ω
∂Y
)
dD
(122)
For our simulation we have considered linear boundary elements, with the spec-
ification that we take account of the left and right boundary unit normal for the
corner points.
The matrices H and G determine the field contribution of the source node i to
the boundary node j, defined by
Hij =
∫
Γj
u∗qdΓ, Gij =
∫
Γj
u∗dΓ (123)
The elements Gij represent the flux generated by the source point i around the
boundary node j. Note that the diagonal values of H require special attention.
The Hii values are ci = 12 and ci =
1
4
for the corner points, since we have em-
ployed a linear boundary elements. The diagonal terms of G are computed using
MATLAB’s integral function.
The Dual Reciprocity boundary element method transforms the domain inte-
gral into boundary integrals by expanding the nonhomogenities in terms of radial
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basis functions f ′js (coordinate functions) of the N boundary nodes and the se-
lected L interior nodes, i.e.,
−ω ≈
N+L∑
j=1
αjfj, αω + β
(
∂ψ
∂Y
∂ω
∂X
− ∂ψ
∂X
∂ω
∂Y
)
≈
N+L∑
j=1
α∗jfj (124)
The radial basis functions are linked to the particular solution of each equation
with the Laplace operator, i.e., ∆uˆ = f , where uˆ is the particular solution. For our
case, we have considered the radial basis functions to be f = r, since it produces
the F matrix with the lowest conditioning number from the commonly used radial
basis functions. Introducing these expansions in (122), we obtain by the second
Green formula the identities
Hψ −Gψq =
∑N+L
j=1 αj
(
ciuˆji +
∫
Γ
ψ∗q uˆjdΓ−
∫
Γ
ψ∗qˆjdΓ
)
Hω −Gωq =
∑N+L
j=1 α
∗
j
(
ciuˆji +
∫
Γ
ω∗q uˆjdΓ−
∫
Γ
ω∗qˆjdΓ
) (125)
which can be written in matrix form as the following (see, e.g., [47] and [48]){
Hψ −Gψq = (HUˆ−GQˆ)F−1(−ω)
Hω −Gωq = (HUˆ−GQˆ)F−1
(
αω + β
(
∂ψ
∂Y
∂ω
∂X
− ∂ψ
∂X
∂ω
∂Y
))
,
(126)
where F is a (N + L) × (N + L) matrix containing the coordinate functions
evaluated at all points. The matrices Uˆ and Qˆ are constructed by taking the cor-
responding particular solutions and normal derivatives of particular solutions as
columns. The nonhomogenities are approximated by the DRBEM idea as
∂ψ
∂X
=
∂F
∂X
F−1ψ,
∂ψ
∂Y
=
∂F
∂Y
F−1ψ,
∂ω
∂X
=
∂F
∂X
F−1ω,
∂ω
∂Y
=
∂F
∂Y
F−1ω.
(127)
Applying (127) to the system of equations (126) and making the following nota-
tions3
S = (HUˆ−GQˆ)F−1, NonL = β (FyF−1ψFxF−1ω − FxF−1ψFyF−1ω) ,
we obtain the following system that has to be solved in a recursive way{
Hψ −Gψq = S(−ω)
Hω −Gωq = S (αω + NonL) . (128)
For more details about DRBEM, we refer the reader to the books [45] and [46].
3 Note that the multiplication of FyF−1ψ and FxF−1ψ has to be put into a diagonal matrix in
order to evaluate NonL
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3.3 Integration scheme
In order to increase the numerical stability of the system, we add the time deriva-
tive of the vorticity ∂ω/∂t to the second equation of (128). This term is discretized
by forward difference numerical procedure, which leads to the relation (see, e.g.,
[48])
∂ω
∂t
=
ωm+1 − ωm
∆t
(129)
The steady state of the flow is obtained at a tolerance error of tol = 10−6. In order
to accelerate the convergence to steady state and to overcome stability problems a
relaxation procedure is used for ω in the following form
ω = γωm+1 + (1− γ)ωm, ωq = γqωm+1q + (1− γq)ωmq . (130)
By introducing the relations (129) and (130) into the second equation from (128)
and rearranging the expression, we will get the final equation of the form:[
− S
∆t
+ γH− βγS NonL− αγS
]
ωm+1 − γqGωm+1q = (131)[
− S
∆t
− (1− γ)H + β(1− γ)S NonL + α(1− γ)S
]
ωm − (1− γq)Gωmq .
The following criteria is used to check the convergence of the method
|ψm+1 − ψm|
|ψm| ≤ ε and
|ωm+1 − ωm|
|ωm| ≤ ε (132)
where ε is a prescribed error, which was taken 10−6.
Note that the Dirichlet boundary values for the stream function are known, i.e.,
they are equal to zero over the whole boundary. The iteration cycle performed for
the calculation of the solution is as follows:
(i) First, we evaluate the Neumann boundary conditions for the stream function
from the last condition in (120) by the DRBEM approximation (127).
(ii) By the first relation of (128), we obtain the boundary values for the vorticity
and the stream function values for the interior nodes.
(iii) Equation (131), reduced to a matrix form Ax = b, leads to the vorticity
values for the interior domain and the Neumann boundary values on the
frontier.
(iv) Jump to step (i) until the convergence error is less than 10−6.
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4 Numerical results and discussions
4.1 Numerical stability
A fundamental role in the stability of the numerical method used in simulations is
played by the discretization of the domain (see,.e.g., [49]). In order to investigate
the numerical stability of this method, we first consider the Navier-Stokes system
( α = 0, Re = 100, φ = 1 ) without any sliding on the upper boundary (S =
0). Table 1 shows the dependency of the maximal absolute value of the stream
function regarding the number of boundary elements N and the interior nodes
L = K ×K. The grid size chosen for the simulations is N = 320 and K = 39,
since the last two diagonal iterations from Table 1 are at a smaller distance than
ε = 10−4. In order to obtain smooth plots, we consider a triangulation-based
cubic interpolation over the L interior points of 1000× 1000 points.
|ψmax| N = 200 N = 256 N = 320 N = 360
K = 24 0.103866 0.104028 0.103504 0.103426
K = 31 0.103959 0.103857 0.103653 0.103567
K = 39 0.103892 0.103751 0.103638 0.103573
K = 44 0.103988 0.103845 0.103738 0.103681
Table 1: Grid dependency: Maximum value of the stream function for the Navier-
Stokes system |ψmax| for Re = 100, φ = 1 and S = 0.
Moreover, the streamfunction values for the Navier-Stokes system are com-
pared to other results in the literature related to the two-dimensional lid-driven
fluid flow problem. Table 2 presents the results of our numerical simulations for
different Reynolds numbers, and the results obtained in [24], [50] and [51].
The last stability analysis is a comparison between the numerical results ob-
tained by using a Gauss-Seidel iterative scheme in [24] (see [52] for more details)
and the simulations using the DRBEM approach shown in Figure 1. The fluid and
the porous medium parameters for the nonlinear Darcy-Forchheimer-Brinkman
system chosen are Re = 100, Da = 0.25, ϕ = 0.2 and Λ = 1.
4.2 The lid-driven flow in the absence of the sliding parameter
In the next section, we analyse the structure of the streamlines for some represen-
tative fluid parameters (Re and Da) in the absence of the sliding parameter, i.e.,
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|ψmax| Re = 10 Re = 100 Re = 1000
(center)
Present Paper 0.1001 0.1036 0.1187
(0.5175, 0.7658) (0.6136, 0.7367) (0.5275, 0.5715)
Gutt and Gros¸an [24] 0.1000 0.1034 -
(0.51, 0.77) (0.615, 0.74) -
Marchi et al. [51] 0.1001 0.1035 0.1189
(0.516, 0.7646) (0.616, 0.737) (0.531, 0.565)
Erturk et al. [49] - 0.1035 0.1187
- (0.6152, 0.7363) (0.5313, 0.5645)
Table 2: Comparison to classical results for the Navier-Stokes system.
BEM mesh
• interior nodes L,
• boundary nodes N
DRBEM
|ψmax| = 0.1132,
C = (0.5405, 0.5603)
Gauss-Seidel iteration
|ψmax| = 0.1139,
C = (0.5450, 0.5950)
Figure 1: (a) Domain discretization, (b)-(c) Comparison of the fluid flow in
a porous medium in the case of the lid-driven problem the Reynolds numbers
Re = 100, Da = 0.25, ϕ = 0.2.
S = 0. Thus we have no sliding of the fluid in the vicinity of the boundary, cor-
responding to Dirichlet boundary conditions. First, we analyze the dependency of
the streamlines for different values of the Reynolds number (Re = 10, 100, 1000).
We have set the remaining parameters to the values φ = 0.5, Da = 0.25, Λ = 1.
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Re = 10
|ψmax| = 0.0984,
C = (0.5315, 0.7667)
Re = 100
|ψmax| = 0.1066,
C = (0.6036, 0.6736)
Re = 1000
|ψmax| = 0.1124,
C = (0.5055, 0.5675)
Figure 2: Comparison of the fluid flow in a porous medium in the case of the
lid-driven problem for different Reynolds numbers Re = 10, 100, 1000.
The Reynolds parameter determines a variation of the geometry of the stream-
lines, as can be seen from Figure 2. Note that we obtain a decrease of |ψmax|, due
to the porosity of the medium.
Da = 0.25
|ψmax| = 0.1066,
C = (0.6036, 0.6736)
Da = 0.025
|ψmax| = 0.0906,
C = (0.6426, 0.7207)
Da = 0.0025
|ψmax| = 0.0489,
C = (0.692, 0.8548)
Figure 3: Comparison of the fluid flow in a porous medium in the case of the
lid-driven problem for different Darcy numbers Da = 0.25, 0.025, 0.0025.
Figure 3 shows the structure of the streamlines depending on the Darcy num-
ber. It is worth mentioning, that the vortex is moving to the upper right corner
of the cavity as the Darcy number decreases and that the strength of the vortex
is direct proportional the the Darcy number. This dependency of the fluid flow is
consistent with the physical behavior of a fluid.
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4.3 The lid-driven flow in the case of a non-vanishing sliding
parameter
This section is concerned with the mixed Dirichlet-Robin boundary value prob-
lem associated to the nonlinear Darcy-Forchheimer-Brinkman system, i.e., we
consider an additional sliding parameter imposed on the upper moving wall. A
numerical study of the Navier slip condition can be found in [53]. This condition
implies that not the whole fluid located in the vicinity of the boundary is driven
by the moving wall.
S = 0
|ψmax| = 0.1066,
C = (0.6036, 0.6736)
S = 0.01
|ψmax| = 0.1047,
C = (0.6066, 0.6766)
S = 0.1
|ψmax| = 0.0882,
C = (0.596, 0.695)
Figure 4: Comparison of the fluid flow in a porous medium in the case of the
lid-driven problem for S = 0, 0.01, 0.1.
Figure 4 shows that the structure of the streamlines of the fluid flow change
slightly with the increasing sliding parameter and also the strength of the maximal
value of the stream function decreases as we increase the sliding parameter, which
is in good agreement with the physical meaning of the parameter.
4.4 The lid-driven flow for the upper wall partitioned in two
segments
Theorem 5 states that the nonlinear Darcy-Forchheimer-Brinkman system in a
two-dimensional Lipschitz domain is well-posed even if the moving wall of the
square cavity is partitioned in two opposite moving parts Γ+4 := [0, 0.5] × 1 and
Γ−4 := [0.5, 1]× 1 of same length, which would correspond to the boundary con-
ditions
∂Ψ
∂Y
= −1 on Γ−4 ,
∂Ψ
∂Y
= 1 + S
∂2Ψ
∂Y 2
on Γ+4 . (133)
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The intersection point of the two boundaries Γ+4 ∩ Γ−4 represents a measure zero
subset on which either Dirichlet or Robin boundary conditions are not defined,
since a perfect physical contact between the two partitions cannot be obtained.
Clearly the sliding parameter S satisfies the condition (92). Both segments move
with the same velocity in opposite directions, but the slip condition S 6= 0 is
imposed only on the upper left wall.
S=0−−−−→ S=0←−−−−
ψmin = −0.0668,
Cmin = (0.320, 0.696),
ψmax = 0.0668,
Cmax = (0.679, 0.696)
S=0−−−−→ S=0.01←−−−−
ψmin = −0.0669,
Cmin = (0.335, 0.656),
ψmax = 0.0659,
Cmax = (0.692, 0.733)
S=0−−−−→ S=0.1←−−−−−
ψmin = −0.0705,
Cmin = (0.398, 0.608),
ψmax = 0.0501,
Cmax = (0.734, 0.815)
Figure 5: Comparison of the fluid flow in a porous medium in the case of the
lid-driven problem for S = 0, 0.01, 0.1.
Figure 5 show the importance of the additional sliding parameter, because the
stronger vorticity in given by the boundary segment without sliding condition and
the corresponding vortex fills the main part of the cavity.
5 Conclusions
Boundary integral equations (BIE’s) are closely related to Boundary Element
Methods, such as DRBEM. Although, we derive the BIE for the mixed Dirichlet-
Neumann boundary value problem for the homogeneous Brinkman system, the
well-posedness result is extended by means of potential theory to the Poisson
problem for the Brinkman system and to Dirichlet-Robin boundary conditions
using the linearity of the solution operator. Having these results, we give a well-
posedness result of the weak solution for the nonlinear Darcy-Forchheimer-Brink-
man system, by showing that the nonlinear operator describing the system has a
fixed point using Banach-Caciopolli fixed point theorem, under the assumption of
small boundary values.
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The lid driven cavity flow problem is considered for the purpose of giving an
application to the well-posedness results given in the first part and in order to use
a Boundary Element Method (DRBEM) for the computation of such a solution.
Since the Lipschitz domain considered is two-dimensional, it is convenient to
introduce the steam function and the vorticity, obtaining Poisson equations in both
functions, which can be solved in an iterative way considering the fundamental
solution of the Laplacian.
The first order perturbation of the Navier-Stokes system through the Darcy
coefficient describes the motion of an incompressible fluid located in a saturated
porous domain. The physical properties of such a fluid are described in the case of
the lid driven cavity flow problem for some representative value of the Reynolds
number Re, the Darcy number Da and the sliding parameter S, for a constant
porosity φ = 0.5. Moreover, in order to highlight the importance of the sliding
parameter imposed on the moving wall, we consider the moving wall partitioned
into two opposite moving parts.
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