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ABSTRACT 
Recent interests in responsive launch have highlighted the need for rapid and fully 
automated ascent guidance planning and guidance parameter generation for launch ve­
hicles. This dissertation aims at developing the methodology and algorithms for on-
demand generation of the optimal launch vehicle ascent trajectories from lift-off to 
achieving targeting conditions outside the atmosphere. The entire ascent trajectory from 
lift-off to the final target point is partitioned into two portions: the atmospheric ascent 
portion and the vacuum ascent portion. The two portions are seamlessly combined to­
gether via a fixed-point iteration based on the continuity condition at the junction point 
between the atmospheric ascent portion and the vacuum ascent portion. 
The previous research works on closed-loop endo-atmospheric ascent guidance shows 
that the classical finite difference method is well suited for fast solution of the con­
strained optimal three-dimensional ascent problem. The exploitation of certain unique 
features in the integration procedure between the atmospheric portion and vacuum por­
tion and the finite difference method, allows us to cast the atmospheric ascent problem 
into a nested fixed-point iteration problem. Therefore a novel Fixed-Point Iteration al­
gorithm is presented for solving the endo-atmospheric ascent guidance problem. Several 
approaches are also provided for facilitating the convergence of the fixed-point iteration. 
The exo-atmospheric ascent portion allows an optimal coast in between the two vacuum 
powered stages. The optimal coast enables more efficient usage of the propellant. The 
Analytical Multiple-Shooting algorithm is developed to find the optimal trajectory for 
this portion. 
xix 
A generic launch vehicle model is adopted in the numerical simulation. A series of 
open-loop and closed-loop simulations are performed. The results verify the effectiveness, 
robustness and reliability of the Fixed-Point Iteration (FPI) algorithm and Analytical 
Multiple-Shooting (AMS) algorithm developed in this research. In comparison to Finite 
Difference (FD) algorithm, the Fixed-Point Iteration algorithm is more adaptive to the 
"cold start" case for endo-atmospheric ascent guidance. The simulations also validate the 
feasibility of the methodology presented in this research in rapid panning and guidance 
for ascent through atmosphere. 
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CHAPTER 1. INTRODUCTION 
1.1 Background 
Affordability, reliability and safety have been the key concerns for the manned space 
program since the first human spaceflight of Vostok 1 on April 12, 1961. As an effort 
to lower the cost of space flight, developing the partially reusable or even completely 
reusable launch vehicle has ever been a strategic goal of NASA since late 1960s. As the 
first orbital spacecraft designed for partial reusability, NASA's Space Shuttle, officially 
called Space Transportation System (STS), started in the late 1970s and has dominated 
NASA's manned operations since the mid-1980s. The original mission of the Space 
Shuttle was to operate at a high flight rate, at low cost, and with high reliability. 
It was intended to improve greatly on the previous generation of single-use manned 
and unmanned vehicles. Although it did operate as the world's first partially reusable 
crew-carrying spacecraft, it did not improve on those parameters in any meaningful 
way, and is even considered to have failed in its original purpose. It requires several 
thousand support personal and takes two months or more to prepare for launch. Shuttle 
launch costs are roughly $2,062 per pound payload, which is actually higher than most 
expendable launchers. About the safety concern, two Shuttles have been destroyed in 
114 missions, both with the loss of the entire crew of seven: Challenger lost 73 seconds 
after liftoff January 28, 1986 and Columbia lost during reentry, February 1, 2003. This 
gives a 2 over 100 death rate per astronaut per flight. In the year of 2000, NASA 
unveiled its Space Launch Initiative [1], later changed to Second Generation Reusable 
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Launch Vehicle (RLV) program. NASA's strategic goals for a next generation RLV are to 
reduce the risk of crew loss to approximately 1 in 10,000 missions while lowering the cost 
of delivering payloads to low-Earth orbit to less than $1000 per pound. The long-term 
vision is to have a commercially competitive vehicle operational around the beginning 
of the next decade. Several specific technology objectives expected to be achieved for 
the RLV space vehicle, one of them is: demonstrate guidance, navigation and control 
systems, including autonomous flight control of checkout, takeoff, ascent, flight, reentry, 
and landing for an autonomously controlled space vehicle 
Traditionally guidance system generates steering commands which will direct the 
spacecraft over vast distances from the point of departure to the destination. For a launch 
vehicle, guidance is part of onboard flight software that is responsible for controlling the 
vehicles motion so that the mission objectives, such as insertion into a specified orbit, are 
met while satisfying other safety and operational constraints, such as maximum bending 
moment or maximum allowed axial acceleration. The motion is determined by the forces 
acting on the vehicle which in turn are primarily a function of the vehicle attitude and 
throttle setting. Hence, the ascent guidance system computes the desired attitude and 
throttle values required to complete the mission. 
The subject Ascent Guidance System determines the attitude commands and engine 
throttle value of the launch vehicle during the ascent, namely, the period between lift­
off to final insertion into the target orbit. Whether or not the ascent trajectory is 
optimal can have significant impact on propellant usage for a given payload or on payload 
weight for the same gross vehicle weight. Therefore, the ascent guidance commands are 
usually optimized in some fashions. In fact, ascent guidance is one of the most notable 
engineering fields where optimal control theory has found routine applications. 
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1.2 Traditional Ascent Guidance 
In ascent guidance, the complete ascent trajectory is partitioned into two different 
portions, atmospheric portion and vacuum portion. In the atmospheric portion, guid­
ance system is operated in open-loop mode. Later it switches to a closed-loop vacuum 
guidance scheme at predetermined time or event. Here open-loop mode means that 
all attitude commands and engine throttle values along the flight history are predeter­
mined. Closed-loop mode means that all attitude commands and engine throttle values 
are generated onboard in every guidance update cycle based on current conditions. The 
presence of the aerodynamic forces makes the vehicle dynamics model significantly com­
plicated than in vacuum case where only gravity and thrust are the forces acting on 
the vehicle. Therefore the optimization process will be much more sensitive and compu­
tationally intensive in comparison to vacuum case. So during the atmospheric portion 
the optimal trajectory is calculated in pre-mission planning. In this way, all guidance 
commands during atmospheric flight portion are generated off-line, then updated with 
the day-of-launch wind data prior to launch, and loaded into the launch vehicle guidance 
system for use during the ascent through the atmosphere. When the vehicle reaches an 
altitude (for example, 50 kilometers or above) where the atmospheric density is suffi­
ciently low, then the aerodynamic forces and wind could be neglected from the vehicle 
dynamics model. In this stage, a semi-analytical solution is available to determine the 
state and co-state variables along the optimal trajectory [7]. It makes the searching pro­
cess for optimal solution very reliable and fast. Herein during vacuum ascent portion, 
the guidance commands could be generated through closed-loop mode. At each instant 
for calculating, the current state information is used as the initial condition in searching 
new optimal trajectory. It is why we call this guidance strategy closed-loop. 
From above description, we can summarize main disadvantages of traditional ascent 
guidance methodology as follows. First, any mission or system parameter changes cause 
4 
re-planning of ascent guidance and it is labor-intensive and time-consuming, since all 
guidance commends during atmospheric ascent portion are generated off-line and loaded 
into the guidance system prior to launch, traditional ascent guidance lacks the adapt­
ability to handle contingencies and abort situation in atmospheric potion. It is also 
not robust to deal with the situation of significant off-nominal conditions and system 
modeling uncertainty. 
Recently, the concept of Responsive Launch had attracted attention from aerospace 
scientist and engineer. This concept comes from DARPA FALCON program of US Air 
Force [5], which is intended to realize a quick ( launch within 8 hours of arrival of the 
payload at the launch site ), and low cost access to the space. To meet such kind of 
requirements, the guidance system needs to determine all necessary ascent guidance 
parameters on a moment's notice of launch request without the need to change soft­
ware. Such kind of interests in responsive launch have highlighted the need for rapid 
and fully automated ascent guidance planning and guidance parameter generation for 
launch vehicle. With continuously increment of the computer power, it will be feasi­
ble to develop the new sophisticated methodology and robust onboard algorithms for 
on-demand generation of optimal launch vehicle ascent trajectories. 
1.3 Previous Research on Ascent Guidance 
Over past several decades, different ascent guidance methods have been studied and 
developed. During early ages, most of them treat only the exo-atmospheric phase of 
flight. Brown, et. al. [11](1967), represents one of earliest attempt toward closed-
loop exo-atmospheric ascent guidance. The optimal-trajectory problem is solved as a 
boundary value problem in ordinary differential equations to find the optimal steering 
laws for orbital injection and rendezvous missions. At each guidance cycle the solution 
to the boundary value problem is updated by a single iteration of Newton method. 
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Later, methods that also treat the endo-atmospheric phase have been developed. 
Brown, et. al. [13] (1970), a linearized aerodynamic model is used to obtain the op­
timal thrust direction from the optimality condition. A modified shooting method is 
employed to solve the two-point-boundary-value problem that results from application 
of the necessary conditions of optimality. In order to reduce the sensitivity with respect 
to the initial guesses, a homotopy method is used to gradually introduce the atmospheric 
effects. However the reliable convergence is still not always obtained. Bradt [15](1987) 
use Hermite interpolation and collocation to implicitly integrate the equations of mo­
tion, and with a penalty function to reduce bending moment loads. The research aims 
at developing an optimal, adaptive algorithm which could adjust to changing flight con­
ditions and performing on-board mission targeting. Cramer, et. al [16] (1990) develop 
a nonlinear programming approach to guidance and take advantage of measured day-
of-launch winds in the guidance to to provide load relief. Kelly [17] (1992) develops a 
version of the Minimum Hamiltonian guidance algorithm which could be applied to the 
endo-atmospheric closed-form guidance. A generalized formulation of this algorithm was 
programmed with aerodynamic terms in its linearized state equations. However the sim­
ilar convergence difficulties are encountered as before with Brown's method. Hanson, et. 
al[14](1994) investigate and test several atmospheric open-loop and closed-loop ascent 
guidance options for a variety of launch vehicles models. It shows a closed-loop optimal 
ascent guidance scheme for flying through the atmosphere is promising. 
In a series of more recent work, Calise and Melamed use a hybrid collocation approach 
and obtain reliable convergence in dispersed guided trajectory simulations [19](1998). In 
References [18](1994),[20](2000), [21](2001), a hybrid approach is developed for the op­
timal control problem. In this approach, the analytical solution of the optimal vacuum 
flight and numerical collocation for atmospheric portion are combined. The solution 
process starts from a vacuum solution, and gradually introduces atmospheric effects 
and path constraint related terms until a converged solution is obtained. Possibility 
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of singular arcs, both for nominal ascent and aborts, is investigated too. Dukeman 
[22, 23] (2002,2003) develops a closed-loop ascent guidance algorithm which cyclically 
solves the calculus-of-variations two-point boundary-value problem starting at vertical 
rise completion through main engine cutoff, taking into account atmospheric effects. 
Multiple shooting is shown to be a very effective numerical technique for this applica­
tion. Lu, et. al. [7] (2003) presents a comprehensive treatment to the optimal atmo­
spheric ascent problem subject to path constraints and final condition constraints. It is 
demonstrated that the classical finite difference method for two-point boundary value 
problems is well suited for solving the optimal ascent problem on-board. 
Theoretically executing a multi-burn sequence is more efficient in fuel usage than 
using a single burn direct insertion. Many orbit transfer problems require the use of 
several burn arcs separated by relatively long optimal coast arc. In some abort cases, 
for example Trans-Atlantic Landing (TAL) abort, it is necessary to include a very long 
coast. So since the end of 1960s, a series of work has been done on multi-burn vacuum 
guidance problem. Brown, et al. [13] (1969), Cohen and Brown [26] (1972) conduct some 
of the earliest research on multi-burn trajectory optimization problems applied to real­
time guidance problem. Jezewski [27] (1972) extends previous work with linear gravity 
approximation to improve the computation efficiency. Gath and Calise [20, 21] (2001) 
develop multi-burn optimization capability into a hybrid ascent guidance algorithm. 
Dukeman and Calise [23] (2003) provide a new forms of the switching conditions which 
are applicable to more general final conditions. 
1.4 Dissertation Overview 
Recent interests in responsive launch have highlighted the need for rapid and fully 
automated ascent guidance planning and guidance parameter generation for launch ve­
hicles. This dissertation aims at developing methodology and algorithms for on-demand 
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generation of optimal launch vehicle ascent trajectories from lift-off to achieving tar­
geting condition outside the atmosphere. For algorithmic design the complete ascent 
trajectory will be divided into the atmospheric and vacuum portion. Through a novel 
Fixed-Point approach the endo-atmospheric ascent portion and the exo-atmospheric as­
cent portion are seamlessly integrated. This strategy introduces a special form of Two-
Point-Boundary-Value-Problem (TPBVP) for endo-atmospheric ascent portion. An in­
novative Fixed-Point Algorithm is developed for solving this special TPBVP. The exo-
atmospheric portion of the ascent allows an optimal coast between the two last burns. 
Analytical Multiple Shooting Algorithm is developed for finding the optimal trajectory 
for this portion. It should be emphasized that the methodology presented in this disser­
tation is readily applicable to the cases with more powered stages and multiple coasts in 
exo-atmospheric portion, provided that the number of coast arcs is specified in advance. 
This dissertation is organized in 8 chapters and 2 supporting appendices. 
• Chapter 1 Introduction: The introduction presents the background and moti­
vation leading to the objectives and scope for this research. 
• Chapter 2 Ascent Guidance through Atmosphere : A brief introduction to 
the problem of launch vehicle ascent guidance in the dissertation. 
• Chapter 3 Endo-atmospheric Ascent Guidance Formulation : This chapter 
describes the dynamics modeling of the launch vehicle during atmospheric flight. 
The different reference frames used for dynamics modeling are introduced. Optimal 
control problem related to atmospheric ascent guidance is discussed. Finally the 
path constraints issue is addressed. 
• Chapter 4 Exo-atmospheric Ascent Guidance Formulation: This chapter 
is organized in similar way with Chapter 2. The dynamics modeling and optimal 
control problem are presented. 
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• Chapter 5 Numerical Algorithms : This chapter describes the numerical al­
gorithms developed in this study. A brief review of the Finite Difference (FD) 
algorithm is presented before introducing the Fixed-Point Iteration (FPI) algo­
rithm. 
• Chapter 6 Verification and Validation: Test results are summarized to verify 
and validate the proposed methodology and algorithms. 
• Chapter 7 Further Comparison between FPI and FD Algorithms: Ad­
vantages and disadvantages of FPI algorithm in comparison to FD algorithm are 
summarized. 
• Chapter 8 Conclusions and Future Work: This chapter gives conclusions and 
suggestions for further research. 
1.5 Main Contributions 
Following is a brief review of main contributions of this dissertation. 
• A Fixed-Point framework for launch vehicle ascent guidance has been developed, 
tested and verified in this research. Through partitioning the complete ascent tra­
jectory into endo-atmospheric and vacuum portions, a special two-point boundary-
value problem is formulated for endo-atmospheric portion. Such kind of setting 
also enables to utilize the well known semi-analytical state solution and analyti­
cal costate solution in vacuum ascent guidance. The optimal trajectory for these 
two portions are obtained separately with different ascent guidance algorithms and 
seamlessly combined together through a fixed-point iteration on the state variables 
at the junction point between the two portions. 
• A novel Fixed-Point Iteration algorithm is presented to solve the special TPBVP 
during atmospheric ascent portion. Special concern is given to the convergence 
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issue of the fixed-point iteration. Several different approaches are developed to 
enable and accelerate the convergence of the fixed-point iterations. 
Simplicity, reliability and robustness are of foremost importance for the on-board 
guidance algorithm. The presented Fixed-Point Iteration algorithm employs a 
series fixed-point iteration to solve the special two-point boundary-value problem 
formulated for the endo-atmospheric ascent portion. The logic and structure of this 
algorithm is very simple and it is very convenient for the software implementation. 
The numerical simulations also demonstrate the reliability and convergence quality 
of this algorithm. In comparison to the existing Finite Difference (FD) method, the 
Fixed-Point Iteration approach is more robust in "cold start" situation. In solv­
ing the special two-point boundary-value problem of the endo-atmospheric ascent 
portion, the Fixed-Point Iteration algorithm presents the robustness advantage 
on the computation convergence when the initial guess is far away from the final 
converged solution. Therefore it could be expected that the presented Fixed-Point 
Iteration algorithm would be more reliable and robust than the existing Finite 
Difference algorithm in a realistic setting where it would be very difficult, if not 
possible, to directly obtain an initial guess that is closed to the final converged 
solution. 
• Analytical Multiple Shooting method is developed to solve the multi-burn vacuum 
guidance problem with an optimal coast. The methodology presented in this re­
search is readily applicable to the cases with more powered stages and multiple 
coasts. 
Since the introduction of the optimal coast, the launch vehicle is more efficient 
on fuel usage. Therefore for the same gross mass cases, the launch vehicle can 
send a larger payload into the desired orbit in the case of an optimal coast added 
into the ascent portion. The simulations show that the difference on payload 
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can be up to around 1200 kilogram for some cases with and without optimal 
coast. In previous related work, the multiple-shooting strategy is also adopted for 
mitigating the initial guess sensitivity. However they use the numerical approach 
to find the solution of state and costate along the optimal trajectory. In this study 
the linear gravity approximation is introduced and therefore enable to utilize the 
existing semi-analytical solution of state and the analytical solution of costate for 
the vacuum guidance in dealing with multi-burn trajectory optimization, which in 
turn improves the reliability and the computation efficiency in optimal trajectory 
calculation for the exo-atmospheric ascent portion. 
• Capability and feasibility of the developed algorithm for on-board closed-loop as­
cent guidance is illustrated by a series of carefully designed closed-loop simulations. 
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CHAPTER 2. ASCENT GUIDANCE THROUGH 
ATMOSPHERE 
This chapter gives a brief introduction to the problem of ascent guidance through 
atmosphere, which is the main topic of the dissertation. 
As mentioned in Chapter 1, the complete ascent trajectory of a launch vehicle is 
partitioned into two portions: the atmospheric portion and the vacuum portion. The 
launch vehicle's ascent guidance system is performed in open-loop mode inside the dense 
atmosphere, and then in closed-loop mode once the vehicle clears the atmosphere. The 
open-loop guidance approach inherently lacks the adaptive capability to handle the 
contingencies and aborts, even with extensive offline planning at great costs. It also 
does not possess the robustness necessary to cope with significant off-nominal conditions 
and system modeling uncertainty, especially for new launch vehicles for which little or 
no flight data are available. The required re-planning and regeneration of the open-
loop ascent guidance commands whenever any mission or system parameters change are 
costly in both developmental and operational phases of the launch vehicle. A closed-
loop ascent guidance algorithm could address all of the stated deficiencies of open-loop 
guidance. [7] 
In this dissertation, the complete ascent trajectory of a launch vehicle is still sepa­
rated into two portions: endo-atmospheric (atmospheric) portion and exo-atmospheric 
(vacuum) portion (See Figure 2.1). The two portions are integrated together seamlessly 
through a fixed-point approach. In comparison to the traditional ascent guidance, an 
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important improvement is that the ascent guidance is performed in the closed-loop mode 
in both of the endo-atmospheric ascent and exo-atmospheric. 
Vsiaumi Ascent 
Atmospheric Ascent 
Switch Point 
Tl T/ 
Figure 2.1 Complete ascent trajectory of a launch vehicle 
2.1 Endo-atmospheric Ascent 
The endo-atmospheric ascent trajectory is from lift-off at launch pad to a sufficiently 
high altitude where the dynamic pressure is ignorable for guidance purpose. For a generic 
launch vehicle, it is the first powered stage. The burn time of this portion is fixed by the 
propellant carried and mass flow rate of the engine. In the case of the Space Shuttle, 
for instance, the first powered stage will be the entire stack until the separation of the 
Solid Booster Rockets at 126 seconds after launch. 
During endo-atmospheric portion, the presence of the aerodynamic forces in vehicle's 
dynamics modeling significantly complicates the solution process required for the optimal 
control problem, posing great difficulty to reliability and speed of convergence of the 
numerical process. The detailed problem formulation for the endo-atmospheric ascent is 
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given in Chapter 3 of the dissertation. The specially designed numerical algorithms for 
the endo-atmospheric ascent and the related convergence issue are carefully discussed in 
Chapter 5. 
2.2 Exo-atmospheric Ascent 
Because of the absence of aerodynamic forces in vacuum flight, the exo-atmospheric 
guidance problem is simpler than the case of endo-atmospheric ascent with the aid of 
analytical results and approximations not available to atmospheric trajectories. The 
complete problem formulation for the exo-atmospheric ascent portion can be found in 
Chapter 4. 
Theoretically executing the multiple-burn sequence is more efficient on fuel usage. 
Therefore an optimal coast is included in between the two vacuum burns of the exo-
atmospheric ascent. In the case of the Space Shuttle, it clears the atmosphere with the 
end of the "first powered stage". The "first powered stage" is followed by the "sec­
ond powered stage" until Main Engine Cut-Off (MECO). After that, there is a coast. 
The coast is followed by the "third (or last) powered stage" where the Space Shuttle is 
powered by the Orbital Maneuver System (CMS), "analytical multiple-shooting" algo­
rithm is presented in which the numerical setup is within the framework of conventional 
multiple-shooting formulation, but the propagation of the state/costate is all analyti­
cal. Detailed information is available in Chapter 5. This setting is chosen to address 
the sensitivity problem when the vacuum algorithm is combined with the atmospheric 
algorithm for the complete ascent trajectory. 
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2.3 Integration of Endo-atmospheric and Exo-atmospheric 
Ascent 
One challenge in the approach of combining the atmospheric ascent algorithm with 
the vacuum ascent algorithm lies in the integration, when the vacuum algorithm is not 
just a special case of the atmospheric algorithm with zero atmospheric density. Instead 
of solving the entire problem with one algorithm, each of the algorithms solves one 
part of an optimal control problem and the trajectories in each part are then pieced 
together. This division, however, poses a unique problem for the atmospheric ascent 
algorithm because the end conditions for the atmospheric portion of the ascent are not 
defined a priori. Rather, they are a result of the final solution. For instance, the usual 
multiple-shooting formulation at the junction point will have difficulty since two differ­
ent algorithms are at work, each covering only one part of the entire trajectory. Another 
challenge arises from the well-known fact that allowing appropriate coast between the 
upper stages can improve propellant consumption (or payload mass) significantly. But 
the presence of coast arcs, typically outside the dense atmosphere if they do occur, ren­
ders the optimal control problem more sensitive and increases the difficulty in achieving 
convergence, especially when the convergence of the vacuum algorithm is tied to that of 
the atmospheric algorithm as outlined above. 
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CHAPTER 3. ENDO-ATMOSPHERIC ASCENT 
GUIDANCE FORMULATION 
In this chapter, the problem formulation of the endo-atmospheric ascent guidance 
will be given in details. 
First, the dynamics modeling and the coordinator systems required for the three 
dimensional atmospheric ascent guidance are presented. The equations of motion is pre­
sented for the atmospheric flight of a launch vehicle. Three types of different coordinator 
systems are introduced for dynamics modeling of the launch vehicle in the atmospheric 
flight. The transformations between the different reference frames are provided. The 
way to find the Eular angles (Yaw, Pitch and Roll angles) is presented too. 
After that, the optimal control problem related to the atmospheric ascent guidance is 
discussed. More explicitly, the issues about performance index, definition of Hamiltonian 
function and the derived necessary conditions for trajectory optimization are developed 
in details. 
Path constraints are the critical concern for vehicle's atmospheric flight. The inves­
tigation on this issue will be shown in the final section of this chapter. 
3.1 Atmospheric Equations of Motion of Launch Vehicle 
In a Newtonian central gravitational field, referred to an inertial coordinate system, 
the equations of motion for a rocket-powered launch vehicle in atmospheric flight could 
be written as: 
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r = V 
v = g ( r ) + 5 i + ^ t ) + ^  p i )  
rjTv, m = 
9oIsp 
where r is the vehicle's position vector from the center of the Earth to the vehicle 
center of gravity. V is the vehicle's inertial velocity vectors; g is the gravitational 
acceleration vector which is a function of r; go represents the gravitational acceleration 
magnitude at the radius ro, the radius of the Earth at equator. T is the current thrust 
magnitude taking into account the throttle modulation and any back pressure terms; Tvac 
is the full vacuum thrust magnitude. A and N are the axial and normal aerodynamic 
forces respectively; If, is the unit vector aligning with the RLV body longitudinal axis. 
m(t) is the mass of the launch vehicle at current time t; rj is the engine throttle setting; 
and Isp is the specific impulse of the vehicle's engine. 
3.2 Nondimensionalized Equations of Motion 
In order to get a better numerical conditioning during computation process, the 
nondimensionalization is applied in following way: 
• The distances are normalized by r0 
• Time is normalize by \/rôJgo 
• The velocity is normalized by y/r0go (which is the circular velocity around the 
Earth at ro) 
The vehicle's mass m could be treated as a prescribed function of time instead of a 
state, when the throttle setting is not a control variable to be determined. Therefore 
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the dimensionless equations of motion will be: 
r' = V 
(3.2) 
V' = —-r + (T — A)lj, + Nln 
rA 
where the differentiation is with respect to the dimensionless time. A and N are mag­
nitudes of the axial and normal aerodynamic accelerations in g0 respectively. T is the 
magnitude of the thrust acceleration in g0. A, N and T are given by: 
A = ^p(r)^Sr=,CA(M.,a) (3.3) 
AT = (3.4) 
T = [7?T^ + AT(r)]/mMgo (3.5) 
where, p(r) is the dimensional atmospheric density at radius r; Vr  is magnitude of the 
vehicle's air-relative velocity which is given by 
Vr = V — x r — Vu, (3.6) 
where is the velocity of the air relative to a frame fixed in the rotating Earth. L J E  is 
the Earth angular rotation rate vector. The axial and normal aerodynamic coefficients 
CA and C# are functions of Mach number (Ma) and angle of attack (a). They are 
expressed in analytical forms by least squares curve fits of US 1976 standard atmosphere 
data. 
+ + (3.7) 
Cat = CA {&, Ma) = Cno(Mo) + Cjvi(Ma)a + C^2{Ma)a2 (3.8) 
The back pressure terms, represented by AT, are calculated with cubic spline fit. The 
cubic spline allows for modeling of both nonlinear back pressure terms associated with 
linear aerospike engines and simpler nearly exponential back pressure terms associated 
with conventional bell nozzle engines [42]. In all cases, curve fit parameters and cubic 
splines coefficients are calculated off-line. 
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3.3 Reference Frames Used in Dynamics Modeling 
There are three kind of reference frames used in this dissertation: the Earth Centered 
Inertial frame (ECI), the guidance frame, and the vehicle body frame. A brief intro­
duction of these three coordinate systems are presented in this section. The transform 
equations between two different coordinate systems are provided. The determination of 
the Eular angles is shown at the end of the section. 
3.3.1 Earth Centered Inertial Reference Frame X I Y I Z J  
Earth Centered Inertial (ECI) coordinator system has its origin at the center of the 
Earth. The Xi points to the intersection of the Equator and the Greenwich Meridian. 
Zi points to the North Pole. The direction of YT is determined via right-hand rule. The 
ECI reference frame is shown in Figure 3.1. 
E<|il«t< 
Plane 
Méridional Plane 
Projection of Orbit Plane 
Figure 3.1 Earth centered inertial and guidance coordinator systems 
19 
3.3.2 Guidance Frame X G Y Q Z Q  
The guidance frame is shown in Figure 3.1 where the origin is the center of the Earth. 
The XQ is aligned with local vertical (defined from the center of the Earth, parallel to 
the gravity direction at the launch site). The ZQ is the downrange along the launch 
a z i m u t h  d i r e c t i o n  a n d  t h e  Y C  c o m p l e t e s  t h e  r i g h t - h a n d  s y s t e m .  T h e  l a u n c h  a z i m u t h  A Z  
for an ascending orbit is defined by: 
where i is the inclination of the target orbit. $c is the geocentric latitude at the launch 
site. 
3.3.3 Vehicle Body Reference Frame X B Y B Z B  
The body axis system is fixed to the launch vehicle as shown in Figure 3.2. The 
(OXBZB) plane defines the plane of symmetry of the launch vehicle, where XB axis is 
coincident with the vehicle body longitudinal axis and the ZB axis is directed "down­
wards" . The YB axis is determined by the right-hand rule. The origin of the axis is fixed 
at a convenient reference point which is usually, but not necessarily, coincident with the 
vehicle's center of gravity. The Euler angles (yaw 6, pitch I/J and roll cf>) are also shown 
in Figure 3.2. 
In this dissertation, the definition of vehicle body axis frame follows the zero-sideslip 
formulation. The launch vehicle's symmetric plane is assumed to be always the plane 
formed by the unit vector along XB axis and the vehicle's air-relative velocity vector 
Vr. Thus the sideslip angle keeps zero. 
(3.9) 
in the case of descending orbit, 
(3.10) 
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Figure 3.2 Launch vehicle body frame and the relative velocity vector 
For the zero-sideslip formulation, the unit vector L Y  along the Y B  axis is given by: 
Vr x 16 
^ ||V, x 1„| 
The unit vector along Z B  follows the right-hand rule: 
(3.11) 
1 Z  l f c  X  l y  (3.12) 
Define the body-normal unit vector ln = —lz, thus 
(1& x V,) 
In — lb X 
I l k  X  Vr 
( a > 0 ) 
From the definition of the dot product and cross product, we have 
(3.13) 
cos a = lb lVr or |sin a\ = \\lv. x 1 Vr X J-6 (3.14) 
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where, lyr is the unit vector in the direction of Vr. To keep ln to be "upwards" 
constantly, in the case of a < 0 the ln should be defined as: 
(Vr X It) 
l f t  X  
l i f t  X  V r  
( a < 0 ) (3.15) 
Clearly the ly should be expressed more reasonably as: 
ly  = lVr x 16/ sin a (3.16) 
The above definition is valid for either a > 0 or a < 0 without causing the instantaneous 
180-degree rotation in ly, when lyr and 16 cross over each other (a changes sign) [41]. 
3.3.4 Coordinate Transformations 
It is frequently necessary to transform motion variables and other parameters from 
one reference frame to another. Following is a brief review for coordinate transformations 
in the field of ascent guidance. 
Let T E G  be the required transformation matrix from ECI reference frame to the 
guidance frame, thus 
cos 0 cos $c sin 0 cos $c sin $c 
- sin 0 cos Az + cos 0 sin <&c sin Az cos 0 cos Az + sin 0 sin $c sin Az — cos 5>c sin Az 
- sin 0 sin Az — cos 0 sin $c cos Az cos 0 sin Az — sin 0 sin $c cos Az cos $c cos Az 
(3.17) 
where © and $c are longitude and geodetic latitude of the launch site, respectively. A Z  
is launch azimuth defined in Eq. (3.9) and Eq. (3.10). 
With the rotation sequence of pitch-yaw-roll , the coordinate transformation matrix 
TBGj which is from body frame to guidance frame, will be 
- BG 
cos 8 cos t/> sin 6 sin 0 — cos 9 sin tp cos <j> sin 6 cos <j> + cos 9 sin ip sin ç 
sin ip cos 1p cos <j> - cos i[> sin (j> 
— sin 8 cos ip cos 8 sin (j) + sin 8 sin tp cos <p cos 8 cos cp — sin 8 sin tp sin ç 
(3.18) 
where 9, ip and 4> are pitch, yaw, and roll angles respectively. 
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3.3.5 Determination of Pitch, Yaw, and Roll Angles 
In guidance frame, the three unit vectors of the body axes 1&, ly and lz are indeed the 
three columns of the transform matrix TBG• Therefore, 1& is expressed in the guidance 
frame as: 
(h \G 
cos 9 cos ip 
sin?j} 
— sin 9 cos ip 
(3.19) 
The unit vector ly is expressed in guidance frame as: 
sin 9 sin (f> — cos 9 sin ^ cos (f> 
(1 y)° — cos '0 cos (f) (3.20) 
cos 9 sin (j) + sin 9 sin ij) cos (j) 
With right-hand rule, 
(1,)G = (1„)G x (1,)G (3.21) 
Once the three unit vectors along the body axes are defined in the guidance frame, the 
Euler angles can be easily determined by: 
9 — — tan 1 
ip = tan"1 I (i^ (lb)Gx cos 9 — 0-b)Gz sin 9 (3.22) 
— — tan 
where the superscript "G" means being referred to the guidance frame, while the sub­
script x, y and z represents the "x", "y" and "z" component respectively. 
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3.4 Optimization Problem 
3.4.1 Performance Index 
For a general ascent guidance problem, the optimal control theory is adopted to find 
the desired thrust direction. Therefore, during endo-atmospheric ascent the vehicle's 
body-axis orientation l6(t), which determines the thrust direction, is optimized at each 
instant to maximize the performance index. 
In this study, the complete ascent trajectory is divided into two portions and the 
optimal trajectory of each portion is found by the different algorithm. The performance 
index, which is to minimize the propellant usage, is applied for both of the portions. It 
can be written as: 
J = — f m'dr (3.23) 
Jo 
where t/ is the time-to-go of the complete ascent, m' is the mass flow rate. 
3.4.2 Hamiltonian Function and the Costate Differential Equations 
The vehicle's mass m(t) is treated as a prescribed function of time in this study. The 
unit vector 1& along vehicle's longitudinal body axis is the only control variable. With 
these assumptions, the Hamiltonian function is defined as: 
H = pJV + pT \r + {T-A)lb + Nlr  y 3 m! + /i(l(,rlj, — 1) (3.24) 
where pr and p„ E B? are the so called costate vectors, jj, is a scalar constraint multiplier. 
The necessary conditions of the optimal control problem call for 
an 
Pr — — 
m <3'M> 
P
" - ~ 3 V  
More explicitly, we have 
Pr =^P« - - (P/I») ^ ^ P" 
V v  —  -  Pr + (Pw l&)^y — (Pv gy - I 5V J Ptl I 
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Finally, the costate differential equations can be expressed as [41]: 
3(p„Tr) 
+ ( P v T l b )  -  A p r  + -CpVrMaCAMa-Q^j 
+ (PvTln) ( Npr — -CpVrM^CMMa 
~t~ CpU)$ X ^ (p-u lb 
- (P/1 
(Ca + 2MaCAMa)Vr + -jpAoVr -gy 
(Cjv + -MaCjVM„)Vr + da dv 
Pu — Pr 4" (Purlb) ( Ca + -MaCAM^\ - (PvTln) (ÇA + -^MaCAMa V y 
+ ïjppVr [(PvTlb)CAa — (PuTln)C,ATa] 
where, A/pr, Cp, C^M., C/ia, are deûned aa 
(3.27) 
Npr — -—_Ro%? SrefCfj 2m 
Cp = —RopSref 
m 
dp 
dr 
_ 8Ca r _ 9CN 
^AM„ - 1 ^NMa — 
r r -^Aa — r-, ; ^Na — da ' 
D C N  
da 
3.4.3 Optimality Condition 
lb is the only control variable in our trajectory optimization problem formulation. 
From the standard first order necessary condition, we have 
dH 
d If 
= 0 (3.28) 
It has been shown in the Ref. [7] that the optimal body axis 1&* lies in the plane 
formed by the primer vector p% and the relative velocity vector Vr. Therefore the search 
for the optimal body axis orientation can be reduced to a one-dimensional search in the 
plane of p„ and Vr. From Figure 3.3, at each instant with given state and costate, we 
25 
le 
Figure 3.3 Demonstration of the body axes primer vector and 
relative velocity vector Vr in guidance frame X gY Q Z G  
have 
cos$ = lpvTlVr  (3.29) 
and, 
L 6 R P „  =  P V  cos (<$> - A )  
(3.30) 
lnTPv = Pv Sin ($ - a) 
From above equations, it is clear that maximizing Hamiltonian with respect to 16 is 
euivalent to = 0, which turns out: 
tan ($ — a)(T — A + -/VQ) — (AQ + N) — 0 (3.31) 
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where Na — Aa = ~. The solution a of the Eq. (3.31) can be found with numerical 
approach. Once a is obtained, 1&* can be found with [7]: 
Therefore the optimal ln* is: 
ln* = 1&* x -j— (3.33) Vr  sin a 
For the vacuum flight, the aerodynamic terms diminish and a approaches 0. The optimal 
body x-axis orientation, therefore the optimal thrust vector, becomes aligned with the 
costate vector py. It is a well-known conclusion in optimal rocket flight in vacuum[25]. 
3.5 Path Constraints 
For safty and vehicle's structural integrity, two kind of most common path constraints 
are considered in this dissertation: axial acceleration constraint and dynamic pressure 
constraint. 
T < 7^= (3.34) 
9 5: Qmax (3.35) 
(3.36) 
3.5.1 Axial Thrust Acceleration Constraint 
In our study the engine throttle is regarded as a prescribed input. Therefore whether 
or not and when the axial acceleration constraint will become active are uniquely deter­
mined by the prescribed engine throttle. Once this constraint is activated, the throttle 
will be adjusted with 
7) = (g gy) 
Tvac 
where Tmnr is the maximum allowable value of the axial thrust acceleration which is a 
design parameter of the launch vehicle. 
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3.5.2 Dynamic Pressure Constraint 
The dynamic pressure is defined as: 
(3.38) 
The velocity of a rocket powered launch vehicle during launch constantly increases with 
the increment of altitude. Therefore, the dynamic pressure on a rocket power launch 
vehicle is initially zero because the velocity is zero. The dynamic pressure increases 
because of the increasing velocity to some maximum value, called the maximum dynamic 
pressure, or qmax. Thereafter the dynamic pressure decreases because of the decreasing 
density. The qmax condition is a design constraint on full scale rocket powered launch 
vehicle. 
Ref. [7] presents an effective approach to impose the dynamic pressure constraint 
through adjusting engine throttle. It is briefly reviewed in following part. 
Let 5 > 0 be a small time increment. A first-order approximation of q(t + Ô) is 
where r](t) is the current engine throttle. c\ and c2 are respectively defined as [7]: 
q(t + ô) « q(t) + q(t)S 
(3.39) 
= 9(*) + [ci + c2r)(t)]S 
2 r  r r (3.40) 
c2 =pVrT cos a 
Let q(t + 5) < qmax• From Eq. 3.39 and Eq. 3.40, we have ! x • 
(3.41) 
Hence the current engine throttle command 7] can be determined with: 
i/ % > % 
(3.42) 
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where rj0 is the prescribed current engine throttle; rjmin is the minimum allowable engine 
throttle setting during engine-on period. The last case in Equation 3.42 is the one where 
the dynamic pressure constraint can not be met through by lowering the engine throttle 
within the allowable range. It is an unlikely event in real flight of the launch vehicle. 
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CHAPTER 4. EXO-ATMOSPHERIC ASCENT GUIDANCE 
FORMULATION 
Once the vehicle reaches an altitude where the atmospheric density is sufficiently 
low, the aerodynamic forces and the wind can be neglected from the dynamics model of 
the vehicle. For this stage, a semi-analytical solution is available for solving the state 
and co-state variables along the optimal trajectory. It makes the searching process for 
vehicle's optimal vacuum trajectory to be very reliable and fast. 
Three assumptions are accepted for followed discussion: 
• It is the vacuum flight where the only non-propulsion force is the gravity. 
• The magnitude of thrust is a fixed function of time. 
• The thrust vector is aligned with the longitudinal body axis. 
4.1 Vacuum Equations of Motion of Launch Vehicles 
Similar with the case of atmospheric flight in Chapter 3, the dynamics of a launch 
vehicle in vacuum flight is modeled in a Newtonian central gravitational field. Being 
referred to an inertial coordinate system, the equations of motion for a rocket-powered 
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launch vehicle in vacuum flight can be written as: 
r =V 
V =gW + (-4.1) 
m = — 
m(t) 
Vf^vac 
So^sp 
where r and V G R3 are the position and inertial velocity vectors respectively; g is the 
gravitational acceleration which is a function of r; Tvac is the magnitude of full vacuum 
thrust; 77 > 0 is the engine throttle; and T is the current thrust magnitude including 
effect of throttle modulation. In this formulation, the total engine thrust is assumed to 
be aligned with the body longitudinal axis 1&; Isp is the specific impulse of the engine 
and go represents the magnitude of the gravitational acceleration at the radius r0. An 
ingenious approximation to the gravitational acceleration is the so-called linear gravity 
approximation 
g = -37 ~ = ~w2r (4.2) 
r2,  r 
where /j, is the gravitational parameter of the Earth, f is another reference radius (e.g., an 
average value of r along the ascent trajectory), and Co = y/p/f3 is the Schuler frequency 
at f. This approximation preserves the more important characteristic of the gravity in 
ascent flight, the direction, and enables analytical solution to the co-state equation in 
optimal vacuum flight as shall be seen later. The minor gravity magnitude difference 
caused by this approximation in ascent typically has little influence on the precision of 
the trajectory. 
For better numerical conditioning, the distances are normalized by r0, the velocities 
by y/r0g0, and the time by \Zro/go- With some abuse of notation, we will still use r 
and V to denote the dimensionless position and velocity vector, respectively. With the 
above linear gravity approximation, the dimensionless equations of motion are: 
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(4.3) 
where the differentiation is with respect to the nondimensional time r = T /yjro/go, L O  = 
a/(ro/O3 is the nondimensional Schuler frequency, and AT = T/mg0 is the instantaneous 
thrust acceleration in g. The vehicle's mass flow rate equation becomes 
m' = — — (4.4) 
where c — /sp/-\AV9o ^ a piece wise constant. 
4.2 Optimization Problem 
As mentioned in Chapter 3, the multiple-burn sequence is introduced to include 
an optimal coast in between the two vacuum burns for the exo-atmospheric ascent. 
The main purpose is to be more efficient on fuel usage. Therefore the objective of the 
optimization problem is to minimize the fuel usage or, equivalently, maximize the vehicle 
mass at orbital insertion. 
4.2.1 Performance Index 
The guidance command for 1 T  is determined by the solution of an optimal control 
problem in which the performance index is defined as the minimization of fuel usage (See 
Eq. 3.23). As mentioned in Chapter 2, the burn time of the endo-atmospheric ascent 
portion is fixed by the carried propellant and the mass flow rate of the engine. In other 
words, the propellant usage is fixed for the endo-atmospheric ascent portion. Therefore 
the performance index Eq. 3.23 can be equivalently expressed as: 
J = — f m'dr (4.5) 
J n 
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where T \ is the instant at which the atmospheric ascent ends and the vacuum ascent 
starts, m' is the mass flow rate as mentioned before. Therefore fT/ m'dr is the total J T I  
fuie usage during exo-atmospheric ascent portion [ti, 77]. 
4.2.2 Hamiltonian Function and the Costate Differential Equations 
The standard optimal control theory[30] calls for the use of the Hamiltonian 
T  T  
# = Pr V — tO JiyT + 
'  Pm~ 
Re-write the Hamiltonian as: 
H  =  p^V - u;2p£r + T  ( -  -  ) : =  H N T  +  T S  
\ mgo c 
(4.6) 
where pr and py are the costate vectors corresponding to position and inertial velocity 
vectors respectively. pm is the costate variable which is corresponding to the state 
variable m. From necessary conditions of the optimal control problem, the costate 
vectors will satisfy the differential equation 
= (4-7) 
In particular py is called the primer vector because the optimal thrust direction 1 T  = 
Py/l|Pv||-[25] The switching function S determines when to use full thrust and when to 
coast (T = 0). Specifically, 
\PvJ 
( 
d r  
T  =  
^  i f S > 0 ,  
(4.8) 
0  i f S < 0 .  
The case of singular thrust arcs (when S  =  0 in a finite period of time) is not considered 
because it is well known that, except for a few pathological cases, they are not optimal 
in vacuum flight. [43] Suppose in our case that the coast between the 2nd and 3rd stage 
ends at a to-be-determined time T0MS• It is then necessary that S(TQMS) = 0 (and 
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S ( T )  >  0 for T  >  T O M S - )  Since the total final time 77 is free for the optimal ascent 
problem, the Hamiltonian H is equal to zero along the optimal trajectory. [30] 
= ) (4.9) 
As a result, we have equivalently 
H N T ( T ~ O M S ) = 0 (4.10) 
This equation avoids the computation of the mass costate pm thus is preferred to the 
condition S{TOMS) = 0. For multiple coast arcs, refer to Ref. [23] for additional interior 
point conditions. 
4.2.3 Terminal Conditions 
For optimal ascent guidance problem, the terminal conditions include the final or­
bital insertion conditions and transversality conditions. The orbital insertion conditions 
typically specify some of the 6 target orbital elements. In general, they can be written 
as k (0 < k < 6) algebraic conditions: 
*(r(t/),V(t/)) = 0, #6#* (0<t<6) (4.11) 
For a general optimal control problem, the performance index is: 
f t f  
J  =  < f ) ( x f , t f )  +  /  L ( x , u , t ) d t  (4.12) 
J t o  
where x = col(r V); x/ is the final state variable at tf] x and u  are state and control 
variables respectively. Therefore we have following transversality conditions: 
PM - •(&)'.  «..) 
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where v G  Rk  is a constant multiplier vector. The 6 transversality conditions can be 
combined into 6 — k independent conditions by eliminating z>. Two examples will be 
shown later for eliminating v to get independent conditions. 
4.2.4 Examples of Different Terminal Conditions 
Example 1: Four Insertion Constraints Case 
Let a*, e*, i* be the semi-major axis, eccentricity and inclination of target orbit 
respectively. 7^ is the vehicle's flight path angle at orbital insertion point and which is 
zero. 
Therefore the magnitude of the position and velocity vectors at orbital insertion will 
be: 
Vf = 1.0+ e* 
*(1.0 - e*) 
r} = o*(l-0-e*) 
which is for the case of insertion at perigee. 
(4.15) 
(4 16) 
v: 
1.0 -e* (4.17) 
(4.18) 
y a*(1.0 + e*) 
r} = a*(1.0 + e*) 
which is for the case of insertion at apogee. 
Let us define the unit vector lff0 in Earth Center Inertial frame ( See Section 3.3.4): 
0 
lffo = 0 
1 
In the Guidance Frame (See Section 3.3.5), we have 
(4-19) 
Ilo — Tep • lffo (4.20) 
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Therefore the four orbital insertion conditions f G iî4 can be written as: 
(4.21) 
(4.22) 
(4.23) 
(4.24) 
(r/ x V;) - cos z* = 0 
VfT • V/ = 0 
Substitute above # into the transversality conditions 4.13 and 4.14. After eliminating 
the multiplier vector ï> G i?4, two transversality conditions will be: 
The above 2 transversality conditions plus the 4 orbital insertion conditions 4.21-4.24 
constitute the 6 terminal conditions for this case. 
Example 2: Five Insertion Constraints Case 
Let r*f and Vf are given magnitudes of the position and velocity vectors at orbital 
insertion. 7^ = 0 is the given vehicle's flight path angle at orbital insertion, i* and f2* 
are desired orbital inclination and longitude of ascending node. 
Let us define the unit vector l#i in the Earth Center Inertial frame (See Section 
3.3.4). It is along the direction of angular momentum. 
(4.25) 
[(r/ x V/)T • pr/][(r/ x Vf)T • (r, x li0)] 
+ [(r, x V/)? - py,][(r/ x V,)? - (V/ x 1^)] = 0 
(4.26) 
sinfi* sini* 
lffi — — cos fT sin i* (4.27) 
cos i* 
In the Guidance Frame (See Section 3.3.5), we have 
I L I  =  T E P  •  L F F I  (4.28) 
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Hence the five orbital insertion conditions ^ G R5 can be written as: 
' r; " - 0 (4.29) 
^ =0 (4.30) 
TfT • Vf =0 (4.31) 
r^l^i ==0 (4.32) 
V^lti ==0 (4.33) 
Substitute above five orbital insertion conditions $ into the transversality conditions 4.13 
and 4.14. After eliminating the multiplier vector PER5, the transversality conditions 
will be: 
(V; - fr,)f - (rf - fy,)^ = 0 (4.34) 
4.3 Path Constraint 
4.3.1 Axial Thrust Acceleration Constraint 
In the vacuum flight, only one path constraint is considered in ascent guidance: 
vehicle's axial thrust acceleration constraint. 
At < Tmax (4.35) 
Once this constraint is activated, the prescribed engine throttle will be adjusted as: 
% = (4.36) 
vac 
where Tmax is the maximum allowable value of the axial thrust acceleration which is a 
design parameter of the launch vehicle. 
4.3.2 Constant Acceleration Arc 
For the "second powered stage" (See Section 2.2) in exo-atmospheric ascent portion, 
the time at which Main Engine Cut-Off (MECO) is determined by the carried propulsion 
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propellant and the mass flow rate of the main engine. Therefore it is a fixed parameter. 
Let Mmp is the carried propulsion propellant of the main engine. The mass flow rate 
of the main engines is Mrate{kg/sec.). Let T\ to be the instant at which the endo-
atmospheric ascent portion ends and rmeco to be the instant at which the main engine 
cut off. We have: 
Tmeco = TX + (4.37) 
•M-rate 
However with the axial thrust acceleration constraint, it is highly possible that there 
is a constant acceleration arc along the ascent trajectory during the "second powered 
stage". In this case, calculation of the rmeco is a little complicated. The duration 
[TI, TMECO] can be divided into two portions: [ti, Tca] and [rca, TMECO]. The Axial Acceler­
ation Constraint is activated at TCA. The trajectory in the period of [rca,rmeco] is called 
the Constant Acceleration Arc. During [ri,rca] the engine throttle is set to be 1. Let 
suppose the mass of the launch vehicle is MQ at the beginning of exo-atmospheric ascent. 
Tme is the magnitude of thrust of the Main Engine. If Tmax is the maximum allowable 
axial thrust acceleration, then 
Tc„ = Tl + Mti ,4,8, 
•LVJ-rate 
If m(t) is the current mass of the vehicle after the axial thrust acceleration constraint 
being activated, rj is the current throttle, and r = t — rca. We have: 
Tma: 55 %% (4.39) 
m(t) 
where 
m{t) = M0 - (rca - Ti)Mrate + f r]-Mrateda (4.40) 
Jo 
= Mca + / rj • Mrate da (4.41) 
Jo 
where Mca is the vehicle's mass at rca. From Eq. 4.39 and Eq. 4.41, we have: 
r]Tme = Tmax • Mca + Tmax ' Mrate f rj da (4.42) 
Jo 
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Differentiation with respect to r, 
f)Tme = Tmax • Mrate • 77 (4.43) 
Take the integral for both sides of the above equation, it turns out 
??(T) = ' (4.44) 
= r (4.45) 
Therefore on the constant acceleration arc, the instantaneous engine throttle is 
%(;) = ^ (4.46) 
Let Mmeco — M0-Mmp, in the case of with constant acceleration arc, TMECO is obtained 
with: 
T A/f 
-
1
-me 1 lvlmeco / A *^\ 
rmeco — Tca + ™ ~ In (4.47) 
-'-max ' Mrate ca 
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CHAPTER 5. NUMERICAL ALGORITHMS 
In this dissertation, for algorithmic design the complete ascent trajectory is parti­
tioned into two portions: the atmospheric and vacuum portion. The atmospheric ascent 
trajectory is from lift-off from launch pad to a sufficiently high altitude where the dy­
namic pressure is ignorable for guidance purpose. The rest of the trajectory will be 
considered vacuum. The ascent trajectory will be tacitly assumed to be three powered 
stages (or alternatively, 3 burns) with a coast between the 2nd and 3rd powered stage. 
Only the first stage flies the atmospheric ascent trajectory. The burn times of the 1st 
and 2nd stage are fixed by the propellant carried and mass flow rates. The coast time 
and the burn time of the 3rd stage are to be optimized. This division of powered stages 
can be due to the actual separation of the physical stages or launch sequence. In the 
case of the Space Shuttle, for instance, the first stage will be the entire stack until the 
separation of the Solid Booster Rockets; the second stage will be the Shuttle until Main 
Engine Cut-Off (MECO), and the third stage will be the Shuttle powered by the Orbital 
Maneuver System (OMS) after the coast from MECO. In the case where the physical 
staging is not as exactly defined as 3 powered stages, the first stage may be artificially 
considered to be the trajectory within a specified amount of flight time from lift-off. 
This time is chosen to ensure that at the end of the "first stage", the dynamic pressure 
is below a threshold value. The "second powered stage" will then be rest of the burn 
before the coast. The "3rd powered stage" in the last burn that achieves the targeting 
condition. Even though only one coast arc between the 2nd and 3rd stage is considered 
in the following, the methodology in this dissertation is readily applicable to the cases 
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with more powered stages and multiple coasts, provided that the number of coast arcs 
is specified in advance. 
Two main numerical algorithms are presented in this dissertation for rapid planning 
and closed-loop guidance for ascent through atmosphere. For endo-atmospheric portion, 
a novel Fixed-Point Iteration (FPI) algorithm is developed for solving a special form 
of TPBVP formulated through integration of Atmospheric Ascent and Vacuum Ascent. 
The Analytical Multiple-Shooting Vacuum algorithm is developed to be responsible for 
searching vacuum optimal trajectories with optimal coast in between the burns. The 
convergence of the fixed-point iteration is one of the critical concerns for the FPI algo­
rithm. Therefore several numerical techniques are exploited to address this issue. 
5.1 Integration of Atmospheric Ascent and Vacuum Ascent 
The atmospheric portion of the ascent trajectory subject to a number of commonly 
seen path constraints is found by using the Finite Difference (FD) algorithm presented 
in Ref. [7]. In this case the control vector 1T not only defines the direction of the 
thrust vector, but affects nonlinearly the magnitude and direction of A and N as well 
(See Chapter 3). In addition, A and N are also highly nonlinear functions of the 
state. The problem now is much more complex and there are no closed-form solutions, 
exact or approximate, exist for the state and costate. The FD algorithm represents an 
efficient numerical approach to solve the TPBVP resulting from the optimal atmospheric 
ascent problem, and more detail on the development and testing of the algorithm can 
be found therein. To apply the FD algorithm in conjunction with the vacuum algorithm 
discussed in the preceding sections, the TPBVP and the exchange of data between the 
two algorithms need to be planned properly so that, when converged, the results from 
the two algorithms indeed represent different parts of the same optimal trajectory. 
Our approach is to integrate the algorithms through the iteration on the state at the 
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end point T\ of the first stage where the atmospheric algorithm stops and the vacuum 
algorithm begins. From a starting estimate of the state at Ti, the vacuum algorithm 
generates an optimal trajectory to the target orbit and returns the corresponding costate 
at Ti. The atmospheric algorithm in turn solves a TPBVP in which the initial state is 
that at the lift-off and the final costate is the one just found by the vacuum algorithm at 
T\. This atmospheric ascent solution will provide a new state at TX. The above process 
then repeats until the states found at T\ in two consecutive cycles are practically the 
same. 
The algorithmic implementation of the above approach is given below. Starting from 
an initial guess of the state at Ti, denoted by xi°\ our integration algorithm proceeds 
with the iterations as follows: 
1. Set k = 0. 
2. With the known the vacuum algorithm finds the optimal ascent trajectory in 
(TI, TF), including the coast, from to the targeting conditions. As a part of 
the solution the vacuum algorithm returns the corresponding costate at Ty. 
3. The just obtained is used as the required boundary condition at T\ for the 
costate in the interval (0, T\) for the atmospheric algorithm. The initial state at 
r = 0 is known. A special form of the TPBVP for the atmospheric algorithm is 
then well defined. Upon the convergence of the algorithm, a new state at T\ is 
found as a result, and this new state is denoted as x^+1'-
4. If ||xii+1^ — Xrfll < S for some pre-selected small constant 6 > 0, set xTl = xi^+1\ 
and stop. Otherwise, let 
xg+D _ + (1 - E)x%) (5.1) 
where 0 < e < 1 is a constant. Set k = k + 1 and return to Step 2 above. 
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At the conclusion of the above process, both the state x and costate p are continuous 
at T\. All the necessary conditions for the optimal ascent problem are satisfied in [0, 77]. 
In other words, the solutions obtained for x(-) and p(-) in the two algorithms form 
a continuous extremal for the complete optimal ascent problem. The flow chart of 
integration algorithm is given in Figure 5.1 
Initial Gut SX X; 
Mrtal State x0 
AMS Vat aim Guidante 
Ende-ahnosplierit Ascent 
Guidance TPBVP 
Figure 5.1 Flow chart of the trajectory integration algorithm 
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5.2 Numerical Algorithms for Endo-atmospheric Ascent 
5.2.1 Brief Review of the Finite Difference (FD) algorithm 
The algorithm integration approach in Section 5.1 is generic in that it is not depen­
dant on the specific algorithm. The Finite Difference (FD) algorithm in Ref. [7] is well 
suited for solving the endo-atmospheric ascent guidance problem. Let us briefly review 
the Finite Difference method for endo-atmospheric ascent. 
The optimality condition dictates that the direction of the optimal control It is 
completely determined by the state x and the primer vector py (see Ref. [7]). Thus 
after 1T is replaced as a function of the state and costate, the differential equation system 
for the optimal atmospheric ascent problem in [0, 7i] can be written as 
^ / fi (V. x. D) 
= f(T, y) (5.2) . x y' = 
P' y  f 2 ( r , x , p )  
The state equations fi consist the right hand sides of Eq. (3.2). The costate equations f2 
consist the right hand side of Eq. (3.27). Both f% and f2 are continuously differentiate 
with respect to their arguments. The boundary conditions are 
x(0) = x0 (5.3) 
p(n) = P? (5.4) 
where x0 is the known initial state at lift-off, and pi^ is the costate returned from the 
vacuum algorithm in Step 2 of the integration algorithm. The FD algorithm proceeds 
by dividing the time interval [0, Ti] into N sub-intervals of the same length h = T\/N. 
Let yi = y (ih) be the value of the solution at the node Tj — ih, i = 0,..., N. At the 
middle point between Tj_i and r;, denoted by Ti_i/2 = r, - h/2, the differential equations 
(5.2) are approximated by central finite difference at ri_1/2: 
^ ( Y I  - Y »-i) = F (JI-1/2,Y' +2Y'~1) ' I = L,...,N (5.5) 
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The above approximation converts the differential equation (5.2) into equality con­
straints on {y,}. The search for {y*} becomes the problem of solving the system 
nonlinear algebraic equations in Eq. (5.5). Because of a special banded structure of 
the Jacobian of the problem, a modified Newton method, Gauss elimination and back 
substitutions can be employed to solve the problem without the need to compute the in­
verse of the large Jacobian matrix. [7] The solutions to {yj so obtained are second-order 
approximations to the solution of the TPBVP at T;. 
5.2.2 Fixed-Point Iteration (FPI) Method 
The special structure of the TPBVP formulated in Step 3 of the algorithm in Section 
5.1 gives rise to an interesting possibility: that the optimal endo-atmospheric ascent 
problem may be solved by a very simple algorithm based on nested fixed-point iterations. 
In the current setting of this research, we separate and re-organize the finite-difference 
equations (5.5) for x and p as 
. , n ( X;  +  Xj_!  Pi + Pi-1 X , ,  /  r  
Xj  =  Xj_!  +  hîi I  T i_ i /2 ,  ,  I  ,  l =  l, . . . , N  (5 .6 )  
Ut  (  Xj+Xj-1  Pi + Pi-l\ .  , ,  1  
Pi-1 = Pi -  hf2 I  T i -1 /2 ,  ,  I ,  1  =  N , . . . ,  1  (5 .7)  
We make two key observations on the solutions to Eqs. (5.6) and (5.7). Consider first the 
case when a set of the nodal values of {pi} are given and {xj} are to be determined from 
Eq. (5.6). Notice that the i-th equation in (5.6) involves only x;_i and Xj Suppose 
that for i = 1, x0 = x(0) is taken according to the boundary condition (5.3). Then 
everything on the right hand side of Eq. (5.6) for i = 1 is known except for xv That is, 
Eq. (5.6) for i = 1 becomes essentially a fixed-point equation in x% 
= Ci(xi) (5-8) 
where Ci(xi) is the right hand side of Eq. (5.6) with i = 1. Once the value of X; is found 
from the above equation and substituted into Eq. (5.6) for i = 2, the same reasoning 
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will lead to a similar fixed-point equation in x2. Repeating this process successively, we 
conclude that in general we have at the i-th node the fixed-point equation to solve 
Xj = Ci(xi), i = l,2, . . . , N  (5.9) 
Keep in mind that in above equations each function ^ is dependent on the given pj, 
Pi-i, and Xi_i found as the solution of the previous equation Xj_i = Ci(xi-i)j with 
x0 = x(0). 
Next, consider the case when {xj are given and {p,} are to be found from Eq. (5.7). 
Suppose that we set p# = Prf as required by the boundary condition (5.4). Application 
to Eq. (5.7) an argument similar to the above one, but backward in time, will lead to 
fixed-point equations for p^s 
Pi = »7i(Pi), i  =  N  -  1 , . . .  , 1 , 0  (5.10) 
Likewise the functions ^ is dependent on the given xi; xi+1, and pi+i found as the 
solution of the previous (backward in time) equation pi+i = rji(pi+i), with pN = pi^. 
The fixed-point algorithm we propose can have two versions, differing mainly in the 
order of the fixed-point iterations involved. The reason for the difference is that one 
version may have better convergence than the other in a particular problem, as will be 
discussed later. The first version is as follows: 
Algorithm FI 
1. Set iteration index j = 0, and make a set of initial guesses {x-0^}, i = 0,1,..., N, 
where x^ = x0 (Such a set of initial guesses should not be difficult to make 
because of the physical meaning of x). 
2. Replace {x,} in the right hand side of Eq. (5.7) by {x-^}. Let {p|^} represent 
the nodal values of the costate satisfying Eq. (5.7) with {x;} replaced by {x|^}. 
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Set = p^. Find the rest of {pp^}, in the reverse order of i = N — 1,..., 0, 
by the fixed-point iterations 
(pW)(w) = ( = 0,1,2,... (5.11) 
where % is dependent on {x-^}, and the previously converged solution p[^\ (in 
backward order) is used in Eq. (5.7) to arrive at A reasonable initial guess for 
above iteration would be (pp^)^ = Pi+i-
3. Replace {p^} in the right hand side of Eq. (5.6) by the just obtained {pp^}. Set 
3 = 3  +  1 -
4 .  F i n d  { x }  b y  t h e  f o l l o w i n g  f i x e d - p o i n t  i t e r a t i o n s :  x ^  =  x 0 ,  a n d  f o r  i = 1, 2,..., N, 
(xW)(,+D _ (.[(xP)O], Z = 0,1,2,... (5.12) 
where Ci is based on Eq. (5.6), dependent on {pp (which have been found 
in Step 2 above as {pp^} before j is incremented.) and the previously converged 
value xp\. An initial guess for above iteration could be (xp^)(°) = xp\, 
5. If the difference between the {x^} just obtained and the previous {xp-1^} satisfies 
the convergence criterion 
^]||xP-xM)||<G^ (5.13) 
i=i 
where ex > 0 is a specified small constant, {xj = {x-^} will be the converged 
state trajectory, and the algorithm stops; otherwise we re-define {x|^} by 
XP' = KX-J)  + (1 - K)XP_1\ i  =  l , . . . , N  (5.14) 
where K / 0 is a constant, and the xp^s on the right hand side of the above 
equation are from the profile {xp^} just found in Step 4. Return to Step 2 with 
the updated {xp^}. 
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The above algorithm consists of one outer-loop iteration on {xj}, and two inner-
loop fixed-point iterations (5.11) and (5.12). The outer-loop is in fact also a fixed-point 
iteration on {x,}, only modified in Eq. (5.14) to achieve convergence. More on this 
aspect will be discussed in the next section. In the j-th iteration, the costate history 
{pP} is first solved based on the current {x-^} in Step 2. Once {pp'} is obtained, an 
updated state history {xp+1^} is computed in Step 4. If the {xp+1^} has not converged, 
the process is repeated. The algorithm relies exclusively on fixed-point iterations. No 
gradient steps are involved, and the computer software implementation will be extremely 
simple. 
While the outer-loop of Algorithm FI iterates on {x;}, the algorithm may also be 
set up to iterate on {p;} instead in the outer-loop. The two inner fixed-point iterations 
(5.11) and (5.12) are still the same, except that iteration (5.12) will be before iteration 
(5.11) this time. Consequently, the places of {x} and {p} are switched in Steps 1, 2, 
and 5. In order not to repeat the entire algorithm, we will simply state the alternate 
algorithm as 
Algorithm F2 
Starting from an initially guessed costate profile {pj°^}, = p^, the algorithm 
iterates to find {pi} with similar steps as in Algorithm FI, i.e., with an outer-loop fixed-
point iteration and two inner-loop fixed iterations (5.11) and (5.12). The order of the 
steps in the algorithm will of course be modified accordingly. Once (pj is found, the 
corresponding state will be obtained by Eq. (5.12). 
5.2.3 Convergence Analysis for Fixed-Point Iteration (FPI) Method 
The critical questions that remain to be answered for the Algorithm FI (and F2) 
in the preceding section is about the convergence of the fixed-point iterations. Specifi­
cally, will the two inner-loop fixed-point iterations in Eqs. (5.11) and (5.12) converge? 
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Whether is it possible to achieve the convergence condition (5.13) in the outer loop? 
Let us address first the convergence of (5.11) and (5.12). From Eq. (5.6) it is clear 
that 
Assume that ||9fi/9x|| is bounded for all x 6 X and p G P, where for matrices || • || 
stands for an induced-norm (i.e., by any of the £p-norms, p = 1,2, or oo), and X 
and P are some compact sets in Re. Furthermore, assume that for x0 G X and any 
Pt^ G PTl C P, the solution to the TPBVP in Eqs. (5.2-5.4) satisfies the condition 
that {X(T), p(r)} G X U P for any r G [0, Ti]. Therefore on the basis of the continuity 
of fi in Eq. (5.6) and the expression in Eq. (5.15), one can always find an hxmax > 0 such 
that for all 0 < h < hxmax, <<(•) maps x —> x, and ||%/<9xj|| < 1 along the trajectory 
of the problem Eqs. (5.2-5.4). By the contraction mapping theory,[44] there exists a 
unique solution to the equation XJ = Ci(xi) with any h G (0, hxmax), and the fixed-point 
iteration (5.12) converges in x. 
Similar observation on the continuity of rj i  and the assumption of boundedness con­
dition on ||<9f2/<9p|| will lead to the conclusion that there exists an hpmax > 0 such that 
for all 0 < h < hpmax, %(-) maps p -> p, and \\drjjdpi\\ < 1. Hence the equation 
Pi = »?j(Pi) with any h G (0, hpmax) has a unique solution, and the fixed-point iteration 
(5.11) converges in p. Define 
Then for any choice of the integer N > l/hmax, and h = TI/ N ,  both fixed-point iterations 
in Eqs. (5.11) and (5.12) will converge locally. 
In summary, under mild boundedness conditions and for a given rl5 the choice of a 
sufficiently fine finite-difference grid will guarantee local convergence of the fixed-point 
(Kj,^h <9fl(Tt_i/2, x, p) 
^ 2 x=(xi + x;_i)/2 
P = (Pi + Pt-l)/2 
(5.15) 
min {hxmax, hpmax } ' m a x  (5.16) 
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iterations (5.11) and (5.12) in Algorithm FI and F2. 
To discuss the working and convergence of the outer-loop iteration in Algorithm FI, 
we group all the equations in Eq. (5.6) and all the equations in Eq. (5.7) respectively 
as 
Fi(x,p) = 0 (5.17) 
F%(x,p) = 0 (5.18) 
where x = col(x\... xjv) € R6N and p = col( P O - - - P J V - I )  G R6N are the unknowns. 
With the standard assumption of continuous differentiability on the system dynamics 
fi and f2 in Eqs. (5.6) and (5.7), all the partial derivatives in <9Fj/<9x and <9F;/<9p, 
i = 1,2, are continuous. Furthermore, it can be shown that based on the specific forms 
of Eqs. (5.6) and (5.7), the Jacobians dFi/dx and <9F2/<9p will always be nonsingular 
for sufficiently small h. Let {x*, p*} be a pair that satisfies Eqs. (5.17) and (5.18). By 
the well-known Implicit Function Theorem and Eq. (5.17), there exists a unique function 
x = £(p) in a neighborhood of {x*, p*} such that Fi(£(p),p) = 0. Moreover, 
¥-©"(59 
From Eq. (5.18) another function p — 0 ( x )  exists also in a neighborhood of {x*, p*} 
such that F2(x, 0(X)) = 0, and 
Using the above implicit functions, it is not difficult for one to see that Steps 2, 3 and 
4 of Algorithm FI form the relationship 
x (i+i) -= ([P^]=([^)] (5.21) 
By Eqs. (5.19) and (5.20) 
W(x)] _ /aFA-i /9FA /9F: 
9x 9x ^ \ 9p y) \ ap ^ \ 9x := Dx  (5.22) 
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For the fixed-point iteration in (5.21), the condition ||Dz|| < 1 is needed to ensure 
convergence. But this condition may not be satisfied in some cases. The operation 
in Eq. (5.14) of Step 5 of Algorithm FI amounts to the following modification to the 
fixed-point iteration (5.21) 
As in the discussion on iteration Eq. (5.1) in Section III, the fixed point of the above 
equation for any K / 0 is also the fixed point of Eq. (5.21). The difference is that it is 
possible to make the fixed-point iteration in Eq. (5.23) converge with some K even if the 
one in Eq. (5.21) does not converge.[45] This idea is best illustrated by a scalar case. 
Consider the problem of finding the solution to the nonlinear scalar equation 
Assume that a solution to above equation exists and \df /dx\ ^ 1 anywhere. Reformulate 
this equation as 
where s ^ 0. Evidently the solutions to Eq. (5.24) and Eq. (5.25) are the the same. 
The gradient of the right hand side of Eq. (5.25) is 
£(j+i) _ k£[0(x(j))] + (1 — K)X^ (5.23) 
z = /(%) (5.24) 
x  =  e f ( x )  +  ( 1  -  e ) x  : =  F ( x )  (5.25) 
(5.26) 
It can be readily verified that \dF/dx\ < 1 if e is chosen as follows: 
1. If d f  / d x  >  1, choose 
2. If d f  / d x  <  1, choose 
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In other words, the mapping on the right hand side of Eq. (5.25) can always be made 
contractive with an appropriate e ^ 0, regardless whether or not f(x) is contractive. 
Therefore the solution to Eq. (5.25), as well as the solution to the original Eq. (5.24), 
can always be found by the fixed-point iteration 
The above fixed-point iteration is just a scalar version of Eq. (5.23). In multi-variate 
case as in Eq. (5.23), of course, the choice of K will not be as simple. But we are working 
toward developing similar criteria that are dependent on the Jacobian of £[0(x)]. 
Following a parallel discussion leading to Eq. (5.23), we can show that the outer loop 
in Algorithm F2 is equivalent to a fixed-point iteration on 
When K = 1, the following condition is required for the outer-loop fixed-point iteration 
to converge 
Since in general ||DP|| ^ ||D^|| even if the individual matrices in Dx and Dp are the 
same, there may be cases where for certain vehicles the condition (5.29) is met when 
Eq. (5.21) is not. In these cases Algorithm F2 will be more suitable. 
5.2.4 Approaches Developed for Facilitating the Convergence of Fixed-Point 
Iteration (FPI) 
There are totally three fixed-point iterations in the presented algorithm. In Ref. 
[9], several approaches have been presented to facilitate the convergence of Fixed-Point 
Iteration (FPI). Detailed discussion will be given in this part. To avoid possible confusion 
and for convenience of expression, since then a general fixed-point iteration expression 
will be used in discussion. 
= F(%W) = ef(zM) + (1 - E)%W, % = 0,1, 2,..., VzC) <E A (5.27) 
p^+1) — K0[£(p^)] + (1 - k)P^ (5.28) 
(5.29) 
52 
Suppose there is a fixed-point iteration 
z  =  f ( z )  ( 5 . 3 0 )  
Above equation can be expressed as following iteration: 
z^ = f(z^), ; = 0,1,2,... (5.31) 
where 
zi = zJ, ; = 1,2,... (5.32) 
This iteration may converge, but we cannot guarantee convergence of the iteration. For 
a fixed-point iteration, it is possible to facilitate the convergence of the iteration through 
redefining the fixed-point iteration with an appropriate coefficient <9 [45]. With a proper 
9, zJ+1 can be redefined as 
zj+i = 9zi+i + (l_9)zi, ; =0,1,2,... (5.33) 
With Eq. (5.31) and Eq. (5.33), we have a new iteration equation: 
z = F(z) := 0f(z) + (1 — 9)z (5.34) 
Evidently the solutions to Eq. (5.34) and Eq. (5.30) are the same. The point is that 
in the cases where fixed-point iteration (5.30) doesn't converge, we can try to find a 
proper 6 to facilitate the convergence of the fixed-point iteration (5.34). In other words, 
we are trying to formulate a contraction mapping z = F(z) instead of solving the fixed-
point iteration (5.30) directly. It should be mentioned that 9 can be either a scalar or a 
diagonal matrix. In the case of diagonal matrix, we denote it as 0. A detailed discussion 
on how to choose the proper 9 (or 0) will be given later. 
Approach 1: Direct Proportion Method 
From Contraction Theorem (Banac Fixed-Point Theorem) [46], if the iteration (5.34) 
converges to the fixed point, then the iteration sequence ( T? ) is a Cauchy sequence, i.e. 
||zJ+1 — z-71| < c11z-7 — zJ—11| (5.35) 
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where 0 < c < 1. Substitute Eq. (5.33) and Eq. (5.32) into Eq. (5.35), finally 
c||zJ 
< 
7,3 — <z? 11 (5.36) 
After first two iterations, with Eq. (5.36) we can find a proper 0 to make the iteration to 
converge. However in the case where obtained 6 is a small quantity, even \\zP — zJ~1|| < e 
(e is a predetermined small constant), it is possible that ||zJ+1 — zJ|| 3> e. Hence, the 
converged result of z = F(z) maybe not the solution of z = f(z) with satisfied precision. 
Approach, 2: Spectral Radius Method 
If F(z) in Eq. (5.34) is a contraction mapping, then by Ref. [45] 
M d F ( z ) .  
<9z 
< 1. 
From Eq. (5.34) 
where I is n by n identity matrix. The spectral radius of is: 
"'tt' := sg iA-1 
where is the i — th eigenvalue of It is known that [45] 
So we can set 
< i. dz 
The eigenvalue of is given by: 
det X I -
d F ( z )  
dz 
= 0 
From Eq. (5.34) and Eq. (5.42), we have 
" A -  1  +  i  
det 9 • I -
^f(z) 
dz 
(5.37) 
(5.38) 
(5.39) 
(5.40) 
(5.41) 
(5.42) 
(5.43) 
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Let A be the eigenvalue of so 
Afc =  1 +  9 ( X k  —  1), k  =  1 , . . .  , n  (5.44) 
From Eq. (5.41), it is obvious that 
|  1  +  9 ( X k  -  1 )  |  < 1 . ,  k  =  l , . . . , n  (5.45) 
Let 
— Xk 1 = 6^ + jck (5.46) 
We consider a general case where is a complexnumber, therefore 
| 1  + 9(bk + j ck) |  < 1 . ,  k  =  l , . . . , n  (5.47) 
where j — \Z—T. 
• If bk = 0 
|  1  +  %  c &  |  < 1 .  ( 5 . 4 8 )  
There is no 9 which can satisfy above condition. 
• If bk > 0 
< 0 < 0 (5.49) 
bk + cfc2 
• If bk < 0 
—26, 0 < g < ^ g ^ , (5.50) 
bk + ck 
Using above relationships to calculate through each ak( k = ,n), finally a 
proper range of 9 can be concluded. However it is possible that there is no proper scalar 
9 existing in some cases. For example, no proper scalar 9 is available when there is a 
bk = 0. Or in the case of b\ > 0 but b2 < 0, evidently there is no proper range of 9 
existing. 
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Approach 3: Matrix Norm Method 
In both of Approach 1 and Approach 2, 6 is treated as a scalar. However in our 
problem formulation, the functions f(z), F(z) and the variable z are all treated as 
vectors in a general case. Herein it would be a reasonable guess that a diagonal matrix 
© should be used for re-defining. The diagonal matrix 0 can be defined as: 
© = 
\  0  . . .  0 ^  
0  # 2  . . .  0  
0  0  . . .  0  
0  . . .  0  9n 
(5.51) 
Rewrite Eq. (5.34) into: 
z1+1 = F(z') := ©f(z') + (1 - 8)z' (5.52) 
Let e® = z1 — w, w is the final converged solution of the iteration. It turns out that 
3i+l _ A \f(„i 0 [f(z4) - f (w)] + (/- G ) é  (5.53) 
By the first-order Taylor series expansion, we have 
e'+i = (7 - 8 + 0(T)e* (5.54) 
where 
°  = 8 z  
Ck = z'fc - ^ (z'fc - wfc), k  =  l , . . . , n  
where 0 < ^ < 1. Let 
M' = 7 - 8 + 8(7 
(5.55) 
(5.56) 
(5.57) 
From Eq. (5.54), it is evident that the fixed-point iteration z  —  F ( z )  will monotonically 
converge if and only if 
Let 
G1 = 
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IIM'H < 1 
^ 9ll 912 • • • 9ln^ 
921 922 • • • g2n 
Therefore 
I - 8  +  0 C  =  
y9nl 9n2 • • • 9nn J 
1 — 6i + 0l9ll Sl9l2 
02921 1 — 02 + 02922 
y @n9n1 @n9n2 
The 1-norm of the n x n matrix A is: 
9l9ln 
@29271 
• 1 ~ Qn + 6n 
max k 3 = 1 
From Eq. (5.58), Eq. (5.60) and above definition of 1-norm, we have 
n 
I  1 —  ^ f c (l —  9 k k )  | + | | ^2 I 3kj |< 1) k = 1, . . 
= 1 
If we take the following assumption 
1 - 9kk | > \ 9kj \, k = I,..., 
j/fcj = i 
n 
then it can be shown that [45] 
If 1 9kk > = l I 9/y 
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• If 1 - 9kk < - YTj^k = i I 9 k j  I 
2 
:  r <  d k  <  0, k  =  1 , . . .  , n  (5.65) 
1 - 9kk - = l I 9kj I 
Although the conditions Eq. 5.63 seem severe and perhaps unusual they are frequently 
satisfied in practice. In fact many difference methods for solving nonlinear boundary 
value problems in ordinary and partial differential equations result in such systems. [45] 
We can choose a proper value for each main entry of the diagonal matrix 0 with 
(5.64) and (5.65). Through redefining the fixed-point iteration (5.30) with this diagonal 
matrix 0, it is feasible to get a contraction mapping which will monotonically converge. 
Instead of solving the original fixed-point iteration problem directly, we have pre­
sented three approaches to redefine the original fixed-point iteration and herein formu­
late a contraction mapping. The advantages and disadvantages of each approach will be 
briefly discussed later. 
5.2.5 Further Discussion 
For the Fixed-Point Iteration (FPI) algorithm presented in Section 5.2.2, there are 
three fixed-point iterations which include two inner-loop iterations and one outer-loop 
iteration. To facilitate or even accelerate the convergence of the iteration, all the three 
iterations can be redefined with the approaches developed in Section 5.2.4. Theoreti­
cally, any of those three kind of approaches can be applied to each fixed-point iteration. 
However during implementation of the algorithm, the computation efficiency and sim­
plicity of the code programming require further evaluation for each approach before 
making decision on choosing which kind of approach for each fixed-point iteration. A 
brief evaluation of the three approaches will be given in the following part. 
• For Approach 1: Direct Proportion Method 
— Advantages: 
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* There is only a scalar 9 required for this approach. 
* It is simple for code programming. 
* It is less computation consuming for each redefining calculation. 
— Disadvantages: 
* It can not be applied in first two steps of the iteration process. 
* If the calculated 9 is too small, the final converged result of the redefined 
iteration may not the exact solution of the original fixed-point iteration. 
• For Approach 2: Svectral Radius Method 
— Advantages: 
* There is only a scalar 6 required for this approach. 
* It can be applied to any steps of the iteration. 
— Disadvantages: 
* It is necessary to evaluate the Jacobian matrix || and find its eigenvalues 
at each step of the iteration. Therefore it is more computation consuming. 
* The code programming is more complicated in comparison to Approach 
1 and Approach 3. 
* It is possible that there is no appropriate 9 existing in some cases. 
• For Approach 3: Matrix Norm Method 
— Advantages: 
* A proper diagonal matrix 0 is always available. 
* It is required to evaluate the Jacobian matrix ||, but no eigenvalue so­
lutions are needed. 
— Disadvantages: 
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* The code programming is a little complicated in comparison to Approach 
1, but simpler than Approach 2. 
From the detailed description in Section 5.2.2, the outer-loop fixed-point iteration is 
much more complicated in comparison to the two inner-loop fixed-point iterations. After 
considering carefully about the simplicity of code programming, computation efficiency 
and precision of the solution, Approach 1 is chosen for redefining the outer-loop iteration 
and Approach 3 is chosen for redefining the two inner-loop iterations. 
5.3 Numerical Approach for Exo-atmospheric Ascent Portion 
5.3.1 Analytical Vacuum Optimal Ascent Solutions 
The analytical solution to the costate equation (4.7) and approximate analytical 
solution to state equations Eq. (4.3), summarized in Refs. [18] and [7], are given below 
for the convenience of the reader. Suppose that the vacuum ascent (second stage and 
on) starts at t\. For r > t\ the costate equation Eq. (4.7) has closed-form solution 
Py(r) 
-Pr(r) 
cos[iv(r - Ti)]/3 sin[W(r - 7i)]J3 
- sin[u;(t - Ti)]/3 cos[w(t - ri)]/3 
Pvi 
-Pn 
$(t - tl) PVi 
~Pn 
(5.66) 
where and pn are the (to-be-determined) initial conditions for the costate at t1; and 
/3 is a 3 x 3 unit matrix. Define 
Ic(T,Ti) = / lpy(()cos(w()AT(()d(:=/ 
'Tl ' Tl 
pT 
Is(T,n) = / lpy(C)sin((vC)AT(C)< := / i s ( ( ) d (  
J T l  J T \  
(5.67) 
(5.68) 
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where 1 Pv pv/||py||- Note that thrust acceleration AT{•) is time-varying, because 
T( T )  
= $( t  -  Tl)  
r i  + r( R )  I c (T , t i )  
V(T) Vi I s (T ,TI )  
the mass is changing. It can be easily verified that starting from the condition (ri Vi) 
at Ti, the state equations Eq. (4.3) have the following solution[39] 
(5.69) 
where 
sin(cvT)/3 - cos(UT)I3 
cos (wr)/3 sin(wT)^ 
The thrust integrals Ic and Is can be evaluated by a quadrature formula. For example, 
with Ô — (T — TI)/4, the Milne's rule leads to 
(T ~ n) 
r ( r )  =  1 
I V  
(5.70) 
90 [ 7 Î J ( t i )  +  3 2 î j ( T I  +  5 )  +  +  2 6 )  
+ 32zj(ti + 3(5) + + 45)], j  — c, s (5.71) 
Our experiences show that with the nondimensionalization described in Section 3.2, the 
above quadratures are sufficiently accurate for powered flight up to several hundred 
seconds. Additional segments in time grid may be used for longer powered flight if 
necessary. 
5.3.2 f and g Series Approach 
As mentioned before, the linear gravity approximation is adopted in our dynamics 
equation. This approximation leads to an analytical solution Eq. (5.69) and Eq. (5.66) 
for propagating the state and costate variables forward. This closed form solution is 
convenient for programming and efficient in calculating. However there is unavoidable 
solution error caused by linear gravity approximation. In some cases this error is too 
dominant to be ignored. For the case of the large thrust burn, the linear gravity approx­
imation causes a very minor difference on final optimization result because the effect of 
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gravity on vehicle dynamics is much less than the effect from thrust. However in burn-
coast-burn trajectory optimization, the vehicle dynamics during coast and the final low 
thrust burn are both dominated by the effect from gravity. Especially for the coast, 
gravity is the only force affecting the dynamics behavior of the vehicle. In these cases, 
linear gravity approximation will introduce unacceptable error in propagating the state 
variables with Eq. (5.69). 
Let us suppose the state and costate vector at the instant of main engine cutoff Tmeco 
and the coast time are known. The trajectory determination during coast is actually a 
classical Kepler problem of orbital mechanics. Different iterative and direct approaches 
are available for solving this problem. Considering the efficiency of computation and the 
simplicity of code programming, f and g series approach [47] is adopted. 
roms and Vomj are respectively the position and velocity vectors of the vehicle at the 
begining of 2nd burn. rmeco and Vmeco are respectively the position and velocity vectors 
of the vehicle at the begining of coast (main engine cutoff). It is sufficiently accurate to 
only adopt first 8 terms in Eq.(5.73). The definition of Fn and Gn can be found in [47]. 
oms meco meco 
oms meco meco 
(5.72) 
where f and g are defined as: 
(5.73) 
/ and g are respectively the differentiation of f and g with respect to coast duration. 
5.3.3 Multiple-Shooting Formulation 
For coast flight where AT = 0, it is more accurate to use the / and g functions/series 
in orbital mechanics to propagate the state than using Eq. (5.69). Thus the state at 
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the end of the coast is uniquely defined by the state at the beginning of the coast and 
the coast time. The costate, on the other hand, may continue to be propagated by Eq. 
(5.66) during the coast. 
Henceforth, the optimal vacuum ascent problem from a given initial condition {ri, V\} 
with a coast arc is reduced to a root-finding problem. In principle there are 8 unknowns: 
pri G R3, pv! G R?, TOMS (the time when coast stops and the third stage burn begins), 
and Tf. The corresponding 8 conditions are the fc-orbital insertion conditions in Eq. 
(4.11) and 6 — k independent transversality conditions (See Section 4.2.3), the switching 
condition Eq. (4.10), the constraint on final Hamiltonian if(r/) = 0, which is from Eq. 
(4.9). 
Unlike in the application to a single powered stage, the approach outlined above, 
essentially a single-shooting strategy, can suffer from sensitivity problem in multi-burn 
applications with coast. This is especially so for a long coast and/or very low thrust for 
the last powered stage. For our stated purposes of in-time ascent guidance planning, 
the reliability and robustness of the algorithm are of foremost importance. To enhance 
the convergence of the algorithm, two additional nodes are added to the formulation of 
the numerical problem. One node is placed at the end of the second powered stage (the 
first in vacuum flight). Let TMECO > T\ denote the instant when the engine of the second 
powered stage shuts down (to borrow the terminology in Space Shuttle ascent sequence). 
The other node is placed at TOMS when the coast ends and the third powered stage begins 
(OMS burn in the case of the Shuttle). Define the state vector x — col{r V), costate 
vector p = col(pr py), and the combined vector y = col(x p). In the interval (ri, rmeco), 
the solution of y is determined by the condition yi at T\ . We will use y~ eco to signify 
the value of y at rmeco. Introduce two additional to-be-determined vectors y+eco and 
y+ms. The propagation of y along the coast arc in the interval (rmeco, roms) is computed 
by using y+eco as the starting condition. In particular we will denote such propagated 
value of y at roms by y^ms. The state and costate along the last powered trajectory in 
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(Toms, Tf) are propagated from y+ms. The continuity of the state and costate at rmec0 
and Toms requires the following two conditions to be met 
y meco y meco 
y oms y oms 
Figure 5.2 gives an illustration of the multiple-shooting formulation. 
2™ stage 3 stage coast 
atmo­
spheric 
Figure 5.2 Multiple-shooting formulation for optimal vacuum ascent with 
coast 
The above multiple-shooting formulation increases the numbers of unknowns by 24 
(the number of scalars included in y+eco and y+ms). The continuity conditions Eqs. 
(5.74) and (5.75) provide the same number of additional equations. Thus the dimension 
of the root-finding problem is now 8+24=32. 
(5.74) 
(5.75) 
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More explicitly 
Si — + P meco Pmeco (5.76) 
s2 ^meco ^meco (5.77) 
s3 Poms Poms (5.78) 
s4 — "V" oms oms (5.79) 
s5 — Tp y (5.80) 
s6 (5.81) 
where / represents the 6 — k orbital insertion conditions, plus k independent transver-
sality conditions and the constraint on final Hamiltonian H{jj) = 0. Let suppose 
3 = [Si 3% S3 S4 S5 ^32x1 = 0 (5.82) 
where T means transpose. S is the systems of nonlinear equations (32-dimensional). 
The 32 unknowns variables are: pb p+eco, x+eco, p+ms, x+ms, roms and 77. Let 
. T -L T -L T I t X* 
^ [pl P meco ^meco ^~oms P oms ^oms ^~f\ 32x1 (5.83) 
where z is a 32-dimensional variables. Rewrite the Eqs. (5.82) as 
S(z) = 0 (5.84) 
The modified Newton algorithm is well suited to finding the solution of Eqs. (5.84) 
numerically. Note that the solutions for the state and costate in Section 5.3.1 make the 
problem completely analytical, from function evaluations to Jacobian computation. The 
modest dimension of the problem does not constitute a heavy computational requirement 
that cannot be met more than adequately by a desk top computer. The benefit of this 
formulation is a more robust algorithm that can more reliably converge even with a 
relatively long coast and low thrust of the last stage. 
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5.3.4 Modified Newton Method 
For solving the systems of nonlinear equations 5.84, the modified Newton method 
is one of the best choices. Starting from an initial guess z0, the search direction dz» in 
the ith iteration is determined by solving the linear algebraic equations 
dS(zi_i) 
dz 
dz i = 5(zj_i), i = 0,1, 2,... (5.85) 
The step size parameter cr, is given by: 
1 S T ( z i _ i  +  - ^ - ) 5 ( z j _ i  +  - ^ 4 )  <  S T ( z j _ i ) S ( z j _ i )  (5.86) 
where 0 < < 1. 
Therefore, starting from Oi = 1, parameter is halved repeatedly if necessary until 
Eq. (5.86) is satisfied. Once er; is determined, the update is given by: 
Z  i  —  Z j _ i  +  C T j  d Z j  (5.87) 
With Eq. (5.86), the search step size ensures that the sequence {||S(zj)||} is monoton-
ically decreasing. Convergence is achieved when ||S(z,)|| is no greater than a pre-selected 
tolerance. 
One more important issue left is how to evaluate the Jacobian matrix With 
application of the analytical solutions for the state and costate in Section 5.3.1, Jacobian 
matrix can be obtained analytically. 
d S { z )  _  
d z  
( 8SX 
ÔP1 
8S2 
Spi 
0 
0 
0 
0 
-I 0 0 0 0 0 
0 -I 0 0 0 0 
8 S3 0 6S3 -I 0 0 Spmeco <9rom3 
0 a S4, as4 0 -I 0 ^Xmeco 8roms 
0 0 a sB ass as* 8S5 dT0m, «P.m. dx-oms Bt {  
0 0 0 X„mj P oms 0 
(5.88) 
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where I is a 6 x 6 identity matrix. The detailed expressions of a^Ss 
a
dSs 
, and can be found in Appendix A. 
OToms ' OToms ' Opoms ' aXoms df/ ^ ^ 
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CHAPTER 6. VERIFICATION AND VALIDATION 
6.1 Launch Vehicle Model 
A generic launch vehicle model is used for this research. The launch vehicle is 
designed to have three powered stages, respectively with the Booster Engines, Main 
Engines and OMS engines. In the first two powered stages, the vehicle's engines run 
out of the all carried propellant for each stage. The thrust, mass flow rate and carried 
propellant for each stage can be found in Table 6.1. 
Table 6.1 A generic launch vehicle prototype specifications 
Powered Stage Thrust (N) Mass Flow Rate (kg/sec) Carried Propellant (kg) 
1st Powered Stage 2303000.0 275.0 43008.0 
2nd Powered Stage 1535333.33 183.33 38168.39 
3rd Powered Stage 115150.0 13.75 6000.0 
The reference area of the launch vehicle is: SR EF = 149.388(m2), the axial and normal 
aerodynamic coefficients CA and Cjv are given by (See Section 3.2): 
where MA  is the Mach number, A is the angle of attack. Calculations of CAO, CAI, CA2, 
CNO, CNI and CM can be found in APPENDIX B. 
The maximum acceleration limit is 4g, where g is the standard gravity acceleration. 
The peak dynamic pressure constraint is 18194.0 N/m2 (380.0 psf). 
CA — CAO(MO) + C A\(MA)A + CA2(MA)A2  
Cjv = Cno(Mo) + Cjvi(Ma)a + Cm(Ma)oi2 
(6.1) 
(6.2) 
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All simulation tests are performed on a desk computer with a 1GHz Pentium 4 CPU 
and 512MB of RAM. 
6.2 Verification of the Analytical Multiple-Shooting (AMS) 
Method 
The Analytical Multiple-Shooting (AMS) method developed in Section 5.3.1 is ver­
ified by a well-established Sequential Quadratic Programming (SQP) method which is 
available in MATLAB. The verification is performed by comparing the results obtained 
from the two methods. Specifically, the model of a generic launch vehicle in Section 6.1 
is used. The initial condition is fixed to that of the vehicle when it just clears the dense 
atmosphere (at the burnout of a fixed atmospheric ascent profile), where the altitude 
is at 59.0767 km and the inertial velocity at 2,164.76 m/s. The second stage burns out 
after another fixed period of 208.19 seconds. Then the coast follows immediately. The 
coast time and the burn time of the third stage are determined as part of the optimal 
solution. At the beginning of the coast, the vehicle mass is 41,000 kg. The thrust for 
the second stage is 1,535,333 N, and for the third stage 115,150 N. 
The SQP solution is obtained as a parameter optimization problem in which the 
optimization variables are the 8 unknowns listed at the begining of Section 5.3.3. The 
cost function of maximization is the final mass m{rf). The constraints are the k orbital 
insertion conditions. The analytical solutions given in Section 5.3.1 are used to compute 
the needed quantities, including the primer vector py since it is required to determine 
the thrust direction. Note that this is still a direct approach to the optimization problem, 
because 771(77) ^ directly optimized and no transversality conditions and the switching 
condition Eq. (4.10) is enforced. In contrast, the AMS is an indirect method based on 
the necessary conditions in optimal control theory. 
From the given initial conditions, the optimal trajectory for the second stage, coast 
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arc and the third stage is found by using the AMS and SQP method for two kinds of 
missions. 
Mission 1 : 4 orbital insertion conditions applied: elliptic orbit (e= 0.005), inclination 
i= 51.6 (deg), flight path angle 7 = 0 at insertion point, perigee altitude is varied from 
152.383325 (km) in several increments to 550.383325 (km). 
Mission 2 : 5 orbital insertion conditions applied: circular orbit, inclination i— 51.6 
(deg), flight path angle 7 = 0 at insertion point, logitude of ascending node Q = -104.0 
(deg), altitude is varied from 185.2 (km) in several increments to 485.2 (km). 
All the missions are for launch from the Kennedy Space Center (KSC). 
Comparison of Results from AMS method and SQP method 
Table 6.2 and Table 6.3 summarizes the results in terms of the coast time, the burn 
time of the third stage, and the final mass in every case. 
Table 6.2 Comparison of results from AMS method and SQP method for 
Mission 1 
perigee altitude (km) method coast time (sec) 3rd stage burn-time (sec) m(T/) (kg) 
152.383325 AMS 161.8566 151.8487 38912.080 
SQP 160.5619 151.8470 38912.104 
251.883325 AMS 332.2385 184.8386 38458.468 
SQP 335.4252 184.7820 38459.248 
351.383325 AMS 415.2198 216.3833 38024.729 
SQP 428.6322 216.0361 38029.504 
450.883325 AMS 495.1613 280.0214 37149.705 
SQP 529.5226 278.1695 37175.170 
550.383325 AMS 513.1059 313.0745 36695.225 
SQP 554.7619 310.2392 36734.211 
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Table 6.3 Comparison of results from AMS method and SQP method for 
Mission 2 
insertion altitude (km) method coast time (sec) 3rd stage burn-time (sec) m(r/) (kg) 
185.2 AMS 237.335 161.571 38786.471 
SQP 248.272 159.232 38810.560 
285.2 AMS 359.936 193.462 38339.895 
SQP 374.945 190.353 38382.644 
385.2 AMS 427.992 225.084 37905.101 
SQP 436.261 221.420 37955.475 
485.2 AMS 469.771 257.048 37465.595 
SQP 504.741 252.216 37532.030 
It can be seen from Table 6.2 and Table 6.3 that the AMS and SQP methods yield 
very similar results. As expected, as the orbital insertion altitude gets higher, the coast 
time increases as well as the burn time of the last stage. In the cases reported, the 
AMS solutions have slightly less final masses. But these small discrepancies could easily 
vary in different direction and are not the proclaimed advantage of the SQP method. 
When changes in mission and vehicle propulsion characteristics increase the coast time, 
the problem will become more sensitive, the SQP method can and will fail to find 
the solution (we have encountered such cases). This sensitivity, on the other hand, is 
precisely what the AMS algorithm is designed to overcome. 
Comparison of Results from Burn-Burn and Burn-Coast-Burn 
The Mission 1 and Mission 2 can be performed with either two powered stage without 
coast or an optimal coast in between the two powered stages. The final mass m(r/) with 
these two ways for different insertion altitude are summarized in Table 6.4 and Table 
6.5. In these two tables, all final mass m(ry) for "with coast" are calculated by the 
Analytical Multiple-Shooting Method. While all final mass m(ry) for "without coast" 
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are calculated by the two stages classic vaccum guidance algorithm. A 777,(77) represents 
the fuel usage difference between "with coast" and "without coast". 
Table 6.4 Comparison of final mass with burn-burn and burn-coast-burn 
for Mission 1 
insertion altitude (km) 152.383 251.883 351.383 450.883 
m(r/) without coast (kg) 38858.987 37971.210 37146.290 36450.290 
m(ry) with coast (kg) 38912.080 38458.468 38024.729 37149.705 
Am(Ty)(kg) 53.093 487.258 878.439 699.415 
Table 6.5 Comparison of final mass with burn-burn and burn-coast-burn 
for Mission 2 
insertion altitude (km) 185.2 285.2 385.2 485.2 
m (77) without coast (kg) 38517.495 37668.021 36907.082 36253.854 
m (77) with coast (kg) 38786.471 38339.895 37905.101 37465.595 
Am(r/)(kg) 268.976 368.685 998.019 1211.741 
From Table 6.4 and Table 6.5, it is confirmed clearly that it is more efficient on 
fuel usage to include an optimal coast in between the two powered stages than the way 
without coast. With the increase of the insertion altitude, the most difference on fuel 
usage even can be around 1200A:g! 
6.3 Verification of the Fixed-Point Iteration (FPI) Algorithm 
The fixed-point algorithm is verified by performing the generation of complete as­
cent trajectories from lift-off to orbital insertion for several different missions. All the 
missions are for launch from the Kennedy Space Center (KSC). The target orbits are 
either circular or elliptical at an inclination of 51.6 deg or 28.5 deg. To verify the ef­
fectiveness of the presented algorithm, the Finite Difference (FD) method in Ref. [7] 
and the Fixed-Point Iteration (FPI) algorithm are respectively used to generate the 
endo-atmospheric ascent trajectory. A path constraint on the peak dynamic pressure 
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constraint at 18,194 N/m2 (380 psf) is imposed. The maximum thrust acceleration limit 
is 4g. The Analytical Multiple-Shooting algorithm is responsible for the solution of the 
exo-atmospheric portion of the ascent trajectory. The integration algorithm in Section 
5.1 combines the endo-atmospheric and vacuum algorithms to obtain the complete as­
cent trajectory. Once the trajectory is found, the complete information including the 
optimal guidance command profile is known. Closed-loop simulations are also carried 
out in which the same algorithms are used to update the trajectory/commands in 1 HZ 
cycle (that is, re-solving the remaining ascent trajectory with the current condition as 
the initial condition). The updated commands are used to simulate the flight of the 
vehicle in that cycle. 
6.3.1 Comparison of the Efficiency of Three Approaches for Facilitating the 
Convergence of Fixed-Point Iteration 
In Section 5.2.4, three different approaches (Direct Proportion Method, Spectral 
Radius Method and Matrix Norm Method) are developed to facilitate the convergence of 
the Fixed-Point iteration. The advantages and disadvantages of these three approaches 
are discussed in Section 5.2.5. A simple test is explored to compare the efficiency of 
the three different approaches. 100, 60 and 40 nodes are placed respectively along an 
endo-atmospheric trajectory. The maximum iterations (denoted as Kmax) , minimum 
iterations (denoted as Kmin) and average iterations (denoted as Kavg) during first round 
iteration on co-state p with different facilitating approaches and the original Fixed-Point 
Iteration are summarized in Table 6.6, Table 6.7, and Table 6.8. 
In Table 6.7, the Fixed-Point iteration on No.55 node fails to converge for Original 
Fixed-Point Iteration. In Table 6.8, the Fixed-Point iteration on No.39 node fails to 
converge for Original Fixed-Point Iteration. 
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Table 6.6 Comparison of efficiency with different FPI convergence facilitat­
ing approaches (100 nodes) 
Approach K-max K 1Ymxn Kavg 
Direct Proportion Method 147 53 111 
Spectral Radius Method 37 5 17 
Matrix Norm Method 32 6 19 
Original Fixed-Point Iteration 36 4 14 
Table 6.7 Comparison of efficiency with different FPI convergence facilitat­
ing approaches (60 nodes) 
Approach 
-Kmax K • l vmin Kavg 
Direct Proportion Method 155 73 121 
Spectral Radius Method 150 7 35 
Matrix Norm Method 51 15 36 
Original Fixed-Point Iteration N/A N/A N/A 
Table 6.8 Comparison of efficiency with different FPI convergence facilitat­
ing approaches (40 nodes) 
Approach Kmax K • 1^min Kavg 
Direct Proportion Method 173 58 116 
Spectral Radius Method 97 10 59 
Matrix Norm Method 81 18 50 
Original Fixed-Point Iteration N/A N/A NA 
From the data listed in Table 6.6, Table 6.7 and Table 6.8, we can draw following 
conclusions: 
• It is confirmed that the three approaches are effective on facilitating the conver­
gence of Fixed-Point iteration in the cases where the Original Fixed-Point Iteration 
fails to converge. 
• It is possible that Original Fixed-Point Iteration can converge faster than Re­
defined Fixed-Point Iteration. On the other hand, Re-defined Fixed-Point Iteration 
can converge while Original Fixed-Point Iteration fails to converge for some cases. 
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Hence it is necessary to develop the approaches to facilitate the convergence of the 
Fixed-Point Iteration. 
• It can be seen that Spectral Radius Method and Matrix Norm Method are much 
more efficient in comparison to Direct Proportion Method. However as mentioned 
before, Spectral Radius Method may not work in some cases. (See Section 5.2.5) 
Therefore for the two inner loop Fixed-Point iterations, Matrix Norm Method is 
the best option. 
• It can be found that reduction of the nodes will most likely introduce more iteration 
for each inner-loop Fixed-Point iteration. In other words, it reduces the number 
of nodes for calculating while leads to spend more computation resource on each 
node. 
6.3.2 Comparison of Open-loop Simulations between Fixed-Point Iteration 
(FPI) and Finite Difference (FD) Algorithms 
Mission 3 : 4 orbital insertion conditions applied: circular orbit, inclination i= 51.6 
(deg), flight path angle 7 = 0 at insertion point, insertion altitude is varied from 185.2 
(km) in several increments to 485.2 (km). 
Mission 4 '• 4 orbital insertion conditions applied: circular orbit, inclination i= 28.5 
(deg), flight path angle 7 — 0 at insertion point, insertion altitude is varied from 185.2 
(km) in several increments to 485.2 (km). 
Mission 5 : 5 orbital insertion conditions applied: circular orbit, inclination i= 51.6 
(deg), flight path angle 7 = 0 at insertion point, longitude of ascending node f2 = -104.0 
(deg), insertion altitude is varied from 185.2 (km) in several increments to 485.2 (km). 
All the missions are for launch from the Kennedy Space Center (KSC). The open-loop 
simulations are performed for different missions. FPI and FD algorithms are respectively 
used to generate the trajectory for endo-atmopsheric portion, while AMS algorithm is 
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responsible for generating the trajectory of exo-atmosperic portion. The two portions 
are combined with the integration algorithm presented in Section 5.1. All open-loop 
simulation results are listed in Table 6.9, Table 6.10 and Table 6.11. 
The quantities with r(77) (sec) listed in the tables are the orbital insertion altitudes; 
Ti (sec) is the instant switching from atmospheric flight to vacuum flight; Tmeco — T\ (sec) 
is the duration of 2nd powered stage; 77 — roms (sec) is the duration of 3rd powered stage; 
77 (sec) is the time to go while m(77) (kg) is the final mass of the vehicle. 
It can be seen from Table 6.9 to Table 6.11, that the FPI and FD methods yield 
almost same results in open-loop simulations for different test cases. FD is a well estab­
lished numerical method for endo-atmospheric ascent guidance problem. Therefore it 
has confirmed the effectiveness of FPI algorithm developed in this dissertation in the as­
pect of open-loop simulations. The further closed-loop simulations comparison between 
the FD and FPI will be presented later. 
Table 6.9 Comparison of open-loop results from FPI algorithm and FD al­
gorithm for Mission 3 
r(17) (km) method Tl Tmeco 7"1 coast time Tf T0ms V m(T/) (kg) 
185.2 FD 156.39 202.74 335.88 144.95 839.97 40006.91 
FPI 156.39 202.74 336.02 144.91 840.05 40007.55 
285.2 FD 156.39 202.74 425.29 178.93 963.35 39539.75 
FPI 156.39 202.74 425.17 178.99 963.28 39538.89 
385.2 FD 156.39 202.74 470.41 212.51 1042.05 39078.03 
FPI 156.39 202.74 470.47 212.50 1042.09 39078.17 
485.2 FD 156.39 202.74 493.71 246.33 1099.17 38612.95 
FPI 156.39 202.74 493.73 246.34 1099.19 38612.85 
76 
Table 6.10 Comparison of open-loop results from FPI algorithm and FD 
algorithm for Mission 4 
r(Tf) (km) method Tl Tmeco T\ coast time Tf Toms Tf m(T/) (kg) 
185.2 FD 156.39 202.74 403.97 122.79 885.89 40311.64 
FPI 156.39 202.74 403.41 122.95 885.49 40309.42 
285.2 FD 156.39 202.74 493.19 155.01 1007.33 39868.57 
FPI 156.39 202.74 492.73 155.16 1007.02 39866.62 
385.2 FD 156.39 202.74 538.30 186.94 1084.37 39429.54 
FPI 156.39 202.74 537.86 187.10 1084.09 39427.44 
485.2 FD 156.39 202.74 561.88 219.50 1140.51 38981.87 
FPI 156.39 202.74 561.49 219.64 1140.26 38979.95 
Table 6.11 Comparison of open-loop results from FPI algorithm and FD 
algorithm for Mission 5 
r(Tf) (km) method Tl Tmeco T\ coast time Tf Toms Tf m(ry) (kg) 
185.2 FD 156.39 202.74 337.55 148.19 844.87 39962.35 
FPI 156.39 202.74 337.55 148.22 844.90 39962.01 
285.2 FD 156.39 202.74 424.80 181.33 965.26 39506.75 
FPI 156.39 202.74 424.63 181.38 965.14 39505.97 
385.2 FD 156.39 202.74 469.57 214.37 1043.07 39052.40 
FPI 156.39 202.74 469.52 214.41 1043.06 39051.88 
485.2 FD 156.39 202.74 492.85 247.84 1099.83 38592.15 
FPI 156.39 202.74 492.85 247.88 1099.86 38591.61 
6.3.3 Orbital Insertion Precision with Fixed-Point Iteration Algorithm 
Closed-loop simulations with FPI algorithm are performed for Mission 6, Mission 7 
and Mission 7 to test the orbital insertion precision. More closed-loop simulation results 
will be presented later to compare with the results from closed-loop simulation with FD 
algorithm. 
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Mission 6 : elliptical orbit (eccentricity e— 0.01), inclination i = 51.6 (deg), perigee 
altitude = 431.22 (km), free Ascending Node. 
Mission 7 : circular orbit, inclination i = 28.5 (deg), insertion altitude = 285.2 (km), 
free Ascending Node. 
Mission 8 : circular orbit, inclination %= 51.6 (deg), insertion altitude = 285.2 (km), 
longitude of ascending node Q = -104.0 (deg). 
In Table 6.12, the quantities with A are the differences between the final orbital 
insertion conditions in closed-loop simulations and the required ones (where i for incli­
nation, 7 for flight path angle, e for eccentricity, and f2 for longitude of ascending node 
of the target orbit, respectively). 
Table 6.12 Orbital insertion precision from closed-loop simulations with 
FPI algorithm 
mission Ary (m) AYf (m/s) A7 (deg) Ai (deg) Ae AO (deg) 
Mission 6 1.020E-1 -1.133E-1 -5.500E-3 -1.200E-6 3.020E-5 n/a 
Mission 7 7.000E-3 -3.848E-4 1.840E-4 3.210E-6 1.020E-7 n/a 
Mission 8 2.000E-3 2.532E-2 -3.045E-4 -1.670E-6 8.431E-6 -5.709E-6 
6.3.4 Comparison of Closed-loop Simulations between Fixed-Point Iteration 
(FPI) and Finite Difference (FD) Algorithms 
The open-loop simulations just generate the nominal optimal trajectories. For on­
board generation of the optimal trajectories, the closed-loop simulation mode is required 
to test the guidance algorithms. In closed-loop simulation mode, the nominal optimal 
trajectory is updated once every guidance cycle. At each instant for calculating, the cur­
rent state information is used as the initial condition in searching new nominal optimal 
trajectory. Its the reason to call this guidance strategy as closed-loop. 
The closed-loop simulations are performed for Mission 3, Mission 4 and Mission 5. 
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The complete ascent trajectories from lift-off to orbital insertion are generated for dif­
ferent missions. FPI and FD algorithms are respectively used to generate the trajectory 
for endo-atmopsheric portion, while AMS algorithm is responsible for generating the 
trajectory of exo-atmosperic portion. The two portions are combined with the integra­
tion algorithm presented in Section 5.1. All closed-loop simulation results are listed in 
Table 6.13 to Table 6.15. 
The quantities with r(r/) listed in the tables are the orbital insertion altitudes; Ti is 
the instant switching from atmospheric flight to vacuum flight; TMECO — T\ is the duration 
of 2nd powered stage; TF — TOMS is the duration of 3rd powered stage; ry is the time to go. 
All previous terms are in the unit of sec.. While m(77) is the final mass of the vehicle. 
From the closed-loop simulation results presented in Table 6.13 to Table 6.15, it 
can be seen that FD and FPI methods provide the very similar closed-loop profiles for 
different test cases. It further confirms the effectiveness of the FPI algorithm in terms 
of the results of closed-loop simulations. 
Table 6.13 Comparison of closed-loop results from FPI algorithm and FD 
algorithm for Mission 3 
r(Tf) (km) method Tl Tmeco Tl coast time Tf Toms Tf m(T/) (kg) 
185.2 FD 171.87 202.74 204.18 206.28 785.07 39163.60 
FPI 172.21 202.74 202.07 207.64 784.65 39145.00 
285.2 FD 171.83 202.74 294.51 240.57 909.65 38692.19 
FPI 172.29 202.74 291.28 242.78 909.09 38661.76 
385.2 FD 172.61 202.74 338.31 278.58 992.25 38169.48 
FPI 172.35 202.74 341.14 277.11 993.34 38189.75 
485.2 FD 171.88 202.74 372.98 309.92 1057.52 37738.53 
FPI 172.43 202.74 372.75 311.05 1058.97 37723.09 
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Table 6.14 Comparison of closed-loop results from FPI algorithm and FD 
algorithm for Mission 4 
r(77) (km) method Tl Tmeco Tl coast time Tf T0ms Tf m (17) (kg) 
185.2 FD 171.78 202.74 250.58 185.04 810.18 39455.65 
FPI 172.10 202.74 248.24 186.05 809.13 39441.82 
285.2 FD 171.85 202.74 345.93 219.07 939.59 38987.78 
FPI 172.26 202.74 342.05 220.87 937.92 38963.08 
385.2 FD 171.90 202.74 396.37 252.17 1023.17 38532.66 
FPI 172.28 202.74 394.35 253.89 1023.26 38509.04 
485.2 FD 171.98 202.74 427.13 285.39 1087.23 38075.95 
FPI 172.32 202.74 424.00 286.97 1086.04 38054.12 
Table 6.15 Comparison of closed-loop results from FPI algorithm and FD 
algorithm for Mission 5 
R(TS) (km) method Tl Tmeco T\ coast time Tf Toms Tf m(T/) (kg) 
185.2 FD 171.84 202.74 208.33 208.25 791.15 39136.60 
FPI 172.21 202.74 205.74 209.73 790.41 39116.17 
285.2 FD 171.86 202.74 296.08 242.42 920.22 38666.68 
FPI 172.24 202.74 301.50 244.05 920.53 38644.27 
385.2 FD 171.91 202.74 345.77 276.22 996.63 38202.04 
FPI 172.26 202.74 345.26 277.70 997.96 38181.67 
485.2 FD 171.94 202.74 376.73 310.05 1061.46 37736.83 
FPI 172.37 202.74 372.94 311.80 1059.84 37712.82 
Figure 6.1 to 6.18 give the closed-loop profiles respectively from FD and FPI algo­
rithms for following three cases: 
• Casel: Mission 3, insertion altitude is 485.2 (km) 
• Case2: Mission 5, insertion altitude is 485.2 (km) 
• Case3: Mission 4, insertion altitude is 485.2 (km) 
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Figure 6.1, 6.7 and 6.13 show the three dimensional ascent trajectories and ground 
tracks for Casel, Case2 and Case3 respectively. 
Figure 6.2, 6.8 and 6.14 show closed-loop profiles of the altitude and inertial velocity 
for Casel, Case2 and Case3 respectively. 
Figure 6.3, 6.9 and 6.15 give the closed-loop profiles of the flight path angle 7 and 
the angle of attack a for Casel, Case2 and Case3 respectively. The angle of attack is a 
key parameter for atmospheric portion of the ascent. 
Figure 6.4, 6.10 and 6.16 present the closed-loop profiles of the pitch angle 9 and yaw 
angle -ip of the vehicle. The vehicle body attitude is determined by the pitch and yaw 
angles which in this case are with respect to an inertial launch frame. 
Figure 6.5, 6.11 and 6.17 give the variations of the engine throttle and axial thrust 
acceleration in closed-loop simulations for Casel, Case2 and Case3 respectively. Note 
that the dynamic pressure constraint is enforced closely. The "throttle back" can be 
seen in the engine throttle profile in the first stage (starting at about t = 20 sec) which 
is due to the closed-loop throttle adjustment to enforce the dynamic pressure constraint. 
Figure 6.6, 6.12 and 6.18 give the variations of the dynamic pressure q and the 
product of the sideslip angle and dynamic pressure qf3 in closed-loop simulations. The 
zero-sideslip formulation is used in this research, therefore the q(3 should be zero for the 
converged optimal solutions. 
From the results of closed-loop simulations, it can be seen that the Fixed-Point 
Iteration algorithm and Finite Difference algorithms present very similar simulation 
results. The FD method is an existing algorithm for the closed-loop endo-atmospheric 
ascent guidance. Through comparing the open-loop and closed-loop simulations with 
the FPI algorithm and those with the FD algorithm, it is verified that FPI algorithm is 
an effective new approach for the closed-loop endo-atmospheric ascent guidance. 
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Casel: 3-D Trajectory 
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Figure 6.1 Complete 3-D ascent trajectory and ground track for Casel 
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Figure 6.2 Altitude and velocity profiles for Casel 
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Casel : flight path angle vs time 
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Figure 6.3 Flight path angle and angle of attack profiles for Casel 
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Figure 6.4 Pitch angle and yaw angle profiles for Casel 
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Figure 6.5 Throttle and axial acceleration profiles for Casel 
Aj. 
Casel : dynamic pressure vs time 
600 
time (s) 
Casel : sideslip aigle - dynamic pressure vs time 
1200 
• FD 
•FPI 
200 400 600 
time (s) 
800 1000 1200 
Figure 6.6 Dynamic pressure and sideslip angle - dynamic pressure profiles 
for Casel 
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Case2: 3-D Trajectory 
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Figure 6.7 Complete 3-D ascent trajectory and ground track for Case2 
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Figure 6.8 Altitude and velocity profiles for Case2 
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Case2: flight path angle vs time 
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Figure 6.9 Flight path angle and angle of attack profiles for Case2 
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Figure 6.10 Pitch angle and yaw angle profiles for Case2 
86 
Case2: throttle vs time 
FD 
FPI 
0.6 
0.4 
200 400 600 800 1200 0 1000 
time (s) 
Case2: axial acceleration vs time 
4 
FD 
FPI 3 
2 
1 
0 0 200 400 600 
time (s) 
800 1000 1200 
Figure 6.11 Throttle and axial acceleration profiles for Case2 
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Figure 6.12 Dynamic pressure and sideslip angle - dynamic pressure profiles 
for Case2 
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CaseS: 3-D Trajectory 
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Figure 6.13 Complete 3-D ascent trajectory and ground track for Case3 
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Figure 6.14 Altitude and velocity profiles for CaseS 
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Case3: flight path angle vs time 
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Figure 6.15 Flight path angle and angle of attack profiles for CaseS 
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Figure 6.16 Pitch angle and yaw angle profiles for CaseS 
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Figure 6.17 Throttle and axial acceleration profiles for CaseS 
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Figure 6.18 Dynamic pressure and sideslip angle - dynamic pressure profiles 
for CaseS 
90 
CHAPTER 7. FURTHER COMPARISON BETWEEN 
FIXED-POINT ITERATION AND FINITE DIFFERENCE 
ALGORITHMS 
From the tables and figures of open-loop simulation and closed-loop simulations for 
different test cases in Chapter 6, it can be seen that FPI and FD algorithms present 
almost same results in open-loop and closed-loop simulations. FD algorithm is a well-
established numerical algorithm used for solving optimal endo-atmospheric ascent tra­
jectories. Therefore the observation on simulation results confirms the effectiveness of 
the FPI algorithm developed in this research. In this Chapter, the further comparison 
between FPI and FD algorithms will be presented. 
7.1 Comparison of Programming Simplicity between 
Fixed-Point Iteration (FPI) and Finite Difference (FD) 
Algorithms 
To solve the special form of TPBVP generated by the algorithmic design, the FPI 
algorithm consists of one outer-loop iteration on {x,}, and two inner-loop fixed-point 
iterations (5.11) and (5.12). Therefore the FPI algorithm relies exclusively on fixed-
point iterations and the structure of the software implementation is very simple and 
straight-forward. In the code, the subroutine FPISOLVDE is called to find the nominal 
optimal endo-atmospheric ascent trajectory. It includes one outer DO WHILE loop 
91 
which is used to iterate on {x;} and two inner nested DO-Loops used respectively for 
iteration on costate and state variables. Each inner nested DO-Loop includes another 
DO WHILE loop which is used to execute the fixed-point iteration on costate or state 
variables at each node. The central difference method is employed to generate the finite 
difference equation for both of costate and state variables at each node. Therefore only 
one more subroutine FINITE is required in each inner DO WHILE loop to find the state 
or costate variables at current node with finite difference equations. Let us suppose the 
current node index is i, the subroutine FINITE will provide the evaluation of the cosate 
variable or state variable Xj+i for each inner nested DO-Loop. The simplicity of 
FPI algorithm can be seen from Figure 7.1. 
AMS Vaccina Guidance 
«14, 
( start ûohi Initial X« ) 
Mttal Gness X, 
i = 1,2 , N 
Initial State XQ 
P( = 
Figure 7.1 Flow chart of FPI algorithm 
92 
In comparison to FPI algorithm, the FD algorithm is a little more complicated. FD 
algorithm solves a root-finding problem for a system of nonlinear algebraic equations 
constructed by the central finite difference equation at each middle point of two adja­
cent nodes. It involves the gradient-based steps. The modified Newton method, Gauss 
elimination and back substitutions are employed to solve the root-finding problem. The 
code of FD algorithm includes the subroutine FDSOLVD, which is the driver routine 
for the solution of TPBVP. It will call other five subroutines RED, PINVS, BKSUB, 
DIFEQ and EVR respectively to solve a root-finding problem. See Ref. [48] for detail. 
For the implementation of FPI algorithm, the code is only around 400 lines. For the 
FD algorithm, the code is around 520 lines. 
7.2 Comparison of Efficiency between Fixed-Point Iteration 
(FPI) and Finite Difference (FD) Algorithms 
The algorithm logic of the FPI algorithm is relatively simple. Starting from the 
initial guess of state (position and inertial velocity vector) at each node along the ascent 
trajectory, the fixed-point iteration is employed at each node during each outer-loop 
iteration on state trajectory. Once the outer-loop fixed-point iteration on state trajectory 
converges, a fixed-point iteration will be performed on the state at the switch point 
between atmospheric flight and vacuum flight. Several approaches have been developed 
to facilitate or accelerate the convergence of the inner-loop and outer-loop fixed-point 
iterations. This section compares computational efficiency of the FPI with that of the 
FD algorithm. 
Let us choose the time needed for executing the open-loop and closed-loop simula­
tion from lift-off to orbital insertion in a specific mission as the criterion of algorithm 
efficiency. The performed missions are Mission 6, Mission 7 and Mission 8 in Chapter 6. 
From Table 7.1, it can be seen that FD algorithm is more efficient in comparison 
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Table 7.1 Comparison of Algorithm Efficiency between FPI and FD 
method Mission 6 Mission 7 Mission 8 
open-loop (sec.) FD 4.0 6.0 5.0 
FPI 9.0 15.0 10.0 
closed-loop (sec.) FD 145.0 248.0 126.0 
FPI 246.0 575.0 293.0 
time-to-go (sec.) FD 1037.9 939.7 921.5 
FPI 1033.8 937.9 917.9 
to FPI algorithm in terms of the time required to complete the open-loop and closed-
loop simulations for a specific mission. This result should not be a surprise because 
gradient-based algorithms generally converge faster than nongradient algorithms. 
7.3 Comparison of Sensitivity to Initial Guesses between 
Fixed-Point Iteration (FPI) and Finite Difference (FD) 
Algorithm 
The sensitivity with respect to initial guesses is one of the critical points in evalu­
ating the quality of ascent guidance algorithm. For the FPI and FD endo-atmospheric 
ascent guidance algorithms, the required initial guess is the position and inertial veloc­
ity profiles along the ascent trajectory. It is easy to find an optimal ascent trajectory 
with the vacuum ascent guidance algorithm. Therefore in all open-loop and closed-loop 
simulations presented in Chapter 6, the initial guesses for different test cases come from 
the vacuum ascent guidance algorithm. Figure 7.2 gives an example about the initial 
guess of the 3-D trajectory and the converged 3-D ascent trajectories respectively from 
FPI and FD algorithms. 
Obviously the ascent trajectory given by vacuum ascent guidance algorithm is far 
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3-D Endo-atmospheric Ascent Trajectory 
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Figure 7.2 A showcase about intial guess of 3-D trajectory and converged 
3-D trajectories from FPI and FD 
away from the one calculated by the endo-atmospheric ascent guidance algorithm. Such 
kind of initial guess is called "cold start". It is well known that the poor quality on the 
initial guess may cause difficulty on convergence of the atmospheric guidance algorithm. 
Therefore it is always a critical concern for the endo-atmospheric ascent guidance algo­
rithm to have less sensitivity with respect to initial guesses. In the different test cases, 
it has been found that the FPI algorithm is less sensitive to initial guess than the FD 
algorithm. In other words, FPI has a better performance than FD algorithm in the 
"cold start" situations. In following part, simulation examples are given to illustrate 
this aspect. 
Mission 1: circular orbit, orbital inclination i= 51.6 (deg), flight path angle 7 = 0 
at insertion point, insertion altitude is 385.2 (km), free ascending node. 
Mission 2: elliptical orbit (eccentricity e= 0.02), orbital inclination i= 51.6 (deg), 
flight path angle 7 = 0 at insertion point, perigee altitude is 347.93 (km), longitude of 
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ascending node f2 = -104.0 (deg). 
Mission 3: elliptical orbit (eccentricity e= 0.01), orbital inclination i= 40. (deg), 
flight path angle 7 = 0 at insertion point, insertion altitude is 515.57 (km), free ascending 
node. 
All initial guesses are generated by the vacuum ascent guidance algorithm through 
performing a mission with the defined final altitude ri, final magnitude of the velocity 
vx, final flight path angle 71 and inclination i. Since these vacuum solutions are used as 
the initial guess for the endo-atmospheric ascent portion, the same launch vehicle model 
is employed. The thrust is 2303000.0 (N) and the mass flow rate is 275.0 (kg/sec). It 
should be noted that here the final point of the vacuum solution is coincident with the 
switch point between atmospheric flight and vacuum flight. Since the orbital inclination 
is 51.6 (deg) for both of Mission 1 and Mission 2, it is highly possible that both of them 
can share the same initial guess. Therefore the Initial guesses 1 to 8 are generated for 
the Mission 1 and Mission 2. For the Mission 3, Initial guesses 9 to 16 are generated 
for use. The open-loop simulations are performed for each mission with the different 
initial guess. It has been found that the Fixed-Point Iteration algorithm can converge 
successfully when it starts from most of the different initial guesses. However the Finite 
Difference algorithm encounters difficulty on convergence in many cases. The related 
information of the test for the Mission 1, Mission 2 and Mission 3 are summarized 
respectively in Table 7.2, 7.3 and 7.4. 
In Table 7.2, 7.3 and 7.4, the quantities in the column 1 to 4 are the four parameters 
used for defining the mission performed with the vacuum ascent guidance algorithm. 
As mentioned before, the solutions from vacuum ascent guidance are used as initial 
guesses. If the algorithm (FPI and/or FD) can converge successfully when it starts from 
the initial guess, the name of the algorithm is put into the corresponding 5th column. 
Elsewise the name of the algorithm is put into the corresponding 6th column. 
From Table 7.2, it can be seen that the FPI algorithm can converge from almost each 
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initial guess except the Initial Guess 6 for performing the Mission 1. The FD algorithms 
works only in one case (Initial Guess 5) but fails in all other cases for performing the 
Mission 1. 
From Table 7.3, it can be seen that both of the FPI and FD algorithms converge from 
most of the different initial guesses. Starting from the Initial Guess 5, FPI algorithm 
converges successfully but the FD algorithm fails to converge. The flight path angle ji, 
one of the parameters varied in generating the initial guess, is 30 deg in this case. Gen­
erally 30 deg is an extreme value of the flight path angle for vehicle's endo-atmospheric 
flight. So it is conceivable that the quality of Initial Guess 5 is poor. Both of the FPI and 
FD algorithm fail to converge when they start from the Initial Guess 6 for performing 
the Mission 2. It is probably because of the very low value of the magnitude of v\ which 
is one of the parameters varied in generating the initial guess. 
The test results for performing the Mission 3 are listed in Table 7.4. It is found that 
the FPI algorithm can always get to converge when it starts from eight different initial 
guesses respectively. However the FD algorithm fails in most of the cases except when 
it starts from the Initial Guess 9 or Initial Guess 12. 
Table 7.2 Test case 1 for comparison of sensitivity with respect to initial 
guess 
Mission 1 ri (km) vi (m/sec) (deg) i work fail 
Initial Guess 1 45 2300 15 45 FPI FD 
Initial Guess 2 45 2500 5 51 FPI FD 
Initial Guess 3 50 2200 25 51 FPI FD 
Initial Guess 4 50 2400 22 45 FPI FD 
Initial Guess 5 50 2400 30 47 FPI/FD 
Initial Guess 6 50 2000 15 45 FPI/FD 
Initial Guess 7 55 2200 20 50 FPI FD 
Initial Guess 8 60 2400 25 45 FPI/FD 
Part of the closed-loop simulation results for performing the Mission 1 are given in 
Figure 7.4 to 7.9. All of them only contain the simulation results for endo-atmospheric 
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Table 7.3 Test case 2 for comparison of sensitivity with respect to initial 
guess 
Mission 2 ri (km) vi (m/sec) 7i(deg) i work fail 
Initial Guess 1 45 2300 15 45 FPI/FD 
Initial Guess 2 45 2500 5 51 FPI/FD 
Initial Guess 3 50 2200 25 51 FPI/FD 
Initial Guess 4 50 2400 22 45 FPI/FD 
Initial Guess 5 50 2400 30 47 FPI FD 
Initial Guess 6 50 2000 15 45 FPI/FD 
Initial Guess 7 55 2200 20 50 FPI/FD 
Initial Guess 8 60 2400 25 45 FPI/FD 
Table 7.4 Test case 3 for comparison of sensitivity with respect to initial 
guess 
Mission 3 ri (km) vi (m/sec) 7i (deg) i work fail 
Initial Guess 9 45 2200 20 36 FPI/FD 
Initial Guess 10 45 2200 18 40 FPI FD 
Initial Guess 11 50 2300 15 38 FPI FD 
Initial Guess 12 50 2400 20 45 FPI/FD 
Initial Guess 13 55 2200 30 45 FPI FD 
Initial Guess 14 55 2500 10 50 FPI FD 
Initial Guess 15 55 2200 20 40 FPI FD 
Initial Guess 16 60 2300 10 38 FPI FD 
portion, it is easily found that the FPI algorithm presents almost identical closed-
loop simulation results when it starts from Initial Guesses 3, 5 and 8. The closed-loop 
simulation result of the FD algorithm is also provided when it starts from Initial Guess 
8. Although the FD algorithm fails to converge in many cases where the FPI algorithm 
works well, the FPI and FD algorithms yield basically the same closed-loop simulation 
results in the case where both of them converge successfully. 
The evidence presented in this section suggests that the FPI algorithm is considerably 
more robust with respect to the quality of the initial guesses than FD algorithm is. 
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Comparison : 3-D Endo-atmospheric Ascent Trajectories and Ground Tracks 
— Converged Trajectory 
* Initial Guess 3 
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Figure 7.3 3-D endo-atmospheric ascent trajectory and different initial 
guesses 
Starting from different initial guesses (see Figure 7.3), the closed-loop simulation of 
complete ascent for Mission 1 is performed. Part of the results are listed in Table 7.5, 
where Ti is the instant switching from atmospheric flight to vacuum flight; rmeco - is 
the duration of 2nd powered stage; TJ — TOMS is the duration of 3rd powered stage; TF is 
the total time to go. All previous terms are in the unit of sec., m(t/) is the final mass 
of the vehicle. It can be seen that the Fixed-Point Iteration algorithm presents almost 
identical closed-loop simulation results when it starts from different initial guesses. 
Table 7.5 Comparison of the closed-loop simulation results with 
Fixed-Point Iteration algorithm from different initial guesses 
Tl 7~meco 7*1 coast time Tf Toms Tf m(T,) (kg) 
FPI, Initial Guess 3 172.33 202.74 341.21 277.03 993.31 38190.85 
FPI, Initial Guess 5 172.25 202.74 341.95 276.68 993.62 38195.69 
FPI, Initial Guess 8 172.33 202.74 341.29 277.01 993.38 38191.05 
FD, Initial Guess 8 171.91 202.74 345.61 275.70 995.96 38209.07 
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Comparison : 3-D Endo-atmospheric Ascent Trajectories and Ground Tracks 
- FPI from Initial Guess 3 
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• FPI from Initial Guess 8 
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Figure 7.4 3-D endo-atmospheric ascent trajectories and ground tracks 
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Figure 7.5 Altitude and inertial velocity profiles from different initial 
guesses in the endo-atmospheric portion 
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Figure 7.6 Flight path angle and angle of attack profiles from different ini­
tial guesses in the endo-atmospheric portion 
pitch angle vs time 
80 100 
time (s) 
yaw angle vs time 
180 
80 100 120 140 160 180 
time (s) 
Figure 7.7 Pitch angle and yaw angle profiles from different initial guesses 
in the endo-atmospheric portion 
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Figure 7.8 Throttle and axial acceleration profiles from different initial 
guesses in the endo-atmospheric portion 
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Figure 7.9 Dynamic pressure and sideslip angle-dynamic pressure profiles 
from different initial guesses in the endo-atmospheric portion 
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CHAPTER 8. CONCLUSIONS AND FUTURE WORK 
8.1 Conclusions 
This dissertation takes a unique and unorthodox approach toward developing reliable, 
fast, and simple ascent guidance algorithms for launch vehicles. 
To preserve the simplicity and robustness of vacuum guidance algorithm, we use a 
fixed-point integration approach to seamlessly combine atmospheric and vacuum ascent 
guidance algorithms. By exploiting a feature of this integration process and certain spe­
cial traits of the finite-difference discretization in the atmospheric algorithm, we are able 
to cast the traditional two-point-boundary-value problem arising from the optimal atmo­
spheric ascent into another nested fixed-point setting. Consequently, the atmospheric 
ascent guidance algorithm would reduce to a sequence of fixed-point iterations. The 
corresponding software would be extremely simple. Several scaling techniques are devel­
oped to facilitate or accelerate the convergence of the fixed-point iterations. Numerical 
evidences illustrates clearly the effectiveness of these techniques. The method can be 
implemented with very simple software, and appears to offer robust convergence. The 
results suggest promising potential of the presented fixed-point iteration algorithms in 
rapid launch mission planning, and potentially to closed-loop endo-atmospheric ascent 
guidance. 
Analytical Multiple Shooting algorithm is developed for the burn-coast-burn vacuum 
ascent trajectory generation and guidance problem. The algorithm keeps the simplicity 
and robustness of traditional vacuum guidance algorithm through using the classical 
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analytical solution to the costate equations and approximate analytical solution to the 
state equations in propagating the state and costate along the vacuum burn arcs. To 
get a more precise propagation on state variables along coast arc, f and g series method 
is adopted. The numerical test results verify the effectiveness of presented algorithm in 
dealing with burn-coast-burn vacuum ascent guidance problem. The developed method­
ology is readily applicable to the cases with more powered stages and multiple coasts in 
exo-atmospheric portion. 
A series of open-loop and closed-loop simulations for different missions are explored 
on a generic launch vehicle model. The results demonstrate the effectiveness, robustness 
and reliability of the methodology, algorithms and numerical techniques developed in 
this dissertation. Especially the presented Fixed-Point Iteration (FPI) algorithm is more 
adaptive to the "cold start" case in comparison to the existing Finite Difference (FD) 
algorithm. Obviously it is a superiority for the autonomy of on-board generation of the 
optimal ascent trajectories. 
8.2 Future Work 
Through different tests on open-loop and closed-loop simulations, FPI algorithm 
shows great robustness and reliability in solving endo-atmospheric ascent optimal tra­
jectories. However the computational efficiency is one of the critical requirements for 
the on-board generation of optimal ascent trajectories. The simulation results suggest 
the potential space for further improving the efficiency of this algorithm. On the other 
hand, the path constraint on the product of dynamic pressure and angle of attack \qa\ 
is not considered in this study. To make the methodology and algorithms developed in 
this dissertation to be more closed to engineering application in the real world guidance 
problem of launch vehicles, following further research are recommended. 
• Further analysis and numerical techniques are expected to improve the computa­
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tion efficiency of FPI algorithm. 
In this dissertation, several approaches are developed to facilitate the convergence 
of the Fixed-Point iterations. Through the tests on closed-loop simulations, it has 
been seen that the Fixed-Point Iteration algorithm is less efficient in comparison 
to the Finite Difference algorithm in generation of the optimal endo-atmospheric 
ascent trajectories. Therefore the more effective techniques are expected to speed 
up the convergence of the fixed-point iterations. 
• The path constraint on the product of dynamic pressure and angle of attack \qa\ 
should be incorporated into the code to further test the robustness and reliability 
of FPI algorithm. 
Once the path constraint on \qa\ is incorporated into the code, it is found that 
both of FD and FPI algorithm will display heavy sensitivity on initial guess. On 
the other hand, the path constraint on \qa\ is one of the critical points for safety 
of the launch vehicle during atmospheric flight. Therefore a feasible approach is 
expected to incorporate the path constraint on \qa\ into ascent guidance algorithm 
without dominant negative effect on robustness, reliability and adaptability of the 
ascent guidance algorithm. 
• Treatment of different types of abort, such as Return To Launch Site (RTLS), 
Trans-Atlantic Landing (TAL) and Abort To Orbit (ATO) etc., should be added 
into the algorithm to further improve the adaptability and feasibility of the on­
board application. 
The optimal coast is successfully incorporated for vacuum flight portion. It is 
well known that in some abort cases, such as TAL, it is necessary to incorporate 
the coast because of limitation on propellant consuming. Therefore the current 
research provides a solid backup to deal with the more complicated abort scenarios. 
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APPENDIX A: ANALYTICAL EXPRESSIONS OF THE 
JACOBIAN 
Define 
x = 
A = 
Pu 
Pr 
r 
V 
Pv 
_Br OJ 
r 
v 
where w is the nondimensional Schuler frequency. 
Define the matric and as: 
*p = 
^ = 
H 
0 
0 
H 0 
0 & 
(8.1) 
(8.2) 
(8.3) 
(8.4) 
(8.5) 
(8.6) 
Therefore, we will have 
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DSI 
5pi = ^p • ${Tmeco ~ Tl) • Wp (8.7) 
vrv-1 p z \ ^lo (Tmeco Tb 0) 9 ^  =  » ,  - r ( w - n )  ^  (8.8) 
where will be derived in following part. See the definitions of the $ and F in 
Section 5.3.1. 
Let us define: 
A (ih) = Js 0 $(%/i) 
3x6 
cos(ioih) • /3 sin(un/i) • /3 
K(^) T Pv( ih ) - p v { ih ) T  
3  I Ipv(Î/I)!!2 \\pv(.ih)\\ 
where h — Tmec|~Tl, py(t) is propagated from pv(ri). 
From Eq. (5.71), we have 
dlco(L~MECO Tl, 0) TMEC0 — T\ 
3x6 
A (ih) 
3x3 
y]6iT(%/i)cos(wzb)#(tA) 
dAo UU ^ 
9I«ti(w»-T1,0) _ wn J2B IT(>H)M^H)K(,H) 
9An 90 
1=0 
where b0 — 7, bi = 32, b2 = 12, 63 = 32, 64 = 7. |jk is given by: 
AT . < 
9IQ(^meco ^~LI 0) 
ÔX O 
<^Ico(7meco~Tl >0) 
ax0 
dlso('7"meco'~~'7"l ,0) 
6Ao 
5pme- — ^ p ' ^  (Toms Tmeco) ' 
(8.9) 
(8.10) 
(8.11) 
(8.12) 
(8.13) 
(8.14) 
— ^ (FORNS TMECO) '  ^P ' P P Jrmeco (8.15) 
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Q = (8.16) 
where 
0 IV ig 
"LU/g 0 
It has been noted in Section 5.3.2 that the state at Main Engine Cut-off (MECO) is 
obtained via f and g series method. 
Therefore 
where 
f = &" 
as. 
n=0 
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From Eq. (5.69), is given by 
-1 
d p /  d r 0 ,  
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(8.22) 
(8.23) 
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Substitute above equation into Eq. (8.23), therefore 
<9xy 
3^ 
in Eq. (8.22) is given by: 
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Substitute into Eq. (8.28), finally we have 
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and §|^ in Eq.(8.22), Eq.(8.31), Eq.(8.34) and Eq.(8.39) can be derived from 
explicit terminal conditions. 
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APPENDIX B: THE AERODYNAMICS COEFFICIENTS 
No + NsM? + + NeM? + NgM! C  —  u  ^  o  '  4  f l  '  0  f l  1  o  a  Zq  a o \  
^ "" 1.0 + + D4M4 + DgMG + DgM» ^ ^ 
where if Ma > 10, then set Ma = 10. 
Table 8.1 Coefficients in the expression of Cao 
k Nk Dk 
0 0.1010592864758859 n/a 
2 -0.2186411287691285 -1.809629011543758 
4 0.1879023305695819 1.131570470617568 
6 -0.0134492220787003 -0.08187670371847496 
8 0.0005239366811309632 0.003499549825499098 
_ N0 + NiMg + N2Ml + N?,Ml , . 
^ 1.0 + DiM. + D2M2 + + D4M4 ^ ' J 
where if Ma > 10, then set Ma = 10. 
_  _  N o +  ^ 4 - ^  +  ^  
^ 1.0 + D2M2 + D4M4 + + DgM» ^ ^ 
where if Ma > 10, then set Ma = 10. 
Cm, CN1 and CN2 can be found by: 
_ _ #0 + AWf + + TVeMf + NgMf 
^ 1.0 + D2M2 + D4M4 + DgMG + DgMf + DioMio ^ ^ 
where if Ma > 10, then set Ma = 10. 
I l l  
Table 8.2 Coefficients in the expression of C41 
k Nk Dk 
0 0.01926187139583902 n/a 
1 -0.09687725414389853 -0.8632704546296464 
2 0.1471612536592079 -0.9499624788780489 
3 -0.08653678894400032 1.140044597003578 
4 n/a -0.02122149396723018 
Table 8.3 Coefficients in the expression of CA2 
k Nk Dk 
0 -1.797769381869679 n/a 
2 2.663492763832283 0.8381036894894706 
4 -1.617484134981833 -4.784623834773783 
6 0.4322170386496278 4.475980905367454 
8 n/a -0.03133200766859341 
„ _ NP + NIMG + N2ML + NO,ML + NJMG . 
" 1.0 + DiM. + DsMf + DgMf + I ' ^ 
where if Ma > 10, then set Ma = 10. 
_ _ No + + TVgMf + 
^ 1.0 + D2M2 + D4M4 + D6MG + DgMf ^ ^ 
where if Ma > 10, then set Ma = 10. 
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Table 8.4 Coefficients in the expression of C NO 
k Nk Dk 
0 -0.0090158196512648 n/a 
2 0.001045713148113318 -2.179931511018316 
4 0.02336573885129189 1.207747452517017 
6 -0.01508418544783309 -0.02035845638427871 
8 -0.0001762259660626334 0.008570275516577088 
10 n/a -4.792601856211596E-05 
Table 8.5 Coefficients in the expression of Cm 
k Nk Dk 
0 3.21370924619896 n/a 
1 -7.328396710343143 -2.368241505760232 
2 5.202293616611917 2.001633239908113 
3 -1.311598265049908 -0.9027717479903558 
4 0.3032775500891213 0.2899494505209796 
Table 8.6 Coefficients in the expression of C^2 
k Nk Dk 
0 -0.1248559946329345 n/a 
2 0.1381688043251729 -2.151052418297249 
4 -0.1438568443524675 1.300555404439784 
6 0.04125285679220543 -0.1359980584150335 
8 0.004449787780680164 0.01508798786996793 
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