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Abstract
We prove that under certain mild assumptions, the entropy rate of a hidden Markov
chain, observed when passing a finite-state stationary Markov chain through a discrete-
time continuous-output channel, is jointly analytic as a function of the input Markov
chain parameters and the channel parameters. In particular, as consequences of the
main theorems, we obtain analyticity for the entropy rate associated with representative
channels: Cauchy and Gaussian.
1 Main Results and Related Work
Entropy rate for hidden Markov chains is notoriously difficult to compute, even in the case
where both input and output alphabets are finite and time is discrete. However, recently
much progress has been made in this setting; see, for instance [4, 8, 9, 12] and the references
therein.
In this paper, we consider a discrete-time channel with a finite input alphabet Y =
{1, 2, · · · , l} ⊂ R and the continuous output alphabet Z = R. Here, we remark that all our
results in this paper can be straightforwardly translated to the setting where Z is finite or
countably infinite.
We assume that the input process is a Y-valued first-order stationary Markov chain Y
with transition probability matrix Π = (πij)l×l and stationary vector π = (πi)1×l (here we
assume Y is first-order only for simplicity; a standard “blocking” approach can be used to
reduce higher order cases to the first-order case).
We assume that the channel is memoryless in the sense that at each time, the distribution
of the output z ∈ Z, given the input y ∈ Y , is independent of the past and future inputs
and outputs, and is distributed according to a probability density function q(z|y).
The corresponding output process of this channel is a hidden Markov chain, which will
be denoted by Z throughout the paper. The entropy rate H(Z) is defined as
H(Z) = lim
n→∞
1
n + 1
H(Z0−n),
when the limit exists, where
H(Z0−n) = −
∫
Zn+1
p(z0−n) log p(z
0
−n)dz
0
−n;
here z0−n , (z−n, z−n+1, · · · , z0) denotes an instance of Z0−n , (Z−n, Z−n+1, · · · , Z0), and
p(z0−n) denotes the probability density of z
0
−n. It is well-known (e.g., see page 60 of [7]) that
if H(Z0−n) is finite for all n, then the limit above exists and can be written as
H(Z) = lim
n→∞
Hn(Z),
where
Hn(Z) = −
∫
Zn+1
p(z0−n) log p(z0|z−1−n)dz0−n; (1)
here p(z0|z−1−n) denotes the conditional density of z0 given z−1−n. Since the channels considered
in this paper are memoryless and Y is stationary, we have
H(Z0−n|Y 0−n) = (n+ 1)H(Z0|Y0),
where
H(Z0|Y0) = −
∑
y∈Y
πy
∫
Z
q(z|y) log q(z|y)dz.
It then follows from
H(Z0−n|Y 0−n) ≤ H(Z0−n) ≤ H(Y 0−n) +H(Z0−n|Y 0−n)
that if
∫
z∈Z
q(z|y) log q(z|y)dz is finite for all y ∈ Y , then the formulas for H(Z) above hold
and H(Z) is finite.
Unless specified otherwise, we will assume that Π = Π~ε = (π~εij) is analytically parameter-
ized by ~ε ∈ Ω1, where Ω1 denotes a bounded domain in Rm1 (here, a domain is an open and
connected set), and for any (y, z) ∈ Y × Z, q~θ(z|y) is analytically parameterized by ~θ ∈ Ω2,
where Ω2 denotes a bounded domain in R
m2 .
In earlier work, we established analyticity of entropy rate as a function of the underlying
Markov chain parameters:
Theorem 1.1. [5, Theorem 1.1] Assume that for any y ∈ Y, q(z|y) is positive and contin-
uous on Z, and the following two integrals∫
Z
q(z|y)| logmin
y′
q(z|y′)|dz,
∫
Z
q(z|y)| logmax
y′
q(z|y′)|dz (2)
are finite. If Π is strictly positive at ~ε0, then H(Z) is analytic around ~ε0.
(we remark that the hypotheses (2) were inadvertently omitted in [5, Theorem 1.1].)
The aim of the current paper is to prove analyticity as a function of both the Markov
chain parameters and channel parameters. Simple examples show that H(Z) can fail to be
analytic as a function of the channel parameter alone; see Example 4.4. Our positive results
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require several technical regularity conditions, which we describe as follows. These conditions
involve the complexification of the channel density functions (by definition, any real analytic
function, such as q
~θ(z|y) as above, at a given point can be uniquely extended to a complex
analytic function on some complex neighborhood of the given point; we will continue to use
the same notation, such as q
~θ(z|y), for this complex extension). We require these technical
conditions, which abstract the properties of commonly used probability density functions
(e.g., Cauchy and Gaussian), in order to make our proofs work. There may be more general
conditions that suffice. On a first reading, the reader may want to skip directly to the
statements of results below.
Our regularity conditions are as follows. For given (~ε0, ~θ0) ∈ Ω1 × Ω2,
(a) Π is strictly positive at ~ε0;
(b) for all y ∈ Y , q~θ0(z|y) is positive on Z;
(c) there exists r2 > 0 such that (below, C
m2
~θ0
(r2) denotes the r2-neighborhood of ~θ0 in
C
m2)
• for any (y, z) ∈ Y × Z, q~θ(z|y) is analytic on Cm2~θ0 (r2),
• for any y ∈ Y , q~θ(z|y) is jointly continuous on Z × Cm2~θ0 (r2),
• the following three integrals
(i)
∫
q˘(z, r2)dz, (ii)
∫
q˘(z, r2) log qˆ(z, r2)dz, (iii)
∫
q˘(z, r2) log q˘(z, r2)dz, (3)
are all finite, where
q˘(z, r2) , sup
(y,~θ)∈Y×C
m2
~θ0
(r2)
|q~θ(z|y)|, qˆ(z, r2) , inf
(y,~θ)∈Y×C
m2
~θ0
(r2)
|q~θ(z|y)|;
(d) for some I ∈ {1, 2, . . . , l},
(i) there exist r2 > 0 such that for all j, the family of functions {gz(θ) = q~θ(z|j)/q~θ(z|I)}z
on ~θ ∈ Cm2~θ0 (r2) is equicontinuous,
(ii) there exists r2 > 0 such that for each z, the real log q
~θ(z|I) can be analytically
extended to Cm2~θ0
(r2) and for all j,∫
Z
sup
~θ∈C
m2
~θ0
(r2)
∣∣∣q~θ(z|j) log q~θ(z|I)∣∣∣ dz <∞. (4)
It is easily seen that the most commonly used channel models, including Cauchy and Gaus-
sian channels, satisfy all of these conditions (these channels are defined below).
Our first result deals with the case where the q
~θ(z|i) are in some sense“comparable” with
one another.
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Theorem 1.2. For given (~ε0, ~θ0) ∈ Ω1 × Ω2, assume Conditions (a), (b), (c) and (d). If,
there exist C ′, C ′′ > 0 such that for all i, j and all z ∈ Z,
C ′ ≤
∣∣∣∣∣q
~θ0(z|j)
q~θ0(z|i)
∣∣∣∣∣ ≤ C ′′, (5)
then H(Z) is analytic around (~ε0, ~θ0).
Theorem 1.2 applies to the additive Cauchy channel, parameterized by (γi, µi), γi > 0, with
q(z|i) = 1
π
γi
(z − µi)2 + γ2i
. (6)
So, for this channel, if Π is strictly positive at ~ε0 ∈ Ω1, then H(Z) is analytic around
(~ε0, (γ1, µ1, γ2, µ2, . . . , γl, µl)).
Our next result deals with the case where for one particular i, the density q
~θ(z|i) dom-
inates all the others. The reader should note that while Theorem 1.2 above requires a
condition to hold at one given parameter value, ~θ0, Theorem 1.3 below requires a condition
to hold for all parameter values ~θ in a complex neighborhood of the given ~θ0.
Theorem 1.3. For given (~ε0, ~θ0) ∈ Ω1 × Ω2, assume Conditions (a), (b), (c) and (d). If,
in addition, for the same I as in Condition (d), there exists r2 > 0 such that for any ε > 0,
there exists a compact subset Σ ⊂ Z such that for all z 6∈ Σ, all j 6= I and all ~θ ∈ Cm2~θ0 (r2)∣∣∣∣∣q
~θ(z|j)
q~θ(z|I)
∣∣∣∣∣ ≤ ε, (7)
then H(Z) is analytic around (~ε0, ~θ0).
Theorem 1.3 applies to the additive Gaussian channel parameterized by (σi, µi), σi > 0, with
q(z|i) = 1√
2πσi
e−(z−µi)
2/(2σ2i ), (8)
where some σi is strictly larger than all other ones. Setting I = i to be the index cor-
responding to the largest value of σi, it is easy to see that indeed (8) satisfies Condition
(7). So, for this channel, if Π is strictly positive at ~ε0 ∈ Ω1, then H(Z) is analytic around
(~ε0, (σ1, µ1, σ2, µ2, · · · , σl, µl)).
Our final result deals with a case of more theoretical interest, namely: for all i, the real
part of qθ(z|i) “dominates” the imaginary part of the complex extension.
Theorem 1.4. For given (~ε0, ~θ0) ∈ Ω1 × Ω2, assume Conditions (a), (b) and (c). If, in
addition, for any δ > 0, there exists r2 > 0 such that for all (y, z) ∈ (Y ,Z) and all ~θ ∈
C
m2
~θ0
(r2)
(i) |ℑ(q~θ(z|y))| < δ|ℜ(q~θ(z|y))|, (ii)
∣∣∣∣∣log q
~θ(z|y)
q~θ0(z|y)
∣∣∣∣∣ ≤ δ, (9)
then H(Z) is analytic around (~ε0, ~θ0).
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Theorem 1.4 applies to additive Cauchy channels parameterized in (6) and other more
artificial channels.
These results can be regarded as extensions of [3, Theorem 1.1], which deals with the
case where Z is finite. The flow of the proofs of these results follows that of this case.
However, new techniques are needed to deal with the continuous case. This is most notable
in Theorem 1.4, where the use of a complex Hilbert metric [6], to replace the classical real
Hilbert metric, is critical. This metric was also used in the proof of Theorem 1.1. It is not
needed for Theorems 1.2 and 1.3, because those results assume stronger conditions on the
channel density functions.
We remark that in [3, Theorem 1.1], zero values are allowed for some transition probabil-
ities. It seems more difficult to handle this phenomena in the continuous-state setting; this
is the subject of forthcoming work.
To the best of our knowledge, the results in this paper, together with those in [5], are
among the first results establishing analyticity of continuous-state hidden Markov chains.
Given the interest in the counterpart results for the discrete-state setting, we expect that
such results will be of significance in the continuous-state setting as well.
The remainder of this paper is organized as follows. In Section 2, we review the (real)
Hilbert metric, outline the framework of the proofs of our theorems and highlight the dif-
ferences among the proofs. The following two sections are devoted to proving Theorems 1.2
and 1.3. In Section 5, we review the complex Hilbert metric. In Section 6, we prove Theo-
rem 1.4.
2 The Main Idea of the Proofs
We first briefly review the classical (real) Hilbert metric. The real Hilbert metric will be
used in the proofs of Theorems 1.2 and 1.3.
Let W be the standard simplex in the l-dimensional real Euclidean space,
W = {w = (w1, w2, · · · , wl) ∈ Rl : wi ≥ 0,
∑
i
wi = 1},
and let W ◦ denote its interior, consisting of the vectors with positive coordinates. For any
two vectors v, w ∈ W ◦, the Hilbert metric [11] is defined as
dH(w, v) = max
i,j
log
(
wi/wj
vi/vj
)
. (10)
It is well known and easy to see that on W ◦, the Hilbert metric dominates the Euclidean
metric up to a positive constant (i.e., for some K > 0 and all x, y ∈ W , |x−y| ≤ KdH(x, y));
also, on any compact subset ofW ◦, the two metrics are equivalent (see Proposition 2.1 of [3]).
For an l × l positive matrix T = (tij) (i.e., each tij > 0), the mapping fT induced by T
on W is defined by
fT (w) =
wT
wT1
, (11)
where 1 is the all 1’s column vector. The following theorem is well-known (see [11]).
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Theorem 2.1. For a positive T , fT is a contraction mapping on the entire W
◦ under the
Hilbert metric and the contraction coefficient (often referred to as the Birkhoff coefficient),
is given by
τ(T ) = sup
v 6=w
dH(vT, wT )
dH(v, w)
=
1−√φ(T )
1 +
√
φ(T )
, (12)
where φ(T ) = mini,j,k,l
tiktjl
tjktil
.
We will also need a complex version of W ,
W˜ = {w = (w1, w2, · · · , wl) ∈ Cl :
∑
i
wi = 1}.
And for any D ⊂W and δ > 0, we define
W˜D(δ) = {w˜ ∈ W˜ : |w˜ − w| < δ for some w˜}.
For each z ∈ Z, define Π~ε,~θ(z) as an l × l matrix with the entries
Π~ε,
~θ(z)ij = π
~ε
ijq
~θ(z|j), for all i, j. (13)
By (11), Π~ε,
~θ(z) will induce a mapping f~ε,
~θ
z , fΠ~ε,~θ(z) from W to W . For any fixed n and
z0−n, define
x~ε,
~θ
i = x
~ε,~θ
i (z
i
−n) = p
~ε,~θ(yi = · |zi, zi−1, · · · , z−n), (14)
(here · represent the states of the Markov chain Y ) then similar to Blackwell [1], {x~ε,~θi }
satisfies the random dynamical system
x~ε,
~θ
i+1 = f
~ε,~θ
zi+1
(x~ε,
~θ
i ), (15)
starting with
x~ε,
~θ
−n−1 = π
~ε, (16)
where π~ε is the stationary vector for Π~ε. And obviously we have
p~ε,
~θ(z0|z−n) = x~ε,~θ−1Π~ε,~θ(z0)1, (17)
and
p~ε,
~θ(z0−n) = π
~εΠ~ε,
~θ(z−n)Π
~ε,~θ(z−n+1) · · ·Π~ε,~θ(z0)1. (18)
Evidently x~ε,
~θ
i , p
~ε,~θ(z0|z−n) and p~ε,~θ(z0−n) all depend on the real vector (~ε, ~θ) ∈ Ω1 × Ω2.
In what follows, we shall show that they can be “complexified”. For r1, r2 > 0, let C
m1
~ε0
(r1)
denote a r1-ball around ~ε0 in C
m1 , and Cm2~θ0
(r2) denote a r2-ball around ~θ0 in C
m2 . For any
~ε ∈ Cm1~ε0 (r1), one checks that for r1 > 0 small enough, the stationary vector π~ε is unique and
analytic on Cm1~ε0 (r1) as a function of ~ε (because it is the unique solution of
π~εΠ~ε = π~ε,
∑
y
π~εy = 1).
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Then through (16) and (15), x~ε,
~θ
i can be analytically extended to C
m1
~ε0
(r1) × Cm2~θ0 (r2);
furthermore, through (17) and (18), p~ε,
~θ(z0|z−n) and p~ε,~θ(z0−n) can be analytically extended
to Cm1~ε0 (r1) × Cm2~θ0 (r2). Ultimately H
~ε,~θ
n (Z) (which is defined by (1) with real superscripts
(~ε, ~θ) on p(z0−n) and p(z0|z−1−n)) can be analytically extended to Cm1~ε0 (r1)× Cm2~θ0 (r2) as well.
The proofs of the main results require the mappings f~ε,
~θ
z to be contraction mappings with
respect to the Euclidean metric. This will be derived from contraction, with respect to the
Hilbert metric, the equivalence of the Hilbert and the Euclidean metrics and re-blocking into
non-overlapping blocks. Namely, we will consecutively re-block the Z process to a Zˆ process
such that Zˆi is of the form Z
k(i)
j(i) . For any zˆi = z
k(i)
j(i) , let f
~ε,~θ
zˆi
denote the composed mapping
f~ε,
~θ
zk
◦ f~ε,~θzk−1 ◦ · · · ◦ f~ε,
~θ
zj
. Then, xˆi can be similarly defined as before: For any fixed nˆ and z
0
−nˆ,
define
xˆ~ε,
~θ
i = xˆ
~ε,~θ
i (zˆ
i
−nˆ) = p
~ε,~θ(yk(i) = · |zˆi, zˆi−1, · · · , zˆ−nˆ), (19)
then, {xˆ~ε,~θi } satisfies the random dynamical system
xˆ~ε,
~θ
i+1 = f
~ε,~θ
zˆi+1
(xˆ~ε,
~θ
i ), (20)
starting with
xˆ~ε,
~θ
−nˆ−1 = π
~ε. (21)
The framework for the proofs of the main theorems can be outlined as follows:
(I) If necessary, we consecutively re-block the Z process to a Zˆ process such that Zˆi is of
the form Z
k(i)
j(i) .
(II) We then show that there exists a complex neighborhood of a subset ofW such that each
complexified f~ε,
~θ
zˆ is a contraction mapping, with respect to some metric, and moreover
the complexified xˆ~ε,
~θ
i (zˆ
i
−nˆ) stays within the neighborhood.
(III) It then follows that the complexified x~ε,
~θ
i (z
i
−n) and thus the complexified p
~ε,~θ(z0|z−n)
exponentially forget their initial conditions.
(IV) This, together with bounding arguments, will further imply that the complexified
H~ε,
~θ
n (Z) uniformly converges to a complex analytic function, which is necessarily the
complexified H~ε,
~θ(Z), on a complex domain, and therefore H~ε,
~θ(Z) is analytic.
Although the three proofs all fit in the same above-mentioned framework, there does not
seem to be a natural way to unify them. Among numerous differences, the most essential
one is the way we establish (II):
• For Theorem 1.2, as i increases, the real xˆ~ε,~θi always stays within a compact subset D of
W ◦. To establish (II), we will use the fact that each real f~ε,
~θ
z is a contraction onW
◦, and
thus on D, with respect to the Hilbert metric. Then we use the equivalence between
the Euclidean metric and the Hilbert metric on D, and equicontinuity in Condition
(d(i)) to establish the contractiveness (with respect to the Euclidean metric) of the
complexified f~ε,
~θ
zˆ on a complex neighborhood of D.
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• For Theorem 1.3, as i increases, the real xˆ~ε,~θi may move arbitrarily close to the boundary
of W . To establish (II), we apply a dichotomy argument: there is a sufficiently large
compact subset Σ of Z such that for any zˆi = zk(i)j(i) with zj(i) ∈ Σ, the complexified
f~ε,
~θ
zˆ is a contraction on a complex neighborhood (under the Euclidean metric) of W
◦;
for any zˆi = z
k(i)
j(i) with zj(i) 6∈ Σ, we directly establish (II) by estimating the first-order
derivative of the complexified f~ε,
~θ
zˆ .
• For Theorem 1.4, as i increases, the real x~ε,~θi may move arbitrarily close to the bound-
ary of W . To establish (II), the complex Hilbert metric in Section 5 is employed to
directly show the contractiveness, with respect to the complex Hilbert metric, of the
complexified f~ε,
~θ
z on a complex neighborhood of W
◦.
3 Proof of Theorem 1.2
The following lemma says that f~ε,
~θ
z does not change much under a small complex perturbation
of (~ε, ~θ).
Lemma 3.1. For any δ > 0, there exist r1, r2 > 0 such that for any (~ε, ~θ) ∈ Cm1~ε0 (r1) ×
C
m2
~θ0
(r2), any z ∈ Z and any x ∈ W , we have
|f~ε,~θz (x)− f~ε0,~θ0z (x)| ≤ δ.
Proof. Since
f~ε,
~θ
z (x) =
xΠ~ε,
~θ(z)
xΠ~ε,~θ(z)1
=
x(Π~ε,
~θ(z)/q
~θ(z|I))
x(Π~ε,~θ(z)/q~θ(z|I))1 ,
the lemma follows from (5) and Condition (d(i)).
Recall that W˜D(δ) = {w˜ ∈ W˜ : |w˜ − w| < δ for some w ∈ D}.
Lemma 3.2. Given any (~ε0, ~θ0) ∈ Ω1 × Ω2, for any compact subset D of W ◦, there exists
r1, r2, δ > 0, 0 < ρ1 < 1 and a positive integer n0 such that, for all z
j
i with j ≥ i+n0 and all
(~ε, ~θ) ∈ Cm1~ε0 (r1)× Cm2~θ0 (r2), f
~ε,~θ
zji
is a ρ1-contraction mapping on W˜D(δ) under the Euclidean
metric.
Proof. For any z ∈ Z and sufficiently small r1, r2 > 0, one checks that for any u, v ∈ D, we
have
dH(uΠ
~ε0,~θ0(z), vΠ~ε0,
~θ0(z)) = dH(uΠ
~ε0, vΠ~ε0). (22)
It then follows that for any zji ,
dH(f
~ε0,~θ0
zji
(u), f~ε0,
~θ0
zji
(v)) ≤ τ(Π~ε0)j−i+1dH(u, v),
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where τ(Π~ε0), the Birkhoff coefficient of Π~ε0 as defined in (12), is strictly less than 1. It then
follows from the fact that the Euclidean metric and the Hilbert metric are equivalent on D
(see Proposition 2.1 of [3]) that there exists C > 0 such that for any zji and any u, v ∈ D,
|f~ε0,~θ0
zji
(u)− f~ε0,~θ0
zji
(v)| ≤ Cτ(Π~ε0)j−i+1|u− v|.
For n0 sufficiently large, ρ0 := Cτ(Π
~ε0)n0 < 1. Thus, for j ≥ i+ n0,
|Dwf~ε0,~θ0zji | ≤ ρ0 < 1
for all w ∈ D. From this and Condition (d(i)) it follows that there exists r1, r2, δ > 0,
0 < ρ1 < 1 such that
|Dwf~ε,~θzji | ≤ ρ1 < 1
for all w ∈ W˜D(δ) and (~ε, ~θ) ∈ Cm1~ε0 (r1)× Cm2~θ0 (r2). The lemma then follows.
The following lemma essentially follows from the framework in the proof of Theorem 1.1
in [3]. We briefly outline the proof for completeness.
We first introduce some notation. Let
p˚~ε,
~θ(z0|z−1−n) , p~ε,~θ(z0|z−1−n)/q~θ(z0|I),
where I is the same as in Condition (d).
Lemma 3.3. 1. There is a compact subset D of W ◦ such that for any δ > 0, there exist
r1, r2 > 0 such that for any (~ε, ~θ) ∈ Cm1~ε0 (r1) × Cm2~θ0 (r2) and for all z
0
−n ∈ Zn+1 and
−n− 1 ≤ i ≤ −1,
x~ε,
~θ
i (z
i
−n) ∈ W˜D(δ). (23)
2. There exist r1, r2 > 0 such that for all z
0
−n ∈ Zn+1, p~ε,~θ(z0|z−1−n) is analytic on Cm1~ε0 (r1)×
C
m2
~θ0
(r2).
3. There exist r1, r2 > 0, 0 < ρ1 < 1 and L1 > 0 such that for any two Z-valued sequences
{a0−n1} and {b0−n2} with a0−n = b0−n and for all (~ε, ~θ) ∈ Cm1~ε0 (r1)× Cm2~θ0 (r2), we have
|p˚~ε,~θ(a0|a−1−n1)− p˚~ε,
~θ(b0|b−1−n2)| ≤ L1ρn1 . (24)
Proof. 1. For a fixed n0 > 0, we will consecutively reblock z
−1
−n to zˆ
−1
−nˆ such that each zˆi is of
the form z
k(i)
j(i) , where k(i)− j(i) + 1 = n0 (n0 is determined below).
By (15) and Condition (5), for any z0−n and i, x
~ε0,~θ0
i (and thus xˆ
~ε0,~θ0
i ) belongs to a compact
subset D of W ◦. By Lemma 3.2, we can choose r1, r2, δ > 0 sufficiently small, n0 sufficiently
large and 0 < ρ1 < 1 such that for all (~ε, ~θ) ∈ Cm1~ε0 (r1)× Cm2~θ0 (r2), f
~ε,~θ
zˆ is a ρ1-contraction on
W˜D(δ) under the Euclidean metric.
To prove (23), it is enough to prove the version of (23) with x~ε,
~θ
i (z
i
−n) replaced by xˆ
~ε,~θ
i (zˆ
i
−n)
(with perhaps smaller r1, r2).
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To see this, note that by Lemma 3.1, for sufficiently small r1, r2 > 0, for all zˆ, x ∈ W ,
and (~ε, ~θ) ∈ Cm1~ε0 (r1)× Cm2~θ0 (r2),
|f~ε,~θzˆ (x)− f~ε0,
~θ0
zˆ (x)| ≤ δ(1− ρ1), (25)
and for all ~ε ∈ Cm1~ε0 (r1)
|π~ε − π(~ε0)| ≤ δ(1− ρ1). (26)
Thus,
|xˆ~ε,~θi − xˆ~ε0,
~θ0
i | = |f~ε,
~θ
zˆi
(xˆ~ε,
~θ
i−1)− f~ε0,
~θ0
zˆi
(xˆ~ε0,
~θ0
i−1 )|
≤ |f~ε,~θzˆi (xˆ~ε,
~θ
i−1)− f~ε,
~θ
zˆi
(xˆ~ε0,
~θ0
i−1 )|+ |f~ε,
~θ
zˆi
(xˆ~ε0,
~θ0
i−1 )− f~ε0,
~θ0
zˆi
(xˆ~ε0,
~θ0
i−1 )|. (27)
Then by (25) and (26), and (27), we have
|xˆ~ε,~θi − xˆ~ε0,
~θ0
i | ≤ ρ1|xˆ~ε,
~θ
i−1 − xˆ~ε0,
~θ0
i−1 |+ δ(1− ρ1).
So, for all i,
|xˆ~ε,~θi − xˆ~ε0,
~θ0
i | ≤ δ,
and thus for all i, we have xˆ~ε,
~θ
i ∈ W˜D(δ), as desired.
2. It follows from (5) and Condition (d(i)) that for sufficiently small r1, r2, δ > 0 and
any z ∈ Z, f~ε,~θz (x) is analytic with respect to (~ε, ~θ, x) ∈ Cm1~ε0 (r1)×Cm2~θ0 (r2)× W˜D(δ). It then
follows from this fact and the iterative nature of x~ε,
~θ
i (see (15)) and Part 1 that for sufficiently
small r1, r2 > 0, each x
~ε,~θ
i is analytic on C
m1
~ε0
(r1)×Cm2~θ0 (r2). Part 2 then immediately follows
from (17).
3. Applying the same reblocking as in Part 1, we write
xˆ~ε,
~θ
i,aˆ = xˆ
~ε,~θ
i (aˆ
i
−nˆ1) = p
~ε,~θ(yk(i) = · |aˆi−nˆ1),
xˆ~ε,
~θ
i,bˆ
= xˆ~ε,
~θ
i (bˆ
i
−nˆ2) = p
~ε,~θ(yk(i) = · |bˆi−nˆ2).
Evidently we have
xˆ~ε,
~θ
i+1,aˆ = f
~ε,~θ
aˆi+1
(xˆ~ε,
~θ
i,aˆ), xˆ
~ε,~θ
i+1,bˆ
= f~ε,
~θ
bˆi+1
(xˆ~ε,
~θ
i,bˆ
).
Note that there exists a positive constant L′1 such that for all (~ε,
~θ) ∈ Cm1~ε0 (r1)× Cm2~θ0 (r2),
|xˆ~ε,~θ−nˆ,aˆ − xˆ~ε,
~θ
−nˆ,bˆ
| ≤ L′1,
for all (~ε, ~θ) ∈ Cm1~ε0 (r1)×Cm2~θ0 (r2), where r1, r2 > 0 are chosen sufficiently small. Since f
~ε,~θ
zˆ is
a ρ1-contraction on W˜D(δ), we have, by Part 1,
|xˆ~ε,~θ−1,aˆ − xˆ~ε,
~θ
−1,bˆ
| ≤ L′1ρnˆ−11 .
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This, together with (5), implies that that there exists L1 > 0, independent of n1, n2, such
that for all (~ε, ~θ) ∈ Cm1~ε0 (r1)× Cm2~θ0 (r2),
|p˚~ε,~θ(a0|a−1−n1)− p˚~ε,
~θ(b0|b−1−n2)| ≤ L1ρn1 . (28)
The following lemma should be well-known. We sketch the proof for completeness.
Lemma 3.4. Let n1 and n2 be positive integers and D a compact domain in C
n1. Let f(θ, z)
be a jointly continuous function on D × Rn2. Assume that∫
Rn2
sup
θ∈D
|f(θ, z)|dz <∞. (29)
Then
1.
∫
Rn2
f(θ, z)dz is continuous on D.
2. If, for each z ∈ Z, f is analytic on D, then ∫
Rn2
f(θ, z)dz is analytic on D.
Proof. Let Σ be a compact domain in Rn2 . Let δi, i = 1, 2, . . . be a sequence of positive
numbers converging to 0. Consider a sequence of partitions of Σ:
Σ = ∪mni=1∆n,i,
where diam(∆n,i) ≤ δn for all 1 ≤ i ≤ mn. Evidently, the corresponding Riemann sum
Rn =
mn∑
i=1
f(θ, zi)vol(∆n,i)
(here zi ∈ ∆n,i) is continuous in θ. Then∫
Σ
f(θ, z)dz − Rn =
mn∑
i=1
∫
∆n,i
(f(θ, z)− f(θ, zi))dz.
By the compactness of D and Σ, we deduce that for any ε0 > 0, there exists N0 such that
for all n ≥ N0, all θ ∈ D and all z ∈ ∆n,i, i = 1, 2, . . .,
|f(θ, z)− f(θ, zi)| ≤ ε0
which implies that for any ε > 0, there exists N1 such that for all n ≥ N1 and all θ ∈ D,∣∣∣∣
∫
Σ
f(θ, z)dz −Rn
∣∣∣∣ ≤ ε.
In other words, Rn uniformly (in θ ∈ D) converges to∫
Σ
f(θ, z)dz,
and so
∫
Σ
f(θ, z)dz is continuous in θ ∈ D.
Now, take any increasing sequence of compact sets Σi whose union is R
n2 . By (29),∫
Σi
f(θ, z)dz converges uniformly, in θ ∈ D, to ∫
Rn2
f(θ, z)dz, which is therefore continuous
on D. This gives Part 1.
Part 2 follows in the same way with analyticity replacing continuity.
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We are now ready for the proof of Theorem 1.2.
Proof of Theorem 1.2. We first show that there exist r1, r2 > 0 such that for any n, H
~ε,~θ
n (Z)
is analytic on Cm1~ε0 (r1)× Cm2~θ0 (r2).
For a fixed n, recall that
H~ε,
~θ
n (Z) = −
∫
Zn+1
p~ε,
~θ(z0−n) log p
~ε,~θ(z0|z−1−n)dz0−n,
where
p~ε,
~θ(z0−n) =
∑
y0
−n
p~ε(y0−n)
0∏
i=−n
q
~θ(zi|yi)
and
p~ε,
~θ(z0|z−1−n) = x~ε,
~θ
−1(z
−1
−n)Π
~ε,~θ(z0)1.
Now, for any (~ε, ~θ) ∈ Cm1~ε0 (r1)× Cm2~θ0 (r2), we have
p~ε,
~θ(z0−n) =
∑
y0
−n
p~ε(y0−n)
0∏
i=−n
q
~θ(zi|yi) (30)
Since
∑
y0
−n
p~ε(y0−n) is continuous and therefore bounded as a function of ~ε ∈ Cm1~ε0 (r1), there
is a constant K > 0 such that
sup
(~ε,~θ)∈C
m1
~ε0
(r1)×C
m2
~θ0
(r2)
|p~ε,~θ(z0−n)| ≤ K
0∏
i=−n
sup
(y,~θ)∈Y×C
m2
~θ0
(r2)
|q~θ(zi|y)|. (31)
It follows from Part 1 of Lemma 3.3 that for sufficiently small r1, r2 > 0, there exist C1, C2 > 0
such that for any z0−n,
C1 ≤ |p˚~ε,~θ(z0|z−1−n)| ≤ C2, (32)
which implies that for some C3 > 0,
| log p˚~ε,~θ(z0|z−1−n)| ≤ C3. (33)
It then follows that for any (~ε, ~θ) ∈ Cm1~ε0 (r1)× Cm2~θ0 (r2),∫
Zn+1
sup
(~ε,~θ)∈C
m1
~ε0
(r1)×C
m2
~θ0
(r2)
∣∣∣p~ε,~θ(z0−n) log p~ε,~θ(z0|z−1−n)∣∣∣ dz0−n
=
∫
Zn+1
sup
(~ε,~θ)∈C
m1
~ε0
(r1)×C
m2
~θ0
(r2)
∣∣∣p~ε,~θ(z0−n) log q~θ(z0|I) + p~ε,~θ(z0−n) log p˚~ε,~θ(z0|z−1−n)∣∣∣ dz0−n
≤
∫
Zn+1
sup
~θ∈C
m2
~θ0
(r2)
K
∣∣∣∣∣
0∏
i=−n
q
~θ(zi|yi)
∣∣∣∣∣
∣∣∣log q~θ(z0|I)∣∣∣ dz0−n
+
∫
Zn+1
sup
(~ε,~θ)∈C
m1
~ε0
(r1)×C
m2
~θ0
(r2)
|p~ε,~θ(z0−n)|| log p˚~ε,~θ(z0|z−1−n)|dz0−n <∞. (34)
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(for the first term we have used (3(i)) and (4); for the second term, we have used (3(i)), (31)
and (33)). By lemma 3.4 (Part 2),
H~ε,
~θ
n (Z0|Z−1−n) =
∫
Zn+1
p~ε,
~θ(z0−n) log p
~ε,~θ(z0|z−1−n)dz0−n,
is analytic on Cm1~ε0 (r1)× Cm2~θ0 (r2).
Now, to prove the theorem, we only need to prove that there exist r1, r2 > 0 such that
H~ε,
~θ
n (Z) uniformly converges on C
m1
~ε0
(r1)× Cm2~θ0 (r2) as n→∞. First, we observe that
|H~ε,~θn+1(Z)−H~ε,~θn (Z)| =
∣∣∣∣
∫
Zn+2
p~ε,
~θ(z0−n−1) log p
~ε,~θ(z0|z−1−n−1)dz0−n−1 −
∫
Zn+1
p~ε,
~θ(z0−n) log p
~ε,~θ(z0|z−1−n)dz0−n
∣∣∣∣
=
∣∣∣∣
∫
Zn+2
p~ε,
~θ(z0−n−1) log p˚
~ε,~θ(z0|z−1−n−1)dz0−n−1 −
∫
Zn+1
p~ε,
~θ(z0−n) log p˚
~ε,~θ(z0|z−1−n)dz0−n
∣∣∣∣
=
∣∣∣∣
∫
Zn+2
p~ε,
~θ(z0−n−1)(log p˚
~ε,~θ(z0|z−1−n−1)− log p˚~ε,~θ(z0|z−1−n))dz0−n−1
∣∣∣∣ .
Fix (~ε, ~θ) ∈ Cm1~ε0 (r1) × Cm2~θ0 (r2). Then, by (24), (32), (33), we have, for some 0 < ρ1 < 1,
L′1, L1 > 0,
|p~ε,~θ(z0−n−1)(log p˚~ε,~θ(z0|z−1−n−1)− log p˚~ε,~θ(z0|z−1−n))| ≤ L′1
∣∣∣p~ε,~θ(z0−n−1)(p˚~ε,~θ(z0|z−1−n−1)− p˚~ε,~θ(z0|z−1−n))∣∣∣
≤ L′1|p~ε,~θ(z0−n−1)|L1ρn1 .
Notice that for any given δ > 0, there exist r1, r2 > 0 such that for all ~ε ∈ Cm1~ε0 (r1),
|π~εy−n | ≤ (1 + δ)π~ε0y−n , |π~εyiyi+1| ≤ (1 + δ)π~ε0yiyi+1 ,
and for any y ∈ Y and all ~θ ∈ Cm2~θ0 (r2),∫
Z
|q~θ(z|y)|dz ≤ (1 + δ)
∫
Z
q
~θ0(z|y)dz = 1 + δ,
(here we have used the fact that
∫
Z
|q~θ(z|y)|dz is a continuous function of ~θ ∈ Cm2~θ0 (r2); this
follows from Lemma 3.4 (Part 1)). It then follows from (31) that∫
Zn+1
|p~ε,~θ(z−1−n−1)|dz−1−n−1 ≤ (1 + δ)2(n+2).
By choosing δ > 0 sufficiently small, we can combine all the relevant inequalities above
to obtain some L > 0 and some 0 < ρ < 1 such that for all (~ε, ~θ) ∈ Cm1~ε0 (r1)× Cm2~θ0 (r2),
|H~ε,~θn+1(Z)−H~ε,~θn (Z)| ≤
∫
Zn+2
|p~ε,~θ(z0−n−1)(log p˚~ε,~θ(z0|z−1−n−1)− log p˚~ε,~θ(z0|z−1−n))|dz0−n−1 ≤ Lρn,
which implies the uniform convergence of H~ε,
~θ
n (Z) on C
m1
~ε0
(r1)×Cm2~θ0 (r2) as n tends to infinity,
and thus the analyticity of H~ε,
~θ(Z) around (~ε0, ~θ0).
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4 Proof of Theorem 1.3
The following lemma is an analog of Lemma 3.1.
Lemma 4.1. For any δ > 0, there exist r1, r2 > 0 such that for any (~ε, ~θ) ∈ Cm1~ε0 (r1) ×
C
m2
~θ0
(r2), any z ∈ Z and any x ∈ W , we have
|f~ε,~θz (x)− f~ε0,~θ0z (x)| ≤ δ.
Proof. Note that for any x ∈ W ,
f~ε,
~θ
z (x) =
xΠ~ε,
~θ(z)
xΠ~ε,~θ(z)1
=
x(Π~ε,
~θ(z)/q
~θ(z|I))
x(Π~ε,~θ(z)/q~θ(z|I))1 . (35)
It then follows from (7) that for sufficiently small r1, r2 > 0, there exists a compact subset Σ ⊂
Z such that for any (~ε, ~θ) ∈ Cm1~ε0 (r1)×Cm2~θ0 (r2), any z 6∈ Σ and any x ∈ W , x(Π
~ε,~θ(z)/q
~θ(z|I))1
is bounded away from 0. On the other hand, by the compactness of Σ, we deduce that
there exist r1, r2 > 0 such that for any (~ε, ~θ) ∈ Cm1~ε0 (r1) × Cm2~θ0 (r2), any z ∈ Z and any
x ∈ W , x(Π~ε,~θ(z)/q~θ(z|I))1 is bounded away from 0. The lemma then follows from Condition
(d(i)).
Lemma 4.2. 1. Given any (~ε0, ~θ0) ∈ Ω1 × Ω2, there exist r1, r2, δ > 0, 0 < ρ1 < 1 and a
compact subset Σ ⊂ Z such that for any z 6∈ Σ and all (~ε, ~θ) ∈ Cm1~ε0 (r1)×Cm2~θ0 (r2), f
~ε,~θ
z
is a ρ1-contraction mapping on W˜W (δ) under the Euclidean metric.
2. Given any (~ε0, ~θ0) ∈ Ω1 × Ω2, for any compact subset Σ ⊂ Z, there exist r1, r2, δ > 0,
0 < ρ1 < 1 and a positive integer n0 such that, for all z
j
i with zi ∈ Σ and j ≥ i + n0
and all (~ε, ~θ) ∈ Cm1~ε0 (r1)× Cm2~θ0 (r2), f
~ε,~θ
zji
is a ρ1-contraction mapping on W˜W (δ) under
the Euclidean metric.
Proof. 1. For any x ∈ W ,
f~ε0,
~θ0
z (x) =
xΠ~ε0,
~θ0(z)
xΠ~ε0,~θ0(z)1
=
x(Π~ε0,
~θ0(z)/q
~θ0(z|I))
x(Π~ε0,~θ0(z)/q~θ0(z|I))1 .
Observe, by the quotient rule, that Dxf
~ε0,~θ0
z (x) is a rational function of entries of x with
coefficients that are products of quantities of the form π~εij and q
~θ(z|j)/q~θ(z|I). By (7) (with ~θ
set to be ~θ0), we obtain the result at ~ε = ~ε0 and ~θ = ~θ0. For general (~ε, ~θ) ∈ Cm1~ε0 (r1)×Cm2~θ0 (r2),
the result holds by Condition (d(i)).
2. For any two points x, y ∈ W , we have, at (~ε0, ~θ0),
dE(fzji
(x), fzji
(y))
dE(x, y)
=
dE(fzji
(x), fzji
(y))
dH(fzji
(x), fzji
(y))
(
j−1∏
k=i
dH(fzk+1i
(x), fzk+1i
(y))
dH(fzki (x), fzki (y))
)
dH(fzi(x), fzi(y))
dE(fzi(x), fzi(y))
dE(fzi(x), fzi(y))
dE(x, y)
,
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where dE denotes the Euclidean metric. First, since the Hilbert metric dominates the Eu-
clidean metric up to a multiplicative factor, there exists C1 > 0 independent of all z
j
i such
that for all k = i+ 1, . . . , j,
dE(fzji
(x), fzji
(y))
dH(fzji
(x), fzji
(y))
≤ C1.
By the fact that fz is a contraction mapping on W
◦ under the Hilbert metric, there exists
0 < ρ0 < 1 independent of all z
j
i such that
dH(fzki (x), fzki (y))
dH(fzk−1i
(x), fzk−1i
(y))
≤ ρ0.
On the other hand, since the Hilbert and Euclidean metrics are equivalent on compact
subsets of W ◦, and fzi(W ) is compact, there exists C2 > 0, which only depends on Σ, such
that
dH(fzi(x), fzi(y))
dE(fzi(x), fzi(y))
≤ C2.
Finally, it can be easily checked that there exists C3 > 0, which only depends on Σ, such
that
dE(fzi(x), fzi(y))
dE(x, y)
≤ C3.
Combining all the above inequalities, we deduce that there exists C4 > 0 such that
dE(fzji
(x), fzji
(y))
dE(x, y)
≤ C4ρj−i0 ,
which, together with Condition (d(i)), implies Part 2.
Lemma 4.3. 1. For any δ > 0, there exists r1, r2 > 0 such that for any (~ε, ~θ) ∈ Cm1~ε0 (r1)×
C
m2
~θ0
(r2) and for all z
0
−n ∈ Zn+1 and −n− 1 ≤ i ≤ −1,
x~ε,
~θ
i (z
i
−n) ∈ W˜W (δ). (36)
2. There exist r1, r2 > 0 such that for all z
0
−n ∈ Zn+1, p~ε,~θ(z0|z−1−n) is analytic on Cm1~ε0 (r1)×
C
m2
~θ0
(r2).
3. There exist r1, r2 > 0, 0 < ρ1 < 1 and L1 > 0 such that for any two Z-valued sequences
{a0−n1} and {b0−n2} with a0−n = b0−n and for all (~ε, ~θ) ∈ Cm1~ε0 (r1)× Cm2~θ0 (r2), we have
|p˚~ε,~θ(a0|a−1−n1)− p˚~ε,
~θ(b0|b−1−n2)| ≤ L1ρn1 . (37)
Proof. 1. For a given compact subset Σ ⊂ Z, consecutively reblock z−1−n to a zˆ−1−nˆ such that
each zˆi = z
k(i)
j(i) is of
• Type I: j(i) = k(i) and zj(i) 6∈ Σ; or
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• Type II: zj(i) ∈ Σ and k(i)− j(i) ≥ n0, where n0 is as in Part 2 of Lemma 4.2.
By Lemma 4.2, we can choose r1, r2, δ > 0 sufficiently small such that there exists 0 < ρ1 < 1
such that for all (~ε, ~θ) ∈ Cm1~ε0 (r1) × Cm2~θ0 (r2), f
~ε,~θ
zˆ is a ρ1-contraction on W˜W (δ) under the
Euclidean metric.
To prove (36), it is enough to prove the version of (36) with x~ε,
~θ
i (z
i
−n) replaced by xˆ
~ε,~θ
i (zˆ
i
−n)
(with perhaps smaller r1, r2).
Now, choose r1, r2 > 0 so small (the existence of r1, r2 is guaranteed by Lemma 4.1) such
that for any zˆ, for all x ∈ W , all (~ε, ~θ) ∈ Cm1~ε0 (r1)× Cm2~θ0 (r2),
|f~ε,~θzˆ (x)− f~ε0,
~θ0
zˆ (x)| ≤ δ(1− ρ1), (38)
and for all ~ε ∈ Cm1~ε0 (r1),
|π~ε − π~ε0| ≤ δ(1− ρ1). (39)
We then deduce that
|xˆ~ε,~θi+1 − xˆ~ε0,
~θ0
i+1 | = |f~ε,
~θ
zˆi+1
(xˆ~ε,
~θ
i )− f~ε0,
~θ0
zˆi+1
(xˆ~ε0,
~θ0
i )|
≤ |f~ε,~θzˆi+1(xˆ~ε,
~θ
i )− f~ε,
~θ
zˆi+1
(xˆ~ε0,
~θ0
i )|+ |f~ε,
~θ
zˆi+1
(xˆ~ε0,
~θ0
i )− f~ε0,
~θ0
zˆi+1
(xˆ~ε0,
~θ0
i )|. (40)
Then by (38) and (39), and (40), for i > −nˆ− 1, we have
|xˆ~ε,~θi+1 − xˆ~ε0,
~θ0
i+1 | ≤ ρ1|xˆ~ε,
~θ
i − xˆ~ε0,
~θ0
i |+ δ(1− ρ1).
So, for all i,
|xˆ~ε,~θi+1 − xˆ~ε0,
~θ0
i+1 | ≤ δ,
and thus for all i, we have xˆ~ε,
~θ
i+1 ∈ W˜W (δ), as desired.
2. It follows from the same dichotomy argument in the proof of Lemma 4.1 that for
sufficiently small r1, r2, δ > 0 and any z ∈ Z, f~ε,~θz (x) is analytic with respect to (~ε, ~θ, x) ∈
C
m1
~ε0
(r1)× Cm2~θ0 (r2)× W˜W (δ). It follows from this fact, the iterative nature of x
~ε,~θ
i (see (15))
and Part 1 that for sufficiently small r1, r2 > 0, each x
~ε,~θ
i is analytic on C
m1
~ε0
(r1)× Cm2~θ0 (r2).
Part 2 then immediately follows from (17).
3. It follows from (36) and a similar argument as in the proof of Part 2 of Lemma 3.3.
We are now ready for the proof of Theorem 1.3.
Proof of Theorem 1.3. By (36), for sufficiently small r1, r2 > 0, there exist C1, C2 > 0 such
that for any z0−n and any (~ε,
~θ) ∈ Cm1~ε0 (r1)× Cm2~θ0 (r2),
C1 ≤ |p˚~ε,~θ(z0|z−1−n)| ≤ C2, (41)
which implies that for some C3 > 0,
| log p˚~ε,~θ(z0|z−1−n)| ≤ C3. (42)
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Then, using the same argument as in the proof of Theorem 1.2, we can show that there exist
r1, r2 > 0 such that for any n, H
~ε,~θ
n (Z) is analytic on C
m1
~ε0
(r1) × Cm2~ε0 (r2). So, to prove the
theorem, we only need to prove that there exist r1, r2 > 0 such that the H
~ε,~θ
n (Z) uniformly
converges on Cm1~ε0 (r1) × Cm2~θ0 (r2) as n → ∞. This follows from (41), (42) and Lemma 4.3,
and a completely parallel argument as in the proof of Theorem 1.2.
With the following example, we show that for Gaussian channels, H(Z) need not be
analytic even as a function of the channel parameters alone, when the largest σi is not
unique.
Example 4.4. Consider an additive Gaussian channel parameterized as in (8) with the
binary input alphabet Y = {1, 2}. Assume that the input Y is an i.i.d. process with
P (Y1 = 1) = P (Y1 = 2) = 1/2;
and assume that
q(z|1) = 1√
2πσ1
e−(z+1)
2/σ21 , q(z|2) = 1√
2πσ2
e−(z−1)
2/σ22 .
We then have
p(z) = P (Y = 1)q(z|1) + P (Y = 2)q(z|2) = 1
2
1√
2πσ1
e−(z+1)
2/σ2
1 +
1
2
1√
2πσ2
e−(z−1)
2/σ2
2 .
We claim that for any fixed σ > 0, analyticity of H(Z) as a function of (σ1, σ2) fails at
(σ1, σ2) = (σ, σ). To see this, we fix σ1 = σ, and we show that H(Z) is not analytic with
respect to σ2 at σ2 = σ. Note that for any real σ2,
H(Z) = −
∫ ∞
−∞
p(z) log p(z)dz
= −
∫ ∞
0
p(z)
(
log
1
2
1√
2πσ2
e−(z−1)
2/σ22
)
dz −
∫ 0
−∞
p(z)
(
log
1
2
1√
2πσ
e−(z−1)
2/σ2
)
dz (43)
−
∫ ∞
0
p(z) log (1 + Φz(σ2)) dz −
∫ 0
−∞
p(z) log
(
1 + Φ−1z (σ2)
)
dz, (44)
where
Φz(σ2) ,
σ2
σ
e(z−1)
2/σ22−(z+1)
2/σ2 and Φ−1z (σ2) ,
1
Φz(σ2)
. (45)
We note that (43) is analytic as a function of σ2 at σ2 = σ. To see this, observe that the
first term of (43) can be further computed as
− log(2
√
2πσ2)
∫ ∞
0
p(z)dz−
∫ ∞
0
1
2
√
2πσσ22
(z−1)2e−(z+1)2/σ2dz−
∫ ∞
0
1
2
√
2πσ32
(z−1)2e−(z−1)2/σ22dz,
which is analytic at σ2 = σ since each of the three terms above is analytic at σ2 = σ (for the
second or third term, regard σ2 as a complex variable and use the exponentially-decaying
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tail of the integrand). With a similar argument applied to the second term of (43), we can
then establish the analyticity of (43). So, to prove H(Z) is not analytic at σ2 = σ, it suffices
to show that (44) is not analytic at σ2 = σ.
Suppose, by way of contradiction, that (44) is analytic at σ, or equivalently, the following
function of ω ∫ ∞
0
(
1
2
σ−1√
2π
e−(z+1)
2σ−2 +
1
2
ω√
2π
e−(z−1)
2ω2
)
log (1 + Φz(1/ω))dz
+
∫ 0
−∞
(
1
2
σ−1√
2π
e−(z+1)
2σ−2 +
1
2
ω√
2π
e−(z−1)
2ω2
)
log
(
1 + Φ−1z (1/ω)
)
dz (46)
is analytic at σ−1 ∈ Cσ−1(r) (the closure of the r-neighborhood of σ−1 in C) for some r > 0,
where, recalling from (45),
Φz(1/ω) =
σ−1
ω
e(z−1)
2ω2−(z+1)2σ−2 .
Then, by uniqueness, the analytic extension of (46) to Cσ−1(r) would agree with any analytic
extension along the circle {σ−1 + reiα : α ∈ [−π/2, 3π/2]} (from α = −π/2 to α = 3π/2).
Such an analytic extension is obtained by regarding ω as a complex variable on the circle (this
is a valid analytic extension by virtue of the exponentially-decaying tails of the integrands
in (46)). Here, we remark that for any r > 0 and α, there are at most two “singular” z (note
that the following inequality boils down to a system of two quadratic equations in z) such
that
Φz(1/(σ
−1 + reiα)) = −1,
which means log (1 + Φz(1/(σ
−1 + reiα))) or log (1 + Φ−1z (1/(σ
−1 + reiα))) would “blow up”
at such z. However, an easy bounding argument (roughly speaking, the two “blowing up”
terms will only do so “slowly”) yields that during the analytic extension, (46) is still well-
defined with the presence of such singular z, and so the above analytic extension is indeed
valid.
Next, we will find a contradiction by showing that the analytic extension of (46) disagrees
at α = −π/2 and α = 3π/2. Setting ω = σ−1 + reiα, we then have
σ−1
w
=
σ−1
σ−1 + r cosα + ir sinα
=
σ−2 + σ−1r cosα− iσ−1r sinα
σ−2 + 2σ−1r cosα + r2
, ea(r,α)+ib(r,α),
where one can easily check that
a(r, α) = O(r), b(r, α) = O(r),
∂b(r, α)
∂α
= O(r).
Then, some straightforward computations yield that
Φz(1/ω) = e
A(z,r,α)eiB(z,r,α),
where
A(z, r, α) , 2(z − 1)2σ−1r cosα + (z − 1)2r2 cos 2α− 4zσ−2 + a(r, α),
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and
B(z, r, α) , 2(z − 1)2σ−1r sinα+ (z − 1)2r2 sin 2α + b(r, α).
Now, for some small yet fixed ε > 0, choose N > 0 large enough and then r > 0 small
enough such that
(I) for all 0 ≤ z ≤ N and all α ∈ [−π/2, 3π/2], B(z, r, α) ∈ (−π, π);
(II) for all z ≥ N and all α ∈ [−π/2 + ε, π/2− ε] ∪ [π/2 + ε, 3π/2− ε],
4zσ−2 ≫ |a(r, α)|, |2(z − 1)2σ−1r cosα| ≫ |(z − 1)2r2 cos 2α + a(r, α)|
and ∣∣∣∣ ∂∂α (2(z − 1)2σ−1r sinα)
∣∣∣∣≫
∣∣∣∣ ∂∂α ((z − 1)2r2 sin 2α + b(r, α))
∣∣∣∣ .
Note that for all 0 ≤ z ≤ N , by (I), Φz(1/ω) will not go around −1 (in any direction)
for one complete round as α increases from −π/2 to 3π/2. Next, we consider the case when
z ≥ N . Notice that, by (II), for any fixed z ≥ N , as α increases from −π/2 + ε to π/2− ε,
B(z, r, α) increases as well. If, for some z ≥ N and α0 ∈ [−π/2,−π/2 + ε] ∪ [π/2− ε, π/2],
A(z, r, α0) > 0,
it then follows from (II) that there exists ℓ = ℓ(ε) > 0 such that ℓ → ∞ as ε → 0 and for
the same z and any α ∈ [−ℓε, ℓε],
A(z, r, α) > 0.
On the other hand, it follows from (II) that for any z ≥ N and for any α ∈ [π/2+ε, 3π/2−ε],
A(z, r, α) < 0;
straightforward computations also yield that for any z ≥ N and for any α ∈ [π/2, π/2+ ε]∪
[3π/2− ε, 3π/2],
A(z, r, α) < 0.
It then follows that Φz(1/ω) will not go around −1 (in any direction) for one complete round
as α increases from π/2 to 3π/2.
We are now ready to conclude that as α increases from −π/2 to 3π/2, for any z ≥ N
with Φz(1/(σ
−1 + reiα)) 6= −1, Φz(1/ω) will go around −1 anti-clockwise k(z) times, where
k(z) is a non-negative integer; meanwhile, one checks that when z is large enough, k(z) is
strictly positive. The idea can be roughly described as follows. Consider the “trajectory” of
Φz(1/ω) as α increases from −π/2 to 3π/2. Obviously, A(z, r, α) > 0 means the magnitude
of the corresponding “location” is strictly bigger than 1; B(z, r, α) > 0 means at the corre-
sponding “location”, Φz(1/ω) is going anti-clockwise. The above argument shows that given
sufficiently small ε (and thus ℓ sufficiently large), for all the time when the “location” is at
least 1 away from the origin, “more often” Φz(1/ω) goes around −1 anti-clockwise (for any
α ∈ [−π/2,−π/2+ ε]∪ [π/2− ε, π/2], Φz(1/ω) may go around −1 clockwise, whereas for all
α ∈ [−ℓε, ℓε], Φz(1/ω) must go around −1 anti-clockwise).
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So, for any analytic extension along the circle {σ−1 + reiα : α ∈ [−π/2, 3π/2]} (from
α = −π/2 to α = 3π/2), we have proven that for any z ≥ 0 with Φz(1/(σ−1 + reiα)) 6= −1,
ℑ
(
lim
α→(3π/2)−
log
(
1 + Φz(1/(σ
−1 + reiα))
))
= ℑ
(
lim
α→(−π/2)+
log
(
1 + Φz(1/(σ
−1 + reiα))
))
+2k(z)πi,
where k(z) is a non-negative integer for all z and a strictly positive integer for all sufficiently
large z. Using a similar argument, we can also prove that for any z ≤ 0 with Φ−1z (1/(σ−1 +
reiα)) 6= −1,
ℑ
(
lim
α→(3π/2)−
log
(
1 + Φ−1z (1/(σ
−1 + reiα))
))
= ℑ
(
lim
α→(−π/2)+
log
(
1 + Φ−1z (1/(σ
−1 + reiα))
))
+2k(z)πi,
where k(z) is a non-negative integer for all z and a strictly positive integer for all sufficiently
large |z|. This, however, implies that for the above analytic extension, (46) disagrees at
α = −π/2 and α = 3π/2, which is a contradiction.
5 A Complex Hilbert Metric
Recall that W˜ denote the complex version of W ,
W˜ = {w = (w1, w2, · · · , wl) ∈ Cl :
∑
i
wi = 1}.
Let
W˜+ = {v ∈ W˜ : ℜ(vi/vj) > 0 for all i, j}.
For v, w ∈ W˜+, define
d˜H(v, w) = max
i,j
∣∣∣∣log
(
wi/wj
vi/vj
)∣∣∣∣ , (47)
where log is taken as the principal branch of the complex log(·) function (i.e., the branch
whose branch cut is the negative real axis). Since the principal branch of log is additive
on the right-half plane, d˜H is a metric on W˜
+, which we call a complex Hilbert metric (for
alternative complex Hilbert metrics, see [10] and [2]).
Let M denote the set of all l × l stochastic matrices, i.e.,
M = {Π = (πij) ∈ Rl×l : πij ≥ 0,
l∑
j=1
πij = 1},
and let M˜ denote the complex version of M , defined as
M˜ = {Π = (πij) ∈ Cl×l :
l∑
j=1
πij = 1, for all i}.
For a given positive Π ∈ M and a small δ1 > 0, let M˜Π(δ1) denote the δ1-neighborhood,
under the Euclidean metric, around Π within M˜ . For an element Π˜ ∈ M˜Π(δ1), similar to
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(11), Π˜ will induce a mapping fΠ˜ on W˜ . For a small δ2 > 0, let W˜W ◦,H(δ2) denote the
δ2-neighborhood of W
◦ within W˜+ under the complex Hilbert metric, i.e.,
W˜W ◦,H(δ2) = {v = (v1, v2, · · · , vl) ∈ W˜+ : d˜H(v, u) ≤ δ2, for some u ∈ W ◦}.
The main result of [6] states:
Theorem 5.1. Let Π be a positive matrix in M . For sufficiently small δ1, δ2 > 0, there exists
0 < ρ1 < 0 such that for any Π˜ ∈ M˜Π(δ1), fΠ˜ is a ρ1-contraction mapping on W˜W ◦,H(δ2)
under the complex Hilbert metric in (47).
For δ > 0, let CR+[δ] denote the “δ-cone” of R
+ within C, i.e.,
CR+ [δ] = {x+ yi ∈ C : x > 0,−δx ≤ y ≤ δx}.
The following Lemma can be easily checked.
Lemma 5.2. For sufficiently small δ1 > 0, there exists a positive constant L1 such that for
any α, β ∈ CR+[δ1]
| logα− log β| ≤ L1max
( |α− β|
|α| ,
|α− β|
|β|
)
.
The following lemma essentially follows from the proof of Part 2 of Lemma 2.3 in [6] (in
particular, its Part 1 is just a rephrased version of Part 2 of that lemma), allows us to connect
the complex Hilbert metric and the Euclidean metric. We give a proof for completeness.
Lemma 5.3. 1. For any δ > 0, there exists ξ > 0 such that for any x˜ ∈ W˜+, x ∈ W ◦
with d˜H(x˜, x) ≤ ξ, we have x˜i ∈ W˜W ◦,H(δ) for all i.
2. For any ζ > 0, there exists a constant C > 0 such that for any x˜, y˜ ∈ W˜+ with
|x˜− x|, |y˜ − y| ≤ ζ for some x, y ∈ W ◦, we have
|x˜− y˜| ≤ Cd˜H(x˜, y˜).
Proof. We only prove Part 2. Let ξ = d˜H(x˜, y˜). Then we have for all i, j,∣∣∣∣log
(
x˜i/y˜i
x˜j/y˜j
)∣∣∣∣ ≤ ξ.
There exists C1 > 0 such that for ξ sufficiently small, and for all i, j,
∣∣∣ x˜i/y˜ix˜j/y˜j − 1
∣∣∣ ≤ C1ξ. Let
αj = x˜j/y˜j. Then for all i, j,
|x˜i − αj y˜i| ≤ C1ξ|αj||y˜i|,
and so
|1− αj | =
∣∣∣∣∣
n∑
i=1
(x˜i − αj y˜i)
∣∣∣∣∣ ≤
n∑
i=1
|x˜i − αj y˜i| ≤ C1ξ|αj|
n∑
i=1
|y˜i| = C1(1 +Bζ)ξ|αj|.
It follows that |x˜j − y˜j| ≤ C1(1 +Bζ)ξ|x˜j| ≤ C1(1 +Bζ)ξ(xj + ζ), which implies Part 2, if ξ
is sufficiently small.
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6 Proof of Theorem 1.4
The following lemma is an analog of Lemma 3.1.
Lemma 6.1. For any δ > 0, there exist r1, r2 > 0 such that for any (~ε, ~θ) ∈ Cm1~ε0 (r1) ×
C
m2
~θ0
(r2), any z ∈ Z and any x ∈ W , we have
d˜H(f
~ε,~θ
z (x), f
~ε0,~θ0
z (x)) ≤ δ.
Proof. Since all πij(~ε0) are strictly positive, for any δ1 > 0, there exists r1 > 0 such that for
all i, j and all ~ε ∈ Cm1~ε0 (r1),
|π~εij − πij(~ε0)|
πij(~ε0)
≤ δ1.
Now, for any x = (x1, x2, · · · , xl) ∈ W , any j and any ~ε ∈ Cm1~ε0 (r1), we have∣∣∣∣∣
∑l
i=1 xi(π
~ε
ij − πij(~ε0))∑l
i=1 xiπij(~ε0)
∣∣∣∣∣ =
∣∣∣∣∣
∑l
i=1 xiπij(~ε0)(π
~ε
ij − πij(~ε0))/πij(~ε0)∑l
i=1 xiπij(~ε0)
∣∣∣∣∣ ≤ δ1.
Thus, for any δ2 > 0, choosing δ1 sufficiently small, we have∣∣∣∣∣log
∑l
i=1 xiπ
~ε
ij∑l
i=1 xiπij(~ε0)
∣∣∣∣∣ =
∣∣∣∣∣log
(
1 +
∑l
i=1 xi(π
~ε
ij − πij(~ε0))∑l
i=1 xiπij(~ε0)
)∣∣∣∣∣ ≤ δ2.
Notice that
d˜H(f
~ε,~θ
z (x), f
~ε0,~θ0
z (x)) = max
j,k
∣∣∣∣∣log
∑l
i=1 xiπ
~ε
ijq
~θ(z|j)∑l
i=1 xiπij(~ε0)q
~θ0(z|j) − log
∑l
i=1 xiπ
~ε
ikq
~θ(z|k)∑l
i=1 xiπik(~ε0)q
~θ0(z|k)
∣∣∣∣∣
= max
j,k
∣∣∣∣∣log
∑l
i=1 xiπ
~ε
ij∑l
i=1 xiπij(~ε0)
+ log
q
~θ(z|j)
q~θ0(z|j) − log
∑l
i=1 xiπ
~ε
ik∑l
i=1 xiπik(~ε0)
− log q
~θ(z|k)
q~θ0(z|k)
∣∣∣∣∣ .
It then follows from the second inequality of (9) that for any δ > 0, there exist r1, r2 > 0
such that for any (~ε, ~θ) ∈ Cm1~ε0 (r1)× Cm2~θ0 (r2) and any x ∈ W , we have
d˜H(f
~ε,~θ
z (x), f
~ε0,~θ0
z (x)) ≤ δ.
The following lemma, roughly speaking, says that when we perturb (~ε0, ~θ0) “a bit” to
(~ε, ~θ), f~ε,
~θ
z is still a contraction mapping on a complex neighborhood ofW
◦, and the contrac-
tion coefficient is uniform over all the values of z and ~θ. More precisely, recalling W˜W ◦,H(δ)
denote the δ-neighborhood of W ◦ of W˜ under the complex Hilbert metric, we have
Lemma 6.2. For sufficiently small r1, r2, δ > 0, there exists 0 < ρ1 < 1 such that for any
(~ε, ~θ) ∈ Cm1~ε0 (r1) × Cm2~θ0 (r2) and any z ∈ Z, f
~ε,~θ
z is a ρ1-contraction mapping on W˜W ◦,H(δ)
under the complex Hilbert metric in (47).
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Proof. By (7), we can choose r1, r2, δ > 0 sufficiently small such that for any z ∈ Z, any
(~ε, ~θ) ∈ Cm1~ε0 (r1)× Cm2~θ0 (r2) and any u, v ∈ W˜W ◦,H(δ),
d˜H(uΠ
~ε,~θ(z), vΠ~ε,
~θ(z))
is well-defined. Moreover, it can be easily checked that
d˜H(uΠ
~ε,~θ(z), vΠ~ε,
~θ(z)) = d˜H(uΠ
~ε, vΠ~ε). (48)
The lemma then immediately follows from Theorem 5.1.
The following lemma is also needed.
Lemma 6.3. 1. For any δ > 0, there exist r1, r2 > 0 such that for any (~ε, ~θ) ∈ Cm1~ε0 (r1)×
C
m2
~θ0
(r2) and for any z
0
−n ∈ Zn+1 and −n− 1 ≤ i ≤ −1,
x~ε,
~θ
i (z
i
−n) ∈ W˜W ◦,H(δ), (49)
and
p~ε,
~θ(z0|z−1−n) ∈ CR+ [δ]. (50)
2. There exist r1, r2 > 0 such that for all z
0
−n ∈ Zn+1, p~ε,~θ(z0|z−1−n) is analytic on Cm1~ε0 (r1)×
C
m2
~θ0
(r2).
3. For sufficiently small r1, r2 > 0, there exist 0 < ρ1 < 1 and a positive constant L1 such
that for any two Z-valued sequences {a0−n1} and {b0−n2} with a0−n = b0−n and for all
(~ε, ~θ) ∈ Cm1~ε0 (r1)× Cm2~θ0 (r2), we have
|p~ε,~θ(a0|a−1−n1)− p~ε,
~θ(b0|b−1−n2)| ≤ L1ρn1 sup
(y′,~θ′)∈Y×C
m2
~θ0
(r2)
|q~θ′(a0|y′)|.
Proof. 1. By Lemma 6.2, we can choose r1, r2, δ > 0 sufficiently small such that there exists
0 < ρ1 < 1 such that for all (~ε, ~θ) ∈ Cm1~ε0 (r1)× Cm2~θ0 (r2), f
~ε,~θ
z is a ρ1-contraction mapping on
W˜W ◦,H(δ) under the complex Hilbert metric.
Now, choose r1, r2 > 0 so small (the existence of r1, r2 is guaranteed by Lemma 6.1) such
that for any z ∈ Z, for all x ∈ W , all (~ε, ~θ) ∈ Cm1~ε0 (r1)× Cm2~θ0 (r2)
d˜H(f
~ε,~θ
z (x), f
~ε0,~θ0
z (x)) ≤ δ(1− ρ1), (51)
and for all ~ε ∈ Cm1~ε0 (r1),
d˜H(π
~ε, π(~ε0)) ≤ δ(1− ρ1). (52)
We then deduce that
d˜H(x
~ε,~θ
i+1, x
~ε0,~θ0
i+1 ) = d˜H(f
~ε,~θ
zi+1
(x~ε,
~θ
i ), f
~ε0,~θ0
zi+1
(x~ε0,
~θ0
i ))
≤ d˜H(f~ε,~θzi+1(x~ε,
~θ
i ), f
~ε,~θ
zi+1
(x~ε0,
~θ0
i )) + d˜H(f
~ε,~θ
zi+1
(x~ε0,
~θ0
i ), f
~ε0,~θ0
zi+1
(x~ε0,
~θ0
i )). (53)
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Then, by (51), (52) and (53), for i > −n− 1, we have
d˜H(x
~ε,~θ
i+1, x
~ε0,~θ0
i+1 ) ≤ ρd˜H(x~ε,
~θ
i , x
~ε0,~θ0
i ) + δ(1− ρ1).
So, for all i,
d˜H(x
~ε,~θ
i+1, x
~ε0,~θ0
i+1 ) ≤ δ,
and thus for all i, we have x~ε,
~θ
i+1 ∈ W˜W ◦,H(δ), as desired. This, together with (17) and
Lemma 5.3 (Part 2), implies (50).
2. It follows from (9(i)) and Part 1 of Lemma 5.3 that for sufficiently small r1, r2, δ > 0
and any z ∈ Z, f~ε,~θz (x) is analytic with respect to (~ε, ~θ, x) ∈ Cm1~ε0 (r1)×Cm2~θ0 (r2)× W˜W ◦,H(δ).
It follows from this fact, the iterative nature of x~ε,
~θ
i (see (15)) and Part 1 that for sufficiently
small r1, r2 > 0, each x
~ε,~θ
i is analytic on C
m1
~ε0
(r1)×Cm2~θ0 (r2). Part 2 then immediately follows
from (17).
3. For all (~ε, ~θ) ∈ Cm1~ε0 (r1)× Cm2~θ0 (r2), we write
x~ε,
~θ
i,a = x
~ε,~θ
i (a
i
−n1
) = p~ε,
~θ(yi = · |ai−n1),
x~ε,
~θ
i,b = x
~ε,~θ
i (b
i
−n2) = p
~ε,~θ(yi = · |bi−n2).
Apparently we have
x~ε,
~θ
i+1,a = f
~ε,~θ
ai+1
(x~ε,
~θ
i,a), x
~ε,~θ
i+1,b = f
~ε,~θ
bi+1
(x~ε,
~θ
i,b ).
Note that there exists a positive constant L′1 such that
d˜H(x
~ε,~θ
−n,a, x
~ε,~θ
−n,b) ≤ L′1,
for all (~ε, ~θ) ∈ Cm1~ε0 (r1)× Cm2~θ0 (r2), where r1, r2 > 0 are chosen sufficiently small. Then from
(49), we have
d˜H(x
~ε,~θ
−1,a, x
~ε,~θ
−1,b) ≤ L′1ρn−11 .
Therefore, by Lemma 5.3, there exists a positive constant L′′1 independent of n1, n2 such that
for any (~ε, ~θ) ∈ Cm1~ε0 (r1)× Cm2~θ0 (r2), we have
|x~ε,~θ−1,a − x~ε,
~θ
−1,b| ≤ L′′1ρn1 . (54)
Now, using (17) and the fact that
p~ε,
~θ(a0) =
∑
y
π~εyq
~θ(a0|y),
we conclude that there is a positive constant L1, independent of n1, n2 such that
|p~ε,~θ(a0|a−1−n1)− p~ε,
~θ(b0|b−1−n2)| ≤ L1ρn1 sup
(y′,~θ′)∈Y×C
m2
~θ0
(r2)
|q~θ′(a0|y′)|. (55)
We then have finished the proof.
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We are now ready for the proof of Theorem 1.4.
Proof of Theorem 1.4. We first prove that there exist r1, r2 > 0 such that for any n, H
~ε,~θ
n (Z)
is analytic on Cm1~ε0 (r1)× Cm2~θ0 (r2).
For a fixed n, recall that
H~ε,
~θ
n (Z) = −
∫
Zn+1
p~ε,
~θ(z0−n) log p
~ε,~θ(z0|z−1−n)dz0−n,
where
p~ε,
~θ(z0−n) =
∑
y0
−n
p~ε(y0−n)
0∏
i=−n
q
~θ(zi|yi)
and
p~ε,
~θ(z0|z−1−n) = x~ε,
~θ
−1(z
−1
−n)Π
~ε,~θ(z0)1.
Now, for any (~ε, ~θ) ∈ Cm1~ε0 (r1)× Cm2~θ0 (r2), we have
|p~ε,~θ(z0−n)| ≤
∑
y0
−n
|p~ε(y0−n)|
0∏
i=−n
|q~θ(zi|yi)| ≤
∑
y0
−n
|p~ε(y0−n)|
0∏
i=−n
sup
(y′,~θ′)∈Y×C
m2
~θ0
(r2)
|q~θ′(zi|y′)|. (56)
And, by (49), for sufficiently small r1, r2 > 0, there exist C1, C2 > 0 such that
C1 inf
(y′,~θ′)∈Y×C
m2
~θ0
(r2)
|q~θ′(z0|y′)| ≤ |p~ε,~θ(z0|z−1−n)| ≤ C2 sup
(y′,~θ′)∈Y×C
m2
~θ0
(r2)
|q~θ′(z0|y′)|, (57)
which, together with (50), implies that for some C3 > 0,
| log p~ε,~θ(z0|z−1−n)| ≤ C3 +max{| log sup
(y′,~θ′)∈Y×C
m2
~θ0
(r2)
|q~θ′(z0|y′)|, log inf
(y′,~θ′)∈Y×C
m2
~θ0
(r2)
|q~θ′(z0|y′)|}.
This, together with (3), implies that on Cm1~ε0 (r1)× Cm2~θ0 (r2),∫
Zn+1
sup
(~ε,~θ)∈C
m1
~ε0
(r1)×C
m2
~θ0
(r2)
∣∣∣p~ε,~θ(z0−n) log p~ε,~θ(z0|z−1−n)∣∣∣ dz0−n <∞ (58)
By Lemma 3.4 (Part 2), H~ε,
~θ
n (Z0|Z−1−n) is analytic on Cm1~ε0 (r1)× Cm2~θ0 (r2).
Now, to prove the theorem, we only need to prove that there exist r1, r2 > 0 such that
the H~ε,
~θ
n (Z), as n→∞, uniformly converges on Cm1~ε0 (r1)× Cm2~θ0 (r2). Note that
|H~ε,~θn+1(Z)−H~ε,~θn (Z)| =
∣∣∣∣
∫
Zn+2
p~ε,
~θ(z0−n−1) log p
~ε,~θ(z0|z−1−n−1)dz0−n−1 −
∫
Zn+1
p~ε,
~θ(z0−n) log p
~ε,~θ(z0|z−1−n)dz0−n
∣∣∣∣
=
∣∣∣∣
∫
Zn+2
p~ε,
~θ(z0−n−1)(log p
~ε,~θ(z0|z−1−n−1)− log p~ε,~θ(z0|z−1−n))dz0−n−1
∣∣∣∣ .
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Fix (~ε, ~θ) ∈ Cm1~ε0 (r1) × Cm2~θ0 (r2). Then, by Lemmas 5.2 and 6.3, either we have, for some
0 < ρ1 < 1, L
′
1 > 0 and some δ1 with (1 + δ1)ρ1 < 1
|p~ε,~θ(z0−n−1)(log p~ε,~θ(z0|z−1−n−1)−log p~ε,~θ(z0|z−1−n))| ≤ L′1
∣∣∣∣∣p~ε,~θ(z0−n−1)p
~ε,~θ(z0|z−1−n−1)− p~ε,~θ(z0|z−1−n)
p~ε,~θ(z0|z−1−n−1)
∣∣∣∣∣
≤ L′1|p~ε,~θ(z−1−n−1)|L1ρn1 sup
(y′,~θ′)∈Y×C
m2
~θ0
(r2)
|q~θ′(z0|y′)|,
or we have, for some 0 < ρ1 < 1, L
′
1 > 0 and some δ1 with (1 + δ1)ρ1 < 1,
|p~ε,~θ(z0−n−1)(log p~ε,~θ(z0|z−1−n−1)−log p~ε,~θ(z0|z−1−n))| ≤ L′1
∣∣∣∣∣p~ε,~θ(z0−n−1)p
~ε,~θ(z0|z−1−n−1)− p~ε,~θ(z0|z−1−n))
p~ε,~θ(z0|z−1−n)
∣∣∣∣∣
≤ L′1|p~ε,~θ(z−1−n)||p~ε,~θ(z−n−1|z0−n)|L1ρn1 sup
(y′,~θ′)∈Y×C
m2
~θ0
(r2)
|q~θ′(z0|y′)|.
Notice that for any given δ > 0, there exist r1, r2 > 0 such that for all ~ε ∈ Cm~ε0(r1),
|π~εy−n | ≤ (1 + δ)π~ε0y−n , |π~εyiyi+1| ≤ (1 + δ)π~ε0yiyi+1 ,
and for any y ∈ Y and all ~θ ∈ Cm2~θ0 (r2),∫
Z
|q~θ(z|y)|dz ≤ (1 + δ)
∫
Z
q
~θ0(z|y)dz = 1 + δ,
(here we have used the fact that
∫
Z
|q~θ(z|y)|dz is a continuous function of ~θ ∈ Cm2~θ0 (r2); this
follows from Lemma 3.4 (Part 1)). It then follows from (56) that∫
Zn
|p~ε,~θ(z−1−n)|dz−1−n ≤ (1 + δ)2n,
∫
Zn+1
|p~ε,~θ(z−1−n−1)|dz−1−n−1 ≤ (1 + δ)2(n+1).
Moreover, similar to (57), we have for some C4, C5 > 0,
C4 inf
(y′,~θ′)∈Y×C
m2
~θ0
(r2)
|q~θ′(z−n−1|y′)| ≤ |p~ε,~θ(z−n−1|z0−n)| ≤ C5 sup
(y′,~θ′)∈Y×C
m2
~θ0
(r2)
|q~θ′(z−n−1|y′)|.
By choosing δ > 0 sufficiently small, we can combine all the relevant inequalities above
to obtain some L > 0 and some 0 < ρ < 1 such that for all (~ε, ~θ) ∈ Cm1~ε0 (r1)× Cm2~θ0 (r2),
|H~ε,~θn+1(Z)−H~ε,~θn (Z)| ≤
∫
Zn+2
|p~ε,~θ(z0−n−1)(log p~ε,~θ(z0|z−1−n−1)− log p~ε,~θ(z0|z−1−n))|dz0−n−1 ≤ Lρn,
which implies the analyticity of H~ε,
~θ(Z) around (~ε0, ~θ0).
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