A quantum-defect theory of the Stark effect given recently by Sakimoto is applied to study the effects of an electric field on highly excited states of molecular hydrogen. The Stark energy levels are calculated. Also investigated are field effects on photoionisation through rotational autoionisation.
Introduction
The Stark effect is a very old topic. However, it still raises an interesting and new problem. When we perturb a hydrogen atom in its ground state by applying an electric field, the field needed is about lo9 V cm-'. It is a fairly strong field, and can never be realised in present-day experiments. However, if we consider an atom in highly excited states, the required field can be much weaker. Highly excited states therefore play an important role in the study of the Stark effect. It is only in recent years that we have been able experimentally to control atoms and molecules in such highly excited states.
Processes involving highly excited states are well described by use of a quantumdefect theory (QDT) . Fano (1970) and Jungen and Atabek (1977) developed a QDT for molecules. Later, the theory has been applied to interpret various kinds of processes concerning highly excited states of molecules (see Greene and Jungen 1985) .
On the other hand, it was found that a QDT is also useful to investigate the Stark effect of highly excited states of atoms. A central idea was first introduced by Fano (1981) . Harmin (1981) applied Fano's idea to the study of the Stark effect of alkaline atoms, which consist of a Rydberg electron and an ion core in its ground state. Recently, the present author has extended the theory to the case of an ion core in any state (Sakimoto 1986 ). An important result of these studies is that, once we know the field-free quantities appearing in the field-free QDT, the calculation for the Stark effect can be accomplished in a straightforward manner by use of frame transformation. This reveals that the QDT of the Stark effect can be directly extended to the molecular case.
Furthermore, it has recently become possible to study the Stark effect of molecules experimentally by use of high-resolution spectroscopy (Cooper et a1 1983, Chevaleyre er a1 1986, Janik et a1 , Bordas et a1 1988 . Thus, at this time, it is very important to formulate a basic theory for the Stark effect of molecules.
The present paper gives a QDT formulation for studying effects of an electric field on molecules in highly excited states. The theory is constructed by combining the QDT 0953-4075/89/ 172727 + 13302.50 @ 1989 IOP Publishing Ltd of molecules and that of the Stark effect. A formulation is given for a hydrogen molecule whose ion core (H;) is in the ground electronic state X '2; but in arbitrary vibrational and rotational states. The theory can easily be extended to any molecules in any electronic states.
Quantum-defect theory
Choose an electric-field vector F oriented along the z axis. Then, the field potential acting on an electron is given by Fz. Atomic units are used unless otherwise stated. In order to emphasise the physical idea of the theory, we discuss the problem by dividing the distance r between an excited electron and a molecular ion H: into four regions.
Region I : rF < r < 00. At large distances, the electron motion is determined only by the Coulomb and electric-field potential, V = -1/ r + Fz. The lower limit rF = F-"' is the distance at which the Coulomb force is comparable to the field. Parabolic coordinates are the most appropriate frame in this region (Sakimoto 1986 ).
Region I I : rBo < r < r,. As the distance gets smaller, the Coulomb force dominates the electric field. This region always exists unless the field is extraordinarily strong. (For example, rF = 2000 au for F = 1 kV cm-'.) Since the electron motion is determined by the pure Coulomb potential, polar coordinates are a good frame as well as parabolic ones. The lower limit rBo is the distance at which the velocities of nuclear and electron motions are comparable.
Region 111: r, < r < rBo. The distance r, has a magnitude comparable to the radius of the molecular ion. In this region, the short-range and exchange interactions are still negligible. The interaction is the pure Coulomb one as in region 11. The physical importance of this region lies in the point that the Born-Oppenheimer (BO) approximation is well satisfied there. Jungen and Atabek (1977) discussed whether we can define this region. The existence of this region is critical for the efficiency of molecular QDT (Fano 1970, Jungen and Atabek 1977) .
Region I V : 0 < r < r,. The electron motion is complicated here because the short-range and exchange interactions are present. However, the BO approximation is powerful to solve the problem. Physical quantities are well described in a molecular frame where the z axis is directed along the molecular axis.
We thus have three different frames depending on the distance r : the molecular (BO), spherical and parabolic ones. An important point is that there is always a common region where two of these frames apply equally well. First, we obtain a solution of the Schrodinger equation for the whole system independently in each region. Then, we can smoothly match the solutions in the common regions. An appropriate boundary condition is imposed in region I. In this way, we can completely determine the wavefunction over the entire space.
In this study, we neglect the Stark effect on H l . This is well justified because molecular hydrogen does not have a permanent electric dipole moment. A rough estimate shows that (even if it is a polar molecule) the Stark effect is negligible unless both the dipole moment and the field strength are fairly strong or unless the principal quantum number of the excited electron is extraordinarily large. (The latter case should be noted because the change in the large principal quantum number is significant even if the energy of H : is only slightly changed owing to an electric field.)
Solutions in r,. <r<rF (regions I I and I I I )
In regions 11, I11 and IV, the situation is exactly the same as that for the field-free QDT of molecules. Therefore, a general solution of the Schrodinger equation for the whole system is just equal to a field-free one. In regions I1 and 111, a solution can be specified by the total angular momentum J = N + 1, where N is the rotational angular momentum of H ? and I is the orbital angular momentum of the excited electron. We can write a solution that is valid through regions I1 and 111 in the following form (Jungen and Atabek 1977) :
(1) where x," is a vibrational wavefunction of H;, YAY is an eigenfunction of the total angular momentum ( J , M ) , R is a vector of the internuclear distance of H:, and GS!N,,UN is a radial part of the solution for the excited electron. This form of expansion is familiar in scattering problems. Summation over U' and N ' is necessary because these H: states are mixed by a short-range e-H: interaction through region IV. In the present study, we assume that 1 is conserved. This is a good approximation for H2 because the molecule is nearly a spherically symmetric system. In fact, many experimental results can be explained by assuming 1 conserved (Creene and Jungen 1985) . In the solution ( l ) , channels are indicated by (U, J, N, 1).
In regions I1 and 111, the radial function G is reduced to a sum of regular s , ( ( r ) and irregular c,,( r ) Coulomb functions ( E being the energy of the excited electron). Hence, we have
The summation in equation (1) must be taken so as to conserve the total energy E = E V N + E ( E u N being the energy of H i ) . The coefficient Ki!N,,uhr is an element of the K matrix, which is determined by smoothly matching the solution to that given in region IV. The K matrix includes all the information on the complex electron motion in region IV.
Following Fano (1970) and Jungen and Atabek (1977) , the K matrix can be expressed in terms of another K matrix, K : , "( R ) , which is the essential quantity in the field-free QDT of molecules, namely In order to obtain the K Bo matrix, the Schrodinger equation for the total system is solved first under the assumption that the BO approximation is well satisfied at whole distances r. Then, by fitting the electronic part of the solution to a form similar to (2) at a large distance, we can obtain the KBo matrix. Since the molecular frame is appropriate in this case, the calculation is done at each fixed internuclear distance R.
The KBo matrix is given as a function of R, the angular momentum of the excited electron 1, and its projection onto the internuclear axis A. The presence of region I11 is very important to obtain the relation (3). In region 111, we can match the BO solution to the other one ( 1 ) smoothly.
Since 1 is conserved in this case and thus the KBo matrix is diagonal, K B o is expressed in terms of a quantum defect p,,,(R) by (Greene and Jungen 1985) K Z R ) = t a n [ w , , ( R ) I . 
Solutions in r, < r < CD (regions I, ZZ and ZZZ)
We can write a general solution that is valid through regions I, I1 and 111. Because an electric field is not negligible in region I, the angular momentum 1 cannot be a channel index in this solution. The electronic part of the solution is given in parabolic coordinates, 5 = r + z, 7 = r -z, r$ = tan-'(y/x). Basis functions for the electron motion are the Stark ones defined as (Sakimoto 1986 (Sakimoto , 1987 (7) eimd ( 6 a )
1-"%pm (SIg'Epm ( 7 ) eim4.
( 6 b )
These are the eigenfunctions of the Schrodinger equation for the electron motion in the potential V = -l / r + F z , and are expressed as a product of the 5, 7 and r$ components. With the choice of the z axis along the field direction, the magnetic quantum number m is conserved. The quantity p is a separation constant. Since the 5 motion is always bound in the potential V, the separation constant p is quantised and has a discrete value at a given E and m. In this study, the quantisation of p is done by using a W K B method (Sakimoto 1986) . The functions g ( 7 ) and g ' ( 7 ) are regular and irregular at the origin, respectively. These functions play the same role as the regular and irregular radial Coulomb functions. Hence, it is important to know the analytical behaviour at large 7 when we impose a physical boundary condition on a solution. The analytical behaviour of these functions is investigated by using a W K B method as well (Sakimoto 1986) .
Using the Stark functions ( 6 ) , we can express a general solution at r > r, by [cL,'(,',,~p'm,( 
F where Y N M -m is a spherical harmonic that is an eigenfunction of the rotation of H:, and K F is a K matrix defined for a finite field. This matrix has an element non-diagonal with respect to p and m because these quantities are not conserved in region IV. Channels are specified by (U, N, p, m ) in this case. We must determine the K matrix.
This can be done by use of frame transformation.
Frame transformation
When the distance r is much less than rF, the electric field is negligible. There, the Stark functions (6) are also solutions of the Schrodinger equation for the pure Coulomb potential. At r < r F , therefore, we can have a relation between the Stark and the spherical Coulomb functions in the form (Sakimoto 1986) 
where Upl(FEm) is a matrix element of frame transformation between polar and parabolic coordinates. An explicit expression for this quantity is given in Sakimoto (1986) . By using the transformation (8), we can match the two solutions (1) and (7) in an analytical way. Hence, we have a relation between the field-free K and field-dependent K matrices, i.e. (10)
J
The transformation (10) is necessary because m is a good channel index in the presence of an electric field, and J is not so. From the relations (9), (lo), (3) and ( 5 ) , we can completely determine the K matrix in terms of the field-free quantum defect.
Boundary condition
As was discussed in Sakimoto (1986) , there is no bound state in atoms and molecules quantum mechanically when an electric field is applied. This is because the potential V = -1/ r + Fz becomes negatively infinite as z + --CO. However, the potential V has a local maximum so that a quasi-bound state can exist for energies less than E,, = -2F"2.
If the tunnelling probability through the barrier is very small, we can actually regard the quasi-bound state as a true bound state. This picture is exemplified by viewing the electron motion along the 77 coordinate. In this section, we consider only a quasi-bound state. Processes concerning continuum states are treated in 0 4. Following Sakimoto (1986) , the behaviour of g and g' around the barrier is as follows: In equation ( l l ) , the function C ( 7 ) varies slowly with'?. The function D ( 7 ) ( I ( ? ) ) exponentially decreases (increases) with 7 in the barrier region. The function I ( 7 ) has a large amplitude outside the barrier. Hence, as was done in Sakimoto (1986), we define a bound state by setting the exponentially increasing component I ( 7 ) to vanish identically.
Stark energy levels
In order to obtain the wavefunction of the bound strte, we take a linear combination of the solution (7). We set where L,,, is a constant coefficient. Noticing the form (1 l ) , we impose the condition that the wavefunction 9 does not have an increasing component 1 ( q ) in the barrier region. This can be satisfied if we have
Roots for the energy E of equation (14) give the Stark energy levels of molecules. As is discussed in 8 2.3, the molecular quantity required in the calculation of equation (14) is only the quantum defect defined under the assumption of the BO approximation.
In particular for H Z , the BO quantum defects are already known both theoretically and experimentally (Greene and Jungen 1985) .
Autoionisation
In this section, we study photoionisation from the ground state of H2. We assume that the molecular ion is in the electronically ground state. Accordingly, we are interested in the field effect of rotational and vibrational autoionisation. We assume that the electric field is so weak that its effect on the ejected electron is negligible. However, it does not mean that the field effect is always negligible on the photoionisation. If ionisation occurs via a resonance in which an electron is trapped into a high Rydberg state, then a very weak field can affect the ionisation process.
We can expect that neglect of the field effect on the ejected electron does not significantly alter the total photoionisation cross section for the ejected electron energy, E > O . This is because the total cross section is given by summing over all the final channels. Also at the energies eo < E < 0, we have open channels. In this energy region, however, we can never neglect the field effect on the ejected electron. (If we neglect the field, the states with E < O no longer correspond to open channels.)
As in the work of Harmin (1981) , it is possible to take the field effect on the ejected electron into account. In this study, however, we employ the formalism based on the scattering theory given by Seaton (1983) , which is more suitable to study a scattering process like dissociative recombination. The problem in applying the theory to the present case is that the z axis is already chosen along the field direction, not along the incident or scattered direction of the electron. Consequently, we must take any direction of the incident or scattered electron in parabolic coordinates. However, this procedure is not so simple because the free motion of the electron in the field is not described in a single term of a plane wave. To avoid this complexity, we assume that E is much larger ( > O ) than the energy gain that the field supplies to the ejected electron. The field effect can thereby always be negligible for the open channels, and accordingly the partial cross section is specified in terms of the spherical basis.
Since the field effect is negligible on the ejected electron, the oscillator strength for a bound-free transition is given in the usual form where W O is a wavefunction of H2 in the electronically ground state ( X 'El), Eo is its energy and v', is a wavefunction for a final state with i = (U, N, I, m ) .
The wavefunction v', is obtained in the same way as for the wavefunction (13). We set v ' Z = 'E(xF)LQ, I ' (16) Q As has been assumed above, the Stark effect is neglected for open channels ( E > while it is fully taken into account for closed channels ( E < E~) . The motion of the ejected electron is described in terms of the spherical Coulomb functions. Thus, in equation (16), the subscript cy indicates (U, N, 1, m ) for open channels and (U, N, p, m ) for closed channels. The function @E(x') has the following form: (21) It should be noted that the normalisation condition in the electronic part of the solution (19) is different from that in the solution (7). Using the relation (20), we can easily verify (in matrix form) This matrix is just equal to an S matrix when all the channels are open. The matrix K F is the same as the one defined in equation (9) except that the frame transformation is done only for closed channels; i.e. K F = X K X ' , where Xoo= 1, XO,=X',,=O and X,,= U. The functions (20) and the matrix (22) have been introduced in Sakimoto (1987) to discuss resonance scattering. The normalisation condition in the solution (19) is the one proper for photoionisation (Seaton 1983) . Noticing again the form (1 l), we eliminate exponentially increasing components in the wavefunction (16). This determines the coefficient Le,,. We find in matrix form
In these equations, matrices are partitioned into open (0) and closed (c) channel parts.
Defining a dipole matrix Di = (v'l~z~v'o), and using the coefficients (23), we can partition Di into a direct (d) and a resonance (r) part, Di = Dp+ D:, where
or= -~&~, + e-"*]-'d~(,y').
(24b) We have used an under-bar notation to express a row vector, and Since the relation (8) is given between the eigenfunctions of the different Schrodinger equations, the frame-transformation matrix X (or U ) is not orthogonal. However, if the field is not so strong, we can assume that the matrix X is orthogonal (Sakimoto 1986) . Then, we have where d ( x ) is a field-free quantity defined by
The function @iZ/(xJ) is similar to the one given by equation (1) except in the x J matrix normalisation, where x J = (1 + iKJ)( 1 -iK')-' with K' defined by equation (3). Expressing @ifl(x') in terms of the function ( l ) , we obtain (cf Seaton 1983) 
d J M ( , y J )
= -(i/2)(1+xJ)dJM (28) with (29)
The function @ i E / ( K J ) is just the same as that given by equation (1). The dipole matrix (29) is usually introduced in the field-free QDT of molecules (Dill 1972, Greene and Jungen 1985) . Dill (1972) and Jungen and Dill (1980) have shown that this quantity can be expressed in terms of a dipole matrix dFp(R) calculated under the assumption of the BO approximation by
..\ where v o , Jo and MO are quantum numbers for H2, and ,yk is a vibrational wavefunction of H2. It should be noted that the BO dipole matrix given by Jungen and Dill (1980) corresponds to cos[ 7rpl,.\(R)]dF2(R) owing to the difference in the normalisation condition. The calculation of the oscillator strength (15) requires the quantum defects and the dipole matrix elements to be calculated under the assumption of the BO approximation. Thus, the calculation can be done in a straightforward manner as in the case of the Stark energy levels.
Application
In this study, we neglect the R dependence of the quantum defect p u l A ( R ) for simplicity. This approximation is justified if we restrict the electron energy to some narrow range (see Greene and Jungen 1985) . In fact, Herzberg and Jungen (1972) explained nicely iheir experimental results for energy levels of H2 in terms ofthe R-independent quantum defect. Also, for other molecules, the R dependence of the quantum defect is sometimes neglected to analyse the experimental results (Greene and Jungen 1985) . However, because of this approximation, we cannot discuss the effect due to the vibrational motion of H : .
We take the quantum defects, the first ionisation threshold of H2 and the rotational constant of H: from the paper by Herzberg and Jungen (1972) : psz. = -0.0845, ppn = 0.185 and pDn = -0.082. For simplicity, we assume that pf, = 0 for 13 2. Figure 1 shows the calculated field-free energy levels of para H2 below the first ionisation limit ( H l , v = 0, N = 0) in the energy range 123 000-123 500 cm-'. The energy is measured from the ground state of H2 ( X ' C l , vo = 0, No = 0). By using the quantum defects given above, we can reproduce well the experimental values of Herzberg and Jungen (1972) . Assignment of the non-hydrogenic levels is given by (U). In constrast to the atomic case, many more levels are crowded into a narrow energy range. This is because there are many Rydberg series, each of which converges to the energy of H: in a rotationally excited state. Rydberg states with the same value of the principal quantum number n are degenerate when they have 13 2. These hydrogenic levels are also shown in figure 1 and are labelled by ( N n ) . Since the level space is small, we can easily imagine that even a weak field can significantly perturb the level structure compared with the atomic case.
Stark energy levels
When a field is present, actually all the 1 and N values are mixed together. In the calculation of the Stark energy levels, we include the rotational states up to N = 6 . Mixing of 1 is automatically taken into account in the frame transformation (9). 2 shows the Stark energy levels calculated in the range 123 240-123 350 cm-'. Since the states with N 3 7 are neglected, we d o not have the field-free levels labelled by p7 and ( N = 10, n = 5 ) . In the hydrogenic manifolds with ( N = 4, n = 8) and ( N = 2, n = 9), there are too many levels to be shown separately. Figure 3 shows the magnification of the hydrogenic ( N = 4, n = 8) manifold. An interesting feature is that these degenerate levels are split into 18 levels although this manifold is composed of states with 1 = 2-7. (It should be noted that since the p3 level is very near to the hydrogenic one, the manifold apparently seems to have split into 19 levels.) This is explained as follows. When a field is applied, the total magnetic quantum number M = J, = 1, + N, is exactly conserved, but m = 1, is not conserved.
The mixing of m is due to the non-diagonal K matrix (9) or (10). In this study, the K matrix vanishes if 1 > 2, and consequently it vanishes unless m = -1, 0 or 1. This is the reason why the hydrogenic manifold with 1 = 2-7 is split into 18 ( = 3 x 6) levels.
(If the quantum defect with 1 = 2 does not vanish, the number of splittings becomes 5 x 6 = 30.)
A similar effect is also seen for alkaline atoms if we take the fine structure into account (Zimmerman et a1 1979) . In this case, not m but M = l , + s , should be conserved, s, being the z component of the spin angular momentum.
-. .
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. . The situation is different in the N = 0 case at weak fields. Since N = 0, m is conserved as long as N is not mixed. When a field is weak, N is also conserved. The hydrogenic manifold with ( N = 0, n ) is therefore split into only n -2 levels.
Rotational autoionisation
Above the first ionisation limit (124 417.2 cm-I), oscillator strengths have a structure due to autoionisation. Jungen and Dill (1980) calculated field-free oscillator strengths in an energy range between the ionisation limits with N = 0 and 2. The final state they considered is ( J = 1, 1 = 1, N = 0, U = 0). Since J = 1 and 1 = 1, only the N = 2 state contributes to rotational autoionisation.
In this study, we investigate field effects on the rotational autoionisation. Jungen and Dill (1980) give the BO dipole matrices, which are assumed to be independent of R. The Franck-Condon factor needed in the calculation of (30) is taken from the paper by O'Neil and Reinhardt (1978) . We include only the N = 0 and 2 states.
Above the first ionisation limit, the principal quantum number of the Rydberg series converging to the N = 2 limit is larger than 25. Therefore, we expect that a very weak field can perturb the rotational autoionisation. The results are shown in figure  4 , where the field is varied from 0 to 35 V cm-'. Jungen and Dill (1980) found a drastic effect due to vibrational autoionisation. However, since we neglect the vibrational motion, we cannot reproduce the same structure obtained by Jungen and Dill at F = 0.
When a field is applied, 1 and J are no longer conserved, and all the Rydberg states are coupled with the field-free autoionising state (pl). We have Rydberg states labelled by s2, p2 and ( N = 2, n ) , which are embedded in the continuum. The energy positions of these states are just above the autoionising p l level (cf figure 1) . However, these states can never autoionise in the absence of a field because we assume that the quantum defect is zero for 1 3 2 . For a finite field, as is mentioned in § 5.1, the hydrogenic degenerate ( N = 2, n ) manifold is split into 3( n -2) levels. Each of these states comes to autoionise because of the coupling with the intrinsic autoionising state. Since the principal quantum number related to figure 4 is about 30, more than 90 states contribute to autoionisation in a narrow energy region. This makes the resonance structure very complex even if the applied field is very weak.
Summary and discussion
We have formulated a basic theory for the Stark effect of molecules in highly excited states by using the QDT. As in the case of the field-free QDT, the BO quantum defect P [ .~( R ) contains the essential part of the physics. Once we know the BO quantum defects, we can solve the problem directly by introducing the three types of frame transformation (3), (9) and (10). Furthermore, the physical boundary condition can be imposed in an analytical way in parabolic coordinates, which are the most appropriate frame in the presence of an electric field. This is the main advantage in introducing a QDT. We have applied the theory to calculate the Stark energy levels and to study the field effect on rotational autoionisation. In doing that, we have neglected the vibrational motion of molecules. Since vibrational autoionisation is a very important process in ionisation of HZ, we should include the vibrational motion in the next step of the study. However, even if we neglect the vibrational motion, the structure of the Stark energy levels or resonance profiles is very complicated compared with the atomic case.
When a molecule is in a highly excited state, there can be another channel, predissociation, that can compete with autoionisation. It is very interesting to study how a field affects such a competing process. Furthermore, the field effect on dissociative recombination should be investigated. This process is very similar to dielectronic recombination in collisions between an electron and an atomic ion. It is now evident that dielectronic recombination is significantly affected by a very weak field (Muller et a1 1987 , Sakimoto 1987 ). This fact is rather a severe problem in doing experiments because we can never set up experimental apparatus perfectly free from fields. No-one has succeeded in measuring the true field-free cross section for dielectronic recombination by beam experiments. We may have the same situation also in experiments for dissociative recombination. This should be critically examined.
Finally, if the field effect is drastically different for autoionisation and for predissociation in some molecule, an electric field would be a useful tool to investigate the dynamics of such a molecule in a highly excited state. By tuning the field strength, we may be able to adjust the degree of relative importance of autoionisation and predissociation.
