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Preface
If you have reached this point in my thesis, congratulations! You have
come further than most. This thesis is the culmination of work spanning
the period of September 2011 to May 2015. Many people who hold doc-
toral degrees themselves have often told me how stressful they found their
time as a PhD student. I am not certain whether it is due to my pathologi-
cally stoic character, the relaxed atmosphere in the research group of prof.
Päivi Törmä or the easy-going leadership style of my supervisor dr. Jami
Kinnunen, but I do not recall any moment of stress during my studies and
research at all. While my research has not culminated in the Nobel Prize
that we were aiming for, I suppose I just enjoy doing research.
At this point I believe it is customary1 to acknowledge everyone who
contributed to my research and the working atmosphere in general. So
as not to risk hurting anyone’s feelings, I will just thank everyone who
would like to be thanked, with a special thanks for those who deserve to
be thanked. In particular, I am thankful to my girlfriend for putting up
with me. I should also thank Jami, who always had time for some relaxing
death metal concerts after work. Finally, I am grateful to my parents
for providing a non-traumatic childhood and to my cats for inspirational
meowing.
In this thesis, I have tried to focus mainly on the relevant physics, and
less so on the details of mathematical derivations or the numerical meth-
ods employed. Nevertheless, I have included some detailed calculations
in cases where I felt this added to physical insight. There is a variety
of topics discussed; I have attempted (and most likely failed) to create a
coherent whole, connecting the different parts through the basic, funda-
mental physics.
1Defying J. S. Mill’s advice.
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Espoo, Finland, May 8, 2015,
Elmer V. H. Doggen
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1. Ultracold quantum gases
This thesis will discuss ultracold quantum gases. What’s an ultracold
quantum gas1? First of all, it’s ultracold. Furthermore, it’s quantum.
Finally, it’s a gas.
If that doesn’t explain everything, let us take a closer look at ultracold.
The temperature is connected to the quantum part in the sense that, gen-
erally speaking, the size of the region where a particle is likely to be found
increases as the temperature decreases. This means that very cold parti-
cles cannot be accurately described as (classical) point particles, and we
must employ the tools of quantum physics to describe such particles. We
can quantify this transition from “classical” to “quantum” behaviour for a
massive particle in terms of the thermal de Broglie wavelength ΛT :
ΛT =
h√
2πmkBT
. (1.1)
Here h ≈ 6.62×10−34 Js is the Planck constant, m is the mass of a particle,
kB ≈ 1.38 × 10−23 JK−1 is the Boltzmann constant and T is the tempera-
ture. The important aspect of this formula is that as T is reduced, the de
Broglie wavelength ΛT increases. Therefore, at very low temperatures a
group of particles (e.g., a cloud of atoms) will tend to overlap in the sense
that the average inter-particle distance of the particles d is of the same
order or smaller than ΛT . When this happens (for sufﬁciently high den-
sity and/or sufﬁciently low temperature), various interesting phenomena
occur, provided the particles are indistinguishable.
The density brings us to the “gas”-aspect of quantum gases. In this con-
text, we simply mean that the density of our cloud of atoms is low (that
is, d is large) compared to usual solids or liquids and more comparable to
that of a gas. At this point, a hypothetical astute reader might remark
1I have tried writing a more or less non-technical introduction to the general
topic. The reader who is familiar with quantum gases might want to consider
skipping this chapter and continuing in the next chapter.
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that we have just said that d must be small compared to ΛT . The rea-
son why we are interested in quantum gases is that most types of matter
will tend to solidify if you cool them down. That’s nice if you want some
ice cubes, but not what we are looking for in the experiment. Solids are
much more complicated and much less controllable than gases, and what
we would like to do is investigate the fundamental properties of matter
in systems which are as simple and controllable as possible. The trade-off
between requiring on the one hand low densities in order to avoid solidiﬁ-
cation, and on the other hand sufﬁciently high densities in order to reach
the “quantum” regime, is precisely why it is extremely difﬁcult to create
such ultracold quantum gases. This is why we need ultracold tempera-
tures to create a quantum gas. How cold is ultracold? It turns out that
we need temperatures on the order of about a millionth of a degree above
absolute zero.
1.1 A brief history of quantum gases
Historically, the ﬁrst realization of a situation where the thermal de Broglie
wavelength becomes sufﬁciently large in the laboratory was the - rather
unexpected, at the time - discovery of superconductivity of mercury by
Kamerlingh Onnes in 1911 [1]. Superconductivity is, simply speaking,
the disappearance of resistance to the conduction of electrical current
in a material. Many different metals are superconducting below a cer-
tain critical temperature, which varies from metal to metal. For instance,
mercury has a critical temperature of about 4.2K. Currently, the highest
critical temperature observed for superconductors is approximately 138K,
signiﬁcantly above absolute zero, but still far below the freezing point of
water. These high-temperature superconductors are not made of metals,
but of so-called “cuprates”, a certain class of ceramic materials. The the-
oretical description of superconductivity eluded scientists for a long time,
but a major breakthrough was achieved in 1957 by Bardeen, Cooper and
Schrieffer, who published the now-famous BCS-theory of superconductiv-
ity [2]. Unfortunately, while BCS theory adequately describes “simple”
low-temperature (on the order of 5-10K) superconductors, it fails to ex-
plain superconductivity in cuprates. A comprehensive theory that suc-
cessfully explains high-temperature superconductivity is, to date, still
lacking.
Incidentally, Kamerlingh Onnes also produced superﬂuid helium, al-
10
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though he did not realize its signiﬁcance at the time, and it was not until
1937 that the properties of the superﬂuid phase were characterized by
Kapitsa [3], Allen and Misener [4]. A superﬂuid is similar to a supercon-
ductor in some ways, but whereas a superconductor has zero electrical
resistance, a superﬂuid has zero resistance to mechanical ﬂow, i.e. zero
viscosity.
While superconductors and superﬂuid helium are essentially quantum
systems not adequately described by classical physics, they are not quan-
tum gases. To see how they are connected, we go back a small step in
time to predictions made by Einstein and Bose in 1924-25 [5, 6, 7]. Em-
pirically, we know that there are two kinds of particles in the universe,
which we call bosons and fermions (they aren’t all the same, but they all
go in one of the two categories). At high temperatures (in the sense dis-
cussed above, i.e. at inter-particle distances much larger than ΛT ) the two
are essentially indistinguishable and we can describe both of them using
Maxwell-Boltzmann statistics developed in the 19th Century. As the tem-
perature is reduced, the quantum nature of matter becomes evident, and
one must forgo classical physics and the associated Maxwell-Boltzmann
statistics. Instead, we must use Bose-Einstein statistics for bosons, and
Fermi-Dirac statistics for fermions. What Bose and Einstein showed is
that if you take some bosons and cool them down sufﬁciently, they will
form a new phase of matter, a Bose-Einstein condensate. In this state, (al-
most) all of the particles occupy the lowest energy state of the system. By
this time, the astute reader realizes what kind of temperature we need:
a temperature such that ΛT is larger than the average distance between
the bosons.
In turns out that it is pretty difﬁcult to achieve such low temperatures
with “ordinary” matter (i.e. atoms). In fact, it took about 70 years before
this feat was ﬁnally achieved in 1995 with the Bose-Einstein condensation
of rubidium [8] and sodium [9] atoms, for which Cornell, Wieman and
Ketterle received the 2001 Nobel Prize in physics. The cloud of atoms is
placed in a vacuum chamber (so the atoms don’t just stick to oxygen or
nitrogen molecules in the air) and held in place using lasers. At the same
time, the lasers are also used to cool down the atoms (we won’t go into the
details of how this works; the interested reader is referred to Ref. [10]).
In the case of fermions, one can perform similar tricks and achieve an
ultracold gas of fermions. Although this kind of system is also very in-
teresting, it lacks the fancy name and is just called a degenerate Fermi
11
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gas [11]. The crucial difference between a degenerate Fermi gas and a
Bose-Einstein condensate is that in the case of fermions, the Pauli exclu-
sion principle prevents the accumulation of particles in the lowest energy
state of the system. So instead of (almost) all of the particles occupying
the lowest energy state, there can be only one particle for each energy
state.
1.2 So... what can one do with quantum gases?
Creating such a trapped cloud of ultracold atoms is not just impressive,
but also useful. The key point is that while these ultracold atoms have an
internal structure (they consist of quarks, electrons, etc.), their internal
structure is not all that important when describing them in the context of
quantum gases. The de Broglie wavelength ΛT of the atoms and the inter-
particle spacing d are much larger than the internal features of the atoms,
so that in many respects, the atoms can be regarded as idealized, point-
like bosons and fermions. This makes quantum gases an ideal testbed
for investigating fundamental physics, because it allows us to say some-
thing general about nature using the (rather artiﬁcial) setting of atoms
surrounded by tubes and mirrors.
On the other hand, while the internal structure of the atoms is not im-
portant for the quantum statistics of the ensemble, it can be exploited
by correctly tuning the lasers to not only cool down the atoms, but also
to change the interactions between the atoms using Feshbach resonances
[12]. In addition, we can not only tune the magnitude of the inter-particle
interactions, but we can tune the character of inter-particle interactions.
For instance, it is possible to use atoms with a permanent dipole moment,
such as chromium [13], and recently it has even become possible to use
polar molecules with a tunable dipolar moment in the quantum regime
[14].
In addition to using different kinds of atoms for our experiments, we can
tune the lasers that trap the atoms so that we create effective potentials
that can be changed almost at will. This allows us to use harmonic po-
tentials, but one can also create periodic potentials that mimic lattices in
solid state materials – optical lattices [15]. These optical lattices can be
used to recreate simple models such as the Hubbard model in the labora-
tory, allowing for instance the observation of the Mott insulator state [16].
By using random potentials we can mimic the appearance of disorder in
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nature [17], leading to the observation of Anderson localization [18] in an
ultracold atomic gas [19, 20]. We can also change the dimensionality of
the system by “squeezing” the cloud of atoms in one or more directions,
thus obtaining (quasi-) two- or one-dimensional systems. In addition, we
can also look at polarized systems, i.e. systems consisting of two compo-
nents where one component greatly outnumbers the other [21].
The broad scope of what we can do with quantum gases also means
that theoretical methods and models will vary greatly depending on the
particular thing we might be interested in. In this thesis, we will (for the
most part) focus on fermions (for the most part) interacting through short-
range interactions in (for the most part) one dimension. We will consider
various types of trapping potentials, from none at all to harmonic traps,
square traps, periodic traps and disordered systems.
13
Ultracold quantum gases
14
2. Tan’s universal relations
In this chapter, we will consider whether or not we can say something gen-
eral about interacting quantum systems. By interacting we mean that
the particles “feel” each other in some way beyond the effects of quan-
tum statistics (the particles being either fermions or bosons). In other
words, there is some kind of force between the particles, such as gravity1,
Coulomb forces due to the effects of electric charges, van der Waals forces,
and so on.
Now, let us consider some cloud of non-interacting fermions. From el-
ementary quantum physics we know that the fermions, due to the Pauli
exclusion principle, cannot occupy the same state. We obtain the Fermi-
Dirac distribution, depicted in Figure 2.1 for zero as well as ﬁnite temper-
ature as a function of the momentum of a particle. At zero temperature,
the system is found in the state with the lowest energy, which just consists
of N particles occupying the N lowest available energy states, which then
all have unity probability of being occupied. The highest energy state is
occupied at some momentum kF = (6π2N/V )1/3 (the Fermi momentum),
which depends on the density N/V of the system with volume V . At non-
zero temperature, some of the states beyond the Fermi momentum are
occupied, and the total energy increases.
Now it would be useful if we could extend this idea to a system with
arbitrary inter-particle interactions. Consider a cloud of fermions that can
exist in two “spin”2 states ↑ and ↓. The ↑ and ↓-particles do not interact
with themselves (apart from the Pauli exclusion principle), but there is
some interaction Vint between the particles that depends on the distance
1In most cases, however, the effects of gravity can be neglected in the context of
an ultracold atom experiment.
2These states don’t actually have to be different spin states. Here the notation
is used to signify that the ↑ and ↓-particles are distinguishable. Usually, these
states are different hyperﬁne states of a certain atomic species.
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Figure 2.1. The momentum distribution of a non-interacting Fermi gas for zero temper-
ature T and at some ﬁnite temperature, as a function of the momentum k
normalized by the Fermi momentum kF .
between them:
Vint = Vint(|r− r′|), (2.1)
where r and r′ indicate the respective positions of the particles.
Unfortunately, there isn’t a great deal we can say about such an arbi-
trarily interacting system. The interactions might take a myriad of dif-
ferent forms, affecting the momentum distribution of the Fermi gas in
potentially unexpected ways. However, as it turns out, we can say some-
thing about the asymptote of the momentum distribution for high mo-
menta, under the condition that the inter-particle interactions are short-
ranged. By short-ranged we mean that there is some distance, say r0,
beyond which the interaction between the particles is effectively negligi-
ble. The distance r0 must be “short” in the sense that it is much smaller
than other relevant length scales in the problem under consideration. For
systems described by short-ranged interactions, we can introduce the (s-
wave) scattering length a, which is a measure of the strength of the inter-
particle interactions. Tan showed in a series of papers written in 2005
and published in 2008 [22, 23, 24] that the asymptote of the momentum
distribution is then given by:
n(k) → C
k4
, (k → ∞) (2.2)
where the quantity C is called the contact parameter or simply contact.
Given our short-range interactions, we thus obtain a momentum distribu-
tion looking more like the one depicted in Figure 2.2. Note that the actual
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strength of the tail in the momentum distribution (given by the contact
parameter C) as well as the momentum for which the asymptotic regime
is reached depend on the speciﬁcs of the system. However, the asymp-
totic behaviour is otherwise completely general and only breaks down for
momenta on the order of the inverse range of the interactions r−10 . We
can therefore identify the following regime where the asymptotic relation
(2.2) holds:
L−1  k  r−10 , (2.3)
where L is any relevant length scale in the system. In many cases, such
as for example homogeneous systems and strongly interacting systems (at
unitarity), L−1 is simply equal to the aforementioned Fermi momentum
kF . The full momentum distribution for a homogeneous three-dimensional
Fermi gas in the strongly interacting limit was computed in Publication
IV.
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Figure 2.2. The momentum distribution of a short-range interacting Fermi gas, as a func-
tion of the momentum k normalized by a characteristic length scale L. The
crossover to the asymptotic regime occurs when k  L−1, where L is any
physically relevant length scale in the system.
Tan showed that the asymptotic momentum distribution (2.2) holds for a
homogeneous (that is, untrapped) three-dimensional Fermi gas, and later
extended his work to trapped fermionic systems [25]. It was actually al-
ready previously shown, in 2003, that interacting one-dimensional bosons
have a similar asymptotic momentum distribution [26, 27]. Indeed, as it
turns out, Eq. (2.2) is valid for any short-ranged interacting system. After
Tan’s set of seminal papers was published, the Tan relations were general-
ized to one-dimensional homogeneous Fermi gases [28] (the most relevant
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case for the present discussion) and two-dimensional Fermi gases [29]. In
the case of bosons, three-body collisions often play an important role, and
one can introduce a three-body contact in analogy to Tan’s two-body con-
tact [30, 31], that decays according to a 1/k5 tail rather than the 1/k4 tail
of the two-body contact (2.2).
The usefulness of the contact lies primarily in the fact that strongly
interacting systems are very difﬁcult to describe theoretically, yet are
ubiquitous in nature. Therefore, Tan’s contact gives us some grasp on
these systems by providing exact results, albeit asymptotic ones. Tan’s
universal relations are valid at any polarization (relative population of
the ↑ and ↓ states), at any phase (e.g. superﬂuid) and at any interac-
tion strength. They are also valid at any temperature; the dependence
of the contact on temperature has been investigated in for example Refs.
[32, 33], and usage of the virial theorem provides results for the high-
temperature asymptote of the contact [34, 35]. In our own work, we have
determined the contact for the highly polarized one-dimensional Fermi
gas in Publication I, where we also investigated the temperature depen-
dence of the contact in this system. In Publication II and Publication III,
we rely on the qualitative features of the contact in the sense that the ex-
istence of the slowly decaying high-momentum tail inﬂuences the physics
of the systems considered in these publications. Furthermore, in Publica-
tion IV we compute the contact for a strongly interacting, spin-balanced
three-dimensional system.
2.1 Physical meaning of the contact
As it turns out, the contact parameter C has an intuitive interpretation
[36]. To see this, consider the density-density correlator of the densities
of the two different spin species (n↑ and n↓), separated by a distance r (we
assume a homogeneous system):
〈n↑(r)n↓(0)〉 → C
16π2r2
, (2.4)
valid at small distances r. Here C is the contact density, which is related
to the contact as follows:
C =
∫
d3r C(r). (2.5)
In a homogeneous system, the contact density does not depend on r and
the contact and the contact density are related through a simple constant
conversion factor. What the density-density correlator tells us is that the
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probability that we ﬁnd two particles at very short distances from each
other is proportional to the contact. Thus, it is a measure of ﬁnding par-
ticles in close proximity as a result of the interactions between them. In-
deed, for non-interacting systems the contact is always zero. Recently, the
contact was also investigated theoretically near phase transitions [37].
2.2 Other Tan relations
In addition to the asymptote of the momentum distribution (2.2), Tan de-
rived numerous other relations connecting the momentum decay to short-
range correlations, energy, entropy and pressure [36]. In this thesis, we
won’t need most of these relations, but we will mention just one more.
The adiabatic theorem — a change in energy E due to a change in the
scattering length a3D is related to the contact as:( dE
da−13D
)
S
= − h¯
2
4πm
C, (2.6)
where the derivative is determined with ﬁxed entropy S and the mass of
a particle is m. The one-dimensional analog of this equation, with the
one-dimensional scattering length a, is [28]:(dE
da
)
S
= − h¯
2
4πm
C. (2.7)
Note how the dependence on the scattering length is different from the
three-dimensional case. This is because of effects related to the produc-
tion of one-dimensional systems in the experiment [38]; in one dimen-
sion, the interactions become weaker as the one-dimensional scattering
length a is increased, while for three-dimensional systems a higher three-
dimensional scattering length a3D implies stronger interactions. To see
how this follows, consider a three-dimensional system, where a strongly
conﬁning harmonic potential with oscillator length a⊥ is applied in two
of the three dimensions. If this conﬁning potential is strong enough, we
can to a good approximation assume that the particles are conﬁned to the
ground state of the harmonic oscillator in the perpendicular directions.
One can now derive the one-dimensional scattering length [38]:
a = − a
2
⊥
2a3D
(
1−Aa3D
a⊥
)
, (2.8)
where the constant A ≈ 1.4603.... If the inter-particle interactions are of
exactly zero range, we can write the inter-particle potential as:
Vint(x− x′) = gδ(x− x′), (2.9)
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where δ(x− x′) is the Dirac delta function, and the interaction parameter
g is related to a as:
g =
−2h¯2
ma
. (2.10)
Note that for a particular choice of the ratio a3Da⊥ the scattering length a
vanishes, and consequently the interaction strength g diverges. This is
known as a conﬁnement-induced resonance [39], in analogy with a Fesh-
bach resonance.
2.3 Experimental determination of the contact
After Tan’s publications, numerous experimental groups successfully ver-
iﬁed the Tan relations in the experiment [40, 41]. In addition, researchers
at JILA, Colorado measured the contact for a homogeneous Fermi gas [42]
and for an atomic Bose-Einstein condensate [43]. Recently, researchers
also succeeded in measuring the contact as a function of time in a dynam-
ically changing system [44]. One of the uses of the experimental determi-
nation of the contact is that it allows experimental veriﬁcation of different
theories used in the strongly interacting regime. These theories tend to
differ signiﬁcantly in their predictions for the contact at unitarity (that
is, when the scattering length diverges to inﬁnity). However, the experi-
ment [43] was not able to clearly identify a “best” theory. In Publication
IV, we have developed a theory that predicts a contact parameter in good
agreement with experimentally determined values.
Outside the ﬁeld of ultracold atoms, the contact parameter has recently
been found to be applicable to nuclear matter as well [45, 46]. This is
a remarkable demonstration of the universality of Tan’s relations, given
that the density of nuclear matter and that of a dilute quantum gas differ
by many orders of magnitude.
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3. Fermi gases and the Fermi polaron
In this chapter, we will take a closer look at interacting fermions, the
theoretical tools at our disposal to describe them, and the connection to
Tan’s contact parameter (2.2). We start by considering the highly spin-
imbalanced Fermi gas, also referred to as the Fermi polaron or the “impu-
rity problem.” This means that we take just one particle (an impurity) of
a certain kind (say ↓) and have it interact with many ↑-particles. It turns
out that this system behaves, in certain respects, qualitatively differently
from the spin-balanced case (where the number of ↓- and ↑-particles is
equal).
Such highly spin-imbalanced systems are of interest because in nature
one often encounters a small disturbance to a system, and it is then use-
ful to investigate how this disturbance (the impurity) affects the system
as a whole. Since the impurity ↓ may be interacting with all of the ↑ par-
ticles at the same time, this is not a trivial problem. Furthermore, spin-
imbalanced systems are predicted to exhibit the so-called Fulde-Ferrell-
Larkin-Ovchinnikov (FFLO) phase [47, 48], a novel superconducting phase
that differs from “ordinary” superﬂuidity in that the fermion pairs that
condense have ﬁnite momentum and the order parameter is spatially in-
homogeneous.
In our work, we will focus on the one-dimensional case, that is, the par-
ticles are free to move only along a line, and movement in the other direc-
tions is suppressed. We consider interactions between the ↑ and ↓ parti-
cles that are described by the inter-particle potential Vint = Vint(|x − x′|),
where x and x′ represent the positions of the particles. The Hamiltonian
H of such a system is given by:
H =
∑
σ
∫
dxψ†σ(x)
[
− h¯
2
2m
d2
dx2
+ Vext(x)
]
ψσ(x)
+
∫∫
dxdx′ ψ†↑(x)ψ
†
↓(x
′)Vint(|x− x′|)ψ↓(x′)ψ↑(x),
(3.1)
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Here Vext is the external trapping potential, the generalized spin σ = {↑
, ↓} and we assume for simplicity that the mass m is equal for both spin
species. In the simplest possible case, the external potential Vext = 0 and
the inter-particle interactions take the following form:
Vint(x− x′) = gδ(x− x′), (3.2)
where g, which is inversely proportional to the one-dimensional scattering
length a, measures the strength of the interactions and δ(x − x′) is the
Dirac delta function. When the inter-particle potential is given by (3.2),
we are said to have so-called contact interactions. In three dimensions,
the delta function potential is not well-behaved and leads to an ultraviolet
divergence, necessitating the use of a pseudopotential [49]. However, in
one dimension, the delta function potential is properly deﬁned. The use
of such a potential is mathematically convenient, since it means that the
double integral in (3.1) becomes a single integral. More importantly, it is
also physically realistic in the case that the interactions are only of short
range and the Fermi gas under consideration is dilute.
In the language of the previous chapter, the use of a contact potential
means that the range r0 of the inter-particle potential is exactly zero. This
also means that the asymptotic momentum distribution (2.2) is valid for
all k  L−1. Therefore, we should expect to ﬁnd physics related to the con-
tact parameter in systems described by such interactions. This is indeed
the case, as we show in all the publications in this thesis.
Note that in the literature, a distinction is sometimes made between
the Fermi polaron and the impurity problem in general, see for instance
the review articles Refs. [50, 51, 52]. A polaron is a fermionic quasiparti-
cle that occurs in higher (than one) dimensions, consisting of an impurity
dressed by the interactions with the bath of majority component particles.
For strongly attractive interactions, a transition occurs where the impu-
rity forms a bosonic dressed molecule or dimeron with one of the particles
from the bath [53, 54, 55, 56]. Strictly speaking, these quasiparticle de-
scriptions break down in one dimension, as the quasiparticle residue van-
ishes due to the Anderson orthogonality catastrophe [57]. However, the
same techniques employing the quasiparticle polaron description appear
to work well even in one dimension. Hence, we will make no such distinc-
tion in this work and use the terms Fermi polaron and impurity problem
(at arbitrary sign and strength of inter-particle interactions) interchange-
ably.
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3.1 Chevy’s variational Ansatz
A convenient and intuitive method to compute ground state properties of
the Fermi polaron problem was developed by Chevy in a 2006 paper [58].
The idea, which was originally formulated for a homogeneous (Vext = 0)
three-dimensional system, goes as follows. Consider the non-interacting
system at zero temperature. The fermions will now occupy the lowest N
states available, while the impurity occupies the lowest state. Now, if the
impurity and the N fermions are interacting, we cannot say a priori how
the particles will be distributed. If we consider at most M (M > N ) states
and place no further restriction on which states can be occupied by the
particles, the Hilbert space spans (M −N)!/N ! states (assuming N  1),
which is usually a very large number.
Instead, we make the following assumption (which turns out to be a
reasonable one): at most one particle from the sea of fermions can be
excited to a different state. In other words, we restrict the number of
particle-hole excitations to one. We can then write the Ansatz for the wave
function |Ψ〉 in the following general form [59]1 (recall that the impurity
is denoted by ↓ and the majority component fermions by ↑):
|Ψ〉 =
∑
l
φlc
†
↓l|0〉+
∑
mkn
φmknc
†
↑mc↑kc
†
↓n|0〉. (3.3)
Here |0〉 denotes the undisturbed Fermi sea, i.e., the N fermions located
in the N lowest available states, and the operator c(†)σk destroys (creates) a
particle in the state k with spin σ. The coefﬁcients φl and φmkn are varia-
tional coefﬁcients, which are to be determined through a calculation, and
depend on the speciﬁcs of the problem at hand, such as the strength of the
inter-particle interactions g and whether an external potential is present.
The ﬁrst term in equation (3.3) describes the impurity in one of the states
l, while the majority component Fermi sea is undisturbed. Meanwhile,
the second term describes a process where one of the fermions in one of
the states k (below the Fermi sea) is excited to a state m (above the Fermi
sea) and the ↓-particle is in a state n. We depict this schematically in
Figure 3.1
In principle, any basis can be used for the states l,m, k, n. For a homo-
1Chevy’s original form of the Ansatz considers a polaron in a ﬁxed momentum
state. This notation is convenient for a homogeneous system, where the interac-
tion takes a simple constant form in momentum space, and the states with ﬁxed
momentum are eigenstates of the system. However, this is no longer the case if
an external potential is present.
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kF
k m
Figure 3.1. Schematic depiction of a particle-hole excitation. A particle in a state k, below
the Fermi surface, is excited to a different state m beyond the Fermi surface.
This creates a hole in the state k. In the one-dimensional case, the “Fermi
surface” consists of two points on a line located at ±kF .
geneous system, the momentum basis is a good choice, but in our work,
Publication II and Publication III, an external potential is present. In
this case, a more convenient choice is to use the single-particle eigenba-
sis of the system. When using the real-space single-particle eigenbasis of
the system, we will also refer to the variational Ansatz as the real-space
variational Ansatz (RSVA) to distinguish it from the momentum-space
formulation. For an arbitrary external potential, the eigenbasis can be
obtained numerically using for instance LAPACK [60].
The ground state properties of the Fermi polaron system can now be ob-
tained by computing the expectation values of observables. For instance,
the ground state energy follows from the expectation value 〈Ψ|H|Ψ〉. De-
tails of this calculation are given in the appendix of Publication II and are
discussed further for a speciﬁc case in Chapter 5. Chevy’s Ansatz has been
applied to various highly polarized systems; the original work was ex-
tended to a systematic study of the homogeneous three-dimensional Fermi
polaron [61]. Furthermore, it has been extended to a one-dimensional sys-
tem, also taking into account the correction due to including two particle-
hole excitations and showing that this correction is small [62]. Other ap-
plications include the study of two-dimensional [63] and mass-imbalanced
[64] systems, the extension of the variational wave function to bound
dimers in the attractive regime [53, 54, 55, 56], extensions to various ex-
ternal traps [59, 65], the behaviour of polarons near narrow Feshbach
resonances [66, 67, 68] and the study of itinerant ferromagnetism [69].
Such a theoretical tool is useful, since it is possible to create and observe
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the Fermi polaron in the experiment [70, 71, 72]. Highly polarized Fermi
gases have also been studied using different approaches in the context of
itinerant ferromagnetism [73], p-wave interactions [68], the collision of
spin-polarized clouds [74], Eﬁmov three-body physics [75], narrow Fesh-
bach resonances [76], quasiparticle properties of the Fermi polaron [77],
mixtures of different fermionic species [78] and in the strongly interacting
(unitary) regime [79, 80].
3.2 The T-matrix approach: Green’s functions and the self-energy
An alternative, and a more general method that can be used to describe
interacting quantum particles2 is the T-matrix formalism. Broadly speak-
ing, the T-matrix approach is just the Schrödinger equation rewritten in
a way to conveniently take into account the scattering of particles.
3.2.1 Green’s functions
To see how this follows, we ﬁrst introduce the concept of a Green’s func-
tion3. The Green’s function appears in mathematics as a tool to solve a
certain set of differential equations, but here we are primarily concerned
with its application in many-body physics as the propagator, which ap-
pears in quantum ﬁeld theory in Feynman diagrams. Roughly speaking,
the propagator or Green’s function G(x, t;x′, t′) indicates the probability
amplitude that some particle, present at position x and time t is found at
some other position x′ at some different time t′. It is called the Green’s
function, because it is closely related to the fundamental solution of the
Schrödinger equation:(
ih¯
∂
∂t
−H
) 1
ih¯
θ(t− t′)G(x, t;x′, t′) = δ(x− x′)δ(t− t′), (3.4)
where H is the Hamiltonian written in (x, t)-space, θ is the step function
which is zero for negative arguments and equal to one otherwise, and δ
is the Dirac delta function. If the Green’s function is known, then the
“ordinary” wave function at (x, t) is simply given by:
ψ(x, t) =
∫ ∞
−∞
∫ ∞
−∞
dt′dx′ψ(x′, t′)G(x, t;x′, t′). (3.5)
2Actually, the T-matrix was originally formulated for classical waves as described
by the Maxwell equations and can be used to describe light scattering processes.
3The concepts explained in this section are explained in greater detail in Fetter
and Walecka [81] and other textbooks. I will attempt to give a broad overview of
the concepts and refer the reader to textbooks for further (mathematical) details.
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So far, we have just rewritten the Schrödinger equation. The point
of this exercise is that for some problems, solving for the Green’s func-
tion can be easier than solving the Schrödinger equation directly. The
Green’s function for a non-interacting particle (the so-called bare propa-
gator) takes a very simple form in momentum space:
G0(k, ω) =
1
ω − k2 + iη , (3.6)
where k is momentum, ω is the (Matsubara) frequency and η → 0 is in-
cluded to preserve the analytical structure of the equation. The imaginary
part of the numerator in the Green’s function has the purpose of repre-
senting a lifetime of (virtual) excitations; here η → 0 simply represents a
particle with inﬁnite lifetime.
3.2.2 Self-energy: the Dyson equation and the ladder
approximation
Suppose we have some interacting system, and we would like to describe
the dynamics of this system. Given the bare Green’s function for a non-
interacting system of fermions, we can obtain the so-called dressed Green’s
functions for the interacting system through the Dyson equation [82] (we
introduce the shorthand notation K = (k, ω)):
G(K) = G0(K) +G0(K)Σ(K)G(K). (3.7)
The quantity Σ(K) is called the self-energy and contains the effect of in-
teractions in the system on the bare Green’s function. It is easy to verify
that absent any interactions4 the full Green’s function G(K) is equal to
G0(K).
In general, solving a many-body problem without approximations is ex-
tremely difﬁcult, although certain exact solutions are available. This is
especially the case in the one-dimensional case, where the Bethe Ansatz
enables various exact solutions [83]. Nevertheless, it is useful to consider
approximative schemes in the case where exact solutions are not avail-
able.
One such approximative scheme is to determine the self-energy (3.7)
through the ladder approximation:
Σ(P ) = −i
∫
dK
(2π)D+1
G0(K)Γ(S). (3.8)
Here the quantity Γ(S) is the many-body T-matrix as a function of two-
momentum S = (1/2)(P +K) and D indicates the dimension. If we choose
4In that case, the self-energy is zero.
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to take the non-interacting Green’s function, then the approach is said
to be non-self-consistent. On the other hand, a self-consistent approach
yields an iterative procedure where the resulting self-energy determines
a new Green’s function, which in turn results in a new self-energy, etc.
In the following, we will discuss how the many-body T-matrix can be ob-
tained.
3.2.3 The scattering amplitude and the two-body T-matrix
Although the Dyson equation looks very simple, we haven’t actually ac-
complished anything until we know how to calculate the self-energy Σ(K).
There is no general method for computing the self-energy; usually, ap-
proximations such as the ladder approximation mentioned in the previ-
ous section are required to obtain a solution. One type of problem where a
momentum space representation is convenient is the scattering problem
where we consider one particle bumping into another particle and inter-
acting with it in some way. We assume that the ﬁrst particle interacts
with the second particle under the inﬂuence of a spherically symmetric
and zero-range potential, an approximation that is usually justiﬁed in di-
lute systems and at low energies.
The scattering amplitude, which indicates the probability of a scattering
event occurring, turns out to depend only on the incoming momentum k
of the particle [81, 82, 38], and is given in the limit that the interactions
are zero-range by:
f(k) =
−a3D
1 + ika3D
(3D), (3.9)
f(k) =
−1
1 + ika
(1D). (3.10)
Note in these equations that the deﬁnitions of a and a3D are different for
different dimensions. Although the equations for one and three dimen-
sions are similar, the physics that they represent are quite different. In
3D, the scattering amplitude is zero as the scattering length goes to zero
and reaches a ﬁnite value as a3D → ∞. In 1D, this situation is completely
reversed and the scattering amplitude goes to zero as a → ∞, which now
represents the weakly interacting limit.
We now proceed to compute the two-body T-matrix Γ0(K) for a one-
dimensional system. This object describes the interactions (scattering)
between two particles, without the presence of the Fermi sea. Afterwards,
we will see how we can obtain the full T-matrix Γ(K) starting from the
two-body T-matrix Γ0(K). The two-body T-matrix can be obtained using
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the scattering amplitude or from the Lippman-Schwinger equation. De-
tailed derivations are given in Refs. [84, 85]; we will just state the main
results5. If the inter-particle interactions are of the zero-range type, i.e.
Vint(x− x′) = gδ(x− x′), (3.11)
where g represents the strength of inter-particle interactions, then the
momentum representation of this potential is very simple and indepen-
dent of k: Vint(k) = g. The parameter g depends on the one-dimensional
scattering length a; g = −2h¯2/ma. Now the Lippman-Schwinger equation,
which is an operator equation, can be solved algebraically, giving the fol-
lowing result (setting h¯ = m = 1 and assuming that both particles have
equal mass):
Γ0(K) =
−g/2
1 + ig
2
√
2ω−k2
. (3.12)
So what does the two-body T-matrix mean? It is an object describing the
scattering both “on the shell” (ω = k2) as well as “off-shell” (ω = k2, which
incorporates virtual excitations), all in one neat package. Moreover, it is
formulated in a way that is mathematically well-behaved, unlike the di-
rect solution to the Schrödinger equation, with its nasty delta function.
Still, it is useful to remember that the two-body T-matrix is equivalent
to the exact solution of the Schrödinger equation, at least in the limit of
two particles interacting through a delta function potential. In a two-body
collision, momentum is conserved, so the “off-shell” part of the T-matrix
appears redundant. The point is, of course, that we want to extend this
formalism to a many-body setup, where particles might exchange momen-
tum, both with one another as well as with a possible external potential.
We will discuss this extension in the following section. It is interesting to
note that for an “on-shell” collision ω = k2, we obtain precisely −ikf(k),
which is equal to the scattering amplitude as deﬁned according to Ref.
[84].
3.2.4 The many-body T-matrix
The two-body T-matrix describes scattering processes involving two par-
ticles. Ideally, we would like to extend this formalism to a many-body
system, where many particles interact with each other. To include the
effects of the Fermi sea, we compute the so-called many-body (or “full”) T-
5Note that the deﬁnition of the scattering amplitude in Ref. [84] is different from
the one used in Ref. [38], although the resulting physics is obviously identical.
28
Fermi gases and the Fermi polaron
matrix Γ(K). We will then show how it is related to the two-body T-matrix
(3.12).
To compute the self-energy, we use the ladder approximation discussed
in Section 3.2.2. The basic idea of the ladder approximation is as follows.
When two particles meet, they are allowed to interact repeatedly, and we
then sum up all of the contributions of these processes. In terms of the
wave function, we can write this as [81]:
ψk(x) =e
ikx −
∫
dy G(x− y)Vint(y)eiky
+
∫∫
dydz G(x− y)Vint(y)G(y − z)Vint(z)eikz + . . .
(3.13)
What are the processes that we are neglecting in this approximation?
Not included are the processes involving the interactions of other parti-
cles while the two particles are interacting. Therefore, the ladder approx-
imation is appropriate only for dilute systems, where the time interval
between two-particle collisions is relatively long. Also, we are neglect-
ing collective excitations. The latter reason is why the ladder approxima-
tion fails in the spin-balanced one-dimensional case [86], which is called
a Luttinger liquid. The ladder approximation is actually remarkably sim-
ilar to the single particle-hole excitation limitation in Chevy’s variational
approach (see Section 3.1), and indeed they can give similar or identical
results [61], as also discussed in Publication I.
What remains is just the minor matter of determining the many-body
T-matrix Γ(S). A detailed derivation for the three-dimensional case is pre-
sented in Ref. [82], we will just give the result here. Given the two-body
T-matrix Γ0(P ), the many-body T-matrix in the ladder approximation is
given by:
Γ(P ) =
Γ0(P )
1− Γ0(P )
∫ dq
2π χ˜(q;P )
. (3.14)
The quantity χ˜(q;P ) is called the regularized pair susceptibility and is
given by:
χ˜(q;P ) = − 1
EP − q2 + i
∫
dω0
2π
G(p+ q, ω − ω0)G(p− q, ω + ω0). (3.15)
Here the term with the product of Green’s functions takes into account
the effect of Pauli blocking into the many-body problem.
3.2.5 Obtaining the contact parameter from the T-matrix
One of the nice by-products of the T-matrix formalism is that it provides
us with a means to compute the contact parameter discussed in Chapter
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2. The momentum distribution nk is related to the Green’s function as
follows [55]:
nk =
∫
dω
2π
G(k, ω). (3.16)
However, obtaining the momentum distribution this way requires knowl-
edge of the full Green’s function. In the weakly interacting limit, the
asymptotic tail was obtained already in 1960 for the three-dimensional
case [87], although it took more than forty years before it was realized
that the asymptotic scaling proportional to 1/k4 is completely general.
The result is:
nk =
( 2
3π
kFa
)2k4F
k4
, (kFa  1) (3.17)
where as before a is the scattering length, kF is the Fermi momentum and
k is momentum.
Since obtaining the full Green’s function without approximations is gen-
erally not an easy task, we will outline a perturbative approach [88, 82].
Assume that only pair-wise correlations are relevant at high momenta.
The T-matrix now provides us with the probability P that a pair of atoms,
initially in momentum states p and k, scatter to states q and p+ k − q:
P(k, p; q) =
∣∣∣ Γ(P )
ε∗p+k−q + ε∗q − εp − εk
∣∣∣2nknp, (3.18)
where nk and np are the momentum distributions, P is the two-momentum
(p, ω) and εp is the sum of the kinetic energy p = h¯2p2/2m and the (Hartree)
self-energy Σ(p). If the momentum q is very large (i.e. we restrict our
analysis to high-energy scattering events), then the associated Hartree
self-energy will vanish, and we can assume εq ≈ q. Then we can simplify
the above equation to obtain:
P(k, p; q) =
∣∣∣Γ(P )
2q
∣∣∣2nknp. (3.19)
By summing over the possible initial values of k and p we now obtain the
momentum distribution for high momenta:
nq ≈ 1
V 2
∑
k,p
nknp
|Γ(P )|2
42q
, (3.20)
where V is the volume of the system. Since the kinetic energy is pro-
portional to q2, this immediately gives us the expected 1/q4 scaling of the
momentum distribution, and with it the contact parameter:
C =
(m
h¯2
)2 1
V 2
∑
k,p
|Γ(P )|2nknp, (3.21)
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where in the case of spin imbalance (unequal population of the two fermionic
species) the momentum distributions nk and np might differ. In the weakly
interacting limit (in 3D), the T-matrix is constant and given by the simple
expression Γ = 4πh¯2a/m, where a is the scattering length. This repro-
duces the limit (3.17) exactly. However, even beyond the weakly interact-
ing limit, the simple perturbative calculation leading to Equation (3.21)
works remarkably well, as we shall see in the next chapter.
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4. The one-dimensional Fermi polaron:
homogeneous case
We can use the methods outlined in the previous chapter to study highly
polarized Fermi gases. For now, we are primarily interested in describing
the ground state properties of interacting systems. We consider the impu-
rity problem as discussed in the previous chapter, as formulated for one
dimension.
First, we consider the homogeneous case, that is, the case where the
external potential Vext is zero (as discussed in Publication I). We also
assume contact interactions, which are of zero range, so that:
Vint(x− x′) = gδ(x− x′), (4.1)
and g indicates the strength of the inter-particle interactions, which de-
pends on the 1D scattering length as g = −2h¯2/ma. For simplicity, we also
assume that there is no mass imbalance, i.e. both the impurity particle
↓ and the majority component fermions ↑ have the same mass1. We can
now write the Hamiltonian in the following simple form:
H =
∑
σ
∫
dxψ†σ(x)
[
− h¯
2
2m
d2
dx2
]
ψσ(x)
+ g
∫
dxψ†↑(x)ψ
†
↓(x)ψ↓(x)ψ↑(x).
(4.2)
The ground state energy of the homogeneous Fermi polaron at zero tem-
perature (T = 0) was obtained by McGuire in the 1960s [89, 90], through
the Bethe Ansatz method2. What we would like to do, then, is extend
these results to ﬁnite temperature. Moreover, we analyze the behaviour
of the contact parameter for this system.
In fact, we can already obtain the correct expression for the contact at
zero temperature from McGuire’s expression for the ground state energy,
1For a study of mass imbalance in the one-dimensional case, see Ref. [62].
2We will not discuss the Bethe Ansatz in this thesis. For a review of the Bethe
Ansatz method and recent applications, the reader is referred to e.g. Ref. [83].
33
The one-dimensional Fermi polaron: homogeneous case
expressed in the convenient dimensionless interaction parameter kFa (we
set h¯ = m = 1):
E =
k2F
π
[ 1
kFa
+ arctan
( 1
kFa
)
−
( 1
kFa
)2(π
2
− arctan
( 1
kFa
))]
. (4.3)
We can derive the contact from this expression using the Tan adiabatic
theorem (2.6). First, we deﬁne a dimensionless contact density for the
one-dimensional system as C = C/(Lk4F ). We obtain:
C = 4
π2(kFa)3
[
kFa+ arctan
( 1
kFa
)
+
π
2
]
, (4.4)
where an extra factor of two arises because the reduced mass mr = m/2.
This equation is valid for all values of kFa. An interesting case is the in-
ﬁnitely repulsively interacting limit kFa → 0−. Here, the contact density
takes the value 4/3π2, which is exactly the same as the contact density
for a Tonks-Girardeau gas3 of inﬁnitely repulsive one-dimensional bosons
[27]! The result for the homogeneous spin-balanced fermionic system in
the inﬁnitely repulsive limit, C ≈ 0.749... [28], however, is quite different.
For weakly interacting systems, where kFa → ±∞, Equation (4.4) yields:
C ∝
( 1
kFa
)2 ∝ g2. (4.5)
This scaling of the contact with the square of the coupling constant g for
weak interactions also occurs in the spin-balanced case, and is generally
valid also for higher dimensions [55], as can also be elegantly shown using
the Operator Product Expansion (OPE) method [95]. In this picture, the
contact is deﬁned as:
C = g2
∫
d3r〈ψ†↓ψ†↑ψ↓ψ↑(r)〉. (4.6)
Note that the integrand times g2 is precisely the contact density (2.5).
As we shall see in the next chapter, the g2 scaling is also valid for the
case where an external potential is present. This universal behaviour of
the contact for weak interactions is understandable, because in the limit
that the interactions are very weak, the interaction can be regarded as a
small perturbation that otherwise leaves the system undisturbed; in other
words: the expectation value in Equation (4.6) remains unchanged.
3The Tonks-Girardeau gas of 1D bosons with inﬁnitely strong repulsive inter-
particle interactions, proposed in the early 1960s [91, 92], was ﬁnally observed
in 2004 [93, 94].
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4.1 Polaron energy
We will use the T-matrix formalism in the following. Suppose that we
have successfully determined the many-body T-matrix (see Section 3.2.4).
Now the self-energy Σ(P ) at 1+1-momentum (p, p0) is given in the ladder
approximation according to the Galitskii integral approach as:
Σ(P ) = −i
∫
dK
(2π)2
G0(K)Γ(S), (4.7)
where S = (1/2)(P+K), and the non-interacting Green’s function at ﬁnite
temperature is given by:
G0(k, ω) =
nk(T )
ω − k − iη +
1− nk(T )
ω − k + iη , (4.8)
where k = h¯2k2/2m is the kinetic energy. Here we do not take the ac-
tual momentum distribution nk, but take the non-interacting Fermi-Dirac
distribution at a temperature T . We now determine the polaron energy
Ep at ﬁxed momentum p, which can be determined from the self-energy
(4.7). To do so, we start with a guess for Ep and iterate Equation (4.7)
using Ep = p + Σ(p,Ep). During the iteration, we keep the Green’s func-
tion unchanged. This approach is known as the non-self-consistent (NSC)
method. A self-consistent approach would include the self-energy into the
Green’s function, which in turn inﬂuences the self-energy.
Let us ﬁrst benchmark our approach using the exact zero-temperature
energy as obtained by McGuire [89, 90], using the Bethe Ansatz. We
compute the polaron energy for zero momentum (the ground state) us-
ing the NSC method, as well as using the Brueckner-Goldstone approach
(see Chapter 8). The result is depicted in Figure 4.1. As was also shown
in Ref. [61], the T-matrix approach yields good agreement with exact re-
sults. Note that on the attractive side (kFa > 0), the polaron energy di-
verges to minus inﬁnity. This is because the impurity binds with one of
the majority component particles. The strength of this bond depends on
the strength of the interactions and goes to inﬁnity as the 1D interaction
strength goes to inﬁnity (kFa → 0+). The Brueckner-Goldstone approach
(explained in detail in Chapter 8) adds a self-consistency requirement to
the T-matrix iteration. It is then perhaps surprising that the prediction
from this theory is worse, even though we are including more diagrams
in our description! The reason for this is a so-called sign blessing [54] –
in a particle-hole expansion, each successive term contains two leading
contributions that almost exactly cancel each other [96]. Adding some ad-
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ditional processes to the description, while leaving out others, can thus
lead to a less accurate description.
In the inﬁnitely repulsive limit, kFa → 0−, the energy approaches a
ﬁnite value. This energy is actually easy to determine analytically on
physical grounds. At inﬁnite repulsion, the penalty for having any ﬁnite
overlap with the majority component particles is also inﬁnite, so the over-
lap must be zero. Since the energy levels of the majority component are
ﬁlled up to the Fermi energy EF , the lowest energy state one can place the
impurity while having no overlap with the majority component fermions
is at the Fermi level. Therefore, the ground state energy of the polaron at
inﬁnite repulsion is exactly equal to EF . The T-matrix calculation gives a
polaron energy of E ≈ 1.24EF , reasonably close to the exact result, espe-
cially considering that we are attempting to describe an inﬁnitely strongly
interacting system using an approximative approach. Meanwhile, a cal-
culation using Chevy’s variational Ansatz [62] yields E ≈ 1.39EF , so the
T-matrix does a bit better in this case, despite it being argued that the
T-matrix in the ladder approximation and Chevy’s Ansatz restricting the
excitations to a single particle-hole excitation are equivalent [61].
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Figure 4.1. Polaron ground state energy Σ(0, 0) as computed using the non-self-
consistent T-matrix approach (4.7), as a function of the inverse interaction
strength kF a. Solid line shows the exact result, plus symbols indicate the
T-matrix result and circles indicate the result of the Brueckner-Goldstone
approximation (see Chapter 8). Image adapted from Publication I. Copyright
(2013) by the American Physical Society.
We now extend the result to ﬁnite temperature. We express temper-
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atures in terms of the Fermi temperature TF = EF /kB, where EF =
h¯2k2F /2m is the Fermi energy and kB is Boltzmann’s constant. The re-
sult is shown in Figure 4.2, where we plot the temperature dependence of
the energy as a function of inverse temperature. Note that the magnitude
of the energy |Ep| does not depend on the sign of the interaction in the
high-temperature (mean-ﬁeld) regime. In the inset, we have plotted the
normalized energy E′ given by:
E′ =
E − Eex
EMF − Eex
. (4.9)
Here Eex is the exact result for the energy at zero temperature, and EMF
is the mean-ﬁeld limit, exact at inﬁnite temperature:
EMF = −
2h¯2k2F
mπkFa
. (4.10)
The value of E′ thus goes from 0 at zero temperature to 1 in the high-
temperature limit. However, the crossover depends on the interaction,
and in general occurs at higher temperatures for higher interactions. In
the spin-balanced, attractive one-dimensional case (the Gaudin-Yang model),
a similar crossover was recently reported [97]. The inset also gives an
indication of the relative error of the T-matrix method compared to the
Bethe Ansatz result at zero temperature, since E′ does not exactly ap-
proach 0 in the numerical results.
4.2 Contact
In the following, we will use the T-matrix approach to determine the con-
tact as a function of temperature. Recall that the exact dimensionless
contact density is given by (4.4). We use the perturbative approach out-
lined in Section 3.2.5. In a way similar to the depiction of the energy in
Figure 4.1, we can compare to the exact result as depicted in Figure 4.3,
where we plot the inverse contact density4.
Note that, unlike the three-dimensional case [53, 54, 55, 56], there is no
phase transition at ﬁnite kFa. The step of the contact density at 1/kFa =
0 is not a phase transition, since the inﬁnitely attractive and inﬁnitely
repulsive regimes are not adiabatically connected. We use three distinct
methods to approximate the contact:
4We show the inverse contact density because the contact density diverges for
strongly attractive interactions, so it is more difﬁcult to plot it together with the
contact density for repulsive interactions, which approaches a constant value at
inﬁnite repulsion.
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Figure 4.2. Polaron ground state energy Σ(0, 0) as computed using the non-self-
consistent T-matrix approach (4.7), as a function of inverse temperature
TF /T , for kF a = −1 (green) and kF a = 1 (red). Inset: normalized en-
ergy E′ (see main text) for various values of the interaction strength kF a =
−0.5,−1,−2,−10, 1. Image adapted from Publication I. Copyright (2013) by
the American Physical Society.
1. Perturbation theory. — The plus symbols in Figure 4.3 show the re-
sult (3.21) as obtained using the perturbative method of Ref. [82]. The
generalization to the one-dimensional case is fairly straightforward, see
Section 3.2.5.
2. The Tan adiabatic theorem. — Using Tan’s adiabatic theorem (2.6),
we can directly compute the derivative with respect to the scattering
length, where we use the energies obtained from the T-matrix for dif-
ferent values of the scattering length, as shown by the stars in Figure
4.3.
3. Modiﬁed perturbation theory. — We can extend the aforementioned
perturbation theory, taking into account the depletion of the ground
state in order to obtain a better result at stronger interactions. This
method will be described in more detail below.
Observe that the modiﬁed theory gives approximately the same result
as a direct computation using Tan’s adiabatic theorem. The perturbation
theory itself signiﬁcantly overestimates the contact at strong repulsion.
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Figure 4.3. Inverse contact density 1/C as a function of interaction strength for T = 0.
Plus symbols show the perturbative result. Squares use a modiﬁed pertur-
bation theory (see main text) and stars use the Tan adiabatic theorem (2.6).
The solid line shows the exact zero-temperature result (4.4) and the dashed
line shows the weakly interacting limit. Inset: contact density as a func-
tion of 1/kF a, showing the crossover to the weakly interacting regime. Image
adapted from Publication I. Copyright (2013) by the American Physical Soci-
ety.
The reason for this is that the perturbation theory does not take into ac-
count the depletion of the lowest momentum state. This depletion is sig-
niﬁcant for a strongly interacting system. Let us denote the result from
the modiﬁed theory as Cm. It is related to the perturbative result Cpert
as5:
Cm =
Cpert
1 +
∑
p 	=0 νp
, (4.11)
where νp is the occupation probability of the momentum state p. From
this equation it is immediately clear that the perturbation theory and the
modiﬁed theory give approximately the same result for weak interactions,
where the occupation probability ν0 ≈ 1.
In the following, we will derive the result (4.11). We can determine the
occupation probability νp using an approach based on Chevy’s Ansatz [58],
combined with the Tan adiabatic theorem. According to this approach6,
5See also the supplementary material to Publication I.
6Note that the way the Ansatz is written down here, it is restricted to the homo-
geneous case, unlike in our more general discussion of Section 3.1.
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the polaron energy is given as a function of the scattering length by:
E(a) =
∑
q<kF
g
1− g∑k>kF 1E(a)+q−k−q−k =
∑
q<kF
g
1− gχ(E(a), q) , (4.12)
where the coupling constant (in units where h¯ = m = 1) is g = −2/a,
q is the kinetic energy (1/2)q2 and we introduce the auxiliary function
χ(E(a), q). Here the summation is restricted to k > kF and q < kF , which
implicitly incorporates the step function momentum distribution at zero
temperature (we will generalize our result to ﬁnite temperatures at the
end of the calculation). Now we can use the 1D analog of Tan’s adiabatic
theorem to obtain:
∂E
∂a
= −1
a
E(a)−
∑
q<kF
g
[1− gχ(E(a), q)]2
∂
∂a
[1− gχ(E(a), q)] , (4.13)
using ∂g/∂a = −g/a. We can rewrite this using:
∂
∂a
[1− gχ(E(a), q)] = g
a
χ(E(a), q)− g∂χ
∂a
, (4.14)
which, upon substitution, yields
∂E
∂a
= −1
a
E(a)−
∑
q<kF
g
[1− gχ(E(a), q)]2
[
g
a
χ(E(a), q)− g∂χ
∂a
]
. (4.15)
Combining the ﬁrst and second terms on the right yields
∂E
∂a
=
2
m
∑
q<kF
(
g
1− gχ(E(a), q)
)2
+
∑
q<kF
g2 ∂χ∂a
[1− gχ(E(a), q)]2 . (4.16)
Recall that the ﬁrst term in this equation is precisely the perturbative
contact as obtained from the T-matrix calculation in Section 3.2.5. The
second term is a correction to this result. We can rewrite this correction
using:
∂χ(E(a), q)
∂a
=
∑
k>kF
−∂E(a)
∂a
[E(a) + q − k − q−k]2
. (4.17)
Thus we now obtain, using Tan’s adiabatic theorem C = (1/2)∂E∂a ,
C = Cpert − C
∑
q<kF
g2
[1− gχ(E(a), q)]2
∑
k>kF
1
[E(a) + q − k − q−k]2
. (4.18)
This yields, replacing the restricted summation at T = 0 to the more gen-
eral result incorporating the (non-interacting) ﬁnite temperature distri-
butions nq(T ):
C = Cpert − C
∑
p 	=0
∑
q
[
nq(1− nq−p)g2
[1− gχ(E(a), q)]2
1
[E(a) + q − q−p − p]2
]
, (4.19)
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which gives us the modiﬁed perturbative result (4.11). Note that the cor-
rection term has all the expected properties: it scales with the interactions
as g2 for weak interactions, where we can approximate 1−gχ(E(a), q) ≈ 1,
and the high-p tail gives us the correct momentum tail since:
lim
p→∞(E(a) + q − q−p − p)
2 ∝ 1
p4
. (4.20)
However, the approach is not fully self-consistent since we are using the
non-interacting momentum distributions at ﬁnite T and the NSC T-matrix.
This explains why we do not obtain the exact result, and since we are
making the same approximations as when we are using the Tan adiabatic
theorem directly, both approaches give the same result. The small devi-
ation that is visible in Figure 4.3 is just due to the small discretization
error when approximating the derivative, which we do by computing the
energy at different scattering lengths a1 and a2 (a2 > a1) and computing
the ﬁrst order approximation:
∂E
∂a
≈ E(a2)− E(a1)
a2 − a1 (4.21)
Now we are ready to compute the contact at ﬁnite temperature. The
result is shown in Figure 4.4. As before, we compute a normalized contact
density C′ as depicted in the inset of Figure 4.4:
C′ = C − CexCMF − Cex
, (4.22)
where CMF is the weakly interacting (mean-ﬁeld) value of the contact den-
sity, acquired from the limit that kFa → ∞ in Equation (4.4). We will use
the values as computed using the perturbative theory.
The behaviour of the contact density has some interesting features. For
instance, for the repulsive polaron the contact is monotonically increasing
with increased temperature, a peculiar feature that in the spin-balanced
three dimensional system is only visible in limited temperature ranges
[32]. Furthermore, the contact approaches a constant value in the high-
temperature limit rather than approaching zero. This indicates that in-
teractions remain signiﬁcant at any temperature for one-dimensional sys-
tems (or at least this particular one). An alternative way to view this
difference is through the two-body T-matrix7 Γ0 (or the product of the
scattering amplitude and ik), which in 1D remains ﬁnite even for mo-
menta k → ∞, while it vanishes in the 3D-case. As the temperature
7In the high-temperature limit, the effect of quantum statistics is negligible, so
we can approximate Γ(P ) ≈ Γ0(P ).
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Figure 4.4. Contact density as a function of inverse temperature TF /T for the attrac-
tive polaron with interaction strength kF a = 2 (top, green) and the repulsive
polaron kF a = −2 (bottom, red). Inset: normalized contact density show-
ing crossover from the zero-temperature to the mean-ﬁeld regime for vari-
ous values kF a = −0.25,−0.5,−2, 2,−10. Image adapted from Publication I.
Copyright (2013) by the American Physical Society.
increases, the momentum distribution becomes more and more weighted
towards high momenta, which means that in 3D particles which are ever
more weakly interacting make the dominant contribution. In other words,
as the temperature is increased, particles become more and more like
point particles, so that the scattering cross-section approaches zero in the
higher-dimensional case, where the probability that a particle hits an-
other particle has measure zero in the T → ∞ limit. However, in the one-
dimensional case, particles must meet when they are moving along the
axis to which movement is conﬁned no matter how “small” the particles
are. In the spin-balanced case, a similar mechanism results in an instabil-
ity to spin density waves for one-dimensional Fermi liquids [98, 86]. This
leads to the breakdown of the Fermi liquid description in one dimension.
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5. The one-dimensional Fermi polaron:
inhomogeneous case
In the case where the external potential Vext is non-zero, the T-matrix for-
malism is less suitable, because the external potential does not conserve
momentum. Instead, we will in this section use an alternative method
to describe in detail the inhomogeneous case for an arbitrary external
potential, as applied to the one-dimensional Fermi polaron system (see
Publication II).
The Hamiltonian of this system, including the external potential, is
given by:
H =
∑
σ
∫
dxψ†σ(x)
[
− h¯
2
2m
d2
dx2
+ Vext(x)
]
ψσ(x)
+ g
∫
dxψ†↑(x)ψ
†
↓(x)ψ↓(x)ψ↑(x).
(5.1)
As before, we will assume short-range contact interactions as described by
the delta function potential, and we consider many ↑ fermions interacting
with a single ↓ impurity. We will attempt to compute the ground state
energy of the system using Chevy’s variational Ansatz, as discussed in
Section 3.1. That is, we take the following educated guess for the wave
function:
|Ψ〉 =
∑
l
φlc
†
↓l|0〉+
∑
mkn
φmknc
†
↑mc↑kc
†
↓n|0〉, (5.2)
where c(†)σi destroys (creates) a particle of the type σ ∈ {↑, ↓} in the state
i, and the variational coefﬁcients φl and φmkn are to be determined. The
state |0〉 refers to the non-interacting Fermi sea of the ↑-particles at zero
temperature. We refer to this generalization of Chevy’s Ansatz to a system
with an arbitrary external potential as the real-space variational Ansatz
(RSVA).
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5.1 Determination of ground state properties
5.1.1 Ground state energy and variational coefﬁcients
The expectation value of an observable O is given by 〈Ψ|O|Ψ〉. Therefore,
the ground state energy of the system can be computed by minimizing the
quantity 〈Ψ|H|Ψ〉. Let us ﬁrst separate the non-interacting and interact-
ing parts of the Hamiltonian, so that H = H0 +Hint, where
Hint = g
∫
dxψ†↑(x)ψ
†
↓(x)ψ↓(x)ψ↑(x). (5.3)
We choose as a basis the eigenstates of the non-interacting part of the
Hamiltonian H0 and expand the creation and annihilation operators as
follows:
ψσ(x) =
∑
i
αi(x)aσi, ψ
†
σ(x) =
∑
i
α∗i (x)a
†
σi, (5.4)
where the operators a(†)σi destroy (create) a particle of the kind σ ∈ {↑, ↓}
in the state i described by the eigenfunction αi(x). If we are interested in
a closed system with ﬁxed boundary conditions (that is, the wave function
vanishes at the boundary), then without loss of generality we can assume
that the eigenfunctions α(x) as well as the variational coefﬁcients φl, φmkn
are real.
Suppose that we have computed the full eigenbasis of the non-interacting
system, so that we have knowledge of the functions αi(x) and their corre-
sponding eigenenergies Ei (we sort the energies Ei in ascending order and
assume the spectrum is non-degenerate). The expectation value of the
non-interacting part of the Hamiltonian is now fairly easy to compute. It
is simply given by:
〈H0〉 =
∑
l
El|φl|2 +
∑
mkn
ΔEmkn|φmkn|2, (5.5)
where ΔEmkn = En − Ek + Em. This expression can be understood as
follows. Without interactions, the energy of the impurity is given by two
parts. First, the sum over the energies El times the weighted probability
that it is in the state l, without any changes in the majority component
particles. Second, the sum over the energies En times the weighted prob-
ability that it is in the state n, with an additional contribution for the
energy associated with the particle-hole excitation – one of the fermions
in state k going to state m. Note that the energy of a ↑-particle is always
higher than the energy gained by creating a hole, so that this contribu-
tion is positive deﬁnite. It is now straightforward to see that the energy
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of the non-interacting system is minimized by the wave function with the
following variational coefﬁcients:
|φ0|2 = 1, |φl|2 = 0(l > 0), |φmkn|2 = 0. (5.6)
This conﬁguration just puts the impurity in the ground state of the non-
interacting system and leaves the majority component particles undis-
turbed, as we ought to expect.
Now let us add the interactions to the mix. The interacting part of the
Hamiltonian is given in the chosen basis (no longer an eigenbasis of the
full Hamiltonian):
Hint = g
∑
ijpq
Uijpqa
†
↑ia↑ja
†
↓pa↓q,
where Uijpq =
∫
dxαi(x)αj(x)αp(x)αq(x).
(5.7)
It is also possible to take a different basis for the impurity than for the
majority component. In this case the elements Uijpq will change accord-
ingly; however, for simplicity we will take the same basis for both com-
ponents. We can subdivide the expectation value 〈Ψ|Hint|Ψ〉 = 〈Hint〉 into
three terms:
H1 = g
∑
ijpqll′
φ∗l φl′Uijpq〈0|a↓la†↑ia↑ja†↓pa↓qa†↓l′ |0〉 (5.8)
H2 = g
∑
ijpqmkn
m′k′n′
φ∗m′k′n′φmknUijpq
×〈0|a↓n′a†↑k′a↑m′a†↑ia↑ja†↓pa↓qa†↑ma↑ka†↓n|0〉 (5.9)
H3 = g
∑
mknlijpq
φ∗mknφlUijpq〈0|a↓na†↑ka↑ma†↑ia↑ja†↓pa↓qa†↓l|0〉+H.c. (5.10)
Here H.c. indicates the Hermitian conjugate. These expressions can be
greatly simpliﬁed because most of the terms in the inner product are zero,
since the basis states are orthogonal. For the termH1 we obtain that i = j,
q = l′ and p = l, so that:
H1 = g
∑
ill′
Uiill′niφ
∗
l φl′ . (5.11)
Note that here the summation over i is restricted to ni ≤ nF because
the destruction operator only gives a non-zero contribution if the majority
component state is occupied. Here we denote by ni the occupation proba-
bility of the state i, for which we assume a Fermi-Dirac distribution, which
is at T = 0 is just a step function. nF is the highest occupied state (corre-
sponding to the Fermi surface), so that if there are N majority component
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particles, nF = N − 1, ni = 0 for i ≥ N and ni = 1 otherwise. Therefore,
we can rewrite the term H1 as:
H1 = g
∑
ll′
Ull′φ
∗
l φl′ , Ull′ =
∫
dxn↑(x)αl(x)αl′(x), (5.12)
where n↑(x) is the total density of the majority component particles. This
term can be interpreted as a Hartree-like energy shift.
The second term, H2, is the most complicated one, containing a 10-tuple
summation. However, also in this case we can greatly simplify the given
expression. There are three ways to do so:
k = k′,m = m′, i = j, (5.13)
k = i,m = m′, k′ = j, (5.14)
k = k′,m = j, i = m′. (5.15)
Where in each of these cases we also have, as before, n = q and p = n′.
This gives us three separate summations:
H2 = g
∑
mknn′
φ∗mkn′φmknUnn′nk(1− nm)
− g
∑
mkk′nn′
φ∗mk′n′φmknUkk′n′nnknk′(1− nm)
+ g
∑
mm′knn′
φ∗m′kn′φmknUm′mn′nnk(1− nm)(1− nm′).
(5.16)
The minus sign in the second term comes from the required rearrange-
ment of the fermionic operators; we get a minus sign if an odd number of
permutations are required. An analogous procedure yields the last term:
H3 = 2g
∑
mknl
φ∗mknφlUmknlnk(1− nm). (5.17)
Adding together all these terms, plus the contribution from the non-
interacting part of the Hamiltonian, we now have an explicit expression
for the expectation value of the Hamiltonian (i.e. the energy). To deter-
mine the ground state energy, we minimize this expression with respect
to the coefﬁcients φl and φmkn. It follows that [58]:
∂
∂φ∗l
〈H〉 = ∂
∂φ∗l
E〈Ψ|Ψ〉 = Eφl. (5.18)
The constant E is a Lagrange multiplier, which can here be identiﬁed with
the energy. Taking the derivative with respect to φmkn yields a similar
expression:
∂
∂φ∗mkn
〈H〉 = ∂
∂φ∗mkn
E〈Ψ|Ψ〉 = Eφmkn. (5.19)
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Calculating the derivatives explicitly, we obtain:
∂〈H〉
φ∗l
= Elφl + gφl
∑
l′
Ull′ + g
∑
mkn
φmknUkmlnnk(1− nm), (5.20)
∂〈H〉
φ∗mkn
= ΔEmknφmkn + gφlUkmlnnk(1− nm)
+ g
∑
n′
φmkn′Unn′nk(1− nm)
− g
∑
k′n′
φmk′n′Uk′knn′nk′nk(1− nm)
+ g
∑
m′n′
φm′kn′Umm′nn′nk(1− nm)(1− nm′).
(5.21)
We introduce the following auxiliary quantity to shorten notations:
Γmkn =
∑
n′
φmkn′Unn′nk(1− nm)
−
∑
k′n′
φmk′n′Uk′knn′nk′nk(1− nm)
+
∑
m′n′
φm′kn′Umm′nn′nk(1− nm)(1− nm′).
(5.22)
Now the ground state energy E is the solution to the following set of equa-
tions:
Eφl = Elφl + gφl
∑
l′
Ull′ + g
∑
mkn
φmknUkmlnnk(1− nm), (5.23)
Eφmkn = ΔEmknφmkn + gΓmkn + g
∑
l
φlUmknl. (5.24)
Note that the variational coefﬁcients φl and φmkn are themselves not de-
termined yet. They can be determined simultaneously with the energy,
using for instance an iterative procedure.
5.1.2 Number density
Now that we have obtained the ground state energy and the correspond-
ing variational coefﬁcients, we can determine other ground state proper-
ties with relative ease. A quantity of interest is the number density (the
expectation value of the density operator) nσ(x) = 〈ψ†σ(x)ψσ(x)〉. Let us
calculate the number density of the impurity ↓ as an example. We obtain:
n↓(x) =
∑
ij
〈Ψ|αi(x)αj(x)a†↓ia↓j |Ψ〉. (5.25)
Recall that the variational wave function is given by Equation (3.3). An
analogous calculation to the previous section now gives us two terms:
n1 =
∑
ijll′
φ∗l′φlαi(x)αj(x)〈0|a↓l′a†↓ia↓ja†↓l|0〉. (5.26)
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Here it follows that j = l and i = l′ so that:
n1 =
∑
ll′
φ∗l′φlαl′(x)αl(x). (5.27)
The term involving particle-hole excitations of the majority component is
given by:
n2 =
∑
ijmkn
m′k′n′
φ∗m′k′n′φmknαi(x)αj(x)〈0|a↓n′a†↑k′a↑m′a†↓ia↓ja†↑ma↑ka†↓n|0〉, (5.28)
which yields j = n, i = n′,m = m′, k = k′:
n2 =
∑
mknn′
φ∗mkn′φmknαn′(x)αn(x). (5.29)
Note that terms which involve, e.g., m = k are forbidden because the
operators involving m and m′ involve creating a particle beyond the Fermi
surface, while the operators with indices k and k′ create holes below the
Fermi surface. For the same reason, the cross-terms involving coefﬁcients
φl′ and φmkn give no contribution (unlike in the case of the ground state
energy). To summarize, we obtain for the impurity density:
n↓(x) =
∑
ll′
φ∗l′φlαl′(x)αl(x) +
∑
mknn′
φ∗mkn′φmknαn′(x)αn(x), (5.30)
where we insert the variational coefﬁcients as determined through the
solution of Equations (5.23)-(5.24). A very similar calculation then yields
the majority component density. It should be noted that since the varia-
tional Ansatz is approximative, so is the resulting density proﬁle obtained
through it. In the following section, we will more closely examine how well
the Ansatz reproduces the actual energy and density in the case where we
can benchmark the result using other methods.
5.2 The Fermi polaron in an optical lattice with additional harmonic
trapping
In the following section, we will use the formalism described in the pre-
vious section to investigate the ground state properties of an impurity
interacting with a majority sea of fermions in a speciﬁc realization. We
take the external potential to be the sum of a periodic standing wave and
an additional weak harmonic part. Optical lattices are of interest, be-
cause they can be used to model solid state systems, which tend to align
atoms in regular lattices [15]. In addition, we can use quantum gases
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in optical lattices to mimic various theoretical models, such as the Bose-
Hubbard model, disordered models, the Heisenberg spin model, et cetera
[99]. The problem of an impurity in harmonic external conﬁnement was
also considered in Ref. [100].
In one dimension, the potential is given by:
Vext(x) =
1
2
mω2x2 +
V0
2
(
1− cos(2πkLx)
)
, (5.31)
where ω represents the strength of harmonic trapping, m is the mass of a
particle and kL is the periodicity of the optical lattice with a depth given
by V0. We depict the external potential we use schematically in Figure
5.1.
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Figure 5.1. Schematic depiction of the potential (5.31). Particles are conﬁned to lattice
sites at the bottom of each well in the periodic lattice, where each well has
a potential depth V0. To ensure all particles are conﬁned to a ﬁxed region of
space, a weak harmonic potential acts as an additional trapping potential.
One of the neat things we can now do is directly compare the results of
the potential (5.31) to discrete lattice models, which only take into account
conﬁnement to lattice sites, without considering the details of the poten-
tial. The archetypal lattice model for fermions is the (Fermi-)Hubbard
model1, with a Hamiltonian given by [102]:
HHubbard = −J
∑
iσ
c†iσci+1σ +H.c.+ U
∑
i
c†i↑ci↑c
†
i↓ci↓. (5.32)
Here J is the so-called hopping parameter, which represents the kinetic
energy cost for a particle to jump from one site to an adjacent one, c(†)iσ
destroys (creates) a particle of the type σ ∈ {↑, ↓} on lattice site i, and
U represents the on-site interaction between particles of different spin.
To compare with the continuum potential (5.31), we furthermore add an
on-site potential, representing the weak harmonic part of the potential,
resulting in the total lattice Hamiltonian Hlattice:
Hlattice = HHubbard + Vh
∑
iσ
c†iσciσi
2, (5.33)
1The original Hubbard model was used to describe fermions, but a bosonic analog
also exists [101].
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where Vh represents the strength of the harmonic potential, which obvi-
ously depends on ω.
To compute the ground state properties of the lattice Hamiltonian (5.33),
we compare to the “numerically exact” method of time-evolving block deci-
mation (TEBD) [103], which is closely related to the density matrix renor-
malization group (DMRG) method [104]. By numerically exact, we mean
that the error compared to the exact solution is controllable and can be
kept below a ﬁxed, small tolerance. The TEBD method is suitable for the
computation of static as well as dynamical properties of one-dimensional
lattice models. It relies on the concept of entanglement entropy, in the
sense that (under certain conditions, such as short-range interactions)
correlations have a ﬁnite propagation speed within the system. TEBD
exploits this slow growth of the entanglement entropy by appropriately
restricting the Hilbert space, which yields it a signiﬁcant speedup com-
pared to the case where one diagonalizes the full interacting Hamiltonian.
In the latter case, one is typically restricted to a dozen or so lattice sites,
while with TEBD one can easily handle more than 100 sites using con-
temporary computers. We will not give a detailed overview of the method
here, and instead refer to some examples (beyond Publication II) of appli-
cations in Refs. [105, 106, 107].
Let us ﬁrst compute the ground state energy and particle number den-
sities for a system described by the lattice Hamiltonian (5.33), using both
TEBD and the variational approach. The result is given, for various pa-
rameters, in Figure 5.2. We express the interaction in dimensionless units
U/J , the trapping potential in units of Vh/J . The impurity (polaron) en-
ergy is expressed in units of the recoil energy ER = h¯2k2L/2m, and we scale
length scales by the lattice spacing kL/2π such that a length of 1 corre-
sponds to one lattice site. We ﬁx the number of majority component par-
ticles N = 20. This may not seem like a “many-body” system, but in the
case of the impurity problem, the many-body limit is approached surpris-
ingly rapidly [108, 109], and 20 majority component particles turns out to
be more than sufﬁcient. We consider a ﬁxed number of lattice sites L with
boundary conditions so that the wave function vanishes at the boundary
of the system, i.e. we assume an inﬁnite barrier outside our system.
Ground state energy. — The result of Figure 5.2 shows that the vari-
ational Ansatz provides excellent agreement with numerically exact re-
sults for the ground state energy, especially in the weakly interacting and
attractive regimes. In the latter case, the polaron energy is dominated
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Figure 5.2. Top: ground state energy for an impurity immersed in a Fermi sea of N = 20
majority component fermions, for various harmonic trapping strengths Vh
and various system sizes with L lattice sites. Lines show the TEBD result,
while symbols show the result of the variational calculation. Arrows indi-
cate the inﬁnitely repulsive limit, computed using the single-particle spec-
trum. On the attractive side (U < 0), we have subtracted the maximum
on-site interaction energy U/J . Bottom: number densities of the majority
component and the impurity for ﬁxed interaction strength U/J = −10 and
Vh/J = 0.0025. The solid green line shows the TEBD prediction for the ma-
jority component density, while the dashed green line shows the variational
result. The solid red and dashed red lines show the density for the impurity
(polaron). For comparison, the number density for a single non-interacting
particle is also shown as a dotted black line. Figure adapted from Publication
II. Copyright (2014) by the American Physical Society.
by the on-site interaction of pairs, which takes a maximum value of U/J ,
which occurs when the impurity is guaranteed to be found with a ma-
jority component fermion at some site. In the ﬁgure, this contribution is
subtracted, but even then the agreement is excellent. On the strongly
repulsive side, the iterative procedure breaks down close to U/J ≈ 5, but
provides good agreement up to that point. It is interesting to note that the
result for trapping Vh = 0.0025 and number of lattice sites L = 80 closely
resembles that of the lattice-only case without harmonic trapping and
L = 40. This is because the weighted average density (in the region where
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the impurity density is signiﬁcant) is approximately equal to the density
over the entire lattice in the lattice-only case. This suggests that the ap-
proach employed in Ref. [109], employing a local density approximation
(LDA) is valid to a good approximation. The excellent agreement on the
attractive side is a peculiar feature of one-dimensional systems [62]. Note
also that the Ansatz consistently overestimates the ground state energy.
This must be the case, since the variational approach restricts the pos-
sible conﬁgurations of the system; the lowest energy-state it ﬁnds must
therefore be an excited state for the system without any restrictions in
the number of particle-hole excitations. In three dimensions, the Ansatz
needs to be adjusted to properly take into account pairing [53, 54, 55, 56].
Number density. — The bottom panel of Figure 5.2 shows the prediction
for the number density as computed using the variational coefﬁcients. For
the density of the polaron, we ﬁnd good agreement with the TEBD pre-
diction, with only a minor discrepancy. However, the majority component
density proﬁles are signiﬁcantly different, with the TEBD result showing
a much stronger peak in the centre, where the impurity is localized due
to the harmonic trapping potential. This suggests two things: the energy
can change weakly with signiﬁcant changes in the majority component
density, and the variational method outlined above is not suitable for de-
termining the majority component density in the impurity problem.
5.2.1 Incorporating higher lattice bands
The lattice model (5.33) is a so-called lowest band approximation (LBA).
This means that the high-energy physics is explicitly neglected, an ap-
proximation that is justiﬁed if the lattice depth V0 is sufﬁciently deep
[49, 110]. The reason this approximation tends to work reasonably well is
that the dispersion will show a band gap of order V0 near the edge of the
ﬁrst band, which implies that scattering to higher bands is suppressed,
since it takes a large amount of energy to access higher bands.
However, it is still of interest to carefully investigate when the LBA
breaks down for an interacting system. To do so, we explicitly compute
the ground state energy for a continuum system trapped by the external
potential (5.31), using the variational approach. We take various values
of the lattice depth V0 (expressed in units of the recoil energy ER) and
study the behaviour of the ground state energy for attractive interactions,
for which we know that the Ansatz works well. The result is shown in
the main panel of Figure 5.3. Since it is numerically more challenging to
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consider the lattice-resolved case, we will consider a smaller system with
L = 16 lattice sites, slightly stronger harmonic trapping with Vh = 0.1
and N = 6 majority component particles. The on-site interaction is now
replaced by a zero-range contact interaction, with a strength chosen so
that it is mapped onto the lattice model. Thus, we have the inter-particle
potential described by:
Vint(x− x′) = gδ(x− x′). (5.34)
We now simply scale the interaction parameter g linearly such that it
corresponds to the value of the energy predicted by the lattice model in the
weakly interacting limit |U/J |  1, an approach that is justiﬁed because
the polaron energy scales linearly with g in the weakly interacting limit
in all systems where the local density approximation can be applied.
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Figure 5.3. Ground state energy of an impurity interacting through attractive contact in-
teractions. The black line shows the ground state energy as predicted using
the single-band lowest band approximation (LBA), with a Hamiltonian de-
scribed by Equation (5.33). Coloured lines show the energy obtained through
a variational calculation in the continuum case (5.31). The chosen parame-
ters are (see main text) L = 16, Vh = 0.1 and N = 6. Inset (note the log
scale): occupation probability of highly excited states for various values of
the interaction −U/J = 0.1, 0.5, 1.0, 2.5, 5.0, 10.0, showing universal scaling
behaviour expected from Tan’s universal relations. The lattice depth is taken
to be V0 = 10ER, and parameters are otherwise the same as for the main
ﬁgure. The arrow indicates increasing values of the magnitude of the inter-
actions |U/J |. Figure adapted from Publication II. Copyright (2014) by the
American Physical Society.
As is shown in Figure 5.3, the lowest band approximation appropriate
for a lattice model works well for weak interactions |U/J | ≤ 1. However,
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for a realistic lattice depth of V0 = 10ER the LBA breaks down quickly,
and even for very deep lattices we ﬁnd signiﬁcant deviations from the
LBA. Here it appears that the additional harmonic trap implies that the
LBA is not as good an approximation as in the case where only a (contin-
uum) lattice is present, since in that case the LBA is known to be a decent
approximation as long as |U/J | ≤ V0/ER [49]. Indeed, by directly compar-
ing to the case Vh = 0, we have determined that at U/J = −10 about two
thirds of the deviation of the ground state energy compared to the LBA
prediction is due to the additional harmonic trapping.
There is an additional interesting observation we are now able to make.
Since we have zero-range contact interactions between the particles in the
system, we know that the Tan relations discussed in Chapter 2 are valid.
In particular, the momentum distribution n(k) of the system obeys:
n(k) → C
k4
, (k → ∞), (5.35)
whereC is the contact parameter. This momentum tail decays only weakly,
with a power law dependence on momentum k. Therefore, we must have
ﬁnite occupation of the high-energy states beyond the band gap even for a
weakly interacting system. The summed occupation probability Q of the
impurity in the state n with arbitrary single particle-hole excitations is
given by:
Q =
∑
mk
|φmkn|2. (5.36)
Since the highly excited states are approximately equal to standing waves
with a dispersion ∝ k2, we should expect the quantity Q to have a 1/n4
decay, analogous to the decay of the momentum distribution. The inset
of Figure 5.3, where we have plotted the quantity n4Q, shows that this is
indeed the case. At low energies, this quantity has features related to the
details of the potential, with some sharp features around the edge of the
ﬁrst band2, near n = 16. The occupation probability then gradually ap-
proaches the regime where it decays smoothly according to the expected
1/n4 decay. This is precisely what we would expect to happen according
to Tan’s analysis, because we expect the asymptotic regime to set in when
momentum k is much larger than any relevant inverse length scale. In
this system, the relevant length scale is the lattice spacing, which in mo-
mentum space corresponds to the edge of the lowest band. Note that the
contact tail is visible even for weak interactions, U/J = −0.1. Indeed,
2The observer with a keen eye may also notice less pronounced features near the
edge of the second band, around n = 32.
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we should expect the strength of this tail to scale as U2 (see the discus-
sion on the homogeneous polaron in Chapter 4 and Ref. [28]), which is in
agreement with the plotted results.
Therefore, while the lattice model provides a decent approximation for
the polaron energy at weak coupling, we must be careful when using it.
Not only does the approximation break down earlier if an additional har-
monic potential is added, but the lowest band approximation neglects
physics related to Tan’s universal relations as discussed in Chapter 2. In
this particular system, throwing away the physics related to the contact
is not necessarily a critical error, but in Chapter 7 we will investigate a
situation where this is the case. This happens when the external potential
is disordered. Such systems are often described using lattice models. In
the following chapters we will show that such a description is, in certain
respects, inadequate.
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56
6. Quantum gases in disorder
In this chapter, we will consider the case where particles are under the in-
ﬂuence of a potential that is (in some sense) random. This case is of inter-
est because real materials are not perfect – a metal, for instance, contains
randomly distributed impurities, lattice defects, etc. These disturbances
can drastically alter the macroscopic features of materials. Disordered
systems were investigated in Publication III.
Using ultracold atoms, we can mimic the appearance of disorder in solid
state systems by using a trapping potential that is disordered [17, 111,
112, 113, 114]. There are several ways to do this. One method involves
using a diffusive plate to create a so-called speckle potential [19]. This
kind of potential has the property that the potential at two points sufﬁ-
ciently far from each other is completely uncorrelated, while at distances
on the order of the correlation length correlations appear. Thus, the poten-
tial only appears random on distances sufﬁciently larger than the correla-
tion length. A second method involves superimposing two standing waves
[20]. Suppose that the standing waves have periodicities ka and kb and the
amplitude of the ﬁrst wave is much greater than that of the second one.
Now, if one chooses the ratio ka/kb such that it is close to (for instance) the
golden ratio (1 +
√
5)/2 ≈ 1.618... then the resulting potential is said to be
quasi-periodic. This means that while the resulting potential is periodic
on very long length scales, the second standing wave causes a disturbance
in the local minima of the ﬁrst wave that approximates purely random be-
haviour. An alternative scenario involves so-called binary disorder, which
can take only two possible values. Such a system can be realized through
the use of impurities, which are randomly distributed throughout an op-
tical lattice [115, 116, 117, 118].
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6.1 Anderson localization
The ﬁrst systematic study of disorder in quantum systems dates back to
Anderson [18], who showed that in certain disordered systems, the eigen-
states of the system become localized in the sense that the eigenstates
have exponentially decaying tails. In fact, Anderson proved that in one
dimension1, all eigenstates are exponentially localized at any disorder
strength! This remarkable result was obtained for the following lattice
model:
HAnderson = −J
∑
i
c†ici+1 +H.c.+
∑
i
V iextc
†
ici, (6.1)
where J is the hopping parameter, which determines the kinetic energy
required to jump from one site to an adjacent one, and Vext now indicates
an on-site potential and takes a random value in the interval [−W/2,W/2],
where W can be identiﬁed with the strength of the disorder. If W = 0,
then we obtain a homogeneous lattice model with non-interacting parti-
cles, and all of the eigenstates are just extended states with some momen-
tum. However, for non-zero W the eigenstates are localized and exhibit
exponential decay which is at least as strong as exp(−|x|/ξA), where x is a
site sufﬁciently far from the peak of the density. The quantity ξA is called
the Anderson localization length, which depends only on W/J [120].
Thus, if one takes an arbitrary wave packet, initially (at a time t = 0)
centred about some lattice site i then transport is suppressed at all times
at least as strongly as exp(−|x|/ξA) sufﬁciently far away from the lattice
site i. This suppression of transport, or localization, is a general wave
phenomenon and has been observed in the aforementioned ultracold atom
experiments, but also for e.g. light waves [121, 122] and sound [123].
6.2 Realistic disordered potentials: the appearance of correlations
While the Anderson model (6.1) describes non-interacting disordered sys-
tems adequately, it does have some anomalous features. One of the fea-
tures in particular is that in the Anderson model, the disorder at one lat-
tice site does not depend on the disorder at other sites. While this can be a
good approximation, it cannot be true in general for a continuum system,
because the absence of correlations on any length scale implies that the
Fourier spectrum of the potential is unbounded, and the energy density
1In three dimensions, there is a mobility edge [119], a certain energy below which
the eigenstates are localized. Above the mobility edge, the states are extended.
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of the potential then goes to inﬁnity. Thus, correlations in the disordered
potential must arise at some length scale, which we can identify with the
aforementioned correlation length, denoted by σ. In the experiment, such
correlations are generated from a speckle or quasiperiodic potential, but
here we will consider Gaussian correlations2. The Gaussian disordered
potential on a certain lattice site x takes the following discretized form
(in 1 spatial dimension):
VGaussian,x =
1√
πσ
∑
y
Wy exp
[−(x− y)2
2σ2
]
, (6.2)
where Wy ∈ [−W/2,W/2]. An example realization of such a potential is
depicted in Figure 6.1.
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Figure 6.1. Schematic depiction of a Gaussian disordered potential and an uncorrelated
potential. The correlation length is depicted in the left panel by σ. Figure
from Publication III.
The Gaussian correlated potential (and correlated disordered potentials
in general) has some properties which are similar to the case of uncorre-
lated disorder. At low energies, the single-particle wave functions are lo-
calized exponentially in both cases. However, when the energy approaches
the value corresponding to the correlation length, that is Eσ ≈ h¯2/2mσ2,
the localization length increases relative to the case of uncorrelated dis-
order. At high energies E  Eσ the localization length diverges expo-
nentially, so that for ﬁnite-sized systems transport from one side of the
system to the other side is no longer suppressed [124].
2Gaussian correlated potentials are slightly easier to handle numerically.
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7. Non-equilibrium dynamics; the
interaction quench
Although it’s nice to know what the static properties of a system are, na-
ture is not static, and we would like to know how systems change over
time. That is, we want to determine the dynamic properties of systems.
This is relevant for quantum computing, the study of localization, quan-
tum chaos and research into the thermalization of closed systems [125].
Furthermore, this touches on fundamental questions relating to the foun-
dations of quantum mechanics; since wave function collapse is a dynam-
ical phenomenon, we ideally would like to have a fully time-dependent
description of it and be able to reproduce it from ﬁrst principles. However,
this turns out to be far from easy [126, 127].
In this thesis, our goal will be slightly less ambitious and we will study
a so-called quantum quench. The idea is as follows. Suppose we have a
system that is described by a Hamiltonian H. At a time t = 0, we change
the Hamiltonian in some way, so that we obtain a new Hamiltonian H′.
The change in the Hamiltonian (in the context of an ultracold atom exper-
iment) might correspond to, for example, switching an external trap on or
off [128, 129, 130] or suddenly changing the strength of the inter-particle
interactions.
7.1 Quench-induced delocalization
We will here consider the following scenario (discussed in Publication III),
which falls under the category of an interaction quench. Consider a short-
range interacting system in the ground state of the Hamiltonian H =
H0 + gHint, where the interactions between the particles are contained
in the part of the Hamiltonian described by Hint. At a time t = 0, we
turn off the interactions. Can we now say something general about the
dynamics of the system after the quench? As it turns out, we can in fact
61
Non-equilibrium dynamics; the interaction quench
do so, with the aid of Tan’s relations discussed in Chapter 2. Recall that
the high-momentum tail of the momentum distribution n(k) is given by
(2.2):
n(k) → C
k4
, (k → ∞). (7.1)
This relation tells us that the initial system has an algebraically decaying
high-momentum tail.
Now we consider the situation where the non-interacting part of the
Hamiltonian H0 contains both bound states (restricted to some localized
region) and scattering (delocalized) states. The former is often the case,
especially in an ultracold atom experiment, where the cloud of atoms is
held in place using optical devices. The latter is always the case for a con-
tinuum external potential which is bounded from above. This is because
of the same reason as realistic disordered potentials must have short-
correlations at least at some scale (however small), see Chapter 6. A parti-
cle with momentum k does not “feel” changes in the potential occurring at
length scales much larger than k−1, but the external potential contained
in the non-interacting Hamiltonian H0 cannot have signiﬁcant variations
at arbitrary length scales. So there must be some regime of high mo-
mentum where the corresponding variations in the external potential are
weak, and the single-particle eigenstates corresponding to these momenta
are scattering states. Now if the momentum distribution had been similar
to the Fermi-Dirac distribution, with its exponentially decaying tail, then
this conclusion would not necessarily be very meaningful. The Fermi-
Dirac distribution decays rapidly, so the occupation of high-momentum
states is negligible. However, the 1/k4-tail in the momentum distribution
decays only algebraically, so its contribution cannot be neglected1.
Suppose that the initial interacting state is localized and would remain
so under the inﬂuence of the full Hamiltonian H. In such a system, the
high-momentum states are still occupied, but they are interfering de-
structively so that no delocalization occurs. What the interaction quench
does is introduce a source of dephasing into the system2. The eigen-
states of H are projected onto the new Hamiltonian H0. H0 describes a
non-interacting system, and the phases of the different components will
change as a function of time with varying frequencies. Then, in the limit
1Except in the limit where the temperature T → ∞ and the dimensionality
is larger than one. In this limit, the virial expansion based on the Maxwell-
Boltzmann distribution is valid [34].
2Dephasing has also been associated with transport in a completely different
system consisting of a chain of quantum dots [131] and in a Mott insulator [132].
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t → ∞, when to a good approximation all the phases are uncorrelated,
all the initial correlations between the phases are lost, and the particles
occupying the high-momentum states will propagate ballistically.
7.2 The diagonal ensemble
We will illustrate how the dephasing manifests itself by considering a sim-
ple example: two distinguishable interacting particles in one dimension,
where we denote the particles by ↑ and ↓. We consider particles interact-
ing through the contact potential Vint = gδ(x− x′), and assume that there
is some external potential Vext(x). In the language of the previous section,
the full Hamiltonian H and its non-interacting and interacting parts (H0
and Hint respectively) are given by:
H = H0 +Hint =
∑
σ
∫
dxψ†σ(x)
[
− h¯
2
2m
d2
dx2
+ Vext(x)
]
ψσ(x)
+ g
∫
dxψ†↑(x)ψ
†
↓(x)ψ↓(x)ψ↑(x),
(7.2)
where ψ(†)σ (x) destroys (creates) a particle of the kind σ ∈ {↑, ↓} at position
x. Analogous to Equation (3.3), we can write the wave function for this
system as follows:
|Ψ〉 =
∑
mn
φmnc
†
↑mc
†
↓n|0〉, (7.3)
where |0〉 represents the vacuum and the operators c†σk create a particle
in the state k and spin σ. Given an appropriate method to determine
the coefﬁcients φmn, Equation (7.3) represents an exact solution to the
two-body problem. As a choice for the states that the operators c cre-
ate, we can take the eigenstates of the non-interacting Hamiltonian H0,
which can be determined analytically in certain cases such as the in-
ﬁnite well or the harmonic oscillator and can be straightforwardly de-
termined numerically otherwise. Let us sort these eigenstates in as-
cending order of their corresponding eigenenergies so that they form a
complete set α0(x), α1(x), . . . , αn(x), . . . , with corresponding eigenenergies
E0, E1, . . . , En, . . . (for simplicity, let us assume the spectrum is not degen-
erate).
Suppose that at a time t = 0, we have found the solution to the inter-
acting two-body problem and have knowledge of the coefﬁcients φmn. We
now turn off the interactions: g = 0. The density (of e.g. the ↑-component)
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is given at a time t > 0 by (setting h¯ = 2m = 1):
〈ψ†↑(x, t)ψ↑(x, t)〉 =
∑
mnj
φ∗mnφjnα
∗
j (x)αm(x)e
i(Ej−Em)t. (7.4)
Assumption — after a long time, the different components propagate with
different phase velocities Ej−Em, which in principle are arbitrary. There-
fore, it is reasonable to suppose that these components have signiﬁcant
destructive interference, i.e. we assume dephasing. Meanwhile, the com-
ponents with j = m are not affected by these interference effects. The
time-averaged density is therefore to a good approximation (where the
overbar denotes a time average over a sufﬁciently long interval):
η(x) = lim
t→∞ 〈ψ
†
↑(x, t)ψ↑(x, t)〉 =
∑
mn
|φmn|2|αm(x)|2. (7.5)
This equation represents the diagonal ensemble [133, 134, 135, 136] with
respect to the density operator, ﬁrst introduced in this context by Deutsch
[137].
It turns out that the assumption of dephasing leading to the diagonal
ensemble is a pretty good one, as we will show for two examples. In fact,
since the one-dimensional two-particle system is sufﬁciently simple, we
can explicitly verify that it works by comparing it to the exact result of
Equation (7.4). First, we will consider the case where the two particles
are trapped in a simple ﬁnite well. Then we will consider the case of
disorder as discussed in Chapter 6.
7.3 The ﬁnite well
The ﬁnite well is an archetypical potential that one encounters almost
immediately in an elementary quantum physics textbook. This is an in-
teresting scenario, because it is one of the simplest systems where one
encounters a single-particle spectrum consisting of both bound and scat-
tering eigenstates. Suppose that our two particles are trapped in a ﬁnite
well of width ΔX and depth V0, as schematically depicted in Figure 7.1.
The potential is thus given by:
Vext(x) =
⎧⎨
⎩ −V0 if |x| ≤ ΔX/2,0 otherwise. (7.6)
For sufﬁciently large values of V0, this potential will admit at least one
bound state. The lowest energy eigenstate of the non-interacting system,
α0(x), then has a corresponding eigenenergy E0 < 0. There will be a
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V0
Δ X
g
Figure 7.1. Schematic depiction of two distinguishable particles, denoted by ↑ and ↓, in
a ﬁnite well of depth V0 and width ΔX. The inter-particle potential has
strength g.
limited number of these localized eigenstates, and the remaining eigen-
states (with higher energy) are delocalized scattering states, which can
no longer be normalized. The ground state properties of the system were
previously investigated in the limit that at most one particle escapes the
well, using the Bethe Ansatz [138]. In addition, a general solution can
be obtained for the inﬁnite well and periodic boundary conditions [139].
However, obtaining the coefﬁcients φmn from the Bethe Ansatz solution
is not straightforward, so we opt for a numerical solution using a method
analogous to the computation of the variational coefﬁcients of Equation
(3.3).
If the initial interaction strength g = 0, then the ground state of the
system will simply have both particles in the eigenstate α0(x). In this
case, the coefﬁcients φmn can be determined quite easily: |φ00|2 = 1 and
all the other coefﬁcients are zero. For weak interactions, we can expect
the coefﬁcient φ00 to dominate, while the other coefﬁcients will get some
non-zero occupation.
Let us deﬁne the following dimensionless interaction parameter γ =
g/V0ΔX. We compute the interacting ground state of a system with V0 =
30 for a closed system of length L/ΔX = 8, express time in units of 1/V0
and use ﬁxed boundary conditions so that the wave function vanishes at
the boundary. In principle, a closed system such as this permits only
localized states since all wave functions vanish outside the boundaries
x = ±4ΔX. However, we can to a good approximation associate the states
spread throughout the whole length of the system with the scattering con-
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Figure 7.2. Number density of a particle after an interaction quench from γ = −1 (at-
tractive, panel (a)) and γ = 1 (repulsive, panel (c)) to zero interactions γ = 0.
Panels (b) and (d) show zoomed regions. Note the log scale, and that the
x-coordinate represents position in units of ΔX. Time-dependent densities
are computed using Equation (7.4), while plus symbols indicate the result of
the diagonal ensemble (7.5). The grey line indicates a time-averaged result
of many densities in the interval t ∈ [100, 200], the dashed line indicates the
ground state of the non-interacting system. Figure adapted from Publication
III.
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tinuum of the open system. At a time t = 0 we switch off the interactions
and we study the time evolution of the system according to Equation (7.4).
We can then check explicitly whether the predictions of the diagonal en-
semble are reproduced. The result is shown in Figure 7.2.
The result shows that the diagonal ensemble (7.5) is indeed in very good
agreement with the time average obtained from (7.4), for both attractive
(γ = −1) and repulsive (γ = 1) inter-particle contact interactions. Observe
that the initial state at t = 0 is exponentially localized regardless of the
sign of the interaction3. In the case of attractive interactions, the expo-
nential decay is slightly stronger, as tunnelling is suppressed due to the
negative interaction energy of the particles. Conversely, this makes the
decay weaker for repulsive interactions. There is also a breaking of sym-
metry for repulsive interactions clearly visible in panel (d) of Figure 7.2.
Note, however, that the total density of both particles remains symmetric
– here, the algorithm “chooses” either the “left” or “right”-oriented density
proﬁle for one of the particles.
After the interactions are turned off at t = 0, a wave starts expanding
in both the attractive and repulsive cases, with an identical propagation
speed (numerically we have determined this speed to be approximately
equal to V0ΔX). This propagating wave represents the elements φmn cor-
responding to scattering states. The loss of coherence leading to dephas-
ing is therefore clearly visible over time. After some time, the waves reach
the boundary of the system, from where they will reﬂect. This leads to the
interference pattern visible in the result for t = 10.
After a long time, there is an approximately constant density corre-
sponding to the fraction of particles in scattering states. Let us deﬁne
this density, ηfar = η(x = 2.5ΔX), so that we can associate the fraction
of delocalized particles with the quantity4 Lηfar. In Figure 7.3 we plot
the density obtained from the diagonal ensemble as well as the value of
ηfar. Note how for weak interactions, the delocalized fraction is indepen-
dent from the sign of the interaction, and scales as γ2. In this limit, the
long-time density η(x) also does not depend on the sign of γ. This scaling
behaviour is expected, because in the weakly interacting limit the contact
3In the limit of very strongly repulsive interactions, g → ∞, the situation is not
so clear-cut, but we will not consider this case here.
4As L is increased, the waves behave the same but will be bouncing back and
forth in a larger system, so that ηfar scales as 1/L. In the limit that L → ∞
we obtain an open system, and the waves will propagate outwards indeﬁnitely;
however, the fraction of particles delocalized remains the same.
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depends in exactly the same way on the interactions [28], see also Publi-
cation I. The algebraic behaviour of the delocalized fraction as a function
of interaction is noteworthy, because it shows that even a quench from
small ﬁnite to zero interactions can produce signiﬁcant delocalization.
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Figure 7.3. The long-time density after an interaction quench for two particles interact-
ing through a contact potential, initially trapped in a ﬁnite well of depth
V0 and width ΔX = 1. Panel (a) shows the value of η(x) as computed us-
ing Equation (7.5) for various initial values of the inter-particle interaction
γ, where the dashed line shows the non-interacting single-particle ground
state. Panel (b) shows the value of ηfar = η(x = 2.5ΔX) as a function of the
initial interaction. The diagonal dashed line shows the weakly interacting
limit with a slope κ ≈ 0.31 (see main text), and the horizontal line shows the
expected limit (Lηfar = 1) for inﬁnitely strongly attractive particles. Figure
adapted from Publication III.
At strong interactions, the delocalized fraction Lηfar approaches 1 in the
case of attractive interactions, cf. the divergence of the contact at inﬁnitely
attractive interactions. Meanwhile, for strongly repulsive interactions,
the delocalized fraction approaches a ﬁxed limit smaller than 1, analo-
gous to the saturation of the contact at inﬁnitely repulsive interactions
[28]. The slope in the weakly interacting limit can be deduced from a
simple perturbative calculation. Let us deﬁne this slope according to the
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dimensionless constant κ, which obeys:
ηfar =
κγ2
L
, (7.7)
which is just another way of saying that the delocalized fraction of parti-
cles Lηfar is proportional to γ2 with proportionality constant κ. The occu-
pation probability P for a scattering state with momentum q is now:
Pq =
(gn0)
2
(2Eq − 2E0)2 , (7.8)
where n0 is the density [82]. By integrating over the occupation proba-
bility of all scattering states we obtain the total number of particles in
scattering states Ns:
Ns =
1
2πL
∫
dq Pq =
κγ2
L
. (7.9)
Now if we assume that the dispersion of the scattering states is given by
the free particle dispersion Eq ≈ h¯2q2/2m, E0 ≈ V0 and n0 ≈ 1/ΔX, then
this calculation yields κ ≈ 0.31, which is the same (to these two digits) as
the value obtained by ﬁtting the slope in Figure 7.3b.
7.3.1 The contact tail and ﬁnite-range interactions
Since the one-dimensional two-particle system is sufﬁciently simple, we
can explicitly consider the inﬂuence of the range of the interactions. This
case is of interest, because the zero-range contact potential is obviously
only an approximation and real systems must have more complicated
inter-particle potentials5. We do this by numerically simulating the sys-
tem described by the following Hamiltonian:
H = H0 +Hint =
∑
σ
∫
dxψ†σ(x)
[
− h¯22m d
2
dx2
+ Vext(x)
]
ψσ(x)
+
∫
dxψ†↑(x)ψ
†
↓(x
′)Vint(|x− x′|)ψ↓(x′)ψ↑(x), (7.10)
which is the same as the Hamiltonian considered in the previous section,
except for the interaction term.
We model the inter-particle interactions using a Gaussian potential de-
scribed by:
Vint(|x− x′|) = g
r0
√
2π
exp
(−(x− x′)2
2r20
)
. (7.11)
This potential has the feature that in the limit that the range of the inter-
action r0 → 0 we obtain the contact potential used in the previous section.
5For recent studies of systems with ﬁnite-range interactions, see e.g. [140, 141,
142, 143].
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However, it is not a long-range potential6 in the sense that we can cut off
the interactions beyond some point (we choose 2r0) to a good approxima-
tion.
The high-momentum scattering states are, to a good approximation,
standing waves inside the closed system (see also Publication II), with en-
ergy E = h¯2k2/2m. Therefore, we should expect that the high-momentum
contact tail (2.2) is reﬂected in a 1/E2 ∝ 1/k4 decay of the occupation of
states with ﬁxed energy. We can show this decay by plotting the occu-
pation of the states φnn as a function of the energy of the single-particle
energy En, which we depict in Figure 7.4. We express energies in units
of h¯2/2mΔX2 and the range in units of the ﬁnite well width ΔX. At low
energies, we see some features related to the speciﬁcs of the potential (in
this case, the ﬁnite well), which crosses over to a universal regime. For
zero-range interactions, we obtain the expected 1/E2 scaling of the occu-
pation numbers at all energies beyond this crossover regime. However, for
ﬁnite-range interactions this contact regime breaks down near the energy
scale h¯2/2mr20, and the occupation probability |φnn|2 decreases much more
rapidly than the scaling expected from Tan’s asymptotic momentum dis-
tribution. This breaking down of universal behaviour is consistent with
our treatment in Chapter 2, where we discussed the regime of validity
of Tan’s universal relations with respect to the range of the inter-particle
potential r0.
7.4 Delocalization in a disordered system
We can extend the analysis of the ﬁnite-well case to the case of a disor-
dered potential (for related studies of two particles in disordered systems,
see e.g. [144, 145]). As discussed in Chapter 6, if the disordered potential
has short-range correlations, then there will be a crossover to extended
single-particle states at high energies. Following the analysis in the pre-
vious sections, we should expect an interaction quench from ﬁnite to zero
interactions to lead to delocalization through these single-particle states,
as long as the range of the correlations (sufﬁciently) exceeds the range of
the interactions. Here we will take for the sake of simplicity the range
r0 = 0, so that any non-zero correlation in the disordered potential will
6Examples of long-range potentials are the Coulomb potential and the gravita-
tional potential.
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Figure 7.4. Occupation probability |φnn|2 of both particles occupying the n’th single-
particle eigenstate as a function of the energy En of the n’th state. The
dashed line indicates the result from using zero-range contact interactions.
The top ﬁgure shows the result for attractive (γ = −1) interactions and the
bottom ﬁgure shows repulsive (γ = 1) interactions. Figure adapted from Pub-
lication III.
lead to delocalization. As a reminder, the potentials are then given by:
Vuncorrelated,x = Wx, (7.12)
VGaussian,x =
1√
πσ
∑
y
Wy exp
[−(x− y)2
2σ2
]
, (7.13)
where Wx is a random number7 in the interval [−W/2,W/2] and the extra
factor of
√
2σ is to ensure the amplitude of the peaks and troughs is of the
order of W (otherwise an increased correlation length σ would also reduce
the average difference between the maxima and minima). We therefore
use a Gaussian correlated external potential, not to be confused with the
Gaussian inter-particle potential of section 7.3.1.
In the case of uncorrelated disorder, the Anderson localization length8
can be computed to a good approximation for W ≈ 1 using the following
7We use a pseudorandom number generator in the numerical implementation.
8We deﬁne this length as the maximum localization length, obtained at the band
centre.
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expression [120]:
ξ−1A =
1
2
ln
(
1 +
W 2
16
)
+
4arctan(W/4)
W
− 1. (7.14)
If we perform the interaction quench from ﬁnite to zero interactions for
the uncorrelated case, we should therefore expect the long-time density
to decay exponentially according to the Anderson localization length of
Equation (7.14). This must be the case, since the momentum distribution
(2.2) implies that all the high-momentum states are signiﬁcantly occu-
pied. For the case of correlated disorder, we should expect this decay to
be much weaker, and for sufﬁciently large correlations we can expect a
long-time density η(x) (Equation (7.5)) that is a constant, similar to the
ﬁnite well-case.
We perform numerical simulations in the same way as for the ﬁnite well,
using contact interactions. However, the solution gives us only the coef-
ﬁcients φmn corresponding to one particular realization of the disorder.
Therefore, we take the log-average9 of many such realizations:
〈ψ†↑(x, t)ψ↑(x, t)〉avg = exp
[ 1
N
N∑
i=1
ln
(
〈ψ†↑(x, t)ψ↑(x, t)〉i
)]
, (7.15)
where we take the number of realizations N = 250. In addition, since
for each different realization the maximum density will be at a different
(almost random) site, we consider only the distance from the maximum
density in the direction where the edge of the system is furthest away.
We do this for a system with a number of sites L = 151, and use the
same boundary conditions as before, with a vanishing wave function at
the boundary.
For the strength of the disorder, we pick W = 4. Ideally, we would like
to have as weak a disorder as possible, to prevent the “classical” trap-
ping of particles in the randomly generated wells of the potential. How-
ever, for such weak disorder, the localization length becomes very large,
which becomes increasingly difﬁcult to simulate numerically, as the total
length of the system must be much larger than the localization length in
order to suppress ﬁnite size-effects. Our choice of W yields ξA ≈ 7.6, such
that this condition is adequately fulﬁlled. Nevertheless, the aforemen-
tioned trapping in the wells of the disordered potential now implies that
the lowest (few) single-particle eigenstate(s) occupy the so-called Lifshits
9The log-average is better suited to this problem than the arithmetic average,
because it attaches much less weight to large deviations from the average. In
the limit that N → ∞ both limits give identical results.
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tail [146, 111]. Therefore, the lowest-energy single-particle eigenstate is
strongly localized in the deepest well of the potential, and for sufﬁciently
weak interactions, both particles will remain in the deepest well. How-
ever, this is not a serious issue, because the interaction quench also pop-
ulates the states beyond the Lifshits tail, and it is these states that will
be associated with quench-induced delocalization. We pick a correlation
length σ = 2. Again, it would be better to be able to investigate greater
correlation lengths, so that we have access to many states beyond the
crossover to delocalized states. However, in addition to increasing ﬁnite-
size effects, increasing the correlation length also increases the number of
states in the Lifshits tail. The numerical result is shown in Figure 7.5.
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Figure 7.5. Logarithmic-averaged number density η(x) of two particles a long time after
an interaction quench to g = 0 as computed using Equation (7.5), for both
an uncorrelated (top) and a Gaussian correlated (bottom) external potential.
Values are shown for various initial interaction strengths, σ = 2 and the
number of sites L = 151. The solid black line indicates exponential decay ac-
cording to the localization length as computed using Equation (7.14). Figure
adapted from Publication III.
The result shows that for the uncorrelated case (7.12), the quench in-
deed populates the least localized state with a localization length in good
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agreement with the prediction from theory (7.14). However, since this
result is approximative, a small deviation is to be expected. The result
also indicates the surprising result that the localization length increases
for stronger initial interactions; since the time evolution is determined by
the single-particle states, we would expect the localization length to be
bounded by the single-particle localization length. We have, however, not
been able to verify whether this result is robust to increases in the system
size.
In the case of correlated disorder (7.13), the long-time density shows a
much weaker decay compared to the uncorrelated case, as expected. How-
ever, the density does not approach a constant as it does in the case of the
ﬁnite well. This is because the high-momentum states in the correlated
disorder are not far enough beyond states with energy corresponding to
the correlation length Eσ = h¯2/2mσ2. Such states with energy E  Eσ
cannot be resolved numerically, since this would require σ  1. In fact,
the localization length for Gaussian correlated disorder remains ﬁnite at
all energies, although it diverges exponentially [124].
We can also compute the explicit time dependence of the density after
the quench, which nicely illustrates the mechanism and the time scale
associated with it. This results in a propagating wave much akin to what
we saw in the ﬁnite well-case, shown in Figure 7.6. We express time
t → tW/h¯. Note that delocalization in these units occurs at time scales
of the order t ≈ 1, as it also does in the case of the ﬁnite well. This is
not surprising, given that W is a measure of the depth of the wells. Also
note that there is a slight difference between the prediction of the diago-
nal ensemble and the explicit time dependence. This difference was also
observed using a similar method for a non-interacting wave packet [147].
The initial interacting state at t = 0 is also shown, indicating that it is
indeed strongly localized at a ﬁxed point in space.
It would also be of interest to look at the case where N majority compo-
nent fermions interact with an impurity. We have computed the interac-
tion quench in this case, using the Chevy Ansatz approximation explained
in detail in Section 3.1, and obtained qualitatively similar results (see Fig-
ure 9 in Publication III).
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Figure 7.6. Logarithmic-averaged density of two particles a time t after an interaction
quench to g = 0 as computed using Equation (7.4), for the case of correlated
disorder with σ = 2 and the number of sites L = 151. After the quench, a
wave propagates outward from the lowest well in the disordered potential.
Plus symbols indicate the result for the diagonal ensemble (7.5).
7.5 Some additional thoughts
In this chapter, we have discussed delocalization as a result of an inter-
action quench from a ﬁnite value of the interaction parameter g to g = 0.
What happens in an interaction quench from some value g1 to some other
arbitrary value g2? This question is signiﬁcantly more difﬁcult to answer,
because unlike the case where we quench to the non-interacting system,
we no longer have (easy) access to the full eigenbasis of the post-quench
Hamiltonian. In addition, the post-quench Hamiltonian is, in general,
no longer integrable. This profoundly affects the dynamics, which are
no longer ballistic as in the cases discussed above. Indeed, both an ex-
periment [148] and numerical studies [149, 150, 151, 152] indicate that
transport occurs subdiffusively for a disordered system with ﬁxed inter-
particle interaction strength. This subdiffusive transport also leads to
delocalization, albeit on longer time scales. However, other studies in-
dicate a many-body localized phase that is stable for sufﬁciently small
interactions [153]. The precise nature of this phase, and the connection to
statistical ensembles10, are the subject of current investigation [154, 155].
Consider the situation where we have the interacting system discussed
above, and instead of quenching from g1 to g2 = 0, we quench the interac-
tions to some small value g2  g1, g2  1. Now the post-quench dynamics
10A so-called generalized Gibbs ensemble has been proposed to make the link
between the universal properties of the dynamics in closed quantum systems
and the familiar ensembles of classical statistical mechanics.
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is described [156] by the exact non-interacting Hamiltonian, perturbed by
some small interacting part, say H2. Since the contribution from the in-
teracting part H2 is small, we should expect the non-interacting part to
dominate the immediate post-quench dynamics. Therefore, given a non-
adiabatic interaction quench, I conjecture that the behaviour of the sys-
tem will show initial ballistic expansion, with a crossover to the long-time
behaviour – (sub)diffusive spreading – dominated by the interactions. The
strength of the interactions g2 will determine the time scale at which this
crossover happens, which should go to inﬁnity as g2 → 0.
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8. The BCS-BEC crossover
In the ﬁnal chapter of this thesis, we will deviate a bit off course in or-
thogonal directions and study a three-dimensional system (see Publica-
tion IV). Yet, we will encounter many of the same concepts and tools as
we did in previous chapters, including but not limited to Tan’s contact,
momentum distributions, the T-matrix formalism and strongly interact-
ing systems.
The system we will investigate is the homogeneous, spin-balanced, three-
dimensional Fermi gas interacting through contact interactions, as de-
scribed by the Hamiltonian:
H = −
∑
σ
∫
drψ†σ(r)
h¯2
2m
∇2ψσ(r)
+
1
2
∫
dr
∫
dr′ψ†↑(r)ψ
†
↓(r
′)Vint(r− r′)ψ↓(r′)ψ↑(r).
(8.1)
Here ψ(†)σ destroys (creates) a particle at (now three-dimensional) position
r with generalized spin σ ∈ {↑, ↓}, and Vint indicates the inter-particle
potential as before. In this case, we can no longer use the delta func-
tion potential to describe short-range interactions, because this potential
suffers from an ultraviolet divergence. Instead, we use the following pseu-
dopotential:
Vint(r) = gδ(r)
d
dr
(
r ·
)
, (8.2)
where g = 4πh¯2a/m and a denotes the three-dimensional scattering length1.
This system can exist in various phases depending on the temperature
and the sign and magnitude of the inter-particle interactions. At zero
temperature and for weakly attractive interactions, the system is found in
a superﬂuid phase as described by the Bardeen-Cooper-Schrieffer (BCS)
theory [2]. Here the fermions form pairs of opposite momentum called
1The relation between the three- and one-dimensional scattering length is de-
tailed in Ref. [38].
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Cooper pairs. These pairs condense, creating a superﬂuid. At a certain
temperature, the critical temperature Tc, the pairs are broken and the sys-
tem is no longer superﬂuid. This phase has the rather boring name nor-
mal phase, in which case Fermi liquid theory works rather well [157, 158].
If the attraction between fermions is very strong (and at low tempera-
tures), the fermions form tightly bound “point-like” bosonic pairs. These
pairs are themselves weakly repulsively interacting, and can condense
and form a Bose-Einstein condensate (BEC). The intermediate regime of
strong interactions (attractive or repulsive) is called the unitary regime,
where the size of the pairs is comparable to the inter-particle distance.
In this regime, no obvious perturbative parameter exists to describe the
interactions, so that more elaborate theoretical approaches are required.
Since we are then in between the regimes where the BCS limit is valid
and the one where the BEC limit holds, the regime of strong interactions
is also called the BCS-BEC crossover [159, 160].
8.1 Properties of a Fermi liquid
The Fermi liquid brieﬂy mentioned in the introduction to this chapter has
some remarkably simple properties. It is very much like a non-interacting
Fermi gas, in the sense that its momentum distribution has a step at
the Fermi surface. The Fermi surface itself does not change for a Fermi
liquid (for a ﬁxed density), as guaranteed through Luttinger’s theorem
[161, 162]. However, the step is no longer of magnitude 1, but has some
smaller size, called the quasiparticle weight Z, as schematically depicted
in Figure 8.1. The elementary excitations of a Fermi liquid are long-lived
quasiparticles with a dispersion relation similar to non-interacting parti-
cles, but with an effective mass dressed by the interactions between the
particles.
8.2 The unitary Fermi gas
The unitary Fermi gas is a strongly interacting Fermi gas at the BCS-
BEC crossover. This state is difﬁcult to describe, because a perturbative
expansion in the interaction parameter kFa is likely to fail as kFa → ∞.
On the other hand, since the scattering length diverges and no longer is
a relevant length scale, the only remaining length scale in the system is
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Figure 8.1. Schematic depiction of the zero-temperature momentum distribution of a
Fermi liquid (dashed line), compared to a non-interacting Fermi gas (solid
line). The momentum distribution for a Fermi liquid has a step of size Z, the
quasiparticle weight, at the Fermi surface.
the inverse Fermi momentum k−1F . Therefore, the properties of strongly
interacting Fermi gases are universal and depend only on the density (or
equivalently, kF ) and the temperature. This makes the controlled environ-
ment of quantum gases particularly attractive to study the unitary Fermi
gas [157, 40].
One topic of discussion is the nature of the Fermi liquid at and near uni-
tarity. At zero temperature, it is found in the superﬂuid phase, which has
a critical temperature of roughly Tc ≈ 0.2TF , where TF is the Fermi tem-
perature. Above the critical temperature, a pseudogap phase has been
proposed [163, 164, 165], which still exhibits Cooper pairing above Tc
that gradually becomes weaker until Fermi liquid behaviour is obtained
at some higher temperature. In a recent experiment at JILA [166], the
disappearance of Fermi liquid properties slightly on the repulsive side of
the crossover was reported. This disappearance was measured through
the vanishing of the quasiparticle weight Z.
A convenient experimental tool for studying strongly interacting Fermi
gases is spectroscopy, which comes in various forms, e.g. (momentum-
resolved) radio-frequency spectroscopy and Bragg spectroscopy. We will
not discuss the details of these methods in this work and refer to Refs.
[167, 168, 169, 170] for various examples of applications and theoret-
ical descriptions. It is worthwhile to note that the contact parameter
discussed in Chapter 2 can be directly measured using rf spectroscopy
[40, 42, 36].
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8.3 Brueckner-Goldstone theory
In this chapter, we will use the Brueckner-Goldstone theory [171, 172]
previously mainly applied to the study of 3He. The main idea of the theory
is to solve the Dyson equation (see Section 3.2.2) using an approximative
method. The Dyson equation for either of the two components (they are
the same in the spin-balanced case) is given by:
G(k, ω)−1 = G0(k, ω)−1 − Σ(k, ω). (8.3)
We will consider the self-energy “on the energy shell” only, deﬁning the
Brueckner-Goldstone self-energy:
ΣBG(k) = Σ(k, k +ΣBG(k)), (8.4)
where k = h¯2k2/2m is the kinetic energy of a particle. The dressed
Green’s function takes a particularly simple form in this picture, even
at ﬁnite temperature:
GBG(k, ω) =
nk
ω − k − ΣBG(k)− iη
+
1− nk
ω − k − ΣBG(k) + iη
, (8.5)
where nk is the non-interacting momentum distribution. This approach
boils down to neglecting pairing between the fermions, since the pairing
branch is located near ω = −k. Therefore, the current approach can be
regarded as valid only when pairing is not important (such as in the case
of a Fermi liquid). The breakdown of the theory can then be associated
with the increasing importance of (superﬂuid or pseudogap) pairing.
We will seek to obtain various quantities through the Brueckner-Goldstone
theory: momentum distributions, Tan’s contact, the Hartree self-energy
and (momentum-resolved) radio-frequency spectra. However, as indicated
in Equation (8.5), the standard Brueckner-Goldstone theory actually does
not change the momentum distribution. We will therefore extend it using
a ﬁrst order perturbative approximation to the Dyson equation:
G(k, ω) ≈ GBG(k, ω) +GBG(k, ω)
[
Σ(k, ω)−ΣBG(k)
]
GBG(k, ω) =: Gpert(k, ω).
(8.6)
Here we determine Σ(k, ω) using the ladder approximation:
Σ↑(K) =
∫
dP
i(2π)4
Γ(K + P )G↓(P ), (8.7)
where Γ(K + P ) is the many-body T-matrix (see section 3.2.4 and the dis-
cussion for the three-dimensional case in Ref. [82]).
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8.4 Numerical results
In this section, we will discuss the predictions of the perturbative BG
theory through numerical calculations of various observables.
8.4.1 Momentum distribution
The perturbative extension to the Brueckner-Goldstone theory outlined
above yields momentum distributions that behave appropriately in vari-
ous limits. In particular, we obtain the correct 1/k4-asymptote in the limit
that k → ∞, in contrast to for example BCS theory. The result is depicted
in Figure 8.2. Note how the low-momentum states are slightly depleted
in the strongly interacting case, as a result of number conservation.
0
0.2
0.4
0.6
0.8
1
0 0.5 1 1.5 2 2.5 3 3.5 4
O
cc
u
p
a
ti
o
n
n
u
m
b
er
n
(k
)
Momentum k/kF
1e-05
0.0001
0.001
0.01
0.1
1
1 10
unitarity
kFa = −2
kFa = −1
non-interacting
0.115/k4-ﬁt
Figure 8.2. Momentum distribution as predicted using the perturbative extension to BG
theory (8.6) for various values of the interaction strength kF a at a tempera-
ture T = 0.2TF . For comparison, the non-interacting case at this temperature
is also shown. Inset: high-momentum asymptote of the momentum distribu-
tion (note the log scale). Figure adapted from Publication IV.
8.4.2 Quasiparticle weight
Another quantity of interest is the quasiparticle weight Z (see Figure 8.1).
As shown, in the zero-temperature limit, Z is simply deﬁned as the size
of the step. However, at ﬁnite temperatures, the momentum distributions
are broadened, so that there is no longer a discontinuity. Not wanting to
abandon the concept of the quasiparticle weight, we introduce an alter-
native deﬁnition, which corresponds to Z in the zero-temperature limit.
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Deﬁne the deviation from the non-interacting momentum distribution nk
at a ﬁxed temperature: δnk = n(k) − nk, where n(k) is the momentum
distribution obtained using BG theory. The quasiparticle weight is now
deﬁned using:
Z = 1− δnmax + δnmin, (8.8)
where δnmax and δnmin are the maximum and minimum deviation from nk
respectively. The result is shown in Figure 8.3.
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Figure 8.3. Quasiparticle weight as a function of the inverse interaction strength 1/kF a
for T = 0.2TF and T = 0.03TF . For comparison, the analytical result in the
weakly attractively interacting limit [88] is also shown. Figure adapted from
Publication IV.
The quasiparticle weight according to the deﬁnition above vanishes slightly
on the repulsive side of the crossover (for T = 0.2TF ), in good agreement
with the experiment [166], although a different deﬁnition of Z was used
in the analysis of the experiment. Although the theory should not be
fully trusted below the superﬂuid transition temperature, we also show
the result for T = 0.03TF , which shows a vanishing quasiparticle weight
at smaller values of 1/kFa, suggesting that the precise point at which
the Fermi liquid description breaks down is temperature dependent. In
addition, on the weakly repulsive side, we ﬁnd good agreement at low
temperatures with the analytical zero-temperature result [88]:
Zweak = 1− 43π2 (kFa)
2. (8.9)
In Ref. [158] it was reported that Fermi liquid behaviour is recovered
throughout the crossover. However, this study also indicates that this
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only applies to the coherent part of the excitation spectrum. It is precisely
this coherent part that vanishes when the quasiparticle weight Z goes to
zero, so the difference between Refs. [158] and [166] is primarily one of
emphasis.
8.4.3 Contact
The extended BG theory also yields the contact (see Chapter 2). We dis-
play the result in Figure 8.4, where we also compare our predictions to the
measured contact [42]. In the weakly interacting limit, we also ﬁnd good
agreement with the exact result [87]. This is a marked improvement over
BCS theory, which anomalously predicts a contact that decays exponen-
tially for decreasing kFa. Meanwhile, we ﬁnd excellent agreement with
previous results for the high-temperature limit [34] at unitarity using a
virial expansion, with the (normalized) contact given by:
C
NkF
= 3π
( T
TF
)2
z2, (8.10)
where z = e−μ/kBT is the fugacity, and μ is the chemical potential. This re-
sult can be obtained through converting Eq. (3.21) to the continuum limit
and replacing the momentum distributions by the Maxwell-Boltzmann
distribution.
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Figure adapted from Publication IV.
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9. Conclusions and Outlook
In this thesis, we have discussed various seemingly disconnected systems.
However, through Tan’s universal relations, we can ﬁnd common themes
in all of these systems, demonstrating the power of these relations.
In the highly polarized one-dimensional case (the Fermi polaron), we
compute Tan’s contact exactly at zero temperature, and use the T-matrix
formalism to extend the analysis to ﬁnite temperature. At very high tem-
peratures, the contact approaches a constant value, unlike in the higher-
dimensional case, where the contact decays to zero as the temperature
T → ∞. For the case where an external trap is present, we extend Chevy’s
variational method to systems with an arbitrary external trap and arbi-
trary inter-particle interactions. This analysis shows that lattice mod-
els tend to neglect the physics related to the high-momentum asymptote,
showing that one must be cautious when employing lattice models, as one
might neglect some essential physics in the problem.
Extending this latter idea further, we have shown that the short-range
correlations neglected in the Anderson model of disorder lead to essen-
tially different physics if we instantaneously switch off (quench) the inter-
particle interactions. In the case where spatial correlations are present in
the disordered potential, Tan’s relations guarantee the signiﬁcant popu-
lation of high-energy delocalized states, leading to delocalization after the
interaction quench, dubbed quench-induced delocalization.
For the three-dimensional case, we extend the Brueckner-Goldstone the-
ory, adding a perturbative extension that correctly reproduces the ex-
pected high-momentum asymptote in the momentum distribution. Fur-
thermore, this theory reproduces the experimental result that the Fermi
liquid description breaks down slightly on the repulsive side of the crossover
from the Bardeen-Cooper-Schrieffer limit of weak attraction to the Bose-
Einstein condensation limit of pairs of fermions.
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Conclusions and Outlook
The work in this thesis provides a starting point for further investiga-
tion. One interesting avenue is to consider the interacting dynamics of
polarized and few-body systems. This allows the investigation of non-
equilibrium properties and phenomena such as metastable states. A pos-
sible scenario involves the dynamical response of an impurity due to a
collision with a many-body system, complementing studies of an impurity
in a lattice system such as in Ref. [106].
Disordered systems are currently also under investigation, especially in
connection to the predicted many-body localized phase [153], which was
recently claimed to be found in an experiment [173]. It would be of inter-
est to extend the investigation considered in this thesis to the interacting
dynamics of disordered quantum gases in the continuum to further our
understanding of disordered, interacting systems.
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Publication I
Corrected a misprint in the title of the supplementary material.
Publication III
Figures 3 and 4 should be reversed. The caption of Figure 3 applies to the
image in Figure 4 and vice versa.
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