Discrete-time modelling strategies of analogue Moog sawtooth oscillator waveforms are presented. Two alternative approaches suitable for real-time implementation are proposed, one modelling the analogue waveform in time domain using phase distortion synthesis and another matching the spectrum of an existing antialiasing sawtooth oscillator to the corresponding analogue spectrum using a first-order IIR post-equalising filter. A parameter estimation procedure for both approaches is explained and performed. Performance evaluation using polynomial fits for the estimated parameters is carried out, and good matches between the model outputs and recorded waveforms are obtained. The best match of the tested algorithms is produced by the phase distortion model and by post-equalising the fourth-order B-spline bandlimited step function sawtooth oscillator.
Introduction
Discrete-time modelling of analogue sound processing units has recently become an active research topic. In addition to the academic interest in the topic, music software companies are continuously creating new plugins and applications that emulate old analogue devices. One of the largest focuses for the research on this topic is the emulation of the subtractive sound synthesis principle of the early electronic synthesisers of 1960s and 1970s. In those synthesisers, a spectrally rich source signal, traditionally one or a sum of several function generator waveforms, such as the sawtooth, the rectangular, and the triangle waveform [1] , is filtered with a time-varying and typically resonant lowpass filter.
Due to the modular structure of the analogue synthesisers, the digital emulation of the modules has been split into separate research topics [2] . For the filter module, several models especially for the popular Moog transistor-based voltage-controlled ladder filter [3] have been suggested. These models range from approximative linear circuitbased models [4, 5] to models that take into account the nonlinearities characterising the filter sound [6] [7] [8] and to models that use a Volterra series representation of the inputoutput relationship of the filter [9, 10] . Models for another popular synthesiser filter, the diode-based EMS VCS3 filter, have also been suggested [11, 12] . Recently, Huovilainen developed a nonlinear digital model for the second-order resonant lowpass filter that appeared in the Korg MS-20 analogue synthesiser [13] .
Whereas the filter models have been based on the behaviour of the analogue circuit, the research on the oscillators has mainly focused on creating bandlimited algorithms that imitate the geometric textbook waveforms (see, e.g., [14] [15] [16] for complete list of references). This focus has been justified by the fact that the traditional, trivially sampled, algorithms used to implement the oscillators suffer from harsh aliasing, caused by the discontinuities in the waveform or in the waveform derivative [17] .
It has been noted that the output of an analogue oscillator module differs from the respective textbook waveform [18, 19] . Moreover, they also sound different with the analogue oscillators being less harsh than the textbook waveforms. Figure 1 illustrates this mismatch between the textbook sawtooth waveform and the output of an analogue sawtooth oscillator recorded from a Minimoog Voyager [20] synthesiser's oscillator module (see [21] for the original module circuit design used in its predecessor models) having the fundamental frequency f 0 = 220.62 Hz. A sampling 2 EURASIP Journal on Advances in Signal Processing frequency f s = 44.1 kHz was used for the recording. In this case, the textbook sawtooth waveform is a signal containing all harmonics whose amplitudes are inversely proportional to the harmonic index. The recorded waveform does look like the textbook waveform but the rising part of the oscillation period is not linear (see Figure 1(a) ). In fact, the rising part in general resembles more a sinusoid than a linear function but not immediately after the waveform reset. The difference can also be seen in the waveform spectrum depicted in Figure 1(b) where the approximately −6 dB per octave spectral envelope of the textbook sawtooth is plotted with a dashed line for comparison.
Furthermore, the difference between the textbook waveform and the analogue oscillator output depends on the fundamental frequency. This can be seen in Figure 2 where the waveform and the spectrum of the Minimoog Voyager sawtooth output are plotted for f 0 = 2.096 kHz. There are small differences in the waveforms (compare Figures 1(a) and 2(a)), but the differences can be seen more clearly in the spectrum plot. The higher harmonics of the high f 0 sawtooth (crosses in Figure 2 (b)) are lower in magnitude than the respective harmonics of the low f 0 waveform (circles in Figure 2 (b), scaled in frequency). Moreover, the spectral envelope differs from the low f 0 envelope (dash-dotted line in Figure 2 (b), shifted in magnitude so that the 0 dB level is at the fundamental frequency 2.096 kHz).
So far, only two papers have dealt with the topic of discrete-time modelling of an analogue audio oscillator module. De Sanctis and Sarti derived a wave-digital filter model for an astable multivibrator circuit in [22] . The astable multivibrator discussed in [22] is based on operational amplifiers whereas analogue synthesisers utilise discrete components in their oscillator circuits more often. The only model for the output waveform of such a circuit was proposed in [19] . This introduced an ad-hoc Moog oscillator model consisting of a scaled and shifted quarter of a sine wave starting from −1 and was reset once the waveform reached +1. In other words, the model uses a part of a sine wave whose frequency one fourth of the target f 0 . However, the rapid transition of this simplified model results in large aliasing as in the case of trivial sampling. A modification to the model that utilises a second-order polynomial correction function approximating a bandlimited step function [14] at the waveform reset was also suggested in [19] . With this modification the aliasing was greatly reduced. It should be noted that the model proposed in [19] was actually an example of the waveslicing technique discussed in that paper and that the example happens to produce a waveform similar to the Moog sawtooth oscillator.
In this paper, alternative f 0 -dependent approaches to simulate the Moog sawtooth oscillator are proposed. A set of recorded sawtooth waveforms from the Minimoog Voyager [20] is used as a reference. The reference signals were recorded directly from the oscillator module output without feeding them through the filter module using an M-Audio Quattro audio interface with sampling frequency 44100 KHz and resolution of 16 bits. Two novel discrete-time modelling strategies well suited for real-time implementation are proposed. The proposed strategies are based on signal modelling that tries to mimic the recorded waveform by synthesising a signal that has similar signal characteristics. This signalbased approach enables the use of readily available tools in the synthesis, and it avoids design-dependent issues, for example, the discretisation method and delay-free loops, present in circuit-based modelling.
The remainder of this paper is organised as follows. First, Section 2 introduces direct waveform modelling using phase distortion synthesis. Then, a more general postprocessing equalising filter approach for existing antialiasing oscillator algorithms is presented in Section 3. The methods are evaluated by determining their spectral error from the reference signals. Finally, Section 4 concludes the paper.
Waveform-Based Modelling Using Phase Distortion Synthesis
The first discrete-time model of the Moog sawtooth waveform oscillator proposed here is based on direct time-domain modelling of the target waveform using phase distortion (PD) synthesis [23] [24] [25] [26] . In PD synthesis, the normally linear f 0 -dependent phase trajectory φ lin (t) of a sinusoid is modified with a nonlinear shaping function f (x), that is, the phase distorted sinusoid is given by
where t is time and φ 0 is the initial phase. This approach is effectively the same as phase (or frequency) modulation as the phase shaping function can be decomposed into a linear part and a time-varying component [24] [25] [26] as
where φ mod (t) is the time-varying component. For the PD sawtooth waveform originally described in [23] , φ 0 = −π/2 and φ mod (t) is given as a skewed sawtooth (triangular) function expressed as
where P ∈ [0, 1] is the fraction of the period during which the sawtooth function is rising [24, 25] . Applying (2) and (3) to (1) yields
which produces a waveform that resembles the sawtooth waveform. With P < .5, the maximum of the waveform is closer to the beginning of oscillation period, and when P > .5, the maximum is closer to the end of the period. With P = .5, the modulation function φ mod,saw (t) does not have any effect since it will be zero at all time instants. The model proposed in [19] can be understood as a special case of the PD synthesis model described above. That model has the PD model parameters φ 0 = 0 and φ mod (t) = −7πt/4 + Δ(t), where Δ(t) is an impulse-trainlike function that modifies the phase of the two samples around the waveform reset. The difference between the model of [19] and the general PD model discussed in this paper is demonstrated in Figure 3 , where the phase-shaping functions of the two models are plotted.
Model Parameter Estimation.
In order to produce PD sawtooth waveforms that resemble the Moog sawtooth waveform, the model parameter P must be fitted to produce replicas of the target waveforms that are as close as possible. The model parameter can be estimated from the phase trajectory of the reset portion of a recorded waveform. Since the recorded waveforms have their maxima close to the end of the oscillation period (see Figures 1(a) and 2(a) ), the phase trajectory of the reset portion can be approximated to be linear as given by these phase data points, a linear fit can be computed, and from the coefficients of the fit an estimate for P is obtained using the relations given in (5) . In order to improve the estimate, this procedure can be carried out for several reset parts, and the mean of these estimates can be used as the model parameter for that fundamental frequency. Using the approach described above, the model parameter P was estimated from five reset parts of 47 recorded Moog sawtooth waveforms having different f 0 in the range from 86 Hz to 8.3 kHz. The estimated model parameter data as a function of the fundamental frequency is shown in Figure 4 with plus signs. The data shows a clear dependency on f 0 , being close to one at low frequencies and the estimated P decreases as the fundamental frequency increases. In order to analyse the dependency, low-order polynomial fits for the estimated data in the least-squares sense were sought. In Figure 4 (a), a first-order fit of the estimated data is plotted using the whole data set, and a second-order fit is plotted in Figure 4 (b). Both low-order polynomials generally provide a good match to the estimated P, but at low fundamental frequencies, which are more common in musical signals, the first-order fit differs from the estimated data more than the second-order fit. A first-order fit was also made only for the estimated data points below 4 kHz. This linear fit, given by
is plotted in Figure 4 (c), showing an excellent match at low frequencies while producing smaller P values than the estimated data at high frequencies.
When the polynomial approximation is used, the f 0 -dependent model parameter P can be computed directly from the fundamental frequency with a lower computational cost and memory consumption than in the case where the estimated parameter values are tabulated. In the table-based parameter computation, the real-time control of the model parameter is not as trivial as with the polynomial approximation when the fundamental frequency is modulated with a low frequency oscillator or an envelope. In that case, the time-varying fundamental frequency needs to be mapped to a table index using a nonlinear function which is computationally more costly than the evaluation of a low-order polynomial that utilises the fundamental frequency value per se. Furthermore, the table-based approach consumes more memory than a polynomial approximation that has only a few constant coefficients which do not need to be tabulated at all. On the other hand, the deviation of the linear approximation of (6) from the estimated parameter values at high fundamental frequencies is in fact advantageous due to lowered aliasing. The farther P is from .5, the faster the waveform reset is and the more aliasing the PD sawtooth will contain. PD model provides a faithful imitation of the recorded signal, differing mainly at very high frequencies. Some aliasing can be seen in Figure 5 (b), but it is mainly at high frequencies where human hearing is less sensitive [27] . Figure 5 (c) shows the harmonic magnitude error, that is, the difference between the model output harmonic magnitudes and the magnitude of the recorded harmonics, for harmonic frequencies below 15 kHz. The harmonic magnitude error above 15 kHz is not of great interest because human hearing is very insensitive above this frequency [27] . As one can see, the harmonic magnitude error below 15 kHz is within a few decibels at all harmonics. Figure 6 shows the match of the PD synthesis model to the recorded Moog sawtooth oscillator with f 0 = 2.096 kHz using the estimated model parameter. The waveform and the spectrum in Figures 6(a) and 6(b) show a larger mismatch to the recorded waveform than in the case of low f 0 (see Figures 5(a) and 5(b) ). The harmonic magnitude error, shown in Figure 6 (c), is slightly larger than in the low f 0 example (see Figure 5(c) ). Moreover, the output of the high f 0 PD model contains more aliasing than the low f 0 model, as one could expect. However, the aliasing in this example case is focused close to the harmonics, and it is inaudible due to the frequency masking phenomenon [27] . It should be noted that this focusing of aliasing close to the harmonic components is not characteristic to all fundamental frequencies, and hence conclusions on the audibility of aliasing at arbitrary fundamental frequencies should not be drawn from this example.
Model Evaluation.
From Figures 5 and 6 , one can conclude that the harmonic magnitude error depends on the fundamental frequency. In order to evaluate this, the error of the harmonic components below 15 kHz was computed for the fundamental frequencies used in the PD model parameter estimation and the evaluation results are shown in Figure 7 . In Figure 7 (a), the root mean squared error (RMSE) of the PD model is plotted for all tested fundamental frequencies with a solid line for the linear approximation of (6) . In addition, the RMSE of the PD model using the estimated model parameter values is plotted with crosses for comparison in Figure 7 (a). It can be noted that the polynomial approximation of the model parameter produces an error comparable to the error obtained with the estimated values, and hence the use of the polynomial approximation of P provides accuracy-wise as a good match as the tabulated estimates to the recorded waveform. The RMSE of the PD model is small (around −50 dB) at low fundamental frequencies and becomes larger when f 0 is increased.
However, since the RMSE is a measure of the averaged error at the harmonic components, it may ignore possibly large errors of individual harmonics. In order to evaluate this aspect too, the maximum absolute harmonic magnitude error was also computed for the harmonics below 15 kHz. Figure 7 (b) shows the maximum harmonic error of the PD model as a function of the fundamental frequency with a solid line for the polynomial approximation of the model parameter and with crosses for the estimated P values. Now, the PD oscillator that uses the polynomial approximation of the model parameter produces a very large error at low fundamental frequencies, whereas the estimated parameter values yield a smaller maximum absolute harmonic magnitude error. However, above 150 Hz, the polynomial approximation yields an error that is comparable to the estimated values, being within a few decibels. At low fundamental frequencies, the large error of the polynomial approximation oscillator is produced by one of the highest harmonics in the tested bandwidth. This happens because P is very close to one at low frequencies (see (6) ) which effectively results in a faster waveform reset and increased high-frequency content. Since the spectral envelope of the Moog sawtooth clearly differs from the spectral envelope of the textbook sawtooth (see Figures 1 and 2) , the model produces larger harmonic magnitude error at one of the highest harmonics. However, since the waveform has many harmonics at low fundamental frequencies, the averaging process of the RMSE measure decreases the significance of these large individual errors.
On the other hand, it would be advantageous to use a single model parameter at all fundamental frequencies as it would alleviate the computation of the PD model parameter value from the synthesis control data (namely f 0 in this case). However, as indicated with circles in Figure 7 , the PD sawtooth that uses a single parameter estimated for f 0 = 524 Hz at all frequencies has larger RMSE and maximum absolute harmonic magnitude error than the polynomialbased oscillator, except in the frequency range from 250 Hz to 400 Hz. Therefore, the model parameter needs to be f 0 -dependent, and the best match to the reference waveforms with the lowest possible computational cost is obtained by using the linear approximation of (6) of the PD model parameter P. Figure 7 also shows the corresponding RMSE and maximum absolute harmonic magnitude error for the resetcorrected model of [19] with dashed lines. As one can observe, the RMSE of this model is worse than that of the proposed PD model. However, the maximum harmonic error is approximately comparable to the error of the PD model proposed here. At very low frequencies, where the maximum harmonic error of the PD model is large, the resetcorrected model of [19] has lower error, but above 150 Hz the error is at least as large as that of the PD model.
From Figures 5, 6 , and 7 it can be concluded that the PD model that uses the polynomial approximation of the model parameter can be used to produce waveforms that match well to the recorded Moog sawtooth oscillator waveforms. However, the accuracy of the model depends on the fundamental frequency as with some frequencies the model produces an excellent match, while with other frequencies the match is slightly poorer. Nevertheless, the PD model with the polynomial approximation of the f 0 -dependent parameter P produces a good match to the target using a simplified and efficient control.
Post-Equalisation of Antialiasing Oscillator Outputs
Whereas the phase distortion model discussed in Section 2 was based on time-domain modelling of the Moog sawtooth oscillator waveform, the second model proposed here is based on frequency-domain matching. This approach uses an existing antialiasing sawtooth oscillator algorithm, which models the ideally bandlimited sawtooth and filters the output of that algorithm with a low-order filter to produce a spectrum that is a close replica of the spectrum of the recorded signal. In other words, this model is a sourcefilter approach whose filter modifies the spectrum of the antialiasing oscillator towards the spectrum of the analogue oscillator module.
Antialiasing Oscillator Used as the Source.
Here, five different antialiasing oscillator algorithms are considered. These oscillator algorithms are chosen to represent a variety of currently available approaches, and they are briefly reviewed next.
Ideally Bandlimited Sawtooth
Oscillator. As the first approach, an ideally bandlimited oscillator algorithm is considered. This approach produces only the harmonics below the Nyquist limit, the number of which is given by K = f s /(2 f 0 ) with x denoting the floor function, that is, rounding to the integer part. The ideally bandlimited sawtooth waveform is then given as
where n is the sample index, which is obtained by taking the K first terms from the Fourier series representation of the continuous-time sawtooth waveform. There are a few alternative approaches to synthesise the ideally bandlimited sawtooth, the most familiar ones being additive [28] and wavetable [29] synthesis.
Third-Order B-Spline Polynomial BLIT Sawtooth Oscillator.
The second algorithm considered here is the thirdorder B-spline polynomial bandlimited impulse train (BLIT) algorithm [15] . The idea in the BLIT algorithm is to generate a sequence of bandlimited impulses that is then integrated to produce the bandlimited waveform [30] . Since the ideal bandlimited impulse is the well-known sinc function which is infinitely long [30] , it is approximated in practical realisations, resulting in an approximately bandlimited impulse which has aliasing mainly at high frequencies. The thirdorder B-spline BLIT algorithm uses the third-order B-spline basis function as the approximation of the bandlimited impulse [15] . The basis function is synthesised with a thirdorder FIR filter given by
where d is the fractional delay from the discontinuity to the sample following it and b 3 (k, d), k = 0, 1, 2, 3 are the filter coefficients as a function of d as given in Table 1 . Note that these coefficients differ from those given in [15] due to the fact that here the impulse needs to be multiplied by −2 in order to get the desired waveform reset. This filter is triggered at each discontinuity according to the delay the impulse needs to be shifted in time. By integrating the resulting impulse train, an approximation of the bandlimited sawtooth waveform is obtained. In this paper, a second-order leaky integrator, expressed as [31] 
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is used. This integrator suppresses the DC component which would otherwise have to be added to every sample of the impulse train.
Fourth-Order B-Spline Polynomial BLEP Sawtooth
Oscillator. As the third algorithm, an extension of the thirdorder B-spline BLIT algorithm, the fourth-order B-spline polynomial bandlimited step function (BLEP) algorithm [32] , is used. In the BLEP algorithm, the integration required by the BLIT algorithm (see above) is performed beforehand [31] . Integrating the bandlimited impulse yields an approximation of a bandlimited step function, a bandlimited representation of a waveform discontinuity [31] . As the ideal bandlimited impulse, the sinc function, is infinitely long, so is the ideal bandlimited step function [32] . Therefore, for practical realisations an approximation of the ideal bandlimited step function needs to be computed. In the fourth-order B-spline BLEP algorithm, the third-order Bspline basis function is analytically integrated with respect to time [32] and a fourth-order polynomial approximation of the ideal step function is obtained. Typically the resulting function is not applied as is, instead the difference between the bandlimited step function and the nonbandlimited step function is added onto the trivial nonbandlimited waveform at each discontinuity [14, 33] . That is, the impulse response of a third-order FIR filter given by
where B 4 (k, d), k = 0, 1, 2, 3 are the fourth-order B-spline polynomial BLEP filter coefficients as a function of the fractional delay as given in Table 2 , is summed onto the output of the trivial sawtooth oscillator at each discontinuity as a correction function [32] . Again, the coefficients of the filter given in [32] are scaled by −2.
Second-and Fourth-Order DPW Sawtooth Oscillators.
The remaining two approaches are two cases of the differentiated polynomial waveform (DPW) algorithm [16] . In DPW, the basic idea is to reduce the aliasing of a sawtooth waveform by modifying the spectral tilt of the signal to be sampled [16, 34] . In practice this is implemented by integrating the linear ramp function of the sawtooth waveform. Each integration reduces the spectral envelope by approximately −6 dB per octave, for example, the first integral of the linear ramp, that is, a parabola, has an approximately −12 dB per octave spectral envelope compared to the approximately −6 dB 
per octave envelope of the linear ramp [16] . Sampling this tilted waveform suppresses the aliasing. Now, the sampled polynomial waveform, which can be computed in advance, needs to be differentiated to retain the original spectral envelope of the sawtooth waveform [16, 34] . The number of required differentiators is equal to the number of integration steps performed, that is, if the polynomial waveform to be sampled is the N th integral of the linear ramp, the resulting signal needs to be differentiated N times in order to obtain the sawtooth waveform [16] .
Here, we consider the second-order DPW algorithm which samples the square of the trivial sawtooth waveform s(t),
and filters it with the first-order differentiator [34] ,
and the fourth-order DPW algorithm which samples a fourth-order polynomial
and filters it with a cascade of three first-order differentiators [16] . In addition, both approaches need a post-scaling operation that retains the waveform amplitude suppressed by the nonideal differentiation [16, 34] .
Note on the Ideally Bandlimited Sawtooth Oscillator.
It should be noted that the ideally bandlimited approach could be used to synthesise the analogue sawtooth directly using the levels and phases of the analogue waveform harmonics.
With the other approaches discussed in this paper this is not possible directly since they have spectra that are characteristic to the algorithm and not controllable. Here, the ideally bandlimited oscillator that has exactly the levels of the textbook sawtooth is used as a reference example of an oscillator that synthesises the bandlimited textbook sawtooth perfectly. In this paper, the ideally bandlimited oscillator is implemented using additive synthesis. However, note that since the computational cost of additive synthesis oscillator is considered large (inversely proportional to the fundamental frequency), it limits both the polyphony and the computing power available for other tasks such as filtering and effects processing. Therefore, it is not suitable for real-time implementation in general. 
Filter
Estimation. The oscillator algorithms described above obviously have a spectral envelope that differs from the spectral envelope of the Moog sawtooth oscillator. In order to modify the envelope of an oscillator to match the target envelope, the oscillator output is filtered with a loworder filter. For the filter estimation, a frequency-weighted least-squares minimisation of the magnitude response error at the waveform harmonic frequencies was performed [35] . As the frequency-weighting function, a piecewise constant function which has unity weight for all the other harmonic components except the nine lowest harmonics, which had a weight of 10, and the fundamental frequency, which had a weight of 100, was used. With this weighting function, the first ten components, which contribute quite a lot to the timbral perception, are emphasised.
A first-order IIR filter given by
was considered as the post-equalising filter due to its simplicity. The parameters g, b, and a, the gain factor, the filter zero, and the filter pole, respectively, of H eq (z) were estimated from the recorded data using the approach described above. The estimated filter parameters for the ideally bandlimited oscillator are shown in Figure 8 with plus signs. Again, the filter parameter exhibits dependency on the fundamental frequency. The gain factor g (see Figure 8(a)) shows an approximately linear dependency on f 0 , and the filter zero b and pole a show approximately quadratic dependency (see Figures 8(b) and 8(c), resp. ). For the estimated data, a firstorder fit for the gain factor and second-order fits for the filter zero and pole were computed in the least-squares sense. These approximations are also shown in Figure 8 with solid lines. As one can observe, they provide a good match to the estimated parameter data. These parameter fits, expressed as
where c i is the ith fit coefficient, can be used to control the filter parameters as a function of f 0 . The fitted coefficient values for the ideally bandlimited oscillator are given in Table 3 . For the other oscillator approaches, similar relationships between the fundamental frequency and the filter parameters were found. This is indicated in Figure 9 for the thirdorder B-spline BLIT and the fourth-order B-spline BLEP sawtooth oscillators and in Figure 10 for the second-order DPW and the fourth-order DPW sawtooth oscillators. The respective polynomial filter parameter fit coefficients are given in Table 4 . Again, the polynomial fits match quite well to the estimated parameter data. The fits are better with the third-order B-spline BLIT, the fourth-order B-spline BLEP, and the fourth-order DPW algorithm than with the ideally bandlimited and the second-order DPW algorithm. Moreover, as with the ideally bandlimited algorithm, the polynomial fits are better for the filter zero and pole than for the filter gain. However, these small mismatches of the polynomial fits to the estimated data do not produce very severe errors in the output as discussed next. Figure 9 : The gain factor g, the filter zero b, and the filter pole a estimates (plus signs) for (a), (c), and (e) the third-order B-spline BLIT and (b), (d), and (f) the fourth-order B-spline BLEP, respectively, and the polynomial approximations of the filter parameters (solid lines). Table 3 : Coefficients of the polynomial fits for the first-order postequalising filter parameters for the ideally bandlimited sawtooth oscillator. In Figure 11 , it can be seen that the match of the filtered oscillator outputs depends on both the oscillator and the fundamental frequency. Therefore, as with the PD model, the root mean squared error and the maximum absolute harmonic magnitude error of the filtered oscillator outputs with respect to the respective recorded Moog sawtooth oscillator signals were computed using the polynomial approximations of the filter parameters, and the error measures are shown in Figure 12 . In Figure 12 it can be seen that the ideally bandlimited oscillator has the largest root mean squared error (RMSE) compared to the other oscillators (see Figures 12(a) , 12(c), and 12(e)). Moreover, the same observation can be made for the maximum absolute harmonic magnitude error (see Figures 12(b), 12(d), and 12(f) ). The differences in the error measures are explained by the fact that all algorithms, other than the ideally bandlimited sawtooth oscillator, have inherently a spectral envelope that differs from the textbook sawtooth's −6 dB per octave envelope [15, 16, 32] . The spectral envelope of the other antialiasing oscillator algorithms roll off faster than that of the textbook sawtooth, which means that their spectra are already closer to the spectrum of the Moog sawtooth oscillator prior to the filtering step (see Figures 1 and 2) .
Again, as with the PD model, the polynomial approximations of the filter parameters yield errors that are comparable to the error obtained with the estimated parameter values, as indicated in Figure 13 for the filtered fourth-order BLEP oscillator. Similar observations were made for all tested antialiasing oscillator algorithms. As can be seen in Figures  13(a) , the polynomial approximation of the filter parameters (solid line) has an RMSE that is at its maximum as bad as that of the tabulated parameter estimates (crosses). At very low fundamental frequencies, the polynomial approximation results in a larger maximum absolute harmonic magnitude error (see Figures 13(b) ) than the estimated parameters, but at higher fundamental frequencies the difference between these approaches is small. Therefore, accuracy-wise the polynomial approximation provides as a good match as the tabulated parameter estimates. Again, the use of a fixed filter, that is, a filter whose parameters are independent from any synthesis control data like f 0 , does not provide as good match as the f 0 -dependent filters, as indicated in Figure 13 with circles using the filter parameters estimated for f 0 = 524 Hz.
Of the tested oscillator algorithms, an excellent performance is obtained with the third-order B-spline BLIT, the fourth-order B-spline BLEP, and the fourth-order DPW oscillators. Although these approaches have worse RMSE than the phase distortion model (dash-dotted line in Figures 12 (c) and 12(e)), their maximum absolute harmonic magnitude errors are smaller than those of the phase distortion model (dash-dotted line in Figures 12(d) and 12(f) ). In fact, their maximum absolute harmonic magnitude error is below 3 dB at all tested fundamental frequencies. In Figure 12 , it can be seen that the post-equalising filtering approach does match well to the analogue oscillator spectrum. Therefore, it can be concluded that the post-equalising Figure 13 : (a) RMSE and (b) the maximum absolute harmonic magnitude error of the filtered fourth-order B-spline BLEP sawtooth oscillator using the polynomial approximation of the filter parameters (solid line), the estimated parameters (crosses), and a fixed filter that has the parameters estimated for the fundamental frequency of 524 Hz (circles).
filter approach is a valid model for the Moog sawtooth oscillator and that the proposed low-order polynomials can be used to compute the f 0 -dependent filter parameters for the discussed algorithms. The best performance is obtained with the fourth-order B-spline BLEP sawtooth oscillator that has the smallest error measures in all tested fundamental frequencies. Moreover, since the fourth-order B-spline BLEP sawtooth oscillator has been demonstrated to be aliasing-free up to almost 8 kHz [32] , it can be considered to provide an excellent model for the Moog sawtooth oscillator. However, it should be noted that the f 0 -dependent filter parameters result in a time-varying recursive filter that requires some attention in its realisation.
Conclusions
Previously, discrete-time modelling of the source waveforms used in subtractive sound synthesis has focused on reducing aliasing occurring in the waveform synthesis. The target of these oscillators has been the geometric textbook waveform, and attempts to model the actual waveform generated by an analogue oscillator have been neglected until recently. So far, only two papers have dealt with discrete-time modelling of an analogue oscillator. In this paper, two new discrete-time models for the Moog sawtooth oscillator suitable for realtime implementation were investigated.
The first approach was based on time-domain modelling of the recorded analogue waveforms using phase distortion synthesis. A simplified phase distortion function with two linear segments was used, and parameter estimation for the model was carried out. The parameter was noted to be dependent on the fundamental frequency, and a linear fit for the parameter estimates was computed. The model parameter fit was tested, and it was found to produce a faithful imitation of the recorded signals on a wide range of fundamental frequencies with errors that occur mainly at harmonics with very high frequency.
The second approach was based on frequency-domain matching of an antialiasing oscillator spectrum to the recorded analogue waveform spectrum using a postequalising filter. Five antialiasing oscillators were discussed as the source material, and a first-order IIR filter was considered as the equalising filter. For each oscillator algorithm, filter parameters were estimated, and low-order polynomial approximations of the parameters as a function of the fundamental frequency were fitted. The polynomial approximations were tested and the spectral errors between the filter outputs and the recorded signal were computed. It was found that the post-equalising filter provides an accurate match between the antialiasing oscillator and the recorded spectra, and that with a properly chosen source oscillator (the fourth-order B-spline BLEP oscillator), the spectral error can be reduced to be almost negligible.
Considering all the models discussed in this paper, the phase distortion model and the fourth-order B-spline BLEP oscillator filtered with a first-order IIR post-equalising filter provide the best match to the recorded analogue waveform. Even though they do have a mismatch to the recorded Table 4 : Coefficients of the polynomial fits for the first-order postequalising filter parameters for (a) the third-order B-spline BLIT, (b) the fourth-order BLEP, (c) the second-order DPW, and (d) the fourth-order DPW sawtooth oscillator. reference signals at some fundamental frequencies, they do provide almost bandlimited models of the Moog sawtooth waveform. Aliasing is suppressed better using the BLEP method than using the phase distortion model. This work has demonstrated that the set of algorithms for virtual analogue oscillators can be expanded further to include specific oscillator types alongside the more generic models. Sound examples of the reference oscillator and the discussed techniques can be found online at ØØÔ »» ÛÛÛº ÓÙ×Ø ×º ÙØº » Ó» ×Ô¹ÑÓÓ »º
