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1. Introduction 
 
Time-resolved spectroscopy, or the investigation of fundamental natural processes in real time, is 
a scientific field that lies at the intersection of physics, chemistry, and biology. Historically, the 
application of Schlieren photography by Alfred Toepler to study the instantaneous density profiles 
of fluids and propagating shockwaves by means of two subsequent light flashes (Krehl and 
Engemann, 1995) can be considered as the first time-resolved study of a microscopic process on a 
sub-second time-scale. These experiments laid out the methodology of the pump-probe technique, 
whereas further progress has remained coupled to the state of technological development setting 
the temporal limit to the cross-correlation of available pump/probe pulses. The nanosecond time 
scale was reached already in the 19th century, when Abraham and Lemoine (Abraham and 
Lemoine, 1899) demonstrated that the Kerr cell shutter can be operated with a time resolution of 
less than 10-8 s.  In the first half of the 20th-century, the development of the relaxation methods and 
the flash photolysis to study chemical reactions occurring on the micro- to nanosecond timescales 
allowed for the identification of transient reaction intermediates, a work whose importance was 
acknowledged by the Nobel prize in chemistry in 1967 awarded to M. Eigen, N. Porter and W. 
Norrish (Eigen, 1954; Norrish and Porter, 1949). Subsequently, the development of ultrafast laser 
technology, starting with the invention of the laser in 1960 and the subsequent introduction of 
pulsed-laser operation through Q-switching, modelocking, and frequency up-conversion 
techniques based on non-linear optical processes led to the improvement of the achievable time 
resolution by nearly six orders of magnitude. By the mid-1980s, pulses of few-femtosecond (fs) 
duration containing only few cycles of the fundamental carrier light wave became accessible using 
dye lasers (Fork et al., 1987). Stimulated by the work of A. Zewail (Nobel Prize in Chemistry 
1999) (Zewail, 2000), these technologies have enabled the real-time tracking of detailed chemical 
reactions, including the monitoring of rotational and vibrational motion, dissociation processes 
occurring on bound and repulsive potential energy surfaces, and dynamics at conical intersections. 
 
Since pulsed lasers operate mainly in the visible (VIS) and the (near-)infrared (NIR) part of the 
spectrum, the associated duration of a single optical cycle (e.g. 2.67 fs for 800-nm-carrier wave) 
imposes a fundamental lower limit to the pulse duration. Further extension of the achievable time 
resolution to the attosecond (as, 10-18 s) frontier hence requires a different approach, namely the 
transfer of the ultrafast technology to shorter wavelengths via non-linear frequency up-conversion. 
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Historically, this requirement entailed up-scaling of the energy of the femtosecond pulses by three 
orders of magnitude from the nJ- to the mJ-energy scale in order to reach the necessary laser field 
intensities. A multitude of techniques were developed toward meeting this goal, among those are 
the introduction of titanium-sapphire (Ti:Sa) as a broadband solid-state laser medium (Moulton, 
1986), the Kerr-lens mode-locking (KLM) (Keller et al., 1991; Spence et al., 1991), the invention 
of semiconductor saturable absorbers (Sutter et al., 1999), and the chirped-pulse amplification 
(CPA) scheme (Maine et al., 1988; Strickland and Mourou, 1985). The latter development had far-
reaching implications for fields not bearing direct relationships to fundamental research (i.e. 
industry/medicine) and was honored with the Nobel prize in physics in 2018. At the same time, 
the discovery of high-harmonic generation (HHG) (McPherson et al., 1987), to be discussed in 
detail in one of the subsequent sections, a highly non-linear non-perturbative process involving the 
up-conversion of the frequency of VIS or NIR laser pulses to a multiple of their frequency, 
provided a fully coherent, bright, broadband source of radiation in the vacuum- and extreme-
ultraviolet (VUV-XUV) to soft-X-ray (SXR) ranges. Further developments, which will be treated 
in detail in Section 3, consolidated the role of HHG-based methods for the generation of attosecond 
pulse trains or even isolated attosecond pulses and the measurement and the control of the sub-
cycle electric field evolution. These developments represent the tools necessary for the real-time 
observation and steering of electron dynamics on a sub-fs time scale.  
 
The present review addresses the technical advances and the theoretical developments to realize 
and rationalize attosecond-science experiments that reveal a new dynamical time scale (10-15-10-
18 s), with a particular emphasis on molecular systems and the implications of attosecond processes 
for chemical dynamics. After a brief outline of the theoretical framework for treating non-
perturbative phenomena in Section 2, we introduce the physical mechanisms underlying high-
harmonic generation and attosecond technology. The relevant technological developments and 
experimental schemes are covered in Section 3. Throughout the remainder of the chapter, we report 
on selected applications in molecular attosecond physics, thereby addressing specific phenomena 
mediated by purely electronic dynamics: charge localization in a simple molecule (H2), charge 
migration and delays in molecular photoionization. A particular focus will be placed on the 
description of the corresponding experimental methodology. An in-depth discussion of the state-
of-the-art theoretical developments can be found in a recent review (Nisoli et al., 2017) as well as 
in a recent monograph (Vrakking and Lepine, 2019). Further reviews on attosecond science and 
technology can be found in (Gallmann et al., 2012; Kling and Vrakking, 2008; Kraus and Wörner, 
2018a, 2018b; Krausz, 2016; Krausz and Ivanov, 2009; Wörner and Corkum, 2011). 
 
At this point, it is important to outline the new insights that attosecond metrology adds to the field 
of molecular physics. First and foremost, the majority of the experimental schemes enabling access 
to sub-fs dynamics rely on strong-field processes, i.e. highly non-linear light-matter interactions. 
The resulting novel phenomena pose a fundamental challenge to the well-established perturbative 
framework of quantum mechanics and make advanced theoretical methods indispensable for the 
rationalization of the experimental outcomes. Second, recalling that (within the simplest version 
of Bohr’s model) the orbiting period of an electron in the hydrogen atom is about 152 as, 
attosecond techniques allow one to directly address the electronic degrees of freedom. One 
direction of research follows closely the extension of the operating principle of femtochemistry to 
the attosecond regime. Generally, femtochemistry studies nuclear rearrangements taking place on 
a timescale of tens to hundreds of femtoseconds (a vibration associated with the H-H bond has a 
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fundamental period of 7.6 fs) and has further inspired the notion of coherent control, or the steering 
of reactions into pre-defined pathways. The attosecond analogue of this scheme (termed 
‘attochemistry’ (Lépine et al., 2014; Remacle and Levine, 2006)) exploits the fact that (as far as 
the concept of an electronic state retains its validity) the potential energy surface (PES) dictating 
the nuclear motion is formed by the fast-moving electrons. Thus, perturbing the PES in a very 
specific manner can potentially give rise to a rearrangement of the nuclear framework, providing 
a steering mechanism solely based on electron dynamics. Third, attosecond technology allows one 
to address fundamental questions in chemical dynamics. One of them is the possibility to measure 
the finite duration of a photoionization event: Delays in photoemission ranging from several to 
several tens of attoseconds have successfully been resolved in atoms (Guénot et al., 2014; Heuser 
et al., 2016; Klünder et al., 2011; Sabbar et al., 2015; Schultze et al., 2010), surfaces (Cavalieri et 
al., 2007; Neppl et al., 2012; Okell et al., 2015) and, more recently, in molecules (Huppert et al., 
2016). Another exciting aspect concerns the role of many-body interactions, in particular the 
influence of electron correlation phenomena beyond the mean-field approximation. A particular 
example that has been widely explored theoretically and experimentally is the charge migration 
process (Cederbaum et al., 1986; Wörner et al., 2017), or the ultrafast electronic reorganization 
along the nuclear framework following a prompt ionization event. In general, the study of coherent 
electron dynamics and its implications for chemical reactivity have become possible only with the 
advancement of attosecond technology, specifically the generation of (isolated) pulses of 
attosecond duration. The significant bandwidths of the latter enable the coherent excitation of 
several electronic states; simultaneously, the short pulse durations ensure that the interaction time 
is confined within a temporal window below the typical lifetime of excited electronic states.   
 
 
2. Theoretical description of strong-field phenomena 
 
2.1 Overview of the basic terminology 
 
The term “strong-field physics” is broadly used to classify the regime in which the treatment of 
laser-matter interactions in terms of perturbative non-linear optics is no longer applicable. Within 
the perturbative picture, the induced non-linear response is quantified in terms of a multipole 
expansion with respect to the driving field amplitude. For the case of transverse electromagnetic 
(TEM) fields, this treatment is applicable when the condition 𝑈" < ω% holds, whereby ω% denotes 
the angular frequency of the oscillating field and 𝑈" stands for the ponderomotive energy. The 
latter is defined as the cycle-averaged energy associated with the periodic motion of a free electron 
in a plane-wave field in the frame of reference in which it is minimal. In the commonly encountered 
case of a linearly polarized laser field with a peak electric-field amplitude 𝐹%, 𝑈" is given by: 𝑈" = ( 𝐹%2ω%*+ . (2.1) 
 
The latter implies that the ponderomotive energy grows quadratically with increasing wavelength 
of the driving field. Here and in what follows, unless explicitly stated otherwise, we use atomic 
units for convenience. In the system of atomic units, the unit of mass is the electron mass, the unit 
of charge is the elementary charge, the unit of length is the bohr, symbol a0 	(1	𝑎% ≈ 53	pm), and 
the unit of energy is the hartree, symbol Eh ( 1	𝐸8 ≈ 4.6	10<=>	J). When using atomic units, one 
usually reports relative quantities, i.e. a length r is given as 𝑟 𝑎%⁄ , an energy E is given as 𝐸 𝐸8⁄  
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(see also (Cohen et al., 2008)). The Keldysh parameter γC , which relates the electron’s binding 
energy in its ground state, 𝐸D,  with the ponderomotive energy accumulated in the field via the 
expression: γE = F|𝐸D|2𝑈" = ω%𝐹% H2|𝐸D|, (2.2) 
 
is commonly employed in order to distinguish between perturbative and non-perturbative regimes 
in the context of strong-field ionization. As such, it has found a wide acceptance, although its 
universality has been subject to debate (Reiss, 2008a, 2008b). Strong-field phenomena occur in 
the regime of γE ≪ 1, also known as the “tunneling” or quasi-static regime and characterized by 
low laser frequencies (ω%) and/or strong electric field amplitudes 𝐹%. The opposite regime is 
known as the multi-photon ionization (MPI) limit. The reasoning behind this convention can be 
inferred from the schematic depiction of the two processes presented in Fig. 2.1. Tunneling 
ionization (TI) is typically modelled on the basis of a static Coulomb-like potential well modified 
by the strong, quasi-static field. A strong enough field can suppress/lower one side of the Coulomb 
potential, leading to the formation of a barrier of finite width, s. Fig. 2.1 A. A prerequisite for this 
situation to arise is that the time scale of the electric-field oscillation has to be slow enough 
compared to the time required for the electron to cross the tunneling barrier (in a naïve and 
incorrect classical picture) to permit adiabatic tunneling. Conversely, in weak and/or rapidly 
oscillating fields, the MPI picture (Fig. 2.1 B) may be more appropriate. For the case of Ti:Sa 
wavelengths and the typical field strengths encountered under realistic conditions, γE ∼ 1, 
implying that most experiments reported to date take place in a regime that is best described as 
intermediate between the two limiting cases. 
  
The nomenclature “Keldysh parameter” derives its origin from the 1965 publication of L. Keldysh 
(Keldysh, 1965) on the topic of the quasi-static limit of strong-field ionization of a one-electron 
atom. This analysis was subsequently generalized to cover both tunnel and multi-photon limits in 
the works of Perelomov, Popov, and Terent’ev (also known as the PPT model (Perelomov et al., 
1966)). Another popular approach for the quantitative treatment of the limiting case of tunnel 
ionization rates is the Ammosov, Delone, and Krainov model (Ammosov et al., 1986) (ADK), 
initially formulated for atoms and subsequently extended to molecules (Tong et al., 2002), or the 
work of G. Yudin and M. Ivanov (Yudin and Ivanov, 2001) addressing the aspect of non-adiabatic 
effects in few-cycle fields. Since the subject has been extensively covered in various reviews 
(Ivanov et al., 2005; Popruzhenko, 2014; Smirnova et al., 2007), we refrain from a more detailed 
BA
Figure 2.1: Schematic illustration of the strong-field ionization process in the tunneling (A) and the multiphoton (B) regimes. 
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mathematical description and only emphasize the following central result. With exponential 
accuracy, the total tunnel ionization rate is given by: 𝑤MN ∝ exp R−2(2|𝐸D|)T/+3|𝐸%| V . (2.3) 
 
The exponential dependence of the TI rate on the strength of the applied field implied by the above 
equation has far-reaching consequences for the intensity requirements for technological 
applications of attosecond physics (cp. Section 3).  
 
2.2 Electric-dipole approximation and gauge invariance 
 
The theoretical descriptions of strong-field phenomena often employ the electric-dipole 
approximation (EDA, also simply referred to as “dipole approximation”). The latter amounts to 
neglecting the spatial variation of the propagating TEM field, which for a plane-wave treatment is 
governed by the phase factor: ω%𝑡 − 𝑘"YYYY⃗ ⋅ 𝑟 ≈ ω%𝑡, (2.4) 
where 𝑘"YYYY⃗  denotes the wave vector of the field. This assumption is justified in the case where the 
wavelength of the TEM field significantly exceeds the size of the system it interacts with. The 
direct consequence of Eq. (2.4) is the vanishing of the spatial dependence of the vector potential 𝐴(𝑟, 𝑡) ≈ 𝐴]0Y⃗ , 𝑡^ ≡ 𝐴(𝑡) associated with the TEM field as well as its magnetic-field component: 𝐵Y⃗ (𝑟, 𝑡) = ∇Y⃗ × 𝐴(𝑟, 𝑡) ≈ 0. These approximations are well-justified for most realistic experimental 
conditions, generally, the breakdown of the EDA is reached at sufficiently high intensities (𝐼 ∼10=d	W/cm2 for Ti:Sa wavelengths) or extremely long driving wavelengths (Ludwig et al., 2014). 
 
At this point, we wish to address one specific aspect of the theoretical description of non-
perturbative phenomena, namely the gauge invariance (Bandrauk et al., 2013; Reiss, 1980). 
Whereas the choice of the gauge is of no particular importance when describing the perturbative 
response, it can have far-reaching consequences for the theoretical or numerical results when 
dealing with strong-field phenomena.    There are two commonly employed theoretical 
frameworks, referred to as length or velocity gauge, both of which represent special cases of the 
EM Coulomb gauge (∇Y⃗ ⋅ 𝐴(𝑟, 𝑡) = 0). Below we briefly discuss these two approaches in the 
context of the Schrödinger equation for a free particle in an electromagnetic field. The latter 
problem poses the foundation of the strong-field approximation (Lewenstein et al., 1994) (SFA), 
which forms the starting point for the interpretation of a plethora of attosecond phenomena, 
including strong-field ionization, high-harmonic generation and above-threshold ionization. The 
SFA will be covered in detail for the case of HHG in Section 2.4.   
 
In its essence, the velocity gauge is the Coulomb gauge from electromagnetism, whereby the EDA 
has been imposed: 𝐴(𝑟, 𝑡) → 𝐴(𝑡). The term “velocity” originates from the fact that the associated 
Hamiltonian contains the term 𝑝 + 𝐴(𝑡), which is proportional to the kinematic momentum 𝑘Y⃗ (𝑡) 
and thus to the velocity. Here and in what follows, the symbol 𝑝 will be used to denote the 
canonical momentum, which is a conserved quantity. The corresponding Hamiltonian for a free 
electron in an EM field reads in the velocity gauge: 
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𝑖 ∂j|𝛹l⟩ = 12 n−𝑖𝛻Y⃗ + 𝐴(𝑡)p+|𝛹l⟩. (2.5) 
 
The associated solution can be obtained in a straightforward manner by switching to the 
momentum-space representation: 𝛹l(𝑟, 𝑡) ≡ ⟨𝑟|𝛹l⟩ = 1(2𝜋)T/+ exp s𝑖𝑝 ⋅ 𝑟 − 𝑖2t n𝑝 + 𝐴(𝑡u)p+j<v 𝑑𝑡ux (2.6) 
 
 
and is also known as the Volkov solution.  
 
Within the length gauge, which is defined within the EDA, a transverse field is expressed in terms 
of the scalar potential: 𝜑(𝑟, 𝑡) = −𝑟 ⋅ ?⃗?(𝑡). (2.7) 
 
The above equation implies that the (transverse) plane-wave laser field is treated as a quasi-static, 
longitudinal field. The length gauge gives rise to many intuitive interpretations of strong-field 
phenomena. For instance, the fact that the laser field and the scalar potential reduce to additive 
scalars in a one-dimensional treatment gives rise to the tunneling picture illustrated in Fig. 2.1 A. 
The free-electron Schrödinger equation in this gauge becomes: 𝑖 ∂j|𝛹{⟩ = |12 ]−𝑖𝛻Y⃗ ^+ − 𝑟 ⋅ ?⃗?} |𝛹{⟩. (2.8) 
 
Since there is only a scalar potential in the length gauge, one cannot establish a direct relationship 
between the above equation and the Volkov solutions defined by Eq. (2.6), which are defined for 
a transverse field. In order to circumvent this problem, one resorts to a gauge transformation of the 
velocity-gauge solution 𝛹l(𝑟, 𝑡). For this purpose, the velocity-gauge solution in Eq. (2.6) is 
multiplied by the transformation factor  exp 𝑖𝑟 ⋅ 𝐴(𝑡) , (2.9) 
which yields the length-gauge Volkov wavefunctions: 
 𝛹{(𝑟, 𝑡) = 1(2𝜋)T/+ exp s𝑖 𝑝 + 𝐴(𝑡) ⋅ 𝑟 − 𝑖2t n𝑝 + 𝐴(𝑡u)p+j<v 𝑑𝑡ux . (2.10) 
 
 
 
2.3 The three-step model of high-harmonic generation 
 
Having defined the basic theoretical framework, we proceed with the description of the high-
harmonic generation process, first in semi-classical terms (Section 2.3), and then within the 
quantum-mechanical framework of the strong-field approximation. The emphasis on HHG in this 
short overview is dictated by the central importance of this process for the development of 
attosecond science and technology, mainly through its application as a table-top source of bright, 
coherent radiation in the XUV and the soft-X-ray ranges, and in the generation of attosecond 
pulses. HHG is a parametric process which occurs in the course of the interaction of a strong 
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ultrashort (< ps) laser field (of frequency ω%) with matter and leads to the emission of high-
frequency radiation. The emitted intensity spectrum features three characteristic regions: 1) an 
abrupt decrease spanning 2-3 orders of magnitude for the first few harmonics, followed by 2) a 
“plateau” region, where the intensity of subsequent harmonic orders is nearly constant, and 3) a 
rapid falloff (“cut-off-region”). In centrosymmetric media, the harmonic comb consists of odd 
harmonic multiples (𝑛ω%, 𝑛 ∈ 𝒩) of the driving field. Most of the underlying physics can be 
explained with the aid of a simple, non-perturbative approach introduced by P. Corkum, K. C. 
Kulander and K. Schafer in 1993 (Corkum, 1993; Kulander et al., 1993; Schafer et al., 1993), 
which became known as the “three-step model” (TSM).  
 
The TSM model is summarized graphically in Fig. 2.2. First, the strong field, implicitly treated in 
the quasi-static limit, distorts (“bends”) the Coulomb barrier, leading to the formation of a potential 
barrier of a finite width. The subsequent tunneling process can release an initially bound electron 
into a state belonging to the continuum. In the second step, the dynamics of the liberated electron 
is essentially governed by the laser field, while the Coulomb potential is assumed to represent a 
minor perturbation. The electron is accelerated and driven away from the core, after which the 
field switches its sign (for a linearly polarized field, this occurs after 1/4th of an optical cycle), it 
decelerates and is driven back to the origin. In the ensuing recombination, a pulse of high-energy 
radiation is emitted, which forms a part of the harmonic comb. The generation of a highly energetic 
photon is only one (and by far not the most probable one) of several strong-field processes that 
take place in parallel, among which laser-induced electron diffraction, re-scattering, non-
sequential double ionization etc. Depending on the exact sub-cycle timing of the ionization event, 
some electrons are driven away by the field instead of being accelerated back.  
 
Despite its simplicity, the intuitive picture implied by the TSM enables one to explain some 
characteristic experimental observations associated with HHG from a purely classical perspective. 
By treating the electron motion in the second step as a classical laser-driven acceleration of an 
initially stationary electron with zero velocity, the trajectories of the accelerated electrons can be 
obtained from integration of Newton’s equation of motion by applying the constraint that the 
electron returns to its original position (𝑟(𝑡u) = 0) at a certain recombination time 𝑡′. For a 
monochromatic field linearly polarized along the 𝑥-direction, i.e. ?⃗?(𝑡) = 𝐹% cos(ω%𝑡) 𝑥, the 
classical trajectory 𝑟(𝑡) ≡ 𝑥(𝑡) is given by: ?̈?(𝑡) = −𝐹% cos(ω%𝑡) (2.11𝑎) 
 𝑥(𝑡) = 𝐹%ω%+ (cos(ω%𝑡) − cos(ω%𝑡u)) + 𝐹%ω% sin(ω%𝑡u)(𝑡 − 𝑡u) . (2.11𝑏) 
A B C
Figure 2.2: Schematic illustration of each of the three processes constituting the three-step model: (A) ionization, (B) 
propagation, and (C) recombination. The approximate location of the cutoff is indicated in pane (C). 
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The above classical interpretation accounts for the observed position of the harmonic cutoff at ≈3.2𝑈" + 𝐼". Further, it allows one to map the kinetic energy at the return time, ̇(j)+  (and thus the 
photon energy of the emitted radiation) to a given electron trajectory and thus to a given travel 
time of the electron in the continuum. For the classical case, restricted to recombination events 
within one cycle, this mapping is not unique, as there is a pair of trajectories that map to the same 
photon energy, as evident from Fig. 2.3. These two “branches” of solutions are associated with 
families of “long” and “short” trajectories, which refers to the length of their transit time in the 
continuum. The short trajectories originate from ionization after 𝑡u/𝑇% ∼ 0.05, whereas the long 
ones begin prior to this instant. The harmonic emission associated with these two trajectories is 
characterized by distinctly different properties. In particular, it implies that the emitted energy 
changes with time on a sub-cycle scale, giving rise to an intrinsic chirp of the high-harmonic 
emission, termed “atto-chirp”. As evident from Fig. 2.3, the long and the short branches have 
opposite chirps (negative and positive, respectively). The two contributions can be differentiated 
in an experiment by exploiting macroscopic phase matching considerations owing to their different 
divergence properties. The latter enables a unique mapping of the harmonic energy to a given 
transit time of the electron in the continuum. As a result, ultrafast dynamics taking place between 
the two instants will be mapped onto the properties of the high-harmonic emission, i.e. intensity, 
polarization and ellipticity. This constitutes the self-probing aspect of high-harmonic spectroscopy 
(HHS). Moreover, recombining trajectories are characterized by durations of a fraction of a laser 
cycle, or several hundreds of attoseconds for a Ti:Sa-wavelength driver, thus endowing HHG with 
a sub-cycle temporal resolution in spite of the fact that the process is driven by multicycle 
(femtosecond) pulses.  
 
 
2.4 High-harmonic generation within the strong-field approximation 
 
Despite its remarkable success, the TSM does not allow for a more quantitative analysis of the 
HHG spectra in terms of its specific features, e.g. the intensity distribution of individual harmonics. 
We therefore conclude this section by outlining the quantum-mechanical treatment of HHG within 
the strong-field approximation. The starting point of the derivation of the HHG amplitude is the 
semi-classical length-gauge Schrödinger equation within the single-active electron approximation 
(SAE): 
Figure 2.3: Kinetic energy (in units of 𝑈) of the re-colliding electron at the instant of recombination, as a function of the 
ionization time t’ (red curve, in units of the laser period 𝑇%) and the recombination time t (blue curve). The 
ionization/recombination times of the two trajectory branches are indicated with black arrows. Figure adapted from Ref.  
(Nisoli et al., 2017). 
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𝑖 ∂j|𝛹(𝑡)⟩ = 𝐻(𝑡)|𝛹(𝑡)⟩ = |12 ]−𝑖𝛻Y⃗ ^+ + 𝑉(𝑟, 𝑡)} |𝛹(𝑡)⟩. (2.12) 
 
It will prove useful to separate the Hamiltonian into a field-free part 𝐻% = YYYYY⃗+ + 𝑈(𝑟) and the 
perturbation induced by the time-dependent classical field: 𝑉{(𝑡) = −𝑟 ⋅ ?⃗?(𝑡): 𝑖 ∂j|𝛹(𝑡)⟩ = 𝑝+YYYY⃗2 + 𝑈(𝑟) + 𝑉{(𝑡) |𝛹(𝑡)⟩ = n𝐻% + 𝑉{(𝑡)p|𝛹(𝑡)⟩. (2.13) 
 
where 𝑈(𝑟) denotes the effective SAE potential. The time evolution of the eigenstates of the 
system in the presence of the field (|𝛹(𝑡)⟩) from 𝑡u to 𝑡 can be expressed with the aid of the 
propagation operator 𝑈(𝑡, 𝑡u): |𝛹(𝑡)⟩ = 𝑈(𝑡, 𝑡u)|𝛹(𝑡u)⟩. (2.14) 
 
Employing the Dyson series expansion, one arrives at the following formal expression for the 
propagator: 𝑈(𝑡, 𝑡u) = 𝑈%(𝑡, 𝑡u) − 𝑖 t 𝑈(𝑡, 𝑡uu)𝑉(𝑡uu)𝑈%(𝑡uu, 𝑡u)d𝑡uujj , (2.15) 
 
where 𝑈%(𝑡, 𝑡u) denotes the propagator associated with the system in the absence of the external 
field. The formal solution for the perturbed wavefunction |𝛹(𝑡)⟩ then becomes: |𝛹(𝑡)⟩ = 𝑈%(𝑡, 𝑡%)|𝛹(𝑡%)⟩ − 𝑖t 𝑈(𝑡, 𝑡u)𝑉(𝑡u)𝑈%(𝑡u, 𝑡%)|𝛹(𝑡%)⟩𝑑𝑡ujj , (2.16) 
which is exact in terms of the single-active-electron treatment. The first assumption that 
constituted the SFA is to truncate the full set of bound-state wavefunctions to a single component 
only, i.e. |𝛹(𝑡%)⟩ ≡ |𝛹%(𝑡%)⟩ = 𝑒< ¡¢j|𝛹%⟩. Next, the core ansatz that constitutes the essence of 
the SFA is the substitution of the full propagator 𝑈(𝑡, 𝑡u) in Eq. (2.16) by the propagator pertaining 
to a free particle in an EM field (cp. Eq. (2.6)), the so-called “Volkov propagator” 𝑈l(𝑡, 𝑡u): 𝑈l(𝑡, 𝑡u) = t dT 𝑝|𝛹l(𝑝, 𝑡)⟩⟨𝛹l(𝑝, 𝑡u)|, (2.17) 
where |𝛹l(𝑝, 𝑡)⟩ is the length-gauge Volkov function. The spatial representation of the latter can 
also be cast in the form: 𝛹l⃗(𝑟, 𝑡) = ⟨𝑟|𝛹l(𝑝, 𝑡)⟩ = 𝑒 n⃗£⃗(j)p⋅¤⃗< ¥⃗(j) ≡ ¦𝑟§𝑝 + 𝐴(𝑡)¨𝑒< ¥(j) (2.18) 
with the dependence on the canonical momentum denoted explicitly. 𝑆(𝑡) = =+ ∫ n𝑝 + 𝐴(𝑡u)p+dj 𝑡u 
is the equivalent of the classical action. After inserting the Volkov resolvent into the expression 
for the time-dependent induced HHG dipole: 𝑑(𝑡) = ⟨𝛹(𝑡)|𝑟|𝛹(𝑡)⟩ (2.19) 
and neglecting the continuum-continuum couplings, one arrives at: 𝑑(𝑡) ∝ −𝑖 t dj<v 𝑡u t r𝑑T𝑝 𝑒< ¥]⃗,j,j^¦𝛹%|𝑟|𝑝 + 𝐴(𝑡)¨¦𝑝 + 𝐴(𝑡u)§𝑟 ⋅ ?⃗?(𝑡u)§𝛹%¨, (2.20) 
where the phase factor originating from the field-free propagation of the ground state has been 
incorporated into the semiclassical action (by means of the relation 𝐼" = −𝐸D): 
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𝑆(𝑝, 𝑡, 𝑡u) = 12t n𝑝 + 𝐴(𝑡uu)p+djj 𝑡uu + 𝐼"(𝑡 − 𝑡u). (2.21) 
In the above, 𝐼" stands for the ionization potential. According to Eq. (2.20), the dipole response 
can be reduced to an integral involving transition matrix elements between the ground state and 
the plane-wave continuum. Indeed, the terms in the bra-kets can be related to the dipole couplings 
associated with the ionization resp. recombination steps of the three-step model: 𝑑¬­® 𝑝 + 𝐴(𝑡) ≡ ¦𝑝 + 𝐴(𝑡)§𝑟 ⋅ ?⃗?(𝑡)§𝛹%¨ (2.22𝑎) 
and dY⃗ °±² 𝑝 + 𝐴(𝑡) ≡ ¦𝛹%|𝑟|𝑝 + 𝐴(𝑡)¨. (2.22𝑏) 
Despite this significant reduction in complexity, Eq. (2.20) is still not (easily) amenable to a 
numerical treatment, due to the presence of the rapidly oscillating factor associated with the semi-
classical action. As an alternative route, one can deform the integration path in the complex plane 
and utilize the steepest-descent method. This approach results in the saddle-point treatment of the 
SFA, whereby the integral in Eq. (2.20) reduces to a coherent summation over the contributions 
of a finite set of electron trajectories defined in terms of the saddle points 𝑝³´YYYYY⃗ (µ), 𝑡(µ), 𝑡u(µ) of the 
semiclassical action (cp. Eq. (2.21)). In the language of the Feynman’s quantum-path formalism 
(Salières et al., 2001), these trajectories are often referred to as “quantum orbits”. The HHG 
amplitude, expressed as the Fourier transform of the time-dependent dipole in Eq. (2.20), then 
reads: 𝑑¶(ω) =·( 2π𝑡(µ) − 𝑡u(µ) + 𝑖ϵ*T/+ ºdetR ∂+𝑆∂𝑡u(µ)+V»<=/+µ ºdet R ∂+𝑆∂𝑡(µ)+V»<=/+ 	×  𝑑°±² (𝑝³´(µ) + 𝐴]𝑡(µ)^*𝑑¬­® (𝑝³´(µ) + 𝐴 𝑡u(µ)* 𝑒< ¥⃗¼½(¾),j(¾),j(¾) ¿j(¾) , (2.23) 
where the additional multiplicative factors result from the contributions of the Hessian 
determinant. With the above approximation one can easily recover the physical picture contained 
in the three-step model. It implies that the dipole emission can be decomposed in terms of the 
contributions from electrons emitted at the ionization instant 𝑡u and recombining with the parent 
system at time 𝑡, whereby the weight of each trajectory is proportional to the dipole-matrix element 
terms. One essential difference, however, is the complex character of the QM saddle points, which 
originate from the contribution of the tunneling process in the first step of the process. These 
quantum corrections have been confirmed and quantified experimentally using high-harmonic 
generation in a two-color field (Shafir et al., 2012) (s. Fig. 2.4).  
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3. Attosecond technology 
 
In this section we provide a concise overview of the recent experimental progress in attosecond 
source development. First, we review the principal methods for generating few-cycle laser pulses 
with high peak power and then proceed with the description of the various schemes for attosecond 
pulse generation. Afterwards, we present the operating principle of several dedicated techniques 
for attosecond spectroscopy experiments. The latter will be covered in a greater detail in the 
subsequent sections, where we focus on selected applications. 
 
3.1 Chirped-pulse amplification 
 
The invention of the chirped pulse amplification (CPA) technique in 1985 (Maine et al., 1988; 
Strickland and Mourou, 1985) has had a profound impact on the development of ultrafast laser 
physics. Within the CPA scheme, the low-energy sub-1ps pulses delivered by a mode-locked 
oscillator are first chirped and stretched in the time domain to a considerably longer duration (e.g. 
several hundreds of ps or even ns) by means of a dispersive element such as a grating pair or a 
long fiber. In the subsequent amplification stage, the energy after passing the gain medium is 
increased to a mJ- or even to a J-level. At the same time, the peak power is kept below the damage 
threshold of the optical components and the non-linear pulse distortion limit. Afterwards, a 
dispersive element (e.g. a second grating pair) is used to compensate the chirp and to re-compress 
the pulse to a value close to the original pulse duration, thereby enabling peak powers reaching the 
TW-range and beyond. The CPA technique, in conjunction with the Ti:Sa technology, has 
undergone multiple improvements throughout the following decades. To date, peak powers up to 
the PW level are available at large-scale facilities, whereas table-top high-power systems 
delivering pulses with energies reaching 200 J and 10 fs in duration have been developed (see, e.g. 
(Chu et al., 2015; Gan et al., 2017), or Ref. (Danson et al., 2015) for a recent review).  
 
Figure 2.4: Comparison of the experimentally extracted ionization and recombination times (red dots) with the predictions of 
the semiclassical model (grey) and the quantum-trajectory solutions (black). Figure adapted from (Shafir et al., 2012) with 
permission. 
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3.2 Carrier-envelope phase stabilization 
 
A further challenge associated with the realization of spectroscopic techniques relying on isolated 
attosecond pulses is the control over the carrier-envelope phase of the laser pulse.  For a few-cycle 
pulse with an electric field amplitude profile 𝐸%(𝑡), the instantaneous electric field assumes the 
form: 𝐸(𝑡) = 𝐸%(𝑡) cos(𝜔%𝑡 + 𝜙) . (3.1) 
Thereby, the phase offset 𝜙 is referred to as carrier-envelope phase (CEP) and is formally defined 
as 𝜙 = Δ𝑡	𝜔%, i.e. the offset between the maximum of the envelope and the position of the nearest 
field antinode. For pulse durations approaching three cycles or less, the slowly-varying-envelope 
approximation, commonly employed to simplify the description of ultrashort pulse propagation, 
breaks down as the CEP starts to influence the pulse propagation and interaction with other media. 
In a typical Ti:Sa oscillator or amplifier, the CEP strongly fluctuates from shot to shot: whereas 
the envelope travels with the group velocity through the active medium, the carrier wave is 
propagated at the phase velocity. The resulting velocity mismatch gives rise to a phase slippage Δ𝜙 between carrier and envelope between consecutive pulses separated by the cavity round-trip 
time. This circumstance is additionally aggravated by energy fluctuations (e.g. in the pump laser, 
or by Kerr non-linearities in the active material), which cause a variation of Δ𝜙 as a function of 
time. A variety of methods for (i) measuring and (ii) controlling the pulse-to-pulse CE phase-slip 
have been developed to address this problem. The earliest approaches for quantifying the CEP 
slippage occurring in an oscillator were based on interferometric cross-correlation between two 
consecutive pulses in a pulse train (Xu et al., 1996) but had only limited precision. The adaptation 
of radio-frequency heterodyne detection schemes (Telle et al., 1999) enabled significant progress 
in this respect. The most common implementations of the heterodyne scheme include the f-2f – 
interferometry, which is based on heterodyning the fundamental and the second harmonic, or 
difference-frequency generation (DFG, “0-f-interferometry”) between different parts of the same 
frequency comb (see, e.g. Ref. (Fuji et al., 2005)). Thereby, the frequency comb corresponds to 
the mode-locked pulse train. In case the oscillator output is not octave-spanning, external spectral 
broadening is necessary, which can be conveniently realized in a photonic crystal fiber medium 
(PCF) (Dudley et al., 2006). These methods are not directly applicable to amplified pulses, as the 
repetition rates of the latter lie in the kHz-range or below. In this case, CEP characterization is 
performed using spectral interferometry (Kakehata et al., 2001; Lepetit et al., 1995; Mehendale et 
al., 2000) by analyzing the spectra of two different harmonics that overlap temporally. A different 
method, termed “stereo-above-threshold-ionization” (stereo-ATI) was pioneered by G. Paulus et 
al. (Kreß et al., 2006; Paulus et al., 2001; Sayler et al., 2011). 
The control of the CEP, on the other hand, is achieved using either active (i.e. based on electronic 
feedback loops) or passive (based on all-optical approaches such as DFG) methods. In its most 
widespread implementation, the active scheme consists of two dedicated loops, a “fast” and a 
“slow” one, designed to stabilize the CEP at the output of the oscillator and after the amplification 
medium. The “fast” loop is based on measuring and stabilizing the phase slippage Δ𝜙 using an 
electronic feedback on an acousto-optic modulator (AOM), thereby adjusting the oscillator pump 
power and selecting only pulses sharing the same CEP (cp. Ref. (Calegari et al., 2015)). A different 
method utilizes an acousto-optic frequency-shifter (AOFS) for splitting the oscillator output by 
diffraction, whereby the zeroth order is used for measuring the CEP, whereas the first order (60-
70%) is shifted to compensate the offset and subsequently used for amplification (Koke et al., 
2010). The conventional implementation of the “slow loop” is based on the f-2f-characterization 
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scheme. Thereby, a portion of the amplifier output is focused into a sapphire plate to generate an 
octave-spanning supercontinuum and subsequently frequency-doubled in a β-barium-borate 
(BBO) crystal. The extracted CEP variation Δ𝜙 is then used to control the AOM in the oscillator 
or compensated with the aid of wedges in front of the amplifier. Another scheme using acousto-
optic programmable dispersive filter (AOPDF) has been described in Ref. (Canova et al., 2009).  
The passive scheme, introduced by Baltuška et al. (Baltuška et al., 2002), is based on the all-optical 
process of DFG between pulses sharing the same CEP variation. Upon frequency-mixing in a non-
linear crystal, the CEP of the generated wave cancels out (up to a constant phase factor). Most 
commonly, the passive scheme is exploited for CEP stabilization of the idler pulse produced in the 
process of optical parametric amplification (see Section 3.4).  
 
3.3 Pulse post-compression techniques 
 
On the basis of the technologies described in the preceding paragraphs, present-day commercial 
Ti:Sa-based systems routinely deliver CEP-stale pulses of 20 fs duration, with a central wavelength 
around 800 nm and at an energy in the mJ range. Generation of isolated pulses for HHG with high 
peak intensities requires further pulse compression to the few-cycle regime (i. e. < 8 fs) in a post-
compression stage.  The latter is most commonly realized by means of spectral broadening via 
self-phase modulation (SPM) in a gas-filled hollow-core fiber (HCF), followed by re-compression 
in a chirped-mirror assembly for ultrabroadband dispersion compensation. Owing to the long 
interaction lengths employed (~ 1 m) and the efficient coupling (achieved by using HCF inner 
diameters on the order of 200-300 µm), significant SPM levels can be maintained even at moderate 
gas pressures of 200-300 mbar. First demonstrated in 1996 (Nisoli et al., 1996), when it was used 
to compress 140 fs pulses of 0.66 mJ energy down to 10 fs (0.24 mJ), HCF-based pulse 
compression is now routinely employed to yield sub-5 fs pulse durations. Thereby, the optical 
cycle of the carrying wave (2.66 fs) represents a fundamental lower bound on the realizable pulse 
compression. In the initial version, the available energies were limited to the mJ-level. A further 
increase requires the implementation of a differential pumping scheme and a pressure gradient 
(Suda et al., 2005) to mitigate the detrimental effects of ionization. Other schemes rely on the 
usage of circularly-polarized drivers to suppress the onset of ionization. Using a combination of a 
pressure gradient and chirped pulses, the generation of 5 fs pulses of 5 mJ energy was reported in 
2010 (Bohman et al., 2010). High-energy pulses of up to 13.7 mJ and with a pulse duration of 11.4 
fs were obtained using a HCF filled with helium at a low gas pressure (Dutin et al., 2010). Spectral 
broadening in an HCF has also been extensively used for post-compressing pulses with a central 
energy red-shifted compared to the typical Ti:Sa output, such as the ones generated using the OPA 
scheme. In the spectral range around 1.8 µm and above, one can conveniently exploit the negative 
dispersion properties of bulk materials (e.g. fused silica) in order to shorten the pulse duration 
down to 2-3 cycles (Schmidt et al., 2011, 2010), thus  circumventing the necessity for employing 
chirped mirrors.  
Another related post-compression technique relies on filamentation (Hauri et al., 2004) by loose 
focusing of an intense laser pulse in a gas-filled cell, whereby argon is conventionally used as the 
generation medium. As a consequence of the dynamical equilibrium between self-focusing (due 
to the Kerr effect) and defocusing (due to ionization and plasma generation), the generated filament 
(typically 100 µm in diameter) can propagate over distances up to several tens of centimeters, 
thereby undergoing self-compression.  
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A conceptually different technique for generating optical pulses (i.e. covering the VIS region) with 
sub-fs duration was presented by Wirth et al. in 2011 (Wirth et al., 2011). In this scheme, termed 
“light-wave synthesizer”, a broad supercontinuum (260-1100 nm) generated in a hollow-core-fiber 
is first decomposed into three spectral regions (UV: 350-500 nm, VIS: 500-700 nm, and NIR:700-
1100 nm) with the aid of dichroic beam-splitters. After compressing each spectral region with the 
aid of dedicated chirped mirrors, the individual components are re-combined. By using active 
stabilization in combination with dispersive elements controlling the CEP in each arm, the electric 
field of the light wave can be modulated on a sub-cycle time scale. In a later version of the 
synthesizer (Hassan et al., 2016), a fourth arm covering the deep UV-region (DUV: 260-350 nm) 
was added, which allowed for the synthesis of optical attosecond pulses with a duration of 415 as, 
as confirmed by the streaking measurements (s. Section 3.6.1).  
 
3.4 Attosecond sources in the mid-infrared 
 
Ti:Sa-based femtosecond sources are limited around 800 nm. Under typical experimental 
conditions, HHG driven by pulses in this wavelength range (NIR) yields access to photon energies 
of only up to 100 eV, thus precluding the investigation of electron dynamics of core-excited 
electrons. The demand for attosecond pulses with higher photon energies is mainly dictated by the 
high biological relevance of the spectral region between 280 eV and 543 eV, where the absorption 
edges of the main constituents of organic matter, carbon (K-edge, 284 eV), oxygen (K-edge, 543 
eV) and nitrogen (K-edge, 397 eV) are located, whereas water (i.e. the cell environment) is 
transparent. On a different note, photon energies in the keV range are also required for the 
investigation of ultrafast processes in solid-state systems with X-ray absorption spectroscopy 
employing elements such as Ti, Cu, Al, Si (Seres et al., 2006).  
One way to up-scale the photon energy involves increasing the laser intensity, thereby reaching 
the conditions of strong ionization. Using helium gas as a medium, soft-X-ray harmonics of 
energies up to 460 eV were reported in 1997 (Chang et al., 1997). By exploiting phase-matching 
techniques, bright high-harmonic generation reaching the keV range has been demonstrated 
(Popmintchev et al., 2009). Nevertheless, the photon flux achievable via these methods still does 
not meet the level required for practical applications, as a consequence of the phase mismatch 
caused by the generated electron plasma.  
The quadratic dependence of the harmonic cutoff on the driving field wavelength (cp. 
ponderomotive term in Eq. 2.1) provides an alternative route towards increasing the photon energy 
of the generated harmonics. This fact has therefore spawned the development of mid-IR-sources 
(MIR)  for high-harmonic generation (Heyl et al., 2016; Ishii et al., 2014; Wolter et al., 2015). 
Conventionally, the optical parametric amplification (OPA), covered in detail in Ref. (Cerullo and 
De Silvestri, 2003), a wavelength down-conversion method in which a seed pulse is amplified by 
an ultrafast pump in a non-linear crystal, provides a straightforward route towards ultrashort pulses 
in the 1.1 – 3.0 µm range. Relying on the OPA technology, extension of high-harmonic generation 
to the water window was first demonstrated in 2008 (Takahashi et al., 2008), whereby photon 
energies of up to 300 eV from Ne and 450 eV from He were generated using a 1.5 µm driver. 
However, the limited pulse energies (up to mJ) resp. peak powers (up to few GW), as well as the 
considerable output pulse durations (50 fs) pose fundamental limitations for the power-scalability 
of the OPA method.   
Some of the inherent limitations of the OPA process can be overcome in a dual-chirp OPA scheme 
(DC-OPA), whereby properly optimized, chirped seed and pump pulses are utilized. First 
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theoretically proposed in 2011 (Zhang et al., 2011), this scheme has been implemented to generate 
TW, sub-two-cycle IR pulses in the mid-IR region (Fu et al., 2015). Further, the generation of 
multi-TW, fs pulses with an energy exceeding 100 mJ was reported (Fu et al., 2018). In this aspect, 
optical parametric chirped-pulse amplification (OPCPA), first proposed in 1992 (Dubietis et al., 
1992), a technology which unifies the OPA and the CPA concepts, has been increasingly gaining 
in popularity. OPCPA utilizes the main characteristics of the CPA scheme, i.e. stretching in the 
temporal domain, amplification, and recompression, however, the amplification stage is based on 
an optical parametric process involving energy transfer from a pump to a seed beam, instead of 
stimulated emission (as in Ti:Sa amplifiers). This method possesses an octave-spanning 
amplification bandwidth and is capable of generating sub-10-fs spectrum in the VIS range. Further, 
the detrimental influence of thermal distortions is considerably mitigated as the instantaneous 
nature of the OPA process does not require storage of the energy in the amplification medium.  
Utilizing this scheme, multiple groups have reported the generation of few-cycle pulses at varying 
central wavelengths: at 0.88 µm (Rothhardt et al., 2012), 2.1 µm (Deng et al., 2012), 3.2 µm 
(Chalus et al., 2010) or 3.9 µm (Andriukaitis et al., 2011). A comprehensive review of the state-
of-the art performance level of OPCPA systems including few-cycle table-top sources has been 
given by Vaupel et al. in Ref. (Vaupel et al., 2013). The OPCPA architecture itself has been 
reviewed in Refs. (Butkus et al., 2004; Dubietis et al., 2006; Witte and Eikema, 2012). Another 
recent review on the topic of IR sources can be found in Ref. (Ciriolo et al., 2017). We conclude 
the discussion of MIR sources with the Fourier-domain optical parametric amplification (FOPA) 
method, a novel pulse amplification scheme that possesses the potential for overcoming the 
fundamental limitations of traditional methods (such as the gain bandwidth, or material damage 
threshold).  Within FOPA, the dispersed spectral components of a transform-limited pulse are 
amplified independently of each other utilizing different non-linear crystals in the Fourier plane. 
In this manner, simultaneous up-scaling of energy and amplified bandwidth is achieved. The 
experimental realization of the FOPA concept utilizes a symmetric 4f-scheme and has been first 
demonstrated via the generation of CEP-stable, 1.43 mJ pulses at 1.8 µm (Schmidt et al., 2014). A 
later work reported on the generation of two-cycle (~ 11 fs), 1.8 µm pulses with peak powers 
reaching 2.5 TW (Gruson et al., 2017).  
 
3.5 Generation of isolated attosecond pulses 
 
As evident from the theoretical discussion in the preceding section, high-harmonic generation 
driven by sufficiently intense multi-cycle pulses involves the emission of attosecond pulse trains 
(APTs) consisting of XUV light bursts separated by half a period of the driving field. The first 
experimental observation of attosecond pulse trains was reported by Paul et al. in 2001 (Paul et 
al., 2001), whereas experiments by Mairesse et al. 2003 (Mairesse et al., 2003) revealed the chirped 
nature of the high-harmonic emission, in agreement with the semi-classical prediction of the three-
step model. The generation of isolated attosecond pulses (IAPs) thus requires confining the 
harmonic generation process to a single emission event within the driving pulse.  This possibility 
was first theoretically investigated by Farkas and Tόth in 1992 (Farkas and Tóth, 1992), who 
considered the generation of pulses with durations of 30-70 as based on HHG. To date, the most 
popular methods for generating isolated attosecond pulses can be broadly grouped into amplitude 
gating and temporal gating techniques. Both gating schemes necessitate an electric field form 
which is reproducible from shot to shot, making CEP stabilization a prerequisite. The amplitude-
gating approach resides on the spectral filtering of the high-harmonic emission: as the cut-off 
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portion of the harmonic spectrum is generated in the most-intense half-cycle of the driving field, 
spectral isolation of this region corresponds to an attosecond pulse in the temporal domain. In order 
to ensure that the high-energy portion of the XUV spectrum is generated only within one half cycle 
of the driving pulse, strict requirements on the driver pulse duration (< 5-fs) and intensity apply. 
IAPs with durations as short as 80 as have been produced using the amplitude-gating method 
(Goulielmakis et al., 2008). 
The temporal-gating method, on the other hand, requires appropriate tailoring of the properties of 
the driving electric field in time (e.g. polarization) in order to confine the HHG event within a 
single half-cycle. This scheme is much more versatile, and here we limit the discussion to its most 
popular variants: polarization gating (PG), double-optical gating (DOG), and ionization gating 
(IG). The polarization-gating method originally proposed by Corkum et al. (Corkum et al., 1994) 
exploits the recollision nature of the HHG event (on a microscopic scale) to confine the emission 
to a single cycle by manipulating the polarization of the driving pulse. HHG driven by a 
monochromatic pulse exhibits a pronounced ellipticity dependence: the efficiency of the process 
drops by a factor of two for ellipticities above 10 %. By temporally modulating the polarization of 
the driving field from circular to linear and then to circular again, one can thus restrict the XUV 
emission to the central part of the pulse, where the field is linearly polarized. An all-optical scheme 
based on the usage of two birefringent elements (a multiple-order quarter wave-plate (QWP) 
followed by a second zero-order QWP) was proposed by Tcherbakoff et al. (Tcherbakoff et al., 
2003) and experimentally realized in 2006 with the generation of IAPs of durations reaching 130 
as in the 25-50 eV spectral range (Sansone et al., 2006; Sola et al., 2006). The duration of two 
consecutive XUV bursts imposes an upper boundary for the duration of the linearly polarized 
segment of the pulse, consequently, driving pulses with durations of sub-2-3 optical periods are 
required (or ~ 7 fs for 800 nm driving fields). This requirement can be relaxed by breaking the 
symmetry of the driving field, e.g. by adding a second color with the appropriate pulse energy and 
phase delay. This is the principle behind the DOG scheme, first demonstrated in Ref. (Chang, 
2007). An additional advantage of the DOG technique is the superior generation efficiency related 
to the lower depletion of the generation medium at the leading pulse edge, as well as the possibility 
to employ higher field intensities. Generation of XUV-supercontinuum with a FWHM of 200 eV 
using the DOG scheme in combination with a sub-8-fs 800 nm driver was reported by Mashiko et 
al. in 2009. Other variants of the polarization gating techniques, designed to mitigate the effects 
of ionization depletion, include generalized DOG (GDOG), whereby the leading and the trailing 
edges of the pulse have a lower ellipticity (0.5 instead of 1.0) compared to the DOG scheme. This 
technique allowed the generation of IAPs with durations of nearly 150 as by using 28 fs drivers at 
800 nm (Feng et al., 2009). Interferometric polarization gating is another, more sophisticated 
approach based on the same principle, whereby up to 4 electric field components with properly 
optimized ellipticities, relative energies and phases are combined. In this manner, XUV-
supercontinua supporting 260-as-pulses were generated using driving pulses longer than 50 fs. The 
high relevance of this method is the ability to employ a loose-focusing geometry, which translates 
into higher XUV flux (e.g. 20 nJ in the 20-70 eV spectral range (Skantzakis et al., 2009; Tzallas 
et al., 2007)).  
As an alternative to the temporal gate provided by polarization gating, the ionization gate relies on 
the complete ionization depletion during the leading edge of the pulse, which suppresses HHG 
emission throughout the rest of the pulse due to phase mismatch. Typically, the temporal gate 
realized in this manner is not narrow enough to restrict the emission to a single-cycle event, 
therefore, additional bandpass-filtering is required (Bouhal et al., 1998; Jullien et al., 2008; Pfeifer 
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et al., 2007). Alternatively, on can spatially filter the XUV beam in order to tailor its temporal 
characteristics (Ferrari et al., 2010). PASSAGE (Timmers et al., 2016), or polarization-assisted 
amplitude gating, is a technique which allows the generation of IAPs with a central frequency 
tunable in the range from 50 to 130 eV, and combines amplitude and polarization gates, with the 
additional advantage of relaxed requirements with regard to the pulse duration of the driver.  
In the light of the discussion presented in Section 3.4, recent efforts center on transferring the 
technology described in the preceding for the case of Ti:Sa pulses to MIR drivers, thus targeting 
the generation of IAPs in the water window spectral range. IAPs with central energies near the 
carbon K-edge (248 eV), a pulse duration of 400 as and a spectral bandwidth supporting 30 as 
pulses were recently reported, whereby a spatiotemporal gating scheme based on wave-front 
rotation was employed (Silva et al., 2015). The current world record for the shortest pulse (43 as) 
was generated using a 1.8 µm driver in a xenon target (Gaumnitz et al., 2017). This result 
superseded the previously achieved pulse durations of 53 as for IAPs in the water-window range 
(Li et al., 2017).  
As a concluding remark, we briefly address the recent development of novel schemes for 
generating IAPs that do not rely on gating. The lighthouse method first proposed in 2012 (Vincenti 
and Quéré, 2012) and experimentally demonstrated shortly thereafter (Kim et al., 2013; Wheeler 
et al., 2012) employs a driving field with a rotating wave front in order to generate high harmonics 
with a non-negligible pulse-front tilt. As each component of the attosecond pulse train is emitted 
in a different instantaneous direction, a far-field spatial separation of the individual attosecond 
pulses composing the train is achieved. The non-collinear optical gating (NOG) scheme, also 
called angular streaking, introduced in Ref. (Louisy et al., 2015), is based on a similar concept. 
Thereby, an intensity grating is created in the focus by superimposing two pulses at a small angle. 
As a result, the attosecond bursts are emitted along the bisector angle of the driving fields, and the 
emission direction corresponds to the orientation of the driving wavefront. By adjusting the delay 
between the two drivers, an effective wavefront rotation on a sub-cycle time scale can be achieved, 
which enables the spatial separation of the emitted XUV bursts in the far-field.  
 
3.6 Attosecond spectroscopic techniques 
 
The final paragraphs of this section are devoted to the presentation of several of the most 
commonly employed experimental configurations for conducting attosecond time-resolved pump-
probe experiments. Currently, the low conversion efficiencies of the HHG process (lying in the 
10-9-10-5 range) preclude the application of high-harmonic sources to direct XUV-pump XUV-
probe experiments. Therefore, the established approach for studying events occurring on the sub-
cycle scale involves the combination of an XUV pulse with an ultrashort optical pulse. The most 
common realizations of this principle are the RABBITT (reconstruction of attosecond beating by 
interference of two-photon transitions) and the attosecond streaking schemes, which are reviewed 
in the following. In both cases, the XUV pump serves to initiate the electron dynamics, which are 
subsequently probed by the infrared pulse as a function of the mutual delay between both pulses.  
 
3.6.1 Reconstruction of attosecond beating by interference of two-photon transitions 
 
The RABBIT technique utilizes an APT in combination with a less intense and longer, multi-cycle 
NIR field, and was initially developed and utilized to characterize the duration of the XUV bursts 
emitted in the pulse train (Paul et al., 2001). As discussed in Section 2, the frequency-domain 
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manifestation of an APT is given by a harmonic comb consisting of a finite number of peaks 
separated by twice the frequency of the driving field. In a RABBITT measurement, the XUV 
photons are detected indirectly through photoemission from a target using the photoelectric effect. 
Adding a NIR perturbing field (typically derived from the same field used for generating the APT) 
leads to the emergence of additional maxima in the photoelectron spectrum, shifted by the NIR 
photon energy with respect to the main harmonic peaks. These peaks, referred to as sidebands, 
result from the emission or absorption of an NIR photon under the influence of the dressing field 
in addition to the ionizing XUV photon. The non-distinguishability of the two pathways 
contributing to a given sideband will result in a modulation of the sideband intensity at a frequency 
given by twice the frequency of the NIR field. Denoting the (two-photon) amplitudes of the 
absorption resp. the emission pathway contributing to a given sideband by 𝑀Ä resp. 𝑀±, the 
proability for the emission of a photoelectron at an energy 𝐸Å = ωÆÇl + ωNÈ can be expressed 
mathematically as a sum of the squared amplitudes of the individual pathways: 𝑃Å ≈ |𝑀Ä +𝑀±|+ = |𝑀Ä|+ + |𝑀±|+ + 2ℛ𝑒{𝑀Ä∗𝑀±}. (3.2) 
The total probability thus depends on the relative phase 𝜙 between the two contributing quantum 
paths through the last term in Eq. (3.2). The latter can be controlled by changing the relative delay 𝜏 between the XUV and the IR, i.e. 𝜙 ≡ 𝜔%𝜏. The dependence of the amplitudes of the individual 
pathways on the dressing field is given by 𝑀Ä ∝ |𝐸NÈ|𝑒 ÏÐÑÒ  resp. 𝑀± ∝ |𝐸NÈ|𝑒< ÏÐÑÓ, 
implying that the last term in Eq. (3.2) will vary as: ∝ cos(2ω%τ), i.e. at twice the frequency of 
the NIR pulse. If one considers the two steps in the NIR-assisted XUV photoionization as 
decoupled from each other, the relative delay can be further decomposed into its individual 
contributions as follows: τ = τÕÖ + τÆÇl + τ²². (3.3) 
The first term, τÕÖ, corresponds to the relative group delay of the XUV relative to the NIR probe. 
The second and the third terms originate from the intrinsic phases of the individual matrix elements 
characterizing each pathway. Eq. (3.3) illustrates the utility of the RABBIT technique in 
characterization measurements. In case the intrinsic phase difference can be calculated from ab-
initio methods, which holds true for simple atomic systems, the relative phases between 
consecutive bursts in an APT can be inferred from a RABITT spectrogram, thus providing a direct 
characterization of the HHG spectrum. Inversely, in case the group delay can be measured by other 
means or eliminated by adopting a proper reference scheme, the sideband oscillation phases 
provide a direct access to the phases of the two-photon matrix elements. The latter implementation 
of the RABBIT scheme is most commonly utilized to infer photoionization delays associated with 
the absorption of a XUV photon. 
 
3.6.2 Attosecond streaking 
 
The attosecond streak camera is closely related to the RABBITT scheme, with several major 
differences. First, the photoionization event is initiated with an isolated attosecond pulse instead 
of a pulse train, which imposes severe requirements on the NIR field in terms of pulse duration 
and CEP stability. Further, the dressing (or streaking) field, typically derived from the one used 
for the IAP generation in order to ensure optimal stabilization, is orders of magnitudes stronger 
than the typical field strengths employed in RABBITT. Consequently, the interaction of the system 
with the NIR is no longer perturbative as multiple photons of the IR are absorbed. From this reason, 
one more conveniently resorts to a semiclassical treatment of the dynamics of the liberated electron 
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in the NIR field, which results in the following expression for the electron velocity at time instant 𝑡: 𝑣(𝑡) = −t 𝐸(𝑡u)𝑑𝑡uj +  [𝑣% + 𝐴(𝑡 )] =   − 𝐴(𝑡) + [𝑣% + 𝐴(𝑡 )]. (3.4) 
In the above, 𝑡  denotes the instant of ionization, 𝑣% is the initial velocity, and 𝐸(𝑡) resp. 𝐴(𝑡) 
denote the electric field resp. the associated vector potential. The first term of the right-most side 
represents the electron’s quiver energy which goes to zero when the pulse is over. The motivation 
behind the term “streak camera” used for this technique can be inferred from the fact that the above 
equation represents a mapping of a given instant of ionization, 𝑡 , or “birth in the continuum”, onto 
a velocity displacement 𝑣(𝑡)	that is a function of the vector potential of the NIR laser field (Kling 
and Vrakking, 2008). When recorded over a large set of delays between the IAP and the NIR, one 
recovers a cross-correlation between the EWP and the NIR field. The dependence on the electric 
field (through the vector potential 𝐴(𝑡)) rather than the intensity yields sub-fs temporal resolution, 
despite the few-fs duration of the streaking field. The ability to reproduce the sub-cycle oscillations 
of the electric field amplitude renders the streaking technique the most accurate method for 
characterizing attosecond pulses. Initially introduced as a characterization method ((Hentschel et 
al., 2001; Itatani et al., 2002)), it was later implemented to infer the underlying attosecond 
dynamics of the ejected electron. Since an absolute reference for the exact emission time is lacking, 
one typically records streaking traces originating from electrons emitted from multiple (two or 
more) electronic shells of the system in a single measurement. The latter is possible given the large 
bandwidths of the employed APTs. Subsequently one analyzes the small phase shifts between the 
individual streaking traces, which are interpreted as temporal delays between the photoionization 
events associated with the underlying electronic shells. Although the spectral overlap resulting 
from the large IAP bandwidths has prevented widespread application of the streak camera for the 
photoionization dynamics in molecules, we include this brief description in the current review as 
this technique has been instrumental in the time-resolving of fundamental events in atomic systems 
(Drescher et al., 2002; Ossiander et al., 2018, 2016; Schultze et al., 2010; Uiberacker et al., 2007). 
 
 
3.6.3 Photoelectron and photoion spectroscopy 
 
Prior to concluding the current section, we address another unique aspect of attosecond 
spectroscopy: besides the unprecedented temporal resolution, the utilization of large-bandwidth 
pulses in the XUV/SXR ranges offers the possibility for spatial imaging with Ångstrom resolution. 
The photon energies associated with the attosecond pulses derived from HHG exceed by far the 
ionization energies of valence electrons, leading to the emission of photoelectrons with very short 
de-Broglie wavelengths. Recording the angular distribution of the ejected electrons thus gives 
access to scattering dynamics in the molecular frame (for a recent perspective on the topic, see 
Ref. (Vrakking, 2014)). In general, in experimental configurations based on the detection of 
charged particles, i.e. photoelectron or photoion spectroscopy, the dynamics of the investigated 
process are encoded in the kinetic energy distributions of the detected species. The most commonly 
employed detection schemes are based on time-of-flight (ToF) electron or ion-mass spectrometry. 
The usage of magnetic-bottle spectrometers allows for superior detection efficiencies. Velocity-
map imaging (VMI) techniques in combination with Abel inversion algorithms are employed in 
order to detect and retrieve the photoelectron angular distribution in the laboratory frame. In order 
to achieve a complete reconstruction of the scattering event in the molecular frame, a simultaneous 
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detection of the emitted photoelectrons and photoions in coincidence is required. In this respect, 
the Cold Target Recoil Ion Momentum Spectroscopy (COLTRIMS) technique provides a way 
towards kinematically complete scattering experiments (Dörner et al., 2000; Ullrich et al., 2003, 
1997). 
 
 
 
4. Attosecond electron/ion imaging spectroscopy 
 
Given the high photon energy of attosecond pulses, the interaction of attosecond pulses with 
molecules results in ionization, leaving behind charged particles in potentially highly excited 
states, which can undergo further relaxation pathways specific to the target. The associated 
dynamics particularly lends itself to investigation using the techniques of attosecond electron/ion 
spectroscopy introduced in Section 3.  
The examples covered in this section are seminal in attosecond spectroscopy as they constitute the 
first extension of attosecond pump-probe techniques to molecular systems, thereby addressing the 
fundamental role of vibronic interactions on the sub-fs localization of the electronic charge 
distributions in small molecules. The majority of the studies address the paradigmatic case of 
molecular hydrogen (H2) or deuterium (D2). 
In 2010, Sansone et al. (Sansone et al., 2010) used the combination of isolated attosecond pulses 
and waveform-controlled, few-cycle intense NIR fields to track the charge localization dynamics 
in H2 and D2 following dissociative ionization (DI). Intense-field DI results in the production of 
H+/D+ fragments, and their velocity and angular distributions are detected in the experiment. 
Pronounced angular asymmetries in the fragment momentum distributions induced by the presence 
of the NIR field encode the spatial localization of the charge distribution and its dynamics.  
In the experiment, ionization is induced using intense isolated attosecond EUV pulses with a 
bandwidth extending from 20 eV to 40 eV. Given the large spectral width of the IAP, the kinetic 
energy distribution (KED) spectra contain contributions from several ionization channels. The 
potential energy surfaces of the two lowest electronic states of the cation ( Σ+ Ü(1𝑠𝜎Ü) and Σ+ ß(2𝑝𝜎ß)) that are of relevance for this study are reproduced in Fig. 4.1 A, together with the 
autoionizing (AI) states (𝑄= and 𝑄+) located in this energy region. Direct ionization is the dominant 
process at photon energies up to 25 eV and leads to the population of the Σ+ Ü(1𝑠𝜎Ü) -state of the 
ion, releasing a small fraction of low-KE fragments (s. spectrum in Fig. 4.1 B). Excitation to the 
doubly-excited 𝑄= Σ= ß -states embedded in the continuum prevails at photon energies in the range 
between 25 and 36 eV, whereby the symmetry of the transition dipole moment (parallel) 
preferentially selects molecules aligned parallel to the laser polarization axis. These transitions are 
characterized by large oscillator strengths; subsequent AI leads to the population of the Σ+ Ü(1𝑠𝜎Ü)  
state and releases ionic fragments at characteristic kinetic energies between 2 and 7 eV (Fig. 4.1 
B). However, due to the large cone opening angle of the spectrometer employed in the experiment, 
the measured spectra above 31 eV contain contributions from the perpendicular transition, which 
involves the 𝑄+ Π= ß -doubly-excited states.  The ionization channel resulting in the population of 
the Σ+ ß(2𝑝𝜎ß) state of the ion opens at 30 eV. At these photon energies, the ionization process 
can thus leave the ion in either the Σ+ Ü(1𝑠𝜎Ü)- or the Σ+ ß(2𝑝𝜎ß)-state, leading to different 
fragment energies.  
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 A time-delayed, intense 6-fs NIR pulse subsequently redistributes the charge within the molecular 
ion, leaving its imprint in the form of an asymmetric angular distribution of the ejected fragments 
with respect to the laser polarization axis. This asymmetry is quantified via the laboratory-frame 
asymmetry parameter: 𝐴(𝐸Å, 𝜏) = 𝑁↑(𝐸Å, 𝜏) − 𝑁↓(𝐸Å, 𝜏)𝑁↑(𝐸Å, 𝜏) + 𝑁↓(𝐸Å, 𝜏) , (4.1) 
where 𝑁↑(𝐸Å, 𝜏) and 𝑁↓(𝐸Å, 𝜏) denote the fragments emitted in opposite directions (within 45°) 
relative to the polarization axis. This parameter bears a direct relationship to the localization of the 
charge after the ionization event. As evident from Fig. 4.1 C, the asymmetry parameter displays 
distinct oscillations as a function of the delay between the XUV and the NIR: a shift between the 
two pulses by half the period of the IR results in a reversal of the charge localization site.  
 
Figure 4.1: (A) Potential energy curves of the states participating in the dissociative ionization of neutral hydrogen (bottom curve). 
Photoexcitation results in excitation of the 𝑄= (red) and 𝑄+ (blue) doubly excited states and ionization to the 1𝑠𝜎Ü  and 2𝑝𝜎ß 
states. R denotes the internuclear distance, reported in atomic units (a.u.). (B) Experimental kinetic energy distributions of the D+-
fragments as a function of the delay between the XUV and the NIR pulses. The color scale represents the fragment yield (arb. u.). 
(C) Experimentally extracted asymmetry parameter associated with the production of D+-fragments in the dissociative ionization 
of D2 as a function of the kinetic energy and the temporal delay between the two pulses. The asymmetry parameter exhibits 
pronounced oscillations as a function of time that vary strongly with kinetic energy. Figure adapted from (Sansone et al., 2010) 
with permission. 
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In absence of the IR, the electronic states 1𝑠𝜎Ü and 2𝑝𝜎ß that can be accessed via a single-photon 
absorption of a XUV photon possess opposite, but well-defined parities, which results in 
symmetric distribution of electrons emitted “up” (𝑁↑(𝐸Å, 𝜏)) or “down” (𝑁↓(𝐸Å, 𝜏)). A coherent 
superposition of the 1𝑠𝜎Ü  and 2𝑝𝜎ß states is therefore a prerequisite for the emergence of charge 
localization. The dipole selection rules governing the single-photon excitation determine the 
angular momentum symmetry (𝑙Ü,ß)   of the outgoing photoelectron (gerade (𝑙Ü) in the case of 2𝑝𝜎ß and ungerade (𝑙ß)  for 1𝑠𝜎Ü). The two photoelectrons are thus distinguishable, erasing the 
coherence between the states. This situation changes under the influence of the NIR pulse, which 
can coherently couple the two states and prepare a coherent superposition. Two coupling 
mechanisms, illustrated schematically in Fig. 4.2 A and B), that can lead to this scenario are 
invoked. The first one involves an interference between the autoionization into the 1𝑠𝜎Ü state 
proceeding through the 𝑄= Σ= ß	doubly-excited states that is accompanied by the emission of a 
photoelectron of p-symmetry, and the direct ionization of the WP launched on the 2𝑝𝜎ß-potential 
energy surface leading to the emission of an s-electron. In this scenario, the role of the NIR 
absorption consists in changing the angular momentum character of the outgoing electron, thereby 
erasing the link between the parity of the cationic wavefunction and the angular momentum 
character of the photoelectron. Interaction with the NIR thus leaves the molecular ion and the 
electron in an entangled state. In the second mechanism, the NIR acts upon the molecular ion in 
the course of its dissociation on the 2𝑝𝜎ß-potential, thereby coupling it to the 1𝑠𝜎Ü-surface, 
forming a coherent superposition between the two states. The asymmetric dissociation is then 
determined by the relative phase of the two molecular wave functions of opposite parity. This 
mechanism is particularly efficient at large internuclear distances as the energy separation between 
the relevant curves approaches one NIR photon.  
Figure 4.2: Mechanisms underlying the observed asymmetry in XUV-NIR dissociative ionization. (A) Asymmetry caused by the 
interference of a wave packet initially launched in the 2p\sigma_u state by direct XUV ionization (blue arrows) and by rapid 
ionization of the 𝑄=  𝛴⬚= ß doubly excited states by the IR pulse with a wavepacket in the 1𝑠𝜎Ü-state resulting from autoionization 
of the 𝑄=  𝛴⬚= ß states. Purple lines signify intrinsic molecular dynamics. (B) Asymmetry caused by the interference of a wave packet 
prepare directly in the 2𝑝𝜎ß state by direct XUV ionization with a wave packet in the 1𝑠𝜎Ü-state resulting from the stimulated 
emission during dissociation. Figure adapted from (Sansone et al., 2010) with permission. 
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Prior to this study, electron dynamics evolving on the attosecond timescale have been observed by 
Kling et al.(Kling et al., 2006) in the dissociative ionization of D2 using intense, CEP-controlled 
NIR (800 nm) few-cycle pulses of duration 5 fs and intensities up to 1014 W/cm2. As in the 
preceding study, electron localization is inferred by measuring the D+-fragment kinetic energy and 
angular distributions in a VMI apparatus, whereby in the current case the asymmetry of the 
fragments is monitored as a function of the CEP of the pulse. At the field intensities employed in 
the experiment, ionization of D2 leaves the molecular ion in the	1𝑠𝜎Ü-state, whereas the dynamics 
of the outgoing photoelectron is (almost completely) governed by the oscillatory laser field. 
Depending on the instant of the ionization within the NIR laser cycle, the electron can revisit the 
core in a manner reminiscent of the three-step-model for HHG introduced in Section 2.3. One of 
the possible outcomes of the recollision event is the excitation of the molecular ion to the higher-
lying 2𝑝𝜎ß-state (cp. Fig. 4.3 A). Due to the repulsive nature of this state, this scenario leads to 
the ejection of high-kinetic-energy D+-fragments (up to 12 eV), which are observed as a broad 
peak (8-10 eV) in the KER (cp. Fig. 4.3 B). The recollision nature of the mechanism leading to the 
production of these fragments is further confirmed by conducting the experiment using a CPL 
driver, in which case the suppressed recombination probability leads to the disappearance of the 
features in the energy range above 8 eV. The central outcome of the experiment is the observation 
of pronounced (a modulation depth of ≈50 %, s. Fig. 4.3 C) periodic oscillations of the asymmetry 
parameter associated with these recollision fragments as a function of the CEP of the ionizing 
pulse. In a similar fashion to the case study presented above, the mechanistic origin of the observed 
modulation resides in the formation of a coherent wave packet with no well-defined parity, leading 
to an asymmetry of the fragment ejection that depends on the exact phase of the electric field. In 
this case, the D2+-molecular ion is formed in its ground state 1𝑠𝜎Ü  around the maximum of the 
electric field. After an excursion time of up to 1.7 fs, the electron re-collides with the core, 
promoting the ion to the strongly repulsive 2𝑝𝜎ß- state, which promptly dissociates, resulting in 
D/D+ fragments with kinetic energies up to 10 eV. During the dissociation event, the NIR field can 
Figure 4.3: Possible pathways for the production of D+-fragments from D2 wither by photodissociation of the molecular ion (through 
bond softening (BS), sequential excitation (SE) or recollision excitation (RCE) or by Coulomb explosion (through RCI, SI, EI). (B) Kinetic 
energy distribution of the D+-fragments originating from the dissociation of D2 induced by a 5-fs , 1014 W/cm2 laser pulses without 
CEP stabilization. (C) Asymmetry parameter as a function of the D+ kinetic energy and the CEP phase offset. Figure adapted from  
(Kling et al., 2006) with permission. 
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induce a partial population transfer back to the ground state, thereby forming a dissociative 
wavepacket with a large excess kinetic energy. The coherent superposition of these two pathways 
underlies the observed time-dependent localization of the electron density within the molecule that 
can be controlled by switching the polarity of the field on a sub-cycle scale by varying the CEP.  
In the experiments discussed in the preceding, the observed molecular attosecond dynamics are 
associated with the relaxation pathways of the ionized particles generated by the action of the 
attosecond pulse. A similar experimental principle has been transferred by Neidel et al. (Neidel et 
al., 2013) to a series of small-to-medium sized molecules in order to realize a “molecular 
attosecond Stark spectroscopy”. The experimental approach is based on using a two-color pump-
probe sequence, whereby a 1 kHz, moderately intense (1013 W/cm2) 800-nm-NIR field of 30 fs 
duration serves as the pump, whereas the probe pulses are provided by a XUV attosecond pulse 
train derived from harmonic generation in argon. Both pulses are focused with a toroidal mirror in 
the active region of an VMI apparatus, in a molecular beam of N2, CO2, or C2H4. The collected 
TOF spectra of the molecular ion yields reveal pronounced periodic modulations as a function of 
the pump-probe delay. These oscillations are interpreted in terms of a time-dependent dipole 
moment induced during the interaction of the molecules with the NIR field in the pump step, which 
gives rise to a time-dependent modification of the electronic density and thus to a modulation of 
the XUV photoionization yield of the molecule. The amplitude of the XUV yield oscillations was 
found to correlate with the magnitude of the component of the polarizability tensor along the 
internuclear axis αz.  
The possibility of attosecond control in the molecular photoionization of H2 using an APT in the 
place of an isolated pulse has been further explored in a work by Kelkensberg et al. (Kelkensberg 
et al., 2011) Additional experiments analogous to the ones reported in in the first part of this 
Section have been conducted in other systems such as O2 (Siu et al., 2011). 
 
 
5. Attosecond electron spectroscopy in biorelevant molecules 
 
The current section is dedicated to the investigation of charge transfer (CT) and related phenomena 
using attosecond spectroscopy. In general, CT describes the spatial redistribution of electronic 
charge in a molecular system, e.g. the backbone of an extended molecular chain, or between two 
or more molecules, and is of fundamental importance for photoinduced reactions in biochemistry 
and biophysics (for a recent review on the topic, s. Ref. (Wörner et al., 2017) and references 
therein). The CT process is predominantly mediated and influenced by molecular nuclear 
dynamics. Charge migration (CM), on the other hand, is used to denote the charge transfer driven 
specifically by electronic coherence and/or electron correlation. As the primary mechanism 
involves the electronic degrees of freedom, CM takes place much faster, typically on a sub-
femtosecond timescale, although the influence of the nuclear motion comes into play provided that 
the observation time scale is sufficiently long. Whereas CT phenomena have been studied 
extensively in the past employing various techniques at different temporal resolutions, CM shifted 
to focus only recently (Calegari et al., 2016), after progress in attosecond technology enabled the 
generation of attosecond pulses in the EUV regime. Prior to that, CM has been thoroughly 
investigated from a theoretical perspective, with a particular emphasis on the role of electronic 
correlations (Breidbach and Cederbaum, 2005, 2003; Hennig et al., 2005; Remacle and Levine, 
2006). These efforts were motivated by the experimental work of Weinkauf et al. on the 
fragmentation of small peptides based on natural amino acids (Weinkauf et al., 1995). In these 
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experiments, the initial hole was localized on a given specific site of the molecule, however, 
analysis of the produced fragments indicated that the fragmentation has occurred at a remote site.  
 
 
The interpretation suggested by the authors involved charge migration of the hole between the two 
sites of the molecule due to a fast CT mechanism (Weinkauf et al., 1996). However, the poor 
temporal resolution of the experiments prevented the estimation of the time scale of the process. 
Figure 5.1: (A) Yield of the doubly-charged immonium ion as a function of the pump-probe delay, measured with a temporal resolution 
of 3 fs (inset of the top panel) and 0.5 fs (top panel). The bottom panel displays the difference between the experimental data and 
the exponential fitting curve shown in the inset of the top panel. The error bars indicate the standard error obtained extracted from 
four measurements. (B) Molecular structure of the most abundant conformer of phenylalanine, obtained from DFT calculations with 
a B3LYP functional. (C) Sliding-Fourier-transform spectrograms of the data presented in the bottom panel of (A). (D) Same as (C), but 
extracted from theoretical calculations. (E) Relative variation of the hole density with respect to its time-averaged value as a function 
of time. The cutoffs of the isosurfaces are set at +10-4 (arb.u, yellow) and -10-4 (arb.u, purple). The time axis is referenced to the end 
of the XUV pulse. Figure adapted from (Calegari et al., 2014) with permission. 
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Here, the recent implementation of an XUV-pump-NIR probe experiment realized by Calegari et 
al. (Calegari et al., 2014) to investigate ultrafast dynamics in the small amino acid phenylalanine 
will be discussed. The topic of CM will be revisited again in Section 6.3, where the observation of 
attosecond charge migration using high-harmonic spectroscopy will be reviewed (P M Kraus et 
al., 2015). 
The experimental approach utilizes an XUV pump-NIR probe scheme, whereby a single isolated, 
sub-300 as XUV pulse with a bandwidth spanning from 15 to 35 eV is used to trigger ultrafast 
dynamics via ionization, and the ensuing dynamics is interrogated by a waveform-controlled NIR 
pulse centered at 1.77 eV with a duration of ≈4 fs. The two pulses are focused into a clean plume 
of isolated phenylalanine gas-phase molecules (Fig. 5.1 B), generated in-situ via laser-induced 
evaporation from a thin metal foil. Due to the elevated temperatures of 430 K required for this 
process, the experiment samples over six equilibrium conformers of phenylalanine. The molecular 
fragments produced by the probe pulse are collected and analyzed in a linear TOF spectrometer. 
The analysis focusses on the doubly-charged immonium ion produced via secondary electron 
ejection by the NIR pulse, whose yield is monitored as a function of the pump-probe delay, with 
varying step sizes (0.3-3 fs). 
The observed dynamics are summarized in Fig. 5.1 A. The long-time evolution, monitored over a 
temporal window of 100 fs, displays a steep rise time of 10±2 fs, followed by an exponential decay 
(with a characteristic constant of 25±2 fs). The results recorded with a step size of 0.3 fs, centering 
on the first 25 fs, are displayed in more detail in the inset resp. the bottom part of Panel A, and 
reveal an oscillation with a beating period of ≈4.3 fs. More insight can be obtained by performing 
a sliding-window Fourier-transform (FT) analysis, resulting in the time-frequency map reproduced 
in Fig. 5.1 C. Two initially present components at 0.14 PHz and 0.3 PHz dominate the response 
over the first 15 fs. Afterwards, a strong and broad component at 0.24 PHz forms and decays within 
35 fs, with a spectral width increasing as the pump-probe delay progresses. The observed fast 
motion is not compatible with the timescale of typical nuclear dynamics, which, although it cannot 
be excluded to influence the dynamics at longer delays, evolves on a timescale of 9 fs for the fastest 
X-H stretching, and takes even longer for the skeleton vibrations. The authors therefore attribute 
the periodic beatings to CM dynamics mediated by electronic dynamics. A further indication for 
the participation of electron dynamics is the decrease in the yield of the immonium dication when 
the bandwidth of the XUV pulse is reduced to 3 eV, which implies that CM entails the participation 
of higher-lying states of the cation. 
Extensive theoretical calculations were conducted to further corroborate the electron-dynamics 
hypothesis. The electron wave packet, modelled as a coherent superposition of many 1-hole (1h) 
cationic states calculated using time-dependent density-functional theory, was propagated for a 
delay of 500 as after excitation by the XUV pulse using a density-matrix formalism. The NIR 
probe was not included in the analysis. The initial wave packet prepared by the large-bandwidth 
IAP contains contributions from multiple open channels (35 per conformer), and the ionization 
amplitudes were determined by static-exchange and first-order density functional theories. After 
averaging over all spatial orientations, the hole density, defined as the difference of the electronic 
densities of the neutral and the cation was extracted and analyzed in the frequency domain. The 
temporal modulations of the hole density are found to maximize around the amine group, even 
though the initially created hole distribution is highly delocalized, preventing an intuitive 
description in terms of a simple CM from one molecular site to another (cp. Fig. 5.1 E). The 
resulting frequency spectra, while depending on the choice of the conformer, all contain the three 
dominant peaks between 0.15 and 0.4 PHz, and correctly reproduce the appearance of the dominant 
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peak at 0.25 PHz and the major features of its temporal evolution (Fig. 5.1 D). These results agree 
with the experimentally observed beating dynamics in the immonium fragment yield. However, 
the agreement is only qualitative as the relative intensities and time dependencies of the individual 
frequency components deviate strongly. The remaining incongruence was attributed to the neglect 
of the influence of the NIR pulse and the freezing of the nuclear degrees of freedom(Lünnemann 
et al., 2008), which erases the influence of nuclear motion on longer timescales.  
 
In fact, it remains unclear how the modulation of the electron-hole density at the amino group 
relates to the experimentally observed yield of the immonium ion. The latter is formed by breaking 
the C-COOH bond of phenylalanine, rather than the C-NH2 bond that is more likely to be 
weakened by an increased electron-hole density at the amino group. An alternative theoretical 
analysis would consist in analyzing the bond order of the C-COOH group as a function of time in 
a more directed attempt to explain the experimental results. Therefore, additional theoretical work 
is desirable to relate the experimental and theoretical results. 
Following this study, related experimental schemes based on the use of ionizing attosecond XUV 
pulses in combination with an optical probe were employed to elucidate the response of DNA 
building blocks to highly-energetic radiation. Examples include the study of ultrafast dynamics in 
thymidine and thymine (Månsson et al., 2017), attosecond pump-probe experiments in tryptophan 
(Lara-Astiaso et al., 2018), and the ultrafast hydrogen migration in glycine (Castrovilli et al., 
2018). 
 
 
6. High-harmonic spectroscopy 
 
 
The principle behind high-harmonic spectroscopy (HHS) and its self-probing character have been 
introduced in Section 2.3. The current section illustrates the capability of HHS to resolve, albeit 
indirectly, electron and nuclear dynamics with sub-fs resolution. We will cover the following 
aspects: the resolution of structural rearrangements occurring on a sub-fs-timescale, the laser-
induced modification of electronic structure on the generic examples of two small polar polyatomic 
molecules, and, finally, the reconstruction and laser control of attosecond charge migration. 
 
 
6.1 Observation of sub-fs nuclear dynamics using high-harmonic spectroscopy 
 
The physical mechanism underlying the sensitivity of HHG to nuclear dynamics can be best 
illustrated by considering the following expression for the HHG intensity (𝐼èèÕ(𝑁𝜔)), first 
proposed and validated by M. Lein (Lein, 2005) for the case of the H2 molecule: 𝐼èèÕ(𝑁𝜔) ∝ |𝑐(𝜏(𝑁𝜔)|+𝐼èèÕêë (𝑁𝜔), (6.1) 
 
where 𝐼èèÕêë (𝑁𝜔) denotes the HHG intensity pertaining to the molecule with “frozen” nuclei, and 𝑐(𝜏(𝑁𝜔) is the nuclear autocorrelation function, i.e. the overlap of the nuclear parts 𝜒(𝑅, 𝑡) of the 
total molecular wavefunction in the ground state and at the instant of recombination, after a 
continuum excursion of duration 𝜏: 𝑐(𝜏) = ∫𝜒(𝑅, 0)𝜒(𝑅, 𝜏)𝑑𝑅. The unique association of a given 
electron travel time with the 𝑁th-component of the harmonic comb, denoted explicitly through the 
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argument of 𝜏 in Eq. (6.1), implies that the nuclear dynamics can potentially be inferred from a 
spectrum recorded in a single laser shot. 
 
In 2006, Baker et al. (Baker et al., 2006), used laser pulses centered at 775 nm to generate high-
harmonic radiation in a pulsed gas jet of H2 or D2 molecules. Given the fact that the rotational 
period of the hydrogen molecule is ≈274 fs (and twice that value for D2), the pulses (initially of 30 
fs duration) were compressed down to 8 fs in a hollow-core fiber followed by a chirped-mirror 
assembly in order to preclude the onset of rotational motion from influencing the HHG process. 
Placing the focus 9 mm before the gas jet isolated the contribution of the short trajectories, which 
were subsequently detected in a grazing-incidence, angularly-resolving flat-field spectrometer. 
The experimentally determined ratio of the HHG responses of the two isomers as a function of the 
transit time in the continuum is reported in Fig. 6.1 B. According to the time-to-frequency mapping 
discussed in Section 2.3, the experimental time resolution is set by the difference of the recollision 
times associated with two successive harmonic orders and amounts to 100 as at the wavelength 
employed (≈800 nm). The HHG efficiency in D2 exceeds the one in H2 (cp. also Fig. 6.1 A) over 
the entire energy range covered in the experiment, and the r(D2:H2) ratio exhibits a monotonic 
increase at longer transit times. This result has been interpreted in the light of the faster nuclear 
motion in the lighter isomer. The latter interpretation has been further validated with the aid of 
SFA calculations which incorporate the autocorrelation functions derived from accurate potential 
energy curves for the two species and additionally include the two-center-interference effect (Lein 
et al., 2002a, 2002b; Vozzi et al., 2006, 2005), known to affect the HHG emission from the fraction 
of molecules aligned parallel to the driving field. The good quantitative agreement with the 
experimental results serves as a confirmation of the validity of the time-to frequency mapping and 
has been used as a starting point for reconstructing the temporal variation of the mean internuclear 
distance on a sub-cycle time scale based on the measured data. This approach has been 
subsequently transferred to the more complex case of the methane molecule (CH4 vs. CD4). The 
HHG intensity ratio r(CD4:CH4) depicted in Fig. 6.1 C shows an even more pronounced isotope 
effect than the H2 / D2 pair despite the presence of heavier nuclei. The faster nuclear dynamics is 
a direct consequence of the non-adiabatic vibronic couplings (the Jahn-Teller effect) in the 
methane cation, which are absent in the electronically simple case of H2. Whereas the equilibrium 
geometry of methane is characterized by a tetrahedral geometry, the cation is unstable with respect 
to a Jahn-Teller distortion and adopts a C2v structure in equilibrium (Frey and Davidson, 1988; 
Knight et al., 1984; Vager et al., 1986), with significantly smaller bond angles (<60° vs. 109.4°, 
Figure 6.1: (A) Raw CCD images of the HHG spectra recorded in D2 (top) and H2 (bottom), revealing that at all harmonic orders observed, 
harmonic emission in H2 is weaker. (B) Ratio of harmonic peak intensities for D2 and H2 (black). The red lines represent the outcome of a 
control experiment in H2. The blue line corresponds to the ratio obtained from theoretical calculations. (C) Ratio of harmonic signals in CD4 
and CH4 (black) as well as the control ratio of two harmonic spectra from CD4 (red). (D) Structures of CH4 and CH4+ at equilibrium. Upon 
removal of an electron, a rapid structural rearrangement takes place. Figure adapted from  (Baker et al., 2006) with permission. 
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cp. Fig. 6.1 D). As the equilibrium structures of the ground state and the ion are highly disparate, 
this rearrangement has been suggested to take place on an ultrafast time scale. This result, as well 
as subsequent experiments on the H2O/D2O isotopomer pair (Farrell et al., 2011), established that 
the speed of the nuclear dynamics probed in an HHS experiment is mainly determined by the 
difference in the potential energy surfaces of the neutral and the ground state. The implications for 
the Jahn-Teller dynamics in the methane cation have been investigated theoretically in further 
detail in in Refs. (Mondal and Varandas, 2015, 2014; Patchkovskii, 2009), and, more recently, in 
Ref. (Patchkovskii and Schuurman, 2017). The frequency of the employed driving field sets an 
upper limit for the temporal window that can be covered in this type of experiment, which amounts 
to ≈1.6 fs for an 800-nm-field. Longer driving wavelengths are thus a prerequisite for observing 
nuclear dynamics of heavier nuclei. In later work, experiments on the H2/D2-system have been 
extended to 1.3 µm (Mizutani et al., 2011), with an emphasis on the role of the two-center 
interference. Other works have exploited HHS-based methods to gain access to the phase of the 
nuclear wave packet (Haessler et al., 2009a; Kanai et al., 2008). 
 
A further specificity of the HHG-based approach for studying nuclear dynamics is that strong-field 
ionization, the initiating step of the HHG process, prepares a nuclear wave packet, whose dynamics 
differ from the ones prepared by single-photon ionization (Kjeldsen and Madsen, 2005; Urbain et 
al., 2004). A theoretical description based on the Franck-Condon factors and tunneling rates was 
presented and validated against experimental results on the umbrella mode in ammonia in Ref. 
(Kraus and Wörner, 2013). These results point out the capability of HHS to probe PES areas far 
from equilibrium, which are hardly accessible by other methods, thereby interrogating the 
dynamics with high temporal resolution. 
 
6.2 Observation of laser-induced modification of the electronic structure 
 
The next two selected case studies showcase the sensitivity of HHG to both static electronic 
structure and electron dynamics and their modification in the presence of a strong electric field. 
The sensitivity to electronic structure is mediated by the laser-driven recombination step, which 
gives access to the bound-continuum matrix elements probed via photoionization and 
photoelectron spectroscopies, but with the additional benefit of the sub-cycle time resolution. HHS 
has been extensively used to characterize the field-free electronic structure, notable examples 
include Cooper minima (Bertrand et al., 2012; Higuet et al., 2011; Wong et al., 2013; Wörner et 
al., 2009), giant resonances (Shiner et al., 2011), shape resonances (Kraus et al., 2014; Ren et al., 
2013). However, in all of these studies, the influence of the laser field present in the probe step has 
tacitly been omitted from consideration. This assumption has been questioned in the work of Kraus 
et al. (P. M. Kraus et al., 2015), where harmonic emission from aligned and/or oriented polar 
molecules (CH3F and CH3Br) was shown to encode the modifications of the electronic structure 
induced by the strong laser electric field. The experimental approach combined high-harmonic 
generation driven by moderately intense fields (≈1014 W/cm2) and techniques for field-free 
molecular alignment/orientation based on non-resonant impulsive Raman scattering (s. Ref. 
(Stapelfeldt and Seideman, 2003) and references therein). A moderately strong, temporally 
stretched fs laser pulse is used for inducing alignment, whereas orientation is achieved by means 
of a phase-controlled superposition of 800 and 400 nm pulses (two-color field, cp. (De et al., 2009; 
Frumker et al., 2012; Kraus et al., 2014, 2012)). Imposing orientational order breaks the inversion 
symmetry of the sample, leading to the emission of even harmonics in addition to the odd ones.  
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The choice of CH3F and CH3Br as generic examples is motivated by their large permanent dipole 
moments (1.85 D and 1.81 D, respectively) which ensure a substantial degree of coupling with the 
laser field. The ensembles are probed with an HHG-driving pulse around the first alignment 
orientational revival time, under otherwise field-free conditions, whereby fine control over the 
rotational distribution is achieved by varying the pump-probe delay. 
 
Quantification of the field-induced electronic-structure modifications is performed with respect to 
a carefully selected set of robust experimental observables. One of these is the ratio of the emission 
from aligned vs. isotropically distributed molecules. The photon-energy dependence of this 
quantity for the two investigated species has been determined at different driving wavelengths 
(800 nm and 1275 resp. 1330 nm) and intensities (0.8-1.2x1014 W/cm2) and is displayed in Fig. 
6.2 for CH3F (panel A) resp. CH3Br (panel B). The aligned-to-isotropic ratios exhibit a reversal 
between 16 and 18 eV for CH3F, whereas in the case of methyl bromide the crossing is located 
between 18 and 21 eV. The insensitivity of the position of the crossing to variations of the laser 
parameters is a signature of the static electronic structure of the molecules and does not result from 
an interference effect due to participation of multiple electronic states in the emission process. An 
additional observable for CH3F is the even-to-odd ratio, i.e. the ratio of the intensities of the 
emitted even harmonics relative to the averaged intensities of two adjacent odd ones, determined 
at the pump-probe delay optimizing the degree of orientation. This observable, plotted in Fig. 6.3 
C, exhibits a steep increase until it reaches a maximum at H14, followed by a smooth decline. The 
theoretical interpretation of these observations required improving the theoretical description of 
HHG by including the influence of the electric field on each of the steps of the HHG process in a 
consistent manner. In the case of polar molecules, the treatment of the SFI rates, which is difficult 
by itself due to the exponential sensitivity to the asymptotic tail of the molecular potential, is 
additionally complicated due to the presence of a large, angle-dependent Stark-shift caused by the 
permanent dipoles of the neutral and the cation. This challenge is addressed by employing the 
recently developed weak-field asymptotic theory, consistently extended to the case of polar 
molecules (Tolstikhin et al., 2011). In the propagation step, an additional, orientation-dependent 
phase shift originating from the Stark effect (Dimitrovski et al., 2010; Etches and Madsen, 2010) 
was introduced, whereas the calculation of the matrix elements governing the recombination step 
was performed using molecular orbitals that take the distortion due to the static electric field into 
account (Śpiewanowski et al., 2013). As evident from the different curves shown in Figs. 6.3 A 
and 3 B, quantitative agreement with the experimental results is achieved only after all field-
induced effects are accounted for, whereas the field-free model is qualitatively incorrect and even 
makes erroneous predictions in the case of CH3Br. This pronounced difference in the level of 
Figure 6.2: (A) Measured intensity ratio of emission from aligned vs. isotropic molecules at different wavelengths and 
intensities for CH3F. (B) Same as (A) for CH3Br. Figure adapted from (P. M. Kraus et al., 2015) with permission. 
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agreement is interpreted as an evidence for the field-induced modifications of the electronic 
structure, which take place on the sub-cycle time scale of the HHG process.  
 
6.3 Measurement and laser control of charge migration in ionized iodoacetylene 
 
In the studies reviewed so far, HHS has been used to address the static electronic structure of the 
system under study. The capability of HHS to probe electron dynamics occurring on a sub-cycle 
time scale has been exploited in the interpretation of intensity minima in CO2 (Rupenyan et al., 
2013; O. Smirnova et al., 2009; Olga Smirnova et al., 2009), or the tomographic imaging of orbital 
wave functions in N2+ (Haessler et al., 2010). This section illustrates this feature on the example 
of the reconstruction of the attosecond charge migration (CM) dynamics (P M Kraus et al., 2015) 
in a spatially oriented polar molecule with a temporal resolution of 100 as from the detailed 
analysis of the harmonic emission at 800 nm and 1300 nm from impulsively oriented iodoacetylene 
(HCCI) molecules. The iodoacetylene molecule represents an ideal system for studying CM (cp. 
energy diagram in Fig. 6.4 A). Its energy structure is characterized by two closely-lying cationic 
states (𝑋ï  +Π and 𝐴ï +Π), separated by 2.2 eV, which can be simultaneously populated by strong-
field ionization at the employed intensities, while the population of higher-lying excited cationic 
states plays a negligible role. The two states are coupled via a strong electric transition dipole 
moment (≈3.5 D), which is oriented parallel to the internuclear axis in the molecular frame, thus 
resulting in a strong alignment dependence of the coupling to the external field (Fig. 6.4 B and C). 
All these characteristics make HCCI a very attractive system for studying field-free as well as 
field—steered charge migration.  
In a manner similar to the experiment presented in the preceding paragraph, a two-color pump 
pulse is used to induce spatial control (alignment or orientation), and the ensemble is subsequently 
probed at delays around the first revival time either with an 800 nm or with a 1300 nm pulse. The 
durations of the electron trajectories at these two driving wavelengths define two observation 
windows spanning 0.9-1.5 fs resp. 1.3-2.2 fs.  
 
Contrary to the situation encountered in Sec. 6.2, the ratios of the emissions from molecules 
oriented perpendicular vs. parallel and the spectral intensity ratio of even and odd harmonics for 
the two employed probe wavelengths as a function of photon energy are sensitive to the 
Figure 6.3: Comparison of the experimental high-harmonic intensity ratios with theoretical results. (A) Ratios of aligned vs anti-aligned CH3Br 
molecules compared with the predictions of the full theory and the field-free model (s. text). The inset shows the comparison between the 
experimentally observed alignment pattern with the theoretical predictions. (B) Same as (A) for CH3F. (C) Comparison of the even-to-odd ratios 
for CH3F with the predictions of the two models. Figure adapted from (P. M. Kraus et al., 2015) with permission. 
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wavelength of the driver: for instance, the position of the minimum of the ratio shifts from 23.2 
eV at 800 nm to 35.3 eV at 1300 nm, hinting at sub-cycle dynamics taking place between ionization 
and recombination. An additional observable that was detected in the experiment is the phase of 
the harmonic radiation as a function of the alignment angle using two-source interferometry 
between the harmonics emitted from aligned and spatially isotropic molecules (Rupenyan et al., 
2012). The variation of the phase as a function of the alignment angle depends not only on the 
photon energy, but also on the driving wavelength, further consistent with laser-induced dynamics. 
  
The complete reconstruction of the quantum-mechanical evolution of the coherent superposition 
of states prepared by SFI until the recombination instant requires knowledge of the relative 
populations of the two states and their relative phases, as a function of time. These unknowns were 
retrieved from the experiential observables (parallel-to-perpendicular resp. even-to-od intensity 
ratios and the measured phase differences) using a Levenberg-Marquardt inversion procedure. The 
underlying theoretical model incorporates the angular dependence of the SFI step via the WFAT 
theory, accurate quantum-mechanical scattering states, the effect of the nuclear motion, and the 
rotational anisotropy. The total emitted dipole is given by a coherent superposition of the emissions 
from the contributing electronic states at each energy Nω, mapped onto time using the saddle-point 
trajectories.  
 
The reconstruction for perpendicularly aligned molecules is represented in terms of the hole 
densities in Fig. 6.4 B. The hole created in the SFI step is initially localized on the iodine atom, 
then delocalizes over the internuclear axis and localizes at the acetylene end after 930 as. These 
Figure 6.4: (A) Energy level diagram of the relevant electronic states of HCCI. (B) Schematic illustration of the quasi field-free 
charge migration and the laser-controlled charge migration. Strong field ionization by the NIR field (red arrows) prepares the 
electron hole. Its evolution is encoded in the high-harmonic emission (violet) at the recombination instant. For perpendicularly 
aligned molecules (B), the hole populations are quasi time-independent. For molecules aligned parallelly to the field, the laser 
field drives a strong population transfer between the 𝑋ï  and the 𝐴ï  states. Figure adapted from (Wörner et al., 2017) with 
permission. 
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dynamics correspond to field-free charge migration as the orientation of the transition dipole 
between the two cationic states 𝑋ï  and 𝐴ï  precludes coupling to the field in this orientation. 
 
The reconstruction for parallelly aligned molecules displayed in Fig. 6.5, on the other hand, shows 
much richer dynamics. In this case, the electron can tunnel via two possible sites, either via the 
hydrogen or via the iodine atom, whereby the dynamics is qualitatively similar. Here we focus on 
the CM using an 800 nm driver, depicted in Fig. 6.5 A. For tunneling via the I-atom, which is the 
dominant case, the hole is first created on the acetylene fragment, and the relative phase difference 
between the 𝑋ï  and the 𝐴ï  states is ≈π. The reconstructed fractional populations indicate that the 𝐴ï  state is strongly depopulated at early transit times, reaching a minimum shortly after ≈1 fs and 
subsequently increasing again. This depopulation is accompanied by a jump in the relative phase. 
The dynamics in the case of tunneling via the H -atom, on the other hand, reveal a strong 
depopulation at early delays, and an earlier onset of repopulation. The observed rapid variation of 
the population of the 𝑋ï -state is a clear signature of laser-driven charge migration. The results at 
1300 nm, shown only for the case of tunneling via the H-atom, reveal a gradual increase of the 𝑋ï  
-population until 1.53 fs, followed by a rapid decrease and minimum at 1.73 fs and subsequent 
rise. These results suggest that both the wavelength as well as the tunneling site offer a possibility 
to exert control over the CM process.  
Figure 6.5: (A) Electron-hole densities for HCCI molecules aligned along the laser polarization axis, reconstructed from high-
harmonic emission driven by an 800 nm field. (B) Same as (A) for a 1300 nm driver. The lower panels display the fractional 
populations of the 𝑋ï -state (left vertical axis) as well as the relative phase between the 𝑋ï  and the 𝐴ï  states (right vertical 
axis). Figure adapted from Ref. (Wörner et al., 2017) with permission. 
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This study provided evidence that HHS can be used to conduct a spatiotemporal reconstruction of 
CM triggered by SFI, with a temporal resolution of 100 as. In addition, highlighted the possibility 
for laser control through the orientational dependence and the driving wavelength.  
 
7. Attosecond time delays in molecular photoionization 
 
The recent progress in attosecond chronoscopy, in particular the development of interferometric 
XUV + IR two-color techniques such as the attosecond streak camera (cp. Section 3.2.1) or 
RABBIT (cp. Section 3.2.2), has enabled access to the photoionization dynamics in atomic and 
molecular gases, as well as solids (cp. Refs. (Pazourek et al., 2015) and (Gallmann et al., 2017) for 
recent reviews). Probing these dynamics in the time-domain provides complementary information 
to the observables accessible via frequency-domain (i.e. time-integrated) measurements (e.g. 
partial cross sections or phase shifts) and can thus assist the derivation of a complete quantum-
mechanical description of the photoionization process (Jordan et al., 2017). Whereas atomic and 
solid-phase systems have been a subject to investigation using both streaking and RABBIT 
techniques (Cavalieri et al., 2007; Gaumnitz et al., 2017; Jain et al., 2018; Jordan et al., 2017; 
Klünder et al., 2011; Schultze et al., 2010), the relatively paucious amount of experimental data 
on valence-shell photoionization dynamics in molecules reported to date has been limited to the 
latter technique. This is due to the presence of multiple close-lying electronic states in molecular 
cations that fall within the bandwidth of a typical IAP, consequently, application of streaking to 
molecules is limited to well separated electronic states, such as core-ionized states (Förg et al., 
2019). Therefore, in this section we restrict our discussion to recent experimental studies 
employing APTs phase-locked to multi-cycle IR pulses, where the time-domain observables can 
be retrieved from the spectral phase information with sufficient energy resolution. The selected 
examples cover aspects such as the influence of autoionizing Rydberg states (Haessler et al., 
2009b) on the phase of side-band oscillations, the manifestation of shape resonances (Huppert et 
al., 2016) in the measured attosecond photoionization delays, as well as the intricate dependence 
of the latter on the details of the molecular structure and the anisotropy of the molecular potential 
(Vos et al., 2018). The final case study addresses the subtle attosecond delays between electrons 
emitted in the forward vs. backward directions in the two enantiomers of a chiral molecule 
(Beaulieu et al., 2017). Although this latter study did not make use of the RABBIT technique, we 
include it here as it illustrates how self-referenced photoelectron interferometry can be used to 
access dynamics on attosecond time scales without the necessity of employing attosecond pulses / 
pulse trains, while noting that the interpretation of such experiments is more complicated than in 
the RABBIT framework.   
 
7.1 Phase-resolved near-threshold photoionization of molecular nitrogen 
 
The experimental characterization of the phase of the two-color two-photon near-threshold 
photoionization of molecular N2 reported in the study of Haessler et al. in 2009 (Haessler et al., 
2009b) represents an important preparatory step towards the measurements of photoionization 
delays in molecules. Notably, this study, as well as the subsequently published theoretical analysis 
(Caillat et al., 2011), were carried out before the relation between the observables of RABBIT and 
photoionization delays was established (Klünder et al., 2011). Instead, Haessler et al. explored the 
manifestations of autoionizing Rydberg states on the phase of side-band oscillations observed in 
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RABBIT measurements. Whereas the experimental publication only reported the measured phases 
as a function of the side-band order, the theoretical analysis (Caillat et al., 2011) additionally 
discussed the relation of these phases with the “formation time” of the side-band states, obtained 
as the derivative of the phases with respect to the photon energy of the dressing (and driving) 
fields. We note that these formation times are however distinct from the photoionization delays 
that are discussed in sections 7.2 and 7.3. The variation of the two-color two-photon phases as a 
function of the photon energy in the neighborhood of a resonance has also been experimentally 
observed in helium (Swoboda et al., 2010) prior to the publication of Ref. (Klünder et al., 2011). 
The experiment of Haessler et al. employed an APT derived from a 20 Hz, 50 mJ system delivering 
50 fs pulses which are subsequently spatially separated into a pump (HHG, outer part) and a probe 
(the dressing IR, inner part) arms. The XUV is generated by focusing the outer annular part of the 
beam in a pulsed argon gas jet, and, after filtering out the residual IR part, is recombined with the 
probe beam with the aid of a grazing-incidence Au-coated toroidal and focused in an effusive 
stream of N2 molecules. The relative XUV-IR delay τ is adjusted with the aid of a piezoelectric 
transducer, and the generated photoelectrons are collected with a magnetic-bottle time-of flight 
(TOF) assembly. The accent of the study lies on the spectroscopically rich region just above the 
ionization potential of N2, and, in particular, the “complex” resonance at around 17.12 eV, which 
corresponds to an autoionizing state belonging to the Rydberg series converging to the 𝐵+Σß		- 
Hopfield state of the ion (Dehmer et al., 1984). The latter couples most efficiently to the continuum 
associated with the 𝑋	+Σð		 ground states of N2+. As the fundamental IR (ω) frequency is centered 
at 1.565 eV, the resonance falls within the bandwidth of the 11th harmonic (17.21 eV, cp. also 
Figure 7.1 A). 
 
 
 
 
The XUV photoelectron spectrum in the absence of the dressing IR field is shown in Figure 7.1 A. 
The spectral bandwidth of the attosecond pulse train results in photoemission from two close-lying 
photoionization channels associated with the 𝑋+ΣÜ- (15.58 eV) and the 𝐴+Πß- (16.69 eV) cationic 
states, which appear as two distinct photoelectron bands with a superimposed vibrational structure. 
The difference in the shapes of the PE bands reflects the different equilibrium distances in the two 
states: 1.12 Å vs 1.17 Å. In order to accentuate the differences in the details of the spectra induced 
by the perturbing IR and mitigate the spectral overlap of the two channels, the two-color spectrum 
presented in Figure 7.1 B has been background corrected by subtracting the XUV-only response. 
Figure 7.1: (A) Photoionization spectrum of N2 obtained with the high-harmonic (XUV) comb alone. (B) Difference between XUV-
only spectra and spectra obtained in the presence of the perturbing NIR field. Figure adapted from (Haessler et al., 2009b) with 
permission. 
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The absorption resp. emission of IR photons creates photoelectrons with energies corresponding 
to the even harmonics 2q of the fundamental frequency ω (“sidebands”, label SB), which appear 
as positive contributions in contrast to the negative areas reflecting the loss of population at the 
positions of the main peaks. As there are two interfering pathways contributing to each sideband, 
the intensities of these peaks evolve as a function of the delay between the two colors: 𝑆𝐵+ñ ∝ 𝐴+ñ cos]2𝜔𝜏 − Δ𝜙ò­ó − Δ𝜙+ñ^. (7.1) 
In the experiment, the total phase of each sideband is extracted by means of an FFT analysis of the 
oscillatory signal. In order to isolate the non-trivial, molecule-specific phases denoted by Δ𝜙ò­ó, 
the contribution of the phase of the XUV field (Δ𝜙+ñ) to the total phase has been determined by a 
separate measurement in Ar and subsequently subtracted. This procedure invokes the implicit 
assumption that the Δ𝜙Ä´ can be reliably calculated from theory (Mairesse et al., 2003), so that the 
harmonic phases can be directly read off from the phase of the SB oscillations. This analysis is 
performed for each sideband and each ionization channel and the extracted phases for each 
vibrational quantum number are plotted as a function of energy (sideband order) in Figure 7.2 B. 
Whereas most of the measured values for both channels are contained within ±0.2 π rad, the phase 
difference for SB12 in the X-state shows a noticeable exception to this trend, assuming a value of 
-0.35 π rad for the v’=0 state and reaching up to -0.9 π rad for the v’=1,2 states. This behavior has 
been interpreted as a manifestation of the resonance in the vicinity of H11 and can be linked to the 
phase jump in the complex two-photon photoionization matrix element for the pathways involving 
absorption of H11. In addition, a remarkable dependence of the magnitude of Δ𝜙ò­ó(12) on the 
vibrational level is observed. To aid the rationalization of this behavior, a one-dimensional model 
is developed. The crucial insight is that the effect of the resonance on the molecular phase is most 
pronounced when the harmonic energy is situated below the resonance energy. With this 
knowledge, and given the fact that the H11 is positioned energetically between the v”=0 and v”=1 
levels of the autoionizing B-like state, this behavior can be explained in terms of the Franck-
Condon overlap with the vibrational levels of the X-cationic state. The latter show that whereas 
population of the v’=0 state of the ion can efficiently take place from both the v”=0 (below 
resonance) and v”=1 (above resonance) states of the B-like state, the populations of the higher-
lying  v’=1,2 states occurs mainly from the v”=1 state (above resonance). Thus, the phase shift Δ𝜙ò­ó(12) for the v’=0-sideband contains contributions from both direct (v”=0) as well as 
resonant (v”=1) pathways, which diminishes the magnitude of the total phase shift. In contrast, the 
higher-lying vibrational states are almost entirely dominated by the resonant contribution and thus 
exhibit a strong phase shift (≈ π). The lack of sudden variations of the phases associated with the 
A-channel is attributed to the decreased efficiency of the coupling to the autoionizing state. This 
work demonstrates the sensitivity of the observables accessible via RABBIT measurements to the 
location of the one-photon ionization threshold, to the vibrational structure of the PE spectrum, 
and to the presence of autoionizing resonances. Several of these aspects will be further addressed 
and explored in more details in the case studies presented in the remaining part of this section. 
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7.2 Attosecond photoionization delays in the nitrous oxide and water molecules 
 
The first measurements of time delays in molecular photoionization were reported by Huppert et 
al (Huppert et al., 2016). While demonstrating the applicability of the RABBIT technique to 
molecules, the work by Haessler et al. did not report time delays for at least two reasons. First, the 
relation between the observables of RABBIT and time delays in photoionization had not yet been 
established when the study was published. Second, Haessler et al. investigated the effect of a 
resonance whose width is much smaller than the energetic separation of two neighboring 
harmonics. Although such a resonance manifests itself as an additional phase shift in the two-color 
two-photon matrix elements, the phase shift does not smoothly translate into a time delay because 
the phase varies too rapidly with energy to validate the finite-difference approximation 
((Dahlström et al., 2012; Klünder et al., 2011)) that is used to relate phase shifts to time delays. 
The study by Haessler et al. simultaneously revealed some of the potential impediments originating 
from the molecular electronic structure, like the spectral congestion related to the participation of 
several ionization channels in the valence-shell photoemission process, which is inconvenient 
given the bandwidth of the employed APTs, or the spectral overlap of the photoelectron spectra 
associated with different harmonic orders. These limitations have been resolved in the work of 
Huppert et al.(Huppert et al., 2016) by spectrally filtering the attosecond pulse train, thereby 
removing the problematic spectral overlap that previously limited the reliability of molecular 
attosecond interferometry. The experiment is performed in an actively-stabilized attosecond 
beamline (Huppert et al., 2015) and a magnetic TOF spectrometer. High—harmonic generation 
takes place in an argon-filled gas cell (10 mbar) driven by laser pulses centered at 800 nm (1.5 mJ, 
30 fs). The separation and subsequent recombination of the XUV and the dressing IR pulse is 
performed with the aid of two perforated off-axis parabolic mirrors. The re-focusing of the XUV 
is done with the aid of a toroidal mirror, and the time delay is adjusted by changing the length of 
the IR beam path. The complications posed by the spectral overlap are mitigated by introducing 
several significant experimental advances, most notably via the introduction of thin metal filters 
(Sn, Ti, Cr) for spectral isolation of harmonics, the single-shot acquisition setup and the insertion 
of a chopper wheel in the IR beam path which allows for recording high-fidelity (XUV-only-
XUV+IR) difference spectrograms. Figure 7.3 A shows a typical photoionization spectrum of N2O 
generated with a Sn-filtered APT.  
Figure 7.2: (A) Schematic representation of the photoionization process taking place via vibrational levels of the autoionizing state. 
(B) Experimental molecular phase difference as a function of the sideband order for the X and A ionization channels. Figure 
adapted from (Haessler et al., 2009b) with permission. 
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Figure 7.3: (A) Photoelectron spectrum of N2O generated by an APT transmitted through an Sn spectral filter without (black) and 
in the presence (orange) of the perturbing IR field. The red and the blue spectra correspond to difference spectra obtained by 
subtracting the XUV-only from the XUV+IR spectra and vice versa, respectively. (B) Difference spectrum as a function of the XUV-
IR delay and the photoelectron energy. (C) Experimental and theoretical photoionization delays between photoelectrons leaving 
N2O+ in its X+ or A+ states. (D) Same as (C), but for H2O. (D) Illustration of the shape resonance of sigma symmetry in the photon 
energy range  of 25-30 eV and associated with the A+ state of N2O+. The lower surface corresponds to the calculated molecular 
potential comprising electrostatic and exchange interactions. The upper surface corresponds to the total potential obtained after 
adding the molecular and the centrifugal potentials for partial wave quantum number 𝑙 = 5. The color-coded isosurfaces indicate 
the wave functions of the bound orbital and the shape-resonant state. Figure adapted from (Huppert et al., 2015) with permission. 
The study investigates the relative photoionization delays between the two outermost valence 
shells of two triatomic molecules, nitrous oxide (N2O, linear) and (gaseous) water (H2O, bent). 
The selection of these two species allows one to survey the effect of a shape resonance on the 
molecular photoionization delays in a comparative manner. The spectrum of N2O (cp. Figure 7.3 
A) is dominated by photoelectrons corresponding to the first two (bound) cationic states 𝑋ô and 𝐴¶ with ionization energies of 12.89 eV and 16.38 eV, respectively. The difference spectrogram 
as a function of the two-color delay is shown in Figure 7.3 B, whereby the oscillating positive 
contributions (red) correspond to the SBs of order 12 and 14 for the 𝑋ô state and 14 for the 𝐴¶ 
state. Delays of up to 35 ± 6 as between photoionization events originating from the two valence 
orbitals (Δ𝜏 = 𝜏]𝐴¶^ − 𝜏(𝑋ô)) can be extracted after a Fourier analysis of the oscillation of SB14. 
Varying the metal filter allows one to access different energy regions; and the resulting delays as 
a function of the sideband order are summarized in Figure 7.3 C. Analogous measurements have 
been performed in H2O, whereby the PE spectrum contains contributions from the	𝑋ô and the 𝐴¶ 
states located at 12.62 eV and 14.74 eV, respectively. 
A brief inspection of the energy variation of the relative delays between the 	𝑋ô and the 𝐴¶ states 
in the two species (cp. Figure 7.3 C and D) reveals a pronounced enhancement of the magnitude 
of the attosecond delays in N2O with respect to the ones determined for H2O, with a maximum 
value of 160 ± 34 as around 31 eV. Overall, the energy variation of Δ𝜏 in H2O is relatively 
structureless, decaying monotonically as a function of the SB order.    
In order to rationalize these results, the authors resort to a theoretical treatment that takes as its 
starting point the photoionization matrix elements derived from quantum scattering calculations 
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(Gianturco et al., 1994; Natalense and P. P. Lucchese, 1999). The details of the theoretical work 
were published separately (Baykusheva and Wörner, 2017). Similar to the atomic case, the 
molecular photoionization delay Δ𝜏 can be decomposed into two contributions, a molecule-
specific part (𝜏õ) and a continuum-continuum (𝜏²², measurement-induced) contribution. Whereas 
the continuum-continuum (“cc”) part is mainly sensitive to the Coulomb part of the asymptotic 
potential and can thus be approximated by the analytical solution for a hydrogen-like potential, 𝜏õ 
is strictly system-specific and encodes the signatures of the molecular potential. The subscript “W” 
stands for “Wigner” time delay, following the established nomenclature (Pazourek et al., 2015) for 
the system-specific part of the photoionization delays. It does not reduce, however, to the delay 
associated with the photoionization following the absorption of a single XUV photon. Due to the 
loss of spherical symmetry in molecular systems, the photoionization matrix elements contain 
contributions from multiple partial waves of varying angular momenta, which are subsequently 
coupled by the IR field in the dressing step in a non-trivial manner. The calculated results exhibit 
an overall good qualitative agreement with the experimental data (cp. Figure 7.3 C and D), 
correctly predicting the local maximum in N2O around 31 eV and the smooth variation in the H2O-
case. Moreover, the analysis in terms of the quantum-mechanical photoionization matrix elements 
allows the correlation of the enhancement of the photoionization delay for N2O with the presence 
of several shape resonances in the investigated energy range. There are two shape resonances (one 
of σ- and one of π-symmetry) embedded in the energy interval between 21.7 eV and 37.2 eV that 
previous theoretical studies have linked to continua belonging to the 𝐴¶ state (Braunstein and 
McKoy, 1987; Rathbone et al., 2005). Two further shape resonances (of σ- and π-symmetry) have 
been predicted for the	𝑋ô continuum (Huppert et al., 2016). Generally, a shape resonance is a 
single-electron phenomenon that occurs when the combined molecular and centrifugal potential 
experienced by the electron features a finite barrier, through which the ionizing electron can escape 
by tunneling, yielding a local enhancement in the photoionization cross section (cp. Figure 7.3 E). 
In the context of photoionization delays, the SR associated with the	𝐴ö  state leads to enhancement 
of the delays around 30 eV. This experiment demonstrated that attosecond interferometry, by 
providing access to the relative phase differences between different ionization continua, can serve 
as a probe of the time-domain manifestation of shape resonances. 
 
7.3 Stereo-Wigner time delays in molecular photoionization of carbon monoxide 
 
The photoionization matrix elements, whose phase behavior is intrinsically linked to the 
attosecond time delays probed in the conventional RABBIT experiments, exhibit a strong 
anisotropy both in the molecular frame as well as with respect to the mutual orientation of the 
molecule and the XUV polarization direction. The results presented so far, however, represent 
averages over all possible molecular orientations. Gaining access to the angular dependence of the 
delays would provide a direct measurement of the spatial localization of the escaping electron 
wavepacket (EWP) within the molecular potential. In a simple diatomic heteronuclear molecule 
like carbon monoxide (CO), one could then introduce a molecular photoionization “stereo-
Wigner” time delay (Chacon et al., 2014), i.e. the relative time delay between the two possible 
escape sites:  𝜏÷õ = 𝜏õ(𝐶 − 𝑠𝑖𝑑𝑒) − 𝜏õ(𝑂 − 𝑠𝑖𝑑𝑒). (7.2) 
This possibility, theoretically proposed in Ref.  (Chacon et al., 2014) was experimentally realized 
only very recently by Vos et al. (Vos et al., 2018) in a configuration combining the RABBIT 
excitation scheme with the COLTRIMS detection technique briefly described in Section 3.2.4. 
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Photoionization dynamics is initiated by an APT (extending from harmonic 15 to 27 and centered 
at 34 eV) generated in an Ar-gas cell with a 30 fs pulse with a central wavelength of 776 nm. A 
portion of the generating beam is split prior to the HHG step and serves as a perturbation field, 
whereby the two-color delay is controlled by a piezo-controlled stage. The two pulses are 
collinearly focused in a supersonic jet expansion of CO molecules using a toroidal mirror, where 
dissociative photoionization takes place. The thereby generated electrons and fragment ions are 
extracted by a combination of (dc) electric and magnetic fields and detected in coincidence, 
whereby the acceptance angle of 4 π for both particles allows for a full 3D reconstruction of the 
fragment momentum distributions.  
 
Out of the three ionization channels lying within the APT bandwidth (one direct channel, 𝐶𝑂 +𝜔 → 𝐶𝑂 + 𝑒<, and two dissociative channels leading to the production of 𝐶 or 𝑂 ions), only 
the channel associated with the production of 𝐶-fragments is studied in detail. Due to the 
substantial degree of spectral congestion (Figure 7.4 D) because of many close-lying states, a 
Figure 7.4: (A) The laboratory frame is defined by the laser polarization axis P (blue arrow). The orientation of the molecular axis with 
respect to the field is denoted by the angle 𝛽, whereas 𝜃ü corresponds to the emission direction of the electron (black dot) in the molecular 
frame. (B) Decomposition of the KER spectra in terms of contributions from 𝛽∥ (blue) and 𝛽þ (yellow), averaged over an emission cone with 
an opening angle of ± 20° (cp. side panels). The inset indicates the vibrational structure observed in the low-KER (< 2 eV) region. (C) Polar 
plot of the angular distribution of the recoil angle with respect to the field polarization axis beta. The selection areas corresponding to 𝛽þ 
and 𝛽∥ are indicated in orange and blue, respectively.  (D) Potential energy curves of the most relevant electronic states of the CO+ molecular 
ion as a function of the internuclear distance. Figure adapted from (Vos et al., 2018) with permission. 
Figure 7.5: (A) SWTDs for molecules oriented perpendicularly with respect to the laser field, integrated over the entire KER region. The 
experimental results, shown in orange, suggest that the SWTDs amount to zero within the error bars. This trend is reproduced in the 
theoretical delays calculated with different models (cp. legend). (B) Same as (A), but for the SWTDs of molecules aligned parallelly to 
the field. Figure adapted from (Vos et al., 2018) with permission. 
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detection in state-resolved manner could not be implemented. Therefore, partial electronic state 
selection in the kinetic-energy release (KER) spectrum is imposed by discriminating between 
dissociation events where the recoil axis is oriented perpendicular (𝛽þ) or parallel (𝛽∥)  to the laser 
polarization (s. Figure 7.4). The angle 𝛽 denotes the relative angle between the internuclear axis 
and the photoionizing laser field. KER spectra for the two orientations are presented in Figure 7.4 
B, whereby the spectrum for perpendicularly oriented molecules is further subdivided into a high-
KER region (>2.8 eV) and a low-KER region (< 2.8) eV. With the aid of theoretical calculations 
of the nuclear dissociation dynamics based on non-adiabatic QM treatment derived from potential 
energy curves calculated with the MRCI/def2-TZVPP methods, the electronic states contributing 
to the 𝛽þ/∥-events could be determined. Photoelectron spectra of molecules oriented parallel to 
laser field are dominated by +Σ-states (3+Σ vs. 4+Σ at high/low energies, respectively). The 
spectra of the perpendicularly oriented molecules feature contributions from the 𝐷+Π- and 3+Σ-
states at low KER, and contributions from the 3+Π-state at high energies. As in the preceding 
examples, the SB intensity is monitored as a function of the two-color delay and is given by Eq. 
(7.1), whereby the oscillation phase can be written as: Δ𝜙´­´ = 	Δ𝜙+ñ + Δ𝜙õ + Δ𝜙²².  
In this case, however, one monitors the relative delay between electrons emitted from different 
locations of a single molecule. This implies that both the XUV-(	Δ𝜙+ñ) and the measurement-
induced (Δ𝜙²²) contributions cancel out, yielding a quantity directly proportional to the stereo 
Wigner time delay (SWTD): 𝜏÷õ = Δ𝜙õ(𝐶 − 𝑠𝑖𝑑𝑒) − Δ𝜙õ(𝑂 − 𝑠𝑖𝑑𝑒)2𝜔 . (7.3) 
 
The experimental results for 𝛽þ/∥, obtained after Fourier analysis of the sideband oscillations 
(averaged over an energy region of 1 eV centered at each SB), are displayed in Figure 7.5. In the 
case of perpendicularly-oriented molecules, the SWTDs lie within ±35 as and are close to zero 
resp. slightly positive in the investigated energy interval. This behavior is expected from symmetry 
considerations and is further confirmed by the results of theoretical calculations based on two 
different models (s. below). In the case of parallel-oriented CO molecules, the SWTDs exhibit an 
evolution from strongly negative (-165 as at 5.0 eV) to slightly positive (+30 at 14.4 eV) values. 
This behavior implies that the SWTDs changes sign as a function of energy, i.e. at low energies, 
the EWP escapes into the continuum via the C-site, whereas the opposite applies for higher kinetic 
energies. In order to track the origin of this trend, theoretical calculations based on the following 
two independent approaches have been considered: (i): the TD-RIS method described in detail in 
Refs.(Spanner and Patchkovskii, 2013, 2009), which accounts for the XUV-initiated dynamics in 
a fully quantum-mechanical manner, but does not explicitly treat the IR-induced dynamics; and 
(ii): the classical Wigner propagation (CWP) method(Vos et al., 2018) based on propagating the 
Wigner function of the photoelectron in a classical manner, with the IR-field included. Both 
calculations capture qualitatively the experimentally observed trend for 𝛽þ and 𝛽∥, thus revealing 
the sensitivity of the measured delay to the molecular orientation. There are two potential 
contributions that could give rise to the observed asymmetry in the SWTDs: either an asymmetry 
in the initial localization of the EWP, or an asymmetry in the molecular potential experienced by 
the receding EWP. The contribution of the molecular potential can be ruled out after analysis of 
the dipole moments of the ionic states associated with each channel, thus identifying the role of 
the initial localization, i.e. the mean position of the electron along the C-O-bond) of the ionization 
event as the determining factor for the observed SWTD. This last conclusion is further supported 
by analyzing the Wigner function of the dipole matrix element of the Dyson orbitals for each of 
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the contributing states.  This quantity represents a coordinate and momentum representation of the 
EWP at the instant of the photoionization event, and its anisotropy directly reflects the asymmetry 
of the observed SWTD.  
 
7.4 Phase-resolved two-color multiphoton ionization of chiral molecules 
 
A complementary approach to studying photoionization dynamics in the time domain has been 
introduced in Ref. (Zipp et al., 2014). Instead of employing single-photon ionization by XUV 
pulses as in the RABBIT technique, this measurement scheme relies on multiphoton ionization by 
UV pulses centered at 400 nm. Similar to the RABBIT technique, an IR dressing field centered at 
800 nm is used to create photoelectron sidebands that can be accessed through two interfering 
pathways. In both cases, temporal information on the sub-femtosecond time scale is extracted by 
analyzing the phase of the side-band-intensity oscillations as a function of the delay between the 
ionizing and dressing pulses. This measurement scheme has been applied to rare gas atoms in Ref. 
(Zipp et al., 2014) and Ref. (Gong et al., 2017). A combination of a strong UV (400 nm) 
femtosecond pulse and an 800 nm perturbing field was used in Ref. (Zipp et al., 2014) to extract 
the intrinsic and measurement-induced phase delays in the ATI of argon atoms in the region 2-15 
eV, revealing a strong dependence of the observed phase shifts on the UV field intensity and thus 
on the ponderomotive potential. In Ref. (Gong et al., 2017), on the other hand, a combination of 
orthogonally polarized 400 nm + 800 nm fields of equal intensities was used to study the 
photoemission dynamics of the Freeman resonance via the field-dressed 5p or 4f Rydberg states 
of Ar. While seemingly similar to the RABBIT technique, it is important to emphasize that the 
multiphoton-ionization scheme does not have any known straightforward relationship to the 
photoionization dynamics, in pronounced contrast with the RABBIT technique (Dahlström et al., 
2012; Klünder et al., 2011). Experimentally, this fact becomes apparent through the strong 
dependence of the measured delays on the intensity of the ionizing laser pulse, which was reported 
in Ref. (Zipp et al., 2014) and is absent in the RABBIT scheme. Theoretically, the origin of the 
time delays measured by the multiphoton technique has been traced to retrapped resonant 
ionization (Song et al., 2018) and the different numerical values of the time delays compared to 
those measured by the RABBIT technique have been given (see Fig. S7 therein).   
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The multiphoton measurement scheme has been applied to the photoionization of chiral molecules 
by Beaulieu et al. (Beaulieu et al., 2017). Specifically, they addressed the topic of the differential 
response between the two enantiomers of a given molecule when subject to multiphoton ionization.  
Two-color multiphoton ionization enables access to certain time-domain aspects of the chiral 
response, which is given in this case by photoemission into the forward or the backward directions 
(with respect to the polarization of the ionization field). 
The detection scheme of Beaulieu et al. is based on photoelectron circular dichroism (PECD) effect 
(Powis, 2008; Ritchie, 1975), which is defined as the asymmetry in the photoelectron angular 
distribution (typically recorded in a VMI apparatus, cp. Section 3.2.4) with respect to the light 
propagation direction and takes place when a chiral species is subject to photoionization in a 
circularly polarized laser field (s. illustration in Figure 7.6 A).  
 
The interferometric technique employed in this study, relies on the technique introduced in Ref. 
(Zipp et al., 2014). In the experiment, a UV laser field centered at 400 nm is used to induce ATI 
in camphor, a bicyclic ketone with an ionization potential of 8.76 eV. The electronic structure of 
Figure 7.6: (A) Schematic drawing of the experimental setup, comprising two phase-locked femtosecond laser pulses with either 
linear or circular polarization which are focused into a jet of enantiopure camphor molecules in the interaction zone of a VMI 
spectrometer. (B) Typical results for the photoelectron angular distribution as well as the oscillations of the second sideband as a 
function of the two-color delay. The phase shift (π) between the signals in the upper resp. lower half of the distribution reflect the 
up-down asymmetry of the ionizing field. (C) Schematic illustration of the physical mechanism underlying photoelectron 
interferometry. The UV field (blue arrows) induces multiphoton ionization, leading to ATI, whereby the first ionization transition is 
located close to an autoionizing resonance. The IR field (red arrows) subsequently induces additional transitions, leading to the 
creation of sidebands between the main ATI peaks. (D) Angle-integrated photoelectron spectrum comprising the main ATI peaks as 
well as the sidebands of orders 1-3. The oscillation phases (2ω) of each band, integrated over the emission angles, are shown as a 
function of energy (blue lines) as well as spectrally averaged (red dots, only for the nonresonant SBs 2 and 3). Figure adapted from 
(Beaulieu et al., 2017) with permission. 
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camphor (C10H16O) is characterized by Rydberg states around 6.2 eV, and the ionization process 
takes place via a 2+n-REMPI pathway, whereby n denotes the order of the ATI band. 
Superimposing the ionizing UV radiation with a weak IR component at 800 nm leads to the 
appearance of sidebands between the ATI comb. The two-color field is asymmetric with respect 
to the PE emission axis, consequently, the electrons ejected in the forward or backward directions 
are modulated with opposite phases (cp. Figure 7.6 B). This implies that the phases evaluated for 
the upper and the lower halves of each recorded PAD image are shifted by π prior to comparison. 
The angularly integrated phases of the three sidebands resolved in the experiment are displayed as 
a function of the photoelectron kinetic energy in Figure 7.6 D. Whereas the second and the third 
sidebands (SB2 and SB3) exhibit a smooth phase variation across the ATI bandwidth, the first SB 
(SB1) is characterized by an abrupt discontinuity (≈π in magnitude), which is interpreted as a 
signature of the autoionizing resonance located at 1.9 eV. Studying the phases of the individual 
sidebands thus gives access to the chiral photoionization dynamics in two different regimes 
(resonant vs. non-resonant). In the non-resonant case, the phases reported are averaged over the 
bandwidth of the corresponding SB, whereas this treatment is not applicable for the first SB. The 
experiments results in Ref. were analyzed in a framework analogous to Eq. (7.1), although the 
latter is not applicable to the ATI measurement scheme (see e.g. Ref. (Song et al., 2018)): 𝜏´­´ = 𝜏Çl + 𝜏õ + 𝜏²². (7.4)
Here 𝜏Çl corresponds to the instant of the ionization event triggered off by the UV pulse, 𝜏õ is 
the delay resulting from the influence of the molecular potential, and 𝜏²² is the additional delay 
induced by the absorption of the weak IR perturbing field, and mainly sensitive to the asymptotic 
tail of the molecular potential (s. below). In order to eliminate the measurement-induced 
contribution encoded in 𝜏Çl, one can define and extract a quantity corresponding to the relative 
photoemission delay Δ𝜏!/D between electrons emitted in forward (f) or backward (b) directions, Δ𝜏!/D = Δ𝜏! − Δ𝜏D. Disentangling the remaining two contributions associated with Δ𝜏õ!/D resp. Δ𝜏²²!/D is performed by measuring Δ𝜏"/#  using two different combinations of linear (LP) vs. 
circularly-polarized (CP) light in the pump (UV) resp. probe (IR) steps. Choosing the polarization 
of the UV field to be circular while setting the IR to linear essentially restricts the chiral 
discrimination to the ionization step, implying that Δ𝜏!/D = Δ𝜏õ!/D. In contrast, employing a linearly 
polarized UV pulse erases the asymmetry in the Wigner time delay and allows one to isolate the 
chiral contribution to the continuum-continuum delay, Δ𝜏!/D = Δ𝜏²²!/D. This treatment is based on 
the tacit assumption that the transitions induced by the UV and the IR fields are strictly 
independent, in which case the contributions to Δ𝜏!/D can be treated in an additive manner as 
implied by Eq. (7.4). They are additionally based on the assumption of a specific time ordering of 
the interactions, i.e. UV interaction followed by IR interaction. Whereas this approximation is well 
justified in the RABBIT scheme (see Ref. (Dahlström et al., 2012)), it has no rigorous justification 
in the multiphoton scheme because of the similar frequencies of the employed laser pulses. 
Experimentally, Δ𝜏!/D are measured for each of the two camphor enantiomers and the obtained 
values are subsequently averaged for the sake of improved accuracy. The values Δ𝜏!/D switch sign 
on changing the enantiomer or, equivalently, the helicity of the CPL field, as expected from 
symmetry reasons.  
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In Section 7.2, it was argued that the continuum-continuum contribution is essentially insensitive 
to the molecular potential as it probes mainly the Coulombic tail of the asymptotic potential. This 
is also reflected in the current experimental results for angle-averaged Δ𝜏²²!/D for SB2 and SB3 
(Figure 7.7 A), which are equal to zero within the experimental accuracy of ±2 as. The chiral 
signatures can be isolated only after resolving the angular dependence of the photoionization 
process by integrating the PAD in slices of 10° centered around different ejection angles α, 
measured with respect to the polarization plane of the IR (cp. insets in Figure 7.7 B and D). Even 
in this case, the chiral signal is weak, and maximal time delays are observed for SB2 for an ejection 
angle of 25° (5±2 as). For SB3, even in the angular resolved case, no difference between forward 
and backward emission is detected. This is consistent with the notion that the IR-induced 
transitions take place away from the core region and Δ𝜏²²!/D is thus less sensitive to the chiral 
features of the system. For the Wigner-like contribution to the f/b delay, Δ𝜏õ!/D, (measured by 
breaking the f/b symmetry in the ionization step by employing a CPL UV pulse), the angle-
averaged delays amount to ≈7 as in the case of SB2 (Figure 7.7 C), whereas the photoemission-
angle-resolved delays reach up to 24 as for an ejection angle of 60-70° (Figure 7.7 D). Similar to 
the cc-contribution, the Wigner part Δ𝜏õ!/D for SB3 is not sensitive to the chiral character of the PI 
process. This behavior reflects the diminished sensitivity of electrons with high-kinetic energy to 
the asymmetric character of the molecular potential.  
 
Finally, we briefly discuss the resonant case, whereby the angle-integrated phase delays for each 
of the two polarization combinations are presented in Figure 7.8 as a function of the photoelectron 
energy. The spectral phase exhibits a phase jump with a magnitude of ≈0.75 rad around 2.1 eV 
when a CPL UV is employed (panel A), with a slight difference between electrons emitted in the 
forward and the backward directions that is mirrored for the two enantiomers (panel B). Contrary 
to the non-resonant case, breaking the f/b symmetry with a CPL IR field leads to a very distinct 
signature in the spectral phase – a phase jump of nearly 0.9 π, in opposite direction for 
forward/backward electrons (Figure 7.8 C and D). This result shows that in the vicinity of a 
Figure 7.7: (A) Forward/backward differential delays in nonresonant photoionization of camphor for the experimental scheme 
employing a linearly-polarized UV field and a left circularly-polarized IR field. (B) Angularly-resolved differential delays 
corresponding to the results presented in (A) for the second sideband. The inset shows the normalized PAD for the SB2 as well as 
the definition of the ejection angle alpha. (C), (D): Same for (A), (B) for the experimental configuration employing a left-circularly 
polarized UV field and a linearly polarized IR. Figure adapted from (Beaulieu et al., 2017) with permission. 
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resonance, the chiral character of the photoemission process can be probed with the aid of a weak 
IR-induced cc-transition.  
 
 
This work, although restricted to the particular example of camphor, outlines a general approach 
for tracking the temporal evolution of chiral phenomena with attosecond temporal resolution. 
Additional theoretical work is required to establish the relation between the measured quantities 
and the concept of Wigner delays in the photoionization of chiral molecules. 
 
8. Attosecond transient absorption spectroscopy 
 
In this section, we review the current advances in attosecond transient absorption spectroscopy 
(ATAS), a technique which has now become well-established in the realm of femtosecond laser 
spectroscopy and has been only recently extended to the attosecond domain (for recent reviews, s. 
(Beck et al., 2015; Gallmann et al., 2013; Kraus et al., 2018; Kraus and Wörner, 2018a; Leone and 
Neumark, 2016; Ramasesha et al., 2016)). In many respects, ATAS can be viewed as a 
complementary technique to the HHS method presented in Section 6 as well as the NIR+XUV 
methods covered in Sections 4-5. HHS possesses a temporal resolution of a fraction of the optical 
cycle, determined by the duration of an electron’s continuum trajectory. However, due to the 
exponential dependence of the SFI rate on the ionization potential, it is mainly sensitive to valence-
state dynamics, and, moreover, relies heavily on the availability of theoretical models for retrieving 
the electronic structure information from experimental observables. The two-color XUV-pump-
NIR-probe techniques (XUV+NIR) presented in Section 4 represent a reliable and versatile 
approach for directly probing the attosecond dynamics, but also have inherent limitations. The 
majority of the experiments realized so far rely on the detection of charged particles, providing 
insight only to the dynamics in the ionized system, typically in a highly-excited state. Moreover, 
charged particle detection is accompanied by a multitude of drawbacks, such as the susceptibility 
to space-charge effects, stray magnetic and electric fields, limited detection speed and the presence 
of background signals due to the strong fields employed. ATAS, on the other hand, relies on photon 
detection, thus obviating the need for any additional electric or magnetic fields, and can benefit 
from high detection sensitivities due to the advances in charge-coupled device detector technology. 
Figure 7.8: (A) and (C): Spectral amplitudes (black lines) and spectral phases (𝜑"(𝐸), blue; 𝜑#(𝐸), red) of the resonant sideband 
SB1 in (1R)-(+)-camphor. In (A), the UV is left-circularly polarized and the IR is linear, whereas in (C) the polarization of the fields 
is reversed. (B) and (D) Forward/backward spectral phase asymmetry between the two enantiomers of camphor, using a left 
circularly-polarized UV field and a linearly polarized IR in (B) and a linearly polarized UV/left circularly-polarized IR in (D). Figure 
adapted from (Beaulieu et al., 2017) with permission. 
47 
 
In addition, high spectral resolution can be achieved, without compromising the bandwidth of the 
XUV/SXR pulses. The basic experimental scheme does not entail ionization, hence ATAS can 
serve as a sensitive probe for bound-continuum transitions and resonances.  
 
8.1 Dynamics of Rydberg and valence states in molecular nitrogen probed by ATAS 
 
The first example we will cover (Warrick et al., 2016)  represents one of the few ATAS studies 
addressing sub-cycle electron dynamics in molecular systems (Cheng et al., 2014, 2013; Reduzzi 
et al., 2013). The work of Warrick et al. (Warrick et al., 2016) centers on molecular nitrogen (N2) 
to highlight the possibility of investigating quantum-beat-dynamics between multiple bound and 
autoionizing electronic states of valence or Rydberg character, a task which has become accessible 
only with the advent of attosecond laser technology in the view of the wide energy separations 
between individual electronic states. Prior to this point, coherent wavepacket dynamics were 
investigated in the vibrational and the rotational domain using narrow-bandwidth femto- or 
picosecond sources. The electronic wavepacket dynamics in this simple molecule reveals many 
similarities to the extensively studied case of noble-gas atoms, but also contains novel features 
unique to diatomic molecules. 
 
 
The experimental scheme employs 25 fs pulses derived from a 2 mJ, 1kHz CEP-stabilized system 
which are subsequently spectrally broadened in an HCF filled with Ne-gas and compressed in a 
chirped-mirror assembly to a duration of 6 fs at 780 nm (0.8 mJ). The more intense part (70 %) is 
re-shaped in a double-optical-gating scheme (using two quartz plates and a BBO crystal) and used 
for attosecond pulse generation based on HHG in a static gas cell filled with Xe.  An indium foil 
(200 nm) is used to block the residual IR. The XUV pump and the NIR probe (less-intense portion 
of the few-cycle pulse) are focused using a toroidal mirror resp. a spherical mirror and recombined 
collinearly by means of an annular mirror into the interaction region consisting of a 1-mm-long 
gas cell filled with N2. The temporal resolution of the piezoelectric stage used to delay the NIR is 
Figure 8.1: (A) Potential energy curves of molecular nitrogen in the investigated energy region. (B) Energy levels relevant for the 
static absorption of nitrogen. The diagram lists the positions of the vibrational levels of the valence 𝑏 =𝛱ß (blue) and 𝑏u =𝛴ß (red) 
states and of the Rydberg series built on the 𝑋 𝛴⬚+ Ü N2+ (green) and 𝐴 +𝛱ß N2+ cores. (C) Transient absorption spectrum of nitrogen 
recorded as a function of photon energy (12.5-16.7 eV) and time delay between XUV and IR fields, represented as a Fourier-filtered 
absorbance. The NIR pulse arrives after the XUV for positive time delays. Figure adapted from (Warrick et al., 2016) with 
permission. 
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~100 as. A second indium filter is employed to block the NIR after the target cell, and the 
transmitted XUV is dispersed and detected using a flat-field spectrometer equipped with an X-ray 
CCD camera. The experimental data is subject to a Fourier-filtering procedure and presented as 
absorbance. The static absorption lines in the energy region from 12.5 to 16.7 eV corresponding 
to the various transitions are indicated in panel B of Fig. 8.1, whereas the transient absorption 
spectrum covering pump-probe delays up to 350 fs is displayed in Panel C. 
 
The indium filter employed in the pump arm limits the excitation bandwidth of the XUV to 11-17 
eV. The electronic structure of N2 in this spectral region (cp. Fig. 8.1 A)  is characterized by the 
presence of two valence states (𝑏	=Πß and 𝑏′	=Σß) as well as Rydberg series built on the ground 
state of the ion (np series converging to 𝑋	+ΣÜ of N2+) and its  first two excited states 𝐴	+Πß (ns 
and nd series) and 𝐵	+Σß (3s series). As evident from Figure 8.1 C, the spectrum at negative delays 
is dominated by static absorption features associated with the dipole-allowed transitions to the 
vibrational levels of the valence 𝑏	=Πß and 𝑏′	=Σß states (12.5-15 eV), whereby the presence of 
the first Rydberg states as well as the onset of predissociation cause irregularities in the spectral 
features. The transitions to the Rydberg series converging to the ionic states start to play a role in 
the region above the first ionization limit to the v=0-state of 𝑋	+ΣÜ N2+ located at 15.559 eV. At 
negative delays, the static features are not affected by the NIR due to its low intensity.  In the 
temporal vicinity of the NIR/XUV-overlap, the features shift to higher energies, and in addition, 
become weaker or negative (i.e. emissive) at the central transition energy. The temporal duration 
of the shift affecting states between 15.3 and 16.7 eV is not uniform as a function of energy and 
shifts to longer values (from 20 to 80 fs) as the transition energy increases. The long-time behavior 
of some of the transition lines displays oscillatory character, whereby the beating period varies 
strongly with energy at 12.85 eV, 5-10 fs at 14.5 and 16.5 eV, and 1.3 fs at 13.8 eV. The analysis 
of these features employs a many-level non-perturbative model that treats each vibrational level 
or Rydberg level as a separate state. The absorption strength measured in a TAS experiment is 
directly proportional to the imaginary part of the time-dependent dipole moment in the frequency 
domain: 𝑑=(𝑡) ∝ 𝑒< jj%µ=Ü+ |𝐴==(𝑡 − τ)| 𝑠𝑖𝑛]𝐸=𝑡 +φ£%%^ + · µ(Üµ=Ü |𝐴(= (𝑡 − τ)| 𝑠𝑖𝑛]𝐸=𝑡 +φ£)% + Δ𝐸(=τ^(,(*=  . (8.1) 
 
In the above, 𝑡= denotes the lifetime, 𝜇(Ü is the dipole coupling between state n and the ground 
state (g), τ is the NIR-XUV delay, 𝐸( is the energy of the nth state, and Δ𝐸(= = 𝐸( − 𝐸= is the 
energy difference. The terms 𝐴== and 𝐴(=  capture the depletion of state 1 through ionization resp. 
population transfer to other states n. The physical model behind Eq. (8.1) is essentially based on 
the single-electron approximation discussed in Section 2. Its application to molecular systems can 
be justified only for the case of Rydberg states, which are essentially decoupled from the molecular 
core, and does not capture non-adiabatic effects due to coupling with the nuclear motion. 
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The second term in Eq. (8.1) encodes the population transfer coupling the initial state 𝐸= with 
another state of energy  𝐸(. In the frequency domain, the sinusoidal dependence of this term on 
the time delay τ and the energy separation Δ𝐸(= between the two levels translates into a persistent 
oscillation of the absorption feature. In this framework, the sub-cycle quantum beats with a period 
of 1.3 fs (half the period of the NIR) can be assigned to interferences between two quantum paths 
transferring population between two levels spaced by twice the NIR photon energy. This 
population transfer pathway involves the absorption of two NIR photons and involves the 
mediation of an XUV dipole-forbidden (dark) state. In molecular N2, the potential candidates for 
mediating the two-photon coupling pathway are several dark Rydberg states built on the A and X 
ion-state cores (cp. scheme in Fig. 8.2 A). The most dominant spectral features arising through this 
pathway are located around 15.8 eV and result from the population transfer to the 𝐴	4𝑑	𝛿	(𝑣 = 0) 
-state and the 𝐴	3𝑑	𝜎	(𝑣 = 2) state from the 3𝑝	𝜎/𝜋 – Rydberg states (built on the  𝑋	+ΣÜ N2+ core 
at 12.95 eV). Additional examples are the coupling between the 𝐴	4𝑑	𝛿	(𝑣 = 2) -state (16.4 eV) 
and the 𝐴	3𝑠	𝜎	(𝑣 = 0) at 13.1 eV. Besides the population transfer pathways between Rydberg 
states of different ion cores and orbital symmetries, which have also been observed in atoms, the 
current experiment reveals the presence of interferences between states of Rydberg and valence 
character: the oscillations assigned to the 𝑣 = 2 − 4	𝑏=Πß-state levels. 
The few-fs (5-10 fs) oscillations, on the other hand, originate from the population transfer between 
two close-lying resonances via a dark state located in energy above or below the resonances via a 
‘Lambda’ or ‘V’-like coupling scheme. An essential requirement for the realization of this scheme, 
which has been also observed in atomic systems, is the presence of two NIR photons of differing 
energy, which is fulfilled given the substantial bandwidth of the few-cycle NIR (1.4 – 2.2 eV). In 
molecular nitrogen, the ‘V’-coupling scheme is realized by the A-Rydberg states above 15 eV that 
are coupled to the dark X or A ion-core Rydberg states around 14 eV (cp. Fig. 8.2 B). One of the 
most prominent features in the current experiment are the beatings with frequencies of 11.5 and 7 
fs, assigned to the 𝐴	4𝑑	𝛿	(𝑣 = 0) – state at 15.85 eV. These oscillations result from the population 
transfer with the 𝐴	4𝑑	𝜎	(𝑣 = 1)  and (𝑣 = 2) levels and represent the first observation of coherent 
Figure 8.2: (A) Scheme illustrating the origin of the sub-cycle oscillations caused by interferences between two levels spaced by 
double the NIR frequency. A dark state built on the 𝐴 +𝛱ß N2+ core is shown to illustrate the Franck-Condon overlap with the 𝑏 =𝛱ß 
vibrational levels. (B) Scheme illustrating the origin of the slow oscillations in the 4𝑑𝛿	𝜈 = 0 state at 15.85 eV. The black curve 
shows a dark state built on the A-core. (C) Scheme illustrating the origin of the slow oscillations in the vibrational levels of the 𝑏 =𝛱ß valence state. The black curves indicate two potential intermediate dark states: a Rydberg state built on the A core at 14 
eV as well as the valence 𝑎’’ dark state at 11 eV. In all panels, the population transfer is illustrated by the red arrows, whereas the 
Franck-Condon overlap with the ground state of nitrogen is indicated with the purple arrow. Figure adapted from (Warrick et al., 
2016) with permission. 
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beating between vibrational levels belonging to different electronic potential energy curves, a 
feature unique to molecular systems. The beatings between vibrational states belonging to the same 
electronic states give rise to the longer-period oscillations with a vibrational period of 51 fs, 
matching the vibrational period of the b-state. The vibrational beatings thus involve levels of the 
b-state separated by ∆𝑣 = ±1 that are coupled by the NIR field (cp. scheme in Fig. 8.2 C).  
Finally, we briefly comment on the origin of the energy shifts of the absorption features observed 
in the vicinity of time zero. Following a theoretical analysis developed for atoms, the authors 
attribute the observed dynamics to the ac-Stark effect induced by the few-cycle NIR pulse. This 
effect is modeled by the introduction of the laser-imposed phase term 𝜑£)%  in Eq. (8.1). The NIR-
mediated coupling between a resonant excited state and other dark states leads to an energy shift 
of the level that can be incorporated as a phase-shift of the time-dependent dipole moment. The 
increasing time duration regarding the shifts of the absorption features is explained by the 
increasing overlap of the energy levels in the high-density region of the A-Rydberg states as they 
approach the ionization potential. 
In summary, the observed quantum beating dynamics were attributed to the energy repartitioning 
between electronic and nuclear degrees of freedom mediate by the perturbative NIR laser field. 
Whereas the results could to a major extent be interpreted using the theoretical framework built 
upon the single-electron response in atomic systems, several unique features arising from the 
nuclear degrees of freedom were identified.  
 
8.2 Time-resolved X-ray absorption spectroscopy using a table-top high-harmonic source 
 
The rest of this section is dedicated to the recent progress in the development of table-top time-
resolved X-ray absorption techniques (TR-XAS). Broadband soft-X-ray (SXR) continua with 
photon energies beyond the XUV range (10-124 eV) represent a powerful diagnostic tool due to 
their sensitivity to the local chemical structure (via the excitation from a specific core level of a 
given atom) including spin and oxidation state. Coupled with time-resolved NIR or optical ultrafast 
excitation schemes, this fingerprinting-capability has the potential to track the dynamics of 
oxidation and spin states with ultrafast temporal resolution and element specificity. Until recently, 
time-resolved studies employing XAS were limited to large-scale synchrotron facilities or free-
electron lasers and were mostly confined to the study of sub-ps dynamics in the condensed phase. 
The advent of HHG-based light sources capable of producing sub-50 fs SXR pulses with full 
spatial and temporal coherence permitted the realization of time-resolved x-ray absorption 
measurements in a table-top manner. 
We will illustrate this recent progress on the example of two pioneering studies (Attar et al., 2017; 
Pertot et al., 2017) reporting the realization of TR-XAS experiments with femtosecond temporal 
resolution employing SXR supercontinua extending beyond 160 eV and up to 350 eV, i.e. partially 
covering the chemically and biologically highly relevant energy range of 282 eV to 533 eV where 
water becomes transparent (“water window”) and where the K-edge of C is located (282 eV). Prior 
to these two studies, XAS experiments were limited to ≈100 eV, covering only the element-specific 
edges in the XUV. These experiments enabled the tracking of the dynamics following strong-field 
ionization in a variety of systems such as Xe atoms (Loh et al., 2007), Kr (Goulielmakis et al., 
2010) and thin-film silicon (Schultze et al., 2014). Studies centering on molecular systems have 
so far addressed the SFI-induced vibrational wavepacket dynamics in Br2 (Hosler and Leone, 
2013), the SFI-induced dissociation of dibromomethane (Chatterley et al., 2016a) and ferrocene 
(Chatterley et al., 2016b), the evolution of transition state during the SFI-induced dissociation of 
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CH3I (Attar et al., 2015), and the ring-opening reaction of selenophene (Lackner et al., 2016) 
following ionization.  
 
 
In the experiment of Pertot et al.(Pertot et al., 2017), a high-power laser source based on a 
cryogenically-cooled Ti:Sa system is employed to generate 40 fs pulses (800 nm) of exceptional 
power (reaching 18 mJ at 1 kHz). The major part of the energy is down-converted in an OPA to 
yield MIR pulses centered at 1800 nm with an energy of 2.5 mJ, which are subsequently used to 
drive HHG in Ne, thereby resulting in an SXR supercontinuum extending up to 350 eV. A portion 
of the NIR beam (800 nm) is used to strong-field-ionize tetrafluoromethane (CF4) molecules. The 
CF4+ cation is unstable with respect to a Jahn-Teller distortion and has an energy minimum at a 
lower symmetry (C2v) compared to the tetrahedral neutral species. This symmetry lowering lifts 
the degeneracy of the initially triply degenerate 5𝑡+-orbital of the neutral (cp. calculated spectra in 
Fig. 8.3 A). In addition, the cation is unstable and undergoes a dissociation reaction to yield the 
trigonal-planar (D3h) CF3+ and F (Fig. 8.3 B). The geometry changes accompanying the C-F bond 
breakage and the structural rearrangement from C2v to the D3h-structure in CF3+ are tracked at each 
NIR-pump-SXR-probe delay by monitoring the X-ray absorption lines at the C-edge. The static 
absorption spectrum of the tetrahedral CF4 is characterized by two intense lines (cp. Fig. 8.3 C) 
which can be assigned to transitions to the 5𝑡+	and 6𝑡+	orbitals. Symmetry arguments dictate that 
the transition of the 𝐶	1𝑠 → 𝑡+-type associated with the initially tetrahedral carbon atom will split 
into two 𝐶	1𝑎 → 𝑎+uu -lines and one 1𝑠 → 𝑒′-line as the environment around C progressively 
changes to trigonal-planar. The experimentally recorded transient-absorption spectra shown in Fig. 
8.3 C reflect this situation (cp. labels in Panel C). With progressing time, the spectrum splits into 
multiple bands, with one band shifting down to 288 eV (by ≈10 eV), two further bands shifting 
up/down by 1 eV, and a fourth line appearing at 302 eV as a shoulder structure in the absorption 
spectrum. Thus, the TAS spectrum reflects the changes in the geometry as the C-F bond breakage 
takes its course. Further, the intensity evolution of the 5𝑒’- and the 6𝑒’-transitions (cp. Fig. 8.3 A) 
is interpreted as an evidence of the mixing of Rydberg and valence character of these orbitals in 
the context of the fluorine “cage effect” (Dehmer et al., 1979). The 5𝑒’ orbital, initially a valence-
type, well-localized orbital in the tetrahedral neutral species, develops a partial Rydberg character, 
Figure 8.3: (A) Calculated X-ray absorption spectra as a function of photon energy and C-F bond distance for the light-induced 
dissociation CF4+-> CF3+ + F. (B) Schematic illustration of the light-induced dissociation of CF3+ after strong-field ionization of CF4. 
(C) Experimental transient absorption spectrum at the carbon K-edge as a function of photon energy and NIR-XUV time delay. 
Figure adapted from (Kraus et al., 2018) with permission. 
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whereas the 6e’ orbital (of Rydberg character, localized outside of the region defined by the four 
F atoms in CF4) develops a partial valence character. The difference in the overlap with the highly 
localized core orbital accounts for the evolution of the intensity distribution as the reaction 
progresses. This study first demonstrated the feasibility of table-top-based TR-XAS experiments 
and highlighted the potential of this technique in elucidating the dynamics of chemical reactions.  
In a subsequent study, Attar et al.(Attar et al., 2017) used a 266 nm, 100 fs pulse to induce the 
isomerization reaction of ring-closed cyclohexadiene (CHD) to the open-chain 1,3,5-hexatriene 
(HT). Mechanistically, the UV photoexcitation promotes the system to the 1B excited state via a 
strong symmetry-allowed (𝜋 → 𝜋∗) transition. The ring-opening reaction proceeds near the conical 
intersection (CI) of the 1B state with the dark 2A excited state and reaches a “pericyclic minimum” 
in the transition state of 2A symmetry (cp. scheme in Fig. 8.4 A). The latter is characterized by an 
electron configuration with a doubly-occupied antibonding 𝜋∗ - orbital (s. orbital scheme in Fig. 
8.4 B). After reaching a second conical intersection between the excited 2A and the ground 1A 
states, the wavepacket can bifurcate either to the open-chain hexatriene or back towards the cyclic 
isomer. The reaction progress has been tracked by monitoring the time-resolved XAS-signal near 
the C K-edge. With the aid of advanced TD-DFT calculations, the reaction constants pertaining to 
the major steps in the mechanistic pathway were determined: the intermediate transition-state 
minimum is reached within 60±20 fs, whereas the decay to the open photoproduct occurs in further 
110±60 fs. 
Although the highlighted examples involving molecular systems are still limited to the 
femtosecond domain, extension to the attosecond range is in near sight given the recent progress 
in the generation and characterization of IAP-based SXR continua in the water window (Cousin et 
al., 2017; Silva et al., 2015). 
 
 
 
 
 
Figure 8.4: (A) Schematic view of the potential energy surfaces relevant for the electrocyclic ring-opening of cyclohexadiene, which 
leads to the formation of three stereoisomers of 1,3,5-hexatriene (HT): s- cis,Z,s- cis (cZc); s- trans,Z,s- cis (tZc,) and s- trans,Z,s- 
trans (tZt). (B) Orbital diagram and electronic configurations of the relevant transition states. (C) Experimental transient 
absorption spectrum at the carbon K-edge as a function of photon energy and NIR-XUV time delay. The black arrows highlight the 
connection of the transient intensity modulations in the absorption spectrum with the populations of various transition states 
(panel (B)) during the reaction. Figure adapted from (Kraus et al., 2018) with permission. 
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