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a b s t r a c t
We show that for a set F of forbidden set partitions and an integer
k there is a finite collection D of partitions of ordinals, such that
any finite partition with at most k blocks avoids all the elements
of F if and only if it is contained in at least one element of D.
Using this result, we reprove rationality of the generating function
enumerating a hereditary class of set partitions with a bounded
number of blocks. We show that this result does not extend to
partitions with an unbounded number of blocks.
We also consider hereditary classes of relational structures.
We give a characterization of those classes that can be expressed
as classes of finite substructures of a finite collection of (possibly
infinite) relational structures.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, we investigate the concept of dualities among relational structures. For a family F of
finite ‘forbidden’ structures, we say that a family D of (possibly infinite) structures is dual to F , if for
every finite structure s it holds that s does not contain any structure f ∈ F as substructure if and only
if s is a substructure of some d ∈ D. The pair (F ,D) is then known as a duality pair. This terminology
is motivated by an analogous concept of homomorphism dualities. For an overview of the topic of
homomorphism dualities see, e.g., [13].
With a duality pair (F ,D)wemay naturally associate a hereditary class C of structures, where C is
the set of all the finite structures that do not contain any forbidden substructure f ∈ F , or equivalently,
C is the set of all finite substructures of elements of D. Conversely, it is easy to see any hereditary class
✩ Supported by project MSM0021620838 and by grant 1M0545 of the Czech Ministry of Education.
E-mail addresses: jelinek@kam.mff.cuni.cz (V. Jelínek), klazar@kam.mff.cuni.cz (M. Klazar).
0195-6698/$ – see front matter© 2011 Elsevier Ltd. All rights reserved.
doi:10.1016/j.ejc.2011.03.010
V. Jelínek, M. Klazar / European Journal of Combinatorics 32 (2011) 1084–1096 1085
C arises in this way from a (not necessarily unique) duality pair (F ,D). It is natural to ask whether a
given class C has a ‘nice’ description in terms of F or D, e.g., whether there is a description in which F
or D is a finite set.
In this paper, our main goal is to study hereditary classes C of relational structures that can be
described by a duality pair (F ,D) in which D is a finite set of (possibly infinite) relational structures.
In such a situation, we call the set D a finite dual of C .
This paper has two main parts. In the first part, we consider set partitions whose ground set
is an ordinal number. We show that in this setting, every hereditary class of set partitions with a
bounded number of blocks can be characterized by a finite dual. The proof of this result is based on
the Myhill–Nerode characterization of regular languages. Our technique also allows us to re-derive
a known enumerative result on the growth of hereditary classes of set partitions. We also prove a
negative result, by presenting a class of partitions defined by a single forbidden pattern that has no
finite dual.
In the second part of this paper, we turn to general relational structures. Themain result of this part
is a general criterion characterizing hereditary classes of relational structures admitting finite duals.
Let us now introduce the necessary definitions and notation in order to state our results precisely.
The proofs are relegated to the remaining two sections.
By a partitionwemean a set partition, i.e., a setπ of nonempty anddisjoint sets, called blocks, whose
union is the ground set X = π of the partition π ; we say that π is a partition of X . A normalized
partition has ground set [n] = {1, 2, . . . , n} for some n ≥ 0 (we define [0] = ∅). The size of a partition
is the size of its ground set. In particular, a finite partition is a partition of a finite set. We will consider
both finite and infinite partitions.
We say that a partition π of [m] is contained in a partition σ of [n] if there is an increasing injection
f : [m] → [n]with the property that i and j are in the same block of π if and only if f (i) and f (j) are in
the same block of σ . This relation will be denoted by π ⊆ σ ; it is a partial ordering on the set of all
normalized partitions. If π ⊈ σ , we say that σ avoids π . The notion of containment can be naturally
extended to partitions of an arbitrary linearly ordered ground set, including infinite partitions.
A hereditary class of partitions is a (typically infinite) set P of finite normalized partitions such
that for any normalized partition σ of [n] in P , every partition π of [m] contained in σ lies in P as
well. Hereditary classes of partitions have been previously studied, e.g., by Klazar [18] or by Balogh
et al. [4]. Several authors have also proposed different ways to define the containment relation of
partitions, and obtained enumerative results in these settings, see for instance [8,12,16], or [22].
For a hereditary class P of partitions, we define the basis of P to be the set F = FP of minimal
forbidden structures of P; formally,
FP = {π | π ∉ P, π is normalized, and every proper subpartition of π is in P}.
If FP is finite, then P is called finitely based, if FP is a singleton set, then P is called principal.
The growth function (or speed) of a hereditary class P is the function n → |Pn| where Pn is the set
of partitions of [n] in P and |X | denotes the cardinality of a set X . An important goal in the study of
hereditary classes of partitions, aswell as hereditary classes of other structures, is the characterization
of possible growth functions of these classes. Recently, several authors have obtained strong results
related to growth functions of classes of graphs [5,6], ordered graphs [4], or permutations [1,17,24,
25]. For more details, we refer the reader to the survey of Bollobás [7].
To characterize the growth function, we need a handle on⊆. The description of a hereditary class P
in terms of its basis F does not seem to offer enough insight into the growth rate of the class. A different
approach is to characterize a hereditary class in terms of the ‘dual’ object, i.e., to describe a class P as
the class of finite subpartitions of a small number of (typically infinite) partitions from a set D. This is
similar to the approach of Atkinson et al. [3] and Huczynska and Ruškuc [15] to permutation classes
(which they represent by bijections between infinite linearly ordered sets) and is alsomotivated by the
theory of homomorphism dualities [13]. In the first part of our paper, we focus on the situation when
the elements of the dual set D are partitions of ordinal numbers. We say that a class P of partitions
has finite ordinal dual if there is a finite set D of partitions of ordinals such that the elements of P are
exactly the finite partitions contained in at least onemember of D. The set D is not necessarily unique.
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As a simple example of a class with a finite ordinal dual, consider the class P consisting of the
(normalized) partitions with at most one block. Then the basis contains a single partition π = {{1},
{2}} and the dual also contains a single (infinite) partition σ = {ω}, where ω = {0, 1, 2, . . .} denotes
the smallest infinite ordinal, i.e., the set of nonnegative integers.
Another example is for FP = {π} where π = {{1, 3}, {2}}. Then P consists of (normalized)
partitions whose blocks are intervals and a dual partition is σ = {{0}, {1, 2}, {3, 4, 5}, . . .} with
ground set ω (or any other interval partition of ω with unbounded lengths of intervals); we denote
this partition as σI . In general, even for a principal class P , one needs more than one dual partition,
as well as ordinals larger than ω for ground sets. As an example, consider the hereditary class P with
FP = {π}where π = {{1, 3}, {2}, {4}}. We leave it for the interested reader to verify that P admits as
a dual a pair of partitions, the partition of 2ω
σ1 = σI ∪ {{ω,ω + 2, ω + 4, . . .}, {ω + 1, ω + 3, ω + 5, . . .}}
and the partition of 4ω
σ2 = σI ∪ {{ω,ω + 1, ω + 2, . . . ; 3ω, 3ω + 1, 3ω + 2, . . .}} ∪ (2ω + σI).
Unfortunately, there are principal hereditary classes P which have no finite ordinal dual (see
Theorem 1.3). Nevertheless, finite ordinal duals do exist for many hereditary classes, as shown by
our first main result:
Theorem 1.1. Let P be a hereditary class of partitions such that the number of blocks inπ ∈ P is bounded.
Then the basis FP is finite and P has a finite ordinal dual D. In fact, the elements of D may be chosen as
partitions of ordinals smaller than mω for some integer m > 0.
From Theorem 1.1, or more precisely from its proof, we obtain the following corollary, which was
proved byKlazar [18, Theorem3.1] in a differentway. The inductive proof in [18] and the present proof
both represent partitions by words. The present proof is more conceptual, as it derives the corollary
from the Myhill–Nerode theorem on regular languages.
Corollary 1.2. Let P be a hereditary class of partitions such that the number of blocks inπ ∈ P is bounded.
Then the generating series of the growth function is rational, in fact
fP(x) =
−
n≥0
|Pn|xn = p(x)k∏
i=1
(1− ix)ai
where k is the maximum number of blocks in some π ∈ P, p(x) is an integral polynomial and ai > 0 are
integers.
As we already mentioned, there are hereditary (even principal) classes of partitions admitting no
finite ordinal dual. Specifically, we will prove the following result.
Theorem 1.3. Let π0 = {{1, 3}, {2, 4}, {5}}. For every finite family D of partitions of ordinals avoiding
π0 there is a finite normalized partition avoiding π0 that is not contained in any member of D. Thus, the
hereditary class of partitions P with the basis F = {π0} has no finite ordinal dual.
The two previous theorems and corollary will be proved in Section 2.
In the second part of our paper, we consider more general duals, in which instead of partitions of
ordinals, we allow infinite partitions of an arbitrary linearly ordered ground set. To handle this setting,
it is convenient to represent partitions as relational structures, and to express partition containment
as a special case of (induced) containment of relational structures. In fact, our results from the second
part of the paper generalize to hereditary classes of relational structures of fixed (finite) signature.
Let us introduce the relevant definitions. A relational structure with signature δ = (δ1, δ2, . . . , δk)
on the ground set V is a (k+1)-tuple (V , R1, R2, . . . , Rk), where Ri is a relation of arity δi on the ground
set V , i.e., Ri is a set of ordered δi-tuples of (not necessarily distinct) elements of V . For example,
relational structures of signature (2) correspond precisely to directed graphs, with loops, in which
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multiple edges are only allowed if they have opposite orientations. As with set partitions, the size of a
relational structure is the size of its ground set.
If ρ = (V , R1, . . . , Rk) and σ = (W , S1, . . . , Sk) are two relational structures of the same signature
δ, we say that σ contains ρ (or ρ is a substructure of σ , or ρ ⊆ σ ), if there is an injective function
f : V → W with the property that for any i and j and for any j-tuple (v1, . . . , vj) of elements of V , this
j-tuple belongs to Ri if and only if the j-tuple (f (v1), . . . , f (vj)) belongs to Si. This notion of
containment is a natural extension of the familiar notion of induced containment of graphs.
We call a relational structure normalized if its ground set is the set [n] for some n ≥ 0. Let us stress
that the elements of [n] heremerely play a role of labels, and their standard linear order is not relevant
for the notion of containment of relational structures. A hereditary class of relational structures is a set
C of finite normalized relational structures, all of them sharing the same signature, with the property
that for every structure π ∈ C , all the normalized substructures of π belong to C .
A set partition π of a linearly ordered set (V ,▹) may be represented as a relational structure
(V , R1, R2) of signature (2, 2), as follows: for a pair of vertices i, j ∈ V , we define (i, j) ∈ R1 if i ▹ j, and
we define (i, j) ∈ R2 if i and j are in the same block of π . With this representation, the containment
relation of set partitions corresponds precisely to the containment relation of relational structures.
Notice that any substructure of a relational structure representing a set partition is itself a
representation of a set partition. Thus, a hereditary class P of partitions is naturally represented
by a hereditary class CP of relational structures of signature (2, 2), where CP is the class of all the
normalized relational structures representing elements of P . Note, however, that a single set partition
in P is typically represented by several (isomorphic) normalized relational structures in CP . Thus, the
growth rate of the class P is not the same function as the growth rate of CP . This minor technical issue
does not worry us, since we deal with structural results, rather than explicit enumerations.
Let us now focus on general hereditary classes of relational structures,without restricting ourselves
to classes arising from set partitions. To introduce dualities in this setting, it is useful to start with the
following fact, due to Fraïssé [10,11].
Fact 1.4. Let C be a hereditary class of relational structures of a finite signature δ. The following three
conditions are equivalent:
• There is a (possibly infinite) relational structureΠ of signature δ such that C is the set of all the finite
normalized substructures of Π .
• C cannot be expressed as a union of two of its proper hereditary subclasses.
• For any two structures π, σ ∈ C, there is a structure τ ∈ C that contains both π and σ . (This condition
is known as the joint embedding property.)
A hereditary class satisfying the conditions of Fact 1.4 is called atomic. Recently, the concept of
atomicity received attention in the study of hereditary permutation classes (see, e.g., [2,3,20], or [24]).
Besides that, a considerable amount of work has been devoted to the study of growth rates of atomic
classes of general relational structures (a survey of this field has been presented by Pouzet [21]).
Let us stress that all relational structures considered in our paper have finite signature. Fact 1.4
does not directly generalize to classes of structures with infinite signature (see [9]).
We are mostly interested in the hereditary classes of relational structures that can be expressed
as a union of finitely many atomic classes. We will call such classes molecular. In view of Fact 1.4,
molecular classes are precisely those classes that can be described by a duality pair (F ,D), where D
contains finitely many (possibly infinite) relational structures.
As the second main result of this paper, we provide a characterization of molecular classes of
relational structures in terms of a joint embeddability of their elements. The result may in fact be
stated in the (more general) language of partially ordered sets. For this, we need a few definitions. Let
(A,≤) be a (typically infinite) poset. We say that two elements x, y ∈ A are compatible in (A,≤), if
they have a common upper bound z ∈ A (i.e., if there is an element z ∈ A satisfying x ≤ z and y ≤ z).
A set I ⊆ A is an ideal if I is a down-set (i.e., x ∈ I and y ≤ x implies y ∈ I), and I is up-directed (i.e., for
every x, y ∈ I , the set I contains a common upper bound for x and y). We say that a poset (A,≤) is
covered by ideals I1, . . . , Ik if A = I1 ∪ · · · ∪ Ik.
1088 V. Jelínek, M. Klazar / European Journal of Combinatorics 32 (2011) 1084–1096
Theorem 1.5. Let (A,≤) be a (possibly infinite) poset and k > 0 be an integer. The poset (A,≤) can be
covered by k ideals if and only if A does not contain k+ 1 pairwise incompatible elements. Moreover, if A
cannot be covered by finitelymany ideals, then it contains an infinite set of pairwise incompatible elements.
The theorem can be easily applied to the containment order of (the isomorphism types of) relational
structures in a given hereditary class. Let C be a hereditary class of relational structures. We say
that two relational structures π and σ are compatible in C (or C-compatible), if there is a structure
τ ∈ C that contains both π and σ ; otherwise, π and σ are C-incompatible. A set of structures is
pairwise C-incompatible if each two of its elements are C-incompatible. We now state the promised
characterization of molecular classes.
Theorem 1.6. Let C be a hereditary class of relational structures and let k > 0 be an integer. The class
C can be expressed as a union of at most k atomic classes if and only if C does not have a pairwise
C-incompatible subset of size k + 1. Furthermore, C is molecular if and only if it has no infinite pairwise
C-incompatible subset.
Observe that the theorem implies that a class containing arbitrarily large finite pairwise
incompatible subsets must also contain an infinite pairwise incompatible subset.
In Section 3, we prove Theorems 1.5 and 1.6. We then also point out that Theorem 1.6 implies, as
a corollary, a result essentially due to Atkinson et al. [2, Theorem 2.2] (see also [20, Proposition 188]),
which states that every hereditary class that is partially well-quasi-ordered by inclusion is molecular.
Lastly, we provide an example of a finitely based class that is not molecular.
Let us now present the proofs of our results.
2. Finite ordinal duals
Apartitionσ of [n]maybe conveniently represented by awordw = w1w2 · · ·wnwith theproperty
that wi = wj if and only if i and j belong to the same block of σ . We say that two words w,w′
are isomorphic (denoted by w ∼ w′) if they represent the same partition. Thus, the word AABAC is
isomorphic to XXYXA, with both words representing the partition of [5] into the three blocks {1, 2, 4},
{3} and {5}.
For two words w and w′, we say that w is a subword of w′ (denoted by w ⊆ w′) if w is obtained
from w′ by erasing some of its letters. We say that w is a factor of w′ (denoted by w ≤ w′) if w is a
contiguous subword of w′ (i.e. w′ can be written as a concatenation of the form w′ = xwy for some
words x, y).
Let π and σ be two normalized partitions, let p and s be two words representing π and σ ,
respectively. We have π ⊆ σ if and only if there is a word p′ isomorphic to p such that p′ ⊆ s.
LetA be an alphabet.A ∗ denotes the set of all finitewords overA . We say that a languageL⊆ A ∗
is hereditary, if it is closed under taking subwords, we say that L is isomorphism-closed (with respect
to the alphabet A ) if for every two isomorphic wordsw,w′ ∈ A ∗ we havew ∈ L ⇐⇒ w′ ∈ L.
We will also deal with infinite words over a given alphabet A . The length of such a word is a
countable ordinal α, and the word itself may be formally represented as a mapping from α to A .
The notions defined above extend to infinite words in the obvious way. We let ω denote the smallest
infinite ordinal.
For a (typically infinite)wordw, let F(w) denote the language of all the finite factors ofw; similarly,
S(w) denotes the language of all the finite subwords ofw.
We say that a word u is a universal word for the alphabet A if F(u) = S(u)= A ∗. The empty word
is the only universal word of the empty alphabet. It is not hard to see that for any nonempty at most
countable alphabet A there is a universal word of length ω.
Our proof of Theorem 1.1 is based on the following result.
Theorem 2.1. Let A be a k-element alphabet and L be a hereditary language over A . Then there is a
finite set F of words such that
L = {w ∈ A ∗ | no subword of w belongs to F}
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and there are integers m, n > 0 and wordsw1, . . . , wn, each of them of length at most mω, such that
L =
n
i=1
S(wi).
The (typically infinite) wordswi have form
wi = u0X1u1X2 · · · Xquq,
where each uj is a universal word for a possibly empty alphabet Aj ⊆ A and X1, . . . , Xq are symbols of
A . The values of Aj, Xj and q depend on i.
We first show how this theorem implies Theorem 1.1.
Proof of Theorem 1.1. Let P be a hereditary class of partitions such that every partition in P has at
most k blocks. Consider the language L over a k-element alphabet, where L contains all the words
that represent the partitions in P . Clearly,L is isomorphism closed and hereditary. By Theorem 2.1,L
can be characterized by a finite list F of forbidden subwords. Let G be the set of normalized partitions
represented by the words in F . It is easy to see that G is the basis of P .
The second claim of follows equally easily from Theorem 2.1.We know thatL can be characterized
as the language of all the finite subwords of a finite collection of words w1, . . . , wn. Each such word
wi represents a partition σi of an ordinal not exceedingmω for some integerm > 0. Let us check that
the normalized partitions contained in σi are precisely the partitions in P . If ρ ∈ P thenL contains a
wordw representing ρ, thusw is a subword of one of the wordswi and hence ρ ⊆ σi. Conversely, if a
normalized partition ρ is contained in σi then the corresponding subwordw ofwi represents ρ, thus
w ∈ Lwhich implies ρ ∈ P . 
2.1. Proof of Theorem 2.1
A particular case of Higman’s theorem from the wqo theory (see, e.g., [19]) says that in an infinite
set of words over a finite alphabet, two words must be comparable by subword relation. Hence each
hereditary languageL over a finite alphabetA is characterized by a finite set F of forbidden subwords,
namely the subword-minimal words over A not inL. This proves the first part of Theorem 2.1.
To construct the ‘‘dual’’ words wi and thus to prove the second part we use the theory of regular
languages. We introduce the necessary concepts and state certain classical results without proof.
A languageL over a k-element alphabet A is called regular if it is accepted by a finite automaton.
Such an automaton G is a finite directed (multi-)graph with one initial vertex and a set of accepting
vertices; it has the property that each vertex has exactly k outgoing edges, each of them labeled by
a distinct symbol of A . Every word w ∈ A ∗ corresponds to the walk in G which starts in the initial
vertex and in its i-th step follows the edge labeled by the i-th letter of w. The word w is accepted, if
and only if the corresponding walk in G ends in an accepting vertex. The vertices of an automaton are
commonly called states.
For every languageL⊆ A ∗, we may define the equivalence relation RL on the set of words A ∗ as
follows: (x, y) ∈ RL if for every word w ∈ A ∗ we have the equivalence xw ∈ L ⇐⇒ yw ∈ L. For
the following classical result see, for example, [14].
Theorem 2.2 (Myhill–Nerode). A language L is regular if and only if RL has finitely many equivalence
classes. Furthermore, a regular languageL has a unique (up to isomorphism) accepting automaton G with
the smallest number of states, and this automaton has the property that its number of states is equal to
the number of equivalence classes of RL, and two words belong to the same equivalence class of RL if and
only if the two computations of G over these two words end in the same state.
A language L described by finitely many forbidden subwords is regular, because a language
avoiding a single fixed subword is easily seen to be regular and regular languages are closed under
finite intersections. The structure of the minimal automaton accepting a hereditary language is
described by the following lemma.
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Lemma 2.3. Let A be the minimal automaton accepting a hereditary languageL. The following holds:
• A has at most one non-accepting state. All the outgoing edges of this state are loops.
• Apart from possible loops, A has no other directed cycles.
Proof. Both claims follow from the Myhill–Nerode theorem. For the first claim, assume that x and y
are two words not belonging toL. Clearly, for any wordw, neither xw nor yw can belong toL, which
shows that (x, y) ∈ RL, i.e., the computations over x and y both lead to the same non-accepting state.
By the hereditary property, there can be no edge from a non-accepting state to an accepting state,
implying that all the outgoing edges of the non-accepting state are loops.
Next, we will show that A has no cycles, apart from loops. By the previous claim, we know that any
non-trivial cycle can only contain accepting states. Assume thatAhas a directed cycle C containing two
distinct states a and b. Letw be a word corresponding to a path from the initial state to the state a, let
x be the word corresponding to the path from a to b along the cycle C , let y be the word corresponding
to the path from b to a along C . The computations of A over the word w and over the word wxy both
end in the state a, while the computation over wx ends in b. We will now show that w and wx are
RL-equivalent. Let z ∈ A ∗ be any word. We need to show the equivalence wz ∈ L ⇐⇒ wxz ∈ L.
Clearly, if wxz ∈ L then wz ∈ L since L is hereditary. On the other hand, if wz ∈ L, then
wxyz ∈ L, since w and wxy are RL-equivalent (their computations end in state a), and so wxz ∈ L
by hereditarity. Thusw andwx are RL-equivalent, which is a contradiction, since their computations
end in different states a and b. 
We are now ready to proceed with the proof of Theorem 2.1. Let A = (V , E) be the minimal
automaton accepting a hereditary language L. If A has no non-accepting state, then L= A ∗ and L
can be expressed as the set of subwords of a universal word for the alphabet A . Thus we have n = 1
andw1 = u0 with A0 = A .
Assume now, that L ≠ A ∗, and let f be the unique non-accepting state of A. Let A′ = (V ′, E ′)
denote the directed graph obtained from A by the removal of the vertex f and all the edges incident
to it. If f is the initial vertex of A, then L is the empty language, which can be expressed as the set of
subwords of an empty collection of infinite words, satisfying Theorem 2.1 trivially. Let us assume that
L is nonempty, and let a0 denote the initial vertex of A. Lemma 2.3 implies that a0 ≠ f , i.e., a0 ∈ A′.
We know that the words w ∈ L correspond bijectively to finite directed walks in A′ starting in
a0. Since A′ has no nontrivial cycles, the non-loop edges of any walk t in A′ form a path; we will call
this path the backbone of t . Since A′ is finite, it has only finitely many maximal paths p1, p2, . . . , pk
starting in a0. For each such path pi, we now construct an infinite word wi of the form described in
Theorem 2.1, with the property that for any walk t in A′ whose backbone is an initial segment of the
path pi, the word wi contains a subword w corresponding to the walk t . The word wi is defined as
follows. Let a0, a1, . . . , am be the sequence of vertices of pi, let ej be the edge of pi between aj−1 and
aj. Let Aj be the set of symbols that appear as labels of the loops at the vertex aj, let uj be a universal
word of the alphabet Aj (with the empty word being universal for the empty alphabet), let Xj be the
label of the edge ej. Now we put wi = u0X1u1X2 · · · Xmum. It is easy to check that any walk whose
backbone is an initial segment of pi corresponds to a subword ofwi (however, note that the converse
is not necessarily true). This shows that any word of L is a subword of at least one of the words wi,
for i = 1, . . . , k.
To complete the proof of Theorem 2.1, we need to establish the following claim.
Lemma 2.4. Any finite subword of any of the wordswi belongs toL.
Proof. Fix a word wi, constructed from a path pi as above. Let w be a finite subword of wi. We will
show thatw is a subword of a finite wordw′ such thatw′ corresponds to a walk in A′ with backbone
pi. This will imply thatw′ belongs toL, and by the hereditarity ofL, we will know thatw belongs to
L as well.
Since w ⊆ wi = u0X1u1X2 · · · Xmum, we may decompose w into a concatenation of the form
w = y0X?1y1X?2 · · · X?mym, where each yj is a subword of uj, and X?j is either the empty string or
the symbol Xj. We now define w′ = y0X1y1X2 · · · Xmym and easily observe that w′ has the required
property. 
This completes the proof of Theorem 2.1.
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2.2. Proof of Corollary 1.2
For the proof of Corollary 1.2, we use the results of the previous subsection. Let P be a hereditary
class of partitions with at most k blocks and A be the alphabet [k] = {1, 2, . . . , k}. Let L be the
language of all the words over A representing a partition in P .
A rooted graph is a directed graphwith a special root vertex v0 andwith all edges labelled by letters
ofA .We assume that no two edges leaving the same vertex have equal labels. A rootedwalk in a rooted
graph is a directed walk that starts in v0. Each rooted walk represents a unique word formed by the
labels of its edges in the order inwhich theywere visited by thewalk. Conversely, for eachword, there
is at most one rooted walk representing this word.
By the results of the previous subsection, we know that there is a rooted graph A′ whose rooted
walks represent precisely the words of L. The problem is that a single partition of P is typically
represented by several isomorphic words of L, so we cannot use the enumeration of directed walks
of A′ directly.
Let us say that a word w over the alphabet A is canonical if w has the property that for each two
letters i, j ∈ A such that i < j, if w contains the letter j, then w contains i as well, and furthermore,
the first occurrence of i precedes the first occurrence of j. Note that each isomorphism class of words
over A has exactly one canonical word. Let Lc be the set of all the canonical words in L. There is a
natural length-preserving bijection between P and Lc . Our aim is to build a rooted graph Ac whose
rooted walks represent the elements of Lc . Furthermore, the graph Ac will contain no directed cycle
except for possible loops. This will imply that its rooted walks are enumerated by generating function
in the stated form.
Since the language Lc is not hereditary, we cannot use Lemma 2.3 directly. Instead, we apply a
standard product construction used in the theory of finite automata. To describe the construction
formally, we first construct a rooted graph B that generates precisely the canonical words. B has k+ 1
vertices w0, w1, . . . , wk with w0 being the root. For each i ≥ 1, the vertex wi has i loops labelled
1, . . . , i, and an in-going edge (wi−1, wi) labelled i. There are no other edges. It is easy to see that the
rooted walks in B correspond to the canonical words over A .
We now define the graph Ac . The vertex set of Ac is the Cartesian product of the vertex sets of A′
and B. The edge set of Ac is determined by the following rule: Ac has a directed edge from (v,w) to
(v′, w′) labelled i if and only if A′ has a directed edge from v to v′ labelled i and B has a directed edge
from w to w′ labelled i. The root of Ac is the vertex x0 = (v0, w0). It is clear that Ac has a rooted walk
representing a wordw if and only if both A′ and B have rooted walks representingw. Since the walks
in A′ represent the words ofL and the walks in B represent the canonical words, we conclude that the
walks in Ac represent precisely the words fromLc .
Furthermore, we may easily check that Ac has no directed cycles except for loops. Indeed, the
vertices of A′ can be topologically ordered in such a way that all the directed edges are nondecreasing
in this ordering, and the same is true for B. We may then order the vertices of Ac lexicographically
using these two orderings, to obtain an ordering on Ac in which all the edges are nondecreasing. This
shows that Ac has no directed cycles.
It remains to deduce the expression for the generating function from the structure of Ac . Let t be a
rootedwalk in Ac . Recall that the non-loop edges of t form a directed path pwhichwe call the backbone
of t . Let x0, x1, . . . , xr be the vertices of p, and let li be the number of loops adjacent to the vertex xi.
Note that li ≤ k, because the loops at a given vertex are labelled by distinct symbols. Let tn be the
number of walks of length n whose backbone is p, and let gp(x) = ∑n≥0 tnxn be the corresponding
generating function. It is easy to obtain the expression
gp(x) = x
r
r∏
i=0
(1− lix)
.
Summing the functions gp(x) over the finitely many directed paths p of Ac starting in x0, we obtain
the generating function enumerating the rootedwalks of Ac , which is equal to the generating function
fP(x) enumerating P .
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2.3. Proof of Theorem 1.3
To show that Theorem 1.1 cannot be directly extended to classes of partitions with an unbounded
number of blocks, we now show that the class of partitions avoiding π0 = {{1, 3}, {2, 4}, {5}} has no
finite ordinal dual.
We find it convenient to represent the partition π0 by the word ababc. We prove that the partition
ababc has no finite ordinal dual. In other words, we will prove that there is no finite collection D of
partitions of ordinals with the property that every normalised partition avoiding ababc is contained
in at least one member of D.
First we introduce some necessary notation and terminology. Let π be a partition of an ordinal α.
We representπ as aword of lengthα over some (possibly infinite) alphabetA andmakenodistinction
between the word and the partition it represents. We let πi denote the i-th symbol of π (where i ∈ α
is an ordinal index). Let X, Y ∈ A be two letters. We say that the letter X crosses the letter Y in π (or
Y is crossed by X in π ) if π contains the subword XYXY . More specifically, we say that X crosses Y at
(i, j, k, l), if i < j < k < l are four ordinal indices such that πi = πk = X and πj = πl = Y .
The following proposition is the key to our proof.
Proposition 2.5. Let π be an ababc-avoiding partition of an ordinal, represented as a word over A . Then
there is a (finite) number M ∈ N such that each letter Y ∈ A is crossed in π by at most M distinct letters.
The proof of Proposition 2.5 is separated into three lemmas. In these lemmas, we assume that π is
a fixed ababc-avoiding partition of an ordinal α, represented by a fixed word over A .
Lemma 2.6. Let X, X ′ and Y be three distinct letters of A . Assume that X crosses Y at (i, j, k, l) and X ′
crosses Y at (i′, j′, k′, l′), where i < i′. Then we have the following inequalities:
i < i′ < min{j, j′} ≤ max{j, j′} < k′ < k < min{l, l′} ≤ max{l, l′}.
Hence, π contains the subword XX ′YX ′XY , and X ′ crosses Y at (i′, j, k′, l).
Proof. Wewill show that any othermutual arrangement of the eight indices i, j, k, l, i′, j′, k′, l′ creates
a pattern ababc. We have i < i′ by assumption, and i < j < k < l and i′ < j′ < k′ < l′ by definition.
Let us first show that k is greater than k′: if k < j′, then the indices i < j < k < j′ < k′
induce the subword XYXYX ′, isomorphic to the forbidden pattern. Similarly, if j′ < k < k′, then
i < i′ < k < k′ < l′ corresponds to XX ′XX ′Y .
Next, we observe that k < l′, otherwise i′ < j′ < k′ < l′ < k produces X ′YX ′YX .
It remains to show that j is between i′ and k′: if j < i′, then j < i′ < j′ < k′ < k gives YX ′YX ′X , and
if k′ < j then i′ < j′ < k′ < j < k gives X ′YX ′YX .
These inequalities imply the lemma. 
LetB(Y ) denote the set of all the letters that cross the letter Y in π .
Lemma 2.7. For each Y ∈ A , the set B(Y ) is finite.
Proof. Choose an arbitrary Y ∈ A . We introduce an ordering≺ on the setB(Y ) in the following way:
for two distinct letters X, X ′ ∈ B(Y ), we write X ≺ X ′ if the first occurrence of X in π precedes the
first occurrence of X ′. Assume that X1 ≺ X2 ≺ X3 ≺ · · · is the ascending chain of all the elements
ofB(Y ). For contradiction, assume that this chain is infinite. We will now find an infinite descending
chain in the ordinal α ordered by ≤, which is a contradiction, since ordinals do not contain infinite
descending chains.
By Lemma 2.6, we know that there are two indices j, l ∈ A , such that every letter X ∈ B(Y ) crosses
Y at (i, j, k, l), for somevalues of i and k. In fact, if i(X)denotes the index of the first occurrence ofX inπ ,
and if k(X) is the smallest index greater than j such thatπk(X) = X , then X crosses Y at (i(X), j, k(X), l).
If X ≺ X ′ are two letters from B(Y ), we know that i(X) < i(X ′), and by Lemma 2.6, we also have
k(X) > k(X ′). In particular, k(X1) > k(X2) > · · · is an infinite decreasing sequence of indices, which
is a contradiction, as mentioned above. 
Lemma 2.8. There is at most one letter Y ∈ A for which |B(Y )| > 1.
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Proof. Assume that there is a letter Y such that |B(Y )| > 1. Choose distinct letters X, X ′ ∈ B(Y ). We
may assume, by Lemma 2.6, that there are two indices j, l ∈ α such that X crosses Y at (i, j, k, l) for
some i, k, and X ′ crosses Y at (i′, j, k′, l), for some i′, k′. We claim that for eachm ≥ l, we have πm = Y .
Indeed, the indices i < j < k < l < m induce the word XYXYπm and the indices i′ < j < k′ < l < m
induce the word X ′YX ′Yπm. If πm ≠ Y , then at least one of these words is isomorphic to the pattern
ababc (while the other might be isomorphic to ababa).
We conclude that if |B(Y )| > 1, then there is a value l ∈ α such that πm = Y for each m ≥ l.
Clearly, there can be at most one Y with this property. 
Proof of Proposition 2.5. By Lemma 2.7, we know thatB(Y ) is finite for every Y , and by Lemma 2.8,
we see that |B(Y )| ≤ 1 for all Y except one. Thus, wemay defineM = max{|B(Y )|; Y ∈ A }, knowing
thatM is finite. 
We complete the proof of Theorem 1.3. Let C be a finite collection of ordinal partitions avoiding
ababc. Let us chooseM such that no letter Y ∈ A is crossedmore thanM times in any partition from C .
We take the ababc-avoiding partition ρ = X1X2 · · · XM+1YXM+1XM · · · X1Y . In ρ, the letter Y is crossed
M + 1 times, so ρ is not contained in any member of C .
3. Molecular classes
We now focus on general classes of relational structures. Our first aim is to prove Theorems 1.5
and 1.6 announced in the introduction.
3.1. Proofs
Let us begin with the proof of Theorem 1.5. Let (A,≤) be a poset. A subset of Awhose elements are
pairwise incompatible in Awill be called a pie set of A.
It is clear that if A has k+ 1 pairwise incompatible elements, then it cannot be covered by k ideals.
To prove the theorem, it suffices to show that either A has an infinite pie set, or there is an integer k
such that A can be covered by k ideals and it contains a pie set of size k.
Assume first that there is an integer k ∈ N such that the largest pie set of A has cardinality k. Let
P = {α1, . . . , αk} be a pie set of size k. We define k sets C1, C2, . . . , Ck, where Ci is the set of all the
elements of A that are compatible with αi. We claim that these k sets are ideals that cover A.
It is easy to see that the sets C1, . . . , Ck cover A. If there were an element β ∈ A not belonging to
any of the sets C1, . . . , Ck, then β would be incompatible with all the elements of P , yielding a pie set
of size k+ 1.
We now show that each Ci is an ideal. Choose i ∈ [k] arbitrarily. Clearly Ci is a down-set. Let β
and β ′ be two elements of Ci. Our goal is to show that β and β ′ have a common upper bound in Ci. By
definition of Ci, the elements β and β ′ are compatible with αi, so A contains a common upper bound γ
of αi and β , and a common upper bound γ ′ of αi and β ′. Since γ and γ ′ are greater than αi, they both
belong to Ci. Note that γ and γ ′ are incompatible with all the elements of P except αi, because if γ or
γ ′ were compatible with some αj, then αi would be compatible with αj as well. We conclude that γ
and γ ′ must be compatible in A, otherwise P ∪ {γ , γ ′} \ {αi} would be a pie set of size k + 1. Thus,
γ and γ ′ have a common upper bound δ, which necessarily belongs to Ci. Since δ is also a common
upper bound of β and β ′, we see that Ci is an ideal, as claimed.
To complete the proof of Theorem 1.5, we need to show that if the poset A has arbitrarily large
finite pie sets, then it has an infinite pie set as well. Assume for contradiction that A has arbitrarily
large finite pie sets, but no infinite pie set. We will inductively construct a sequence β1, β2, . . . , of
elements of A and a sequence A0, A1, A2, . . . , of subposets of A, with these properties:
• For each n ∈ N ∪ {0}, the poset An is an up-set of A. In particular, any two elements that are
incompatible in An are also incompatible in A, and any pie set of An is also a pie set of A.• For each n ∈ N ∪ {0}, the poset An contains arbitrarily large pie sets.• For each n ∈ N, An is a subposet of An−1.• For each n ∈ N, βn belongs to An−1, and βn is incompatible with all the elements of An. Note that
this implies that {βn; n ∈ N} is a pie set of A.
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As the base step of the induction, define A0 = A. For the induction step, let n be greater than 0, and
assume that the poset An−1 has already been defined and that it satisfies the conditions above. Note
that if P1 ⊆ P2 ⊆ P3 ⊆ · · · is a chain of pie sets of An−1, then the unioni≥1 Pi is also a pie set of
An−1. By Zorn’s lemma, An−1 has an⊆-maximal pie set P . Since every pie set of An−1 is also a pie set of
A, the set P is finite. Since An−1 contains arbitrarily large pie sets, we may assume that P has at least
two elements. Let α1, . . . , αk be the elements of P . Let Ci be the set of all the elements of An−1 that are
compatible with αi, and let Gi be the set of all the elements of An−1 that are greater than or equal to αi.
Obviously, Gi is a subset of Ci, and any element of Gi is incompatible with any element of Gj whenever
i ≠ j.
From the maximality of P , we know that the sets C1, . . . , Ck cover An−1. In particular, at least one
of these sets contains arbitrarily large pie sets of An−1. Assume, without loss of generality, that C1
contains arbitrarily large pie sets. It follows that G1 contains arbitrarily large pie sets as well, because
every element of C1 has an upper bound in G1, and when we replace an element of a pie set with its
upper bound, we get a new pie set of the same cardinality.
We now define An = G1 and βn = α2. It is clear that An and βn have all the required properties.
In particular, {βn; n ∈ N} is an infinite pie set of A, contradicting our assumptions. This contradiction
completes the proof of Theorem 1.5.
The proof of Theorem 1.6 is now easy. Assume that C is a hereditary class of relational structures.
The containment relation⊆ on the class C is a quasi-order. To be able to apply Theorem 1.5 directly,
we choose one representative from every isomorphism class of structures in C , and we let CI be the
set of these representatives. Then (CI ,⊆) is a poset. It is clear that the poset (CI ,⊆) can be covered
by k ideals if and only if the class C can be expressed as a union of k atomic classes, and that the
poset (CI ,⊆) has a subset SI of pairwise incompatible elements, if and only if the class C has a set S of
pairwise incompatible elements of the same cardinality. Applying Theorem 1.5 for the poset (CI ,⊆),
we obtain Theorem 1.6.
A direct consequence of Theorem 1.6 is the following corollary, which we already hinted at in the
introduction. A quasi-order relation is called a well-quasi-order if it has no infinite antichains and no
strictly decreasing infinite chains. In the context of permutation classes, the following result appears
in Murphy’s thesis [20], and a slightly weaker statement is given in Atkinson et al. [2, Theorem 2.2].
Their proofs generalize immediately to the setting of relational structures and are only slightly longer
than the proof given below.
Corollary 3.1. A hereditary class C of relational structures that is well-quasi-ordered by containment is
molecular.
Proof. Since C is well-quasi-ordered by inclusion, it has no infinite⊆-antichain, hence no infinite pie
set. By Theorem 1.6, it is molecular. 
The converse of Corollary 3.1 does not hold: it is easy to come up with examples of molecular
(even atomic) classes that are not well-quasi-ordered by inclusion. For instance, the class of all finite
permutations is atomic but not well-quasi-ordered.
3.2. Examples of non-molecular finitely based classes
Recall that a hereditary class of relational structures is called finitely based, if its set of minimal
forbidden patterns is finite. We now present a finitely based class of ordered graphs that is
not molecular. Then we will show how this example may be extended to similar classes of
unordered graphs, permutations, and set partitions. Our construction is related to previously known
constructions of infinite antichains of permutations [23].
An ordered graph is a (simple undirected) graph whose vertex set is linearly ordered. We shall
represent ordered graphs as relational structures with two binary relations, where the first relation is
a linear ordering of the ground set, and the second relation is a symmetric relation that represents edge
adjacency. Note that in this representation, set partitions are represented as ordered graphs whose
every connected component is a clique.
Let C be the class of all ordered graphs that have no vertex of degree greater than three, and at
most two vertices of degree three. It is easily observed that C is a finitely based hereditary class. We
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now present an infinite sequence of elements of C that are incompatible in C , thus showing that C is
not molecular.
For an even number n ≥ 8, let Gn be an ordered graph on the vertex set [n], which is a union
of two triangles on the vertices 1, 2, 3 and (n − 2), (n − 1), n and a path connecting the vertices
1, 5, 4, 7, 6, 9, 8, . . . , 2i+1, 2i, . . . , n−5, n−6, n−3, n−4, n. Note that Gn has exactly two vertices
of degree three (1 and n), while the remaining vertices have degree two. In particular, Gn ∈ C . Note
that each graph Gn consists simply of a pair of triangles joined by a path. The purpose of the slightly
peculiar vertex ordering is to ensure that Gn represents a permutation, in the sense defined below.
It is not difficult to check that for any two distinct even numbers m, n ≥ 8, the graphs Gm and Gn
are incompatible in the class C . This shows that C is not molecular.
This constructionworks in the samewaywithin the realm of unordered graphs, and it can be easily
extended to hereditary classes of permutations: indeed, let πn be the permutation
3, 2, 5, 1, 7, 4, 9, 6, . . . , 2i+ 1, 2i− 2, . . . , n− 3, n− 6, n, n− 4, n− 1, n− 2.
We say that an ordered graph G on the vertex set [n] represents a permutation π if ij is an edge
of G if and only if the two elements i, j have their order inverted by the permutation. With this
representation, the containment of permutations is translated into induced containment of ordered
graphs. The graphs that represent a permutation are called permutation graphs.
The permutation πn is represented by the graph Gn. Let Π be the class containing all the
permutations whose representing graphs belong to C . It follows from the previous discussion that the
permutations πn form an infinite sequence of permutations which are pairwise incompatible inΠ . It
is not difficult to see that the minimal forbidden permutations of Π are exactly those permutations
that are represented by the permutation graphs among the minimal forbidden induced graphs of C .
We conclude thatΠ is a non-molecular finitely based class of permutations.
We remark that this construction can be further adapted to the poset of set partitions. Note
that a permutation π of order n can be represented by a partition of the set [2n] into two-element
sets {i, n + π(i)}, where the containment relation of these special set partitions corresponds to the
containment relation among permutations. Thus, we might use the above construction to obtain
a finitely based hereditary class of set partitions that is not molecular. We omit the details of the
argument.
4. Conclusions and open problems
We have shown that classes of set partitions with a bounded number of blocks admit a simple
description in terms of finite ordinal duals, and that this description is useful in deriving enumeration
results. While these results do not generalise to arbitrary classes of partitions, there are classes of
unbounded number of blocks that admit finite ordinal duals as well. It is at this point an open problem
to characterise the classes that have a finite ordinal dual.
In the setting of relational structures, we have introduced the concept of molecular classes,
and have provided a characterisation of molecular classes in terms of joint embeddability of their
elements.
Aswementioned in the introduction, many researchers have recently studied hereditary classes of
various structures, with the goal of characterising their possible speeds. It appears, though, that many
results in this area are of a ‘negative’ nature, i.e., they show that the speeds of hereditary classes can
behave in a rather arbitrary fashion. For instance, Balogh et al. [6] have constructed, for any c > 1 and
any ε > 1/c , hereditary classes of graphs with speeds oscillating infinitely often between n(c+o(1))n
and 2n
2−ε
.
In view of such results, it might be desirable to find more ‘well-behaved’ subfamily of hereditary
classes, in which such arbitrary behaviour does not appear. Molecular classes might provide such a
convenient subfamily. Indeed, the ‘oscillating’ classes constructed by Balogh et al. are non-molecular
(they in fact contain infinitely many graphs that are not proper subgraphs of any other graph in the
class). In contrast, in the setting of graphs [5] as well as in the setting of permutations [17,24], there
are ‘positive’ results which show that classes of sufficiently small speeds are ‘well-behaved’, in the
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sense that their speeds are tightly constrained. These results are based on structural descriptions of
small classes, which actually easily imply that these small classes are molecular (or even well-quasi-
ordered).Wemay thus hope that by restricting our study tomolecular classes of ordered structures, as
opposed to general hereditary classes, we might recover some of the nice behaviour that we observe
in small speeds.
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