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1. Introduction
This article surveys recent research on a constellation of closely related topics:
 Orthogonal L-polynomials  Gaussian quadrature
 Moment theory  Stieltjes transforms
 Continued fractions  Linear functionals
These topics are found in many parts of 20th century mathematics and its applications in math-
ematical physics, chemistry, statistics and engineering. Historically, the analytic theory of continued
fractions has played a central role in both the origin and the development of the other topics.
Continued fractions are intimately related to Pade approximants and special functions.
Emphasis is given to the development of strong moment theory and orthogonal Laurent poly-
nomials and to the related continued fractions, quadrature formulas, integral transforms and linear
functionals. By a strong moment problem we mean the following:
For a given bisequence fng1n=−1 of real numbers, does there exist a distribution function  such
that
n =
Z 1
−1
tn d (t) for n= 0;1;2; : : : ? (1.1)
For classical moment problems one is given a sequence of real numbers fng1n=0 and one seeks a
distribution function  such that (1.1) holds only for nonnegative integers n. Since condition (1.1) is
a stronger one than that which is required for classical moment problems, we use the term \strong"
moment problem.
 Corresponding author.
0377-0427/99/$ - see front matter c© 1999 Elsevier Science B.V. All rights reserved.
PII: S 0377-0427(99)00027-8
52 W.B. Jones, O. Njastad / Journal of Computational and Applied Mathematics 105 (1999) 51{91
Orthogonal Laurent polynomials can be dened briey as follows: Let R denote the linear space
over the real numbers R
R :=
" qX
j=p
rjz j: p; q 2 Z; rj 2 R for p6j6q
#
: (1.2)
If h; i is an inner product dened on R, then an orthogonal Laurent polynomial sequence
fQn(z)g1n=0 with respect to h; i is obtained by applying the Gram{Schmidt orthogonalization process
to the sequence f1; z−1; z; z−2; z2; : : :g.
Two methods for dening inner products over R are described in Section 2. The method employed
for studying strong moment problems utilizes a linear functional L dened on R by L[z j] := j for
j 2 Z. Properties of orthogonal (and quasi-orthogonal) Laurent polynomials are described in Section
3 (Section 4). Section 5 is used to discuss continued fractions employed to develop strong moment
theory. In Section 6 we give theorems on the existence and the uniqueness of solutions to strong
moment problems. Also described are results on the Nevanlinna parametrization of all solutions to
indeterminate strong Hamburger moment problems and on canonical solutions. We conclude this
introduction with historical remarks about the development of the constellation of topics stated at
the beginning.
1.1. Quadrature
Let (a; b) be an interval on the real axis and let c(a; b) denote the family of all distribution
functions (bounded, nondecreasing with innitely many points of increase on (a; b)) such that the
Riemann{Stieltjes integrals
n() :=
Z b
a
tn d(t) for n 2 Z+0 := [0; 1; 2; : : : ] (1.3)
are all convergent. Let f : (a; b)! R be such that the integralZ b
a
f(t) d(t) (1.4)
is also convergent. For n 2 N, we seek an approximation of the form
Qn[f; ; a; b] :=
nX
k=1
(n)k f(t
(n)
k ); (1.5)
where the nodes t(n)k and weights 
(n)
k are real numbers chosen in such a manner thatZ b
a
f(t) d(t) = Qn[f; ; a; b] for all f 2 R2n−1; (1.6)
where Rm denotes the set of all polynomials with real coecients of degree at most m. A formula
(1.5) satisfying (1.6) is called a Gaussian quadrature formula of order n.
In 1814 Gauss considered the continued fraction expansionZ 1
−1
dt
z + t
= log

z + 1
z − 1

=
2
z −
1=3
z −
22=(1  3)
z −
32=(3  5)
z −    (1.7)
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which he had obtained in 1812 in studying hypergeometric functions. The nth numerator Kn(z) and
denominator Ln(z) of the real J -fraction in (1.7) are polynomials in z, where Ln(z) is of degree n.
Thus, the partial fraction decomposition of the nth approximant has the form
Kn(z)
Ln(z)
=
nX
k=1
(n)k
z + t(n)k
; (n)k > 0; (1.8)
where − t(n)k are the zeros of Ln(z). Gauss showed that the (n)k and t(n)k in (1.8) are precisely the
constants that satisfy the quadrature formulaZ 1
−1
f(t) dt = Qn[f; t; −1; 1] :=
nX
h=1
(n)k f(t
(n)
k ) for f 2 R2n−1: (1.9)
Here we have (t) := t so that 0(t)  1. In a series of papers Jacobi obtained the quadrature
formulas (1.9) without the explicit use of continued fractions. In the second of these papers he
pointed out that the Ln(−z) are the Legendre polynomials.
Extensions of the Gaussian quadrature formula (1.9) were made by Christoel, Heine, Marko,
Mehler, Posse, Radon, Stieltjes and Tchebyche, all using continued fraction considerations. The
following pattern developed where the introduction of Riemann{Stieltjes integrals came only in
1894. To obtain a quadrature formula (1.5) satisfying (1.6) one considers the real J -fraction
k1
‘1 + z
− k2
‘2 + z
− k3
‘3 + z
−    ; kj > 0; ‘j 2 R; (1.10)
corresponding (at z =1) to the series
L1(z) :=
1X
k=0
(−1)k k(’)
zk+1
; (1.11)
where the n() are given by (1.3). The nth approximant of (1.10),
fn(z) =
Kn(z)
Ln(z)
(1.12)
is a rational function analytic in a deleted neighborhood of z =1 and fn(z) has a Laurent series
of the form
fn(z) =
2n−1X
k=0
(−1)k k(’)
zk+1
+
d(n)2n
z2n+1
+
d(n)2n+1
z2n+2
+    : (1.13)
In (1.12), Kn(z) and Ln(z) denote the nth numerator and denominator, respectively, of the real
J -fraction (1.10). (From continued fraction theory one knows that existence of the moments (1.3)
ensures existence of a unique corresponding real J -fraction in the sense of (1.13).) The nodes t(n)k ()
and weights (n)k () are obtained from the partial fraction decomposition
fn(z) =
Kn(z)
Ln(z)
=
mX
k=1
(n)k (’)
z + t(n)n (’)
; (n)k (’)> 0: (1.14)
With these constants one arrives at the Gaussian quadrature formula (1.5) satisfying conditions (1.6).
An excellent survey of Gauss{Christoel quadrature formulas was given by Walter Gautschi in the
1980 Christoel Memorial Volume (Birkhauser).
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1.2. Orthogonal polynomials
Concerning the origins of the general theory of orthogonal polynomials, Szego wrote [98]: \The
origins of the subject are to be found in the investigation of a certain type of continued fractions;
bearing the name of Stieltjes. Special cases of these fractions were studied by Gauss; Jacobi;
Christoel and Mehler; among others; while more general aspects of their theory were given
by Tchebichef; Heine; Stieltjes and A. Marko (from the preface). Historically; the orthogonal
polynomials fn(x)g originated in the theory of continued fractions. This relationship is of great
importance and is one of the possible starting points of the treatment of orthogonal polynomials
(Section 3:5)".
Using the correspondence between the series (1.11) and the real J -fraction (1.10), one can derive
the formula
Ln(z) =
1
H (0)n

0 1    n−1 n
1 2    n n+1
...
...
...
...
n−1 n    2n−2 2n−1
1 z    zn−1 zn

for n 2 N; (1.15)
where H (0)n is a Hankel determinant associated with fng1n=0 (see (2.12)) and where n := n() (see
(1.3)). It is readily seen that Ln(z) is a monic polynomial of degree n and we set L0(z)  1. From
(1.3) it can be shown that fn()g1n=0 is a positive-denite sequence; that is
H (0)n > 0 for all n 2 Z+0 : (1.16)
Hence an inner product h; i over the space of real polynomials R is given by
hf(t); g(t)i :=
Z b
a
f(t)g(t) d(t) for f; g 2 R: (1.17)
From (1.15) and (1.17) one easily obtains
hLn(t); tki = 0 for k = 0; 1; : : : ; n− 1;
hLn(t); tki = H (0)n+1=H (0)n >0 if k = n: (1.18)
Thus fLn(z)g1n=0 is the monic orthogonal polynomial sequence with respect to . It is for this reason
that throughout the 19th century, orthogonal polynomials were generally viewed as the denominators
Ln(z) of real J -fractions. It is also readily seen that (with K−1(z)  1, L−1(z)  0, K0(z)  0,
L0(z)  1)
Ln(z) = (z + ‘n)Ln−1(z)− knLn−2(z); n 2 N; (1.19a)
Kn(z) = (z + ‘n)Kn−1(z)− knKn−2(z); n 2 N (1.19b)
and
Kn(z) =
Z b
a
Ln(z)− Ln(t)
z − t d(t); n 2 N: (1.20)
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In 1935, Favard stated the result (attributed to him) that a sequence fLn(z)g1n=0 satisfying (1.19a)
and (1.19b), with n 2 R and kn > 0, for n 2 N, is an orthogonal polynomial sequence with respect
to some distribution function . It is also true that every J -fraction gives rise to a sequence of
orthogonal polynomials with respect to some distribution function  and, for every  2 c(a; b),
there exists a unique real J -fraction whose denominators are the orthogonal polynomial sequence
with respect to . As late as 1898, Blumenthal used the term \continued fraction denominators"
in place of \orthogonal polynomials". According to Gautschi, \the term ‘orthogonal’ for function
systems came into use only later, probably rst in E. Schmidt’s 1905 Gottengen dissertation: : :".
1.3. Moment theory
Probably the rst person to study a moment problem was R. Murphy in 1833{1835. He referred to
it as the \inverse problem of denite integrals". In this context he encountered polynomials satisfying
orthogonality conditions and used the term \reciprocal functions" for what we now call orthogonal
functions. Murphy was interested in the following problem. IfZ 1
0
tkf(t) dt = 0 for k = 0; 1; : : : ; n− 1; (1.21)
what can be said about f(t)? Thus he posed the question: To what extent do a nite number of
moments determine f(t)? In 1855 Tchebyche became interested in the following related problem:
If Z 1
−1
xnp(x) dx =
Z 1
−1
xne−x
2
dx; n= 0; 1; 2; : : : ; (1.22)
can one conclude that p(x) = e−x
2
? Shohat and Tamarkin [92] state that \Tchebyche’s main tool
is the theory of continued fractions which he uses with extreme ingenuity". Tchebyche also used
the momentsZ b
a
tnf(t) dt (1.23a)
to approximate the integralZ b
a
f(t) dt: (1.23b)
In his landmark paper of 1894 Stieltjes pulled together much of the work on moments made by
his predecessors, at least for the interval [0;1). Stieltjes proved that, for a given sequence of real
numbers fng1n=0, there exists a  2 c(0;1) such that
n =
Z 1
0
tn d(t) for n= 0; 1; 2; : : : (1.24)
if and only if
H (0)n > 0 and H
(1)
n > 0 for n= 0; 1; 2; : : : : (1.25)
In doing this he proved that (1.24) holds if and only if there exists a continued fraction (called an
S-fraction)
a1
1 +
a2
z +
a3
1 +
a4
z +
   ; an > 0 for n 2 N; (1.26)
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that corresponds to the series
L(z) :=
1X
k=0
(−1)k k
zk+1
(1.27)
in the sense that the convergent Laurent series expansion of the nth approximant hn(z) of (1.25) has
the form
hn(z) =
n−1X
k=0
(−1)k k
zk
+
(n)n
zn
+
(n)n+1
zn+1
+    : (1.28)
He also proved that, if (1.24) holds then L(z) is the asymptotic power series expansion of the
Stieltjes transform
H (z) :=
Z 1
0
z d(t)
z + t
(1.29)
as z ! 1, jarg zj6< . Moreover, Stieltjes proved that the solution to the moment problem is
unique if and only if
1X
m=1
a2a4    a2m
a1a3    a2m+1 =1 or
1X
m=1
a1a3    a2m−1
a2a4    a2m =1: (1.30)
Condition (1.30) is a necessary and sucient condition for convergence of the S-fraction (1.26)
(to the function (1.29) holomorphic in jarg zj< ). The classical moment problem on the real line
(−1;1) was solved in 1920=21 by Hamburger [35] by making essential use of real J -fractions
(1.10). Further work on the moment problem by M. Riesz, R. Nevanlinna, Carleman and Hausdor
in the early 1920s does not employ continued fractions.
2. Inner product spaces
We denote by  the linear space over C of Laurent polynomials (L-polynomials) given by
 :=
" qX
j=p
cjz j: p; q 2 Z; cj 2 C and p6j6q
#
: (2.1)
It is convenient to adopt the notation:
R(z) =
qX
j=p
cjz j 2  implies Cj(R) := cj for p6j6q: (2.2)
The following subspaces of  are subsequently used, where m; n 2 Z:
m;n :=
"
nX
j=m
cjz j: cj 2 C for m6j6n
#
; m6n; (2.3)
~2n :=−n;n and ~2n+1 :=−n−1; n for n 2 Z+0 ; (Z+0 := [0; 1; 2; : : : ]): (2.4)
n := ~n − ~n−1; for n 2 N and 0 := [c: 0 6= c 2 C]: (2.5)
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We note that
2n = [R(z) 2 −n;n: Cn(R) 6= 0]; for n 2 Z+0 ; (2.6a)
2n+1 = [R(z) 2 −n−1; n: C−n−1(R) 6= 0]; for n 2 Z+0 ; (2.6b)
and
=
" 1[
m=0
m
#
[ [0] and m \ n = ; if m 6= n: (2.6c)
It follows from (2.6a) that, for each nonzero R 2 , there exists a unique n 2 Z+0 such that R 2 n.
A nonzero L-polynomial R is said to have L-degree n if R 2 n, where n 2 Z+0 ; we write
LD(R) := n if 0 6= R 2 n for n 2 Z+0 ; (2.7)
where LD(R) denotes the L-degree of R. For each n 2 Z+0 and R 2 n, we dene the leading
coecient, LC(R), of R and the trailing coecient, TC(R), of R as follows: For m; n 2 Z+0 ,
LC(R) :=Cm(R) and TC(R) :=C−m(R) if n= 2m (2.8a)
and
LC(R) :=C−m−1(R) and TC(R) :=Cm(R) if n= 2m+ 1: (2.8b)
Thus for n 2 Z+0 and Rn 2 n, one can express Rn(z) in the form
R2m(z) =
TC(R)
zm
+   + LC(R)zm if n= 2m (2.9a)
and
R2m+1(z) =
LC(R)
zm+1
+   + TC(R)zm if n= 2m+ 1: (2.9b)
For n 2 Z+0 , R 2 n is called monic if LC(R) = 1.
Similarly, we denote by R the linear space over R of L-polynomials with real coecients rj,
p6j6q. The analogous subsets of R are denoted by Rm;n; 
R
n , etc.
Two methods for dening inner products on R are used. One is by means of a positive-denite
strong moment functional (PDSMF) L and the other is by a strong moment distribution function
(SMDF) . The former has been employed to solve strong moment problems (SMPs); the latter
arises in the study of orthogonal L-polynomial sequences (OLPSs).
Method 1 (PDSMF): Let L denote a real-valued linear functional dened on R (i.e., L : R !
R). If
n :=L[zn] for n 2 Z; (2.10)
then we call n the nth moment of L. Thus each linear functional L : R ! R determines a unique
bisequence of moments fng1−1 and conversely each bisequence fng1−1 of real numbers determines
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(by (2.10)) a unique linear functional L : R ! R. In the latter case we say that L is generated
by the bisequence fng1−1 and we call such an L a strong moment functional (SMF). The term
strong is used here to emphasize the fact that L is dened on the linear space R of L-polynomials,
rather than merely the space R of polynomials. An SMF L is called positive denite (or PDSMF)
if
L[R(x)]> 0 for all R 2 R (2.11a)
such that
R(x)>0 for all x 2 R− [0] and R 6= 0: (2.11b)
PDSMFs can be characterized in terms of Hankel determinants H (m)k associated with the bisequence
fng1−1: for all m 2 Z, H (m)0 := 1 and
H (m)k :=

m m+1    m+k−1
m+1 m+2    m+k
...
...
...
m+k−1 m+k    m+2k−2
 ; k 2 N: (2.12)
Theorem 2.1 (Sri Ranga [84]). A SMF L is positive denite if and only if
H (−2m)2m > 0 and H
(−2m)
2m+1 > 0 for all m 2 Z+0 : (2.13)
Theorem 2.2. Let L be a SMF generated by a bisequence fng1n=−1 of real numbers. Then the
bilinear form h; iL dened by
hA; BiL :=L[A(z)B(z)] for A; B 2 R (2.14)
is an inner product on R if and only if (2:13) holds.
A bisequence fng1n=−1 is said to be positive denite if n 2 R for all n 2 Z and if the Hankel
determinants H (n)k satisfy (2.13).
If R 2 R, then kRkL := hR; Ri1=2L is called the norm of R with respect to L. Clearly kRkL>0
for all R 2 R and kRkL> 0 if 0 6= R 2 R.
Method 2 (SMDF): Let f be a function, f : D ! R, where ; 6= DR and let (f) be dened
by
(f) := [x 2 D: There exists an > 0 such that
(x − ; x + )D and f(x − )<f(x + )
for all  such that 0<<]: (2.15)
The set (f) is called the spectrum of f. A function  such that  : (R− [ R+) ! R is called
a strong moment distribution function (SMDF) if  is bounded and non-decreasing on R− and
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on R+ (separately), the spectrum () is an innite set and the moments n() of , dened by
n() :=
Z 0
−1
xn d(x) +
Z 1
0
xn d(x); n 2 Z; (2.16)
exist in the sense that the improper Riemann{Stieltjes integrals in (2.16) are all convergent. Here
R− := [x 2 R: x< 0] and R+ := [x 2 R: x> 0] (2.17a)
and, when the connection between the nth moment n() and the function  is clearly understood,
we may write simply n. It is also convenient to write
R :=R− [ R+ = R− [0]: (2.17b)
The set of all SMDFs  is denoted by .
Theorem 2.3 (Sri Ranga [84]). Let  2  be given and let fn()g1−1 denote the moment bise-
quence dened by (2:16). Then:
(A) The bisequence fn()g1−1 is positive denite.
(B) The bilinear form h; i dened by
hA; Bi :=
Z
R
A(x)B(x) d(x) for A; B 2 R (2.18)
is an inner product on R.
For R 2 R, the norm of R with respect to  is denoted by kRk := hR; Ri1=2 . Clearly, kRk>0
for all R 2 R and kRk > 0 if R 6= 0.
We note that every SMDF  2  determines a unique PDSMF L given by
L[R(z)] :=
Z
R
R(x) d(x) for all R 2 R: (2.19)
3. Orthogonal Laurent polynomials
Since every SMDF  2  gives rise to a PDSMF L (see (2.19)), we describe the theory of
OLPS’s in terms of the linear functionals L. All results apply equally if the inner product is dened
in terms of a SMDF .
Let L be a given PDSMF dened on R and let h; iL denote the inner product on R determined
by L (Theorem 2.2). fQn(z)g1n=0 is called an OLPS with respect to L if the following three
properties hold for all m; n 2 Z+0 :
Qn 2 Rn ; so that Qn has L-degree n=:LD(Qn); (3.1a)
hQn; QmiL = 0 if m 6= n; (3.1b)
hQn; QniL=: kQnk2L> 0: (3.1c)
An OLPS fQn(z)g19 is called monic if Qn is monic for each n 2 Z+0 . An OLPS can be generated
by applying the Gram{Schmidt orthogonalization process to the sequence f1; z−1; z; z−2; z2; : : :g. The
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monic OLPS fQn(z)g10 with respect to L can be expressed in terms of the moments n :=L[zn]
by the following determinant formulas; for each m= 0; 1; 2; : : : ; we dene
Q2m(z) :=
1
H (−2m)2m

−2m −2m+1    −1 z−m
−2m+1 2m+2    0 z−m+1
...
...
...
...
−1 0    2m−2 zm−1
0 1    2m−1 zm

; (3.2a)
Q2m+1(z) :=
−1
H (−2m)2m+1

−2m−1 −2m    −1 z−m−1
−2m −2m+1    0 z−m
...
...
...
...
−1 0    2m−1 zm−1
0 1    2m zm

: (3.2b)
It is readily seen that fQn(z)g10 is the monic OLPS with respect to L. In fact, from (2.16), (3.2a)
and (3.2b) one can easily verify that
hQ2m(z); zkiL = 0 for k =−m;−m+ 1; : : : ; m− 1; (3.3a)
hQ2m+1(z); zkiL = 0 for k =−m;m+ 1; : : : ; m; (3.3b)
kQ2mk2L = hQ2m(z); zmiL =
H (−2m)2m+1
H (−2m)2m
> 0 (3.3c)
and
kQ2m+1k2L = hQ2m+1(z); (z)−m−1iL =
H (−2m−2)2m+2
H (−2m)2m+1
> 0: (3.3d)
We use the following notation for fQn(z)g10 . For m= 0; 1; 2; : : : ;
Q2m(z) =
mX
k=−m
Q2m; kzk ; Q2m+1(z) =
mX
k=−m−1
Q2m+1; k zk : (3.4)
It follows from this and (3.2a) and (3.2b) that
Q2m;m = Q2m+1;−m−1 = 1; Q2m;−m =
H (−2m+1)2m
H (−2m)2m
; Q2m+1;m =
−H (−2m−1)2m+1
H (−2m)2m+1
: (3.5)
For each n 2 Z+0 , the L-polynomial Qn(z) and the index n are called regular if the trailing coecient
is not zero; that is,
Qn and n are regular if TC(Qn) 6= 0: (3.6a)
The L-polynomial Qn and index n are called singular if the trailing coecient is zero; that is,
Qn and n are singular if TC(Qn) = 0: (3.6b)
Some results on singular and regular L-polynomials are summarized by the following.
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Theorem 3.1 (Jones et al. [47]). Let fQn(z)g1n=0 denote the monic OLPS with respect to a PDSMF
L. Then for each m= 0; 1; 2; : : : the following hold:
(A) If the index m is regular then Qm(z) has m zeros and they are real; simple and nonzero.
(B) Q2m(z) is singular if and only if
H (−2m+1)2m = 0 (3.7a)
and Q2m+1(z) is singular if and only if
H (−2m−1)2m+1 = 0: (3.7b)
(C) If Qm(z) is singular then Qm+1(z) is regular.
(D) If Qm(z) and Qm+1(z) are both regular; then they have no common zero. If Qm+1(z) is
singular; then Qm(z) and Qm+1(z) have the same zeros.
(E) Suppose that the index 2m is singular. Then Q2m(z) has 2m− 1 zeros; all of which are real;
simple and nonzero; moreover;
Q2m(z) = Q2m;−m+1zQ2m−1(z) and Q2m;−m+1 6= 0: (3.8)
(F) Suppose that the index 2m + 1 is singular. Then Q2m+1(z) has 2m zeros; all of which are
real; simple and nonzero; moreover;
Q2m+1(z) =
Q2m+1;m−1
z
Q2m(z) and Q2m+1;m−1 6= 0: (3.9)
3.1. Recurrence relations
It is well known that every orthogonal polynomial sequence (OPS) satises a system of three-term
recurrence relations. Here a major dierence occurs between OPSs and OLPSs. Normally, an OLPS
fQn(z)g1n=0 satises a system of three-term recurrence relations. However, in some cases an OLPS
may only satisfy recurrence relations with four terms or with ve terms. The following two theorems
describe in part the recurrence relation properties of OLPSs.
Theorem 3.2 (Njastad and Thron [78]). Let fQn(z)g1n=0 be an OLPS with respect to a PDSMF
L. Then there exist sequences of real numbers fd(n)n−kg4k=1; such that; for n= 2; 3; 4; : : : ;
Qn(z) = d
(n)
n−1Qn−1(z) + (d
(n)
n−2 + z
(−1)n)Qn−2(z) + d
(n)
n−3Qn−3(z) + d
(n)
n−4Qn−4(z); (3.10a)
where
Q−1 = Q−2 = 0 (3.10b)
and
d(n)n−4 = kQn−2k2L=kQn−4k2L; for n= 4; 5; 6; : : : : (3.10c)
Explicit formulas for the other d(n)n−k can also be given, but they are rather complicated and hence
are omitted. The case when an OLPS satises a system of three-term recurrence relations is of
considerable importance and is partly described by the following.
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Theorem 3.3 (Cochran and Cooper [21], Jones et al. [45,47] and Njastad and Thron [78]). Let
fQn(z)g1n=0 be a monic OLPS with respect to a PDSMF L. Then:
(A) fQn(z)g10 satises a system of three-term recurrence relations if and only if the sequence
is regular; i.e.; if and only if
H (−2m+1)2m 6= 0 and H (−2m−1)2m+1 6= 0 for m 2 Z+0 : (3.11)
(B) Suppose fQn(z)g10 is a regular sequence. Then:
(B1) For all m= 0; 1; 2; : : :
Q2m+1(z) =
 
z−1
2m
+ 2m+1
!
Q2m(z) + 2m+1Q2m−1(z) (3.12a)
and
Q2m+2(z) =

z
2m+1
+ 2m+2

Q2m+1(z) + 2m+2Q2m(z); (3.12b)
where
2m :=
H (−2m+1)2m
H (−2m)2m
6= 0; 2m+1 := − H
(−2m−1)
2m+1
H (−2m)2m+1
6= 0; (3.13c)
2m+2 :=
−H (−2m−1)2m+2 H (−2m)2m
H (−2m)2m+1 H
(−2m−1)
2m+1
6= 0; 2m+3 := −H
(−2m−3)
2m+3 H
(−2m)
2m+1
H (−2m−2)2m+1 H
(−2m−1)
2m+2
6= 0 (3.13d)
and
jj−1
j
> 0 for j = 1; 2; 3; : : : and 1 := − −1: (3.14)
3.2. Strong Gaussian quadrature
Let fQn(z)g denote the monic OLPS with respect to a PDSMF L. For each n 2 N, let n denote
the number of zeros of Qn(z) and let t
(n)
j denote the zeros of Qn(z). The fundamental L-polynomials
with respect to L are dened by
F2m;j(z) :=
1
Q02m(t
2m
j )
Q2m(z)
(z − t(2m)j )
; j = 1; 2; : : : ; 2m (3.15a)
and
F2m+1; j(z) :=
1
Q02m+1(t
(2m+1)
j )
z
t(2m+1)j
Q2m+1(z)
(z − t(2m+1)j )
; j = 1; 2; : : : ; 2m+1: (3.15b)
It is readily seen that, for n= 1; 2; 3; : : : and j = 1; 2; : : : ; n,
Fn;j(t
(n)
k ) = j; k (the Kronecker symbol) (3.16a)
and
Fn;j(z) 2 en−1 (see (2:4)): (3.16b)
The Christoel numbers (n)j with respect to L are dened by
(n)j :=L[Fn;j(z)]; j = 1; 2; : : : ; n and n 2 N: (3.17)
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Theorem 3.4 (Jones and Thron [53] and Jones et al. [47]). Let L be a given PDSMF; let
fQn(z)g1n=0 denote the OLPS with respect to L and for each n 2 N; let t(n)1 ; : : : ; t(n)n denote the
zeros of Qn(z) and let 
(n)
1 ; : : : ; 
(n)
n denote the Christoel numbers with respect to L. Let n be a
given natural number. Then: (A)
(n)j > 0 for j = 1; 2; : : : ; n and
nX
j=1
(n)j = 0> 0: (3.18)
(B) Suppose that the index n is regular. Then the strong Gaussian quadrature formula
L[F] =
nX
j=1
(n)j F(t
(n)
j ) (3.19)
is valid for the following L-polynomials F :
(B1) F 2 −2m;2m−1; when n= 2m.
(B2) F 2 −2m−1;2m−1; when n= 2m and 2n+1 = 2m.
(B3) F 2 −2m−1;2m; when n= 2m+ 1.
(B4) F 2 −2m−1;2m+1; when n= 2m+ 1 and 2m+2 = 2m+ 1.
In all four cases (3:18) is valid for F 2 e2n−1.
(C) Suppose that the index n is singular. Then the strong Gaussian quadrature formula
L[F] =
n−1X
j=1
(n)j F(t
(n)
j ) (3.20)
is valid for the following L-polynomials F :
(C1) F 2 −2m+1;2m−1; when n= 2m.
(C2) F 2 −2m−1;2m−1; when n= 2m+ 1.
The numbers (n)j and t
(n)
j are sometimes called the weights and nodes, respectively, for the quadra-
ture formulas (3.18) and (3.19). For the case when L is dened in terms of a SDF  2  as in
(2.19), then the quadrature formulas (2.18) and (2.19) have the familiar formZ
R
F(t) d(t) =
nX
j=1
(n)j F(t
(n)
j ): (3.21)
3.3. Orthonormal L-polynomials: qn(z)
It is sometimes convenient to have OLPSs that are orthonormal. Let fQn(z)g1n=0 be a monic OLPS
with respect to a PDSMF L and let fqn(z)g1n=0 be dened by
qn(z) :=
Qn(z)
kQn(z)kL ; n= 0; 1; 2; : : : : (3.22)
It is readily seen that
hqn(z); qm(z)iL = n;m for all m; n 2 Z+0 ; (3.23)
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and so fqn(z)g10 is an orthonormal L-polynomial sequence (ONLPS). We express the qn(z) in the
form (for m= 0; 1; 2; : : :)
q2m(z) =
mX
k=−m
q2m; kzk and q2m+1(z) =
mX
k=−m−1
q2m+1; k zk : (3.24)
It follows that
H2m := q2m;m =
1
kQ2mkL =
 
H (−2m)2m
H (−2m)2m+1
!1=2
; (3.25a)
and
H2m+1 := q2m+1;−m−1 =
1
kQ2m+1kL =
 
H (−2m)2m+1
H (−2m−2)2m+2
!1=2
(3.25b)
for m= 0; 1; 2; : : : :
Let fpn(z)g1n=0 be dened by
pn(z) :=Lt

qn(t)− qn(z)
t − z

for n 2 N and p0(z)  0: (3.26)
Here Lt denotes the PDSMF L applied to the variable t, with z xed. By analogy with classical
theory, fzpn(z)g10 is the associated L-polynomial sequence corresponding to fqn(z)g10 . We state
some important properties of fpn(z)g10 in the following two theorems.
Theorem 3.5 (Determinant formulas [80]). For 0 6= z 2 C;
zq2m(z)p2m−1(z)− zq2m−1(z)p2m(z) = q2m;−mq2m−1;−m ; m>1; (3.27a)
zq2m(z)p2m+1(z)− zq2m+1(z)p2m(z) = q2m+1;mq2m;m ; m>0: (3.27b)
Theorem 3.6 (Christoel{Darboux formulas [80]). For all 0 6= z;  2 C; we obtain:
(A)
zq2m−1(z)q2m()− q2m(z)q2m−1() = q2m;−mq2m−1;−m (z − )
2m−1X
j=0
qj(z)qj() for m>1; (3.28a)
zq2m+1(z)q2m()− q2m(z)q2m+1() = q2m+1;mq2m;m (z − )
2mX
j=0
qj(z)qj() for m>0; (3.28b)
(B)
zp2m−1(z)q2m()− p2m(z)q2m−1() = q2m;−mq2m−1;−m
241 + (z − ) 2m−1X
j=1
pj(z)qj()
35 ; m>1; (3.28c)
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zp2m+1(z)q2m()− p2m(z)q2m+1() = q2m+1;mq2m;m
241 + (z − ) 2mX
j=1
pj(z)qj()
35 ; m>0; (3.28d)
(C)
zp2m−1(z)p2m()− p2m(z)p2m−1() = q2m;−mq2m−1;−m (z − )
2m−1X
j=1
pj(z)pj(); m>1; (3.28e)
zp2m+1(z)p2m()− p2m(z)p2m+1() = q2m+1;mq2m;m (z − )
2mX
j=1
pj(z)pj(); m>0: (3.28f)
We dene
Tn(z; a; b) := apn(z) + bqn(z); for a; b 2 C; 0 6= z 2 C: (3.29)
Using Theorems 3.5 and 3.6, one can prove the following general Christoel{Darboux-type
formulas:
Theorem 3.7 (Njastad and Thron [80]). For arbitrary complex numbers a; b; ;  and for 0 6= z 2 C
and 0 6=  2 C;
zT2m−1(z; a; b)T2m(; ; )− T2m(z; a; b)T2m−1(; ; )
=
q2m;−m
q2m−1;−m
24( − ab) + (z − ) 2m−1X
j=0
Tj(z; a; b)Tj(; ; )
35 ; m>1; (3.30a)
and
zT2m+1(z; a; b)T2m(; ; )− T2m(z; a; b)T2m+1(; ; )
=
q2m+1;m
q2m;m
24( − ab) + (z − ) 2mX
j=0
Tj(z; a; b)Tj(; ; )
35 ; m>0: (3.30b)
Corollary 3.8 (Njastad and Thron [80]). For 0 6= w 2 C and z 2 C with Im z 6= 0;
zT2m−1(z; 1; w)T2m(z; 1; w)− z T2m−1(z; 1; w)T2m(z; 1; w)
= (z − z) q2m;−m
q2m−1;−m
24− w − w
z − z +
2m−1X
j=0
jTj(z; 1; w)j2
35 ; m>1; (3.31a)
and
zT2m+1(z; 1; w)T2m(z; 1; w)− z T2m+1(z; 1; w)T2m(z; 1; w)
= (z − z) q2m+1;m
q2m;m
24− w − w
z − z +
2mX
j=0
jTj(z; 1; w)j2
35 ; m>0: (3.31b)
66 W.B. Jones, O. Njastad / Journal of Computational and Applied Mathematics 105 (1999) 51{91
4. Quasi-orthogonal L-polynomials
Throughout this section we let L denote a given PDSMF, let fqn(z)g1n=0 be the orthonormal
L-polynomial sequence with respect to L and let fzpn(z)g1n=0 be the associated L-polynomial se-
quence with respect to L (see (3.25a) and (3.25b)). We dene the quasi-orthogonal L-polynomial
sequence (QOLPS) fqn(z; )g1n=1 with respect to L as follows: For 0 6= z 2 C and m 2 N,
q2m(z; ) := q2m(z)− zq2m−1(z) if  2 R;
q2m(z; ) := q2m−1(z) if =1
(4.1a)
for 0 6= z 2 C and m 2 Z+0 ,
q2m+1(z; ) := q2m+1(z)− z−1q2m(z) if  2 R;
q2m+1(z; ) := q2m(z) if =1:
(4.1b)
By analogy with (3.25a) and (3.25b) we dene the associated quasi-orthogonal L-polynomial se-
quence (AQOLPS) fzpn(z; )g1n=0 with respect to L as follows: For 0 6= z 2 C and m 2 N,
p2m(z; ) :=p2m(z)− zp2m−1(z) if  2 R
p2m(z; ) :=p2m−1(z) if =1
(4.1c)
for 0 6= z 2 C and m 2 Z+0 ,
p2m+1(z; ) :=p2m+1(z)− z−1p2m(z) if  2 R
p2m+1(z; ) :=p2m(z) if =1:
(4.1d)
For 0 6= z 2 C,  2 R^ :=R [ [1] and n 2 N, we can write
pn(z; ) =Lt

qn(t; )− qn(z; )
t − z

; (4.2)
where Lt denotes the linear functional L operating on the variable t; with z and  xed. The
functions pn(z; ) and qn(z; ) are said to have order n.
The nth quasi-approximant Rn(z; ) with respect to L is dened; for 0 6= z 2 C;  2 R^=R[ [1]
and n 2 N; by
Rn(z; ) :=
pn(z; )
qn(z; )
: (4.3)
The function Rn(z) :=Rn(z; 0) is called simply the nth approximant with respect to L.
Theorem 4.1 (Quadrature [47]). Let n be a regular index with respect to L and let
 2 R−

q2m;m
q2m−1;m

if n= 2m; m 2 N
and
 2 R−

q2m+1;−(m+1)
q2m;−m

if m= 2m+ 1; m 2 Z+0 :
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Then: (A) The L-polynomial qn(z; ) (in z) has n zeros all of which are real and simple. We denote
these zeros by f(n)j ()gnj=1; where
(n)1 ()<
(n)
2 ()<   <(n)n ():
(B) There exist positive numbers f(n)j ()gnj=1; called weights; such that the quadrature formula
L[F(z)] =
nX
j=1
(n)j ()F(
(n)
j ()) (4.4)
is valid for the following L-polynomials:
F(z) 2 −2m;2m−2 when n= 2m; m 2 N; (4.5a)
and
F(z) 2 −2m;2m when n= 2m+ 1; m 2 Z+0 : (4.5b)
One important consequence of Theorem 4.1 is the following:
p :=L[zp] =
2mX
j=1
(2m)j ()[
(2m)
j ()]
p; p=−2m; : : : ; 2m− 2; (4.6a)
p :=L[zp] =
2m+1X
j=1
(2m+1)j ()[
(2m+1)
j ()]
p; p=−2m; : : : ; 2m; (4.6b)
assuming 2m is regular for (4.6a) and (2m+ 1) is regular for (4.6b).
Let n be a regular index. We consider the linear fractional transformation (l.f.t.) in  given, for
z 2 C− R, by
w = wn =−Rn(z; );  2 R^ :=R [ [1]: (4.7)
If w = 2m, we obtain
w2m =− p2m(z)− zp2m−1(z)q2m(z)− zq2m−1(z) (4.8a)
and hence
=
q2m(z)w2m + p2m(z)
z[q2m−1(z)w2m + p2m−1(z)]
: (4.8b)
If n= 2m+ 1, then
w2m+1 =− p2m+1(z)− z
−1p2m(z)
q2m+1(z)− z−1q2m(z) (4.8c)
and hence
=
z[q2m+1(z)w2m+1 + p2m+1(z)]
q2m(z)w2m+1 + p2m(z)
: (4.8d)
Using properties of l.f.t.s, one can prove:
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Theorem 4.2. If n is a regular index; and z 2 C− R; then
 n(z) := [w =−Rn(z; ):  2 R^ :=R [ [1]] (4.9a)
is a circle in C and
n(z) := (z) [ Int ( (z)) (4.9b)
is a closed disk with boundary @n(z) =  (z).
By use of Corollary 3.8 and (4.8a){(4.8d) one can prove:
Theorem 4.3 (Njastad and Thron [80]). Let m and n be regular indexes with m>n and let z 2
C− R. Then:
(A)
n(z) =
24w: n−1X
j=0
jTj(z; 1; w)j26w − wz − z
35 : (4.10)
(B)
m(z)n(z) (nested disks): (4.11)
(C) If n(z) denotes the radius of n(z); then
n(z) =
1
jz − zjPn−1j=0 jqj(z)j2 : (4.12)
Let
I := [n 2 N: n is a regular index]; (4.13a)
(z) :=
\
n2I
n(z); (z) := limn!1
n2I
n(z): (4.13b)
We say that the limit circle case occurs if
(z)> 0 and (z) is a (proper) disk (4.14a)
and the limit point case occurs if
(z) = 0 and (z) is a point: (4.14b)
Theorem 4.4 (Bonan-Hamada and Jones [8]). Let z 2 C− R. Then:
(A) (Limit circle case) If (z)> 0; then
1X
j=0
jqj(z)j2<1 and
1X
j=1
jpj(z)j2<1: (4.15a)
(B) (Limit point case) If (z) = 0; then
1X
j=0
jqj(z)j2 =1 and
1X
j=1
jpj(z)j2 =1: (4.15b)
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Theorem 4.5 (Theorem of invariability [80]). (A) If (z)> 0 for some z 2 C− R; then
(z)> 0 for all z 2 C− R;
and the series in (4:15a) converge locally uniformly in C− [0].
(B) If = 0 for some z 2 C− R; then
(z) = 0 for all z 2 C− R:
4.1. Regular sequences
In the remainder of this section we assume that, for the given PDSMF L, every index n 2 N
is regular and fqn(z)g1n=0 is a regular ONLPS. It can be seen that, if n = 2m, z 2 C − R and
 2 R^ :=R [ [1], then
G2m() :=
q2m(; )− q2m(z; )
− z 2 −2m;2m−2 (4.16a)
and if n= 2m+ 1, then
G2m+1() :=
q2m+1(; )− q2m+1(z; )
− z 2 −2m;2m: (4.16b)
From (4.2) we have, for z 2 C− R and n 2 N,
L[Gn()] = pn(z; )
and from the quadrature formula (4.4),
L[Gn()] =− qn(z; )
nX
j=1
(n)j ()
(n)j ()− z
;
hence,
Rn(z; ) :=
pn(z; )
qn(z; )
=
nX
j=1
(n)j ()
z − (n)j ()
: (4.17)
It is clear that, for each n 2 N,  2 R^ the nth quasi-approximant Rn(z; ) is a rational function of z
that is analytic in neighborhoods of both z=0 and 1. Using geometric series expansions in (4.17),
one can obtain explicit (series) expression for the convergent Taylor series for Rn(z; ) at z= 0 and
the convergent Laurent series at z =1. These results combined with (4.6a) and (4.6b) yield the
following:
R2m(z; ) =−
2m−1X
k=0
−(k+1)zk +O(z2m) at 0; (4.18a)
R2m(z; ) =
2m−1X
k=1
k−1z−k +O

1
z2m

at 1; (4.18b)
R2m+1(z; ) =−
2m−1X
k=0
−(k+1)zk +O(z2m) at 0; (4.18c)
R2m+1(z; ) =
2m+1X
k=1
k−1z−k +O

1
z2m+2

at 1: (4.18d)
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4.2. Separate convergence
Let x0 be an arbitrary, xed point in R− [0]. We dene,
n(z) := (z − x0)
n−1X
j=0
pj(x0)pj(z) for n>1; (4.19a)
n(z) := − 1 + (z − x0)
n−1X
j=0
pj(x0)qj(z) for n>1; (4.19b)
n(z) := 1 + (z − x0)
n−1X
j=0
qj(x0)pj(z) for n>1; (4.19c)
n(z) := (z − x0)
n−1X
j=0
qj(x0)qj(z) for n>1: (4.19d)
Since all pj(z) and qj(z) have real coecients, it follows that n(z); n(z); n(z); n(z) have real
values if z 2 R − [0]. Using (4.19a){(4.19d) together with the Christoel{Darboux-type formulas
(3.29) in Theorem 3.7, one can derive the following:
2m(z) = K2m[zp2m(x0)p2m−1(z)− x0p2m−1(x0)p2m(z)]; (4.20a)
2m+1(z) = K2m+1[zp2m(x0)p2m+1(z)− x0p2m+1(x0)p2m(z)]; (4.20b)
2m(z) = K2m[zp2m(x0)q2m−1(z)− x0p2m−1(x0)q2m(z)]; (4.20c)
2m+1(z) = K2m+1[zp2m(x0)q2m+1(z)− x0p2m+1(x0)q2m(z)]; (4.20d)
2m(z) = K2m[zq2m(x0)p2m−1(z)− x0q2m−1(x0)p2m(z)]; (4.20e)
2m+1(z) = K2m+1[zq2m(x0)p2m+1(z)− x0q2m+1(x0)p2m(z)]; (4.20f)
2m = K2m[zq2m(x0)q2m−1(z)− x0q2m−1(x0)q2m(z)]; (4.20g)
2m+1 = K2m+1[zq2m(x0)q2m+1(z)− x0q2m+1(x0)q2m(z)]; (4.20h)
where
K2m :=
q2m−1;−m
q2m;−m
; K2m+1 :=
q2m;m
q2m+1;m
: (4.20i)
It can be seen from (4.1a){(4.1d) and (4.20a){(4.20i) that
Theorem 4.6 (Njastad [69,72]). For m= 1; 2; 3; : : : and x0 2 R− [0]:
(A) 2m(z) and 2m(z) are quasi-orthogonal L-polynomials of order 2m;
(B) 2m(z) and 2m(z) are associated quasi-orthogonal L-polynomials of order 2m;
(C) z−12m+1(z) and z−12m+1(z) are quasi-orthogonal L-polynomials of order 2m+ 1;
(D) z−12m+1(z) and z−12m+1(z) are associated quasi-orthogonal L-polynomials of order 2m+1.
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By elimination in Eq. (4.20a){(4.20i) we can express qn(z) and pn(z) as follows:
q2m(z) = [p2m(x0)2m(z)− q2m(x0)2m(z)]; (4.21a)
q2m(z) = [p2m(x0)2m+1(z)− q2m(x0)2m+1(z)]; (4.21b)
q2m+1(z) =
x0
z
[p2n+1(x0)2m+1(z)− q2m+1(x0)2m+1(z)]; (4.21c)
q2m−1(z) =
x0
z
[p2m−1(x0)2m(z)− q2m−1(x0)2m(z)]; (4.21d)
p2m(z) = [p2m(x0)2m(z)− q2m(x0)2m(z)]; (4.21e)
p2m(z) = [p2m(x0)2m+1(z)− q2m(x0)2m+1(z)]; (4.21f)
p2m+1(z) =
x0
z
[p2m+1(x0)2m+1(z)− q2m+1(x0)2m+1(z)]; (4.21g)
p2m−1(z) =
x0
z
[p2m−1(x0)2m(z)− q2m−1(x0)2m(z)]: (4.21h)
This yields:
Theorem 4.7 (Njastad [69,72]). For m= 1; 2; 3; : : : and x0 2 R− [0]:
(A) All quasi-orthogonal L-polynomials of order 2m are linear combinations of 2m(z) and
2m(z).
(B) All quasi-orthogonal L-polynomials of order 2m+ 1 are linear combinations of z−12m+1(z)
and z−12m+1(z).
By substituting formulas (4.21a){(4.21h) in the determinant formulas (3.26) in Theorem 3.5, we
obtain another set of determinant formulas:
Theorem 4.8 (Njastad [72]). For each x0 2 R − [0]; except for possibly one value; there exists a
subsequence:
fmkg of N such that (4.22a)
mk (z)mk (z)− mk (z)mk (z) = 1; k 2 N: (4.22b)
(B) For every xed t 2 C; the L-polynomials
mk (z)t − mk (z) and mk (z)t − mk (z)
have no common zero.
Upon substitution of (4.21a){(4.21b) into (4.1a){(4.1d) and (4.3), we obtain:
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Theorem 4.9. For m= 1; 2; 3 : : : ; x0 2 R− [0] and  2 R^= R [ [1);
R2m(z) =
2m(z)t2m()− 2m(z)
2m(z)t2m()− 2m(z) (4.23a)
and
R2m+1(z) =
2m+1(z)t2m+1()− 2m+1(z)
2m+1(z)t2m+1()− 2m+1(z) ; (4.23b)
where
t2m() :=
q2m(x0)− x0q2m−1(x0)
p2m(x0)− x0p2m−1(x0) (4.23c)
and
t2m+1() :=
x0q2m+1(x0)− q2m(x0)
x0p2m+1(x0)− p2m(x0) : (4.23d)
We note that the transformation t = tn() given by (4.23c) and (4.23d) maps R^ one-to-one onto
R^.
Theorem 4.10 (Njastad [72], Separate convergence). Let L be a PDSMF such that the ONLPS
fqn(z)g1n=0 is regular and such that the limit circle case occurs (see (4:14a) and (4:14b) and
Theorems 4:4 and 4:5). Let x0 2 R− [0]. Then the sequences fn(z)g; fn(z)g; fn(z)g and fn(z)g
converge locally uniformly in C − [0] to analytic functions (z); (z); (z) and (z); respectively;
and
(z) := lim n(z) = (z − x0)
1X
j=0
pj(x0)pj(z); (4.24a)
(z) := lim n(z) =−1 + (z − x0)
1X
j=0
pj(x0)qj(z); (4.24b)
(z) := lim n(z) = 1 + (z − x0)
1X
j=0
qj(x0)pj(z); (4.24c)
(z) := lim n(z) = (z − x0)
1X
j=0
qj(x0)qj(z): (4.24d)
Moreover; the functions (z); (z); (a); (z) satisfy the determinant formula
(z)(z)− (z)(z) = 1 for z 2 C− [0]:
5. Continued fractions
Several approaches have been used to develop the theory of strong moment problems. Two of these
are discussed in this paper. One makes uses of orthogonal L-polynomials and Gaussian-type quadra-
ture. The other approach employs two classes of continued fractions (CFs): The alternating-positive-
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term CFs (APT-fractions) and the positive T-fractions (PT-fractions). This section is used to describe
the most relevant properties of these CFs. We begin with a brief summary of basic concepts and
general properties of CFs.
A CF is generated from two sequences of complex-valued functions of a complex-valued vari-
able fan(z)g and fbn(z)g (with an(z) 6=0 for n2N) by means of a sequence of linear fractional
transformations (l.f.t.s)
Rn(z; w) :=
an(z)
bn(z) + w
for n 2 N; (5.1)
from which we obtain inductively another l.f.t. sequence
S1(z; w) := s1(z; w); Sn(z; w) := Sn−1(z; sn(z; w)); n>2: (5.2)
The CF is the ordered pair
hhfan(z)g; fbn(z)gi; fSn(z; 0)gi: (5.3)
For n 2 N; fn(z) := Sn(z; 0) is called the nth approximant and an(z); bn(z) are called the nth elements.
A CF is said to converge to a value f(z) 2 C^ :=C [ [1] if fSn(z; 0)g converges to f(z). It is
readily seen that, for n 2 N,
Sn(z; w) =
a1(z)
b1(z) +
a2(z)
b2(z) +
a3(a)
b3(z) +   + an(z)bn(z) + w
: (5.4)
For conservation of space we use the notation
Sn(z; w) =
a1(z)
b1(z) +
a2(z)
b2(z) +
  
+
an(z)
bn(z) + w
(5.5)
and hence
fn(z) := Sn(z; 0) =
a1(z)
b1(z) +
a2(z)
b2(z) +
  
+
an(z)
bn(z)
: (5.6)
Eq. (5.6) motivates the following symbol for the CF (5.3):
a1(z)
b1(z) +
a2(z)
b2(z) +
a3(z)
b3(z) +
   : (5.7)
Another symbol used for the CF is
1
K
j=1
 
aj(z)
bj(z)
!
; (5.8)
where K in (5.8) (for Kettenbruch) is analogous to the Greek
P
used for innite series. The nth
numerator An(z) and nth denominator Bn(z) are dened by second order linear dierence equations
(3-term recurrence relations)
A−1 := 1; B−1 := 0; A0 := 0; B0 := 1; (5.9a)
An(z) := bn(z)An−1(z) + an(z)An−2(z); n 2 N; (5.9b)
Bn(z) := bn(z)Bn−1(z) + an(z)Bn−2(z); n 2 N: (5.9c)
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These functions satisfy determinant formulas
An(z)Bn−1(z)− An−1(z)Bn(z) = (−1)n−1
nY
j=1
aj(z); n 2 N (5.10)
as well as the equations, for n 2 N,
Sn(z; w) =
An(z) + wAn−1(z)
Bn(z) + wBn−1(z)
and Sn(z; 0) =
An(z)
Bn(z)
: (5.11)
Two CFs K1j=1(an=bn) and K
n
n=1(a

j =b

j ), with nth approximants fn and f

n , respectively, are said to
be equivalent if
fn = fn ; for all n 2 N:
It is well known ([52], Theorem 2:6) that the two CFs are equivalent if and only if there exists a
sequence of nonzero complex numbers frng1n=0, such that r0 := 1 and
an = rnrn−1an and b

n = rnbn; for all n 2 N: (5.12)
When (5.12) occurs, we also have
An =
0@ nY
j=1
rj
1AAn and Bn =
0@ nY
j=1
rj
1ABn; (5.13)
where An; Bn (An ; B

z ) denote the nth numerator and denominator, respectively, of K(aj=bj) (K(a

j =b

j )).
5.1. General T -fractions
Both APT-fractions and PT-fractions are special types of CF’s of the form
1
K
j=1
 
Fjz
1 + Gjz
!
; where 0 6= Fj 2 C and 0 6= Gj 2 C; for n 2 N; (5.14)
which are called general T-fractions (GT-fractions).
By using the determinant formulas (5.10) applied to (5.14), one can prove the following basic
result (see, e.g., ([52, Section 7:3]):
Theorem 5.1. (A) Let (5:14) be a given GT-fraction. Then there exists a unique bisequence of
complex numbers fng1n=−1 with the property that the CF (5:14) corresponds to the pair (L0; L1)
of formal power series ( f.p.s.)
L0 := −
1X
k=1
(−1)k−kzk and L1 :=
1X
k=0
(−1)k k
zk
(5.15)
in the sense that; for n 2 N; the nth approximant fn(z) of (5:14) is a rational function that is
analytic at z=0 and 1 and is represented (in neighborhoods of these points) by convergent series
of the forms
fn(z) =−
nX
k=1
(−1)k−kzk + (n)−n−1zn+1 + (n)−n−2zn+2 +    (5.16a)
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and
fn(z) =
n−1X
k=0
(−1)k k
zk
+
(n)n
zn+1
+
(n)n+1
zn+2
+    : (5.16b)
Moreover; the Hankel determinants H (m)k (see (2:12)) associated with fng1n=−1 satisfy the
conditions
H (−2n)2n 6= 0; H (−2n)2n+1 6= 0; H (−2n+1)2n 6= 0; H (−2n−1)2n+1 6= 0 for n 2 N (5.17)
and the coecients Fn and Gn in the CF (5:14) can be expressed by the formulas
F1 = H
(−1)
1 and Fn =
H (−n+3)n−2 H
(−n)
n
H (−n+2)n−1 H
(−n+1)
n−1
; n>2; (5.18a)
and
G1 =
H (−1)1
H (0)1
and Gn =
H (−n+2)n−1 H
(−n)
n
H (−n+1)n H (−n+1)n−1
; n>2: (5.18b)
(B) Conversely; let fng1n=−1 be a given bisequence of complex numbers satisfying conditions
(5:17) and let (5:14) denote the GT-fraction whose coecients are dened by (5:18a) and (5:18b)
Then the GT-fraction corresponds to the pair (L0; L1) of f.p.s. (5:150 in the sense of (5:16a) and
(5:16b)).
It is convenient to introduce two continued fractions that are equivalent to a given GT-fraction.
Theorem 5.2. Let (5:14) be a given GT-fraction whose nth numerator and denominator are denoted
by An(z) and Bn(z); respectively. Let feng and fdng be dened by
e1 :=
1
F1
; e2n−1 :=
Qn−1
k=1 F2kQn
k=1 F2k−1
; n 2 N; (5.19a)
e2n :=
mY
k=1
F2k−1
F2k
and dn := enGn; n 2 N: (5.19b)
Then the CF
1
K
j=1
 
z
ej + djz
!
(5.19c)
is equivalent to the GT-fraction (5:14). Moreover; if the nth numerator and denominator of (5:19a){
(5:19c) are denoted by Cn(z) and Dn(z); respectively; then for n 2 N
C2n−1(z) =
A2n−1(z)Qn
j=1 F2j−1
; D2n−1(z) =
B2n−1(z)Qn
j=1 F2j−1
; (5.20a)
C2n(z) =
A2n(z)Qn
j=1 F2j
; D2n(z) =
B2n(z)Qn
j=1 F2j
: (5.20b)
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Theorem 5.3. Let (5:14) be a given GT-fraction with nth numerator and denominator denoted by
An(z) and Bn(z); respectively. Let fng and fng be dened by
2k−1 :=F2k−1; 2k :=
F2k
G2k−1G2k
; k 2 N; (5.21a)
0 := 1; 2k−1 :=
2k−1Y
j=1
Gj; 2k :=
24 2kY
j=1
Gj
35−1 ; k 2 N: (5.21b)
Then: (A) The CF
1
z−1=0 + 1 +
2
z=1 + 2 +
3
z−1=2 + 3 +
4
z=3 + 4 +
   ; (5.21c)
is equivalent to the GT-fraction (5:14).
(B) If the nth numerator and denominator of (5:21a) and (5:21b) are denoted by Pn(z) and
Qn(z); respectively; then; for n 2 N;
P2n−1(z) =
A2n−1(z)
zn
; Q2n−1(z) =
B2n−1(z)
zn
; (5.22a)
P2n(z) =
A2n(z)Q2n
j=1Gjzn
; Q2n(z) =
B2n(z)Q2n
j=1Gjzn
: (5.22b)
(C) The L-polynomials Qn(z) in (5:22a) and (5:22b) are represented by the determinant formulas
(3:2); where fng1−1 is the bisequence arising in Theorem 5:1:
Remark. (1) It follows from (5.21a) and (5.21b) that
F2k−1 = 2k−1; F2k =
2k2k−2
2k
; k 2 N; (5.23a)
G2k−1 = 2k−22k−1; G2k =
1
2n−12k
; k 2 N: (5.23b)
(2) The CF’s (5.19a){(5.19c) and (5.21a){(5.21c) are called modied GT-fractions, or simply
GT-fractions when the meaning is understood implicitly.
(3) From Theorem 5.3(C) it can be seen that GT-fractions are closely related to orthogonal
L-polynomial sequences (OLPSs). This relationship is subsequently made more explicit.
Theorem 5.4. Let (5:14) be a given GT-fraction and let An; Bn; Cn; Dn; Pn and Qn denote the func-
tions appearing in Theorems 5:2 and 5:3: These functions can be written in the following forms:
An(z) =
nX
j=1
An;jz j; Bn(z) =
nX
j=0
Bn;jz j; (5.24a)
Cn(z) =
nX
j=1
Cn;jz j; Dn(z) =
nX
j=0
Dn;jz j; (5.24b)
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P2n−1(z) =
n−1X
j=−n+1
P2n−1; jz j; Q2n−1(z) =
n−1X
j=−n
Q2n−1; jz j; (5.24c)
P2n(z) =
nX
j=−n+1
P2n; jz j; Q2n(z) =
nX
j=−n
Q2n; jz j; (5.24d)
where all coecients are complex numbers and where
An;1 = F1; An;n = F1
nY
k=2
Gk; Bn;0 = 1; Bn;n =
nY
k=1
Gk; (5.24e)
Cn;1 =
nY
k=2
ek ; Cn;n =
nY
k=1
dk; Dn;0 =
nY
k=1
ek ; Dn;n =
nY
k=1
dk; (5.24f)
P2n−1;−n+1 = F1; P2n−1; n−1 = F1
nY
k=2
Gk; Q2n−1;−n = 1; Q2n−1; n−1 =
nY
k=1
Gk; (5.24g)
P2n;−n+1 =
F1Q2n
k=1Gk
; P2n;n =
F1
G1
; Q2n;−n =
1Q2n
k=1Gk
; Q2n;n = 1: (5.24h)
5.2. APT-Fractions and PT-Fractions
A GT-fraction (5.14) is called an alternating-positive-term CF (APT-fraction) if
0 6= Fn 2 R; 0 6= Gn 2 R; F2n−1F2n > 0; F2n−1G2n−1> 0 for n 2 N; (5.25)
it is called a positive T-fraction (PT-fraction) if
Fn > 0 and Gn > 0 for all n 2 N: (5.26)
It is readily seen that every PT-fraction is an APT-fraction.
Theorem 5.5. Let f^(z) :=K1j=1(Fjz=(1 + Gjz)) be a given GT -fraction and let its coecients Fj
and Gj be expressed in terms of Hankel determinants as in Theorem 5:1. Let feng; fdng; fng and
fng be dened as in Theorems 5:2 and 5:3. Then:
(A) The following four statements are equivalent:
(A1) f^(z) is an APT-fraction.
(A2) H
(−2n)
2n > 0; H
(−2n)
2n+1 > 0; H
(−2n+1)
2n 6= 0; H (−2n−1)2n+1 6= 0; for n 2 N: (5.27a)
(A3) 0 6= en 2 R; 0 6= dn 2 R; e2n > 0; d2n−1> 0; for n 2 N: (5.27b)
(A4) nn−1=n > 0 for n 2 N: (5.27c)
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(B) The following four statements are equivalent:
(B1) f^(z) is a PT-fraction.
(B2) H
(−2n)
2n > 0; H
(−2n)
2n+1 > 0; H
(−2n+1)
2n > 0; H
(−2n−1)
2n+1 > 0; for n 2 N: (5.28a)
(B3) en > 0 and dn > 0; for all 2 N: (5.28b)
(B4) n > 0 and n > 0 for all 2 N: (5.28c)
Remark. It follows from Theorem 5.5 (A2) and Theorem 2.1 that the bisequence fng1−1 generated
by an APT-fraction is positive denite and that the linear functional L, dened on R by L[zn]=n
for n 2 Z, is a positive denite SMF (PDSMF). Thus we obtain
Theorem 5.6. Let a modied APT-fraction (5:21a){(5:21c) be given and let L be the PDSMF
generated by the positive denite bisequence fng1−1 (see Theorem 5:1). Let Pn(z) and Qn(z)
denote the nth numerator and denominator; respectively of (5:21a){(5:21c). Then:
(A) fQn(z)g1n=0 is the regular; monic OLPS with respect to L.
(B) For each n 2 N; let qn(z) :=Qn(z)=kQn(z)kL and let zpn(z) denote the associated L-polynomial
dened by (3:25). Then
Pn(z) = kQn(z)kLpn(z) for all n 2 N: (5.29)
We turn now to modied APT-fractions of the form
1
K
j=1
 
z
en + djz
!
; 0 6= ej 2 R; 0 6= dj 2 R; e2j > 0; d2n−1> 0; for j 2 N: (5.30)
The l.f.t.s (5.1) and (5.2) are given by
sn(z; w) =
z
en + dnz + w
for n 2 N; (5.31a)
S1(z; w) := s1(z; w); Sn(z; w) := Sn−1(z; sn(z; w)); n>2; (5.31b)
and
Sn(z; w) =
Cn(z) + wCn−1(z)
Dn(z) + wDn−1(z)
; n 2 N: (5.31c)
For each z 2 C− R, we introduce the sets
V0(z) := [w 2 C:− + arg z< argw< arg z] if 0< arg z< ;
V0(z) := [w 2 C: arg z< argw< arg z + ] if − < arg z< 0; (5.32a)
U := [w 2 C: Imw> 0]; W := [w 2 C: Imw< 0]; (5.32b)
V1(z) :=U if z 2 U;
V1(z) :=W if z 2 W; (5.32c)
K2n−1(z) := S2n−1(z; V1(z)); K2n(z) := S2n(z; V0(z)); n 2 N: (5.32d)
Using mapping properties of l.f.t.s, one can prove
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Theorem 5.7 (Jones et al. [46]). Let (5:30) be a given APT-fraction and let z 2 C− R. Then:
V0(z)
z
=W if z 2 U;
V0(z)
z
= U if z 2 W; (5.33a)
e2n + d2nz 2 V0(z); s2n(z; V0(z))V1(z); n 2 N; (5.33b)
e2n+1 + d2n+1z 2 V1(z); s2n+1(z; V1(z))V0(z); n 2 N; (5.33c)
S2n−1(z; ) 2 V0(z) and S2n(z; z)V0(z); for  2 R; n 2 N; (5.33d)
Sn(z; 0) =
An(z)
Bn(z)
=
Cn(z)
Dn(z)
=
Pn(z)
Qn(z)
2 V0(z); n 2 N; (5.33e)
fKn(z)g1n=1 is a nested sequence of closed disks; (5.33f)
S2n−1(z; ) 2 K2n−1(z) and S2n(z; z) 2 K2n(z); for  2 R; n 2 N: (5.33g)
Remark. A consequence of (5.33e) is that all zeros of Cn(z) and Dn(z) are real.
In a manner analogous to (4:1) we dene, for all m 2 Z+0 ;  2 R and z 2 C,
C2m(z; ) :=C2(z) + zC2m−1(z); (5.34a)
C2m+1(z; ) :=C2m+1(z) + C2m(z); (5.34b)
D2m(z; ) :=D2m(z) + zD2m−1(z); (5.34c)
D2m+1(z; ) :=D2m+1(z) + D2m(z); (5.34d)
where
C0 :=C−1 :=D0 :=D−1:− 0: (5.34e)
The quotient Cn(z; )=Dn(z; ) is called the generalized nth approximant of the APT-fraction (5.30).
The following theorems summarize important properties of these approximants.
Theorem 5.8 (Jones et al. [46]). Let (5:30) be a given APT-fraction and let fng1n=1 be a given
sequence of real numbers. For each n 2 N; let r(n; n) denote the number of zeros of D(z; n);
these zeros are denoted by −t(n)j (n); j = 1; 2; : : : ; r(n; n). Then for each n 2 N:
(A) The zeros of D(z; n) are real and simple and
r(n; n) = n− 1 if n= 2k and n =−d2k ;
r(n; n) = n− 1 if n= 2k + 1 and n;
r(n; n) = n otherwise: (5.35)
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(B) There exist positive real numbers k (n)j (n); j = 1; 2; : : : ; r(n; n); such that
Cn(z; )
Dn(z; )
= z
r(n;n)X
j=1
k (n)j (n)
z + t(n)j (n)
(5.36a)
and
r(n;n)X
j=1
k (n)j (n) =
1
d1
> 0: (5.36b)
Theorem 5.9 (Jones et al. [46]). Let fnkg be an arbitrary given subsequence of fng1n=1 and let
Tk(z) :=Tk(z; nk ) :=
Cnk (z; nk )
dnk (z; nk )
; nk 2 R; k 2 N (5.37)
be a subsequence of generalized approximants of the APT-fractions (5:30). Then there exists a
subsequence fnkmg1m=1 of fnkg1k=1 such that the subsequence
Tkm(z) :=Tkm(z; nkn ) =
Cnkm (z; nkm )
Dnkm (z; nkm )
; m 2 N (5.38)
converges to a function analytic on U and on W; uniformly on every compact subset K U (or
K W ).
It follows from Theorem 5.9 that the family of all generalized approximants of an APT-fraction
is a normal family on U (and on W ). An APT-fraction (5.30) is called completely convergent for
a xed z 2 C− R if there exists an M (z) 2 C such that
lim
n!1
Cn(z; n)
Dn(z; n)
= M (z) uniformly for all n 2 R: (5.39)
For later use we introduce two sequences of L-polynomials dened, for n 2 N, by
W2n−1(z) :=
p
e2nC2n−1(z)
zn
; W2m(z) :=
p
d2n+1C2n(z)
zn
; (5.40a)
Y2n−1(z) :=
p
e2nD2n−1(z)
zn
; Y2n(z) :=
p
d2n+1D2n(z)
zn
: (5.40b)
The following theorem was proved ([46], Theorems 4:3 and 4:4) by using Christoel{Darboux-type
formulas for the sequences fCn(z)g and fDn(z)g, similar to the formulas (3:27) involving the pn(z)
and qn(z).
Theorem 5.10. Let (5:30) be a given APT-fraction; let z 2 C − R; let fKn(z)g1n=1 be the nested
sequence of closed circular disks (5:32d) (see Theorem 5:7); and let n(z) denote the radius of
Kn(z). Then:
(A)
2n+1(z) =
242jIm zj
jzj
2nX
j=0
jYn(z)j2
35−1 for n= 0; 1; 2; : : : : (5.41)
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(B) The APT-fraction converges completely if and only if
1X
j=1
jYj(z)j2 =1: (5.42)
The preceding result is analogous to Theorems 4.3 and 4:4 and the following is the analogue of
Theorem 4.5.
Theorem 5.11 (Theorem of invariability [47]). If an APT-fraction converges completely for one
value of z 2 C− R; then it converges completely for all values of z 2 C− R.
As in Section 4, one has the limit circle case, when
(z) := lim
n!1 2n+1(z)> 0 (5.43a)
and the limit point case, when
(z) := lim
n!1 2n+1(z) = 0: (5.43b)
We end this section with the statement of two convergence theorems.
Theorem 5.12 (Jones et al. [46]). Let (5:30) be a given APT-fraction. Then:
(A) The odd part fC2n+1(z)=D2n+1(z)g of (5:30) is convergent for all z 2 C − R if there exists
a number K1> 0 such that
je2n−1j<K1d2n−1 for all n 2 N: (5.44a)
(B) The even part fC2n(z)=D2n(z)g of (5:30) is convergent for all z 2 C − R if there exists a
number K2> 0 such that
jd2nj<K2e2m for all n 2 N: (5.44b)
(C) The APT-fraction converges for all z 2 C−R if one condition in (5:45a) and one condition
in (5:45b) are satised:
[je2n−1j<K1d2n−1 for n 2 N] or [jd2nj<K2e2n for n 2 N]; (5.45a)
1X
n=1
e2n =1 or
1X
n−1
d2n−1 =1: (5.45b)
Theorem 5.13 (Theorem 4:64, Jones and Thron [52]). A positive T-fraction
1
K
j=1
 
z
ej + djz
!
; (5.46)
where ej > 0 and dj > 0; for j 2 N; converges to a function f(z) analytic on S := [z 2 C:
jarg zj< ] if and only if
1X
n=1
(en + dn) =1: (5.47)
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6. Strong moment theory
In order to compare strong moment theory with classical moment theory, we include a few results
on the latter. Recall that strong moment distribution functions (SMDFs)  are dened in Section 2
(see (2.16), (2.17a) and (2.17b)) and the set of all SMDFs is denoted by . Similarly, a function
 : R! R is called a moment distribution function (MDF) if  is bounded and nondecreasing on
R, the spectrum ( ) is an innite set and the moments n( ), dened by
n( ) :=
Z 1
−1
xn d (x) for n 2 Z+0 := [0; 1; 2; : : : ] (6.1)
exist in the sense that the improper Riemann{Stieltjes integrals (6.1) are all convergent. The set of
all MDFs  is denoted by 	. If D is a subset of R, then 	(D) denotes the set of MDFs  whose
domain is restricted to D. Similarly, if DR :=R+ [R−, then 	(D) denotes the set of SMDFs 
whose domain is restricted to D.
Let fng1n=0 be a given sequence of real numbers. The Stieltjes moment problem (SMP) for
fng10 is to nd conditions on the sequence to ensure the existence of a  2 	(R+ [ [0]) such that
n =
Z 1
0
tn d (t) for all n 2 Z+0 := [0; 1; 2; : : : ]: (6.2a)
The Hamburger moment problem (HMP) for fng10 is to nd conditions on fng10 to ensure that
there exists a  2 	(R) such that
n =
Z 1
−1
tn d (t) for all n 2 Z+0 : (6.2b)
Let fng1n=−1 be a given bisequence of real numbers. The strong Stieltjes moment problem
(SSMP) for fng1−1 is to nd conditions on fng1−1 to ensure that there exists a  2 (R+) such
that
n =
Z 1
0
tn d(t) for all n 2 Z := [0;1;2; : : : ]: (6.3a)
The strong Hamburger moment problem (SHMP) for fng1n=−1 is to nd conditions on fng1−1
to ensure that there exists a  2 (R) such that
n =
Z 0
−1
tn d(t) +
Z 1
0
tn d(t) for n 2 Z := [0;1;2; : : : ]: (6.3b)
The term \strong" is used to describe these moment problems since the requirements for a solution
 to satisfy in (6:3) are stronger than the requirements for a solution  in (6.2a) and (6.2b).
Two solutions of a moment problem are not considered to be distinct if their dierence is a
constant at all points where that dierence is continuous. A moment problem is called determinate
if there exists exactly one solution; it is called indeterminate if there exist more than one solution.
We are interested in the following questions about moment problems: (a) If a solution exists, can
we nd conditions to ensure that it is unique (i.e. the moment problem is determinate)? (2) When
there are more solutions than one, can we describe the family of all solutions?
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6.1. Existence theorems
In 1894, Stieltjes [95] used continued fractions
a1
1
+
a2
z
+
a3
1
+
a4
z
+    ; an > 0 for all n 2 N; (6.4)
called Stieltjes fractions (S-fractions) to study Stieltjes moment problems (SMPs). He proved the
following
Theorem 6.1A. Let fng1n=0 be a given sequence of real numbers and let H (m)k denote the associated
Hankel determinants (2:12). Then the following three statements are equivalent:
(A1) There exists a solution  2 	(R+) of the SMP for fng1n=0.
(A2)
H (0)n > 0 and H
(1)
n > 0 for all n 2 Z+0 : (6.5)
(A3) There exists an S-fraction (6:4) with nth approximant denoted by Sn(z); such that (6:4)
corresponds to the formal power series
L1(z) :=
1X
k=0
(−1)k n
zk
; at z =1; (6.6a)
in the sense that; for each n 2 N; Sn(z) is a rational function analytic at z =1 and Sn(z) has a
convergent Laurent series expansion of the form
Sn(z) =
n−1X
k=0
(−1)k k
zk
+
(n)n
zn
+
(n)n+1
zn+1
+    : (6.6b)
In 1920=21 Hamburger [35] used real J-fractions (RJFs)
k1
‘1 + z
− k2
‘2 + z
− k3
‘3 + z
−    ; kn > 0 and ‘n 2 R for n 2 N; (6.7)
to study the Hamburger moment problem (HMP). He proved:
Theorem 6.1B. Let fng1n=0 be a given sequence of real numbers. Then the following three state-
ments are equivalent:
(B1) There exists a solution  2 	(R) to the HMP for fng10 .
(B2) There exists a real J-fraction (6:7); with nth approximant denoted by Hn(z); such that (6:7)
corresponds to the f.p.s. (6:6a) at z=1 in the sense that; for n 2 N; Hn(z) is a rational function
analytic at z =1 and Hn(z) has a convergent Laurent series expansion of the form
Hn(z) =
2n−1X
k=0
(−1)k k
zk
+
(n)2n
z2n
+
(n)2n+1
z2n+1
+    : (6.9)
The next two theorems are strong-moment-theory-analogues of Theorems 6.1A and B. In 1980
positive T -fractions
1
K
n=1

Fnz
1 + Gnz

; Fn > 0; Gn > 0 for n 2 N (6.10)
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were used to study the strong Stieltjes moment problem (SSMP). The following result was proven
in [55]:
Theorem 6.1C. Let fng1n=−1 be a given bisequence of real numbers. Then the following three
statements are equivalent:
(C1) There exists a solution  2 (R+) to the SSMP for fng1−1.
(C2)
H (−2n)2n > 0; H
(−2n)
2n+1 > 0; H
(−2n+1)
2n > 0; H
(−2n−1)
2n+1 > 0 for n 2 Z+0 : (6.11)
(C3) There exists a positive T-fraction (6:10); with nth approximant denoted by Tn(z); such that
(6:10) corresponds to the pair (L0; L1) of f.p.s.
L0(z) := −
1X
k=1
(−1)k−kzk ; L1(z) :=
1X
k=0
(−1)k k
zk
; (6.12)
in the sense that; for n 2 N; Tn(z) is a rational function analytic at both z = 0 and z =1 and
Tn(z) has convergent series representations of the forms
Tn(z) =−
nX
k=1
(−1)k−kzk +O(zn+1); in a neighborhood of z = 0 (6.13a)
and
Tn(z) =
n−1X
k=0
(−1)k n
zk
+O

1
zn

; in a neighborhood of z =1: (6.13b)
No simple continued fraction (such as a S-fraction, real J -fraction or positive T -fraction) is known
for solving the strong Hamburger moment problem (SHMP). A rather complicated continued fraction
was used for this purpose in [66] and APT-fractions have been used in [46] to study a restricted
class of SHMPs. The result stated now was given in [47]. The proof given there makes essential
use of orthogonal L-polynomials and quadrature.
Theorem 6.1D. Let fng1n=−1 be a given bisequence of real numbers. Then there exists a solution
 2 (R) of the SHMP for fng1−1 if and only if
H (−2n)2n > 0 and H
(−2n)
2n+1 > 0; for all n 2 Z+0 : (6.14)
6.2. Determinate and indeterminate
Stieltjes proved the following result in [95].
Theorem 6.2A. Let fng1n=0 be a given sequence of real numbers for which there exists a solution
to the Stieltjes moment problem (SMP). Then the following three statements are equivalent:
(A1) The SMP for fng10 is determinate.
(A2) The S-fraction (6:4) corresponding to the f.p.s. L1(z) in (6:6a) is convergent for z 2
S := [z 2 C: jarg zj< ].
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(A3) If an are the coecients of the S-fraction (6:4); then
1X
m=1
a1a3    a2m−1
a2a4    a2m =1 or
1X
m=1
a2a4    a2m
a1a3    a2m+1 =1: (6.15)
Hamburger proved the following result in [35].
Theorem 6.2B. Let fng1n=0 be a given sequence of real numbers for which there exists a solution
to the Hamburger moment problem (HMP). Then the HMP for fng10 is determinate if and only
if
1X
m=1
Am(0)
k1k2    km+1 =1 or
1X
m=1
Bm(0)
k1k2    km+1 =1; (6.16)
where Am(z) and Bm(z) denote the mth numerator and denominator; respectively; of the real
J-fraction (RJF) (6:7) that corresponds to the f.p.s. (6:6a) (see Theorem 6:1B) and where the
kj are the positive coecients in the RJF (6:7).
The following result was proved in 1980 [55].
Theorem 6.2C. Let fng1n=−1 be a given bisequence of real numbers for which there exists a
solution to the strong Stieltjes moment problem (SSMP). Then the following three statements are
equivalent:
(C1) The SSMP for fng1−1 is determinate.
(C2) The positive T-fraction (6:10) corresponding to the pair (L0; L1) of f.p.s. (6:12) is conver-
gent for all z 2 S := [z 2 C: jarg zj< ].
(C3)
1X
n=1
en =1 or
1X
n=1
dn =1; (6.17)
where the en and dn are related to the Fn and Gn in (6:10) by (5:19).
A proof of the following result was given in 1986 [80] using orthogonal L-polynomials.
Theorem 6.2D. Let fng1n=−1 be a given bisequence of real numbers for which there exists a
solution to the strong Hamburger moment problem (SHMP). Let L denote the positive-denite
strong moment functional (PDSMF) dened on R by L[zn] = n for all n 2 Z (see Section 2):
Let fqn(z)g1n=0 denote the orthonormal L-polynomial sequence (ONLPS) with respect to L (see
(3:21)) and let fpn(z)g1n=0 be the L-polynomials dened by (3:25a) and (3:25b). Then the SHMP
for fng1−1 is determinate if and only if
1X
n=0
jpn(z)j2 =1 for some z 2 CnR (6.18a)
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or; equivalently;
1X
n=0
jqn(z)j2 =1 for some z 2 CnR: (6.18b)
If (6:18a) or (6:18b) holds for one z 2 CnR; then it holds for all z 2 CnR.
We end this section by describing canonical solutions to SHMPs and by giving an analogue to
the Nevanlinna parametrization describing the solutions of the classical Hamburger moment problem.
These results (Theorem 6.3, proven in [72]) are restricted to moment bisequences fng1−1 that give
rise to strong moment functionals L that are regular (as well as positive denite) and OLPSs that
are regular.
Let N denote the class of Nevanlinna functions (i.e., functions f : U ! U − [1], where f is
analytic on the open upper half-plane U and U − [1] denotes the closed nite upper half-plane).
We let N denote the extended class of Nevanlinna functions
N :=N [ [1]: (6.19)
We recall that the Stieltjes transform
F(z) :=
Z 1
−1
d()
− z ; (6.20)
of a distribution function  belongs to N. Note that
[f 2N]) [f : U ! U ] or [f(z)  r 2 R; for all z 2 U ]: (6.21)
Therefore,
[f 2N]) [f : U ! U ] or [f(z)  r 2 R :=R [ [1]; for z 2 U ]; (6.22)
that is, N consists of analytic functions mapping U into U and the constants in R^.
Theorem 6.3 (Njastad [72]). Let fng1n=−1 be a given bisequence of real numbers that gives rise to
an indeterminate SHMP and a positive denite; regular strong moment functional L (L[zn] = n
for all n2Z). Let (z); (z); (z); (z) denote the functions (analytic on C−[0]) dened by (4:24a){
(4:24d) in Theorem 4:10. Then there exists a one-to-one correspondence between the set [f : f 2
N] and the set
[ 2 (R+ [ R−):  is a solution to the SHMP for fng1−1]:
The correspondence is given by
F(z) :=
Z 1
−1
d()
− z =−
(z)f(z)− (z)
(z)f(z)− (z) : (6.23)
6.3. Canonical solutions
Let fng1−1 be a bisequence that gives rise to an indeterminate SHMP and a regular OLPS. A
solution  of the SHMP for fng1−1 is called a canonical solution, if the Nevanlinna function f in
(6:3a) and (6:3b) is of the form
f(z) =
P(z)
Q(z)
; (6.24)
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where P(z) and Q(z) are polynomials in z with real coecients and no common factors. (Note that
all real constants and 1 are among these functions f2N.) The canonical solution  is said to
have order r if
r =max(degree P; degree Q):
If (z) is a canonical solution of order 0, then f(z)  t for some t 2 R^ and hence
F(z) :=
Z 1
−1
d(u)
u− z =−
(z)t − (z)
(z)t − (z) ; t 2 R^: (6.25)
Theorem 6.4 (Njastad [72], Theorem 5:1). Let fng1n=−1 be a bisequence of real numbers giving
rise to an indeterminate SHMP and a regular OLPS. Let  be a canonical solution of the SHMP
with corresponding f(z)=P(z)=Q(z); where P and Q are polynomials with real coecients and no
common zeros. Then the spectrum () of  consists of a discrete subset of R− [0]; namely the
set [zk : k = 1; 2; : : : ] of zeros of (z)P(z) − (z)Q(z) and; in addition; the origin. The distribution
function  has a jump of magnitude k =−k at zk ; where k is the residue of F(z) (see (6:20))
at zk . The origin is a point of continuity.
7. For further reading
[1{7,9{20,22{34,36{42] [43{45,48{51,54,56{65,67{71,73{77,79,81{83,85{91,93,94] [96,97,99{
104]
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