Abstract. We introduce several properties of forcing notions which imply that their λ-support iterations are λ-proper. Our methods and techniques refine those studied in [10] , [8] , [7] and [6] , covering some new forcing notions (though the exact relation of the new properties to the old ones remains undecided).
Introduction
Since the beginning of 1980s it has been known that the theory of proper forcing does not admit naive generalization to the context of larger cardinals and iterations with larger supports. The evidence of that was given already in Shelah [11] (see [12 , Appendix 3.6(2)]). It seems that the first steps towards developing the theory of forcing iterated with uncountable supports were done in Shelah [14] , [15] , but the properties introduced there were aimed at situations when we do not want to add new subsets of λ (corresponding to the case of no new reals in CS iterations of proper forcing notions). Later Ros lanowski and Shelah [10] introduced an iterable property called properness over semi-diamonds and then Eisworth [2] proposed an iterable relative of it. These properties work nicely for λ-support iterations (where λ = λ <λ is essentially arbitrary) and forcings adding new subsets of λ, but the price to pay is that many natural examples are not covered. If we restrict ourselves to inaccessible λ, then the properties given by Ros lanowski and Shelah [8, 7, 6] may occur useful. Those papers give both iteration theorems and new examples of forcing notions for which the theorems apply.
In the present paper we further advance the theory and we give results applicable to both the case of inaccessible λ as well as those working for successor cardinals. The tools developed here may be treated as yet another step towards comparing and contrasting the structure of λ λ with that of ω ω. That line of research already has received some attention in the literature (see e.g., Cummings and Shelah [1] , Shelah and Spasojević [16] or Zapletal [17] ). Also with better iteration theorems one may hope for further generalizations of Ros lanowski and Shelah [9] to the context of uncountable cardinals. (Initial steps in the latter direction were presented in Ros lanowski and Shelah [8] .) However, while we do give some examples of forcing notions to which our properties apply, we concentrate on the development of the theory of forcing leaving the real applications for further investigations. The need for the development of such general theory was indirectly stated by Hytinnen and Rautila in [3] , where they commented:
Our proof is longer than the one in [5] partly because we are not able to utilize the general theory of proper forcing, especially the iteration lemma, but we have to prove everything "from scratch". We believe that the present paper brings us substantially closer to the right general iteration theorems for iterations with uncountable supports.
In the first section we introduce Dℓ-parameters (which will play an important role in our definitions) and a slight generalization of the B-bounding property from [7] . We also define a canonical example for testing usefulness of our iteration theorems: the forcing QĒ E in which conditions are complete λ-trees in which along each λ-branch the set of splittings forms a set from a filter E (and the splitting at ν is into a set from a filter E ν on λ). The main result of the first section (Theorem 1.10) says that we may iterate with λ-supports forcing notions QĒ E , provided λ is inaccessible and E is always the same and has some additional properties.
If we want to iterate forcing notions like QĒ E but with different E on each coordinate (when the result of the first section is not applicable), we may decide to use very orthogonal filters. Section 2 presents an iteration theorem 2.6 which is tailored for such situation. Also here we need the assumption that λ is inaccessible.
The following section introduces B-noble forcing notions and the iteration theorem 3.3 for them. The main gain here is that it allows us to iterate (with λ-supports) forcing notions like QĒ E even if λ is not inaccessible. The fourth section gives more examples of forcing notions and shows a possible application. In Corollary 4.5 we substantially improve a result from [7] showing that dominating numbers associated with different filters may be distinct even if λ is a successor.
The fifth section shows that some of closely related forcing notions may have different properties. Section 6 presents yet another property that is useful in λ-support iterations (for inaccessible λ): reasonably merry forcing notions. This property has the flavour of putting together being B-bounding (of [7] ) with being fuzzy proper (of [8] ). We also give an example of a forcing notion which is reasonably merry but which was not covered by earlier properties. We conclude the paper with a section listing open problems.
This research is a natural continuation of papers mentioned earlier ( [14] , [15] , [10] , [8] , [7] and [6] ). All our iteration proofs are based on trees of conditions and the arguments are similar to those from the earlier works. While we tried to make this presentation self-contained, the reader familiar with the previous papers will definitely find the proofs presented here easier to follow (as several technical aspects do re-occur). 0.1. Notation. Our notation is rather standard and compatible with that of classical textbooks (like Jech [4] ). In forcing we keep the older convention that a stronger condition is the larger one.
(1) Ordinal numbers will be denoted be the lower case initial letters of the Greek alphabet (α, β, γ, δ . . .) and also by i, j (with possible sub-and superscripts). Cardinal numbers will be called κ, λ, µ; λ will be always assumed to be a regular uncountable cardinal such that λ <λ = λ (we may forget to mention this).
(2) We will consider several games of two players. One player will be called Generic or Complete or just COM , and we will refer to this player as "she". Her opponent will be called Antigeneric or Incomplete or just INC and will be referred to as "he". (3) For a forcing notion P, almost all P-names for objects in the extension via P will be denoted with a tilde below (e.g., τ , X ). There will be some exceptions to this rule, however. Γ P will stand for the canonical P-name for the generic filter in P. Also some normal filters generated in the extension from objects in the ground model will be denoted by D, D P or D [P] . The weakest element of P will be denoted by ∅ P (and we will always assume that there is one, and that there is no other condition equivalent to it). All forcing notions under considerations are assumed to be atomless.
By "λ-support iterations" we mean iterations in which domains of conditions are of size ≤ λ. However, on some occasions we will pretend that conditions in a λ-support iterationQ = P ζ , Q ζ : ζ < ζ * are total functions on ζ * and for p ∈ lim(Q) and α ∈ ζ * \ dom(p) we will let p(α) = ∅ Q α . (4) For two sequences η, ν we write ν⊳η whenever ν is a proper initial segment of η, and ν η when either ν⊳η or ν = η. The length of a sequence η is denoted by lh(η). (5) A tree is a ⊳-downward closed set of sequences. A complete λ-tree is a tree T ⊆ <λ λ such that every ⊳-chain of size less than λ has an ⊳-bound in T and for each η ∈ T there is ν ∈ T such that η⊳ν.
Let T be a λ-tree. For η ∈ T we let succ T (η) = {α < λ : η ⌢ α ∈ T } and (T ) η = {ν ∈ T : ν⊳η or η ν}.
We also let root(T ) be the shortest η ∈ T such that |succ T (η)| > 1 and lim λ (T ) = {η ∈ λ λ : (∀α < λ)(η↾α ∈ T )}.
Background on trees of conditions.
Definition 0.1. Let P be a forcing notion.
(1) For a condition r ∈ P, let λ 0 (P, r) be the following game of two players, Complete and Incomplete:
the game lasts at most λ moves and during a play the players construct a sequence (p i , q i ) : i < λ of pairs of conditions from P in such a way that (∀j < i < λ)(r ≤ p j ≤ q j ≤ p i ) and at the stage i < λ of the game, first Incomplete chooses p i and then Complete chooses q i . Complete wins if and only if for every i < λ there are legal moves for both players. (2) We say that the forcing notion P is strategically (<λ)-complete if Complete has a winning strategy in the game λ 0 (P, r) for each condition r ∈ P. (3) Let N ≺ (H(χ), ∈, < * χ ) be a model such that <λ N ⊆ N , |N | = λ and P ∈ N . We say that a condition p ∈ P is (N, P)-generic in the standard sense (or just: (N, P)-generic) if for every P-name τ ∈ N for an ordinal we have p " τ ∈ N ". (4) P is λ-proper in the standard sense (or just: λ-proper ) if there is x ∈ H(χ)
such that for every model N ≺ (H(χ), ∈, < * χ ) satisfying <λ N ⊆ N, |N | = λ and P, x ∈ N, and every condition q ∈ N ∩ P there is an (N, P)-generic condition p ∈ P stronger than q. (1) Let γ be an ordinal, ∅ = w ⊆ γ. A (w, 1)
γ -tree is a pair T = (T, rk) such that • rk : T −→ w ∪ {γ}, • if t ∈ T and rk(t) = ε, then t is a sequence (t) ζ : ζ ∈ w ∩ ε , • (T, ⊳) is a tree with root and • if t ∈ T , then there is t ′ ∈ T such that t t ′ and rk(t ′ ) = γ. (2) If, additionally, T = (T, rk) is such that every chain in T has a ⊳-upper bound it T , we will call it a standard (w, 1) γ -tree We will keep the convention that T
tree of conditions in
Q is a systemp = p t : t ∈ T such that • (T, rk) is a (w, 1) γ -tree for some w ⊆ γ, • p t ∈ P rk(t) for t ∈ T , and Proposition 0.3. Assume thatQ = P i , Q i : i < γ is a λ-support iteration such that for all i < γ we have
Pi " Q i is strategically (<λ)-complete ". Suppose thatp = p t : t ∈ T is a tree of conditions inQ, |T | < λ, and I ⊆ P γ is open dense. Then there is a tree of conditionsq = q t : t ∈ T such thatp ≤q and (∀t ∈ T )(rk(t) = γ ⇒ q t ∈ I).
Proof. This is essentially [8, Proposition A.1.9] and the proof there applies here without changes.
Dℓ-parameters
In this section we introduce Dℓ-parameters and we use them to get a possible slight improvement of [7, Theorem 3 .1] (in Theorem 1.10). We also define our canonical testing forcing QĒ E to which this result can be applied.
(2) For a function f ∈ λ λ and a pre-Dℓ-parameter p = (P , S, D) we let set p (f ) = {δ ∈ S : f ↾δ ∈ P δ }.
(3) We say that a pre-Dℓ-parameter
(1) If λ is strongly inaccessible, D is the filter generated by club subsets of λ and P δ = δ δ,P = P δ : δ < λ , then (P , λ, D) is a Dℓ-parameter on λ.
(2) ♦ + λ is a statement asserting existence of a Dℓ-parameter with the filter generated by clubs of λ. (3) ♦ λ implies the existence of a Dℓ-parameter (P , S, D) such that |P δ | = |δ|. (4) For more instances of the existence of Dℓ-parameters we refer the reader to Shelah [13, §3] . Definition 1.3. Let p be a pre-Dℓ-parameter on λ and Q be a forcing notion not collapsing λ. In V Q we define
Remark 1.4. If Q is a strategically (<λ)-complete forcing notion and D is a (proper) normal filter on λ, then in V Q the normal filter on λ generated by D ∩ V is also a proper filter. Abusing notation, we will denote this filter by
can be larger, but it is still a proper filter, provided p is a Dℓ-parameter.
Proof. Assume that p ∈ Q and Ã δ is a Q-names for an element of D ∩ V and f δ is a Q-name for an element of λ λ (for δ < λ). Using the strategic completeness of Q build a sequence p δ , A δ , f δ : δ < λ such that for each δ < λ:
Since p is a Dℓ-parameter, we know that
Proof. We may find an increasing continuous sequence α δ : δ < λ ⊆ λ and a bijection f :
Let C λ 0 be a forcing notion consisting of all pairs (α, f ) such that α < λ and f ∈ β<α (β + 1) ordered by the extension (so
Thus it is a (<λ)-complete forcing notion which is an incarnation of the λ-Cohen forcing notion.
Proof. Let f be the canonical C λ 0 -name for the generic function in
and we are going to argue
+ . To this end, suppose that p ∈ C λ 0 and Ã δ is a C λ 0 -name for an element of D ∩ V (for δ < λ). By induction on ξ < λ choose α ξ , B ξ ,p ξ : ξ < λ so that (α) α ξ : ξ < λ is an increasing continuous sequence of ordinals below λ,
(Remember that λ is inaccessible, so ζ<ξ (α ζ + 1) < λ for each ξ.) Next, consider
Definition 1.8. Let p = (P , S, D) be a Dℓ-parameter on λ, Q be a strategically (<λ)-complete forcing notion.
(1) For a condition p ∈ Q we define a game rcB p (p, Q) between two players, Generic and Antigeneric, as follows. A play of rcB p (p, Q) lasts λ steps and during a play a sequence
is constructed. Suppose that the players have arrived to a stage α < λ of the game. Now, (ℵ) α first Generic chooses a set I α of cardinality < λ and a system p α t : t ∈ I α of conditions from Q, ( ) α then Antigeneric answers by picking a system q α t : t ∈ I α of conditions from Q such that (∀t ∈ I α )(p p rcB there is a condition p * ∈ Q stronger than p and such that In a similar fashion we may also modify the property of being nicely double b-bounding (see [6, Definition 2.9(2),(4)]) and get the parallel iteration theorem.
Theorem 1.10. Assume that
(1) λ is a strongly inaccessible cardinal and p is a Dℓ-parameter on λ,
Proof. The proof is essentially the same as that of [7, Theorem 3 .1] with a small modification at the end (in Claim 2.5.1 there); compare with the proof of Theorem 2.6 here and specifically with 2.6.1. Definition 1.11. LetĒ = E ν : ν ∈ <λ λ be a system of (<λ)-complete nonprincipal filters on λ and let E be a normal filter on λ. We define a forcing notion QĒ E as follows. A condition p in QĒ E is a complete λ-tree p ⊆ <λ λ such that
• for every ν ∈ p, either |succ p (ν)| = 1 or succ p (ν) ∈ E ν , and • for every η ∈ lim λ (p) the set {α < λ : succ p (η↾α) ∈ E η↾α } belongs to E.
The order ≤=≤ QĒ E is the reverse inclusion: p ≤ q if and only if (p, q ∈ QĒ E and ) q ⊆ p. Proposition 1.12. Assume thatĒ, E are as in 1.11 . Let p = (P , S, D) be a Dℓ-parameter on λ such that λ \ S ∈ E.
Proof.
(1) Should be clear.
(2) Let p ∈ QĒ E . We are going to describe a strategy st for Generic in rcB p (p, QĒ E ). In the course of the play, Generic constructs aside a sequence T ξ : ξ < λ so that if I ξ , p ξ t , q ξ t : t ∈ I ξ : ξ < λ is the sequence formed by the innings of the two players, then the following conditions are satisfied.
Conditions (a)-(d) fully describe the strategy st. Let us argue that it is a winning strategy and to this end suppose that I ξ , p ξ t , q ξ t : t ∈ I ξ : ξ < λ is a play of rcB p (p, QĒ E ) in which Generic uses st and constructs aside the sequence
Suppose now that η ∈ lim λ (p * ) and for ξ < λ let
It follows from our assumptions that B ∈ E. For each α ∈ B we know that succ T ξ (η↾α) ∈ E η↾α for ξ < α and
so Generic won the play.
To this end suppose that p ∈ QĒ E and Ã ξ (for ξ < λ) are QĒ E -names for elements of D. Let st be the winning strategy of Generic in rcB p (p, QĒ E ) described in part (2) above. Consider a play I ξ , p ξ t , q ξ t : t ∈ I ξ : ξ < λ of rcB p (p, QĒ E ) in which ( * ) 1 Generic follows st and constructs aside a sequence T ξ : ξ < λ , ( * ) 2 Antigeneric plays so that at a stage ξ < λ he picks a set B ξ ∈ D and conditions q ξ t (for t ∈ I ξ ) such that
Let p * = ξ<λ T ξ be the condition determined at the end of part (2) and let B = △ ξ<λ B ξ . Choose an increasing continuous sequence γ ξ : ξ < λ ⊆ λ and a complete λ-tree T ⊆ p * such that for every ξ < λ we have
(The choice can be done by induction on ξ; remember p is a Dℓ-parameter and λ is assumed to be inaccessible.) Pick a limit ordinal ξ ∈ B ∩ S such that ξ = γ ξ . Since
Iterations with lords
Theorem 1.10 can be used for λ-support iteration of forcing notions QĒ E when on each coordinate we have the same filter E. But if we want to use different filters on various coordinates we have serious problems. However, if we move to the other extreme: having very orthogonal filters we may use a different approach to argue that the limit of the iteration is λ-proper. Definition 2.1.
(1) A forcing notion with λ-complete (κ, µ)-purity is a triple (Q, ≤, ≤ pr ) such that ≤, ≤ pr are transitive reflexive (binary) relations on Q such that (a) ≤ pr ⊆ ≤, (b) both (Q, ≤) and (Q, ≤ pr ) are strategically (<λ)-complete, (c) for every p ∈ Q and a (Q, ≤)-name τ for an ordinal below κ, there are a set A of size less than µ and a condition q ∈ Q such that p ≤ pr q and q forces (in (Q, ≤)) that "τ ∈ A". (2) If (Q, ≤, ≤ pr ) is a forcing notion with λ-complete (κ, µ)-purity for every κ, then we say that it has λ-complete ( * , µ)-purity. (3) If (Q, ≤, ≤ pr ) is a forcing notion with λ-complete (κ, µ)-purity, then all our forcing terms (like "forces", "name" etc) refer to (Q, ≤). The relation ≤ pr has an auxiliary character only and if we want to refer to it we add "purely" (so "stronger" refers to ≤ and "purely stronger" refers to ≤ pr ).
Definition 2.2. Let Q = (Q, ≤, ≤ pr ) be a forcing notion with λ-complete ( * , λ + )-purity, p = (P , S, D) be a Dℓ-parameter on λ, U be a normal filter on λ and µ = µ α : α < λ be a sequence of cardinals below λ.
(1) For a condition p ∈ Q we define a game t ∈ Q (for t ∈ µ α ) such that for each t ∈ µ α :
• p α t ≤ q α t , and
At the end, Generic wins the play ℓ α , p α t , q α t : t ∈ µ α : α < λ if and only if either {α < λ : ℓ α = 1} / ∈ U, or (⊛) p pr there is a condition p * ∈ Q stronger than p and such
(2) We say that the forcing notion Q (with λ-complete ( * , λ + )-purity) is purely B * -bounding over U, p,μ if for any p ∈ Q, Generic has a winning strategy in the game pr U ,p,μ (p, Q). Observation 2.3. AssumeĒ, E are as in 1.11 . For p, q ∈ QĒ E let p ≤ pr q mean that p ≤ q and root(p) = root(q). Then (1) (QĒ E , ≤, ≤ pr ) is a forcing notion with λ-complete ( * , λ
Proof. Let p ∈ QĒ E and let st be the strategy described in the proof of 1.12(2) with a small modification that some dummy (non-active) elements of I ξ are added to ensure |I ξ | = µ ξ . We are going to show that st is a winning strategy for Generic in pr E,p,μ (p, QĒ E ). To this end suppose that ℓ ξ , p ξ t , q ξ t : t ∈ I ξ : ξ < λ is a play of pr E,p,μ (p, QĒ E ) in which Generic follows st (we identify I ξ with |I ξ | = µ ξ ) and T ξ : ξ < λ is the sequence of side objects constructed in the course of the play. Assume A = {ξ < λ : ℓ ξ = 1} ∈ E (otherwise Generic wins by default). Like in 1.12(2), put
Exactly as in 1.12(2) we justify that p * witnesses (⊛)
p = p t : t ∈ T is a standard tree of conditions in P γ , and (7) τ is a P γ -name for an ordinal. Then there are a set A of size λ and a standard tree of conditionsq = q t : t ∈ T ⊆ P γ such that (a) ∀t ∈ T rk(t) = γ ⇒ q t τ ∈ A , and
Proof. Let us start with the following observation.
Claim 2.5.1. If p ∈ P γ then there are a set A 0 of size λ and a condition q ≥ p such that q Pγ τ ∈ A 0 and q↾α
Proof of the Claim. Let us look at P γ as the result of 3 stage composition P α0 * Q α0 * P (α0+1),γ , where P (α0+1),γ is a P α0+1 -name for the following forcing notion. The set of conditions in P (α0+1),γ is {r↾(α 0 , γ) : r ∈ P γ } (so it belongs to V); the order of P (α0+1),γ is such that if G α0+1 ⊆ P α0+1 is generic over V, then
and then choose a P α0 -name Ã * for a subset of P (α0+1),γ × ON and a P α0 -name q(α 0 ) for a condition in Q α0 such that
Since P α0 is λ-proper, we may choose a set A + ⊆ P (α0+1),γ × ON of size λ and a condition q↾α 0 ≥ p↾α 0 such that q↾α 0 Ã * ⊆ A + . Then
Fix an enumeration t ζ : ζ ≤ ζ * of {t ∈ T : rk(t) = ζ} (so ζ * < λ). For each α ∈ γ \ {α 0 } fix a P α -name st 
The choice is possible by (iv)+(v), and since we pick "the < * χ -first names" we easily see thatp ′ is a standard tree of conditions. Now we use 2.5.1 to find a set A ζ of size λ and a condition p
Next, for each t ∈ T we let p
T is a standard tree of conditions satisfying the relevant parts of the demands in (ii)-(v). Now we choose a tree of conditionsq ζ = q ζ t : t ∈ T so that the requirements of (iv)+(v) hold (for this we proceed like in (vi)-(viii) above).
After the construction is carried out we note thatq ζ * and A ζ * are as required in the assertion of the lemma.
is a Dℓ-parameter on λ, and (2)Q = P α , Q α : α < γ is a λ-support iteration, (3) Ũ α is a P α -name for a normal filter on λ (for α < γ), (4) A α,β ⊆ λ is such that Pα A α,β ∈ Ũ α and P β λ \ A α,β ∈ Ũ β (for α < β < γ), and (5) for every α < γ,
Proof. The arguments follow closely the lines of the arguments for [7, Thm. 3.1, 3.2] and [6, Thm. 2.12]. The proof is by induction on γ, so assume that we know also that each P α is λ-proper for α < λ.
By induction on δ < λ we will choose 
( * ) 9 α δ ∈ w δ (α δ will be called the lord of stage δ) and
P ξ " the conditions p δ * ,t0 (ξ), p δ * ,t1 (ξ) are incompatible ". ( * ) 13 Z δ is a set of ordinals, |Z δ | = λ and for each t ∈ T δ with rk δ (t) = γ we have q
First we fix an increasing continuous sequence w α : α < λ of subsets of N ∩ γ such that the relevant demands in ( * ) 1 are satisfied. Now, suppose that we have arrived to a stage δ < λ of the construction and all objects listed in (⊗) a α and relevant cases of (⊗) b α (see ( * ) 0 ) have been determined for α < δ. To ensure ( * ) 0 , all choices below are made in N (e.g., each time we choose an object with some properties, we pick the < * χ -first such object). If δ is a successor ordinal and ξ ∈ w δ \ w δ−1 , then we let st ξ ∈ N be a P ξ -name for a winning strategy of Generic in pr Ũ ξ ,p,μ (r δ−1 (ξ), Q ξ ). We also put ℓ α,ξ = 0 for all α < δ and we pickp α,ξ ,q α,ξ (for α < δ) so that the suitable parts of ( * ) 7 + ( * ) 8 at ξ are satisfied.
Clause ( * ) 4 fully describes T δ . Now we choose the lord of stage δ. If for some β ∈ w δ we have
then α δ is equal to this β (note that there is at most one β ∈ w δ with the required property). Otherwise we let α δ = 0. Then we put ℓ δ,α δ = 1 and ℓ δ,ξ = 0 for all ξ ∈ w δ \ {α δ }. Next, for each ξ ∈ w δ we choose a P ξ -namep δ,ξ such that
(Note that for each ε 0 < ε 1 < µ δ and ξ ∈ w δ we have P ξ " conditionsp δ,ξ (ε 0 ),p δ,ξ (ε 1 ) are incompatible".) After this we may choose a tree of conditionsp
Using Lemma 2.5 we may pick a tree of conditionsq δ * = q δ * ,t : t ∈ T δ and a set Z δ of ordinals such that
Hence we have no problems with finding P ξ -namesq δ,ξ (for ξ ∈ w δ ) such that
is an upper bound of {r α (ξ) : α < δ} ∪ {p(ξ)} and if t ∈ T δ , rk δ (t) > ξ, and q δ * ,t ↾ξ ∈ Γ P ξ and the set {r α (ξ) : α < δ} ∪ {q δ * ,t (ξ), p(ξ)} has an upper bound in Q ξ , then r − δ (ξ) is such an upper bound ", and r δ (ξ) is the < * χ -first P ξ -name for an element of Q ξ such that r δ ↾ξ P ξ " r δ (ξ) is given to Complete by st After completing all λ stages of the construction, for each ξ ∈ N ∩ γ we look at the sequence ℓ δ,ξ ,p δ,ξ ,q δ,ξ : δ < λ . For δ < λ such that ξ ∈ w δ let
and for δ < λ such that ξ / ∈ w δ put B ξ δ = λ. It follows from our assumptions that P ξ (∀δ < λ)(B ξ δ ∈ Ũ ξ ) and thus also P ξ △ α<λ B ξ α ∈ Ũ ξ . Note that if δ is a limit ordinal, ξ ∈ w δ and δ ∈ △ α<λ B ξ α , then also δ ∈ B ξ δ and hence ξ = α δ (remember ( * ) 9 ) and ℓ δ,ξ = 1 (by ( * ) 10 ). Consequently for each ξ ∈ N ∩ γ P ξ " {δ < λ : ℓ δ,ξ = 1} ∈ Ũ ξ ". Therefore, for every ξ ∈ N ∩ γ we may pick a P ξ -name q(ξ) for a condition in Q ξ such that
Claim 2.6.1. For each limit ordinal δ < λ,
Proof of the Claim. The proof is essentially the same as that for [7, Claim 3.1] , however for the sake of completeness we will present it fully. Suppose that r ≥ q and a limit ordinal δ < λ are such that
For each ζ < γ fix a P ζ -name st * ζ for a winning strategy of Complete in λ 0 (Q ζ , r(ζ)) such that as long as Incomplete plays r(ζ), Complete answers with r(ζ) as well.
We are going to show that there is t ∈ T δ such that rk δ (t) = γ and the conditions q δ * ,t and r are compatible. Let ε α : α ≤ α * = w δ ∪ {γ} be the increasing enumeration. By induction on α ≤ α * we will choose conditions r * α , r * * α ∈ P εα and t = (t) εα : α < α * ∈ T δ such that letting t
) in which Complete uses her winning strategy st * ζ ". Suppose that α ≤ α * is a limit ordinal and we have already defined t α • = (t) ε β : β < α and r * β , r * * β : β < α . Let ξ = sup(ε β : β < α). It follows from (⊞) c that we may find a condition r * α ∈ P εα such that r * α ↾ξ ∈ P ξ is stronger than all r * * β (for β < α) and also r *
) and therefore we may use ( * ) 14 to conclude that
Finally we let r * * α ∈ P εα be a condition such that for each ζ < ε α r * * α ↾ζ P ζ " r * * α (ζ) is given to Generic by st * ζ as the answer to r * β (ζ), r * * β (ζ) : β < ζ ⌢ r * α (ζ) ". Now suppose that α = β + 1 ≤ α * and we have already defined r * β , r * * β ∈ P ε β and t β • ∈ T δ . It follows from the choice of q and (
Therefore we may choose ε = (t) ε β < µ δ (thus defining t α • ) and a condition r * α ∈ P εα such that
• r * *
• r * α ↾(ε β , ε α ) = r↾(ε β , ε α ). Exactly like in the limit case we argue that r * α has the desired properties and then in the same manner as there we define r * * α . We finish the proof of the claim noting that t = t α *
• ∈ T δ and the condition r * α * are such that r * α * ≥ r and r * α * ≥ q δ * ,t . Let us use 2.6.1 to argue that q is (N, P γ )-generic. To this end suppose τ ∈ N is a P γ -name for an ordinal, say τ = τ α , α < λ, and let q ′ ≥ q. Since P γ is strategically (<λ)-complete we may build an increasing sequence q ′ i : i < λ of conditions above
) and therefore, by 2.6.1,
Remark 2.7. Naturally, we want to apply Theorem 2.6 to γ = λ ++ in a model where 2 λ = λ + , so one may ask if the assumptions (3) + (4) of 2.6 can be satisfied in such an universe. But they are not so unusual: suppose that we start with
The order is the inclusion. Plainly, C 
Noble iterations
The iteration theorems 1.10 and 2.6 have one common drawback: they assume that λ is strongly inaccessible. In this section we introduce a property slightly stronger than being B-bounding over p and we show the corresponding iteration theorem. The main gain is that the only assumption on λ is λ = λ <λ .
Definition 3.1. Let Q = (Q, ≤) be a forcing notion and p = (P , λ, D) be a Dℓ-parameter on λ.
(1) For a condition p ∈ Q we define a game B+ p (p, Q) between two players, Generic and Antigeneric, as follows. A play of B+ p (p, Q) lasts λ steps during which the players construct a sequence f α , X α ,p α ,q α : α < λ such that (a) f α : α −→ Q and f β ⊆ f α for β < α, (b) X α ⊆ P α and for every η ∈ X α the sequence f α η(ξ) : ξ < α ⊆ Q has an upper bound in Q and if η 0 , η 1 ∈ X α are distinct, then for some ξ < α the conditions f α η 0 (ξ) , f α η 1 (ξ) are incompatible, (c)p α = p η α : η ∈ X α ⊆ Q is a system of conditions in Q such that
The choices of the objects listed above are done so that at stage α < λ of the play: (ℵ) α first Generic picks a function f α : α −→ Q with the property described in (a) above (so if α is limit, then f α = β<α f β ). She also chooses X α , p α satisfying the demands of (b)+(c) (note that X α could be empty).
A forcing notion Q is B-noble over p if it is strategically (<λ)-complete and for every p ∈ Q, Generic has a winning strategy in the game B+ p (p, Q). Note that in the above definition we assumed thatP = P δ : δ < λ . This was caused only to simplify description of the game -if the domain ofP is S ∈ D, then we may extend it on λ in some trivial way without changing the resulting properties. (1) λ = λ <λ and p = (P , λ, D) is a Dℓ-parameter on λ, and (2)Q = P ξ , Q ξ : ξ < γ is a λ-support iteration such that for every ξ < γ,
for each P γ -name τ for a function from λ to V and a condition p ∈ P γ there are q ∈ P γ and A α : α < λ such that |A α | < λ (for α < λ) and q ≥ p and
•N is an increasing continuous sequence of elementary submodels of N , •ᾱ is an increasing continuous sequence of ordinals below λ,
. Put w δ = N δ ∩ γ and for each ξ < γ let st 0 ξ be the < * χ -first P ξ -name for a winning strategy of Complete in λ 0 (Q ξ , ∅ Q ξ ) such that it instructs Complete to play ∅ Q ξ as long as her opponent plays ∅ Q ξ . We also assume that whenever possible, ∅ Q ξ is the < * χ -first name for the answer by st 0 ξ to a particular sequence of names. Note that st 0 ξ : ξ < γ ∈ N 0 . By induction on δ < λ we will construct
so that the following conditions ( * ) 0 -( * ) 16 are satisfied. ( * ) 0 Objects listed in (⊗) δ form the < * χ -first tuple with the properties described in ( * ) 1 -( * ) 16 below. Consequently, the sequence objects listed in (⊗) ε : ε < δ is definable fromN ↾ sup(α ε+1 : ε < δ),ᾱ↾δ,Q, p, p (in the language L(∈, < * χ )), so if δ = α δ is limit, then this sequence belongs to N δ+1 . Also, objects listed in (⊗) δ are known after stage δ (and they all belong to N ).
and if ξ ∈ w δ+1 \w δ , then st ξ is the < * χ -first P ξ -name for a winning strategy of Generic in B+ p (r δ (ξ), Q ξ ). (And for ξ ∈ w 0 , st ξ is the < * χ -first P ξ -name for a winning strategy of Generic in
and for each ξ ∈ dom(p δ t ) \ w δ : p δ t ↾ξ P ξ " if the set {r ε (ξ) : ε < δ} ∪ {p(ξ)} has an upper bound in Q ξ , then p δ t (ξ) is such an upper bound ". ( * ) 7 If ξ ∈ w β+1 \ w β , β < δ, then P ξ " f ε,ξ , X ε,ξ ,p ε,ξ ,q ε,ξ : ε < δ is a partial play of
and q δ t ↾ξ ≤ q ∈ P ξ , r δ ↾ξ ≤ q, then q P ξ " if the set {r α (ξ) : α < δ} ∪ {q δ t (ξ), p(ξ)} has an upper bound in Q ξ , then r − δ (ξ) is such an upper bound ". The demands ( * ) 9 -( * ) 16 formulated below are required only if δ = α δ is a limit ordinal.
( 10 If ζ, ξ ∈ w δ ∪ {γ}, ζ < ξ and t ∈ T δ , rk δ (t) = ζ, then p δ,ζ t ≤ p δ,ξ t . ( * ) 11 If t ∈ T δ , rk δ (t) = ξ ∈ w δ , then
• either p δ,ξ t P ξ "X δ,ξ = X t " for some non-empty set X t ⊆ P δ and then X t = {(s) ξ : t⊳s ∈ T δ }, • or p δ,ξ t P ξ "X δ,ξ = ∅" and then { * } = {(s) ξ : t⊳s ∈ T δ }. ( * ) 12 If s ∈ T δ , rk δ (s) = ζ, ξ ∈ w δ ∩ ζ and (s) ξ = * , then
, and • if ζ is limit, then p δ,β : β ∈ w δ ∩ ξ ∈ N δ+ζ+1 , and ift = t i : i < i * ∈ N δ+ζ+1 is a ⊳-chain in {t ∈ T δ : rk δ (t) < ξ} with sup(rk δ (t i ) : i < i * ) = ξ, thent has a ⊳-bound in T δ . ( * ) 14 If t ∈ T δ , ξ ∈ w δ ∩ rk δ (t) and (t) ξ = * , then
( * ) 15 If t 0 , t 1 ∈ T δ , rk δ (t 0 ) = rk δ (t 1 ) and ξ ∈ w δ ∩ rk δ (t 0 ), t 0 ↾ξ = t 1 ↾ξ but t 0 ξ = t 1 ξ , then p δ t0↾ξ
( * ) 16 If τ ∈ N δ is a P γ -name for an ordinal and t ∈ T δ satisfies rk δ (t) = γ, then the condition q δ t forces a value to τ . The rule ( * ) 0 (and conditions ( * ) 1 -( * ) 16 ) actually fully determines our objects, but we should argue that at each stage there exist objects with properties listed in ( * ) 1 -( * ) 16 .
Suppose we have arrived to a stage δ < λ of the construction and all objects listed in (⊗) β for β < δ have been determined so that all relevant demands are satisfied, in particular the sequence objects listed in (⊗) ε : ε < δ is definable fromN ↾ sup(α ε+1 : ε < δ),ᾱ↾δ,Q, p, p.
If δ is a successor ordinal and ξ ∈ w δ \ w δ−1 , then we let st ξ be the < * χ -first P ξ -name for a winning strategy of Generic in B+ p (r δ−1 (ξ), Q ξ ). We also pick the < * χ -first sequence f ε,ξ , X ε,ξ ,p ε,ξ ,q ε,ξ : ε < δ so that ( * ) 7 is satisfied. Then assuming that δ is not limit or δ = α δ we may find objects listed in (⊗) δ so that the demands in ( * ) 1 -( * ) 8 are satisfied and |{t ∈ T δ : rk δ (t) = γ}| = 1.
So suppose now that δ = α δ is a limit ordinal. For each ξ ∈ w δ we let f δ,ξ be the < * χ -first P ξ -name such that P ξ "f δ,ξ = α<δ f α,ξ ", and X δ,ξ ,p δ,ξ be the < * χ -first P ξ -names such that P ξ " f δ,ξ , X δ,ξ ,p δ,ξ are given to Generic by st ξ as the answer to f ε,ξ , X ε,ξ ,p ε,ξ ,q ε,ξ : ε < δ ".
Note that
Now by induction on ξ ∈ w δ ∪ {γ} we will choose {t ∈ T δ : rk δ (t) ≤ ξ} andp δ,ξ and auxiliary objectsp * ,ξ so that, in addition to demands ( * ) 9 -( * ) 13 we also have:
and dom(p * ,ξ t ) ⊇ dom(p) ∪ ε<δ dom(r ε ) ∪ w δ ∩ rk δ (t) whenever t ∈ T δ , rk δ (t) ≤ ξ, and ( * ) 18 if ξ 0 < ξ 1 are from w δ ∪ {γ}, t ∈ T δ , rk δ (t) = ξ 0 , then p To take care of clause ( * ) 13 , each time we pick an object, we choose the < * χ -first one with the respective property. Case 1: otp(w δ ∩ ξ) = ζ + 1 is a successor ordinal. Let ξ 0 ∈ w δ be such that ξ = min w δ ∪ {γ} \ (ξ 0 + 1) and suppose that we have defined T * = {t ∈ T δ : rk δ (t) ≤ ξ 0 } andp * ,ξ0 ,p δ,ξ0 satisfying the relevant demands of ( * ) 9 -( * ) 19 . Let t ∈ T * be such that rk δ (t) = ξ 0 . It follows from ( * ) 11 that either p δ,ξ0 t "X δ,ξ0 = ∅" or p δ,ξ0 t "X δ,ξ0 = X t " for some non-empty set X t ⊆ P δ . In the former case stipulate X t = { * }. Note that necessarily X t ⊆ N δ+1 and X t ∈ N δ+ζ+2 (remember ( * ) 13 ). We declare that
Plainly, |{t ∈ T δ : rk δ (t) ≤ ξ}| < λ and even {t ∈ T δ : rk δ (t) ≤ ξ} ⊆ N δ+ζ+1 and {t ∈ T δ : rk δ (t) ≤ ξ} ∈ N δ+ζ+2 (again, by ( * ) 13 ). Choose a tree of conditions : t ∈ T δ & rk δ (t) ≤ ξ such thatp + ≤p * ,ξ and
• if ξ < γ, t ∈ T δ , rk δ (t) = ξ, then either p * ,ξ t X δ,ξ = ∅ or for some non-empty set X t ⊆ P δ we have p * ,ξ t X δ,ξ = X t . (Again, by our rule of picking "the < * χ -first",p * ,ξ ∈ N δ+ζ+2 .) Then we choose a tree of conditionsp δ,ξ = p δ,ξ t : t ∈ T δ & rk δ (t) ≤ ξ so thatp * ,ξ ≤p δ,ξ and for every t ∈ T δ with rk δ (t) = ξ we have dom(p δ,ξ t ) = dom(p * ,ξ t ) and for β ∈ dom(p δ,ξ t ), p δ,ξ t (β) is the < * χ -first P β -name for a condition in Q β such that p δ,ξ t ↾β P β " p δ,ξ t (β) is given to Generic by st 0 β as the answer to p * ,ε t↾ε (β), p δ,ε t↾ε (β) : ε ∈ w δ ∩ ξ ⌢ p * ,ξ t (β) ". Note that, by the rule of picking "the < * χ -first",p δ,ξ ∈ N δ+ζ+2 . It should be also clear thatp * ,ξ ,p δ, * satisfy all the relevant demands stated in ( * ) 9 -( * ) 19 .
Case 2: otp(w δ ∩ ξ) = ζ is a limit ordinal. Suppose we have defined {t ∈ T δ : rk δ (t) ≤ ε} andp * ,ε ,p δ,ε for ε ∈ w δ ∩ ξ. By our rule of choosing "the < * χ -first objects", we know that the sequence {t ∈ T δ : rk δ (t) ≤ ε},p * ,ε ,p δ,ε : ε ∈ w δ ∩ ξ belongs to N δ+ζ+1 . We also know that {t ∈ T δ : rk δ (t) < ξ} ⊆ N δ+ζ . Let T + be the set of all limit branches in {t ∈ T δ : rk δ (t) < ξ}, ⊳ , so elements of T + are sequences s = (s) ε : ε ∈ w δ ∩ ξ such that s↾ε = (s) ε ′ : ε ′ ∈ w δ ∩ ε ∈ {t ∈ T δ : rk δ (t) ≤ ε} for ε ∈ w δ ∩ ξ. (Of course,
Due to ( * ) 19 at stages ε ∈ w δ ∩ ξ, we may choose a tree of conditionsp
) and for each β ∈ dom(p + t ) ∩ ξ 0 we have
Then, like in the successor case, we may find a tree of conditionsp
• if ξ < γ, t ∈ T δ , rk δ (t) = ξ, then either p * ,ξ t X δ,ξ = ∅ or for some non-empty set X t ⊆ P δ we have p * ,ξ t
Also like in that case we choosep δ,ξ = p δ,ξ t : t ∈ T δ & rk δ (t) ≤ ξ . Clearly, all relevant demands in ( * ) 9 -( * ) 19 are satisfied.
The last stage of the above construction gives us a tree T δ = {t ∈ T δ : rk δ (t) ≤ γ} and a tree of conditionsp δ,γ =p δ = p δ t : t ∈ T δ . Since T δ ⊆ N δ+otp(w δ )+1 , we know that |T δ | < λ so we may apply Lemma 0.3 to get a tree of conditions q δ = q δ t : t ∈ T δ ≥p δ such that ( * ) 16 is satisfied. Remembering ( * ) 15 , we easily find P ξ -namesq δ,ξ (for ξ ∈ w δ ) such that
So then ( * ) 14 is satisfied. Now we define r − δ , r δ ∈ P γ essentially by ( * ) 1 -( * ) 3 and ( * ) 8 .
After completing all λ stages of the construction, for each ξ ∈ N ∩ γ we look at the sequence f α,ξ , X α,ξ ,p α,ξ ,q α,ξ : α < λ . By ( * ) 7 , it is a P ξ -name for a play of B+ p (r β (ξ), Q ξ ) (where ξ ∈ w β+1 \ w β ) in which Generic uses her winning strategy st ξ . Therefore, for every ξ ∈ N ∩ γ we may pick a P ξ -name q(ξ) for a condition in Q ξ such that
• if ξ ∈ w β+1 \ w β , β < λ (or ξ ∈ w 0 , β = 0), then
This determines a condition q ∈ P γ (with dom(q) = N ∩ γ) and easily (∀β < λ)(p ≤ r β ≤ q) (remember ( * ) 2 ). For each ξ ∈ N ∩ γ fix P ξ+1 -names
Let B be a P γ -name for the set {δ < λ : Γ Pγ ∩ N δ ∈ N δ+1 }. It follows from Lemma
Claim 3.3.1. If α δ = δ is limit, then
Proof of the Claim. Suppose that δ = α δ is a limit ordinal and a condition r ≥ q forces (in P γ ) that ( * ) a 20 δ ∈ B , and ( * )
Passing to a stronger condition if necessary, we may also assume that ( * )
By 3.1(1)(a)+ ( * ) 7 + ( * ) 0 we may choose a sequenceτ = τ (ξ, α) :
Next we choose a sequence t * = (t * ) ξ : ξ ∈ w δ ∈ ξ∈w δ P δ ∪ { * } so that for each ξ ∈ w δ , (t * ) ξ is the < * χ -first member of P δ ∪ { * } satisfying: ( * ) 22 if t = t * ↾ξ = (t * ) ε : ε ∈ w δ ∩ ξ ∈ T δ and (i) for some non-empty set X ⊆ P δ , p δ,ξ t P ξ X = X δ,ξ (remember ( * ) 11 ) and there is η ∈ X such that (ii) ∀α < δ τ (ξ, η(α)) ∈ {r ′ (ξ) :
Note that for every ξ ∈ w δ ∪ {γ} the sequence t * ↾ξ is definable (in L(∈, < * χ )) from p,τ , H δ , w δ , ξ and p δ,ε : ε ∈ w δ ∩ ξ . Consequently, if ξ ∈ w δ ∪ {γ} and ζ = otp(w δ ∩ ξ), then t * ↾ξ ∈ N δ+ζ+1 . Now, by induction on ξ ∈ w δ ∪ {γ} we are going to show that t * ↾ξ ∈ T δ and choose conditions r * ξ , r * * ξ ∈ P ξ such that ( * ) Suppose that otp(w δ ∩ ξ) is a limit ordinal and for ε ∈ w δ ∩ ξ we know that t * ↾ε ∈ T δ and we have defined r * ε , r * * ε . It follows from ( * ) 13 that t * ↾ξ ∈ T δ . Let β = sup(w δ ∩ ξ) ≤ ξ. It follows from ( * ) b 23 that we may find a condition r * ξ ∈ P ξ such that r * ξ ↾β is stronger than all r * * ε (for ε ∈ w δ ∩ ξ) and r * ξ ↾[β, ξ) = r↾[β, ξ). Clearly r↾ξ ≤ r * ξ and also q δ t * ↾ξ ↾β ≤ r * ξ ↾β (remember ( * ) a 23 for ε ∈ w δ ∩ ξ). Now by induction on α ∈ [β, ξ) we argue that q δ t * ↾ξ ↾α ≤ r * ξ ↾α. So suppose that β ≤ α < ξ and we know already that q δ t * ↾ξ ↾α ≤ r * ξ ↾α. It follows from ( * ) 3 + ( * ) 5 + ( * ) 6 that r * ξ ↾α Pα ∀i < δ r i (α) ≤ p δ t * ↾ξ (α) ≤ q δ t * ↾ξ (α) and therefore we may use ( * ) 8 to conclude that
as desired. Finally we define r * * ξ ∈ P ξ essentially by ( * ) b 23 . Now suppose that otp(w δ ∩ ξ) is a successor ordinal and let ξ 0 ∈ w δ ∩ ξ be such that ξ = min (w δ ∪ {γ}) \ (ξ 0 + 1) . Assume we know that t * ↾ξ 0 ∈ T δ and that we have already defined r * ξ0 , r * * ξ0 ∈ P ξ0 . It follows from the choice of q and from ( * )
Thus we may choose r * ∈ P ξ0+1 and η ∈ P δ such that r * * ξ0 ≤ r * ↾ξ 0 , r * ↾ξ 0 r(ξ 0 ) ≤ r * (ξ 0 ) and r
Since p δ,ξ0 t * ↾ξ0 ≤ r * ↾ξ 0 (remember ( * ) a 23 for ξ 0 and ( * ) 5 ) we may use ( * ) 11 to conclude that for some non-empty set X ⊆ P δ we got p δ,ξ0 t * ↾ξ0 P ξ 0 X = X δ ξ 0 and η ∈ X satisfies (ii) of ( * ) 22 . Hence (t * ) ξ0 ∈ X is such that
and in particular t * ↾ξ ∈ T δ (remember ( * ) 11 ). We claim that (t * ) ξ0 = η. If not, then by 3.1(1)(b) we have
so we may pick α < δ and a condition r + ∈ P ξ0 such that r * ↾ξ 0 ≤ r + and
However, r
), a contradiction. Now we define r * ξ ∈ P ξ so that r * ξ ↾(ξ 0 + 1) = r * and r * ξ ↾(ξ 0 , ξ) = r↾(ξ 0 , ξ). By the above considerations and ( * ) 14 we know that q δ t * ↾ξ ↾(ξ 0 + 1) ≤ r * = r * ξ ↾(ξ 0 + 1). Exactly like in the case of limit otp(w δ ∩ ξ) we argue that q δ t * ↾ξ ≤ r * ξ . Finally, we choose r * * ξ ∈ P ξ by ( * )
The last stage γ of the inductive process described above shows that t * ∈ T δ and q δ t * ≤ r * γ , r ≤ r * γ . Now the claim readily follows. We finish the proof of part (a) of the theorem exactly like in the proof of 2.6.
(b) Included in the proof of the first part.
Examples and counterexamples
Let us note that our canonical test forcing QĒ E is B-noble: Proposition 4.1. Assume thatĒ, E are as in 1.11 and p = (P , S, D) is a Dℓ-parameter on λ such that λ \ S ∈ E. Then the forcing QĒ E is B-noble over p.
Proof. The proof is a small modification of that of 1.12(2). First we fix an enumeration ν α : α < λ = <λ λ (remember λ <λ = λ), and for α < λ let f (α) ∈ QĒ E be a condition such that root f (α) = ν α and
Let p ∈ QĒ E . Consider the following strategy st of Generic in B+ p (p, QĒ E ). In the course of the play Generic is instructed to build aside a sequence T ξ : ξ < λ so that if f ξ , X ξ ,p ξ ,q ξ : ξ < λ is the sequence of the innings of the two players, then the following conditions (a)-(d) are satisfied.
• f ξ = f ↾ξ and X ξ ⊆ P ξ is a maximal set (possibly empty) such that (α) for each η ∈ X ξ the family f η(α) : α < ξ ∪ {T ξ } has an upper bound in QĒ E and lh {ν η(α) : α < ξ} = ξ, (β) if η 0 , η 1 ∈ X ξ are distinct, then for some α < ξ the conditions f η 0 (α) , f η 1 (α) are incompatible,
After the play is over, Generic puts p * = ξ<λ T ξ ⊆ <λ λ. Almost exactly as in the proof of 1.12(2), one checks that p * ∈ QĒ E is a condition witnessing (⊛)
B+ p of 3.1(1). Definition 4.2. LetĒ, E be as in 1.11. We define a forcing notion PĒ E as follows. A condition p in PĒ E is a complete λ-tree p ⊆ <λ λ such that
• for every ν ∈ p, either |succ p (ν)| = 1 or succ p (ν) ∈ E ν , and • for some set A ∈ E we have
The order ≤=≤ PĒ E is the reverse inclusion: p ≤ q if and only if (p, q ∈ PĒ E and ) q ⊆ p. Proof. The arguments of 4.1 can be repeated here with almost no changes (a slight modification is needed for the justification that p * ∈ PĒ E ).
We may use the forcing PĒ E to substantially improve [7, Corollary 5.1] . First, let us recall the following definition.
Definition 4.4. Let F be a filter on λ including all co-bounded subsets of λ, ∅ / ∈ F.
(1) We say that a family F ⊆ λ λ is F -dominating whenever
The F -dominating number d F is the minimal size of an F -dominating family in λ λ. (2) We say that a family F ⊆ λ λ is F -unbounded whenever
The F -unbounded number b F is the minimal size of an F -unbounded family in λ λ. (3) If F is the filter of co-bounded subsets of λ, then the corresponding dominating/unbounded numbers are also denoted by d λ , b λ . If F is the filter generated by club subsets of λ, then the corresponding numbers are called
is a Dℓ-parameter on λ, and E is a normal filter on λ such that λ \ S ∈ E. Then there is a λ ++ -cc λ-proper forcing notion P such that
Proof. For ν ∈ <λ λ let E ν be the filter generated by clubs of λ and letĒ = E ν : ν ∈ <λ λ . LetQ = P ξ , Q ξ : ξ < λ ++ be a λ-support iteration such that for every
(Remember, we use the convention that in V P ξ the normal filter generated by E is also denoted by E etc.) Let P = P λ ++ = lim(Q).
It follows from 3.3(a)+4.3 that P is λ-proper. Using [6, Theorem 2.2] (see also Eisworth [2, §3]) we see that P satisfies the λ ++ -cc, P 2 λ = λ ++ and P is (<λ)-complete. Thus, the forcing with P does not collapse cardinals and it also follows from 3.3(b) that
It is also easy to check, that for each ξ < λ
and hence we may easily conclude that P " b E = 2 λ ".
We define forcing notions Q H F ,F
and P H F ,F as follows.
is a complete λ-tree p ⊆ α<λ ξ<α H(ξ) such that (a) for every ν ∈ p, either |succ p (ν)| = 1 or succ p (ν) ∈ F ν , and (b) for every η ∈ lim λ (p) the set {α < λ : succ p (η↾α) ∈ F η↾α } belongs to F . The order of Q + for some set A ∈ F we have
is the reverse inclusion. Proof. Like 1.12(2), 4.1, 4.3.
The property of being B-noble seems to be a relative of properness for D-semi diamonds introduced in [10] and even more so of properness over D-diamonds studied in Eisworth [2] . However, technical differences make it difficult to see what are possible dependencies between these notions (see Problem 7.2). In this context, let us note that there are forcing notions which are proper over semi diamonds, but are not B-noble over any Dℓ-parameter p. Let us consider, for example, a forcing notion P * defined as follows: Proof. Let W 0 be a P * -name such that P * W 0 = Γ P * . Clearly P * " W 0 is a function with dom(W 0 ) ⊆ λ and rng(W 0 ) ⊆ λ ". Let W be a P * -name for a member of λ λ such that
is a Dℓ-parameter and A α : α < λ is a sequence of subsets of λ such that |A α | < λ for α < λ. The following claim implies that P * is not B-noble over p (remember 3.3(b)).
Proof of the Claim. Suppose that p ∈ P * and B i , f i (for i < λ) are P * -names for members of D ∩ V and members of λ λ, respectively. Build inductively a sequence p i , B i , f i : i < λ such that for each i < λ:
Then q ∈ P * is a condition stronger than all p i for i < δ and
QĒ E vs PĒ E and Cohen λ-reals
The forcing notions QĒ E and PĒ E (introduced in 1.11 and 4.2, respectively) may appear to be almost the same. However, at least under some reasonable assumptions onĒ, E they do have different properties.
Suppose that V ⊆ V * are transitive universes of ZFC (with the same ordinals) such that <λ λ ∩ V = <λ λ ∩ V * . We say that a function c ∈ λ 2 ∩ V * is a λ-Cohen over V if for every open dense set U ⊆ <λ 2 (where <λ 2 is equipped with the partial order of the extension of sequences), U ∈ V, there is α < λ such that c↾α ∈ U .
Proposition 5.1. Assume that (a) λ is a strongly inaccessible cardinal, (b) S is the set of all strong limit cardinals κ < λ of countable cofinality, (c) E is a normal filter on λ such that S ∈ E, (d)Ē = E ν : ν ∈ <λ λ is a system of (<λ)-complete non-principal filters on λ.
Then the forcing notion PĒ E adds a λ-Cohen over V.
Proof. For each κ ∈ S, by a straightforward induction on α < 2 κ , choose a function
is a tree such that | lim κ (T )| = 2 κ and for some increasing cofinal in κ sequence δ n : n < ω ⊆ κ we have
Let W be a PĒ E -name such that PĒ E W = root(p) : p ∈ Γ PĒ E . Plainly, W ∈ λ λ. Next, let C be a PĒ E -name such that PĒ E C = {κ ∈ S : W ↾κ ∈ κ κ} and let τ be a PĒ E -name such that PĒ E " τ is the concatenation of all elements of the sequence f κ (W ↾κ) : κ ∈ C , i.e., τ = . . .
Plainly, τ ∈ λ 2 (remember, / ∈ rng(f κ ) for κ ∈ S). We are going to argue that
To this end suppose that U ⊆ <λ 2 is an open dense set and p ∈ PĒ E . Let
. By induction on n < ω choose δ n , T n so that (⊙) 2 δ n ∈ B, δ n < δ n+1 , T n ⊆ ≤δn λ is a complete tree (thus every chain in T n has a -bound in
sup rng(ν) < δ n+1 < min succ Tn+1 (ν) .
Next put κ = sup(δ n : n < ω) and T = n<ω T n . Clearly κ ∈ S and T ⊆ <κ κ is a tree such that • | lim κ (T )| = 2 κ and (∀n < ω)(∀ν ∈ T )(lh(ν) ≤ δ n ⇒ sup(rng(ν)) < δ n+1 ) and
Let T 0 ∩ δ0 δ 0 = {η 0 } and C(η 0 ) = {δ ∈ S ∩ (δ 0 + 1) : η 0 ↾δ ∈ δ δ}, and let τ 0 be the concatenation of all elements of the sequence f δ (η 0 ↾δ) : δ ∈ C(η 0 ) , i.e., τ 0 = . . .
, (e)δ = δ α : α < λ is an increasing continuous sequence of non-successor ordinals below λ such that δ 0 = 0 and 2
Then there are a condition q ∈ QĒ E and a sequence A α : α < λ such that
In particular, the forcing notion QĒ E does not add any λ-Cohen over V.
Proof. Let ν α : α < λ be an enumeration of <λ λ such that ν α ⊳ν β implies α < β. By induction on α < λ we will construct a sequence A α , p α , X α : α < λ so that for each α < λ we have: 6 if ν α ∈ p α , then there is η ∈ X α+1 such that ν α η and if (additionally) succ pα (ν α ) ∈ E να , then η = ν α , (⊠) 7 if α is limit and ν ∈ α α ∩ p α and succ
Suppose that we have determined p β , X β for β < α and A β for β + 1 < α so that the relevant instances of (⊠) 1 -(⊠) 8 are satisfied. If α is limit or 0, then p α , X α are defined by (⊠) 3 (and A α will be chosen at the next step). One easily verifies that p α , X α satisfy the requirements in (⊠) 1 -(⊠) 4 .
So suppose now that α = γ + 1 (and we have defined p γ , X γ and A β for β < γ). We may easily choose a set X α ⊆ p γ such that (⊠) 9 X γ ⊆ X α , |X α | < δ α and X α satisfies (⊠) 4 -(⊠) 7 (with α there corresponding to γ here), and (⊠) 10 if η 0 , η 1 ∈ X α , ν = η 0 ∩ η 1 , then ν ∈ X α , and (⊠) 11 if η ξ : ξ < ζ ⊆ X α is ⊳-increasing, then there is η ∈ X α such that (∀ξ < ζ)(η ξ η).
Next, for each η ∈ X α choose a function σ η : [δ γ , δ γ+1 ) −→ 2 and a condition q η ∈ QĒ E so that
(Possible by assumption (b) and 2.3.) Put p α = η∈Xα q η and A γ = {σ η : η ∈ X α }.
Plainly, |A γ | ≤ |X α | < δ γ+1 and p α ∈ QĒ E (to verify that p α is a complete λ-tree use (⊠) 10 + (⊠) 11 ; other requirements easily follow from the fact that |X α | < λ). One also easily checks that
After the inductive construction is carried out, we put q = α<λ p α . It follows from (⊠) 2 +(⊠) 5 +(⊠) 6 that q is a complete λ-tree, |succ q (ν)| = 1 or succ q (ν) ∈ E ν for each ν ∈ q, and α<λ X α = {ν ∈ q : succ q (ν) ∈ E ν }.
Suppose now that η ∈ lim λ (q). Then for each α < λ we have η ∈ lim λ (p α ) and hence B α def = {ξ < λ : succ pα (η↾ξ) ∈ E η↾ξ } ∈ E. Let C = {δ < λ : δ is limit and η↾δ ∈ δ δ}
(it is a club of λ). Since E is a normal filter,
Then by (⊠) 3 + (⊠) 7 we have η↾δ ∈ X δ+1 and thus succ q (η↾δ) ∈ E η↾δ .
Consequently, q ∈ QĒ E . Finally, it follows from (⊠) 8 
Let us note that forcing notions of the form QĒ E may add λ-Cohens if the filters E ν are far from being ultrafilters.
<λ λ is a system of (<λ)-complete filters on λ, (c) for every ν ∈ <λ λ there is a family {A ν α : α < λ} of pairwise disjoint sets from (E ν ) + .
Then both the forcing notions QĒ E and PĒ E add λ-Cohens over V.
Proof. We will sketch the argument for QĒ E only (no changes are needed for the case of PĒ E ).
Let W be a QĒ E -name such that QĒ E W = root(p) : p ∈ Γ QĒ E and let τ be a QĒ E -name such that
" τ is the concatenation of all elements of the sequence
One easily verifies that " τ ∈ λ 2 is a λ-Cohen over V ".
The result in 5.2 would be specially interesting if we only knew that it is preserved in λ-support iterations. Unfortunately, at the moment we do not know if this is true (see Problem 7.3 (1)). However, we may consider properties stronger than adding λ-Cohens and then our earlier results give some input. 
, for every open dense set U ⊆ <λ 2 from V there is α < λ such that c↾α ∈ U ) and (⊖) if η α , β α : α < λ ∈ V is such that α < β α < λ and η α ∈ [α,βα) 2 for α < λ, then V * |= {α < λ : η α c} is stationary;
(2) strongly ⊕ λ-Cohen over V if it is a λ-Cohen and (⊕) if η α , β α : α < λ ∈ V is such that α < β α < λ and η α ∈ [α,βα) 2 for α < λ, then V * |= {α < λ : η α ⊆ c} is stationary. Remark 5.5.
(1) To explain our motivation for 5.4, let us recall that if c ∈ λ 2 is λ-Cohen over V and η α , β α : α < λ ∈ V is such that α < β α < λ and η α ∈ [α,βα) 2 for α < λ, then V * |= " both {α < λ : η α ⊆ c} and {α < λ : η α c} are unbounded in λ ".
(2) Let η α , β α : α < λ ∈ V be such that α < β α < λ and η α ∈ [α,βα) 2 for α < λ. Let C = ( <λ 2, ⊳) (so this is the λ-Cohen forcing notion) and let c be the canonical C-name for the generic λ-real (i.e., C c = Γ C ). Let Q be a C-name for a forcing notion in which conditions are closed bounded sets d ⊆ λ such that (∀α ∈ d)(η α ⊆ c) ordered by the end extension. Then C * Q is essentially the λ-Cohen forcing and C * Q " c is not strongly ⊖ λ-Cohen over V ".
Hence, if we add a λ-Cohen then we also add a non-strong ⊖ λ-Cohen. (3) Note that strongly ⊕ λ-Cohen implies strongly ⊖ λ-Cohen. (Just for η α , β α : α < λ consider 1 − η α , β α : α < λ .) Proposition 5.6. Assume that λ is a strongly inaccessible cardinal and p = (P , λ, D λ ) is a Dℓ-parameter such that P δ = δ δ and D λ is the filter generated by club subsets of λ.
(1) If a forcing notion Q is reasonably B-bounding over p, then Q " there is no strongly ⊕ λ-Cohen over V ".
(2) IfQ = P α , Q α : α < γ is a λ-support iteration such that for every α < λ,
is the filter generated by clubs of λ. Let p ∈ Q and let η be a Q-name such that p η ∈ λ 2. Let st be a winning strategy of Generic in the game
Let us consider a play of B+ p (p, Q) in which Generic follows the instructions of st while Antigeneric plays as follows. In the course of the play, in addition to his innings q α t , Antigeneric constructs aside a sequence κ α , η α t : t ∈ I α : α such that if I α , p α t , q α t : t ∈ I α : α < λ is the sequence of the innings of the two players then the following two demands are satisfied.
(⊡) 1 κ α is a cardinal such that 2 |Iα|+α+ℵ0 < κ α and η
Since the play is won by Generic, there is a condition q ≥ p such that q Q " {α < λ : (∃t ∈ I α )(q α t ∈ Γ Q )} contains a club of λ ". It follows from (⊡) 1 that for each α < λ we may choose ε which is related to the reasonable boundedness property. Later in this section we will even formulate a true preservation theorem for a slightly modified game.
In this section we assume the following:
Context 6.1.
(1) λ is a strongly inaccessible cardinal, (2) D is a normal filter on λ, (3) S ∈ D, 0 / ∈ S, all successor ordinals below λ belong to S, λ\S is unbounded.
Definition 6.2. Let Q be a forcing notion.
(1) A Q-servant over S is a sequenceq = q δ t : δ ∈ S & t ∈ I δ such that |I δ | < λ (for δ ∈ S) and q δ t ∈ Q (for δ ∈ S, t ∈ I δ ).
(2) Letq be a Q-servant over S and q ∈ Q. We define a game (q, q, Q) lasts at most λ steps during which the players, COM and INC, attempt to construct a sequence r α , A α : α < λ such that
• r α ∈ Q, q ≤ r α , A α ∈ D and α < β < λ ⇒ r α ≤ r β . The terms r α , A α are chosen successively by the two players so that
• if α / ∈ S, then INC picks r α , A α , and • if α ∈ S, then COM chooses r α , A α . If at some moment of the play one of the players has no legal move, then INC wins; otherwise, if both players always had legal moves and the sequence r α , A α : α < λ has been constructed, then COM wins if and only if (q, q, Q), then we will say that q is an (S, D)-knighting condition for the servantq. Definition 6.3. Let Q be a strategically (<λ)-complete forcing notion.
(1) For a condition p ∈ Q we define a game t , q α t : t ∈ I α : α < λ is constructed. Suppose that the players have arrived to a stage α < λ of the game. Now, (ℵ) α first Generic chooses a non-empty set I α of cardinality < λ and a system p α t : t ∈ I α of conditions from Q, ( ) α then Antigeneric answers by picking a system q α t : t ∈ I α of conditions from Q such that (∀t ∈ I α )(p Pα " Q α is reasonably merry over (S, D)". Then (a) P γ = lim(Q) is λ-proper, and (b) for every P γ -name τ for a function from λ to V and a condition p ∈ P γ , there are q ≥ p and A ξ : ξ < λ such that (∀ξ < λ)(|A ξ | < λ) and 
Let p ∈ N ∩ P γ and τ α : α < λ list all P γ -names for ordinals from N . For each ξ ∈ N ∩ γ fix a P ξ -name st 0 ξ ∈ N for a winning strategy of Complete in λ 0 (Q ξ , ∅ Q ξ ) such that it instructs Complete to play ∅ Q ξ as long as her opponent plays ∅ Q ξ .
Let us pick an increasing continuous sequence w δ : δ < λ of subsets of γ such that δ<λ w δ = N ∩ γ, w 0 = {0} and |w δ | < λ.
By induction on δ < λ choose
is such an upper bound ". After the construction is carried out we define a condition r ∈ P γ as follows. We let dom(r) = N ∩ γ and for ξ ∈ dom(r) we let r(ξ) be a P ξ -name for a condition in Q ξ such that if ξ ∈ w α+1 \ w α , α < λ (or ξ = 0 = α), then
Clearly r is well defined (remember ( * ) 8 ). Note also that r δ ≤ r for all δ < λ and p ≤ r. We will argue that r is an (N, P γ )-generic condition. To this end suppose towards contradiction that r * ≥ r, α * < λ and r * τ α * / ∈ N . For each ξ ∈ N ∩ γ fix a P ξ -name st * ξ for a winning strategy of COM in the game ( * ) 12 r * α ∈ P γ , r * ≤ r * α ≤ r + α ≤ r * δ for α < δ < λ, ( * ) 13 Ã ξ δ,i is a P ξ -name for an element of D ∩ V (for ξ ∈ N ∩ γ, i < λ), ( * ) 14 if δ ∈ λ \ S and ξ ∈ w δ , then r * δ ↾ξ P ξ (∀α < δ)(∀i < δ)(Ã ξ α,i = A ξ α,i ), ( * ) 15 if β < δ < λ and ξ ∈ w β+1 \ w β , then for some P ξ -names s ∈ S. Note that by our assumption on S (in 6.1), δ is not a successor ordinal, so w δ = α<δ w α (or δ = 0 and w 0 = {0}). By ( * ) 16 we may choose a condition r * δ stronger than all r + α (for α < δ) and stronger than r * and such that for each ξ ∈ w δ and such that
• if ξ ∈ w α , α < δ and i < δ, then r * δ ↾ξ forces a value to Ã ξ α,i , say r * δ ↾ξ P ξ Ã ξ α,i = A ξ α,i . For ξ ∈ w δ and i < λ we also let Ã ξ δ,i be a P ξ -name for the interval (δ, λ). The condition r + δ is fully determined by ( * ) 16 . Case 2: δ ∈ S is a successor ordinal, say δ = β + 1. First, for each ξ ∈ w δ \ w β we pick P ξ -names s For ξ ∈ dom(r * δ ) \ w δ we put r * δ (ξ) = r + β (ξ). Then we define condition r + δ by ( * ) 16 . Case 3: δ ∈ S is a limit ordinal. We let dom(r * δ ) = α<δ dom(r + α ) and by induction on ξ ∈ dom(r * δ ) we define r * δ (ξ) so that
• if ξ / ∈ w δ , then r * δ ↾ξ (∀α < δ)(r + α (ξ) ≤ r * δ (ξ)) (exists by ( * ) 16 ), • if ξ ∈ w δ then r * δ ↾ξ P ξ r * δ (ξ), △ i<λ Ã ξ δ,i is the answer to the partial game as in ( * ) 15 given by st * ξ for some P ξ -names Ã ξ δ,i for members of D ∩ V. The condition r + δ is given by ( * ) 16 . After the above construction is carried out we note that δ < λ : (∀ξ ∈ w δ )(∀α, i < δ)(δ ∈ A ξ α,i ) ∈ D, so we may choose an ordinal δ ∈ S \ (α * + 1) which is a limit of points from λ \ S and such that δ ∈ It is not clear though, if forcing notions which are reasonably B-complete over a Dℓ-parameter p are also reasonably merry (see Problem 7.4). Also, we do not know if fuzzy properness introduced in [8, §A.3] implies that the considered forcing notion is reasonably merry (see Problem 7.5), even though the former property seems to be almost built into the latter one.
One may ask if being reasonably merry implies being B-bounding. There are examples that this is not the case. The forcing notion Q 2 D (see 6.8 below) was introduced in [7, Section 6] and by [7, Proposition 6.4] we know that it is not reasonably B-bounding over D. However we will see in 6.12 that it is reasonably merry over (S, D).
Context 6.13.μ = µ α : α < λ is a sequence of cardinals below λ such that (∀α < λ)(ℵ 0 ≤ µ α = µ |α| α ).
Definition 6.14. Let Q be a forcing notion.
(1) A double Q-servant over S,μ is a sequencē q = ξ δ , q δ γ : δ ∈ S & γ < µ δ · ξ δ such that for δ ∈ S,
• 0 < ξ δ < λ and q δ γ ∈ Q (for γ < µ δ · ξ δ ), • ∀i, i ′ < ξ δ ∀j < µ δ i ′ < i ⇒ q δ µ δ ·i ′ +j ≤ q δ µ δ ·i+j . (Here µ δ is treated as an ordinal and µ δ · ξ δ is the ordinal product of µ δ and ξ δ .) (2) Letq be a double Q-servant over S,μ and let q ∈ Q. We define a game 2ser S,D,μ (q, q, Q) as follows. A play of 2ser S,D,μ (q, q, Q) lasts at most λ steps during which the players, COM and INC, attempt to construct a sequence r α , A α : α < λ such that
• if α / ∈ S, then INC picks r α , A α , and • if α ∈ S, then COM chooses r α , A α . If at some moment of the play one of the players has no legal move, then INC wins; otherwise, if both players always had legal moves and the sequence r α , A α : α < λ has been constructed, then COM wins if and only if (♥) ∀δ ∈ S [δ ∈ α<δ A α & δ is limit ] ⇒ (∃j < µ δ )(∀i < ξ δ )(q δ µ δ ·i+j ≤ r δ ) .
(3) If COM has a winning strategy in the game 2ser S,D,μ (q, q, Q), then we will say that q is an knighting condition for the double servantq. Definition 6.15. Let Q be a strategically (<λ)-complete forcing notion.
(1) For a condition p ∈ Q we define a game Theorem 6.16. Assume that λ, S, D,μ are as in 6.1+6. 13 . LetQ = P α , Q α : α < γ be a λ-support iteration such that for each α < γ:
