We study the problem of detecting a maximum embedded network submatrix in a {-1,0,+1}-matrix. Our aim is to solve the problem to optimality. We introduce a 0-1 integer linear formulation for this problem based on its representation over a signed graph. A polyhedral study is presented and a branch-and-cut algorithm is described for finding an optimal solution to the problem. Some computational experiments are carried out over a set of instances available in the literature.
Introduction
The knowledge of a special structure in a matrix defining a linear programming problem can be used to speed up its resolution. It is well known that one of these special structures is a network matrix. A matrix B is called a network matrix if the elements of B belong to the set {-1,0,+1} and, additionally, every column of B contains at most one element +1 and at most one element -1. Given a row of matrix B, the operation of changing the signs of all non-zero row elements is called a reflection of this row. A matrix B is called a reflected network matrix if there exists a set of row reflections that transforms matrix B into a network matrix.
In this work, we consider the problem of detecting a maximum embedded reflected network (DMERN). Given a {-1,0,+1}-matrix A, the DMERN problem consists of finding the maximum number of rows that define a submatrix B of A such that B is a reflected network matrix. Let ν(A) denote this number. In the remainder of this paper, we assume that A is a {-1,0,+1}-matrix.
The DMERN problem is known to be NP-hard [4] . Heuristic approaches to solve this problem are primarily of interest since, from a practical point of view, we need to extract large embedded networks fast. In fact, a number of heuristics have been studied in the literature [1, 5, 6, 7, 8] for the DMERN problem. These methods were always evaluated by comparing the relative performance of different heuristics. Besides not knowing how far the obtained solution is from the global optimum, this kind of evaluation may cause wrong decisions that lead to incorrect conclusions. An absolute evaluation would only be possible if the optimal solution were known for a set of instances. To our knowledge, this paper is the first one to present an exact approach to solve the DMERN problem.
In [8] , Gulpinar et al. showed that the DMERN problem is closely related to the one of balancing subgraphs in signed graphs. A signed graph is a graph whose edges are labeled by signs.
The authors proved that the problem of finding a maximum embedded reflected network can be formulated as an optimization problem over the set of all cuts of a graph.
In this work, we propose an integer formulation to the DMERN problem based on the results due to Gulpinar et al.. The structure of the polytope associated with the problem is investigated. Based on this study, a branch-and-cut method is proposed to solve the DMERN problem to optimality. stable set of vertices in G. We represent a cycle by its vertex set C ⊆ V and denote by E C its edge set. Now, consider a function s : E → {+, −} that assigns a sign to each edge in E. An undirected graph G together with a function s is called a signed graph. Let G = (V, E, s) denote a signed graph. In this text, a signed graph is allowed to have parallel edges but no loops. Also, we assume that parallel edges have always opposite signs. An edge e ∈ E is called negative if s(e) = − and positive if s(e) = +. Let E − and E + denote, respectively, the set of negative and positive edges in a signed graph. Notice that, according to the definitions above, E = E − ∪ E + and E − ∩ E + is the set of parallel edges in G. We define G − = (V, E − ). Also, for a vertex set S ⊆ V , we define δ − (S) = δ(S) ∩ E − , δ + (S) = δ(S) ∩ E + , N − (S) = {j ∈ V | (i, j) ∈ δ − (S)} and N + (S) = {j ∈ V | (i, j) ∈ δ + (S)}. A signed graph G = (V, E, s) is balanced if the vertex set V can be partitioned into the sets W and V \ W in such a way that E[W ] ∪ E[V \ W ] = E + . A set K ⊆ V is called a negative clique if each pair of vertices in K is joined by a negative edge. For the sake of conciseness, i stands for {i} and we say that an edge (i, j) belongs to cycle C (C contains
The remainder of the paper is structured as follows. In Section 2 we relate the problem of extracting an embedded network matrix with an optimization problem defined over an associated signed graph. An integer programming formulation based on signed graphs is presented in Section 3. In Section 4 we investigate the polyhedral structure of the polytope associated with the introduced formulation. A branch-and-cut algorithm to solve the DMERN problem is outlined in Section 5. In Section 6, preliminary computational results are reported for test problems available in the literature. Finally, in Section 7 we present concluding remarks and discuss directions for further investigation.
at the same time to a reflected network submatrix of A.
Gulpinar et al. [8] showed that the DMERN problem defined by a matrix A can be solved as an stable set problem defined over the signed graph G(A). This result is stated in the following and Figure 1 illustrates it:
Theorem 2.1. For a {-1,0,+1}-matrix A, we have
where G S is the graph obtained from G by changing the signs of each edge in the cut δ(S).
A signed graph G is a network graph if and only if there exists a reflected network matrix A such that G = G(A).
A signed graph based solution approach to the DMERN problem was also described in [8] . It is a heuristic approach that uses a spanning tree of G(A) to construct a vertex setS ∈ V and obtain a lower bound for the value ν(A), namely, α((G(A)S) − ). The argument for the use of a spanning tree in the construction of S is the fact that every signed tree is a network graph [14] . Therefore, this heuristic approach is able to find the optimal solution whenever A is a network matrix.
LetS ⊆ V be the argmax of (1) and letĪ ⊆ V be a stable set such that
|Ī|. The subgraph of G(A) induced byĪ is a maximum network subgraph according to number of vertices. As a result, the DMERN problem can be also formulated as the problem of finding a maximum network subgraph of G(A).
An equivalent definition of a network graph was also given by Gulpinar et al. in [8] . This is stated in the next theorem.
Theorem 2.2. Let G be a connected signed graph with no parallel edges. G is a network graph if and only if G is a balanced graph.
According to the definition of G(A), matrices of different dimensions can yield the same signed graph. Furthermore, huge matrices can define very sparse signed graphs. Thus, signed graphs are the appropriate structure to compare the size of different DMERN problem instances.
In the next section we introduce an integer formulation to the DMERN problem in which the relations between network matrices and signed graphs are explored.
An integer formulation based on signed graphs
Consider a signed graph G = (V, E, s). Our integer formulation looks for a maximum network subgraph in G which, according to Theorem 2.2, is equivalent to look for a maximum balanced subgraph in G. It is well known that a signed graph is balanced if and only if it does not contain neither a parallel edge nor a cycle with an odd number of negative edges [3, 8, 14] . Let C o (E) be the set of all cycles in G with no parallel edges and with an odd number of negative edges. From now on, a cycle C ∈ C o (E) is called an odd negative cycle. In this formulation, we use binary decision variables y ∈ {0, 1} |E| defined in the following way. For all i ∈ V ,
1 if vertex i ∈ V belongs to the network subgraph, 0 otherwise.
Throughout this text, we use the vector notation y = (y i ), i ∈ V , and the notation y(
Let us refer to this formulation as Y (G, s). Consider a parallel edge (i, j) ∈ E − ∩ E + . Constraints (2) ensure that vertices i and j cannot belong at the same time to the network subgraph.
Constraints (3) forbid cycles with an odd number of negative edges in the subgraph described by variables y. As a consequence, these constraints force variables y to define a network subgraph.
Finally, the objective function looks for a maximum network subgraph.
Formulation Y (G, s) has n variables and an exponential number of constraints. As we have mentioned before, our aim is to solve the DMERN problem to optimality by using a branch-and-cut algorithm, which is a solution technique based on a linear relaxation for the problem we intend to solve. By dropping the integrality constraints in formulation Y (G, s), we obtain a linear relaxation to the DMERN problem.
defining inequalities to be used later as cutting planes in an exact solution approach to the DMERN problem. A partial description of this polytope is presented in [3] , including the introduction of some classes of facet defining inequalities.
Additional notations will be necessary before we can proceed. Given a vertex set I ⊆ V , the incidence vector y I ∈ ℜ n of I is defined as: y I i = 1, if i ∈ I, and y
The first results show that P G,s is full-dimensional and establish which trivial inequalities define facets of P G,s , [3] .
Proof. Since P G,s contains the null vector, it is sufficient to present other n linearly independent solutions y ∈ ℜ n in P G,s . The n linear independent solutions y Ii , i ∈ V , clearly belong to P G,s .
Remark 4.2.
The non-negativity of the coefficients in constraints (2) and (3) implies that a ≥ 0 and α ≥ 0 for each facet-defining inequality a T y ≤ α that is not a trivial constraint.
Theorem 4.3 (Trivial inequalities)
.
Proof.
(a) Consider the n + 1 affinely independent vectors defined in the proof of Theorem 4.1. The result follows from the fact that only vector y Ii does not belong to the face defined by the inequality
(b) Suppose there is a vertex j such that (i, j) ∈ E − ∩ E + . In this case, the inequality is not facet-defining since constraint (2) dominates the inequality y i ≤ 1. Now suppose this is not the case. For a vertex j ∈ V \ {i}, define I i,j = {i, j}. The n − 1 solutions y Ii,j , j ∈ V \ {i} together with the solution y Ii guarantee the result.
Constraints (2) and (4) in formulation Y (G, s) define the well-known edge formulation of the stable set problem [9] for the subgraph G[E − ∩ E + ]. Let P E − ∩E + be the polytope associated with this formulation. The next theorem shows we can use some facets of P E − ∩E + in the description of P G,s . Consider an inequality a T y ≤ α valid for the polytope P G,s . We define the support graph of such inequality to be the graph
Theorem 4.4. Let G = (V, E, s) be a signed graph with E = E − ∪ E + and let a T y ≤ α be a facet-defining inequality for the polytope
Proof. The inequality a T y ≤ α is clearly valid for P G,s since P G,s
′ be a matrix composed of n ′ affinely independent solutions belonging to the facet of P E − ∩E + defined by inequality a T y ≤ α. We may assume w.l.o.g. that the vertex set V is ordered in such a way that
. From the properties of the stable set polytope we can assume that B 1 satisfies the following conditions:
′ such that all rows of B 2 are equal to b 1 . We argue now that the row vectors of matrix,
are affinely independent and belong to the face of P G,s defined by a T y ≤ α. By the definition of matrix M , it is clear that its row vectors are affinely independent. Moreover, remembering the definition of matrices B 1 and B 2 , we can conclude that these n vectors satisfy inequality a T y ≤ α with equality. We are left to prove that all of them belong to the polytope P G,s , which means they satisfy constraints (2) and (3). Since constraints (2) belong to the definition of polytope P E − ∩E + , we can conclude that these constraints are satisfied by the row vectors of matrix M . Now, it remains to be shown that they also satisfy constraints (3). Let y k , k ∈ {1, . . . , n}, denote the row vectors of matrix M . First, consider a row vector y k with k ∈ {1, . . . , n ′ }, that means
According to conditions (i) and (ii), a cycleC (|C| ≥ 3) defining a constraint (3) violated by y k must be composed by at least two
. Now, consider a row vector
According to the definition of matrix M and since condition (i) is satisfied, we have y k = y I , where
, and I ′ is a stable set in
Again, a cycleC (|C| ≥ 3) defining a constraint (3) violated by y k must be composed by at least two vertices in V a linked by a negative edge and, for the same reason, it is not possible to happen.
Clique inequalities [9, 10, 11] play an important role in the description of the stable set polytope.
According to the last theorem, clique inequalities are always facet defining to P G,s .
Corollary 4.5 (Clique inequality). Consider a subset
The clique inequality
defines a facet of P G,s .
This result was obtained in [3] by a direct proof. Lifted hole inequalities [10] has also been shown to be very effective in some cutting plane approaches proposed in the literature for the stable set problem [9, 11] .
Corollary 4.6 (Lifted hole inequality). Consider a subset H ⊆ V such that H is an odd hole in
The lifted odd hole inequality
is valid for the polytope P In the literature we can find other classes of facet-defining inequalities for the stable set polytope [13] which can also be used to tighten the network matrix polytope.
Next, we investigate particular substructures of G that give rise to classes of valid and facetdefining inequalities for the polytope P G,s . In formulation Y (G, s), constraints (3) are defined over the set of cycles with an odd number of negative edges. The next result establishes the conditions for these valid inequalities to provide facets of P G,s .
Theorem 4.7 (Odd negative cycle inequality). Let
defines a facet of P G,s if and only if the following conditions are satisfied:
contains at most two odd negative cycles; if
Proof. First, we show that there exist at least n linearly independent zero-one solutions satisfying this inequality with equality. For each i ∈ C, define the vertex set I i = C \ {i}. These |C| incidence vectors satisfy the odd negative cycle inequality with equality and, since C has no chord (condition (i)), they belong to P G,s . Now consider a vertex i ∈ C. Conditions (ii) and (iii) guarantee that there exists a vertex j ∈ C such that I i = C \ {j} ∪ {i} defines a solution y Ii ∈ P G,s satisfying the odd negative cycle inequality with equality (see Figure 2. (a)). The n incidence vectors constructed here are affinely independent. Next, we show that conditions (i)-(iii) are necessary conditions. If
where exactly one of them belongs
In this case, the odd negative inequality written for C is obtained by adding the same inequality written for C ′′ with inequalities y i ≤ 1 written for each Figure 2 .
(b)). Now suppose that condition (ii) is not satisfied for a vertex
i ∈ V \ C, i.e., there are at least two vertices . Again, in these two cases, each solution satisfying the odd negative cycle inequality written for C with equality also satisfies y i = 0.
In [3] , this result was partially proved since condition (ii) and part of condition (iii) are missing.
In fact, the authors established the conditions for an odd negative cycle inequality to be facet defining if G(A) has no parallel edges.
As it happens for the odd hole inequalities in the definition of the stable set polytope, the conditions for an odd negative cycle inequality to be facet-defining are related to the cycle neighborhood. So, we can use the same lifting procedure applied to the odd hole inequalities [10] to try to strength an odd negative cycle inequality.
The connection between the DMERN problem and the stable set problem starts with Theorem 2.1. This suggests the existence of more similarities between the polytope P G,s and the stable set polytope than that described in Theorem 4.4. Thus, we decided to investigate new classes of valid inequalities described over a clique, which is a substructure playing an important role in the description of the stable set polytope.
In a signed graph a clique with k vertices can occur in different forms depending on the sign of each edge in the clique. In the next results, we present new valid inequalities for P G,s which are related to some different clique structures in G = (V, E, s).
In [3] , it is shown that a negative clique induces a facet of P (G, s) if G is a negative graph, i.e., G has no positive edge. Next, we generalize this result for every signed graph.
Theorem 4.8 (Negative clique inequality). Let K ⊆ V be a negative clique in G with |K| ≥ 3.
The inequality 
Proof. We use induction on the length of clique K for the validity proof. If |K| = 3, then K is an odd negative cycle and we can conclude the inequality is valid. Assume that the inequality is valid for all negative cliques with a given size p ≥ 3. Now let K be a negative clique with size equal to p + 1. Consider any three vertices k, l, m ∈ K. The following inequalities are valid:
Adding up these four inequalities and dividing the result by three we obtain
and the validity of the negative clique inequality follows from rounding down the right hand side of the above inequality. In order to prove that this inequality is facet-defining under the mentioned conditions, let F = {y ∈ P G,s | y(K) = 2} be the face of P G,s defined by the negative clique inequality written for clique K. We assume that there is an inequality a T y ≤ α valid for P G,s such that F ⊆ F a = {y ∈ P G,s | a T y = α} and show that the inequality defining F a can be written as a positive scalar multiple of the negative clique inequality defining F . Observe that F is a proper face of P G,s since 0 ∈ P G,s \ F . Consider a vertex i ∈ K. Now, consider j, k ∈ K \ {i}, j = k, and define the vertex sets I 1 = {i, j} and I 2 = {i, k}. It is easy to check that the incidence vectors y I 1 and y I 2 satisfy all the inequalities in formulation Y (G, s) so that these solutions belong to P G,s .
From solutions y I 1 and y I 2 in a T y = α we can conclude that a j = a k . Repeating this argument for every k ∈ K \ {i, j} and from the fact that vertex i ∈ K is chosen arbitrarily we conclude that a i = γ, for all i ∈ K. Now consider a vertex i ∈ V \ K. Since we assume conditions (i)-(iii) are satisfied, there exist two vertices j, k ∈ K such that j ∈ N − (i) and k ∈ N + (i). Define the vertex sets I 1 = {j, k} and I 2 = {j, k, i}. It is not difficult to check that the incidence vectors y to the network matrix polytope P G,s (see Figure 3. (a)). These solutions lead to a i = 0, for all i ∈ V \ K. Next, we argue that (i)-(iii) are necessary conditions. First, assume that the negative clique K is not maximal in G[E − ], i.e., there is a vertex i ∈ V \ K such that K ∪ {i} is a negative clique. In this case the negative clique inequality written for K is not facet-defining since this inequality is dominated by the same inequality written for K ∪ {i}. Now, assume that there is a vertex i ∈ K such that |N + (i) ∩ K| = |K|. This implies that, for all j, k ∈ K, there is a cycle {i, j, k} ∈ C o (E) (see Figure 3. (b)). We observe that, each solutionȳ satisfying the negative clique inequality with equality hasȳ j =ȳ k = 1 for some pair of vertices j, k ∈ K and, as a consequence, also satisfies y i ≤ 0 with equality. Finally, assume that condition (iii) is not satisfied for a vertex
that each solution satisfying the negative clique inequality with equality also satisfies y i ≤ 0 with equality.
The next result enumerates some cases where the negative clique inequality does not define a facet because of the existence of parallel edges in E[K].
Remark 4.9. Let K be a negative clique. The negative clique inequality written for K does not define a facet of P G,s if, (i) there exists a vertex
(ii) there exists a partition
Proof. In case (i) all the solutions satisfying the negative clique inequality with equality also satisfy y i = 0. In case (ii) we obtain the negative clique inequality by adding clique inequalities written for K 1 and K 2 . Finally, in case (iii) the negative clique inequality is a linear combination of clique inequalities written for K 1 and K 2 , and trivial inequalities y i ≤ 1 and y j ≤ 1.
Notice that in cases (ii) and (iii) of Remark 4.9, clique inequalities dominate the negative clique inequality. In Section 5 we will see that this fact was taken in consideration in the definition of the separation strategy for the branch-and-cut algorithm.
The next family of inequalities can be seen as a generalization of clique inequalities described in Theorem 4.8.
Theorem 4.10 (Partitionable clique inequality). Let K ⊆ V be a partitionable clique in G, i.e., a clique with |K| ≥ 3 and such that there exist a partition
The inequality
is valid for P G,s . Assume that, Proof. The validity proof follows exactly the lines of the validity proof in Theorem 4.8. Notice that, K \ {i} can be now a negative clique, in which case, we use the validity of inequality (8) for the induction step. The methodology to be used in the facet defining proof is also the same as in the proof of Theorem 4.8. Using the set of solutions defined in the proof of this theorem, we can conclude that a i = γ, for all i ∈ K. Now, consider a vertex i ∈ K. Since K 1 and K 2 are both maximal negative cliques in G, there exist two vertices j ∈ K 1 and k ∈ K 2 such that (i, j), (i, k) ∈ E − . Define the vertex sets I 1 = {i, j, k} and I 2 = {j, k}. Since clique K has no parallel edges and set I 1 does not define a negative cycle in G, we have y
each solution satisfying the partitionable clique inequality with equality also satisfies y i ≤ 0 with equality, for some vertex i ∈ V \ K.
The negative clique inequality is a particular case of the partitionable clique inequality where
Another family of clique inequalities is introduced in the following theorem. 
is valid for P G,s .
Proof. We may assume w.l.o.g. that
First, we prove the validity for the case where |K| = 5. Consider the odd negative cycle inequalities written for the cycles {v t , v (t+1) mod 5 , v (t+3) mod 5 }, t ∈ {0, . . . , 4} (see Figure 4.(a) ). Adding up these five inequalities and dividing the result by three we obtain
and the validity follows from rounding down the right hand side of this last inequality. Now consider the case where |K| ≥ 7. Adding the partitionable clique inequalities written for the Figure 4 . (b)) and dividing the result by four we obtain the inequality
Again, the validity of the cycle negative odd clique inequality follows from rounding down the right hand side of the obtained inequality.
The next result shows that the change of signs in the clique structure defined in Theorem 4.11
gives rise to another class of valid inequalities for P G,s . 
is valid for P G,s . For the cases where |K| ≥ 7 the inequality
Proof. We make the same assumptions as in the proof of Theorem 4.11. When |K| = 5 the inequality is clearly valid since K also satisfies the conditions in Theorem 4.11 (see Figure 5 . (a)).
Now consider the case where |K| ≥ 7. Adding the negative clique inequalities written for the cliques
. . , v (t+|K|−3) mod |K| }, t ∈ {0, . . . , |K|−1} (see Figure 5 . (b)) and dividing the result by (|K| − 1)/2 we obtain the inequality
Finally, rounding down the right hand side of this inequality finishes the validity proof.
As depicted in Figure 6 , cycle negative (positive) clique inequalities are able to cut off fractional solutions to the LP relaxation of formulation Y (G, s) that cannot be cut by the inequalities introduced so far.
A branch-and-cut algorithm
In this section, we describe a simple branch-and-cut algorithm for the DMERN problem. The algorithm has three basic components: the initial formulation, the cut generation and the primal heuristic. We outline them later in this section. Before that, we give some information about the strategies adopted in the branch-and-cut implementation.
After an LP has been solved in the branch-and-cut tree, we check if the solution is integer feasible. If it is not the case, the primal heuristic is executed. Then, the cut generation procedure is called and all the separation routines described below are executed (a limit of 100 cuts per iteration is set). If either no violated inequality is found or a limit of 10 cut generations rounds is reached, we enter the branching phase of the algorithm. The same branching priority is assigned to each variable. The branch-and-cut tree is investigated with the best-bound-first strategy.
Initial formulation
The initial formulation is composed of a set of clique inequalities (5), odd negative cycle inequalities (7), partitionable clique inequalities (9) (remember that negative clique inequalities (8) are a special case thereof) and by all the trivial inequalities.
Using the greedy procedure CLQ1 described in [9] , we generate a set of cliques L in graph
Likewise, we generate a set of odd negative cycles M such that each vertex i ∈ V is contained in at least one odd negative cycle. For each vertex i ∈ V , we find the minimum odd negative cycle C passing through i with respect to the total number of edges (the algorithm that finds a minimum odd negative cycle is described in Subsection 5.2). Cycle C is included in M .
We also generate a set of partitionable cliques N . For each negative edge (i, j) ∈ E − \ E + that is not contained in any partitionable clique generated so far, let us define
Applying the greedy strategy used in CLQ1, we expand K 1 to a maximal negative clique. Define
Once again, we apply the CLQ1 greedy strategy to try to generate a maximal
The initial formulation is then defined as:
Cut generation
The cut generation phase contains two separation routines: an exact separation routine for the odd negative cycle inequalities (7) and a heuristic separation routine for inequalities (5) and (9) defined over cliques. In the following, letȳ ∈ R n be a fractional solution.
Odd negative cycle inequalities:
This separation routine is based on a polynomial algorithm described in [2] to solve the separation problem for cut inequalities. We define a weight p i = 1−ȳ i for each vertex i ∈ V . Clearly, an odd negative cycle inequality is violated for a cycle C ∈ C o (E) if and only if p(C) < 1. Thus, the separation problem is solved by looking for a minimum weighted odd negative cycle with respect to the vertex weights p ∈ R n . From the given signed graph G we define a new signed graph L(G) with vertices i and i ′ , for every vertex i ∈ V . The sets of positive and negative edges of the new graph are defined as follow:
We define the new graph with no parallel edge since odd negative cycles have no parallel edges. Now, for each vertex i ∈ V we find a shortest path from i to i ′ . The minimum over all shortest paths we have found is the weight of the minimum weighted odd negative cycle in G. It is easy to check that this procedure finishes in a polynomial number of iterations.
Clique inequalities: This separation routine tries to find violated clique inequalities (5) and violated partitionable clique inequalities (9) . A greedy strategy is used, as it is usually done for the separation of clique inequalities for the stable set problem [2, 11] . Let us define a weight p i =ȳ i
for each vertex i ∈ V . First of all, we try to discover violated clique inequalities by using the greedy procedure CLQ2 proposed in [9] . To avoid the generation of redundant inequalities (see Remark 4.9), we eliminate from the weighted graph any vertex contained in at least one clique that has been found. Then, we try to find a set of violated partitionable clique inequalities in the reduced graph by adapting the CLQ2 procedure. Starting with a vertex of maximum weight in the reduced graph, we try to expand a maximal negative clique K 1 . If such a clique is found, we apply the same steps to try to expand a maximal negative clique K 2 ⊆ ∩ i∈K 1 N + (i). Finally, we check if
define a violated partitionable clique inequality. We repeat this process recursively until the reduced graph is empty.
Primal heuristic:
With the information of a fractional LP solution, we construct vertex sets S 1 and S 2 such that
For this purpose, it is sufficient to generate these vertex sets in such a way that E(S 1 ), E(S 1 ) ⊆ E + and δ(S 1 , S 2 ) ⊆ E − (in that case, there will be no odd negative cycle in
). We use a rounding heuristic to define S 1 and S 2 . First of all, we sort the vertex set V in a non-increasing order v 1 , v 2 , . . . , v n according to the values ofȳ ∈ R n . We start with
In case of ties, we choose the set of minimum cardinality.
Computational experiments
In this section, we report some computational experiments carried out with formulation Y (G, s) introduced in Section 3 and with the branch-and-cut algorithm described in Section 5.
The branch-and-cut algorithm is coded in C++ on a Sony Vaio Computer with a processor
Intel Core 2 Duo of 2.10 GHz and 3 GB of RAM memory. We use Xpress-Optimizer 20.00.05 [12] to implement the components of the enumerative algorithm. The CPU time limit is set to 1 hour.
As we have said before, Gulpinar et al. proposed in [8] a heuristic approach based on signed graphs to the solution of the DMERN problem. They reported the computational performance of their method over a set of 44 instances from Netlib (http://www.netlib.org/lp/data/). Before solving each instance, they applied a preprocessing in order to reduce the size of the coefficient matrix and a scaling procedure in order to increase the dimension of the {−1, 0, +1}-matrix. From the set of instances used in [8] , 34 instances can be found in http://www.cs.rhul.ac.uk/~zvero/thes is/sga ref/all models.tar.gz already preprocessed and scaled. The sizes of these instances range from the smallest to the biggest among the 44 instances. We define this set of instances as our test set.
Before evaluating the branch-and-cut algorithm described in Section 5, we investigated how strong formulation Y (G, s) is. For that purpose, we tried to solve all the instances in the test set by using a simple version of the branch-and-cut algorithm in which only constraints in formulation Y (G, s) are used: initial formulation is composed by constraints (2) and by odd negative cycle inequalities (7) define over M ; only odd negative cycle inequalities (7) are considered in the cut generation phase; other implementation strategies (including primal heuristic) are as described in Section 5. Table 1 displays the obtained results as well as some information about the instances.
The first four columns in this table give us information about the instances: the Netlib instance name, the number of columns in the matrix, the number of rows/vertices and the number of edges.
The next two columns, "% Gap" and "Time", give us the the final gap (in percent between the best founded solution and the upper bound) and the time (in seconds) spent to solve the instances to optimality ("-" means the instance was not solved within the time limit). Time spent to load an instance and to construct the signed graph is not included. One observes that matrices with a big number of columns can give rise to sparse signed graphs and that the size of a matrix is not necessarily related with the effort to solve an instance. For a methodology based on a signed graph representation of the problem, the dimension and sparsity of the associated signed graph are factors indicating the complexity to solve the problem. Instances are presented in the table in increasing order of number of vertices. By using only inequalities in formulation Y (G, s), we were not able to solve 5 instances including the smallest one. Furthermore, the final percentage gap was very big for the unsolved instances.
The meaning of the other columns in this table is as follows: in "%Gap", "InitForm" and "Root" are, respectively, the gap (in percent between the best founded solution and the upper bound) obtained for the initial formulation and for the last LP solved in the root of the branchand-cut tree; "Cuts #C" is the total number of odd negative cycle cuts (7) generated; in "B&C Tree", "#Nod" and "BNod" are, respectively, the total number of nodes in the branch-and-cut tree and the node where the best solution was found. One observes that, for some instances, it was necessary to go deep in the branch-and-cut tree to find the optimal solution, even if the percentage gap in the root was very small.
Next, we ran the branch-and-cut algorithm described in Section 5 over the test set. Table 2 reports the obtained results. In the solution of 14 instances, we obtained the same results as in Table 1 since no inequality defined for a clique was generated neither in the initial formulation nor in the cut generation phase. The other 20 instances are displayed in bold in this table. For these instances, except for "scfxm2", at least one of the following improvements was achieved: the instance was now solved to optimality, the percentage gap was smaller or the size of the branchand-cut tree was reduced.
In Table 2 , Column "OptVal" gives us the value of the optimal solution. Whenever time limit
is reached, this column shows the value of the best integer solution found. Multicolumn "Init Form" gives us information about the number of inequalities in the initial formulation: "#L" -clique inequalities (5); "#M" -odd negative cycle inequalities (7); and "#N" -partitionable clique inequalities (9). In multicolumn "Cuts", "#K" is the total number of partitionable clique cuts (9) generated. All other notations in Table 2 are the same as in Table 1 .
The branch-and-cut algorithm was able to solve almost all instances in the test set in a few seconds. Only instance "dfl001" was not solved within the time limit (the final gap was equal to the gap in the root). Most instances were solved to optimality at the root of the branch-and-cut tree.
Moreover, the percentage gap of the first formulation was very small for all instances except for instances "ship12s", "ship12l" and "dfl001". Regarding the cut generation phase, we can observe that the number of computed clique inequalities was quite small. This is explained by the fact that most of these instances have no parallel edges. For that reason, in this stage of the work, we have not used separation routines for lifted hole inequalities (6) . It is clear that inequalities defined for clique substructures were very important for the solution of instances in the test set. However, few of these inequalities were necessary except for instances "fffff800", "degen3" and "dfl001". That is the reason why, in this stage of the work, we have not implemented separation routines for cycle negative/positive clique inequalities described in Theorems (4.11) and (4.12).
Concluding remarks
The DMERN problem is a combinatorial problem with application in the efficient solution of linear programming problems. In [8] this problem was reformulated as a graph problem defined over a signed graph. Some heuristics have been proposed in the literature for the solution of this problem. However, to the best of our knowledge, no efficient exact approach has been proposed for its solution. In this work we presented a branch-and-cut algorithm for the solution of the DMERN problem. Some computational experiments were carried out over a set of instances appearing in the literature as a test set for the problem. The numerical results reported in Section 6 showed that the branch-and-cut algorithm is an efficient approach for the exact solution of the DMERN problem; most of the instances were solved to optimality in a few seconds. We believe the instances used in [8] are not appropriated to evaluate the quality of a heuristic approach to the problem; more difficult instances should be used. In a forthcoming work, we will present the optimal solution for a set of larger instances. However, in order to handle the enlarged instances, we first need to develop other separation routines and to implement preprocessing and scaling procedures such as in [8, 7] . 
