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Abstract: A major drawback of end-to-end image to 3d pose estimation approaches is the abscence of
rich, in-the-wild image datasets with 3d human pose annotation. In this paper we show, that splitting
the task and solving the subproblems of image based 2d pose estimation and 2d-to-3d coordinate regres-
sion independently is a viable approach. What is more, we present a lightweight deep learning based
model to perform 2d-to-3d human body pose regression that is able to exploit temporal information and
thus improve the state of the art.
Introduction
Automated understanding of human interactions in public spaces is both challenging and important.
It is imperative to have the ability to reconstruct the 3-dimensional spatial model of the participants, to
reliably estimate the details of such an interaction. However, usually, we only have access to monocular
images or videos of the subject. In this case, human motion is perceived through a 2-dimensional projec-
tion: restoring the depth of points is an underdetermined problem. Ambiguity of the solution remains,
even if we add different geometrical constraints derived from the anatomy of the human body.
In the past few years several end-to-end solutions were given to the problem of 3d pose estimation
from monocular images [1]. Since image datasets with 3d pose labels are scarce and usually they were
recorded in controlled environments, it becomes challenging to train end-to-end 3d pose estimators
which generalize well. Another approach is to independently solve the subproblem of 2d pose estima-
tion from images and then predict the 3d pose from the 2d coordinates. Image databases with 2d human
pose annotation are abundant, including many in-the wild data, probably this is why the problem of 2d
pose estimation from images has been well studied.
The ambiguity of restoring the 3d coordinates from a 2d projection may be reduced by using videos
as input, or by adding temporal constraints based on the dynamics of the human body.
In our paper we present an image to 3d pose estimation pipeline, which exploits the temporal struc-
tures behind the data. To achieve this, we utilize a state-of-the-art image to 2d pose estimation software.
Our contribution is the remaining part of the pipeline, namely a deep learning solution which estimates
3d pose coordinates from a series of 2d coordinates. Our method improves the state of the art by almost
15% in the former subtask.
Related Work
2d to 3d joints Lee and Chen were among the first to deal with 2d to 3d pose coordinate
regression [2], interpreting the task as a binary decision problem for each limb. Several papers introduce
various constraints based on the structure and dynamics of the human body: Dabral et al. [1] propose
angle limits for valid limb configurations, Zhou et al. [3] move towards personalized pose estimation
with their learnt limb-length ratios. Recently, Martinez et al. [4] show that lightweight, general deep
learning models can outperform many complex solutions.
Exploiting temporal information Making use of the temporal context helps us to reduce noise
and exploit the dynamics of the human body or the laws of physics. Zhou et al. [5] uses temporal
smoothing on input 2d poses, Mehta et al. [6] penalizes velocity and acceleration.
Method
The task we aim to solve is 3d human pose estimation from 2d pose joint locations and their temporal




j=1 ‖f(xt,j)−yt,j‖22, where xt ∈ R2J , yt ∈ R3J
are 2d and 3d body poses respectively, represented by a vector of joint points. J is the number of joints
predicted and T is the length of the temporal window of analysis. The input and output of our model is
a series of 2d and 3d body poses.
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Figure 2: The architecture of our approach. The input is multiple vectors of 2d pose coordinates
concatenated together. The concatenation of the corresponding 3d pose coordinates form the
output of the model. The residual block at the center is repeated several times to achieve best
results.
2-dimensional pose estimation We use the state-of-the-art 2d pose estimation software of Newell
et al. [7] to make our pipeline capable of predicting pose in images, thus enabling the usage of the popu-
lar benchmark, the Human3.6M dataset [8] for us. We also use the 2d camera projections of the 3d pose
coordinates to evaluate our 2d to 3d regression method independently.
DNN architectures Our approach exploits deep learning and its most recent results to achieve
state-of-the-art prediction performance. We utilize deep neural networks with the well known ReLU
nonlinearities [9]. We add batch normalization [10] and residual skip connections [11] to fight off the
problem of vanishing gradients in very deep networks. Schematics of our architecture is shown in Fig.
2. This architecture was inspired by the works of Martinez et al. [4] and many others, who used similar
combinations of the aforementioned layers and techniques for various purposes.
Loss function In our work, we focus on techniques that exploit temporal information and we
evaluate the effect of three extra terms added to the standard L2 loss function during the training proce-
dure. We will refer to the first two as Smoothness loss terms, and define it as the mean square of the first
and second order derivatives of the predictions over time. A somewhat similar term was introduced
by Mehta et al. [6]. The third loss term is referred to as Temporal limb length invariance term which pe-
nalizes deviations of limb lengths over time in the predictions. This loss term is a novelty in its exact
form, but can be derived from the work of Zhou et al. [3], who personalized predictions with fixed limb
length ratios. The extra loss terms were added to the standard L2 loss term with constant weights α, β, γ
respectively.
Temporal smoothing Since our chosen 2d pose estimation software runs on single images, noise
and outliers are expected to appear in its predictions. While our model may learn tasks as noise reduc-
tion or removal of outliers, we also evaluate our model on temporally smoothed input. We apply a low
pass filter on the input data, to get rid of high frequency noise. Our choice is a Savitzky-Golay filter [12]
fitting order 3 polynomials using a window length of 41.
Data preprocessing To prevent overfitting, we transform the 3d labels to the coordinate frame
of all four cameras used in the Human3.6M dataset. Additionally, we normalize all input and output
data by subtracting the mean and dividing by the standard deviation of the training data, per feature.
Results
Hyperparameter search Regarding the temporal length of the input and output, we have
found that the ideal number of samples to concatenate is 8 pose vectors with a sampling frequency of
50Hz. The architecture that was found to perform best has the following parameters: a dense layer
width of 4096 and consists of 4 residual blocks. Disabling residual skip connections caused serious
deterioration of the results in all experiments.
3d pose regression Quantitative results are shown in Table 1. In the task of 2d to 3d pose re-
gression using ground truth input data, our method improves the state of the art by 14.2% (6.5 mm). In
case we use the 2d pose detections of the Stacked Hourglass [7] architecture, our results are beaten by
Dabral et al.[1], but their model was also trained on Human3.6M image data, unlike ours, which gives
their results a clear advantage.
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The effect of the extra loss terms and smoothing The contribution of the loss terms were eval-
uated both independently and in unison. The Smoothness loss terms could improve 1.3 mm on average.
The Temporal limb length invariance term improved 0.5mm on its own, and 1.5 mm together with the for-
mer terms. The following weights were found to be optimal: α = 2, β = 10, γ = 1.5. Applying temporal
smoothing on the input 2d pose data, our results were improved by a further 0.9 mm. The 95th per-
centile error results indicate that the amount of failed predictions were also reduced, greatly helped by
input smoothing.
Table 1: Quantitative results on Human3.6M (in mm). Second column of the table shows the
mean of the per-action mean joint error. Third column shows the mean of the per-joint 95th
percentile errors. 2d GT: 2d projections of the 3d annotations were used as input data, SH:
2d pose input data was provided by the Stacked Hourglass network [7], 2d Tr: the 2d pose
estimation model was trained or fine-tuned on the evaluation dataset unlike in our case, *:
monocular approaches
Mean error Mean 95th percentile error
Martinez et al. [4] (2d GT) * 45.5 81.2
Ours (2d GT) 39.0 70.5
Martinez et al. [4] (SH) * 67.5 113.1
Zhou et al. [3] (2d Tr) 64.9 -
Dabral et al. [1] (2d Tr) 52.1 -
Ours (SH) 63.8 105.4
Ours (SH, smoothing) 62.7 100.9
Discussion and future work
In this paper we showed that a general deep learning approach solves the problem of 2d to 3d human
pose regression effectively and can exploit temporal structures hidden in the data. Still, the surprisingly
good results of Dabral et al. [1] show that an end-to-end approach may be even stronger. While the
decoupling of the image-to-2d-pose estimation subproblem enables us to select our datasets from a
much broader and richer palette, many precious image features, that let us infer depth, are lost.
As we have seen in the precious section, the application of a low pass filter over the input data
resulted in an improvement. When we removed those samples from the Stacked Hourglass 2d pose
predictions which contained clear failures (values over 100 mm in the second derivative of the time
series of any joint when using a sampling rate of 20 milliseconds), the 3d pose estimations of our method
improved a further 3.5 mm. We attribute this to the sensitivity of the low pass filter to extreme outliers.
Instead, the application of Robust Principal Component Analysis (RPCA) [13] seems more appropriate,
since this technique is less prone to highly corrupted data [14]. The investigation of this alternative is
another potential future research task.
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