Abstract-It is commonly assumed that in a smart city there will be thousands of mostly mobile/wireless smart devices (e.g. sensors, smart-phones, etc.) that will continuously generate big amounts of data. Data will have to be collected and processed in order to extract knowledge out of it, to feed users' and smart city applications. A typical approach to process such big amounts of data is to i) gather all the collected data on the cloud through wireless pervasive networks, and ii) perform data analysis operations exploiting machine learning techniques. However, according to many studies, this centralised cloud-based approach may not be sustainable from a networking point of view. The joint effect of data-intensive users' multimedia applications and smart cities monitoring and control applications may result in severe network congestions making applications hardly usable. To cope with this problem, in this paper we propose a distributed machine learning approach that does not require to move data in a centralised cloud platform, but processes it directly where it is collected. Specifically, we exploit Hypothesis Transfer Learning (HTL) to build a distributed machine learning framework. In our framework we train a series of partial models, each "residing" in a location where a subset of the dataset is generated. We then refine the partial models by exchanging them between locations, thus obtaining a unique complete model. Using an activity classification task on a reference dataset as a concrete example, we show that the classification accuracy of the HTL model is comparable with that of a model built out of the complete dataset, but the cost in term of network overhead is dramatically reduced. We then perform a sensitiveness analysis to characterise how the overhead depends on key parameters. It is also worth noticing that the HTL approach is suitable for applications dealing with privacy sensitive data, as data can stay where they are generated, and do not need to be transferred to third parties, i.e., to a cloud provider, to extract knowledge out of it.
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I. INTRODUCTION
In the last few years we are witnessing the proliferation of increasingly powerful small and often mobile computing devices, ranging from small-scale flexible platforms such as Arduino and Raspberry PIs, to users' personal mobile devices (e.g., smart-phones, tablets, smart watches), to miniaturised sensing devices. Even the tiniest of these devices are more and more capable of performing complex computational tasks, store significant amounts of data and connect wirelessly between them and to the Internet. In the near future, all these devices are expected to generate massive amounts of data, with an immense potential value in terms of novel applications and services. A typical case following this trend is that of smart cities, which are envisioned to be populated by a huge amount of "things" constantly generating data.
IoT/M2M paradigms [1] are one of the reference points to take advantage of this unprecedented amount of data. To extract knowledge from raw data, typical IoT/M2M architectures (e.g., the ETSI M2M architecture [2] ) consider three main layers. In the collection layer data is collected from individual "things" to gateways. In the transmission layer data is transferred from gateways to a central cloud-based platform. Finally, in the processing layer data is elaborated in the cloud platform, knowledge is extracted and provided to applications.
Such an architecture assumes the presence of a very broadband wireless access network to move data from the collection to the processing layers. Note that not only the collection layer, but also the transmission layer is, most of the times, assumed to be deployed over a broadband wireless network such as LTE. Unfortunately, even the adoption of the latest 4G LTE-A technologies might not provide sufficient capacity in the medium term. Recent forecasts envisage that the number of connected things will exceed 7 trillions by 2025 [3] , resulting in an equivalent density of about 1000 devices per person all over the world. Mobile data traffic is thus expected to increase exponentially. According to Cisco, mobile data traffic will grow at a Compound Annual Growth Rate (CAGR) of 61% between 2014 and 2019, reaching 15.9 Exabytes per month by 2019 [4] , resulting in the so called data tsunami. Right now we are in the early adoption phase of 4G technologies, which is giving a significant boost to the cellular capacity with respect to the current demands. However, projections over the next few years show that this additional capacity may be saturated soon, as it is foreseen to grow only by a factor of 1.4 by 2019, which may not be sufficient to cope with the data tsunami effect [4] . As a consequence, bandwidth crunch events similar to those occurred with 3G networks [5] may be expected, unless alternative solutions are devised in time.
One possibility to cope with this problem is to limit the amount of data sent to global cloud platforms, and move part or the data processing tasks to the edge of the network, where data is generated. This is the vision of (Mobile) Edge Computing [6] , whereby computing tasks are not exclusively allocated on centralised global cloud platforms, but are more and more distributed towards the edge of the network as in the Fog computing paradigm [7] , up to on mobile devices as in the opportunistic computing paradigm [8] . Not only Mobile Edge Computing can help offloading excessive traffic from wireless access networks. It can indeed be the most suitable approach to extract knowledge also from privacy sensitive data, which may not be transferred to third parties (global cloud operators) for processing [6] .
In this paper we follow this approach. We target the general problem of extracting knowledge through machine learning techniques from a dataset that is collected across a number of physical locations. We define a framework where learning is mostly performed locally at each individual location, and the amount of information to be shared across locations is minimised. To this end we exploit Hypothesis Transfer Learning (HTL) [9] . Intuitively, in Hypothesis Transfer Learning several partial learning processes are performed on each distinct subset of a dataset. The resulting (partial) models are then combined to obtain a unique model. The learning mechanisms defined by HTL make sure that each partial model is refined and improved thanks to the knowledge "already embedded" into the other partial models during their training on the partial datasets. The target of HTL is to train a final model whose accuracy is as close as possible to that of a model trained directly over the entire dataset. Applying HTL to our context, we train a separate model for each location where part of the dataset is available, exchange partial models between locations, and finally obtain a unique refined model. Therefore, the only information that needs to be exchanged over the network are the partial models instead of the raw data, which remain at each location where they are generated.
The proposed HTL learning framework is very general, and suitable to be adapted to many learning tasks and specific learning algorithms. In the paper we focus on a concrete example of activity recognition from data sampled by smartphones in individual locations. Using a reference dataset in the literature, we show that the accuracy of the activity recognition model trained with HTL is comparable with that of a model trained over the entire dataset, which would have to be derived by transferring all data on a centralised cloud platform. On the other hand, the network overhead of the HTL solution is drastically cut, with a reduction up to 77%. Moreover, we present a sensitiveness analysis for the HTL solution, that shows how different parameters impact on its network overhead. Among others, we show that the gain of the HTL solution steadily increases with the size of the dataset, making it a very suitable approach to manage knowledge extraction tasks with very big datasets collected from wireless/mobile devices.
The rest of the paper is organised as follows. Section II presents related work. Section III provides a brief background on HTL, which is then applied to our problem in Section IV. Sections V and VI present the performance evaluation metrics and results, while Section VII concludes the paper.
II. RELATED WORK
The distributed learning problem could be approached in many ways. One possibility is represented by "ensemble methods" such as bagging, boosting and mixtures of experts [10] , [11] , [12] , [13] . Intuitively, these methods allocate portions of the training database to different classifiers that are independently trained. The individual classifiers are subsequently aggregated, sometimes through a different training algorithm and sometimes using feedback from the training phase of the individual classifiers. These approaches might be suitable for distributed learning in parallel networks, however they are generally designed within the classical model for supervised learning and fundamentally assume that the training set is available to a single coordinating processor.
Motivated by the presence of huge quantities of data, there are other machine learning techniques that focus on scaling up the typical centralized learning algorithm. One approach is to decompose the training set into smaller "chunks" and subsequently parallelize the learning process by assigning distinct processors/agents to each of the chunks. This is the typical scenario in which deep learning is widely used [14] , [15] , [16] . Differently from our solution, these approaches do not target knowledge extraction where data have privacy constraints, or when network overhead should be minimised.
Finally, other works propose fully distributed and decentralized learning algorithms. To the best of our knowledge, the more relevant with respect to our reference scenario are the following. In [17] authors present a distributed version of Support Vector Machine (SVM). In order to learn a model from physically distributed data, they propose an iterative procedure according to which they i) train an SVM on each local dataset and then they exchange the learned Support Vectors (i.e. relevant points of the dataset that determine the classifier) with all the other locations. These Support Vectors are added to each local dataset and the local SVMs are trained again. Authors of [18] propose a distributed learning algorithm for arbitrary connected machines. The approach consists of an initial learning phase performed on the local data and then an iterative consensus procedure through which machines come up with a final model. Another similar solution presented in [19] propose two distributed learning algorithms for random functional link networks. The first one is based on a Decentralised Consensus Algorithm. The second one, instead, is based on the Alternative Direction Method of Multipliers. Both are iterative solutions that in order to converge to a model have to repeatedly exchange their partial models' parameters.
All of these solutions typically converge to a model whose accuracy is comparable with a centralized algorithm with access to the entire dataset. However, none of them consider the amount of network traffic triggered by their iterative procedures. In this paper, instead, we investigate how it is possible to successfully accomplish a distributed learning task limiting the information exchanged over the network. Precisely, we exploit the Hypothesis Transfer Learning framework through which we build a classifier that, with respect to a solutions based on a centralised cloud-based learning framework shows (i) similar accuracy, and (ii) drastically reduced network overhead. To the best of our knowledge this is the first time that Hypothesis Transfer Learning framework is exploited to design such a distributed learning solution.
Note that the main novelty and goal of this paper is not to champion HTL over alternative distributed learning methods, but rather to show that applying one of the reference approaches in this domain can help to drastically reduce the network overhead in IoT applications, without impacting the accuracy of the knowledge extraction task.
III. HYPOTHESIS TRANSFER LEARNING
In this section we briefly describe GreedyTL [9] , the HTL algorithm we use to design our distributed learning solution.
For the sake of clarity we provide the following example to give a high level intuition about the Hypothesis Transfer Learning, and then we describe the details about GreedyTL. Let us consider the existence of one small dataset D 1 and two larger datasets D 2 , D 3 collected across three separate locations and let us consider that these datasets are only locally accessible. Let us suppose that we already have learnt a model for both D 2 and D 3 , here denoted by h 2 and h 3 , respectively. Now we want to learn a model on D 1 , denoted by h 1 . Note that, since in machine learning the accuracy of a model strongly depends on the size of the dataset, the small size of D 1 will negavely affect the accuracy of h 1 . According to the HTL framework, in order to overcome this problem we can exploit the knowledge contained in h 2 , h 3 to learn a more accurate model h 1 on the dataset D 1 . In the HTL terminology, the models h 2 , h 3 are called source models while h 1 is called target model. Analogously, D 2 , D 3 are referred as source domains and D 1 as target domain.
Let us now introduce the notation used in this section: small bold letters denote column vectors. The training set of cardinality m is denoted as the set of pairs {(
Here X , Y denote respectively the input and the output space of a learning problem. Here we denote with
the set of L source models and with h trg the target model that we have to learn in the target domain.
GreedyTL focuses on the binary classification problem. However, it is worth noting that this is not a limitation because it can be easily extended to the multi-class classification problem. The model that GreedyTL learns is defined as follows:
Note that the target model is a standard linear classifier of the form
that permits to include the knowledge of the source models into the target model. The coeffients control how much each source model can affect the behaviour of the target model. Here ! and are the parameters of the target model to be learnt.
In order to find the best combination of parameter ! and , GreedyTL solves the following optmization problem
The meaning of the objective function is the following. The first termR
is the mean squared error and says that we are looking for linear classifier h trg that minimises the number of prediction errors. The terms
are called regularization terms, and their effect is to avoid to find a model that overfits the data in the training set. Here is a parameter used to control the impact of this second term in the final solution of the optimization problem. Finally, the contraint of the optimization problem
imposes that the number of non-null coefficients of the vectors ! and , complessively do not exeed a constant parameter k. In this way we force the algorithm to select only those source models that collectively improve the generalisation of the target model and, as a consequence, the size of the target model is limited. Summarising in this way we are looking for model of size at most , that minimises the prediction error. A more complete and detailed descritpion of the GreedyTL algorithm can be found in [9] .
IV. DISTRIBUTED LEARNING THROUGH HYPOTHESIS TRANSFER LEARNING
In this paper we consider the following scenario. We assume that a dataset D is distributed over different devices located in a number L of different physical locations. Therefore each location l holds a partition
Clearly, we assume that the data contained in each partition D l are homogeneous, e.g., for a sensing application, they must be related to a well-defined physical entity that is sensed across different locations. This is necessary to meaningfully use, for the model corresponding to one partition, features of the models trained on the rest of the partitions.
In this paper we focus on a supervised learning problem and more precisely, we consider a classification problem. Specifically, we assume that the partitions D l are the training sets for training l partial classifier, which are then refined based on each other features. Therefore, each local dataset is in the form D l = {X l , Y l } where X l 2 R n l ⇥d is the set of examples (or patterns) available at the l-th location l, Y l 2 R n l ⇥1 is the set of labels that define the class to which each pattern belongs to, n l is the cardinality of D l and d is the number of features of each pattern x 2 X (i.e., the dimensionality of each data point in the dataset). In this layout we consider that all that machines at different locations can communicate information between each others through the network but, they are not allowed to share their own datasets D l . The only information that each machine is allowed to share with all the other machines is about the models they have learnt from their local dataset. Here with the term machine we identify a computationally capable device that has direct access to the local dataset in order to execute a learning procedure and learn a model of the data. A model is a parametric function h that takes in input a pattern x 2 X and returns in output a numberŷ that corresponds to the class label to which the pattern x belongs. The parameters of the function h are the quantities to be learnt by the machine learning algorithm.
Our distributed learning solution is composed by 5 steps that are performed by each machine.
Step 0: In the first step each machine at each location trains a learner on its local data. Although in principle every learning algorithm could be used during this phase, in our paper we use a Support Vector Machine learning algorithm. It is worth noting that it is possible to adapt the same procedure to other learning algorithms but we have chosen this learning algorithm because of its well known good performance and simplicity. After this first learning step, each location l i holds a model h Step 1: After Step 0, there is the first synchronisation phase. All the models learnt at each location are sent to all the other locations. At the end of this phase each location holds L SVM predictors, each one trained on different data (Lines [6] [7] [8] . Note that at every location, models are stored in the same order, i.e. h 1 is the same model at each location.
Step 2: At each location we train GreedyTL on the local data, providing to it the set of models obtained during the previous steps. The output of this step is the model defined in Equation 1 (Line 9). It is worth noting that the actual form of this model is a single vector
T where the first L components correspond to the coefficients and the rest to the ! coefficients. Note that its dimensionality is greater than the dimensionality of the problem, i.e. the problem has dimensionality d while ! 0 has dimensionality d+L. However, as it will become clear in SectionVI-B this does not represent an issue from the network traffic point of view because, thanks to the GreedyTL algorithm, the vector ! 0 tends to be sparse.
Step 3: After each location l has its new model h
l , we have a new synchronisation phase in which, like for Step 1, every location sends its h Step 4: Once all the models have been received, each location aggregates all of them into a single model h (2) . As for Step 0, this aggregation can be done in several ways. Since we are framing into a classification problem, in this paper we adopted the majority voting and a consensus approach. Majority Voting is a very common technique used to aggregate the predictions of many classifiers into one single response. Briefly, it selects the most frequent prediction as final response. In the consensus aggregation, instead, h
Of course this is just an example of the several more sophisticated possibilities one could apply at this Step. Here we used them because of their simplicity and, as we will see in Section VI-A, good performance.
Algorithm 1
In this section we present the dataset we used to evaluate our solution. We used a real world dataset commonly used in the field of Human Activity Recognition (HAR) [20] . In this paper we take the HAR problem based on data collected through smart-phones' sensors as a representative example of a possible application of our distributed learning framework in a IoT environment. Precisely we assume that the data collected from each smart-phone is not sent to the cloud in order to be processed. Conversely every phone does all the processing locally, and the only information sent over the network is about the models built by each mobile phone.
The dataset was built during experiments carried out with a group of 30 volunteers within an age range of 19-48 years. Each volunteer performed a protocol of activities composed by six basic activities: three static postures (standing, sitting, lying) and three dynamic activities (walking, walking downstairs and walking upstairs). In the dataset are present also postural transitions that occurred between the static postures (e.g. stand-to-sit, sit-to-stand, sit-to-lie, lie-to-sit, stand-to-lie, and lie-to-stand). All the participants were wearing a smartphone (Samsung Galaxy S II) on the waist during the experiment execution. The raw measurements are 3-axial linear acceleration and 3-axial angular velocity at a constant rate of 50Hz using the embedded accelerometer and gyroscope of the device. Afterwards, the sensor signals (accelerometer and gyroscope) were pre-processed by applying noise filters and then sampled in fixed-width sliding windows. From each window, a vector of 561 features was obtained by calculating variables from the time and frequency domain. The resulting dataset is composed by N = 10929 records where each one is a vector x 2 R d , d = 561. The total size in MB of the raw measurements is 103MB that is greater than the size of the post-processed dataset (48MB). It is worth noting that, the distribution of activities for each user is skewed: static and dynamic postures are performed more frequently than transitions, as reported by the Fig. 1 . Moreover, 9 local datasets out of 30 do not have a complete set of activities, therefore in our experiments we consider those users that present a complete set of activity. The data corresponding to the excluded users have been uniformly distributed between the remaining 21 users.
VI. PERFOMANCE EVALUATION

A. Accuracy performance
We evaluate the performance in terms of prediction loss and accuracy gain. The prediction loss is defined as the mean number of prediction errors done by the classifier trained in the l-th location. More formallỳ
with
0 otherwise whereŷ is the predicted class of the i-th pattern x i and y i is its true class and m is the cardinality of the test set. The Accuracy Gain is defined as the percentage of accuracy we gain after each step of our procedure, against the local base classifier, i.e. the local model learnt after Step 0. More formally, let use denote with`h 
In this way we measure the increment in terms of accuracy triggered by the use of the HTL framework. According to this formula, if the models obtained after Steps 2 and 4 have a lower misclassification error rate w.r.t. the model learnt at
Step 0, ⇢ l tends to 1, that corresponds to maximum obtainable gain. Conversely, if ⇢ l assumes a negative value, means that the models obtained at Steps 2 and 4 are less accurate of the local base model. We tested our framework adopting a "leave one user out" cross-validation procedure. Precisely, every round we keep one user as test set and we apply our distributed learning procedure on the other 20 users. Then the performance results are averaged and confidence intervals at 95% of confidence are provided. Note that, the problem at hand falls in the domain of the multi-class classification. The approach adopted in this paper to cope with more than two classes is the well known "one-vs-all".
Specifically, here each multiclass classifier is composed by k binary classfiers each one trained on its own class. For example, for the binary classifier corresponding to class 1, all the examples belonging to class 1 are treated as positive examples (labelled as +1) and the rest are negative examples (labelled as 1).
In order to decode the final response of the multiclass classifer we adopt the following standard approach. To each class label is associated a binary string of size k, e.g. if k = 3, the string associated to the class label c = 2 is b 2 = { 1, 1, 1}. When a pattern x is presented to all the k trained binary learners, each of them provides its classification response (+1 or 1). Following the same example, all the classifiers' responses form a binary stringb , e.g.b = { 1, 1, 1} which, in this particular case means that the second classfier says that the pattern belongs to his own class, while the others say that the pattern do not belong to their own classes. The final response of the classifier corresponds to the class label corresponding to the binary string b c that is more similar to the response stringb. More precisely:
whereŷ is the final response of the multilass classifier. In order to have a clear idea about the real improvement contributed by each step of our procedure, we present separate performance values for each step, both in terms of accuracy and gain. Moreover each step is compared with an alternative solution that do not involve the use of the adopted HTL algorithm. Precisely, the noHTL solution implements our distributed learning solution, but the Steps 2 and 3 are not executed. Moreover, both solution are compared with a third, centralized solution, i.e. an SVM trained on the entire dataset. From now on we will refer to the centralized solution as Cloud. Fig. 2a shows misclassification error rate, in each data location, after each step of the proposed procedure. As one can expect, the local models trained at the Step 0 (here denoted by GTL (0) ) , has the worst accuracy. This is due to the fact that, although SVM is a very good learning algorithm, in the local data there are not enough examples to learn a model with good generalisation abilities. After the models' exchange at
Step 1 instead, we can see that the HTL algorithm is able to well exploit the knowledge learnt at each location and learn a model with better performance (GTL (1) ). Note that each GTL (1) model has been trained on the same local data on which was trained the GTL (0) models. After the second exchange of models, the performance of our solution are even better. Note that after the second exchange of models there are no more differences in terms of performance between the locations. This is due to the fact that at each location there are all the GTL
(1) models learnt in all the other locations that are aggregated into a single model GTL (2) equal for each location. In fact, looking at the Fig. 2a we can see that the performance of the aggregated models based on HTL (µ-GTL (2) and mj-GTL (2) stand for majority voting and consensus, respectively) get closer and closer to the performance obtained with a Cloud solution. As reported in Table I the error rate of the Cloud solution is 0.5% while ours is 3.6%. Now we show that the second training phase performed in Step 2 is really necessary to improve the performance at Step 4. To this end, we compute
Step 4 directly on the models GTL (0) , i.e. Steps 2 and 3 are not executed. The resulting altenative aggregate models are denoted with µ-SVM (2) and mj-SVM (2) . As we can see from Fig. 2a both µ-SVM (2) and mj-SVM (2) have approximately the same performance of GTL (1) , reaching an average loss of 8.1% and 7.7%, respectively. Table I reports the average loss values obtained with and without HTL for all the steps. As we can notice, the solution based on HTL always performs better than the no-HTL solutions. Moreover, note that GTL after the second exchange achieves a loss of only about 3.6%.
While the Cloud solution is better (its loss is about 0.5%), in absolute terms the accuracy of GTL is anyway very good.
In Fig. 2b we show the performance gain of each step w.r.t. the performance of the base learner. Specifically, for each step and each location we computed the corresponding performance gain. We sort locations in increasing order of loss of the base learner GTL (0) , and use this ordering in the x axis. In other words, the left-most values in the graph correspond to the gains obtained in the locations with the lowest loss of the base learner. We note that for small value of loss of the base learner, µ-SVM (2) and mj-SVM (2) report a negative gain. This means that, the simple aggregation of the base models not only could not be enough to obtain good performance, but also it could be also counterproductive. Conversely, the performance gain w.r.t. GTL (0) of our solution in all its steps is always positive. It is also interesting to note that the gain of our solution increases for locations where the base learner performs worse. This means that, besides always improving over the base learner, the HTL based solution "helps more" the locations with a lower initial accuracy, which is also a desirable feature.
In order to understand the real benefit coming from the use of a HTL based distributed learning approach, we analysed the accuracy per single class, averaged over all the locations for both Step 1 and 2 of our procedure. In this way we want to highlight that even though the labels' distribution is unbalanced, there is an advantage in using our HTL based approach. In fact, looking at Fig. 3a we can notice that the unbalanced dataset strongly affects the performance of GTL GTL (1) GTL (0) (a) (remember from Fig. 1 that classes 1 to 6 are way more represented in the dataset with respect to classes 7 to 12). With GTL (1) and mj-GTL (2) instead we notice an increment of performance. The reason is that GreedyTL is able to exploit the knowledge of those source that are more precise on certain classes such that for many of them the penalty induced by the unbalanced distribution of labels is strongly mitigated. This is supported by Fig. 3b in which we can see that with GreedyTL we obtain an accuracy gain up to 80% and 100% for GTL (1) and mj-GTL (2) , respectively. We point out that for the sake of clarity, we do not report the values for µ-GTL (2) because their are equal to the ones of mj-GTL (2) .
B. Network overhead performance
After having shown the accuracy performance of our HTLbased distributed learning solution, we analyse its performance in terms of network overhead. Here, with network overhead (OH) we refer to the amount of information that must be sent between all the data locations in order to accomplish the learning task. Before going into the details of this analysis, we recall that the information to be sent over the network is about ! (0) and ! (1) , respectively. The first are the coefficients of the base model ! (0) 2 R d , a vector of d floating numbers where d is the dimensionality of the pattern x 2 X. The second are the coefficients of the GTL model ! (1) 2 R d+s where s is the number of data locations. More details about notation used in this section are in Table II dimensionality of a single data point
coefficients of the GTL model
n. of non-null coefficients in ! (0) d (1) n. of non-null coefficients in ! (1) We recall that in our solution, local information are sent over the network only twice, i.e. to send the GTL (0) models and to sent the GTL
(1) models after step 2. Therefore, the network overhead generated by our solution is computed as follows:
where
With respect to OH (0) , the expression comes from the fact that after step 1 each location has to send to the other s 1 locations a classifier for each class. As each classifier consists in d (0) non-null coefficients, and we have k classes, the formula is straightforward. With respect to OH (1) , in step 3 each location has to send again a classifier per class, but this time the classifier consists in d (1) non-null coefficients Table III reports the network overhead for each models' exchange phase. As we can see the most expensive phase is the exchange of the base models. The second one, instead has a negligible cost if compared to the first one. The main reason of this is the fact that the number of non-null coefficients after the first GTL step (i.e., Step 2 in the algorithm) is typically much smaller than the number of non-null coefficients of the base learners. This is a general property of GreedyTL, that also works as a feature selection algorithm [9] . Remember that in our dataset data points are not raw data, but are features extracted locally from the raw data. In most IoT applications, instead, knowledge extraction would be done starting from the raw data. If we compute the overhead with respect to the Cloud system, in the case when all raw data (instead of features) have to be sent to the cloud, we obtain the overhead indicated in the table as OH raw . These results clearly indicate that using GTL as opposed to a centralised cloud solution achieves a drastic reduction in terms of network overhead, which amounts to 52% in the case of our dataset. Note that if we consider the raw data instead of pre-processed data (as it would be common for many applications) the reduction in overhead would jump to 77%. This is a extremely good result, if one remembers that the accuracy of GTL was about 3.6%. C. Bound on network overhead In order to deeply understand the behaviour of our solution from the point of view of the network overhead, we derived, under some reasonable assumption, an upper bound of the network overhead. Our only assumption is that the model learnt by GreedyTL at Step 2 has less non-zero elements than the base model. Formally, provided that
and assuming, as it is typically the case, that the number of non-null coefficients of the learners (d (0) and d (1) ) is much higher than the number of locations s, the network overhead is upper bounded as follows
Proof. In general we can approximate
s, OH (1) can be approximated as
holds true. Therefore, the following also holds:
Note that the bound in Equation 8 can be quite pessimistic. In many cases (as with our dataset), actually d
(1) ⌧ d (0) holds, and therefore OH tot can be well approximated with OH (0) ' s 2 kd (0) . However, in the following we use the more exact (but pessimistic) bound given by Equation 8, thus presenting worstcase results for the network overhead with GTL.
We can exploit Equation 8 to derive a lower bound on the network gain. Specifically, considering that in the case of a centralised cloud based system the overhead is OH cloud = Nd (c) where d (c) is the dimensionality of each data point, we can define a lower bound on the gain as follows We use G to perform a sensitivity analysis of the network gain with GTL. Note that in the following we assume, as it is the case of our dataset, that the dimensionality of the original data points is approximately the same of the dimensionality of the GT L (0) coefficients (note that in our dataset the dimensionality of raw data would be even larger, thus our analysis provides an even lower bound on the possible gain of GTL), and thus G ' 1 2ks 2 N holds. Precisely in order to study the impact of each parameter, for each graph in the following we keep two parameters fixed (we use the values obtained by simulations) and we variate the remaining one. From Fig. 4b we see that the gain is linear with the number of classes. This is quite obvious because keeping fixed the size of the dataset and the number of data locations, more classes means more binary models to be sent over the network. Figure 4c is more interesting, as it shows that the more the size of the dataset (N ) increases, the more it becomes advantageous to use GTL, as the relative cost of exchanging models instead of data becomes negligible. Also note that the curve is concave, and thus also for relatively small data sizes (with the number of locations and dimensionality of our dataset) the cost of GTL becomes already almost negligible.
Conversely, looking at Figure 4a , we see that there is a limit to the number of data locations, above which the exchange of model coefficients becomes too expensive. Let us define as µ D the average number of data points per location, such that N = sµ D . The gain can then be written as follows:
Nd ( 
This form of G has an intuitive explanation. For each location, ks is the network overhead of using GTL, as it is the total size of models' parameters to be sent. On the other hand, µ D is the per-site cost of a cloud-based solution. As soon as the number of locations increases above µ D 2k using GTL becomes not advantageous anymore.
VII. CONCLUSIONS
In this paper we propose a distributed learning approach based on the Hypothesis Transfer Learning framework that is suitable for big data analysis under an Edge Computing approach. The proposed solution, starting from a big set of data collected in a number of distinct physical locations, is able to extract knowledge through general machine learning approaches without moving the data from where they are generated. Our results on a real dataset for an activity recognition task show that, with respect to a more standard IoT solution where data is first collected in a centralised cloud platform and then elaborated, the accuracy of recognition is comparable with that of a centralised solution, but the network overhead is reduced up to 77%. Moreover, we have presented a sensitiveness analysis of the gain in terms of reduced network overhead with respect to several key parameters. These results show that it is indeed possible to perform knowledge extraction from large scale big data without necessarily moving data from where they are collected. This is very important, as this allows us to drastically cut wireless network traffic, contributing to avoid possible collapses of wireless network infrastructures. In addition, such an approach also supports data elaboration in scenarios where data cannot be shared to third parties, i.e., the central cloud platform's operator, for privacy reasons.
