Most existing distributed adaptive filtering algorithms focus on de signing different information diffusion rules, regardless of the nature evolutionary characteristic of a distributed network. However, due to the natural selfishness and rationality, nodes in a distributed network may not be willing to follow a predefined rule. Instead, they tend to follow some nature evolutionary rule. Therefore, it is ample of im portance to study the information diffusion problem in a distributed network from the evolutionary game theoretic perspective. In this paper, we analyze the information diffusion over the adaptive net work with regular graph and derive the close-form expression for the diffusion probability using graphical evolutionary game theory.
INTRODUCTION
In an adaptive network, at every time instant t, node i receives a set of data {di(t), un that satisfy a linear regression model as follow di(t) = u; w O + Vi(t),
where W O is an Mx 1 unknown vector, d;(t) is a scalar measurement of some random process d;(t), u; is the 1 x M regression vector at time t with zero mean and variance O"�, and Vi(t) is a random noise signal with zero mean and variance 0"7. The objective for each node is to use the data set {di(t), un to estimate parameter W O In the literatures, many distributed adaptive filtering algorithms have been proposed for the estimation of parameter w O . The incre mental algorithms, in which node i updates w through combining the observed data sets of itself and node i-I, were proposed, e.g., incremental LMS algorithm [1] . Unlike the incremental algorithms, the diffusion algorithms allow node i to combine the data sets from all neighbors, e.g., diffusion LMS [2] and diffusion RLS [3] . Be sides, the projection-based adaptive filtering algorithms were sum marized in [4] , e.g., the projected subgradient algorithm [5] and the combine-project-adapt algorithm [6] .
Most of the existing adaptive filtering algorithms are somehow intuitively designed to achieve some specific objective, sort of like bottom-up approaches to the distributed adaptive networks. There is no existing work that offers a design philosophy to explain why combination and/or diffusion rules are developed and how they are related in a unified view. In [7] , we proposes a graphical evolu tionary game theoretic framework that can offer a unified view of existing distributed adaptive algorithms, and provided possible clues for new future designs. In the framework, the nodes in the adaptive network are regarded as players and the local combiner of estimation 978-1-4799-0248-4/13/$31.00 ©2013 IEEE 599
information from different neighbors is regarded as different strate gies selection. In this paper, based on our proposed framework, we analyze the information diffusion process over the adaptive network with regular graph, and derive the diffusion probability of informa tion from nodes with good information.
Evolutionary game theory (EGT) has been widely used to model users' behaviors in image processing [8] , as well as communication and networking area [9] , such as congestion control [10] , coopera tive peer-to-peer (P2P) streaming [II] and dynamic spectrum access [12] . In graphical EGT, the fitness of a player is locally determined from interactions with all adjacent players, which is defined as [13] 
where B is the baseline fitness, which represents the player's in herent property. For example, in a distributed adaptive network, a node's baseline fitness can be interpreted as the quality of its noise variance. U is the player's utility which is determined by the prede fined utility matrix. The parameter a represents the selection inten sity, i.e., the relative contribution of the game to fitness. The case a ---+ 0 represents the limit of weak selection [14] , while a = 1 denotes strong selection, where fitness equals utility. There are three different strategy updating rules for the evolution dynamics, called as birth-death (BD), death-birth (DB) and imitation (IM) [13] .
• BD update rule: a player is chosen for reproduction with the probability being proportional to fitness (Birth process).
Then, the chosen player's strategy replaces one neighbor's s trategy uniformly (Death process).
• DB update rule: a random player is chosen to abandon his/her current strategy (Death process). Then, the chosen player adopts one of hislher neighbors' strategies with the proba bility being proportional to their fitness (Birth process).
• IM update rule: each player either adopts the strategy of one neighbor or remains with his/her current strategy, with the probability being proportional to fitness.
In the following, we will analyze the information diffusion process in an adaptive network with regular graph under three updating rules.
DIFFUSION ANALYSIS
In a distributed adaptive filter network, there are nodes with good signals, i.e., lower noise variance, as well as nodes with poor signals.
The principal objective of distributed adaptive filtering algorithms is to stimulate the diffusion of good signals to the whole network to enhance the network performances. In this section, we will use the EGT to analyze such a dynamic diffusion process and derive the close-form expression for the diffusion probability. In a graphical evolutionary game. the structured population are either residents or mutants. An important concept is the fixation probability. which represents the probability that the mutant will eventually overtake the whole population [15] . Let us consider a local adaptive filter network as shown in Fig. 1 , where the hollow points denote common nodes, i.e., nodes with common noise vari ance <7;; and the solid points denote good nodes, i.e., nodes with a lower noise variance <7;'. <7;' and <7;' satisfy that <7;' > > <7;'. Here.
we adopt the binary signal model to better reveal the diffusion pro cess of good signals. If we regard the common nodes as residents and the good nodes as mutants, the concept of fixation probability in EGT can be applied to analyze the diffusion of good signals in the network. According to the definition of fixation probability, we define the diffusion probability in a distributed filter network as the probability that a good signal can be adopted by all nodes to update parameters in the network.
Strategies and Uility Matrix
As shown in Fig. 1 . for the node at the center. its neighbors include both common nodes and good nodes. When the center node updates its parameter Wi. it has the following two possible strategies:
using information from common nodes, using information from good nodes.
In such a case, we can define the utility matrix as follow:
Se rr-1 (<7r,<7r) n-1 (ar, am)
where rr(x, y ) represents the excess-mean-square error (EMSE) of node with noise variance x 2 using information from node with noise variance y 2 For example. rr(<7r, <7m) is the EMSE of node with noise variance <7; adopting strategy Sm. i.e .
• updating its W using information from node with noise variance <7;' which in tum adopts strategy Sr. The Lemma 1 shows the quality of the utility matrix. Lemma J: The utility matrix defined in (4) has the quality as follow (5) Proof Due to page limitation, we show the proof in the supplemen tary information [16] . 
where X and Yare either r or m. The equations (6) (7) (8) (9) imply that the state of the whole network can be described by only two variables.
Pm and qmlm · In the following, we will calculate the dynamics of Pm and qmlm under the 1M update rule.
Dynamics of pm and qmlm
According to the 1M update rule, a node using strategy Sr is se lected for imitation with probability pro As shown in the left part of Fig. 1 . among its n neighbors (not including itself), there are n,. nodes using strategy S,. and nm nodes using strategy Sm, respec tively. where n,. + nm = n. The percentage of such a configuration is (n: )q�i:.q� I � ' In such a case. the fitness of this node is (10) where the baseline fitness is normalized as l. Among those n neigh bors. the fitness of node using strategy Sm is and the fitness of node using strategy S,. is
In such a case, the probability that the node using strategy Sr is replaced by Sm is nmfm Pr-+m = ----:;--==:;---:; nmfm + nrfr + fa'
Therefore. the percentage of nodes using strategy Sm, Pm, increases by liN with probability Meanwhile, the edges that both nodes use strategy Sm increase by nm• thus. we have (15) Similar analysis can be applied to the node using strategy Sm. Ac cording to the 1M update rule. a node using strategy Sm is selected for imitation with probability Pm. As shown in the right part of Fig. 1 , we also assume that there are n,. nodes using strategy S,. and nm nodes using strategy Sm among its n neighbors. The percentage of such a phenomenon is (n: )q� T m q� I';". ' Thus, the fitness of this node is (16) Among those n neighbors. the fitness of node using strategy Sm is and the fitness of node using strategy Sr is gr = (1-a) + a ((n -1)qrlrU1 + [(n -l)qmlr + 1]u2) ' (18) In such a case, the probability that the node using strategy Sm is replaced by Sr is Pm-->r = nrgr . nmgm + nrgr + go (19) Therefore, the percentage of nodes using strategy Sm, Pm, decreases by liN with probability Meanwhile, the edges that both nodes use strategy Sm decrease by nm, thus, we have Combining (14) and (20), we have the dynamic of pm as . 1
= N(n +1) 2 /' lU 1 +/' 2U2 +/' 3U3 +/' 4u4 +0 a , (22) where the second equality is according to Taylor's Theorem and weak selection assumption with a goes to zero [17] . The dot no tation Pm represents the dynamic of Pm, i.e., the variation of Pm within a tiny period of time. In such a case, the utility obtained from the interactions is considered as limited contribution to the overall fitness of each player. On one hand, the results derived from weak selection often remain as valid approximations for larger selection strength [14] . On the other hand, the weak selection limit has a long tradition in theoretical biology [18] . Moreover, the weak selection assumption can help achieve a close-form analysis of diffusion pro cess and better reveal how the strategy diffuses over the network. Besides, we can also have the dynamics of qmlm as 601
Diffusion Probability Analysis
The dynamic equation of Pm in (22) reflects the the dynamic of n odes updating w using information from good nodes, i.e., the dif fusion status of good signals in the network. A positive pm means that good signals are diffusing over the network, while a negative Pm means that good signals have not been well adopted. The diffusion probability of good signals is closely related to the noise variance of good nodes 0';;' . Intuitively, the lower 0';;' , the higher probability that good signals can spread the whole network. In this subsection, we will analyze the close-form expression for the diffusion probability.
As discussed at the end of section 2.1, the state of whole network can be described by only Pm and qmlm. In such a case, (22) and (28) can be re-written as functions of pm and qmlm a· G 1 (Pm,qmlm) + 0(a 2 ),
From (29) and (30), we can see that qmlm converges to equilibrium in a much faster rate than pm under the assumption of weak selec tion. At the steady state of qmlm, i.e., timlm = 0, we have
In such a case, the dynamic network will rapidly converge onto the slow manifold, defined by G2(Pm, qmlm) = O. Therefore, we can assume that (31) holds in the whole convergence process of Pm. Ac cording to (6)- (9) and (31), we have
Therefore, the diffusion process can be characterized by only Pm. Thus, we can focus on the dynamics of pm to derive the diffusion probability, which is given by following Theorem 1. Theorem 1: In a distributed adaptive filter network which can be characterized by a N-node regular graph with degree n, suppose there are common nodes with noise variance 0'; and good nodes with noise variance 0';;' , where each common node has connection edge with only one good node. If each node updates its parameter w using the 1M update rule, the diffusion probability of the good signal is 1 anN Pdiff = n + 1 + 6(n + 1) 3 (6U1 + 6U2 + 6U3 + �4U4), (36) where the parameters 6, 6, 6 and �4 are as follows: 6 = -2n 2 -5n + 3, 6 = _n 2 -n -3, 6 = 2n 2 + 2n -3, �4 = n 2 + 4n + 3.
(37)
Proof Due to page limitation, we show the proof in the supplemen tary information [16] .
Using Theorem 1, we can calculate the diffusion probability of the good signals over the network, which can be used to evaluate the performance of an adaptive filter network. Similarly, the diffusion dynamics and probabilities under BD and DB update rules can al so be derived using the same analysis. The following theorem shows an interesting result, which is based on an important theorem in [19] , stating that evolutionary dynamics under BD, DB, and 1M are equiv alent for undirected regular graphs.
Theorem 2:
In a distributed adaptive filter network which can be characterized by a N -node regular graph with degree n, suppose there are common nodes with noise variance 0"; and good nodes with noise variance 0";;' , where each common node has connection edge with only one good node. The diffusion probabilities of good signals under BD and DB update rules are same with that under the 1M update rule.
SIMULATION RESULTS
In this section, we develop simulation to verify the diffusion proba bi Ii ty analysis. For the simulation setup, three types of regular graph s are generated with degree n = 3, 4 and 6, respectively. All these three types of graphs are with N = 100 nodes, where each node's trace of regressor covariance is set to be Tr( Ru) = 10, the common nodes's noise variance is set as 0"; = 1.5 and the good node's noise variance is set as 0";;' E [0. 2,0.8]. In the simulation, the network is initialized with the state that all common nodes choosing strategy Sr. Then, at each time step, a randomly chosen node's strategy is updated according to the 1M rules under weak selection (w = 0.01), as illustrated in Section Ill-B. The update steps are repeated until either strategy Sm has reached fixation or the number of steps has reach the limit. The diffusion probability is calculated by the fraction of runs where strategy Sm reached fixation out of 10 6 runs. Fig. 2-(a) shows the simulation results, from which we can see that all the simulated results are basically accord with the corresponding theo retical results and the gaps are due to the approximation during the derivations. Moreover, we can see that the diffusion probability of good signal decreases along with the increase of its noise variance, i.e., better signal has better diffusion capability.
To verify that strategy Sm is a stable strategy in the adaptive network, we further simulate the 1M update rule on a 10 x 10 grid network with degree n = 4 and number of nodes N = 100, as shown in Fig.2-(b) where the hollow points represent common n odes and the solid nodes represent good nodes. In the simulation, all the settings are same with those in the simulation of diffusion probability, except the initial network setting. The initial network s tate is set that the majority of nodes adopt strategy Sm denoted with black color (including both hollow and solid nodes), and only a very small percentage of nodes use strategy Se denoted with red color.
From the strategy updating process of the whole network illustrat ed in Fig.2-(b) , we can see that the network finally abandons the unfavorable strategy Sr, which verifies the stability of strategy Sm.
CONCLUSION
In this paper, we analyzed the information diffusion process over an adaptive network with regular graph based on the graphical evolu tionary game framework of adaptive networks proposed in [7] . The simulation results show that updating parameter w using informa tion from good nodes is a stable strategy. (a) Diffusion probability.
(b) Strategy updating process in a 10 x 10 grid network with degree n = 4. Fig. 2 . Simulation results.
