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Introduction
The work described in this thesis has been carried out in the framework of a research topic
devoted to the study of NeuroMuscular Diseases (NMD) by Magnetic Resonance Imaging
(MRI) as a reliable and non invasive instrument for diagnosis and follow up.
In particular, this preliminary study has been conducted to assess the opportunities of-
fered by musculoskeletal imaging with MRI (MSK-MRI) at Ultra High Field (UHF). In
fact, the ﬁrst and unique MR scanner at 7 T in Italy for human studies has been recently
installed by the IMAGO 7 Foundation (Calambrone, Pisa, Italy).
In the diagnostic study of NMD, MRI has become an important imaging method able to
detect muscle involvement and to evaluate the severity of the disease. It already exists a
pediatric protocol routinely used in clinical MRI at low magnetic ﬁeld (1.5 T ) in which
lower extremities are examined in the same session and the total acquisition time is about
30 minutes. The evaluation of these images is now only visual and software tools for
quantitative analysis do not exist. Standardization procedures and quantitative methods
could be very useful instruments to optimize the diagnostic performances.
Moreover, in the past few years static magnetic ﬁelds of increasing strength have been
employed to increase Signal to Noise Ratio (SNR), to improve image contrast and spatial
resolution, and to decrease the acquisition time. Increasing the magnetic ﬁeld the behavior
of spins in the sample changes, and in particular change the relaxation times of tissues,
which are related to the magnetic ﬁeld strength. These modiﬁcations should be studied
in order to optimize and implement acquisition parameters for muscle MRI at 7T . In
fact, the sequences parameters used at low magnetic ﬁeld to extract information from the
sample can not be employed at Ultra High Field.
In this context, the thesis work has been focused on these two main topics: the develop-
ment of a software for the quantitative analysis of the clinical muscle MRI images currently
available and the realization of an acquisition protocol to broadly characterize the tissues
of interest in NMD (fat and muscle) in ex-vivo samples at 7T and acquire the ﬁrst in-vivo
images of human volunteers.
In the ﬁrst chapter the physical principles of nuclear magnetic resonance are described.
Particles with spin and magnetic moment are put inside external magnetic ﬁelds; in res-
onance condition nuclei absorb electromagnetic energy and return to the fundamental
energy state re-emitting radiation that conveys some important information about the
structure of the sample.
In Chapter 2 magnetic resonance imaging technique is introduced. In particular are pre-
sented the experimental setup needed to generate the ﬁelds involved in a MR experiment,
the physical principles of MR signal detection and the main imaging parameters.
In Chapter 3 are described the diﬀerent combinations of RF pulses applied to a sample
called pulse sequences. The basic sequences used in MRI (gradient echo, spin echo and
inversion recovery) and their application to obtain diﬀerent image contrast are introduced.
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In Chapter 4 is exposed a method to develop an automatic algorithm of segmentation,
able also to quantify fat inﬁltration percentage in muscles of the leg. Such algorithm has
been preliminary optimized and validated by means of a total of 26 MRI scans (10 healthy
subjects and 16 NMD patients) already available at the MR laboratory of IRCCS Stella
Maris and acquired with a clinical 1.5 T MR scanner Signa GE Medical Systems. The
resulting automatic system has been developed and implemented as an original hierarchi-
cal module network in the MeVisLab medical image analysis framework. The separation
between fat and muscle done at single voxel (volume elements) level allowed a quantitative
automatic evaluation of fat inﬁltration percentage. This result has then been related to
the grade of muscle impairment in the NMD patients. The scans of 8 of the 16 NMD
patients have been selected by the child neuropsychiatrist involved in this study to form
the gold standard for 4 grades of eﬀective muscle involvement. By applying this method
to the scans of the 8 NMD patients of the validation set, a great agreement with respect
to the diagnosis of the child neuropsychiatrist has been obtained.
In Chapter 5 are described the optimization of sequence parameters and the characteriza-
tion of muscle and fat tissues on a GE 7T Human research MRI system. Relaxation times
T1, T2 and T
∗
2 at 7 T for ex-vivo muscle and fat tissues have been measured in pork leg
samples, respectively acquiring images with Inversion Recovery (varying Inversion Time),
Spin Echo (varying Echo Time) and Gradient Echo (varying Echo Time) sequences and
then these times are used to calculate the desired parameters. Fast Recovery Fast Spin
Echo (FR-FSE) sequence has been implemented and optimized at 7T with particular at-
tention to image contrast and SNR. Moreover, has been studied for a possible use at 7 T
the Dixon technique, which is based on chemical shift between water and fat. The sig-
nals acquired at diﬀerent Echo Time (TE) are used to realize two images with diﬀerent
information, with water and fat spins in phase and out of phase, respectively. By means
of a numerical processing of these images is possible to obtain other two images, one with
the fat signal suppressed ("water image") and one with the water signal suppressed ("fat
image"). The implementation as additional feature in Spoiled Gradient Recalled Echo
(SPGR) sequence has been tested and optimized by evaluating the Ernst angle, which is
the ﬂip angle that maximizes the echo signal.
In Chapter 6 are presented the ﬁrst in-vivo human calf MR images at 7 T . Muscle proto-
cols have been assembled considering both the results computed from ex-vivo samples as
described in chapter 5 and some parameters available in literature.
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Chapter 1
Physical principles of Nuclear Magnetic
Resonance
The purpose of this chapter is to describe the physical phenomenon of Nuclear Magnetic
Resonance (NMR), in which particles with spin and magnetic moment are put inside ex-
ternal magnetic ﬁeld. In resonance condition nuclei absorb electromagnetic radiation and
the way they return to the fundamental energy state, re-emitting radiation, conveys some
important information about the structure of the sample.
The dominant nucleus used in MRI is the hydrogen nucleus 11H and in this chapter are
described some basic concepts of nuclear physics and is provided an overview of a single
proton's response to an external magnetic ﬁeld. The classical theory of electromagnetism
is used to study the features of NMR, where the Spin is the angular momentum we as-
sociate with a tiny charged rotating object. In truth the Spin, although it is an angular
momentum, has no classical representation, and is indispensable to use a semi-classical
approach based on quantized energy states and quantum numbers.
Furthermore, this discussion is extended up to physical systems containing a spin distribu-
tion and the interactions of the proton spin with its neighboring are explained introducing
the macroscopic magnetization.
1.1 Introduction
Magnetic Resonance Imaging (MRI) is an imaging technique used in medical procedures to
produce high quality images of the inside of the human body, in particular of soft tissues.
MRI is based on the principles of Nuclear Magnetic Resonance (NMR) [9], a physical
technique used to obtain anatomic and morphological information, which was introduced
as diagnostic technique in 1980's [8].
Felix Bloch and Edward Purcell, both of whom were awarded the Nobel Prize in 1952,
discovered the magnetic resonance phenomenon independently in 1946 [2, 3]. In 1970's
R. Damadian showed that the nuclear magnetic relaxation times of tissues and tumors
diﬀered, thus motivating scientists to consider magnetic resonance for the detection of
disease. In 1975 R. Ernst proposed magnetic resonance imaging using phase and frequency
encoding and the Fourier Transform: this technique is the basis of current MRI techniques.
In 1980's a single image could be acquired in approximately ﬁve minutes and some years
later the imaging time was reduced to about ﬁve seconds.
Magnetic resonance is a physical phenomenon that involve particles with both magnetic
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moment and spin, as electrons and nuclei, and we refer to Electron Spin Resonance (ESR)
[7] and Nuclear Magnetic Resonance respectively. There is an essential reason because it
is not used electron imaging in medical diagnostics: for static ﬁelds in the Tesla range
(0.1 T ÷ 10 T ) the gyromagnetic ratio for electron is | γe
2pi
| = 28.025 GHz
T
, therefore the
Larmor frequency is in the microwave range; if electron spins are excited by these ﬁelds
too much energy would be deposited in human body and the microwave pulse would cause
an excessive heating of biological tissues.
1.2 Nuclear spin and magnetic moment
As we know from nuclear physics, the nucleons move in a potential that they themselves
create [1]. Each nucleon has a total angular momentum i:
i = l⊕ s (1.1)
where l is the orbital angular momentum, and s is the intrinsic angular momentum, or spin;
this direct sum suggests that the possible values for i are |l − s| ≤ i ≤ |l + s|. Quantum
mechanics permits us to know exactly only one component of angular momentum at a
time, from the uncertainty principle, and if we choose the z component, we obtain that it
leads to multiples of a constant ~ = h
2pi
:
lz = ~ml sz = ~ms (1.2)
where h = 6.626×10−34J ·s is the Plank constant. m is the magnetic quantum number, that
characterized the eigenstates of the nucleus, and its values are ml = −l, −l+1, ...0, ..., l−
1, l, and ms = ±s = ±12 . Therefore, the z projections of the total angular momentum i
are:
iz = lz + sz = ~(ml +ms) = ~mi (1.3)
and its eigenvalues can only take the following range of values: mi = −i, −i+ 1, ...0..., i−
1, i. The total number of the energy levels allowed is 2(2l + 1) and since ml is always an
integer, and ms = ±12 , mi must be half-integral.
According to the nuclear shell model, nucleons ﬁll orbitals in order of increasing energy,
consistent with the requirement of the Pauli principle, and when the number of protons or
neutrons equals a so-called magic number (Z or N=2, 8, 20, 28, 50, 82, and 126) orbitals
are ﬁlled. Doing so, we obtain an inert core of ﬁlled shells and some number of valence
nucleons that determine the nuclear properties. Each nuclear state is assigned a unique
quantum number I, representing the total angular momentum (orbital plus intrinsic) of
all the nucleons in the nucleus. The vector I can be considered the sum of the orbital and
intrinsic contributions to the angular momentum:
I =
A∑
i=1
(li ⊕ si) = L⊕ S =
A
Σ
i=1
ji Iz = ~mI (1.4)
where mI = −I, −I + 1, ...0..., I − 1, I. Hence, the nucleus behaves like a single spinning
particle, and the total angular momentum of a nucleus containing A nucleons is usually
called the nuclear spin and is represented by the symbol I, and I is the corresponding
spin quantum number.
In this work we are interested in odd-A nuclei, because NMR can only be performed on
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nuclei with I half-integral, and nonzero intrinsic angular momentum, like for 1H, 31P ,
23Na, 19F , 13C and 17O.
If nuclei possess an electric charge, then the circulation of the charge around the axis of
rotation will constitute a current and hence will give rise to a magnetic ﬁeld; this ﬁeld is a
dipole ﬁeld whose strength is measured by the nuclear magnetic dipole moment µ, which
is linked with the angular momentum by the following relation:
µ = γI (1.5)
where γ is the gyromagnetic ratio, given by:
γ = gn
q
2mp
(1.6)
where gn is the Landè factor of the nucleus, q is the proton charge, and mp is its mass
(the γ factor can vary from one particle to another; for the proton, we usually refer to
γ
2pi
= 42.58MHz
T
). According to quantum theory, angular momentum and magnetic moment
are quantized, that is, they have only speciﬁc values allowed for µz, corresponding to the
maximum possible value of the z component of the angular momentum:
µz =
e~
2mp
I (1.7)
(Iz = ~mI , +I is the maximum value of mI). The quantity:
µN =
e~
2mp
= 3.15× 10−8 eV
T
(1.8)
has the dimensions of a magnetic moment and is called nuclear magneton.
Some features of selected nuclei are shown in Tab.1.1.
Nucleus Spin (~) Gyrom. ratio [MHzT ] Abund. in human body
1
1H
1
2 42.58 88M
13
6 C
1
2 10.71 1.8M
17
8 O
5
2 −5.77 16mM
19
9 F
1
2 40.08 4 µM
23
11Na
3
2 11.27 80mM
31
15P
1
2 17.25 75mM
Table 1.1: List of selected nuclear species with their spins, gyromagnetic ratio, and their relative
body abundances (1M = 1molar = 1moleliter ) [4].
Observing these values the reasons why imaging of elements other than hydrogen is diﬃcult
in the human body are clear: ﬁrst of all smaller values for γ with respect to hydrogen,
and secondly, but no less important, their low concentration. Certain common elements
are omitted, such as 12C and 16O, because their nuclear spins, and hence their magnetic
moments, are zero.
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1.3 Response of spin to a magnetic ﬁeld
According to the classical theory of electromagnetism, a magnetic dipole moment in the
presence of a constant magnetic ﬁeld B0 will try to line up along the direction of the
external magnetic ﬁeld [9]. From the second cardinal equation the system is subjected to
a mechanic moment and the vector quantity used to describe the rotation is the torque τ :
τ = µ ∧B0 (1.9)
A nonzero total torque on a nucleus implies that the system's total angular momentum I
must change in time according to:
dI
dt
=
d
dt
(r ∧ p) = dr
dt
∧ p+ r ∧ dp
dt
= r ∧ F = τ (1.10)
In consequence the equation of temporal evolution for I is:
dI
dt
= µ ∧B0 (1.11)
and using Eq. (1.5) we ﬁnd that the motion of the magnetic moment is described by the
equation:
dµ
dt
= γµ ∧B0 (1.12)
From this equation we can observe that when the time rate of change of a vector is
proportional to a cross product involving that vector, we immediately see its magnitude
is unchanged (|µ| = constant), and the result is a precession motion of magnetic moment
µ around the magnetic ﬁeld axis, with a constant angle θ. The magnitude µ is ﬁxed, but
the direction is changing, and it precesses along a cone with a clockwise rotation about
B0 (Fig. 1.1). If dφ is the angle subtended by dµ and θ is the angle between µ and B0,
Figure 1.1: Clockwise precession of the magnetic moment vector µ, which is proportional to the
proton's spin, about a magnetic ﬁeld B0. The diﬀerential angle dφ is negative if we deﬁne polar
angles counterclockwise [4].
we obtain that:
|dµ| = µ sin θ|dφ| = γ|µ ∧B0|dt = γµB0 sin θdt (1.13)
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and we easily reach to the precession angular velocity:
ω0 = |dφ
dt
| = γB0 (1.14)
ω0 = −γB0 (1.15)
ω0 ≡ ωL is the Larmor frequency linked to the precessional motion for the constant ﬁeld
B0. The z-component of the magnetic moment is unchanged during rotation, and the
x and y components resulting from the separate rotations of the two vectors µx(0)xˆ and
µy(0)yˆ; the diﬀerential equation (1.12) into its components is:
dµx
dt
= ω0µy
dµy
dt
= −ω0µx
dµz
dt
= 0
(1.16)
and the magnetic moment as a function of time is:
µ(t) = µx(t)xˆ+ µy(t)yˆ + µz(t)zˆ (1.17)
with: 
µx(t) = µx(0) cosω0t+ µy(0) sinω0t
µy(t) = µy(0) cosω0t+ µx(0) sinω0t
µz(t) = µz(0)
(1.18)
It is important to recall that the classical formula for the mechanical potential energy of
a proton with a magnetic moment µ immersed in a magnetic ﬁeld is:
U = −µ ·B0 (1.19)
and the moment will tend to line up parallel to the ﬁeld in order to reach its minimum
energy state.
Until this point the classical approach of the angular momentum in presence of a static
magnetic ﬁeld has been explained, and it results in the precessional motion of the magnetic
moment around the ﬁeld direction.
As previously said, the spin vector of a nucleus has no classical representation, so it is
necessary to transfer in a quantum mechanical framework, in which energy levels and
angular momenti are discrete. The behavior of the spin in a magnetic ﬁeld is explained
by the Zeeman effect : in the presence of an external magnetic ﬁeld the degenerate nuclear
energy levels are splitted, and the distance between the sub-levels is a function of the
magnetic ﬁeld. If the B0 direction coincides with the z-axis, the Hamiltonian of the
system is:
H = −µ ·B0 = −γS ·B0 = −µzBz = −γSzBz = −γ~mSBz (1.20)
and for a particle of spin 1
2
there will be only two possible projections of S on z-axis: ms =
1
2
(spin parallel to ﬁeld) and ms = −12 (spin anti-parallel to ﬁeld), as shown in Fig. (1.2).
Without an external ﬁeld, the states have the same energy; this degeneration is removed
only in a static magnetic ﬁeld B0, due to the interaction of the nuclear magnetic moment
with the external ﬁeld. We obtain two non-degenerate energy states, with eigenvalues:
E↑ = −1
2
γ~B0 E↓ =
1
2
γ~B0 (1.21)
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Figure 1.2: The Zeeman energy levels for a spin one-half system and a positive gyromagnetic
ratio. The spin is parallel to the external ﬁeld B0zˆ in the lower energy state. The wavy vertical
line represents a transition from the higher to the lower state by photon emission [4].
Transition through quantized energy levels is associated to absorption or emission of a
quantum of energy:
∆E = ~ω0 = E↓ − E↑ = γ~B0 (1.22)
This is the distance between the two energy levels, again with a contribution by the Larmor
frequency ω0, the same as the classical precession frequency of the magnetic moment. As
a results, from a quantum mechanical point of view, the presence of a static magnetic ﬁeld
on a spin implies the splitting of its energy levels, and their distance is linearly proportional
to the strength of the ﬁeld. Instead, classically, the ﬁeld application leads to a precessional
motion of the magnetic moment around the ﬁeld direction.
It is feasible to obtain the same results for the precession motion of the magnetic moment
as a function of time in the quantum framework [4]. It is convenient to introduce the
vector of the three Pauli matrices σ for spin one-half particles, deﬁned by:
S =
~
2
σ (1.23)
The expectation value of the magnetic dipole moment along the three axis directions for
a proton at rest in a constant magnetic ﬁeld is:
< Ψ|µ|Ψ >= γ < Ψ|S|Ψ >= γ~
2
< Ψ|σ|Ψ > (1.24)
where Ψ describes the general state
Ψ(t) =
∑
ms=± 12
CmSψmse
− i~Ems t (1.25)
(The coeﬃcients Cms are complex numbers to be determined by the normalization condi-
tion on the total probability). The sums are here omitted, (for more details see [4]) and
as a result we obtain the set of expectation values for the magnetic moment components:
< µx >= γ
~
2
sin θ cos(φ0 − ω0t)
< µy >= γ
~
2
sin θ sin(φ0 − ω0t)
< µz >= γ
~
2
cos θ
(1.26)
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The magnetic moment components represents a vector precessing clockwise about the z-
axis at a ﬁxed polar angle θ, with an initial angle φ0, exactly alike the precession motion
predicted classically for a spin 1
2
particle. The expectation value of the z-component of the
magnetic moment seems to be static, instead the transverse components have a rotatory
motion with Larmor frequency.
1.3.1 Rotating reference frame
The equation of motion of a magnetic dipole moment in a constant magnetic ﬁeld has been
explained (Eq. (1.12)). It is suitable to introduce a new reference frame (x′, y′, z′) which is
rotating with respect to the laboratory reference frame (x, y, z) with a rotational angular
velocity vector Ω (Fig. (1.3))[16]; the direction of this vector is the axis around which the
Figure 1.3: The primed reference frame (x′, y′, z′) rotating according to a general angular velocity
Ω relative to the unprimed reference frame in which the magnetic ﬁeld is at rest. The rotation is
counterclockwise around Ω [4].
primed frame is being rotated. If we now consider the vector µ and its components in the
rotating reference frame (µx′ , µy′ , µz′), the equation of motion can be written as:
dµ
dt
=
(
dµ
dt
)′
+ Ω ∧ µ (1.27)
where the primed derivative is:(
dµ
dt
)′
=
dµx′
dt
xˆ′ +
dµy′
dt
yˆ′ +
dµz′
dt
zˆ′ (1.28)
and represents the rate of change of the vector quantity with respect to the rotating
reference frame. From a comparison of Eq. (1.12) and Eq. (1.27) we obtain:(
dµ
dt
)′
+ Ω ∧ µ = γµ ∧B0 (1.29)
that implies: (
dµ
dt
)′
= µ ∧ γ
(
B0 +
Ω
γ
)
(1.30)
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It stands to reason that the equation of motion used in the inertial system, is still valid in
the rotating reference frame, substituting to B0 the eﬀective ﬁeld Beff deﬁned by:
Beff = B0 +
Ω
γ
(1.31)
This eﬀective ﬁeld is the superposition of the external magnetic ﬁeld B0 = B0zˆ plus an
additional magnetic ﬁeld whose magnitude is Ω
γ
; then, in the rotating system, magnetic
dipole moment precesses about the magnetic ﬁeld Beff . It is evident that if we take
Ω = −γB0zˆ = ω0, the Eq. (1.30) becomes:(
dµ
dt
)′
= 0 (1.32)
and µ = constant in the rotating reference frame; it means that it is rotating clockwise
around the z−axis at the Larmor precession frequency, and the spin axis is not moving at
all.
1.4 Interaction with the radiofrequency ﬁeld
Until this point we treated the interaction of a magnetic moment µ with an external
static magnetic ﬁeld B0 = B0
∧
z, obtaining a precession motion of the magnetic moment
vector around the ﬁeld direction, with a precession angular frequency given by the Larmor
frequency ω0 = γB0. In quantum mechanics, the result is the splitting of the energy
levels of a gap equal to ∆E = ~ω0 = γ~B0. NMR is based on the absorption of energy
from an electromagnetic wave, and the emission of a detectable signal from the sample,
connected to the fashion of the system to return to equilibrium conditions. As explained
before, the major interesting particle is the proton, due to its abundance in human body
and its gyromagnetic ratio γ
2pi
= 42.58MHz
T
. If we want to excite the system it is required
to undergo a transition between the two energy states by the absorption of a photon:
a particle in the lower energy state absorbs a photon and ends up in the upper energy
state; the energy of this photon must exactly match the energy diﬀerence between the two
states [14][14], that is the energy in Eq. (1.22). This is the resonance condition, and for
B0 = 1.5 T (clinical application) the Larmor frequency is ν0 = 63.87 MHz; if B0 = 7T
we obtain ν0 = 298.06 MHz. It is clear that the proton spins precess at a frequency
in the radiofrequency range, and a radiofrequency (RF) pulse is required to excite the
system. This RF pulse is generated by a RF coil (transmitting coil, which frequently
works also as a receiving coil and it detects the RF ﬁeld produced by the protons) and to
explain this interaction it is necessary to introduce an oscillating magnetic ﬁeldB1(t) with
frequency ω0. An eﬃcient RF ﬁeld used in conventional MRI is a left circularly polarized
RF ﬁeld, obtained adding two linearly polarized RF ﬁelds with the same frequency and
peak amplitude, but perpendicular to each other and 90° out of phase:
B1(t) = B1(xˆ cosωt− yˆ sinωt) (1.33)
This is the so called transmit RF ﬁeld , and it lies in the xy-plane. Then the total
magnetic ﬁeld is:
B(t) = B0zˆ +B1(xˆ cosωt− yˆ sinωt) (1.34)
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B1(t) can be expressed in terms of the rotating reference frame introduced in Sec.(1.3.1),
and it results:
B1(t) = B1xˆ′ (1.35)
that is, it is at rest in the primed reference frame (x′, y′, z′)1. If we deﬁne the rotating refer-
ence frame that undergoes clockwise rotation with respect to the laboratory frame, around
the z-axis with angular frequency ω of the RF pulse (therefore zˆ′ = zˆ), the corresponding
angular velocity is:
Ω = −ωzˆ (1.36)
and the equation of motion (1.30) results:(
dµ
dt
)′
= µ ∧ [zˆ′(ω0 − ω) + xˆ′ω1] = γµ ∧Beff (1.37)
where ω0 = γB0 is the Larmor frequency, ω is the RF laboratory frequency, and ω1 = γB1
is the spin precession frequency generated by the circularly polarized RF ﬁeld. Now the
eﬀective magnetic ﬁeld is:
Beff =
[zˆ′(ω0 − ω) + xˆ′ω1]
γ
(1.38)
If the applied RF frequency matches the Larmor frequency, i.e. ω = ω0, the ﬁrst term in
Eq. (1.38) is eliminated, and the resonance condition is satisﬁed. The equation of motion
turn to: (
dµ
dt
)′
= ω1µ ∧ xˆ′ (1.39)
and this is a precession motion about the xˆ′ axis with the precessional frequency ω1. The
eﬀective ﬁeld is now:
Beff = B1xˆ′ (1.40)
and under this condition the B1 ﬁeld is maximally synchronized to tip the spin around
the x′-axis.
Therefore, in resonance condition, in the rotating reference frame the magnetic moment
vector experiences only the rotating magnetic ﬁeld and precedes around it at frequency
ω1 = γB1. Instead, in the laboratory frame, the magnetic moment vector is preceding
around the total magnetic ﬁeld B(t):
dµ
dt
= γµ ∧B(t) (1.41)
In this case too we can obtain the same results with a quantum mechanical treatment,
but it is here omitted (See [4]).
1.4.1 Flip angle
The act of turning on a perpendicular ﬁeld for some period of time tips any magnetic
moment, initially aligned along the original static ﬁeld B0, away from that direction. The
rotation occurs when the resonance condition is satisﬁed. If the RF ﬁeld is turned on
1In the rotating reference frame xˆ′ = xˆ cosωt− yˆ sinωt and yˆ′ = xˆ sinωt+yˆcosωt
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for a time interval τ , the magnetic moment vector is rotated around xˆ′ of the so called
flip angle θ:
θ = γB1τ = ω1τ (1.42)
The spin trajectories are illustrated in Fig.(1.4) for θ = 90° (pi
2
pulse): in the laboratory
Figure 1.4: An on-resonance pi2 spin ﬂip in the primed and unprimed frames: in the rotating
reference frame (a) the magnetic dipole moment is ﬂipped towards the x′ − y′ plane forming an
angle θ = 90° with the z′-axis; in the laboratory reference frame (b) the spiral motion of the
magnetic moment vector is shown [4].
reference frame this motion will be seen as a spiral trajectory, resulting from the com-
bination of the motion seen in the rotating frame and a rotation around the z-axis at
the Larmor frequency. In the rotating reference frame, on the other hand, the magnetic
dipole moment is rotated into the plane transverse to the static ﬁeld. Changing the time
duration of the RF pulse, or the strength of the RF pulse B1, θ will produce rotations of
the spins at diﬀerent angles.
1.5 Macroscopic magnetization
Until this point we treated the response of an isolated proton's spin in an external mag-
netic ﬁeld and the equation of motion of a single magnetic moment has been considered;
we have already explained that a particle of spin 1
2
can assume two possible physical con-
ﬁgurations: the nuclear moment and the ﬁeld can be parallel or anti-parallel, choosing the
quantization axis along the ﬁeld direction (Fig.(1.2)). If we now introduce a macroscopic
sample of N non-interacting spins immersed in an external magnetic ﬁeld, we expect to
ﬁnd N↑ spins in the state | ↑〉 and N↓ in the state | ↓〉. We assume that every spin is in
thermal contact with the rest of the set of spins and with the background lattice, all are
at temperature T , and the populations of the energy levels are given by the Boltzmann
distribution:
N↑
N↓
= e
∆E
kBT = e
γ~B0
kBT (1.43)
where ∆E is the distance between the two energy levels and kB = 1.38 · 10−23 JK is the
Boltzmann constant. So, there is a population diﬀerence between the two levels: the
lower-energy state is slightly favored, so that there are more protons spinning parallel than
anti-parallel with respect to B0, and then a preferred direction of alignment. Therefore,
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in NMR, a magnetic ﬁeld is used to obtain a polarization of the nuclear spins proportional
to the diﬀerence between the energy levels, and it is greater at higher B0 ﬁeld2. This
polarization, due to the excess of proton spins in the direction of the magnetic ﬁeld,
constitutes a net macroscopic magnetization of the material, given by:
M 0 =
1
V
N∑
i=1
µ (1.44)
and it is no other than the mean value of the magnetic moments of N spins included in
a volume V. This volume has to be small enough that external ﬁelds are approximately
constant over V, but also large enough to contain an elevate number of magnetic dipoles.
With only two levels involved, the thermal equilibrium value of M 0 is the z-component
of the average total magnetic moment for N spins distributed over all possible magnetic
spin states, that is:
M0 =
1
V
(N↑ −N↓)µ = 1
V
(N↑ −N↓)γ~
2
(1.45)
For human body temperature (T ' 300K, kBT ' 140eV ) and protons, ∆EkBT ' 6.6 · 10−6B0,
therefore:
N↑
N↓
= e
∆E
kBT ≈ 1 + ∆E
kBT
+ ... ≈ 1 + 6.6 · 10−6B0 (1.46)
Now we can estimate the equilibrium value of the magnetization as:
M0 =
1
V
N
2
∆E
kBT
γ
~
2
=
N
V
γ2~2
4kBT
B0 = ρ0
γ2~2
4kBT
B0 (1.47)
where ρ0 =
N
V
; if we consider a proton density of 10
18
mm3
, it results that:
M0 = 7.85 · 103B0 eV
mm3T 2
(1.48)
It is clear that the net magnetization of the sample increases with the B0 ﬁeld. We will
see that the magnetization is proportional to the available signal strength, thus at high
ﬁelds, the available signal will be greater than at lower ﬁelds.
It is interesting to note that if the diﬀerence between the populations N↑ and N↓ is:
∆N
N
= 6.6 · 10−6B0 (1.49)
only a very small fraction of parallel spins exceed anti-parallel spins for ﬁeld strength of
interest; for example, for B0 = 1.5 T only 1 proton in 10
5 contribute to the signal. Fortu-
nately, the protons abundance in human body is high enough to allow the magnetization
M 0 to be measured.
From a macroscopic point of view, the equation of motion of the system for non-interacting
protons becomes:
dM
dt
= γM ∧B0 (1.50)
2∆E ∝ B0 See Eq. (1.22).
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It is more advantageous to analyze the magnetization in terms of its componentsM || and
M⊥ with respect to the external magnetic ﬁeld along z-axis:{
M || = Mz zˆ
M⊥ = Mxxˆ+Myyˆ
(1.51)
and the corresponding components of the Eq. (1.50) are:{
dM ||
dt
= 0
dM⊥
dt
= γM⊥ ∧B0
(1.52)
From these equations it is easy to obtain the precession motion of the magnetization vector
M around the external magnetic ﬁeld axis z, just the same as the magnetic dipole moment
µ (See Section (1.3)). At this stage there is a fundamental clariﬁcation that has to be
made: even though all of the individual spins are precessing around the external magnetic
ﬁeld axis, the net magnetization vectorM , which is made up of the vector sum of all the
individual spins, does not precess. The reason for this is that all the individual spins are
precessing, but they are all out of phase with each other and there is no component of
net magnetization along the x or y axis. In other words, without the RF pulse, nuclear
magnetic moments precess about B0 with their Larmor frequency, but at each instant
the magnetization vector M in the x − y plane is zero, because a preferred direction for
magnetic dipole moments in this plane does not exist (cylindrical symmetry system).
The potential energy associated to the magnetization vector, similar to Eq. (1.19), is:
UM = −M ·B0 = −M||B0 (1.53)
involving only the longitudinal component of the magnetization.
1.5.1 Magnetization in static and RF ﬁelds
We have seen that in thermal equilibrium the magnetization vector M is parallel to the
external magnetic ﬁeld direction. In addiction to B0 it is also necessary to apply a left-
circularly polarized RF magnetic ﬁeld B1, and the combination of these two ﬁelds in the
laboratory reference frame gives:
B(t) = B0zˆ +B1(xˆ cosωt− yˆ sinωt) (1.54)
In the rotating reference frame (x′, y′, z′) the RF ﬁeld is B1(t) = B1xˆ′ and the total
eﬀective ﬁeld is given by:
Beff =
[zˆ′(ω0 − ω) + xˆ′ω1]
γ
(1.55)
If the frequency ω of the RF pulse matches the frequency of precession of the protons
ω0, and this frequency corresponds to the angular velocity of the rotating frame, then
resonance occurs, and the eﬀective ﬁeld is now:
Beff = B1xˆ′ (1.56)
As previously said the RF ﬁeld is able to tip the magnetization M from its equilibrium
direction z, and after an interval time τ we can determinate the flip angle θ:
θ = γB1τ = ω1τ (1.57)
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At high B0 ﬁeld strengths and corresponding high B1 frequencies, the wavelength of the
RF ﬁeld λ is comparable to the sample dimensions and this leads to a RF ﬁeld distribution
dependent on the position within the sample. At lowB0, where λ is much greater than the
sample dimensions, this dependence can typically be ignored. Thus, the ﬂip-angle at high
ﬁelds will be strongly dependent on the position within the object, leading to artifacts on
the images.
Depending on the strength of the RF pulse and its duration, the magnetization vector is
rotated into the x′− y′ plane, forming an angle θ with the z′-axis (Fig. (1.5)). Afterward,
Figure 1.5: After the application of the RF pulse, the magnetization vector is ﬂipped towards
the x′ − y′ plane forming an angle θ with the z′-axis [5].
when the RF pulse is turned oﬀ, spins are, once again, just aﬀected by the B0 ﬁeld,
and then start again to precede about the z-axis and the system move back into the
minimal energy state; this relaxation process bring the magnetization back along the static
magnetic ﬁeld direction ad Mz returns to its equilibrium value M0 while Mxy vanishes.
1.6 Relaxation times
Until now we have considered a system of non-interacting proton spins, neglecting that
they are very close, and so they interact with their neighbors. Protons can exchange
spin energy with the surroundings, and they can inﬂuence each other, inducing local
ﬁeld changes that modify the spin precession frequency. The main consequence of this
magnetic ﬁeld inhomogeneity results in spin dephasing, and the two principal expression
of this phenomenon are spin-lattice interactions (external magnetic ﬁeld inhomogeneities)
and spin-spin interactions (internal inhomogeneities).
1.6.1 Spin-lattice relaxation time
The interactions of spins with their surroundings is now introduced, and, once the RF pulse
is turned oﬀ, the magnetic dipole moments will try to align with the external magnetic
ﬁeld through the exchange of energy with the lattice. Consequently with this, the ﬁrst
Eq.(1.52) is no more correct, and the rate of change of the longitudinal magnetization is
given by:
dMz
dt
=
1
T1
(M0 −Mz) (1.58)
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where 1
T1
is the growth rate, and T1 is the time necessary for the spins to realign along the
longitudinal axis, and is called longitudinal relaxation time or spin-lattice relaxation time
[11, 12, 13, 15]; it refers to the time it takes for the spins to give the energy they obtain
from the RF pulse back to the surrounding lattice in order to go back to their equilibrium
state. After a time t = T1 the magnetization vector is returned to 63% of its initial value
M0; after a time t = 2T1 its value is 86% of M0; after a time t = 3T1 is 95% and so on.
The relaxation parameter T1 ranges from tens to thousands of milliseconds for proton in
human tissue over a magnetic ﬁeld of B0 = 1.5 T .
The solution of Eq. (1.58) shows that the nuclear spins return to thermal equilibrium with
an exponential regrowth, given by:
Mz(t) = Mz(0)e
− t
T1 +M0(1− e−
t
T1 ) (1.59)
where Mz(0) is the Mz value at t = 0, corresponding to the instant when the B1 ﬁeld is
turned oﬀ (Fig.(1.6)).
Figure 1.6: The regrowth of the longitudinal component of magnetization over time, from the
initial value Mz(0) to the equilibrium value M0. Notice that after a time T1 the magnetization
is returned to 63% of its initial value M0.
1.6.2 Spin-spin relaxation time
After the RF pulse is turned oﬀ, while the longitudinal component of the magnetization
begins to recover, the transverse magnetization vectorMxy begins to interact with nuclear
spins without any exchange of energy with the lattice.
This occurs because when some spins are next to each others, the magnetic ﬁeld of one
proton aﬀects the neighbors, and the inhomogeneity in the magnetic environment created
by these proton-proton interactions originates a dephasing, because they have precessional
frequency slightly diﬀerent. It is important to note that if all the spins have the same
resonance frequency ω0, the magnetization vector precesses in the x−y plane with constant
amplitude. However, diﬀerent nuclei could precess at slightly diﬀerent frequencies within
an interval ∆ω0 = ω0 ± δω0, so magnetic dipole moments precess with diﬀerent velocity
and out of phase with each others. The second Eq.(1.51) is changed by the addition of a
decay term:
dM⊥
dt
= γM⊥ ∧B − 1
T2
M⊥ (1.60)
16
The decay time constant in the transverse magnetization can be characterized by the
transverse relaxation time or spin-spin relaxation time T2 [11, 12, 13, 15] and represents
the characteristic time interval that the spins need to accumulate a phase shift capable to
reset the transverse magnetization; this kind of relaxation process involves the interactions
between nuclear spins without any exchange of energy with the lattice.
The solution of Eq. (1.60) is:
M⊥(t) = M⊥(0)e
− t
T2 (1.61)
whereM⊥(0) is the transverse magnetization value at t = 0, corresponding to the instant
when the B1 ﬁeld is turned oﬀ. The exponential decay of the transverse magnetization is
displayed in Fig. (1.7). The net eﬀect is the M⊥ decay, and the greater is the frequency
Figure 1.7: Exponential decay of transverse magnetization with the decay rate of T2 due to
interactions between individual spins in the lattice that cause spin dephasing.
interval ∆ω0, the faster it occurs. After a time t = T2 the transverse magnetization is 37%
of its initial value, and after a time t = 2T2 its value is reduced at 14%.
There is an additional dephasing of the magnetization introduced by external magnetic
ﬁeld inhomogeneities that makes protons in diﬀerent locations precess at diﬀerent fre-
quencies because each spin is exposed to a slightly diﬀerent magnetic ﬁeld strength. This
reduction in the initial value of M⊥ can be characterized by a diﬀerent decay time T ′2,
and the total relaxation rate is the sum of the spin-spin and external relaxation rate:
1
T ∗2
=
1
T2
+
1
T ′2
(1.62)
The loss of transverse magnetization due to the external magnetic ﬁeld inhomogeneity T ′2
is recoverable with an additional pulse which rephasing the spins; the intrinsic T2 losses are
not recoverable because they are related to local, random, time-dependent ﬁeld variations.
Notice that T ∗2 is always less than T2, i.e. T
∗
2 decay is always faster than T2 decay.
Finally, we observe that the T2 decay occurs more rapidly than T1 recovery, then T2 < T1.
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1.7 Bloch equation
The equations (1.58) and (1.60) for a system of interacting spins can be combined into
one vector equation, known as the Bloch equation [10]:
dM
dt
= γM ∧B + 1
T1
(M0 −Mz)zˆ − 1
T2
M⊥ (1.63)
This is the fundamental equation in MRI, and the relaxation terms describe the return to
equilibrium for a ﬁeld pointing along the z-axis. Its solution for a constant magnetic ﬁeld
B = B0zˆ gives the three component equations:
dMx
dt
= ω0My − MxT2
dMy
dt
= −ω0Mx − MyT2
dMz
dt
= M0−Mz
T1
(1.64)
This system can be solved with a change of variables, and the complete set of solutions is:
Mx(t) = e
− t
T2 (Mx(0) cosω0t+My(0) sinω0t)
My(t) = e
− t
T2 (My(0) cosω0t−Mx(0) sinω0t)
Mz(t) = Mz(0)e
− t
T1 +M0(1− e−
t
T1 )
(1.65)
The ﬁrst and second Eqs. in (1.65) have sinusoidal terms modiﬁed by a decay factor owing
to the transverse relaxation eﬀect. Therefore, in the absence of the rotating ﬁeld B1, spins
are, once again, just aﬀected by B0 ﬁeld, and then start again to precede about z-axis.
The longitudinal component relaxes from its initial value to the equilibrium valueM0, and
the transverse component precedes clockwise and it decreases in magnitude. An example
of the resulting left-handed corkscrew trajectory for an initial magnetization lying in the
transverse plane is illustrated in Fig.(1.8).
Figure 1.8: The trajectory of the tip of the magnetization vector showing the combined regrowth
of the longitudinal magnetization and decay of the transverse components. The initial value was
along the y-axis and the reference frame is the laboratory [4].
If we consider the event for t → ∞ all the exponential terms vanish and we obtain the
starting situation:
Mx(t =∞) = My(t =∞) = 0 Mz(t =∞) = M0 (1.66)
The solutions of Eq.(1.63) describe the magnetization time evolution, including both re-
laxation and precession eﬀects; as we will see better in the next chapter Bloch equations
play a key role on the detection of a signal in MRI experiment.
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Chapter 2
Magnetic Resonance Imaging
Today exist a lot of applications based on NMR techniques: magnetic resonance imaging
(MRI), magnetic resonance spectroscopy (MRS), and the most recent functional magnetic
resonance (fMRI). Magnetic Resonance Imaging (MRI), in particular, is a medical imaging
technique used in radiology to visualize detailed internal structures [5].
In this chapter are described the experimental setup needed to generate the ﬁelds involved
in a MR experiment and the physical principles of MR signal detection. The principle of
reciprocity is used to obtain an expression for the MR signal in terms of the sample mag-
netization and the ﬁeld of the detector coils; the manner to obtain spatial dependence of
the signal is presented, which allows the spatial encoding and reconstructs the spin density
within the sample. Finally the main features of images obtained with MR experiments
are considered, and the imaging parameters are introduced.
2.1 MR Hardware
A MRI scanner looks like a long horizontal metal tube. A narrow table can be slid inside
the scanner and this is where the patients have to lie on if they are to perform an MRI
exam. The main parts in a MR scanner are (Fig.(2.1)) [14]:
 the main magnet coil;
 the linearly varying ﬁeld gradients;
 the RF transmit and receive coils;
 computer system and processing console.
All this component will be brieﬂy described in the following subsections.
2.1.1 Main magnet coil
The design of MRI is essentially determined by the type and geometry of the main magnet.
Its primary job is to cause a population of spins to align parallel to the magnetic ﬁeld,
resulting in a net magnetization of the sample. There exist essentially three type of static
magnets: resistive magnets, permanent magnets, and superconducting magnets. The
latter are the most commonly used, especially for high magnetic ﬁelds, and they consist
of a series of coils that have been made superconductive by helium liquid cooling; this
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Figure 2.1: The components of a MRI scanner. Within the metallic tube the patient is surrounded
by four electromagnetic coils and the main static magnet.
is because the lower the temperature, the better superconductive windings work, and
the higher the currents and magnetic ﬁelds they can stand without returning to their non
superconductive state. The magnet and coolant are contained in a cryostat which is usually
constructed with an outer jacket containing liquid nitrogen. Since a superconductor has
nearly zero electrical resistance, once the magnetic ﬁeld is created and the conductor is
cooled until the superconducting transition, it is not necessary to insert more electrical
power in the magnet, because the current is maintained constant for a very long time
interval.
In current clinical practice the strength of the main magnetic ﬁeld varies up to a maximum
of 3T; in research, magnets with strengths of 7T or even 11T and over are used. The main
features required to a superconducting magnet are high homogeneity, temporal uniformity,
cost eﬀectiveness and minimization of ﬁelds generated outside the imaging environment.
An accepted spatial uniformity level for whole body clinical imaging machines might be
given as 5 ppm over a 50 cm diameter spherical volume at 1.5T. There exist a process
of removing small inhomogeneities which are present in the ﬁeld, and it is referred to as
shimming. Passive shimming involves placing pieces of iron in the bore of the magnet close
to the imaging region; active shimming involves adding small amounts of extra current to
a set of coils at a slightly larger radius than the primary coil, in order to add or subtract
extra ﬁeld as needed. In regard to temporal uniformity, a ﬁeld which is independent of
time would be deﬁned by one which varied by less than a few ppm over the total imaging
time (for superconducting magnets the ﬁelds often vary less than a µT
hour
). In order to
minimize safety risks to people and to nearby electronic devices, most main magnets are
shielded to minimize the ﬁelds produced outside of the imaging environment (ﬁelds in
excess of 5G, indeed, are considered to pose potential risks to people close to the magnet).
2.1.2 Linearly varying ﬁeld gradients
Linear magnetic ﬁeld gradient coils are used to encode spatially the positions of the spins
by varying the value of the local magnetic ﬁeld, causing Larmor frequencies to vary as a
function of their positions (see Sec.(2.4)). These coils are rapidly switched during MRI
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sequences to allow the collection of large region of k-space (k-space is a 2D matrix which
contains spatial frequencies data, see Sec.(2.4.4)) in a short amount of time. This variation
in magnetic ﬁeld intensity is added to the main magnetic ﬁeld, and it is produced by pairs
of coils, placed in each spatial direction. Gradient performances are linked to their maximal
amplitude (magnetic ﬁeld variation in mT
m
), which determines maximal spatial resolution
(slice thickness and ﬁeld of view, see Sec.(2.4)).
2.1.3 RF transmit and receive coils
The ﬁelds used to tip the magnetization away from the z-axis in MRI are generally re-
ferred to as RF because for protons in a ﬁeld on the order of Tesla or higher, the Larmor
frequency is in the bandwidth occupied by radiofrequencies. The RF coils used in MRI
are used for two purposes: one is to excite the magnetization, and the coils which perform
this function are referred to as transmit coils; the second purpose of the RF coils is to
receive the signal from the excited spins, and the coils which perform this function are
referred to as the receive coils. Separate coils are used to transmit and receive the signal,
but it is also possible to use the same coil to both transmit and receive.
As previously seen, one important feature of RF coils is the issue of quadrature, i.e. the
ability to generate or detect the circularly polarized ﬁeld, B1 = B1xˆ′ which involves pro-
ducing both x- and y- components of the magnetic ﬁeld in the laboratory frame.
The primary considerations in a RF transmit coil are the homogeneity of magnetization
response, and the minimization of the time needed to tip the spins away from the static
ﬁeld. From Eq.(1.42) it is evident that the ﬂip angle is determined by the magnitude of B1
generated by the RF coil, and the amount of time needed to generate the desired rotation
is inversely proportional to the magnitude of B1.
The most important properties of MRI receive coils are to improve the Signal to Noise
Ratio (SNR) obtained with the coil and to ensure uniformity of the RF receive response
over the volume being imaged. There are a number of coil designs employed in MRI, with
diﬀerent performance characteristics; several examples are the saddle coil, the birdcage
coil (the most popular coil conﬁguration for use in MRI, with excellent radial ﬁeld homo-
geneity over the imaging volume) and the surface coil, used if the feature to be imaged is
localized near the surface of the body.
Another important feature of RF transmit ﬁelds is the fact that RF energy can be de-
posited in the body as heat. The move toward higher and higher ﬁelds, and hence larger
frequencies, carries with it the safety problem of increased RF power deposition in the
body. There are government guidelines as to acceptable limits of Speciﬁc Absorption
Rates (SAR) of radiation deposited into the body to be considered (see Sec.(2.6)). The
human body can only tolerate a few watts per kilogram before tissues temperature begins
to rise.
As the resonance frequency of protons is very close to that of the radio waves used in
radio broadcasting and the FM band, the MR device is placed in a Faraday cage to in-
sulate it from external RF signals which could alter the signal. The copper Faraday cage
completely encases the MR scanner.
2.1.4 Electronic components and console
Finally, two essential scanner components are the console and the electronic parts. A con-
trol console, located just outside the treatment room, serves to start and stop treatment
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and monitor status; here the user can choose the sequence (diﬀerent combinations of RF
pulses applied to a sample, see Chap.(3)) and adjust the acquisition parameters by way
of a speciﬁc software.
As regards the receiving chain, ﬁrst of all the signal is ampliﬁed by the preampliﬁer; after
that the rapid oscillations at frequency ω0 are removed by an electronic step of demodula-
tion (it corresponds to the multiplication of the signal by a sinusoid or cosinusoid). Finally
the signal is converted in digital units by an ADC (Analogic to Digital Converter) [14]; as
we will see shortly, the sampling step of the ADC is responsible of the bandwidth in the
x-direction.
2.2 Signal detection
To detect a measurable signal from hydrogen spins within the imaged object physical
laws of electromagnetic induction are used. The total time-varying magnetic ﬁeld derived
from the sum over all precessing proton spin ﬁelds would induce a small electromotive
force (emf ) in any RF coil properly oriented to detect the corresponding ﬂux changes,
as consequence of Faraday's law. The time-dependent form of this current carries the
information that is eventually transformed into an image of the sample.
2.2.1 Faraday induction
The emf induced in a coil by a change in its magnetic ﬂux environment can be calculated
by Faraday's law of induction:
emf = −dΦ(B)
dt
(2.1)
where Φ(B) is the ﬂux through the coil:
Φ(B) =
ˆ
coil area
B · dS (2.2)
Then, the time-varying magnetic ﬁeld associated with the precessing magnetization in
MRI generates a voltage in the RF receive coil whose amplitude is proportional to the
negative of the time rate of change of the ﬂux.
Some quantities of interest are introduced: J is the current density, and its modulus
represents the charge per unit time per unit area in the direction of Jˆ . The magnetization
of the sample is associated with an eﬀective current density:
JM(r, t) = ∇ ∧M(r, t) (2.3)
Moreover, we can express the ﬂux in terms of the vector potential at position r stemming
from a source current at position r′ as (the time dependence has been suppressed):
A(r) =
µ0
4pi
ˆ
JM(r
′)
|r − r′|d
3r′ =
µ0
4pi
ˆ ∇′ ∧M (r′)
|r − r′| d
3r′ (2.4)
which is related with the magnetic ﬁeld from the curl operator:
B = ∇ ∧A (2.5)
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Using the Stokes theorem is possible to write the ﬂux through a coil in terms of the vector
potential as a line integral:
Φ(B) =
ˆ
coil area
B · dS =
ˆ
coil area
(∇ ∧A) · dS =
˛
dl ·A (2.6)
Substituting Eq.(2.4) in Eq.(2.6) we obtain that:
Φ(B) =
˛
dl ·
(
µ0
4pi
ˆ ∇′ ∧M(r′)
|r − r′| d
3r′
)
=
µ0
4pi
ˆ
M (r′) ·∇′∧
(˛
dl
|r − r′|
)
d3r′ (2.7)
The vector potential for current loops at position r′ assume the following form:
A(r′) =
µ0
4pi
˛
I dl
|r − r′| (2.8)
and then the curl of the line integral over the current path in Eq.(2.7) can be deﬁned as
Breceive, the magnetic ﬁeld per unit current that would be produced by the coil at the
point r′:
Breceive(r′) = B(r
′)
I
=
∇′ ∧A(r′)
I
= ∇′ ∧
(
µ0
4pi
˛
dl
|r − r′|
)
(2.9)
Eq.(2.7) can be written as:
Φ(B) =
ˆ
sample
Breceive(r) ·M (r, t) d3r (2.10)
where the time dependence of the magnetization is now made explicit. The emf induced
in the coil is now expressed as:
emf = −dΦ(B)
dt
= − d
dt
ˆ
sample
Breceive(r) ·M (r, t) d3r (2.11)
From Eq.(2.10) is evident that the ﬂux depends upon Breceive, the magnetic ﬁeld per unit
current produced by the detection coil at all points where the magnetization is nonzero.
This is an example of the principle of reciprocity[19], and the original expression as a
surface integration over the detection coil area has been replaced by a volume integration
over the region of non zero magnetization. That is, the ﬂux through the detection coil due
to the magnetization can be found instead by calculating the ﬂux that would be emanate
from the detection coil, per unit current, through the rotating magnetization. Moreover,
the dependence of the emf on the excitation ﬁeld B1 is implicit in the dependence of
Eq.(2.11) on the magnetization M .
2.2.2 MRI signal
The signal in MR experiments comes from the detection of the emf expressed in Eq.(2.11)
for precessing magnetization. The known solution for M (r, t) coming from Bloch equa-
tions (1.65) can be inserted into the integrand, and the signal is now computed.
If the sample is immersed in a static uniform ﬁeld B0zˆ and has been excited by a RF pulse
there exist, at time t, transverse components Mx and My of magnetization. The signal
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measured by some system of electronics can be written out in terms of the individual
components as1:
signal ∝ − d
dt
ˆ [
Breceivex (r)Mx(r, t) + Breceivey (r)My(r, t)
]
(2.12)
Since the principal action of proton spins in a constant magnetic ﬁeld is a rotation in the
two dimensional transverse plane, a complex number representation will be useful; the
transverse magnetization can be conveniently expressed as:
M+(t) = Mx(t) + iMy(t) (2.13)
and the addition of the ﬁrst two equations in system (1.64) can be expressed as:
dM+(t)
dt
= (Mx(t) + iMy(t))(−iω0 − 1
T2
) = M+(t)(−iω0 − 1
T2
) (2.14)
The solution of Eq.(2.14) for a static magnetic ﬁeld is:
M+(t) = M+(0) e
−iω0t− tT2 (2.15)
and if we introduce a standard notation for complex numbers in terms of their magnitude
and phase and we consider the fact that |M+(t)| =
√
M2x +M
2
y = M⊥(t), Eq.(2.15) can
be expressed as:
M+(t) = |M+(t)| eiφ(t) = M⊥(t) eiφ(t) (2.16)
Referring to Eq. (1.61) and deﬁning the phase as:
φ(r, t) = −ω0t+ φ(r, 0) (2.17)
we obtain for the complex representation of the transverse magnetization:
M+(r, t) = M+(r, 0) e
− t
T2(r) e−iω0t = M⊥(r, 0) e
− t
T2(r) e−iω0t+iφ(r,0) (2.18)
(the phase φ(r, 0) and magnitude M⊥(r, 0) are determined by the initial conditions).
Then, the components Mx and My are found through the real and imaginary parts as:{
Mx = ReM+
My = ImM+
(2.19)
We can now substitute Eq.(2.18) and Eq.(2.19) into Eq.(2.12) and the time derivative can
be taken inside the integrand; for static ﬁeld at the Tesla level and protons, the Larmor
frequency ω0 is at least four orders of magnitude larger than typical values of
1
T2
, hence the
derivative of the e
− t
T2 factor can be neglected compared with the derivative of the e−iω0t
factor. Taking into account this approximation, the expression for the signal becomes2:
signal ∝ ω0
ˆ
e
− t
T2
[
Breceivex (r)Re
(
iM+(r, 0)e
−iω0t)+Breceivey (r)Im(iM+(r, 0)e−iω0t)]d3r
1The longitudinal magnetization can be neglected because computing the time derivative of the z-term appear
a proportionality factor 1
T1
 ω0. The received signal depends only on Mx and My components.
2The Euler's formula e−iϕ = cosϕ− i sinϕ is here used.
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∝ ω0
ˆ
e
− t
T2 M⊥(r)
[
Breceivex (r) sin(ω0t− φ(r, 0)) +Breceivey (r) cos(ω0t− φ(r, 0))
]
(2.20)
This expression can be further simpliﬁed if the receive ﬁeld laboratory components are
written in terms of the magnitude B⊥ and the angle θB in the parametrization:
Breceivex = B⊥ cos θB Breceivey = B⊥ sin θB (2.21)
and the signal is now:
signal ∝ ω0
ˆ
e
− t
T2(r) M⊥(r, 0)B⊥(r) sin(ω0t+ θB(r)− φ(r, 0)) d3r (2.22)
We observe that the leading term in the time derivative calculation indicates that the rapid
Larmor oscillations of the transverse magnetization induce the dominant signal in the
receive coil. This far we have considered a homogeneous magnetic ﬁeld; the replacement
T2 → T ∗2 must be made in the presence of external ﬁeld inhomogeneities.
Moreover, if we consider the limit where all spatial dependence can be neglected and we
consider a small homogeneous sample, Eq.(2.22) can be written as:
signal ∝ ω0Vs e−
t
T2M⊥(0)B⊥ sin(ω0t+ θB − φ(0)) (2.23)
where Vs is the sample volume.
The rapid oscillations at the Larmor frequency ω0 in the above signal expressions are
removed by an electronic step of demodulation and ﬁltering which is equivalent to viewing
the signal from a rotating reference frame. Demodulation corresponds to the multiplication
of the signal by a sinusoid or cosinusoid with a frequency at or near ω0; the resulting
demodulated signal is low pass ﬁltered to eliminate the high frequency component and
these signal processing operations are made in both a real and imaginary channels. In
other words, the signal, as measured in the laboratory, oscillates rapidly near the high
Larmor frequency (ω0 = γB0). The demodulated and ﬁltered signal, essentially the signal
measured in the rotating frame deﬁned by the reference frequency Ω = ω0+δω, is free of the
rapid Larmor oscillation and it oscillates at the oﬀset frequency δω (δωt = θB(r)−φ(r, 0)).
Finally, the Eq.(2.22) can be replaced by:
s(t) ∝ ω0
ˆ
e
− t
T2(r) M⊥(r, 0)B⊥(r) ei((Ω−ω0)t+φ(r,0)−θB(r)) d3r (2.24)
From Eq.(2.22) the MRI signal is an oscillating function which will decay with time con-
stant T ∗2 (see Sec.(1.6.2)) due to dephasing of the spins and to dissolution of the transverse
magnetization component, and it is called Free Induction Decay (FID) (Fig.(2.2)). Its
trend is proportional to:
FID ∝ e−
t
T∗2 sinω0t (2.25)
Every cycle of a simple FID experiment begins with a RF pulse followed by a sampling of
the signal as a ﬁnite set of points at uniform intervals in the sampling time Ts (usually, data
sampling takes place over times small compared to T ∗2 ); the continuous emf is measured
by the Analog-to-Digital Converter (ADC) and this sequence is repeated at constant time
interval t = TR.
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Figure 2.2: Free Induction Decay (FID).
2.3 From MR Signal to the Image
The imaging of a body commonly refers to the determination of the amplitude of the
spin distribution, rather than the magnetization. Considering Eq.(2.24), if we assume a
perfect pi
2
-pulse, the initial transverse magnetization M⊥(0) can be expressed in terms of
the proton spin density (number of proton spins per unit of volume) from Eq.(1.47):
M⊥(r, 0) = M0(r) = ρ0(r)
γ2~2
4kBT
B0 (2.26)
We consider the transmitting and receiving RF coils suﬃciently uniform, so that φ0, θB
and B⊥ are all independent of position. A constant Λ is introduced, which includes the
gain factors from the electronic detection system and all the space-independent factors.
Moreover we neglect the relaxation eﬀects and the signal (2.24) is now:
s(t) = ω0ΛB⊥
ˆ
M⊥(r, 0) ei(Ωt+φ(r,t))d3r (2.27)
where Ω is the demodulation frequency; the angle φ is the accumulated phase with the
counterclockwise positive sign convention:
φ(r, t) = −
ˆ t
0
ω(r, t′)dt′ (2.28)
(ω = ω0 only if there is a uniform static ﬁeld). As we will see in the next section, the
addition of a gradient ﬁeld is assumed to be the primary reason for the precession frequency
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ω to be a function of both position and time. When the gradient ﬁeld is not present, the
static ﬁeld is assumed to be homogeneous and ω0 constant.
Substituting Eq.(2.26) in Eq.(2.27), and introducing the eﬀective spin density ρ(r):
ρ(r) = ω0ΛB⊥M0(r) = ω0ΛB⊥ρ0(r)
γ2~2
4kBT
B0 (2.29)
the signal (2.27) becomes:
s(t) =
ˆ
ρ(r) ei(Ωt+φ(r,t))d3r (2.30)
The eﬀective density (2.29) contains all the parameters of the examined sample and it is
the unknown quantity we want to determine starting from the MR signal.
2.4 Signal spatial encoding
In medical setting the aim of an MR experiment is to create an image of the whole
human body or of a speciﬁc district, i.e. to determine the spin density ρ(r) from the
measurement of the signal as a function of time. To do that is necessary to diﬀerentiate
the signals generated in diﬀerent spatial positions within a sample, and in this section
will be described this technique called spatial encoding . The key for producing a map
of proton densities is to add some terms to the Larmor equation, so that the magnetic
ﬁeld at each location in a volume from which we wish to obtain information is uniquely
diﬀerent. To do this we introduce a constant gradient vector G which represents three
magnetic ﬁeld gradients Gx, Gy and Gz along the three orthogonal direction produced by
appropriate gradient coils; each gradient corresponds to a magnetic ﬁeld which linearly
varies in strength versus distance along the given direction and it modiﬁes the static ﬁeld.
The gradient vector G is typically expressed in mT
m
and it is deﬁned as:
G(t) = ∇Bg(r) = ∂Bg
∂x
xˆ+
∂Bg
∂y
yˆ +
∂Bg
∂z
zˆ = Gx(t) xˆ+Gy(t) yˆ +Gz(t) zˆ (2.31)
The time dependence of G(t) shows us that the gradients may undergo quite general
modiﬁcations during the course of an experiment. If linearly varying ﬁelds are added to
the static ﬁeld the total magnetic ﬁeld can be written as:
B(t) = B0 +G(t) · r = B0 + (Gxx+Gyy +Gzz) (2.32)
Moreover, as seen in Ch.(1), the precession frequency of spins ω is proportional to the
external magnetic ﬁeld intensity (Eq.(1.15)), and, taking advantage of this relation, it is
possible to obtain a precession frequency dependent on the position within the sample:
ω(r, t) = γ(B0 +G(t) · r) = ω0 + ωG(r, t) = ω0 + γ(Gxx+Gyy +Gzz) (2.33)
where ω(r) is the frequency of a proton at location r and γ is the gyromagnetic ratio. The
use of the gradients permit to establish a relation between the position of spins within
the sample and their precessional rates. The accumulated phase up to time t due to the
applied gradient G is:
φG(r, t) = −
ˆ t
0
ωG(r, t
′)dt′ = −γr ·
ˆ t
0
G(t′)dt′ (2.34)
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It is suitable to introduce the spatial frequency k(t):
k(t) =
γ
2pi
ˆ t
0
G(t′)dt′ (2.35)
where its three implicitly time-dependent components are related to the respective gradient
component integrals:
kx(t) =
γ
2pi
ˆ t
0
Gx(t
′)dt′, ky(t) =
γ
2pi
ˆ t
0
Gy(t
′)dt′, kz(t) =
γ
2pi
ˆ t
0
Gz(t
′)dt′ (2.36)
Now, considering Eq.(2.30) and in the hypothesis that Ω = ω0 (δω = 0), we can write the
signal from a single RF excitation of the whole sample in the presence of three orthogonal
gradients as:
s(t) =
ˆ
ρ(r)eiφG(r,t)d3r =
ˆ
ρ(r)e−iγr·
´ t
0 G(t
′)dt′d3r =
ˆ
ρ(r)e−i2pik(t)·rd3r (2.37)
Eq.(2.37) can be rewriting as:
s(k) =
ˆ
ρ(r)e−i2pik(t)·rd3r =
ˆ ˆ ˆ
ρ(x, y, z)e−i2pi(kxx+kyy+kzz)dx dy dz = FT {ρ(x, y, z)}
(2.38)
This is called 3D imaging equation, and it is nothing more than the Fourier Transform
(FT) of the spin density of the sample. Given s(k) for all k, the spin density of the sample
can be found by taking the inverse Fourier Transform of the signal:
ρ(r) =
ˆ
s(k)ei2pik(t)·rd3r (2.39)
If we collect enough measured data in the frequency domain sm(k), we are able to compute
its inverse FT, ρ˜(r), which is an accurate estimate of the real physical density ρ(r).
As we will see shortly, three gradients Gx, Gy, Gz can be independently varying in order
to perform spatial localization and to obtain an image of the sample. First of all, a Slice
Selection Gradient (GSS) is used to select the anatomical volume of interest. Within
this volume, the position of each point will be encoded vertically and horizontally by
applying a Phase Encoding Gradient (GPE) and a Frequency Encoding Gradient (FEG).
The diﬀerent gradients have identical properties but are applied at distinct moments and
in diﬀerent directions.
2.4.1 Slice Select Gradient
The ﬁrst step to obtain MR images is to excite a single thin slice of the body at a desired
spatial location by using a slice select gradient (SSG). The slice select axis is conventionally
chosen as the z-axis, and it is deﬁned as the direction perpendicular to the plane of the
desired slice; if the subject is placed supine into the magnet, and the feet point along the
z-direction, what we obtain is a transverse slice of the body. Thanks to the presence of
the gradient Gz =
∂Bg
∂z
, the spins frequency of precession is a linear function of position
along the longitudinal axis:
ω(z) = ω0 + γGzz (2.40)
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At z = 0 the frequency is the Larmor one. The magnetic ﬁeld at position z0 in the
laboratory reference frame is then:
B(z0) = B0 +Gzz0 (2.41)
Now, if the RF pulse is applied to the whole volume, only spins that are tuned to the RF
frequency will be excited, i.e. only if occurs the resonance condition; therefore, there is
a range of frequencies which can create transverse magnetization in a slice orthogonal to
the z-axis, with thickness ∆z and located from z0 − ∆z2 to z0 + ∆z2 . The RF pulse should
have a bandwidth as:
BWRF = ∆ω = γGz[(z0 +
∆z
2
)− (z0 − ∆z
2
)] = γGz∆z (2.42)
Then:
∆z =
BWRF
γGz
(2.43)
The slice thickness is determined by two parameters: the bandwidth of the RF pulse
(BWRF ) and the gradient strength across the sample (Gz). For a given gradient ﬁeld
strength, an applied RF pulse with a narrow BWRF excites the protons over a narrow slice
of tissue, and a broad BWRF excites a wide slice. Conversely, for a ﬁxed RF bandwidth,
the slope of the ﬁeld strength determines the slice thickness (Fig.(2.3)).
Figure 2.3: Slice thickness is dependent on RF bandwidth and gradient strength. For a ﬁxed
gradient strength (a), the RF bandwidth determines the slice thickness; for a ﬁxed bandwidth
(b), gradient strength determines the slice thickness.
The RF pulse in the frequency domain have to be a rect function centered in ω = ω0+γGzz0
(laboratory reference frame), so the temporal envelope of the RF pulse B1(t), which is the
inverse Fourier transform of the frequency proﬁle, is a sinc function (Fig.(2.4)):
rect(
ω
∆ω
) =
{
1 if ω0 − ∆ω2 < ω < ω0 + ∆ω2
0 if ω < ω0 − ∆ω2 and ω > ω0 + ∆ω2
(2.44)
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Figure 2.4: The sinc function and its FT, the rect function [5].
B1(t) ∝ sinc(∆ωt) = sin(∆ωt)
(∆ωt)
(2.45)
The sinc function is damped to zero only at inﬁnity, so a realistic RF pulse is necessarily
a time-truncated version of the sinc function, being on only for time τRF .
The SSG induces spin dephasing in the slice select direction across the patient imaging
volume. To recover the original phase of all protons after the slice-select excitation, a
gradient of opposite polarity equal to one-half of the area of the original gradient Gz is
applied (Fig.(2.5)). The transverse magnetization at position z along the excited slice
Figure 2.5: Gradients produce a range of precession frequencies within the volume of tissue
experiencing the magnetic ﬁeld variations, which leaves the spins dephased after the gradient is
removed. A rephasing gradient of opposite polarity serves to rewind the spins back to coherent
phase relationship when its area is equal to one-half of the total area of the original gradient [22].
gains phase φ(z, t) given by:
φ(z, t) = −γGzzt (2.46)
At t = 0 the phase is zero; at t = τRF
2
the spins are out of phase, and after the RF pulse
is turned oﬀ, such that the spins realign in the transverse plane at the end of the reversed
gradient lobe and they are all at zero phase.
2.4.2 Frequency Encoding Gradient
After the desired slice has been selected, and its thickness has been ﬁxed, spatial in-
formation has to be encoded in the x − y plane. The second step in spatial encoding
consists in applying a Frequency Encoding Gradient (FEG) in the x-direction; this gradi-
ent Gx =
∂Bg
∂x
, also known as Readout Gradient, modiﬁes the Larmor frequencies in the
horizontal direction throughout the time it is applied (Fig.(2.6)). It thus creates proton
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Figure 2.6: The frequency encoding magnetic ﬁeld gradient eﬀects a change in the Larmor fre-
quency in the x-direction. In this ﬁgure we are considering a transverse slice of the body, and
the addition of this static ﬁeld allows us to use the Fourier transform to separate the frequencies
in x-direction after the MRI signal is measured.
columns which all have an identical Larmor frequency, and rows with diﬀerent frequency
each one. If Gx is constant over the whole time interval τx, kx becomes:
kx =
γ
2pi
Gxτx (2.47)
Since the applied gradient is a ﬁeld inhomogeneity, the spins dephase, and this dephasing
represents the encoded information content. Usually, in an MRI experiment, the FEG
is formed by a ﬁrst constant negative gradient −Gx in the time interval (t1, t2), and a
second constant positive gradient during the time interval (t3, t4) (Fig.(2.7)). The phase
accumulation during the application of the ﬁrst gradient lobe is:
φGx(x, t) = +γGxx(t− t1) for t1 < t < t2 (2.48)
and in the second interval is:
φGx(x, t) = +γGxx(t2 − t1)− γGxx(t− t3) for t3 < t < t4 (2.49)
There is no phase change during the period when the applied gradient is zero. By reversing
the gradient polarity, at t = t3 + t2 − t1 the phase returns to zero and an echo signal is
created; if the interval (t3, t4) is double long with respect to (t1, t2), the echo occurs at
t = t4−t3
2
= TE; it corresponds to that time during the second gradient lobe where the
evolved area just cancels the area of the ﬁrst lobe. Normally, they are called dephasing
gradient lobe and rephasing gradient lobe, and the ﬁrst one has been utilized to create
an echo in the middle of the positive gradient where kx = 0.
During the ADC time, Ts, diﬀerent point in kx-axis can be collected by sampling the data
at discrete intervals, and this produce a representation of s(kx) as a set of points sampled
along the continuous line (Fig.(2.8)). The path through k-space starts at kx = 0 and then
moves to the left as the negative gradient is applied from t1 to t2. Just after it is turned oﬀ
a negative kx value has been reached, and when the gradient is switched on with positive
value the direction of coverage in kx-axis is reversed, and the data are sampled between t3
and t4.
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Figure 2.7: Sequence diagram of an MRI experiment. At t = 0 an RF pulse is applied; the FEG
is turned on in the intervals (t1, t2) with a negative lobe −Gx, and in (t3, t4) with a positive lobe
+Gx with double lifetime with respect to the ﬁrst one. At t =
t4−t3
2 an echo is formed, due to
the positive gradient, and in the (t3, t4) interval the signal is sampled.
2.4.3 Phase Encoding Gradient
The ﬁnal step consists in applying a Phase Encoding Gradient (PEG) Gy, which is con-
ventionally chosen in the y-direction, and it intervenes for a period of time τy. The idea
behind phase encoding is to create a linear spatial variation of the phase of the magne-
tization, and this is realized applying a gradient lobe while the magnetization is in the
transverse plane. While it is applied, it modiﬁes the spin resonance frequencies inducing
dephasing, which persists after the gradient is interrupted; when it is turned oﬀ all the
protons precess at the same frequency, but with diﬀerent phases. The protons in the same
row, perpendicular to the gradient direction, will all have the same phase and the relative
phase diﬀerence between signals in diﬀerent locations remain until either another gradient
is applied or the MR signal decays due to T2 relaxation.
If Gy is constant over the whole time interval τy, the encoded phase can be written in
terms of the spatial frequency associated with the y-direction:
ky =
γ
2pi
Gyτy (2.50)
and the magnetization accumulates a y-dependent phase when a gradient is kept on in the
y-direction for a time τy:
φGy(y, t) = −γGyyτy (2.51)
At each cycle the Phase Encoding Gradient is incremented in steplike fashion ∆Gy and
the set of phase encoding gradient values corresponding to their incrementation as carried
out over the time is represented as a table, with an arrow pointing in the direction of the
incrementation, i.e. the phase encoding direction (Fig.(2.9)).
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Figure 2.8: The kx-axis sampling during the frequency encoding gradient is applied. The path
through k-space starts at kx = 0; as the dephasing gradient is applied in the interval (t1, t2) it
moves the position to the left and determines the starting point of the sampling, but data usually
are not taken over this time. When the positive gradient lobe is turned on again, the direction of
coverage of k-space is reversed and the data are sampled at regular intervals between t3 and t4.
Figure 2.9: A typical Phase Encoding Gradient structure: at each cycle it is incremented in
steplike fashion ∆Gy for encoding signals come form diﬀerent position in y-direction within the
sample and is represented by a phase encoding table with an arrow pointing in the direction of
the increment.
2.4.4 k-Space
The matrix which contains spatial frequencies data is called k−space, and the MRI signals
are stored in this 2D matrix. A standard coverage of 2D k-space corresponds to the series
of parallel lines in a plane discretely sampled, as shown in Fig.(2.10). Each set of points
along a given kx line represents the acquisition of frequency encoded data, whereas each set
of points along a given ky line represents the acquisition of phase encoded data. The path
through k-space starts at kx = ky = 0, with any accumulated phase due to the slice select
gradient reset to zero by its rephasing lobe; so two ﬁrst negative gradients along xˆ and yˆ
are necessary to move the position from the origin to the bottom left corner, at position
(kminx ; k
min
y ) = (− γ2piGminx Ts2 ;− γ2piGminy τy). Now the FEG is turned on and the bottom line
is obtained by sampling of data; the signal sampled in a period of time Ts in the presence
of a gradient in the x-direction gives a line in the k-space set. At the end of the ﬁrst
line, applying a positive Gy gradient, ky is carried up one line and the position in k-space
moves to the right side of the second line. To bring it back across kx requires applying a
negative lobe of the same time duration as the previous, and repeating the same steps each
time reversing the polarity of the x-gradient, all the (kx, ky) plane will be ﬁlled up to the
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Figure 2.10: The k-space coverage in 2D. Each dot represents a sampled point. Lines of connected
dots are along the frequency encoding direction, and data are collected during that reading period.
Each lines have the same phase encoding due to Gy, but dots within the same line diﬀer in
frequency encoding due to Gx. The arrows indicate the chronological order of data acquisition.
position (kmaxx ; k
max
y ) = (
γ
2pi
Gmaxx
Ts
2
; γ
2pi
Gmaxy τy). The vertical spacing between horizontal
lines is determined by ∆Gy, i.e. by the amount that the phase encoding gradient is being
stepped regularly though increasing its value:
∆ky =
γ
2pi
∆Gyτy (2.52)
The position of the k-space samples in the reading direction, on the other hand, is deter-
mined by the sampling rate: if the data are acquired with time steps ∆t, the horizontal
spacing between sampled points is:
∆kx =
γ
2pi
Gx∆t (2.53)
Until now the k-space coverage for the 2D imaging sequences is represented by Ny hori-
zontal lines of 2D k-space each with Nx sampled points, and it coincides with data in the
frequency domain (kx, ky) of a speciﬁc slice at position z0. If our purpose is to create an
image of a 3D object, it is indispensable to select a new slice within the object in consid-
eration by changing the bandwidth of the RF pulse. Thus, diﬀerent spins with diﬀerent
z-coordinate are now excited, and a new k-space is ﬁlled with the same encoding criterion.
Considering Eq.(2.38), the integrated z-dependence can be suppressed, giving for a slice
centered at z0:
s(kx, ky) =
ˆ ˆ
ρ(x, y, z0)e
−i2pi(kxx+kyy)dxdy (2.54)
and the 2D image contains a projection over all information in the slice thickness along
z-direction.
Using Slice Select Gradient to excite a thin slice in z-direction, and Frequency Encoding
Gradient and Phase Encoding Gradient along the x-axis and y-axis to ﬁll the k-space by
discrete sampling, we are able to obtain multi-slice 2D images .
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2.4.5 3D Imaging
Frequently information is required over a three dimensional imaging volume. The conven-
tional 3D imaging sequence is created from a 2D imaging sequence by adding a gradient
table in order to phase encode along the slice select direction as well (Fig.(2.11)). The
Figure 2.11: A 3D imaging sequence pulse. The two directions orthogonal to the read direction
are phase encode [4].
process of phase encoding the slice select direction is often called partition encoding, and
the excited slice is usually called a slab; the reconstructed multiple slices, each with thick-
ness ∆z = TH
Nz
, are known as partitions or locs. Each new RF pulse excites the same slab,
but is followed by a diﬀerent phase encoding gradient setting.
2.5 MRI parameters
In this section are considered the main features of an MR image. As seen in the previous
Section, if we collect enough measured data in the frequency domain sm(k), we are able
to compute its inverse FT ρ˜(r), which is an accurate estimate of the real physical density
ρ(r). The MR signal is an analog signal which have to be detected, sampled and stored
as ﬁnite, digitized data. In doing that, the Nyquist sampling criterion should be taken
in account, for minimizing certain aliasing image errors3 which can cause reconstruction
artifacts. Then, tomographic digital images are the result of a MR experiment, in the
form of a 3D matrix.
3Aliasing refers to an eﬀect that causes diﬀerent signals to become indistinguishable
when sampled.
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2.5.1 Spatial resolution
Let us deﬁne a Voxel (Volumetric Picture Element) as the minimum volume element of
an image, and its value represents a single sample in a regularly spaced three dimensional
grid. The voxel dimensions determinate the spatial resolution of the image: the height of
the voxel coincides with the slice thickness, while the face of the voxel is a pixel, and its
length and width (in general of the same size) deﬁne the matrix dimension (Fig.(2.12))[23].
The more the volume represented by the voxel is small, the better is the spatial resolution
Figure 2.12: (Left) A single slice from a MRI experiment; the regularly spaced 2D grid is shown,
and every minimum volume element represents a voxel. (Right) There are three planes that pass
through the human body: axial (or transverse), coronal (or frontal) and sagittal.
of that image.
The human body can be described in three diﬀerent planes (Fig.(2.12)right). The trans-
verse plane divides the body into superior and inferior parts and it is conventionally
determined by (x, y) coordinates; a bi-dimensional image in the axial (or transverse) plane
of the human body is called slice. A stack of slices in z-direction (in MRI it is convention-
ally represented by a vertical axis which passes vertically from inferior to superior and is
formed by the intersection of the sagittal and coronal planes) composes the 3D matrix.
The dimensions of the desired part of the body under study is a parameter established by
the operator and the size of this imaged area is called Field of View (FOV). The number
of pixels in x- and y- directions deﬁnes the dimension of the FOV4 and it is given by:
FOV = (dim pixelx ·Nx)× (dim pixely ·Ny) = FOVx × FOVy (2.55)
Nx and Ny are the number of steps along kx and ky respectively, and the pixel dimension
is determined by the spacing between sampled points as:
dim pixelx =
2pi
∆kx ·Nx =
1
γGx∆t ·Nx ; dim pixely =
2pi
∆ky ·Ny =
1
γGy∆t ·Ny (2.56)
The ∆kx,y parameters depend on the product between the gradient intensity and its time
duration; by increasing this product, the spatial resolution increases, while time resolution
4Only at the center point of the FOV the magnetic ﬁeld is B0.
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decrease and the energy deposited in the sample increases.
Now, we can deﬁne the spatial resolution in 2D imaging as:
SR =
FOV
# of pixels
=
FOVx
Nx
· FOVy
Ny
(2.57)
If we also consider the slice thickness ∆z, the thicker the slice, the more is high the spatial
resolution:
SR =
FOV
# of pixels
=
FOVx
Nx
· FOVy
Ny
·∆z (2.58)
2.5.2 Acquisition time
In order to obtain an image each point of the k-space have to be sampled. The acquisition
time is the time needed to ﬁll the entire data space; as seen before, a time interval t = TR
is necessary to ﬁll one line in the data space. Thus, the acquisition time is TR times the
number of lines in the k-space, i.e.:
Tacq = TR ·Ny (2.59)
If the aim of the experiment is to increase the Signal to Noise Ratio (SNR) it is possible
to repeat each phase encoding step over again: in this way more than one acquisition of
the same image are performed and then mediated in order to average out the noise and
increase the SNR. The NEX (Number of EXcitation) consists in the number of times the
whole sequence is repeated.
The total acquisition time, or scan time, taking into account the NEX, is:
Tacq = TR ·Ny ·NEX (2.60)
It is important to note that the acquisition time is independent from the number of slices;
this is because multiple slices (the same row of the k-space of diﬀerent slices) can be
acquired within the time of one TR. Decreasing the TR decreases the number of slices
obtainable.
Ultimately, the scan time for 3D imaging is given by:
Tacq = TR ·Ny ·Nz ·NEX (2.61)
where Nz is the number of phase encoding steps in the z-direction.
2.5.3 Signal to Noise Ratio
In imaging experiments the term signal refers to the voxel intensity. In any MRI acquisition
there is a ﬁnite amount of signal available which is related to the signal measured from
the coil and dependent on the characteristics of the sample tissue and the pulse sequence
chosen. Moreover, all physical measurements include random noise which can aﬀect the
measurement. In MRI the noise comes from random ﬂuctuations in electrical current
which aﬀect all electrical conductors, which in our case are the receive coils with which
the signal is measured and the electrically conducting tissues of the patient. Human
tissue, indeed, contains many ions which are electrically charged atomic particles carrying
electrical currents within the body; these currents generate ﬂuctuating magnetic ﬁelds
which induce a noise voltage in the coil.
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In a MR image the individual voxels that make up the image contain a mixture of signal
and noise and the degree to which noise aﬀects a measurement is the Signal to Noise Ratio
(SNR).
The voxel signal S(r) is the eﬀective spin-density ρ(r) in the volume element ∆x∆y∆z at
speciﬁc position r in the reconstructed image. As we already seen in Eq.(2.23), the peak
signal for a homogeneous sample when transverse signal decay and ampliﬁcation factors
are neglected is given by:
signal = ω0M0B⊥Vsample (2.62)
and for proton imaging, using Eq.(1.47), signal can be expressed as:
S(r) ∝ ρ0ω0 γ
2~2
4kBT
B0 B⊥(r) ·∆x∆y∆z = ρ0 γ
3~2
4kBT
B20 B⊥(r) · Vvoxel (2.63)
Therefore, the voxel signal is directly dependent on the voxel volume, on ρ0B⊥ and on B20 .
In addition it shows an inverse dependence on the sample temperature.
The random thermal ﬂuctuations in the measured signal are called white ﬂuctuations
because they are characterized by expected noise power components equal at all frequencies
within the the readout bandwidth. White noise has typically a Gaussian distribution with
zero mean; the standard deviation of the ﬂuctuating noise voltage is:
σthermal =
√
4kBT ·R ·BW (2.64)
where R is the eﬀective resistance (it represents the sum of the body resistance, coil resis-
tance and electronics resistance), and BW is the bandwidth of the noise-voltage detecting
system, which can be expressed as follows:
BWread =
1
∆t
= γGxLx (2.65)
where ∆t is the sampling time step and Lx is the Field of View along the read gradient
ﬁeld direction (FOVx). Moreover, being the measured k-space signal and the image signal
bounded by the Fourier Transform, we obtain as a consequence one important property
of the noise in the image domain: the standard deviation measured in any voxel in image
space is
√
NxNy times smaller than in the detected signal and is the same for all voxels:
σ0 =
σm√
NxNy
(2.66)
where Nx and Ny are the number of samples collected respectively along kx and ky. Then
the standard deviation of the signal in any voxel due to white noise added to the k-space
data is independent of position in the image.
SNR is measured by the ratio of the voxel signal to the noise standard deviation, and it
strictly depends on imaging parameters. Repeating an entire imaging experiment Nacq
times and averaging the signal over these measurements increase SNR. In particular it
improves as the square root of the number of acquisitions if the noise is assumed to
be statically independent from one acquisition to the next. Therefore we car write the
expression for the SNR/voxel as:
SNR/voxel ∝√Nacq ρ0 γ3~24kBT B20 B⊥(r) · Vvoxel ·√NxNy√
4kBT ·R ·BWread
(2.67)
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Some parameters are ﬁxed, as the sample temperature, the kind of nucleus, the static
magnetic ﬁeld and the resistance. If we consider only the dependence from imaging pa-
rameters (i.e. those variables which are free to be chosen in an experiment), the SNR can
be written as:
SNR/voxel ∝√Nacq∆x∆y∆z ·√NxNy
BWread
= ∆x∆y∆z ·√NxNyNacq∆t (2.68)
and since Ts = Nx ·∆t SNR can be expressed as:
SNR/voxel ∝ ∆x∆y∆z ·√NyNacqTs (2.69)
From this relation it is evident that the experimenter may increase or decrease the SNR ad-
justing the number of voxels, the number of acquisitions or the voxel dimensions. Eq.(2.69)
shows that SNR is linearly proportional to the voxel volume: enlarging the voxel size we
increase the number of proton spins in the voxel and, therefore, increase the signal coming
out of the voxel, but it makes spatial resolution worse. SNR can be also increased when
Ny or Nacq are enhanced: for example, doubling one of this parameters there is a 41%
increase in SNR. Additionally, since a single phase encoding every TR is acquired, if the
number of excitations Nacq is increased for enhance the SNR the total acquisition time
become longer. In conclusion, the main objective in a MRI experiment is to ﬁnd a good
compromise between SNR, spatial resolution and acquisition time.
Finally, writing voxel volume as:
Vvoxel = ∆x ·∆y ·∆z = FOVx · FOVy ·∆z
Nx ·Ny (2.70)
SNR in Eq.(2.69) can be expressed by:
SNR/voxel ∝ FOVx · FOVy ·∆z
√
Nacq ·∆t
Nx ·Ny (2.71)
From this we can see that if we increase FOVx and FOVy SNR increase too, but if Nx
and Ny are constant spatial resolution decreases. Keeping pixel size constant, then SNR
increase, the spatial resolution does not change, but the acquisition time increases.
In 3D imaging, we have the same factors contributing SNR, plus an additional phase
encoding step in the z-direction:
SNR (3D) ∝ ∆x∆y∆z ·√NyNzNacqTs (2.72)
From this equation we can see that SNR in 3D imaging is higher than in 2D imaging due
to the additional term
√
Nz.
Thus far we have evaluated the SNR dependence on MRI parameters. It is important to
consider the connection between SNR and the static magnetic ﬁeld strength B0. As shown
in Eq.(2.63), SNR ∝ B20 in the small sample limit; the noise dependence from the main
magnetic ﬁeld is more complicated, and we report only the trend. In the low ﬁeld limit
(B0 . 1.5 T ) the noise will be dominated by the contribution of the coil, and SNR is:
SNR ∝ B
7
4
0 (2.73)
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The contribution of the sample noise becomes dominant as B0 is increased above 1.5 T
and SNR is nearly linear increase with B0:
SNR ∝ B0 (2.74)
This is the reason that accounts for the interest in higher ﬁeld imaging in MRI, and high
ﬁeld (3 T ) and ultra high ﬁeld (7 T and more) are today largely utilized.
2.6 Ultra High Field MRI
Magnetic ﬁeld strength is an important parameter to consider for Magnetic Resonance
Imaging. From the introduction of the ﬁrst clinical MRI systems to the present day, mag-
nets operating at a ﬁeld of 1.5 T remain the clinical standard system for routine imaging,
even though 3 T scanners are today frequently used in diagnostic applications.
In 1990's the ﬁrst MRI systems at higher magnetic ﬁeld strengths were introduced [18],
only for research study. The primary motivation for Ultra High Field MRI (UHF-MRI)
is that signal increase with a quadratic rate with B0, and maintaining a nearly linear in-
crease in SNR with B0. Consequently, the goal of moving to higher ﬁeld is to increase the
sensitivity (estimated by the SNR) and using that higher sensitivity for improved spatial
and temporal resolution. Whereas for standard MRI systems the greatest spatial resolu-
tion achievable is on the order of a mm, with a B0 = 7T it is possible to obtain spatial
resolution ten times larger (v 100µm) with the same SNR. As an alternative, the gain
in SNR can be spend to reduce the acquisition time for applications that require a good
temporal resolution.
A further advantage of the enhanced sensibility comes from the analysis of the signal issu-
ing from nuclei with low abundance in human body, as 31P , 23Na, 19F , 13C: these nuclei
supply essential information about functional dynamics, but they have a weak signal which
can not be detected at low magnetic ﬁeld.
However, there are also distinct disadvantages to scanning at higher magnetic ﬁeld strengths.
One is the RF magnetic ﬁeld inhomogeneity observed in UHF-MRI systems. A greater
signal intensity is observed in the central volume with respect to the suburbs, and the
cause of this phenomenon is even now reason of study.
From Eq.(2.73) and Eq.(2.74) is evident that there is more thermal noise in radiofrequency
transmitters and receivers at high and ultra high magnetic ﬁeld, and this entails a smaller
transmission and receiving eﬃciency. Due to this smaller eﬃciency, the required power for
obtain a such ﬂip angle of the spin in the sample grows up with the static ﬁeld. Subse-
quently, the Speciﬁc Absorption Rate (SAR) increases and with its the power deposition
in tissues[20]. For this reason there are standard limits for SAR in human experiments
and UHF-MRI is not yet approved for clinical use.
Furthermore, increasing the magnetic ﬁeld the behavior of spins in the sample changes,
and in particular change the relaxation times of tissues which are related to the magnetic
ﬁeld strength. For this reason, one of the aims of this work is to study these modiﬁcations
in order to optimize and implement acquisition parameters for MRI at UHF (7T).
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Chapter 3
Sequences
The previous chapter focused on the formation of an image in a Magnetic Resonance
experiment. The received signal is deﬁned not just by the properties of the scanned body
but also by a rich set of magnetic ﬁeld possibilities, clustering in the so called sequences.
A MRI sequence is an ordered combination of RF pulses and gradients designed to acquire
data for create an image with speciﬁc features. To distinguish diﬀerent tissues, in fact, is
needed to obtain contrast between them. Contrast is due to diﬀerences in the MR signal,
which depend on the T1, T2 and proton density of the tissues and sequence parameters.
In this chapter are introduced the main adjustable parameters used in MRI sequences
which allow to obtain the desired contrast between adjacent tissues. Moreover, the basic
sequences used in MRI (Spin Echo (SE), Inversion Recovery (IR), Gradient Echo (GRE))
and their features are described [17].
3.1 Introduction
In Ch.(1) have been described the roles of longitudinal and transverse magnetization, of
relaxation times T1 and T2 and of the RF pulse. To create an image the procedures of
spatial encoding seen in Sec.(2.4) have to be repeated multiple times, until enough sampled
data are acquired and the k-space is adequately ﬁlled.
A combination of RF pulses applied to a sample to produce a speciﬁc form of FID signal
is called a pulse sequence. Each sequence is a subtle combination of radiofrequency pulses
and gradients. Whatever the type of sequence, the aims are to favor the signal of a
particular tissue (contrast), as quickly as possible (speed), while limiting the artifacts and
without altering the signal to noise ratio. The essential components for any imaging pulse
sequence are: an RF excitation pulse, required for the phenomenon of magnetic resonance;
gradients for spatial encoding, whose arrangement will determine how the k-space is ﬁlled;
a signal reading, combining one or a number of echo types.
Today, a really large number of sequences are employed, but the basic are: Spin Echo
(SE), Gradient Echo (GRE) and Inversion Recovery (IR). As we will see shortly, this
three principal families of MRI pulse sequences diﬀer from each other for the ﬂip angle of
the longitudinal magnetization vector and for the type of echo recorded.
The main parameters to take into account in a MR pulse sequence are:
 Flip angle θ = γB1τ , which indicates the ﬂipping of the magnetization vector after
the RF pulse (see Sec.(1.4.1));
41
 Repetition Time (TR): is the time interval between two consecutive RF pulses, i.e.
the length of a relaxation period after the application of one RF excitation pulse to
the beginning of the next;
 Echo Time (TE): is the period of time we wait before to make a measurement, i.e.
the the time between an RF excitation pulse and the collection of the signal.
While T1 and T2 are intrinsic properties of tissues, and therefore ﬁxed, TR and TE can
be controlled and adjusted by the operator during the MR experiment, and they are
responsible to favor the signal of a particular tissue instead of an other. Hence the best
contrast sensitivity of images is produced because diﬀerent tissue types with diﬀerent
relaxation times relax diﬀerently, by appropriate setting of TR and TE we can obtain
T1 − weighted, T2 − weighted or Proton Density − weighted images (see Sec.(3.5)). TE
and TR are measured in ms and usually TR TE.
3.2 Spin Echo
The Spin Echo (SE) is the most frequently used pulse sequence and it is based on the
application of a pi
2
−pulse followed by a pi−pulse, said refocusing or rephasing pulse. The
Spin Echo pulse sequence diagram is illustrated in Fig.(3.1).
Figure 3.1: Spin Echo pulse sequence diagram: at time t = 0 an RF 90° pulse is applied along
the positive x′-axis and the magnetization is instantly tipped into the transverse plane; at time
t = TE2 the sample is excited by an RF 180° pulse along the positive y
′-axis which refocusing the
spins at time t = TE. Then, after a period of time TR from the initial 90° RF pulse the sequence
begins all over again.
In the ﬁrst step of the sequence we apply a 90° RF pulse along the positive x′-axis and the
magnetization vector ﬂips in the x−y plane (pointing along the y′-axis); when the RF pulse
is turned oﬀ the magnetization vector begins to grow in the z-direction and decay in the
transverse plane. At time t = 0, then, the transverse magnetization Mxy is maximal, the
spins are in phase, and they are all precessing at frequency ω0. Gradually the spins begin
to get out of phase with each other according to T ∗2 relaxation time, caused by the external
magnetic ﬁeld inhomogeneity and the inherent spin-spin interactions: the spins which see
a slightly higher ﬁeld precess at a slightly higher frequency and they accumulate an extra
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positive phase; on the other hand, the spins which see a slightly lower ﬁeld have a lower
precessional frequency and they accumulate a negative phase. The accumulated phase of
a spin at position r in the rotating reference frame, where there is a time-independent
spatial variation ∆B0(r) in the z-component of the total magnetic ﬁeld, if we neglect the
initial phase φ0 = 0, is:
φ(r, t) = −γ∆B0(r)t (3.1)
After a time interval TE/2, a 180° RF pulse along the y′-axis is then applied, which inverts
the spins system and induces a rephasing of the transverse magnetization: all the spins ﬂip
180° and they continue precessing, but now in the opposite direction. The phase diﬀerences
between spins gradually decrease and since the rate at which phase is accumulated by each
spin is unchanged, all of the spins will return to φ = 0 at the same time and they will be
completely in phase again after an equal time TE/2 (Fig.(3.2)). Hence, at t = TE the
Figure 3.2: A simulation of an ensemble of spins in the rotating reference frame during a spin echo
experiment. A pi2 − pulse rotates the spins, around the x′-axis, into the transverse plane where
they begin to precess. The spins accumulate extra phase, until this accumulation is inverted by
the pi-pulse. The spins continue to collect extra phase at the same rate and, at a later time, all
spins return to the positive y′-axis together, forming an echo[4].
spins are rephased, regardless of the value of ∆B and the position r, and this realignment
is called a spin echo; this particular RF pulse combination produces a positive echo along
the y′-direction and a measurable echo signal is collected. The magnetization vector can
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be expressed as:
M⊥(t) = M⊥(0)

1 t = 0
e
− t
T∗2 0 < t < TE
2
e
− t
T2 t = TE
(3.2)
It is important to remark that, by using the spin-echo pulse sequence, we can eliminate de-
phasing caused by ﬁxed external magnetic ﬁeld inhomogeneities, but we can not eliminate
spin-spin interactions, because they are not ﬁxed and depend on the rapid time ﬂuctua-
tions in the intrinsic local ﬁelds. Therefore the signal peaks at the echo, the refocusing
pulse does not reduce the eﬀect of T2 decay on the signal, but only the eﬀect of T
′
2.
Since TR is typically longer than TE, it is common to collect data for more than one echo
of the original RF excitation; this is accomplished by applying multiple pi−pulses after a
single pi
2
−pulse, to obtain an echo train (Fig.(3.3)).
Figure 3.3: A signal arising from multiple spin echoes generated by regularly repeated pi pulses.
The signal strength is still limited by the T2 envelope at the echo time TE, as measured from the
center of the RF pulse [4].
Diﬀerent signal can be collected at diﬀerent TE and plotted as a function of time; a ﬁt to
a straight line will reveal the relaxation time T2 of the speciﬁc tissue (see Sec.(5.2.2)).
Consider an MRI experiment where the pi
2
− pulse is regularly repeater at t = nTR; more-
over we assume that TR T ∗2 , i.e. the transverse magnetization has decayed completely
by the end of any given repetition, prior to the next pi
2
− pulse. The choice of TR is
an important issue in the image formation and from which depends the collected signal
straight: if TR is too short there is no time for Mz to relax to its maximum longitudinal
equilibrium value M0, and at time TR, when a second 90° RF pulse is applied, the mag-
netization vector tipped in the the transverse plane is less than the original one M0, and
the signal becomes so small (the signal is directly proportional to the transverse magneti-
zationM⊥) (Fig.(3.4)); indeed, only the ﬁrst RF pulse may see the maximum longitudinal
magnetizationM0, and from the second sequence onwards, the longitudinal magnetization
will recover only as far as TR allows. If TR is too long the scan time becomes unsuitable
for diagnostic exams. It is clear that a compromise have to be reached.
Deﬁne t = 0 at the center of the ﬁrst pi
2
− pulse; the time evolution of the transverse and
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Figure 3.4: The recovery and decay curves in a single cycle of an Spin Echo sequence. For a
repeated pi2 − pulse at t = TR the magnetization vector M z is less than the original transverse
magnetization because the 90° RF pulse is applied before its complete recovery. The T ∗2 decay
curve starts out at the value of M0(1 − e−
TR
T1 ) on the T1 recovery curve, and after a period of
time t = TE we can measure the signal.
longitudinal magnetization are described by the Bloch solutions (1.65):{
Mz(t) = M0(1− e−
t
T1 )
M⊥(t) = M0e
− t
T∗2
(3.3)
for 0 < t < TR. We now consider some relevant condition:
 for t = 0 7−→ Mz(0) = 0 and M⊥(0) = M0;
 for t = TE 7−→ Mz(TE) = M0(1− e−
TE
T1 ) and M⊥(TE) = M0e
−TE
T2
 for t = nTR (n ≥ 1) 7−→ Mz(nTR) = 0 and M⊥(nTR) = M0(1− e−
TR
T1 )
 for t = TE+nTR (n ≥ 1) 7−→Mz(TE+nTR) = M0(1−e−
TE
T1 ) andM⊥(TE+nTR) =
M0(1− e−
TR
T1 )e
−TE
T2
Therefore, for the nth repetition pulse sequence, the longitudinal magnetization is zero at
the beginning and evolves to a common value at the end; with the exception of the ﬁrst
longitudinal magnetization, the same longitudinal value is tipped into the transverse plane
at the start of each cycle to initialize the evolution of the transverse magnetization and the
signal is reduced by the factor (1 − e−TRT1 ) at each instant in time. At the echo time, the
T ′2 eﬀects are balanced and the transverse magnetization evolves with T2 constant time.
3.3 Inversion Recovery
The Inversion Recovery (IR) is a sequence pulse in which the spins are inverted prior to
creating the transverse magnetization and it is an useful technique to cancel the signal
from a desired tissue. It is similar to the Spin Echo sequence, but with an additional
pi − pulse employed to invert the magnetization and deﬁned to occur at a time interval
TI (Inversion Time) before the pi
2
− pulse. The pulse sequence diagram is illustrated in
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Figure 3.5: Inversion Recovery pulse sequence diagram: at time t = 0 a 180° RF pulse is applied
which inverts the longitudinal magnetization; a second 90° RF pulse tips the longitudinal magne-
tization into the transverse plane, and the sequence continues equal to the spin echo. The interval
time between the ﬁrst two pulse is the Inversion Time (TI) and the echo signal is received after
a time t = TI + TE.
Fig.(3.5).
Before we apply the ﬁrst pulse, the magnetization vector points along the z-axis. At
t = 0 we apply a 180° RF pulse and the longitudinal magnetization is ﬂipped 180° in the
negative direction of the z-axis (Fig.(3.6)) ; then, at this time no transverse magnetization
Figure 3.6: The recovery curves in inversion recovery. After the 180° pulse the longitudinal
magnetization vector is ﬂipped in the negative z-axis and starts to recover from a value that is
the negative of its initial maximal value [5].
is created, i.e. M⊥ is zero. Gradually the magnetization vector M z begins to recover
along a T1 growth curve: as it recovers, it gets smaller and smaller in the −z direction
until it goes to zero, then starts growing in the +z direction. The magnetization vector
can be expressed as:
Mz =
{
−Mo t = 0
Mo(1− 2e−
t
T1 ) 0 < t < TI
(3.4)
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After a period of time, called Inversion Time (TI), we apply a 90° RF pulse which ﬂips the
longitudinal magnetization into the x− y plane; the amount of magnetization ﬂipped by
this second pulse, and then also the echo signal, depends on the amount of longitudinal
magnetization that has recovered during time TI. At t = TI the transverse magneti-
zation M⊥ is at maximum and the spins are in phase; the magnitude of the transverse
magnetization evolves as:
M⊥(t) =

0 0 < t < TI
Mo(1− 2e−
TI
T1 ) t = TI
Mo(1− 2e−
TI
T1 ) e
− (t−TI)
T∗2 TI < t < TE
2
Mo(1− 2e−
TI
T1 ) e
−TE
T2 t = TI + TE
(3.5)
At t = TI+ TE
2
a 180° RF pulse is applied, as though the spin echo sequence, which inverts
the spins system and induces a rephasing of the transverse magnetization; a measurable
echo signal is collected in the coil detector at t = TI + TE. Then, the process is repeated
with another 180° RF inverting pulse after a time t = TR.
The point at which the longitudinal magnetization vector crosses the zero line is called
the null point, and at this point the signal intensity is zero: it is possible to ﬁnd a ﬁnite
value of TI which permits to overrule the signal from a speciﬁc tissue. We can solve the
equation with the bond Mz(t) = 0, and we determine the TI at which the signal vanishes
(Fig.(3.7)):
Figure 3.7: The magnitude of the transverse magnetization at t = TI is the absolute value of the
longitudinal magnetization |Mo(1 − 2e−
t
T1 )|. If the 90° RF pulse is applied for TI = ln2 T1 the
signal vanishes and no longitudinal magnetization is ﬂipped in the transverse plane.
TInull = ln2 T1 ' 0.693 T1 (3.6)
Afterward, the signal is a sensitive function of TI, and the signal vanishes where the
longitudinal magnetization has regrown from −M0 to zero. Repeating the experiment with
diﬀerent TI it is possible to measure the T1 relaxation time plotting the signal intensity
values as a function of time (see Sec.(5.2.1)); moreover, signal zero can be accurately
determined, and from Eq.(3.6) T1 can be precisely measured for a uniform sample. There
is an additional utility associated with the zero in the signal: if a sample contains two
substances or tissues with diﬀerent values of T1, then an experiment can be performed with
TI chosen such that the signal from one of the tissues is zero. That component is said to
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be nulled and in this way diﬀerent components of a sample may be studied selectively.
In an MRI experiment the inverting pi− pulse is regularly repeated at t = nTR, and if we
assume that TR  T ∗2 then M⊥ will ever be zero at the end of each cycle and Mz(TR)
will also be the same at the beginning of each cycle, i.e. Mz(nTR) = Mo(1− 2e−
TI
T1 ).
3.4 Gradient Recalled Echo
Gradient Recalled Echo (GRE) is a class of pulse sequences that is primary used for fast
scanning and in 3D volume imaging; it is called gradient recalled echo because the echo
signal is produced by the frequency encoding gradient[21]. It consists of an RF excitation
pulse followed by a relaxation period and a gradient reversal to produce rephasing of the
spins. The Gradient Recalled Echo pulse sequence diagram is illustrated in Fig.(3.8).
Figure 3.8: A Gradient Echo pulse sequence diagram.
GRE pulse sequence begins with a RF pulse along the positive x′-axis at t = 0 which ﬂips
the magnetization vector in the transverse plane; the ﬂip angle θ depends on the duration
τ of the RF pulse, and in GRE pulse sequence this time is chosen in order to obtain small
ﬂip angle:
0° < θ < 90° (3.7)
This feature causes incomplete ﬂipping of the longitudinal magnetization into the x − y
plane, and producing transverse magnetization Mxy:
Mxy = M0 sin θ (3.8)
(Fig.(3.9)). For this reason, such techniques are also referred to as partial ﬂip angle
techniques.
As showed in Fig.(3.9), when low ﬂip angles are used for the RF excitation pulse, an
appreciable amount of transverse magnetization is created, while the major component of
magnetization remains along the z-axis; then no lengthy period of time is required for T1
recovery and GRE pulse sequences can use short TR, decreasing the scan time. When
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Figure 3.9: Response of fully relaxed magnetization to a small ﬂip angle RF excitation pulse. The
amount of transverse magnetization M⊥ created by an RF excitation pulse is much greater than
the loss of longitudinal magnetization (M0 −Mz), which allows short TR and rapid acquisition
with GRE [17].
the RF pulse is turned oﬀ the magnetization vector begins to grow in the z-direction from
its starting point Mz = M0 cos θ and decays in the transverse plane (Fig.(3.10)). At time
Figure 3.10: The recovery curve of longitudinal magnetization and the decay curve of the trans-
verse magnetization plotted on the same graph. The T ∗2 decay curve starts out at the value of
M0 sin θ(1− e−
TR
T1 ) on the T1 recovery curve, and after a period of time t = TE we can measure
the signal. At t = TR + TE the echo signal is proportional to the transverse magnetization
M⊥(TR+ TE) = M0 sin θ(1− e−
TR
T1 )e
−TE
T∗2 .
t = 0, then, the transverse magnetization Mxy is maximal, the spins are in phase, and
they are all precessing at frequency ω0. Gradually the spins begin to get out of phase
with each other according to T ∗2 relaxation time, caused by the external magnetic ﬁeld
inhomogeneity and the inherent spin-spin interactions.
Then, GRE sequences use a gradient to reduce magnetic ﬁeld inhomogeneity eﬀects and
receive an RF echo signal. The frequency encoding gradient Gx (see Sec.(2.4.2)) in used for
rephasing spins: ﬁrst, nuclei are dephased with a negative constant gradient (−Gx) that
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slows down the slow nuclei even further and speeds up the fast ones. This intentionally
accelerates the dephasing process. The gradient polarity is then reversed to positive, with
the same intensity (Gx), and phase returns to zero in the second lobe, where the evolved
area just cancels the area of the ﬁrst lobe (see Fig.(2.5)). Thus, at t = TE the spins are
rephased and a measurable echo signal is produced.
The magnetization vector can be expressed as:
M⊥(t) = M0 sin θ
{
1 t = 0
e
− t
T∗2 t = TE
(3.9)
It is clear that we can not eliminate dephasing caused by ﬁxed external magnetic ﬁeld
inhomogeneities: the second positive lobe of the frequency encoding gradient refocus the
spins dephasing by itself, but nuclei that have been dephased by T ∗2 are not rephased.
Coming back to Fig.(3.10), we now consider some relevant condition:
 for t = 0 7−→Mz(0) = M0 cos θ and M⊥(0) = M0 sin θ;
 for t = TE 7−→Mz(TE) = M0(1− e−
TE
T1 ) +M0cosθ and M⊥(TE) = M0 sin θe
−TE
T∗2 ;
 for t = nTR (n ≥ 1) 7−→Mz(nTR) = M0 cos θ and M⊥(nTR) = M0 sin θ(1− e−
TR
T1 );
 for t = TE + nTR (n ≥ 1) 7−→ Mz(TE + nTR) = M0(1 − e−
TE
T1 ) + M0cosθ and
M⊥(TE + nTR) = M0 sin θ(1− e−
TR
T1 )e
−TE
T∗2
Therefore, for the nth repetition pulse sequence, the longitudinal magnetization is mini-
mum at the beginning and evolves to a common value at the end; with the exception of the
ﬁrst longitudinal magnetization, the same longitudinal value is tipped into the transverse
plane at the start of each cycle to initialize the evolution of the transverse magnetization
and the signal is reduced by the factor (1 − e−TRT1 ) at each instant in time. At the echo
time the transverse magnetization evolves with T ∗2 constant time.
3.5 Contrast
The variability of the signal as a function of sequence timing through the parameters TR
and TE is of great utility in MRI to obtain desired contrast between tissues. To distinguish
diﬀerent tissues, in fact, we need to obtain contrast between them.
Two diﬀerent tissues A and B are introduced. Their absolute signal diﬀerence is deﬁned
as the contrast:
CAB = SA − SB (3.10)
where SA and SB are the voxel signals from tissues A and B, respectively. If we are
interested to the relative contrast between two diﬀerent tissues we introduce the relative
contrast ratio as:
CAB
SA
=
SA − SB
SA
or
CAB
SB
=
SA − SB
SB
(3.11)
In an MRI experiment the most basic contrast generating mechanisms are based on spin
density, and T1 and T2 diﬀerences between tissues, which permit to obtain three forms
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of contrast: proton-density weighted contrast, T1-weighted contrast and T2-weighted con-
trast. To do that TE and TR were chosen to reduce the eﬀect of T1 and T2, and some a
priori knowledge of tissue properties is clearly very useful.
In next subsections these three diﬀerent types of image contrast are explained using as
reference standard the Spin Echo sequence, but the same results can be extended to all
the other sequences.
3.5.1 T1-weighted
The T1 of a tissue is strictly related to the way the protons are able to give oﬀ their energy
to the surrounding lattice, or to absorb the energy from the lattice. Normal soft tissue
T1 values are quite diﬀerent from one other; for this reason T1-weighted contrast oﬀers
a very powerful method for delineation of diﬀerent tissues in MRI images. We suppose
to deal with two diﬀerent tissues A and B, each of which has its speciﬁc relaxation time
T1 (Fig.(3.11)); looking at the curves it takes tissue B longer to reach equilibrium than
Figure 3.11: Two tissues A and B with diﬀerent T1 recovery curves; considering two diﬀerent
TR on the recovery curves it is feasible to obtain two diﬀerent contrast in the image, called
T1 − weighted.
tissue A, i.e. T1(B) > T1(A). If we now consider two diﬀerent TR, TR1 and TR2, it is
well rendered that TR1 gives the better contrast, because the regrowing curves are more
distant and signals are diﬀerent: the tissue with lower T1 (tissue A) has a higher signal
than tissue B. Thus, by setting the TR to short values, tissue contrast will depend on
diﬀerences in longitudinal magnetization recovery (T1); if TR is very long we reduce the
T1 eﬀect and there is no contrast between tissues A and B. It should be pointed out that
in Fig.(3.11) the eﬀects of proton density diﬀerences are neglected.
3.5.2 T2-weighted
Let's now look at the role of T2 relaxation time on image contrast. The T2 characteristics
of a tissue are determined by how the proton spins in that tissue dephase: if they dephase
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rapidly, we get a short T2; if they dephase more slowly we get a longer T2. We consider the
sames tissues A and B, each of which has its speciﬁc relaxation time T2 (Fig.(3.12)): looking
Figure 3.12: Two tissues A and B with diﬀerent T2 relaxation time; considering two diﬀerent TE
on the decay curves it is feasible to obtain two diﬀerent contrast in image, called T2 −weighted.
at the curves we see that signal from tissue A is longer to decay than that from tissue
B, i.e. T2(A) > T2(B). If we now consider two diﬀerent TE, TE1 and TE2 (Fig.(3.12)),
the second one results in more tissue contrast between A and B; this mean that with a
very short TE we reduce the T2 eﬀect in the image; instead, when we have a long TE we
enhance T2 contrast between tissue and we get T2-weighted images. Also in the case here
the eﬀects of proton density diﬀerences are neglected.
3.5.3 Proton density weighted
Proton density (PD) is the most direct tissue characteristic that can be imaged. The
magnetization is produced by protons, and a tissue with a high PD can reach a high level
of magnetization, and produces an intense signal; then, tissues that are rich in protons
will have a brighter appearance than others. It happens because higher PD means higher
maximum limit on the T1 recovery curve of the magnetization.
In order to get contrast based primarily on PD, the T1 and T2 dependence of the echo
tissue signals have to be minimized. We take as example the same two tissues A and B:
if they have diﬀerent proton density, i.e. PD(A) > PD(B), the plateau of the recovery
curve of the longitudinal magnetization is diﬀerent; it is obvious that if we choose a long
TR the diﬀerence in intensity reﬂects this proton density diﬀerence. Vice versa, a short
TR impede to obtain a proton density weighted image because if the recovery curve does
not reach its plateau we can not have information about the spin density of tissues.
Let's now consider both recovery and decay curves of three diﬀerent tissues that have
diﬀerent T1, T2 and PD on the same graphic (Fig.(3.13)); the combined choice of the image
parameters TR and TE allow to obtained diﬀerent weighted images:
 T1-weighted 7−→short TR and short TE. (Short TR value is approximately equal to
the average T1(A,B) and short TE value is usually T2(A;B)).
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Figure 3.13: Recovery and decay curves of three diﬀerent tissues; the combined choice of TR and
TE let have images with diﬀerent contrast characteristics: T1-weighted, T2-weighted and Proton
Density-weighted images.
 T2-weighted 7−→long TR and long TE. (Long TR value is usually greater than three
times the short TR and long TE value is usually greater than three times the short
TE).
 Proton density weighted 7−→long TR and short TE. (Long TR value is usually greater
than three times the short TR and short TE value is usually T2(A;B)).
General rules for diﬀerent contrasts in images are shown in Fig.(3.14).
Figure 3.14: General set of rules for generating tissue contrast.
These diﬀerent features are used in clinical practice to enhance the desired tissue. For
example, a tissue with a long T1 and T2 (like water) is dark in the T1-weighted image and
bright in the T2-weighted image. A tissue with a short T1 and a long T2 (like fat) is bright
in the T1-weighted image and gray in the T2-weighted image.
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Chapter 4
Quantitative analysis in muscle MRI at
1.5 T
Magnetic Resonance Imaging (MRI) is an important imaging method used as a reliable
and non invasive instrument for clinical assessment and follow up in NeuroMuscular Dis-
eases (NMD). MRI is able to detect muscle involvement and to evaluate the severity of the
disorder and it is already used in the pediatric protocols for diagnostic study of NMD. The
evaluation of these images is now only visual and software tools for quantitative analysis
do not exist. Standardization procedures and quantitative methods could be very useful
instruments to optimize the diagnostic performances.
In this chapter is described a method to develop an automatic algorithm of segmentation,
able also to quantifying fat inﬁltration percentage in muscles of the leg. In fact this is a
typical clinical sign of NMD and, since muscle and fat tissues produce diﬀerent signal in-
tensity in MR images, they can be separated by segmentation techniques and thresholding
procedures. The aim is to obtain a quantitative evaluation of fat inﬁltration percentage
and to relate these results to the grade of muscle impairment in NMD patients.
4.1 MRI in neuromuscular inherited disorders
A degenerative NeuroMuscular Disease (NMD) is a condition marked by the progres-
sive deterioration of muscle tissue that causes weakness and impairs normal functions
[25, 26, 27]. There are various types of degenerative muscle diseases and each one may
aﬀect diﬀerent muscle groups, but they are all inherited conditions and occur in all age
groups; they can cause serious physical disability and their impact is severe especially
when children and young adults are aﬀected. A common feature of these disorders is that
muscle ﬁbers become so damaged and weak that fat and other tissues take their place. In
particular, fat inﬁltration of muscles is a marker of disease progression in many NMD.
Muscle biopsy is the reference standard for NMD diagnosis, but is invasive, can explore
only one or few muscular sites and the small samples obtained may not be truly repre-
sentative in case of heterogeneous distribution of disease to identify and quantify fatty
inﬁltration in skeletal muscles. Moreover, biopsy is impracticable for monitoring patients
with a progressive muscle disease and prevent follow up because it cannot be repeated
frequently, especially in children.
Therefore, MRI is increasingly becoming an important diagnostic tool in detecting mus-
cular involvement [26]: in fact, it permits to describe accurately the grade and pattern
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of involvement and, with respect to other investigative methods used in NMD diagnosis,
MRI is the unique technique able to show the genotype-phenotype correlations. It pro-
vides a high soft tissue contrast allowing visual grading of muscle fatty replacement, and
can be useful to evaluate the severity of disease. Because of the lack of ionizing radiation,
MRI has become a valuable imaging method in children, thanks to its non invasive nature
[27]. The current conventional pediatric protocol approved in 2002 [28] as clinical routine
includes axial T1-weighted Spin Echo sequences; pelvic area, thigh and calf are examined
in the same session and the total acquisition time is of about 30 minutes.
Most of the established rating scales in NMD diagnosis are based on the amount of fatty
degeneration rating from normal appearance to complete fatty degeneration. The clas-
siﬁcation adapted in MRI is based on a scoring system of ﬁve classes: the ﬁrst with no
evidence of fatty inﬁltration and the other four classes with progressive levels of fat inﬁl-
tration. Furthermore, it is known that the correlation between muscle involvement and
severity of disease is not a linear function. In particular, a small advance of fat inﬁltration
in ﬁrst categories is much more weighty than in the upper one.
The evaluation of these images is now only visual and is carried out by a child neu-
ropsychiatrist which arbitrarily stratiﬁed patients in one of this classes, based on a non
quantitative observation of MR images. This technique is highly subjective and not many
precise. For this reason the purpose of this part of thesis is to create an automatic software
algorithm useful as tool for quantitative analysis in NMD, taking advantage of diﬀerent
signal intensity of muscle and fat in MR images.
4.2 MRI data set
To quantify fat inﬁltration in thigh muscle, images of sixteen patients with NMD were
considered. These exams were acquired between 2011 and 2012 at the MR laboratory of
IRCCS Stella Maris Institute of Calambrone, Pisa, Italy. For comparison, thigh muscles
of ten healthy subjects were studied with the same acquisition protocol.
All data sets were acquired with a 1.5T scanner MR Signa GEMedical Systems HDXT with
a whole body TX-RX coil. The standard MR protocol for children consisted of a 2D axial
T1-weighted Spin Echo sequence (for more details see Sec.(3.2)) with acquisition matrix of
256× 256, FOV = 44 cm× 44 cm, TE = 14ms and TR = 540ms. The resulting images
have an isotropic in plane voxel size of 1.72 mm × 1.72 mm and 5 mm of slice thickness.
The resulting MR data shows up as a set of digital images in DICOM (Digital Imaging and
Communications in Medicine) format which were transferred to a Personal Computer and
analyzed with the medical image processing and visualization system MeVisLab [41]. It is
a program for the development of software algorithms with a special focus on visualization
and interaction for medical imaging. It is composed by a modular framework in which
can be implemented algorithms for segmentation, registration, and quantitative image
analysis. MeVisLab is based on Python programming language and modular expandable
C++ image processing libraries are available. Through an user interface it permits to
create graphical programming of hierarchical module network. Insight Toolkit (ITK) and
Visualization Toolkit (VTK) software are integrated; they are open-source, freely available
software systems for computer graphics, image processing and visualization. ITK and VTK
support a wide variety of visualization algorithms and advanced modeling techniques and
they are the basis of many advanced visualization applications. (for more details see
Appendix A).
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The image analysis is structured like this: images of healthy subjects are considered,
in order to obtain some standard anatomical values of geometry and signal intensity of
muscle and fat tissues. In particular we will compute the percentage of voxels included
in muscular districts of thighs without fat inﬁltration, using as reference other elements
present in the thigh as blood vessels, nerves and connective tissue, which are characterized
by a diﬀerent signal and so by a diﬀerent voxel intensity in the image.
Then, images from NMD patients will be considered in order to quantify fatty inﬁltrations.
We will use as reference the signal intensity of tissues in healthy subjects, and we will
propose a way to separate fat and muscle voxels; the aim is to stratify NMD patients
into the four classes proposed by the child neuropsychiatrist involved in this study which
are related to the grade of muscle impairment, taking into account only the automatic
quantiﬁcation of fatty inﬁltration. The result will be compared with the diagnosis of the
child neuropsychiatrist (Sec.(4.5)).
4.3 Healthy patients image processing
In this step the scans of the ten healthy subjects were studied in order to extract and
quantify from the MR images a reference standard, absent in literature, of anatomical
parameters as geometry and signal intensity of muscle and fat tissues that could be useful
for the following comparison with the same results from NMD patients.
In order to do this, MR axial images were evaluated for each patient, and a slice was
selected by the child neuropsychiatrist at a level in which all muscles are well visible
(about at half thigh length). An example of a 2D thigh image is shown in Fig.(4.1):
the bright area represents the subcutaneous fat, the largest gray area includes all muscle
Figure 4.1: An axial T1-weighted MR image through the middle thigh of a healthy subject
acquired with a 1.5 T scanner.
districts, and the small central area represents the femur bone.
For each of these 10 images an intensity histogram was considered (Fig.(4.2)), that act
as a representation of the numerical voxel value distribution in the total volume of the
image: the horizontal axis of the graph represents the intensity values, while the vertical
axis represents the number of voxels in that particular tone. This step of analysis has been
conducted with an algorithm developed and implemented as an original module network
in MeVisLab which is shown in Fig.(A.4) of the Appendix A.
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Figure 4.2: Histogram comparison of thigh in ten healthy subjects.
A visual comparison of ten histograms, one for each healthy subject, shows the same
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trend in the plot, characterized by a narrow and high peak on the left, and a wide and
short distribution on the right. The low intensity part of the histogram corresponds to
the muscle tissue, while the right side represents fat tissue. Background voxels have been
removed.
Assuming that voxels values which are respectively part of muscle and fat tissue follow
a Normal distribution, a process of curve ﬁtting has been executed in each histogram by
using MatLab software [42]. We used a least squares ﬁt method to ﬁnd mean and standard
deviation with the following equation:
y = a1 · e−
(
x−b1
c1
)2
(4.1)
where a1, b1 and c1 are the ﬁt parameters. In Fig.(4.3) there is an example of curve ﬁtting,
and in Tab.(4.1) there are results for expectation values and standard deviations of each
distribution, and the regression coeﬃcients R2 which state the goodness of the ﬁt.
Figure 4.3: Curve ﬁtting for muscle tissue (red) and fat tissue (blue) in healthy subject. Green
points represent the number of voxels within the image with that numerical voxel value.
In clinical MRI images obtained from diﬀerent acquisitions can not be directly compared:
in fact, the intensities of the ﬁnal signals do not have a ﬁxed absolute correspondence with
examined object. In particular, MR signals can receive diﬀerent transmit gains from the
ampliﬁer and so the absolute intensity values of an object do not have a ﬁxed meaning [29].
In MR research these variations can be controlled by performing the manual pre-scanning
routine, which permit to set the gains at a desired ﬁxed value; in clinical practice instead,
the automatic pre-scanning procedure is usually adopted, and so signals can be ampliﬁed
in diﬀerent way.
For this reason it is not possible to compare results of muscle and fat signal intensities from
diﬀerent subjects. It is more appropriate to introduce the ratio between the intensities of
diﬀerent structures in the same image and use it as landmark, which permits to compare
the same quantities deriving from diﬀerent images. It is deﬁned as the ratio between
numerical voxel values of fat and muscle tissues in each patient:
ratio =
µfat
µmuscle
(4.2)
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Subject µmuscle σmuscle R
2 µfat σfat R
2 ratio
1 174.7 27.2 0.96 601.0 93.7 0.88 3.4±0.8
2 162.3 25.8 0.94 548.0 91.4 0.95 3.4±0.8
3 165.2 24.3 0.96 550.1 121.0 0.72 3.3±0.9
4 146.6 25.0 0.93 470.6 109.5 0.85 3.2±0.9
5 170.1 24.0 0.94 571.9 125.5 0.84 3.4±0.9
6 177.3 30.6 0.92 615.8 89.6 0.84 3.5±0.8
7 187.0 42.8 0.90 694.0 108.3 0.79 3.7±1.0
8 164.7 30.4 0.89 542.0 114.1 0.82 3.3±0.9
9 182.5 32.4 0.89 670.1 107.8 0.85 3.7±0.9
10 189.6 28.4 0.93 669.4 87.5 0.91 3.5±0.7
Table 4.1: Results of expectation values, standard deviations and regression coeﬃcients of each
patient resulted from curve ﬁtting processes. In the last column the quantity ratio is introduced,
which is computer from the ratio between intensity values of fat and muscle tissue in each subject.
and it is independent from the dynamic range inside diﬀerent images. Results are shown
in the last column of Tab.(4.1). The mean value of this ratio is:
ratio = (3.4± 0.3) (4.3)
This quantity will be used as gold standard in the next comparison with NMD patients
histograms.
In the following step an automatic segmentation method is performed in order to isolate
muscle tissue from femur bone and subcutaneous fat; the objective is to quantify the
percentage of voxels of non-muscular tissue as blood vessels, nerves and connective tissue
present in muscular districts.
In computer vision, segmentation refers to the process of partitioning a digital image into
multiple set of voxels [24]. The goal of segmentation is to simplify the representation
of an image into more meaningful and easier information to analyze. An automatically
segmentation algorithm has been developed and implemented in MeVisLab using a module
called CSOIsoGenerator (see Fig.(A.5) in Appendix A). The acronym CSO stands for
Contour Segmentation Objects; the CSO library provides data structures and modules for
an interactive or automatic generation of contours in voxel images. Furthermore, these
contours can be analyzed, maintained, grouped and converted into a voxel image or a set
of markers. The module CSOIsoGenerator generates iso-contours for a whole image at a
ﬁxed iso value: the input image is scanned by a marching squares algorithm that produces
always closed CSOs. The border is treated as being always lower that the iso value and the
CSOs can be interpolated by a linear interpolation scheme and/or smoothed by applying
a spline approximation. A Creation mode lets the user adjust which CSOs on one slice
should be kept; if the mode is set to All, all CSOs are kept. If it is set to Largest, only
the largest CSO (measured in number of seed points) on a slice is kept of the generating
contours. In our case, two diﬀerent ISO contours are needed to isolate the muscle tissue
from neighboring bone and subcutaneous fat as shown in Fig.(4.4). The number of voxels
within two red contours were computed, and it represents the total muscle area for each
patient. The purpose is to obtain a percentage result of non-muscular tissue in the total
thigh area for healthy subjects. In fact, observing Fig.(4.4), the uniform gray pattern
representing muscle tissue is interrupted by some voxels with diﬀerent gray value which
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Figure 4.4: Example of automatic segmentation of femur bone and muscular district in healthy
subject: the CSOIsoGenerator module generates closed contours at a ﬁxed iso-value.
divide the diﬀerent muscular district: vessels, nerves and connective tissue. They are
characterized by diﬀerent signal intensities in comparison with muscle tissue and then
can be separate from it. A ﬁltering operation is performed at single voxel level with a
module called IntervalThreshold (see Fig.(A.5) in Appendix A): it processes an image
by ﬁltering just those values that lie in a certain numerical voxel interval. The interval
is deﬁned by setting a maximum and a minimum value. Voxels outside this range can
be set to zero or to a user deﬁned value. In our case we consider as minimum value the
quantity (µmuscle − 3σmuscle) and as maximum (µmuscle + 3σmuscle) from data in Tab.(4.1).
The resulting images are obtained as:
voxelout =

1000 if voxelin > (µm + 3σm) ∧ voxelin < (µm − 3σm)
0 if (µm − 3σm) ≤ voxelin ≤ (µm + 3σm)
(4.4)
and Fig.(4.5) shows this threshold method. The number of voxels within this interval
represent the muscular tissue and appear black in the output images; counting this voxels
and comparing this number with the total number of voxels which compose the segmented
region (Fig.(4.4)) we are able to compute the percentage of non-muscular tissue (blood
vessels, nerves and connective tissue) as:
% non−musc. voxels = # (tot. voxels)−# (voxels GV = 0)
# (tot. voxels)
× 100 (4.5)
The results of this automatic algorithm are shown in Tab.(4.2). The percentage values
shown in the last column are < 7% for each subject.
To evaluate the error related to the use of this automatic algorithm of segmentation other
two methods have been considered. One is the Region Growing, a voxel-based image
segmentation method which involves the selection of initial seed points. This approach to
segmentation examines neighboring voxels of initial seed points and determines whether
the voxel neighbors should be added to the region. The second is a manual segmenta-
tion method in which a closed contour is drawn free hand by the child neuropsychiatrist
with experience in musculoskeletal radiology. In both these methods the percentage of
non-muscular tissue has been computed and results are in agreement with the method
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previously proposed within a standard deviation of 1.5%.
A reference standard has been extracted from the MR images of healthy subjects, and
this percentage will be used as gold standard parameter to evaluate the grade of dis-
ease of NMD patients. The expectation in that this percentage will be higher due to fat
inﬁltrations within the muscular tissue.
Figure 4.5: (Above) Example of segmentation processing; it is the area between two red contours
in Fig.(4.4). (Down) Histogram of the image on top (background voxels has been removed) with
two threshold at (µ−3σ) and (µ+3σ). The result of the threshold operation is an image with only
two intensity levels (right): 0 for original values included within the interval, 1000 for original
values outside the interval.
Subject # of non-muscular voxels # of total segmented voxels % of non-muscular voxels
1 389 6214 6.3%
2 298 5678 5.1%
3 210 6030 3.5%
4 387 6232 6.2%
5 335 5390 6.2%
6 292 4445 6.6%
7 128 2898 4.4%
8 394 6040 6.5%
9 115 2761 4.2%
10 180 2863 6.3%
Table 4.2: Results of threshold process. For each subject there is the number of voxels out of the
interval [µm−3σm;µm+ 3σm] and the total number of voxel within the segmented region. In the
last column the percentages of non muscular voxels are indicated and they are ever less than 7%.
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4.4 Fat quantiﬁcation in NMD patients
Once a reference standard has been extracted from healthy subjects by quantifying the
number of non muscular voxels in the thigh, the purpose of this section is to evaluate MR
datasets of NMD patients so as to quantify fat inﬁltration in muscle districts. As seen in
Sec.(4.1), in fact, this is one of the main eﬀect of NMD and the evaluation of this quantity
can be useful for both diagnosis and follow up.
MR data set used in this analysis were introduced in Sec.(4.2). Axial images were evaluated
for each patient, and a slice was selected by the child neuropsychiatrist at a level in which
all muscles are well visible (about at half thigh length). An example of a 2D axial thigh
image is shown in Fig.(4.6); comparing this images with Fig.(4.1) there are some evident
Figure 4.6: Two examples of axial image of thighs in patients with NMD (above) and their
histograms (below). The example on the left is a patient with a low grade of disorder with
evident fat inﬁltrations; on the right a patient with a high level of disease and no muscular
pattern is recognizable.
diﬀerences in muscular districts. While in Fig.(4.1) signal intensity from muscular area
appears uniform and darker than subcutaneous fat, in Fig.(4.6) muscular pattern is not
uniform and there are some bright spots. These diﬀerences can be better notice observing
the related intensity histograms in Fig.(4.6):the intensity values distribution in the total
volume of the image is very diﬀerent with respect to histograms shown in Fig.(4.2); in
particular there is not the narrow and high peak corresponding to muscular tissue and the
fatty peak is higher due to fat replacement in muscular area. For this reason it is no more
possible to characterize signal intensity from muscle as a single mean value of a Gaussian
distribution and to use the same method explained in the previous section for healthy
subjects. The purpose is now to use the Eq.(4.3) and the intensity value of subcutaneous
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fat to obtain a percentage quantity of extra fat in muscular tissue.
Firstly is indispensable to isolate subcutaneous fat and femur bone, as seen in Sec.(4.3).
Femur bone was isolated with CSOISOGenerator module as shown in Fig.(4.4). For
subcutaneous fat there is no more a net change in signal intensity which allow to separate
subcutaneous fat to muscular area as in healthy subjects. This contour in healthy subjects
is formed of connective tissue and contains entirely muscle groups; in NMD patients it
is no more well delineated due to fatty tissue inside and outside connective membrane.
For this reason muscular districts were drawn free hand by the child neuropsychiatrist
with experience in musculoskeletal radiology with a dedicated algorithm in MevisLab (see
Fig.(A.6) in Appendix A). The module CSOFreehandProcessor allows for a freehand
generation of closed CSOs by setting seed points while dragging the mouse about the
image. The medical draws this contour with a segmentation tool, Touch Kit, equipped
with a touch screen and a marker pen which is used to trace by hand the desired contour
directly on the screen it is visualized. An example of manual segmentation is shown in
Fig.(4.7). Comparing this image with the case in Fig.(4.4) is clear that the region between
Figure 4.7: Example of manual segmentation in NMD subject. The region between red lines is
not a uniform muscular pattern as the case of healthy subject shown in Fig.(4.4).
two red lines is no more a uniform pattern with homogeneous signal due to fat inﬁltration.
Conversely, what remain unvaried in NMD patients is the composition of subcutaneous
fat. This tissue can be isolated subtracting the original image and the segmented image by
means of Arithmetic2 module in MeVisLab. This module performs arithmetic operations
voxel by voxel on two input images and the output is the processed image according to the
selected function and constant. The arithmetic operations available are Add, Multiply,
Subtract, Divide, Max, Min.
An example of the isolated fat image and its histogram are shown in Fig.(4.8). These stages
were executed for each of the sixteen NMD patients. Subcutaneous fat is not involved in
NMD so we can assume that fat voxels values follow a Normal distribution and a process
of curve ﬁtting was executed in each histogram by using MatLab software. We used a
least squares method to ﬁnd mean and standard deviation with the Eq.(4.1), as seen in
precedent section, and results are shown in Tab.(4.3).
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Figure 4.8: (Left) Isolated subcutaneous fat in patient aﬀected by NMD obtained as subtraction
of original image (Fig.(4.6)) and segmented area shown in Fig.(4.7); (right) relative histogram of
fat signal intensity.
Subject µfat σfat R
2
1 590.8 61.9 0.92
2 678.0 62.3 0.93
3 680.4 51.6 0.92
4 591.5 50.3 0.93
5 544.5 74.0 0.79
6 674.3 68.3 0.89
7 585.8 37.3 0.96
8 629.2 34.4 0.95
9 719.4 50.9 0.89
10 658.2 67.5 0.91
11 698.3 64.0 0.78
12 751.7 42.6 0.93
13 735.5 34.9 0.93
14 581.0 59.4 0.93
15 650.2 79.3 0.83
16 599.4 61.0 0.88
Table 4.3: Characterization of subcutaneous fat tissue of the sixteen NMD patients as mean
signal intensity in the segmented region shown in Fig.(4.8).
Considering as standard reference the ratio based on the set of healthy subjects (see
Eq.(4.3)) and using the fat intensity values just now computed, signals intensity of muscle
tissue can be estimated as:
µmuscle =
µfat
ratio
=
µfat
3.4
(4.6)
and results are shown in Tab.(4.4).
Results in Tab.(4.4) permit to separate voxels belong to muscle tissue and voxel of non
muscular tissue, as seen in Sec.(4.3); while in healthy subjects non muscular tissue are
only blood vessels, nerves and connective tissue, in NMD patients there are fat inﬁltrations
which cab be quantiﬁed. A ﬁltering operation is performed using MeVisLab with the same
IntervalThreshold module with minimum (µmuscle − 3σmuscle) and maximum (µmuscle +
3σmuscle), using estimated values reported in Tab.(4.3). In Fig.(4.9) is shown an example
of this threshold processing.
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Subject µmuscle σmuscle
1 173.8 27.8
2 199.4 31.9
3 200.1 32.0
4 174.0 27.8
5 160.1 25.6
6 190.4 30.5
7 172.3 27.6
8 185.1 29.6
9 211.6 33.9
10 193.6 31.0
11 205.4 32.9
12 221.1 35.4
13 216.3 34.6
14 170.9 27.3
15 191.2 30.6
16 176.3 28.2
Table 4.4: Signal intensity of muscle tissue in NMD patients obtained from Eq.(4.6).
Figure 4.9: (Above) Example of segmentation processing; it is the area between two red contour
in Fig.(4.7). (Down) Histogram of the image on top (background voxels has been removed) with
two threshold at (µ− 3σ) and (µ+ 3σ). The result of the threshold operation is an image with
only two gray level (right): 0 for original values included within the interval, 1000 for original
values outside the interval.
The number of voxels within this interval are representative of the area in which is
present a residual muscle tissue, and in Fig.(4.9) (down) they appear black; counting
65
these voxels and comparing this number with the total number of voxels which compose
the segmented region (the image above in Fig.(4.9)), an evaluation of fat percentage can
be obtained as seen in Eq.(4.5). In Tab.(4.5) the results of this processing are shown for
each of sixteen patients.
# non-musc. voxels # total segmented voxels % of non-musc. voxels
1 329 5128 6.4%
2 719 3866 18.6%
3 1125 3159 35.6%
4 1210 4621 26.2%
5 1210 4172 29.0%
6 1440 3452 41.7%
7 2508 5164 48.6%
8 1529 2538 60.2%
9 375 1998 18.8%
10 1372 3848 35.7%
11 117 2514 4.7%
12 3469 3581 96.6%
13 360 1036 34.7%
14 561 6065 9.2%
15 279 2132 13.1%
16 1134 3971 28.6%
Table 4.5: Results of threshold process. For each subject is shown the number of voxels out of
the interval [µ− 3σm;µm + 3σm] and the total number of voxel within the segmented region. In
the last column the percentages of non muscular voxels are indicated and when the value is > 7%
can be the evidence of a NMD.
Percentage values in the last column are mostly greater than 7%, which is the upper limit
in the case of healthy patients as seen in Sec.(4.3). The amount of non-muscular tissue
more than 7% represents the presence of extra fat tissue, and can be the evidence of a
NMD.
4.5 Comparison with clinical assessment
The separation between fat and muscle done at single voxel level allowed a quantitative
automatic evaluation of fat inﬁltration percentage. At this point the aim is to relate this
percentage to the grade of muscle impairment in the NMD patients. To do it these steps
were followed: the scans of 8 of the 16 NMD patients were selected by the child neuropsy-
chiatrist to form the gold standard for 4 grades of eﬀective muscle involvement. After
that, this method was applied to the scans of the 8 NMD patients of the validation set.
All the considered scans were examined by the child neuropsychiatrist who was blinded
to the quantitative analysis ﬁndings. 8 NMD patients were chosen by the medical as
representative of the clinical categories and the clinical assessment based on a visual eval-
uation is shown in Tab.(4.6). Patient (1) represents the ﬁrst class: no evidence of muscle
involvement appears in the images and fat inﬁltration is absent. Patient (2) is chosen as
representative of the second: this is the ﬁrst stage of disorder in which small area if in-
creased signal are present in the images. Patients (4) and (5) are chosen as representative
66
Subjects % of non-musc. voxels clinical assessment
1 6.4% stage 1
2 18.6% stage 2
3 35.6% stage 4
4 26.2% stage 3
5 29.0% stage 3
6 41.7% stage 4
7 48.6% stage 4
8 60.2% stage 5
Table 4.6: 8 NMD patients were chosen by the neuropsychiatrist as representative of the clinical
categories and in the last column of this table there are clinical assessments based on a visual
evaluation.
of the third class in which fat is evident but less extensive than muscle. Patients (3), (6)
and (7) are chosen as representative of the fourth class in which fat is equal to muscle.
Patient (8) is chosen as representative of the ﬁfth class in which fat is more extensive than
muscle and there is a severe involvement. In Fig.(4.10) this trend is shown, compared with
Figure 4.10: 8 NMD patients chosen as representative of the clinical categories. In ordinate there
is the percentage of non-muscular voxels computed with the automatic algorithm developed in
this work; the numerical captions upon the points are the results of clinical assessment done by
the child neuropsychiatrist.
the results of quantitative analysis in Tab.(4.5).
As previously said the correlation between muscle involvement and severity of disease is
not a linear function. In particular, a small advance of fat inﬁltration in ﬁrst categories is
much more weighty than in the upper one. Taking account of this condition, and in view
of the results from the clinical assessment, a function able to contain the 8 NMD patients
was proposed with the following form:
y = a · (1− e−xb ) (4.7)
where y represents the ﬁve clinical classes, x represents the percentage of non-muscular
voxels, and a and b are two parameters. This curve is shown in Fig.(4.11) and represents
an exponential regrowth. As result we obtain ﬁve classes with diﬀerent ranges of fat
percentage as shown in Tab.(4.7).
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Figure 4.11: Exponential curve which represents the ﬁve classes of severity. In abscise the per-
centage of fat inﬁltration and in ordinate the grades.
stage 1 <8.5%
stage 2 [8.5%÷19.1%)
stage 3 [19.1%÷32.8%)
stage 4 [32.8%÷52.8%)
stage 5 ≥52.8%
Table 4.7: Rating scale of ﬁve clinical categories obtained by the trial set of 8 NMD patients.
After this standard classiﬁcation of fat percentage in the ﬁrst 8 NMD patients, the
aim is to use these results with other subjects. By applying this method to the scans
of the 8 NMD patients of the validation set we obtained the results shown in Tab.(4.8).
This grading results in optimum agreement with respect to the diagnosis of the child
Subjects % of non-musc. voxels
9 18.8% stage 2
10 35.7% stage 4
11 4.7% stage 1
12 96.9% stage 5
13 34.7% stage 4
14 9.2% stage 2
15 13.1% stage 2
16 28.6% stage 3
Table 4.8: 8 NMD patients of the validation set; the percentage of non muscular voxels has been computed
with the automatic algorithm developed in this work and the assessment has been done with the rating
scale shown in Tab.(4.7).
neuropsychiatrist and this software for automatic and quantitative analysis of muscle MR
images resulted a promising instrument both in the characterization of muscle and fat
patterns in healthy subjects and in the classiﬁcation of NMD patients for the clinical
images currently available, acquired at 1.5 T. The data acquisition for this work is still in
progress in order to obtain statistically signiﬁcant results.
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Chapter 5
Ex-vivo muscle MRI at 7T
The work described in this chapter has been realized to assess the opportunities oﬀered
by musculoskeletal imaging with MRI (MSK-MRI) at Ultra High Field (UHF).
In the past few years static magnetic ﬁelds of increasing strength have been employed to
increase Signal to Noise Ratio (SNR), to improve image contrast and spatial resolution,
and to decrease the acquisition time. Increasing the magnetic ﬁeld the behavior of spins
in the sample changes, and in particular change the relaxation times of tissues which are
related to the magnetic ﬁeld strength. These modiﬁcations should be studied in order
to optimize and implement acquisition parameters for muscle MRI at 7T. In fact, the
sequences parameters used at low magnetic ﬁeld to extract diﬀerent information from the
sample can not be employed at UHF.
The aim of the work described in this chapter is to broadly characterize the tissues of
interest in ex-vivo samples at 7T in order to realize an acquisition protocol optimized for
muscle and fat acquisition. The complete characterization and optimization of acquisition
sequences has been conducted in pork leg samples. Fast Recovery Fast Spin Echo (FR-
FSE) sequence has been implemented and optimized at 7T with particular attention to
image contrast and SNR. Moreover, Dixon technique has been studied: data acquired
at short Echo Time increments can produce images with separation of fat signal from
water signal. The implementation as additional feature in Spoiled Gradient Recalled Echo
(SPGR) sequence has been tested and optimized by evaluating the Ernst angle, which is
the ﬂip angle that maximizes the echo signal.
5.1 Experimental method
In this section are presented the experimental methods of acquisition implemented in this
work. The sample was a shin of pork skinned and vacuum-sealed, at ambient tempera-
ture (Fig.(5.1)). Images were acquired in several acquisition sessions with a whole body
research 7T General Electric (GE) MR930 system (Fig.(5.2)) at IMAGO7 Foundation lo-
cated at Calambrone, Pisa, Italy. The coil used for acquisition was a GE Nova Medical
7T Head 2-Ch. transmit-receive. This coil is designed and usually used as transmit coil in
conjunction with a GE Nova Medical 7T Head 32-Ch. receive-only coil. For in-vivo human
calf this second coil can not be used for geometric limit and the 2-Ch. coil is used as both
transmit and receive instrument. This is not the optimal condition and development of
only-receive dedicated RF coil for human leg at 7T is a future objective.
To perform measurements, sequences were implemented and downloaded on the scanner
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Figure 5.1: Examples of pork legs vacuum-sealed used for measurements at 7T.
via the Interactive Data Language system interface (Fig.(5.2)). For each session of mea-
surements the following steps were repeated:
 Location of the sample into the scanner. An optical sensor allows an appropriate
positioning of the object into the system isocenter (where the maximum uniformity
of the B0 ﬁeld occurs).
 Pre-scanning routine, to set the RF pulse ampliﬁer.
 Acquisition of images, applying appropriate pulse sequences.
 Downloading of the acquired images in DICOM format.
Before the beginning of the acquisition the desired pulse sequence (for more details see
Ch.(3)) have to be chosen by the user. Moreover, the operator has to set up the se-
quence parameters to ﬁnd the desired compromise between contrast, spatial resolution
and acquisition time:
 2D or 3D acquisition;
 Scan Plane (Axial, Sagittal, Coronal, Oblique);
 FOV (Field of View) (cm2);
 Slice Thickness (mm);
 TR and TE (ms);
 Flip Angle (deg);
 Frequency and Phase (Acquisition Matrix);
 # of Slices;
 NEX (Number of Excitations);
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Figure 5.2: (Left) General Electric Healthcare MR950 7T Human Research MRI system installed
at IMAGO7 Foundation, Calambrone, Pisa. (Right) Interactive Data Language system interface.
 Bandwidth (KHz).
After the acquisition process the images were transferred to a Personal Computer and
analyzed with the medical image processing and visualization software systems MeVisLab
[41] earlier introduced (see Appendix A).
5.2 Relaxation times at 7T
In order to select appropriate parameters for muscle MRI at 7T, relaxation times T1, T2
and T ∗2 for ex-vivo muscle and fat tissues were measured in pork leg samples respectively
acquiring images with Inversion Recovery, Spin Echo and Gradient Echo sequences.
As reported in Ch.(1), once the RF pulse is turned oﬀ the magnetic dipole moments will
try to align with the external magnetic ﬁeld and electromagnetic energy is retransmitted;
this process is called relaxation. Relaxation combines two diﬀerent mechanisms: longi-
tudinal relaxation is due to energy exchange between the spins and surrounding lattice
(spin-lattice relaxation), re-establishing thermal equilibrium; the recovery of longitudinal
magnetization follows an exponential curve and its rate is characterized by the tissue-
speciﬁc time constant T1 (See Fig.(1.6)). Transverse relaxation results from spins getting
out of phase. As spins move together, their magnetic ﬁelds interact (spin-spin interaction),
slightly modifying their precession rate. Thus, spin-spin relaxation causes a cumulative
loss in phase resulting in transverse magnetization decay. It is described by an exponential
curve, characterized by the tissue-speciﬁc time constant T2 (Fig.(1.7)). T2 decay occurs
more rapidly than T1 recovery, and they are related both to tissue type and magnetic
ﬁeld strength. In particular, previous studies [30] indicate that the T1 value is expected
to increase with increasing ﬁeld strength according to a general curve of the form:
T1 = Aν
B
0 (5.1)
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where ν0 is the Larmor frequency, and A and B are constants that have been ﬁt for each
speciﬁc tissue. T2 value is assumed essentially independent of frequency for low magnetic
ﬁeld and slightly decreases with increasing magnetic ﬁeld strength.
5.2.1 T1 measurement
The T1 relaxation times were measured using a Spin Echo Inversion Recovery (SE-IR)
sequence (see Sec.(3.3)). This sequence allows to estimate the longitudinal relaxation
time by performing a number of repeated sequences with diﬀerent values of Inversion
Time (TI) [31].
In SE-IR the longitudinal magnetization right after the initial pi-pulse is the negative
of the equilibrium value (Mz = −M0); it regrows to its equilibrium value and, after a
time interval TI, the pi
2
-pulse occurs and the longitudinal magnetization is tipped into
the transverse plane. Now there exist a detectable signal proportional to the transverse
magnetization and if the signal is collected at the time instant TE the result is:
M⊥(TE) = M0 e
−TE
T2 (1− 2e−TIT1 )(1− e−TRT1 ) (5.2)
Assuming that TI  TR the previous relation can be expressed as:
M⊥(TE) ≈M0 e−
TE
T2 (1 + e
−TR
T1 − 2e−TIT1 ) (5.3)
In the measurement of T1 with SE-IR nine diﬀerent inversion times equally spaced along
a hypothetical T1 recovery curve were considered:
TI = (50, 200, 350, 500, 650, 800, 950, 1100, 1250)ms (5.4)
The sequence parameter are shown in Tab.(5.1). For each scan, a single axial slice with
FOV Slice Thick. TE TR FA Freq. Phase NEX voxel size
12.8 cm 1.5mm 15ms 8000ms 90° 256 256 1 0.5mm× 0.5mm
Table 5.1: Spin Echo Inversion Recovery protocols at 7T.
a 12.8 cm ﬁeld of view and slice thickness of 1.5 mm was acquired through a region in
the pork leg that included either muscular and fatty tissues. The TR is chosen as long as
possible in order to allow a complete T1 recovery, and the TE is short, so that the received
signal is independent on the decay T2 curve.
The algorithm used for this part of analysis is shown in Fig.(A.7) of Appendix A. A Region
Of Interest (ROI) was drawn with CSOFreehandProcessor module within each tissue
type; this two ROIs were chosen of the same dimension (about 100 mm3) and neighbor
in order to reduce the magnetic ﬁeld inhomogeneity eﬀects, as shown in Fig.(5.3). A ﬁt
of the mean voxel signal intensities in the selected ROIs at diﬀerent inversion time was
performed using the following equation:
y =| a+ b · (e−TRT1 − 2 · e−TIT1 ) | (5.5)
In Eq.(5.3) M0 and e
−TE
T2 are both constant and independent of TI, so the parameters a
and b account for them. The absolute value in Eq.(5.5) is needed because resulting signal
intensities in any MRI experiment are obtained as absolute value of the inverse Fourier
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Figure 5.3: A slice of a SE-IR sequence with two closed freehand ROIs of the same dimension in
muscular tissue (red) and fatty tissue (blue).
Transform of the measured signal. The T1 recovery curve in a SE-IR sequence has the
trend shown in Fig.(3.7). The resulting ﬁtting curves and the experimental measurements
with error bars are shown in Fig.(5.4): red curve represents the muscular tissue, while the
blue one the fatty tissue.
The resulting spin-lattice relaxation times are:
T1(muscle) = (1092± 209)ms (5.6)
T1(fat) = (562± 36)ms (5.7)
The regression coeﬃcients R2 are respectively 0.9988 and 0.9908.
Observing Fig.(5.4), the matching point of these curves represents the null contrast be-
tween muscle and fat: for this exact inversion time tissues have the same signal intensity;
this value can be computed analytically and results equal to 382.5ms. For TI < 382.5ms
the red curve is above the blue one and muscle signal is greater than fat signal; this means
that in the image muscle appears brighter than fat (image C of Fig.(5.5)). On the other
hand, for TI > 382.5 ms blue curve is above the red curve and fat signal is greater than
muscle signal; in the image fat appears brighter than muscle, as shown in image D of
Fig.(5.5).
The point at which the signal crosses the zero line is called the null point and signal in-
tensity is zero. In Fig.(5.4) the null points of muscle and fat are where the curves touch
the x-axis; to suppress muscle or fat tissue the inversion time values are respectively:
TInull(muscle) ' 560ms (5.8)
TInull(fat) ' 244ms (5.9)
In image A of Fig.(5.5) muscle tissue was suppressed, while in image B of Fig.(5.5) fat
tissue was suppressed.
Inversion recovery sequences are largely used in clinical MRI applications. There are many
situations where it is desirable to remove the contribution of a tissue from the total MR
signal without aﬀecting the others. In particular, fat suppression techniques can be used
73
Figure 5.4: T1 recovery curve of fat (blue) and muscle (red) obtained using a SE-IR sequences
with nine diﬀerent inversion times constantly spaced.
to enhance tissue contrast and visibility, to determine if the tissue of interest has a high
or low lipid content and to better diﬀerentiate tissues of interest from surrounding fatty
tissue. This technique works by taking advantage of short longitudinal relaxation time
of fat in respect to other tissues: at the fat null point (TI = TInull(fat)) the fat signal
will be zero but the signal for the other tissues will usually be non-zero. Therefore, if a
standard MRI sequence is started when the fat signal is at its null point then the fat spins
will not contribute to the resulting image [32]. The sequences with very short TI to null
fat tissue are called STIR (Short Time Inversion Recovery).
5.2.2 T2 measurement
The T2 relaxation times were measured by performing a number of repeated Spin Echo
(SE) sequences with diﬀerent values of Echo Time (TE) (see Sec.(3.2)) [31].
In Spin Echo sequences the longitudinal magnetization is ﬂipped in the transverse plane
by a pi
2
−pulse; subsequently, for t = TE
2
a second pi-pulse is applied in order to compensate
the magnetic ﬁeld inhomogeneities and to obtain an echo that is weighted in T2 and not
in T ∗2 . The received signal is collected at the time instant TE and its value is proportional
to the longitudinal magnetization:
M⊥(TE) = M0 e
−TE
T2 (1− e−TRT1 ) (5.10)
The T2 relaxation times were measured using eight diﬀerent Echo Times:
TE = (9, 15, 20, 25, 30, 35, 40, 45)ms (5.11)
Tab.(5.2) shows the scan sequence parameters at 7T. For each scan, a single axial slice
with a 15.0 cm ﬁeld of view and slice thickness of 2.5mm was acquired through a region in
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Figure 5.5: SE-IR images with diﬀerent TI: (A) TI = 560 ms; the muscular tissue signal is
suppressed. (B) TI = 244 ms; the fatty tissue signal is suppressed. (C) TI = 50 ms; muscle
signal is greater than fat signal and appears more bright in the image. (D) TI = 800 ms; fat
signal is greater than muscle signal and appear more bright in the image.
the pork leg that included either muscular and fatty tissues. As in the case of SE-IR, it is
needed to take into consideration the eﬀects of incomplete T1 recovery due to the 3000ms
repetition time.
The algorithm used is the same shown in Fig.(A.7) of Appendix A. A region of interest
(ROI) was drawn within each tissue type; this two ROIs were chosen of the same dimension
(about 100mm3) and neighbor in order to reduce the magnetic ﬁeld inhomogeneity eﬀects,
as shown in Fig.(5.3). A ﬁt of the mean voxel signal intensities in the selected ROI at
diﬀerent TE was performed using the following equation:
y = (a+ b · e−TET2 ) (5.12)
The termsM0 and (1−e−
TR
T1 ) in Eq.(5.10) are both independent of T2 and remain constant
in the entire acquisition time so the parameters a and b account for them. The resulting
ﬁtting curves and the experimental measurements with error bars are shown in Fig.(5.6):
red curve represents muscle tissue, while the blue one the fat tissue; the resulting spin-spin
relaxation times are:
T2(muscle) = (51± 9)ms (5.13)
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FOV Slice Thick. TE TR FA Freq. Phase NEX voxel size
15 cm 2.5mm variable 3000ms 90° 256 256 1 0.59mm× 0.59mm
Table 5.2: Spin Echo protocols at 7T.
Figure 5.6: T2 decay curve of fat (blue) and muscle (red) obtained using a SE sequence with eight
diﬀerent Echo Times.
T2(fat) = (26± 7)ms (5.14)
The regression coeﬃcients R2 are greater than 0.99 for all ﬁts.
Observing Fig.(5.6), the matching point of this curves represents the null contrast between
muscle and fat: if the signal is collected for this echo time tissues have the same signal
intensity; this value can be computed analytically and results equal to 13ms. In Fig.(5.6),
for TE < 13ms the blue curve is above the red one and fat signal is greater than muscle
signal; this means that in the image muscle appears darker than fat. On the other hand,
for TE > 13 ms red curve is above the blue curve and muscle signal is greater than fat
signal; in the image muscle appears brighter than fat, as shown in Fig.(5.7).
It is not suitable to use long TE because as shown in Fig.(5.6) signal intensity goes to
zero, and Signal to Noise Ratio substantially decrease.
5.2.3 T ∗2 measurement
The T ∗2 relaxation times were measured by performing a number of repeated Gradient
Recalled Echo (GRE) sequences with diﬀerent values of Echo Times (TE).
In Gradient Echo sequences the amount of magnetization tipped into the transverse plane
decreases because the ﬂip angle is lower than 90°. Longitudinal magnetization is ﬂipped in
the transverse plane by a RF pulse, and after a relaxation period the frequency encoding
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Figure 5.7: SE image with TE = 30ms.
gradient produces rephasing of the spins; thus, at t = TE a measurable echo signal is
produced. In this case magnetic ﬁeld inhomogeneities are not corrected, so the echo is
weighted in T ∗2 and not in T2 (See Sec.(3.4)). The received signal is proportional to the
longitudinal magnetization:
M⊥(TE) = M0 sin θ (1− e−
TR
T1 ) e
−TE
T∗2 (5.15)
The T2 relaxation times were measured using six diﬀerent Echo Times:
TE = (5.3, 10, 15, 20, 25, 30)ms (5.16)
Tab.(5.3) shows the scan sequence parameters at 7T. For each scan, a single axial slice
FOV Slice Thick. TE TR FA Freq. Phase NEX voxel size
15 cm 2.5mm variable 3000ms 60◦ 256 256 1 0.59mm× 0.59mm
Table 5.3: Gradient Recalled Echo protocols at 7T.
with a 15.0 cm ﬁeld of view and slice thickness of 2.5mm was acquired through a region in
the pork leg that included either muscular and fatty tissues. As in the case of SE-IR, it is
needed to take into consideration the eﬀects of incomplete T1 recovery due to the 3000ms
repetition time.
A region of interest (ROI) was drawn within each tissue type and a ﬁt of the mean voxel
signal intensities in the selected ROI at diﬀerent TE was performed using the following
equation:
y = (a+ b · e−
TE
T∗2 ) (5.17)
The terms M0 sin θ and (1 − e−
TR
T1 ) in Eq.(5.15) are both independent of T ∗2 and remain
constant in the entire acquisition period so the parameters a and b account for them. The
resulting ﬁtting curves and the experimental measurements with error bars are shown in
Fig.(5.8) and the resulting spin-spin relaxation times are:
T ∗2 (muscle) = (34± 9)ms (5.18)
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Figure 5.8: T ∗2 decay curve of fat (blue) and muscle (red) obtained using a GRE sequence with
six diﬀerent Echo Times.
T ∗2 (fat) = (5± 1)ms (5.19)
The regression coeﬃcient R2 is greater than 0.99 for all ﬁts.
In Fig.(5.9) there is an example of GRE image for TE = 10 ms and so muscular tissue
Figure 5.9: GRE image with TE = 10ms.
appears brighter than fatty tissue, which appears dark.
5.2.4 Results
T1, T2 and T
∗
2 relaxation times were measured in fat and muscle tissues in ex-vivo pork
leg at 7T. The results are shown in Tab.(5.4). The regression coeﬃcients R2 are greater
than 0.99 for all ﬁts. The lower repetition time used to keep scan times reasonable may
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T1 (ms) T2 (ms) T
∗
2 (ms)
Muscle (1092± 209) (51± 9) (34± 9)
Fat (562± 36) (26± 7) (5± 1)
Table 5.4: Relaxation times of muscular and fatty tissues in ex-vivo pork leg at 7T.
aﬀect the relaxation times measurements due to incomplete signal recovery. Our results
are not comparable with other values because no relaxation times measurements are today
available for ex-vivo muscle and fat tissues at 7T.
A 256 × 256 matrix size was used in each measurements to keep scan times reasonable;
however, this limited the number of voxels in the ROIs and the reduced resolution may
lend itself to partial-volume eﬀects from the surrounding tissue.
The diﬀerence between T2 and T
∗
2 resides on the inhomogeneity of the external magnetic
ﬁeld and in Tab.(5.4) T ∗2 decay is faster than T2 decay, as previously seen in Sec.(1.6.2).
Once computed relaxation times we are able to set the parameters so as to obtain the
desired contrast between tissues according to the general criteria described in Sec.(3.5).
5.3 Fast Recovery Fast Spin Echo sequence
Fast Spin Echo (FSE) is a fast imaging sequence that employs an RF excitation pulse
followed by a train of refocusing pulses to produce multiple RF spin echoes [17]. This
technique was ﬁrst proposed by Henning et al. [33] in 1986 and was called Rapid Acquisi-
tion with Relaxation Enhancement (RARE). It is composed by a train of 180° refocusing
pulses, and after each pulse we get an echo of decreasing amplitude as a result of T2 decay.
After the acquisition of the echo in a conventional single-echo spin echo pulse sequence,
suppose that another 180° refocusing pulse is applied at a time TE
2
after the ﬁrst spin echo
(Fig.(5.10)); then magnetization vector leads to another spin echo at a time TE after the
Figure 5.10: Fast Spin Echo pulse sequence diagram. At a time t = TE after the ﬁrst 90° RF
pulse the ﬁrst spin echo is received. An additional 180° refocusing pulse is applied to form a
second spin echo at a time t = 2TE. As long as the transverse magnetization does not decay by
T2 relaxation, additional 180° refocusing pulses can be applied to form a train of spin echoes in
the same TR interval.
ﬁrst spin echo. As long as the transverse magnetization does not substantially decay by T2
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relaxation, additional 180° refocusing pulses can be applied to form a train of spin echoes
each at a multiple TE time. The number of echoes generated after a single excitation of
the magnetization is the same as the total number of RF refocusing pulses and in known
as the Echo Train Length (ETL). If all echoes are separately phase-encoded so that mul-
tiple k-space lines can be sampled in the same TR interval and the total imaging time
can be considerably reduced. The maximum ETL practicable is determined by tissue T2
relaxation times and by the interval between the peaks of two consecutive spin echoes,
called also echo spacing.
For 2D FSE the scan time (see Sec.(2.5.2)) is calculated by the following formula:
Tacq =
TR ·Ny ·NEX
ETL
(5.20)
so the number of times we have to repeat the TR (i.e. the number of shots) to complete
Ny lines in k-space is
Ny
ETL
and the total acquisition time is reduced by a factor of ETL
compared to single-echo spin echo sequence (see Eq.(2.60)). There are numerous ways
to sample k-space: for example, each shot can sequentially sample a segment of k-space
(Fig.5.11a) or the k-space lines can be interleaved with each shot (Fig.5.11b).
Figure 5.11: (a) Sequential and (b) interleaved k-space sampling in three-shot FSE. Solid line,
ﬁrst shot; dotted line, second shot; dashed line, third shot[17].
Moreover, Fast Recovery (FR) was introduced as additional combination of RF pulses in
order to increase the SNR for acquisitions with short repetition times. FR is implemented
in FSE pulse sequences by applying a 180° refocusing pulse after the echo is collected,
followed by another 90° pulse at the refocusing point of the subsequent echo that results
(Fig.(5.12)). This combination of RF pulses ﬂips the transverse magnetization back to the
longitudinal axis and allows shorter TR (long TR are used to allow complete recovery of
longitudinal magnetization) without compromising the SNR or introducing unwanted T1
weighting.
5.3.1 Experimental measurements
The sequence used in this part of work is a Fast Recovery Fast Spin Echo (FR-FSE) and
was performed in order to investigate image contrast and SNR.
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Figure 5.12: Fast Recovery FSE sequence. Fast recovery pulses are shown in the box: a 180° refocusing
pulse is applied after the echo is collected, followed by another 90° pulse at the refocusing point of the
subsequent echo.
As described in Sec.(3.5), the relative contrast between two diﬀerent tissues can be ex-
pressed as:
C =
Sfat − Smuscle
Sfat
(5.21)
where Sfat and Smuscle are the voxel signals from fat and muscle tissues, respectively.
Signal to Noise Ratio (SNR) is a measure that compares the level of a desired signal to
the level of background noise in any acquisition system. SNR can be computed as:
SNR =
Ssample − Sbackground√
σ2sample + σ
2
background
(5.22)
where Ssample and Sbackground are the voxel signals from sample and background, respec-
tively, and σsample and σbackground are their standard deviations.
Twelve acquisitions with diﬀerent Repetition Times were performed with the following
TRs:
TR = (200, 350, 500, 650, 900, 2000, 2500, 3000, 3500, 4000, 4500, 5000)ms (5.23)
The sequence parameters used for this analysis are shown in Tab.(5.5).
FOV Slice Thick. TE TR FA Freq. Phase NEX voxel size
17 cm 2mm 9ms variable 90° 512 512 1 0.33mm× 0.33mm
Table 5.5: Fast Recovery Fast Spin Echo protocols at 7T.
For each scan, a single axial slice with a 17 cm ﬁeld of view and slice thickness of 2 mm
was acquired and a ROI was drawn within muscle tissue, fat tissue and background.
These ROIs were chosen of the same dimensions (about 100mm3) and mean voxel signal
intensities and standard deviations were computed within each of them.
The contrast between fat and muscle was computed using Eq.(5.21) and results are exposed
in Tab.(5.6). These values show that for TR < 2500 ms fat signal is greater than muscle
signal. For TR > 2500 ms this trend is reversal and negative contrast means fat signal
smaller that muscle signal. For TR = 2500ms the contrast is zero. The plot of the contrast
versus repetition times is shown in Fig.(5.13) and images (A), (B), and (C) describe this
tendency.
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TR (ms) contrast SNRmuscle SNRfat
200 (0.49±0.10) 3.7 7.4
350 (0.42±0.08) 7.3 10.1
500 (0.31±0.08) 9.8 11.0
650 (0.28±0.08) 11.2 11.6
900 (0.23±0.08) 12.1 11.9
2000 (0.04±0.10) 14.3 10.5
2500 (0.00±0.12) 13.0 9.1
3000 (-0.03±0.12) 14.6 9.3
3500 (-0.11±0.14) 14.1 9.0
4000 (-0.13±0.14) 14.4 8.9
4500 (-0.15±0.14) 14.0 8.9
5000 (-0.17±0.14) 14.4 8.9
Table 5.6: Results of contrast image and SNR as repetition times change.
Figure 5.13: (Above, left) Image contrast in FR-FSE sequence as the Repetition times change.
Image (A) was acquired with TR = 200 ms and fat signal is greater than muscle signal. Image
(B) was acquired with TR = 2500ms and no contrast is present between tissues. Image (C) was
acquired with TR = 5000 ms and is evident that voxels intensity from muscle tissue is greater
than voxels intensity from fat.
The SNR of fat and muscle tissues was computed using Eq.(5.22) and results are
exposed in Tab.(5.6).
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5.3.2 Results
Image contrast and SNR were measured in fat and muscle tissues in ex-vivo pork leg at
7T with FR-FSE sequence as Repetition Times change. This is a fast imaging sequence
which enables to reduce considerably the total acquisition time. On the other hand,
the RF excitation pulse is followed by a train of refocusing pulses to produce multiple
echoes. As consequence, the RF power deposited in the tissues increases, and with its
the Speciﬁc Absorption Rate (SAR). There are government guidelines as to acceptable
limits of SAR of radiation deposited into the body to be considered. The human body
can only tolerate a few watts per kilogram before tissues temperature begins to rise. For
this reason the system is supplied of a proper sensor which allows to monitor the SAR in
human experiments.
Observing Tab.(5.6) it is clear that a compromise have to be reached between a great
contrast and a high SNR. For example, a reasonable choice for a T1-weighted FR-FSE
sequence could be a TR = 500 ms which allows a good contrast between muscle and fat,
and SNR is about 10 for both tissues.
5.4 Dixon's method
In this section Dixon technique and its applicability in UHF-MRI is introduced; in this
technique signals at diﬀerent Echo Time are used to collect two images with diﬀerent phase
information that can be manipulated to ﬁnd separate water and fat images. Chemical shift
between water and fat is the basis of this method and it depends on magnetic ﬁeld strength.
So, feasibility of Dixon's technique at 7T and its implementation in sequence design is
considered. The method for implementing Dixon fat-water separation in GE (General
Electric) MR scanner makes use of an Iterative Decomposition with Echo Asymmetry
and Least-squares (IDEAL) estimation method that reconstructs images with uniform
separation of fat signal from water signal.
5.4.1 Introduction to Dixon's method
Most of the total nuclear magnetization in a body comes from proton in water (H2O),
but there are other constituents which contribute to the signal as fatty compound (which
contain mainly CH2 and CH3). The spin density of water ρ0,w is greater than the spin
density of fat ρ0,f in healthy tissue; however, the voxel signal from fat for a short-TR
experiment can be signiﬁcantly larger than the signal from water since fat has a small T1
relative to most other tissues (See Sec.(5.2)). As already seen, water and fat separation is
an important instrument in medical setting and quantiﬁcation of how much fat or water
(i.e. their relative spin densities) is in a given voxel for a given tissue can also be of clinical
value.
W. T. Dixon in 1948 introduced this technique based on phase diﬀerences in images
acquired at diﬀerent echo times [34]. Phase is the angle of the magnetization vector in the
transverse plane. In any type of sequence, at the end of the RF pulse, the magnetization
vector of water and fat groups point in the same direction and they are in phase. This
situation does not last, since the water protons precess faster than the fat protons and the
phases change with time after the initial excitation as:
φw,f = 2piνw,f t (5.24)
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If for t = 0 the initial phase is zero, the diﬀerence in phase as a function of time can be
expressed as:
∆φwf = φw − φf = 2pi(νw − νf )t = 2pi∆νwf t (5.25)
where ∆νwf is the diﬀerence in precession frequency of water and fat in the transverse
plane and it is called chemical shift . The more the magnetic ﬁeld is high, the more this
shift will be high, as shown in Tab.(5.7).
Magnetic Field (T) ∆νwf (Hz)
0.2 27
0.35 50
1.0 140
1.5 220
2.35 350
3.0 435
4.7 700
Table 5.7: Chemical shift between water and fat for diﬀerent magnetic ﬁeld strength.
The total magnetization is the vector sum of the water and fat magnetization. It is
maximum when water and fat magnetization point in the same direction but soon goes
through a minimum when water and fat magnetization point in opposite directions. For
t = 0 they point in the same direction; the phase is opposed when spin phase diﬀer of
180°:
∆φwf = 2pi∆νwf t = pi + 2npi ⇒ t = 1
2∆νwf
+
n
∆νwf
(5.26)
and they are again in phase when:
∆φwf = 2pi∆νwf t = 2pi + 2npi ⇒ t = 1
∆νwf
+
n
∆νwf
(5.27)
(n = 0, 1, 2...). This behavior is repetitive at the diﬀerence between the water and fat
proton frequencies. The variations in the total magnetization lead to periodic variations
in the free induction signal as shown in Fig.(5.14).
From Eq.(5.26) and Eq.(5.27) results that the signal can be sampled in Opposed Phase
(OP) or In Phase (IP) conditions by selecting an appropriate Echo Time (TE) and collect-
ing two images with diﬀerent phase information. The intensity of a voxel depends on the
choice of the TE: an image taken at the maximum of the FID curve in Fig.(5.14) shows
the sum of water and fat magnetization; on the other hand, if the signal is taken at the
minimum of the FID the voxel intensity depends on the diﬀerence between the water and
fat magnetization. In Tab.(5.8) are shown Echo Times for water and fat In phase and
Opposed Phase.
This technique can be applied in MR imaging: each voxel is modeled using a simple partial
volume model containing some unknown fraction contributions to the voxel from water
and fat. The goal is to separate these two signals using two diﬀerent Echo Time; two
diﬀerent images are obtained, called Opposed Phase (OP) and In Phase (IP) images, that
can be manipulated to ﬁnd useful information. The resulting images OP and IP are given
by:
OP = W − F (5.28)
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Figure 5.14: (a) Transverse magnetization following a 90° pulse in the laboratory frame. The
volume element contains both water and fat. Mw= water magnetization;Mf= fat magnetization;
νw and νf= Larmor frequencies of water and fat. (b) Transverse magnetization in the rotating
frame at the water proton frequency when |Mw| > |Mf | (top) and |Mw| < |Mf | (bottom). (c)
Typical FID in the rotating reference frame. [30]
IP = W + F (5.29)
where W and F are proportional to the amount of water and fat magnetization in each
voxel, respectively [17]. Separate images of the water and fat magnetization can be recon-
structed from:
W =
1
2
(IP +OP ) (5.30)
F =
1
2
(IP −OP ) (5.31)
(See Fig.(5.15)). The OP and IP images can be acquired as diﬀerent echoes in a dual-echo
scan and the results of this technique are usually presented as sets of four images: OP, IP,
W and F. The water image W can be used as a fat suppressed image, whereas W and F
separately provide information about the relative water and fat contents of tissues [17].
Moreover, from this imaging technique a quantitative analysis of fat percentage within a
voxel can be easily computed as:
%F =
F
F +W
(5.32)
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Magnetic Field (T) OP (ms) IP (ms)
(n=0) - (n=1) - (n=2) (n=0) - (n=1) - (n=2)
0.2 18.4 - 55.1 - 91.8 36.7 - 73.5 - 110.1
0.35 10.0 - 30.0 - 50.0 20.0 - 40.0 - 60.0
1.0 3.6 - 10.8 - 18.0 7.4 - 14.4 - 21.8
1.5 2.3 - 6.9 - 11.5 4.6 - 9.2 - 13.8
2.35 1.4 - 4.2 - 7.0 2.8 - 5.6 - 8.4
3.0 1.15 - 3.45 - 5.75 2.3 - 4.6 - 6.9
4.7 0.7 - 2.1 - 3.5 1.4 - 2.8 - 4.2
Table 5.8: In phase and Opposed phase Echo Time for diﬀerent magnetic ﬁeld strength.
Figure 5.15: Fat and water magnetization within a voxel for the IP, OP, and combined images.
The net magnetization within the voxel for IP and OP is the vector sum of the fat and water
vectors. The magnetization vector in the combined images correctly estimates the fat and water
magnetization [17].
where F is signal intensity in the fat image and W is the signal intensity from the water
image in each voxel, and %F represents the relative strength of the fat signal contribution
to the total voxel signal and is called Muscle Fat fraction (MFF) [35]. This method
was primarily used in liver disease to assess fatty inﬁltration [36], but it is also useful to
evaluate MFF in NMD.
5.4.2 Dixon's method at 7T
As seen in the previous subsection, the phase plays a key role in water/fat separation. To
adopt Dixon's method at UHF-MRI is needed to know the chemical shift between water
and fat at 7T. One possibility is to obtain this information from Spectroscopic Imaging;
otherwise, the diﬀerence in frequency between water and fat can be extrapolated by data
of precessional frequencies shown in Tab.(5.7). From Larmor equation, the growth of
chemical shift ∆νwf with magnetic ﬁeld strength proceed with a linear trend:
∆νwf =
γw − γf
2pi
B0 (5.33)
where γw and γf are gyromagnetic ratios for water and fat, and they are constants. Chem-
ical shift between water and fat at 7T is:
∆νwf ' (1040± 22)Hz (5.34)
From this result, recalling Eq.(5.26) and Eq.(5.27), follows that the Echo Time for water
and fat OP and IP are:
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OP (ms) 0.48, 1.44, 2.40, 3.36, 4.32, 5.28, 6.24...
IP (ms) 0.96, 1.92, 2.88, 3.84, 4.80, 5.76, 6.72...
Table 5.9: Opposed phase and In phase values for water and fat at 7T.
Dixon's method was implemented on the 7T GE system at Imago 7 Foundation (Calam-
brone, Pisa, Italy) as additional option in routine sequences for GE MR scanners. This
technique uses an Iterative Decomposition with Echo Asymmetry and Least-square esti-
mation (IDEAL) method that reconstructs data acquired at short echo time increments.
3D Spoiled Gradient Recalled echo (SPGR) pulse sequence was used for acquisition, with
the additional IDEAL option. This sequence is based on gradient recalled echo mecha-
nism and its operation is better explained in Sec.(5.5). The experimental method seen
in Sec.(5.1) is adopted and the sequence parameters are shown in Tab.(5.10). For each
FOV Slice Thick. TE TR FA Freq. Phase NEX voxel size
12.8 cm 1.5mm OP − IP 11ms 11° 512 2512 2 0.25mm× 0.25mm
Table 5.10: SPGR IDEAL protocols at 7T.
scan, a single axial slice with a 12.8 cm ﬁeld of view and slice thickness of 1.5 mm was
acquired through a region in the pork leg that included either muscular and fatty tissues.
Two diﬀerent echoes are collected at diﬀerent TE according to Eq.(5.26) and Eq.(5.27).
The ﬂip angle was 11° and this choice will be explained in Sec.(5.5).
In Fig.(5.16) are shown four images as result of the SPGR IDEAL sequence. Images (A)
and (B) are acquired simultaneously with dual echoes at diﬀerent TE, while images (C)
and (D) are a simple combination of (A) and (B) as shown in Eq.(5.30) and Eq.(5.31).
In image (C) fat signal is suppressed and tissue appears dark while muscle tissue appears
bright. Conversely, in image (D) fat tissue appears bright and muscle tissue is dark.
In these images fat and muscle tissues appear well separated, and this technique can be a
powerful instrument to the study NMD with UHF-MRI.
5.5 Spoiled Gradient Echo and Ernst angle
Gradient Recalled Echo (GRE) is a class of pulse sequences that is primarily used for fast
scanning [17]. As seen in Sec.(3.4), GRE pulse sequences can use short TR because the ﬂip
angle θ of the excitation pulse is typically less than 90° and no lengthy period of time is
required for T1 recovery. Even better, when low ﬂip angles are used for the RF excitation
pulse, an appreciable amount of transverse magnetization is created, leaving most of the
longitudinal magnetization undisturbed (Fig.(3.9)).
A conventional Gradient Recalled Echo sequence is considered. For a spin system initially
at thermal equilibrium, the longitudinal magnetization is M0. Let this spin system be
acted on by a series of identical RF pulses of ﬂip angle θ. After the ﬁrst RF pulse, the
longitudinal magnetization is given by:
Mz(0) = M0 cos θ (5.35)
and the transverse magnetization by:
M⊥(0) = M0 sin θ (5.36)
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Figure 5.16: Set of four images as result of a Dixon experiment: (A) Opposed Phase image and
(B) In phase image; (C) water image in which fat signal is suppressed; (D) fat image in which
water signal is suppressed.
Between the ﬁrst and the second RF pulses, the longitudinal and transverse magnetization
grows from the initial values toward thermal equilibrium values according to the Bloch
equations. The longitudinal component has not necessarily reached its initial value M0
and the transverse magnetization may have a residual component in the x − y plane by
the time of the second RF pulse [17]. This is because in GRE imaging TR may be too
short to allow for complete dephasing of the spins in the transverse plane and there is a
residual transverse magnetization at the end of the cycle, which will be aﬀected by the
next RF pulse.
After a suﬃcient number of excitation pulses is applied, the longitudinal magnetization
Mz reaches a steady state in GRE pulse sequences, called also dynamic equilibrium. That
means that if we compare corresponding time points in adjacent TR intervals, the values
of longitudinal magnetization will be equal. In this steady state limit the Mz is periodic
with period TR, and there is an initial transient behavior before the magnetization settles
into this periodicity.
GRE pulse sequences can be classiﬁed by the response of the transverse magnetization
M⊥. If M⊥ can be assumed to be zero just before each excitation pulse, then the GRE
pulse sequence is said to be spoiled. These sequences are based on the elimination, or the
spoiling, of any remnant transverse magnetization prior to the occurrence of each new RF
pulse and are called Spoiled Gradient Recalled echo (SPGR). If, however, the transverse
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magnetization reaches a nonzero steady state just before the application of each excitation
pulse, then the pulse sequence is said to produce Steady State Free Precession (SSFP)
[37]. In this case both transverse and longitudinal magnetization components at the end
of a repetition period contribute to the signal in the next cycle, leading to a diﬀerent
magnetization response [4].
In SPGR sequences, a RF spoiling removes the unwanted MR signals at the end of a pulse
sequence; under the inﬂuence of a spoiler gradient the transverse magnetization dephases
along the direction of the gradient, leading to signal cancellation within a voxel [38]. The
area of a spoiler gradient is usually very large so that it can adequately dephase the residual
transverse magnetization and trapezoidal waveform is the most common because it yields
the required gradient area in the shortest time [17].
If we assume perfect spoiling, then M⊥ is zero just before each RF pulse. Moreover,
each excitation pulse converts longitudinal magnetization into transverse magnetization,
which produces a FID that can be rephased into a GRE. Referring to Fig.(5.17), if the
Figure 5.17: A train of RF excitation pulses that is used to analyze GRE [17].
longitudinal magnetization at point A is MzA, then after the excitation pulse will be:
MzB = MzA cos θ (5.37)
In the TR interval between points B and C, T1 relaxation occurs, so according to the
Bloch equations:
MzC = MzB e
−TR
T1 +M0(1− e−
TR
T1 ) = MzA cos θ e
−TR
T1 +M0(1− e−
TR
T1 ) (5.38)
When a steady state for longitudinal magnetization is reached:
MzA = MzC (5.39)
Eliminating MzC from Eq.(5.38) yields:
MzA =
M0(1− e−
TR
T1 )
(1− cos θ e−TRT1 )
(5.40)
and this is a measure of the steady state longitudinal magnetization.
The signal from a SPGR acquisition is caused by the gradient rephasing of the FID at an
echo time TE, so it is given by:
signalSPGR = MzA sin θ e
−TE
T∗2 =
M0 sin θ (1− e−
TR
T1 )
(1− cos θ e−TRT1 )
e
−TE
T∗2 (5.41)
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The ﬂip angle θ that maximizes the SPGR signal in Eq.(5.41) is called the Ernst angle.
Setting the ﬁrst derivative to zero and verifying that the second derivative is negative
yields:
cos θE = e
−TR
T1 =⇒ θE = arccos(e−
TR
T1 ) (5.42)
This relationship was developed by Richard R. Ernst [39], winner of the 1991 Nobel Prize
in Chemistry. The value of θE lies between 0° and 90°, and monotonically increases
as the ratio TR
T1
increases. When the ﬂip angle θ is less than the Ernst angle, it is an
indication that the signal can be increased by further increasing the ﬂip angle because the
beneﬁt of creating more transverse magnetization outweighs the further loss of longitudinal
magnetization. The Ernst angle is the ﬂip angle that gives the maximal signal in the least
amount of time, and depends on the T1 value of the tissue being imaged.
In the absence of the spoiler gradient, both transverse and longitudinal magnetization
components at the end of a repetition period contribute to the signal in the next cycle,
leading to a diﬀerent magnetization response. The signal obtained with a SSFP sequence
is:
signalSSFP =
M0 sin θ (1− e−
TR
T1 )
(1− cos θ e−TRT1 )− e−
TE
T∗2 (e
−TR
T1 − cos θ)
e
−TE
T∗2 (5.43)
5.5.1 Ernst Angle measurements
The aim is now to measure Ernst angle in muscle and fat at 7T in SPGR IDEAL sequence
as seen in the previous section. Ten SPGR sequences with diﬀerent ﬂip angle were acquired
adopting the experimental method seen in Sec.(5.1). The ﬂip angle considered are:
FA = (3, 8, 10, 12, 15, 20, 30, 40, 50, 60)° (5.44)
The sequence parameters are shown in Tab.(5.11). For each scan, a single axial slice with a
FOV Slice Thick. TE TR FA Freq. Phase NEX voxel size
17 cm 1.5mm OP − IP 11.5ms variable 512 512 1 0.33mm× 0.33mm
Table 5.11: Spoiled Gradient Recalled echo protocols at 7T.
17cm ﬁeld of view and slice thickness of 1.5mm was acquired through a region in the pork
leg that included either muscular and fatty tissues. A region of interest (ROI) was drawn
within each tissue type, in W image for muscular tissue, and in F image for fatty tissue
(See Fig.(5.16)). These two ROIs were chosen of the same dimension (about 100 mm3)
and neighbor in order to reduce the magnetic ﬁeld inhomogeneity eﬀects. Mean voxel
signal intensities and standard deviations were computed for each ﬂip angle. A ﬁt of the
intensities in the selected ROIs at diﬀerent ﬂip angle was performed using the following
equation:
y =
a+ b · senθ · (1− e−TRT1 )
(1− cosθ · e−TRT1 )
(5.45)
M0 and e
−TE
T∗2 in Eq.(5.41) are both constant and independent of FA, so the parameters a
and b account of them. The resulting ﬁtting curves and the experimental measures with
error bars for both muscle and fat tissues are shown in Fig.(5.18): red curve represents the
muscle tissue, while the blue one the fat tissue. The regression coeﬃcients R2 are 0.9978
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Figure 5.18: Signal intensity in SPGR sequences ﬂip angle changes. Red curve represents muscle
tissue, while the blue one the fat tissue.
for fat and 0.9983 for muscle.
Spin-lattice relaxation time was considered as free parameter in the ﬁts and its value is
needed to compute the Ernst angle with Eq.(5.42). From this model is aware that the
maximum signal in SPGR sequence for muscle and fat signal is obtained for their Ernst
angles, which are:
θE(muscle) = (10.8± 2.0) (5.46)
θE(fat) = (23.8± 4.1) (5.47)
In this section Ernst angle has been computed for both muscle and fat tissues. This values
allow to set the ﬂip angle which maximizes the signal from the desired object in SPGR
sequence.
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Chapter 6
In-vivo muscular imaging at 7T
In this chapter are presented the ﬁrst in-vivo muscle MR images at 7T acquired in Italy.
Taking into account the results of the preliminary work described in the previous chapter,
the diﬀerences between ex-vivo and in-vivo samples and the data available in the literature,
a ﬁrst attempt of protocol for human calf has been implemented and used to acquire human
images.
6.1 Introduction
There are several diﬀerences between ex-vivo and in-vivo MRI. Ex vivo imaging beneﬁts
from greater resolution and sensitivity due to the lack of constraints on acquisition time and
movement artifacts, and there are not problem related to power deposition in tissues. In-
vivo imaging, on the other hand, is needed for clinical diagnosis and allows the longitudinal
analysis of structural change. A primary diﬀerence between ex-vivo and in-vivo samples
is that in the latter there are some patient-related artifact which are absent in ex-vivo
samples. Motion artifact is caused by the patient's movements voluntary or involuntary,
as pulsating ﬂow in vessels, breathing motions and random movements.
An other important diﬀerence between ex-vivo and in-vivo samples is the temperature.
From previous studies [30, 40] we know that relaxation times T1 and T2 depend on sample
temperature. In Fig.(6.1) there is an example of the eﬀect of temperature on relaxation
times in specimens of human tissues studied with a MRI system at 0.47T. Spin-lattice
relaxation time T1 monotonically decrease with temperature reduction for all tissues up
to 0°C. Spin-spin relaxation time T2 is almost constant with temperature for muscle and
decreases linearly with decreasing temperature for adipose tissue.
The ex-vivo pork legs used in this work was at ambient temperature of about 20°C, while
in-vivo human tissues have a physiological temperature of about 36−37°C. So, relaxation
times computed in chapter 5 are no more valid for in-vivo tissues.
To get an idea of in-vivo relaxation times at 7T we report some parameters available in
literature for muscle and fat tissues in which knees of healthy volunteers were imaged [31]:
T1(lateral gastrocnemius muscle) = (1552.5± 97.3)ms (6.1)
T1(subcutaneous fat) = (583.1± 22.1)ms (6.2)
T2(lateral gastrocnemius muscle) = (23.0± 1.0)ms (6.3)
T2(subcutaneous fat) = (46.1± 1.7)ms (6.4)
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Figure 6.1: T1 and T2 relaxation times measured in samples of adipose tissue, muscle, bone
marrow and metastases at temperatures +37 to -10°C [40].
Taking into account these general observations, a preliminary protocol suitable for human
in-vivo muscle acquisitions at 7 T has been realized and the ﬁrst images of human calf
have been acquired. In the next section are shown the experimental results.
6.2 Experimental measurements
The experimental methods of acquisition described in this section are the same illustrated
in Sec.(5.1). A ﬁrst healthy volunteer was enrolled in this study and a ﬁrst attempt of
protocol for human calf has been implemented. FR-FSE and SPGR IDEAL sequences
were chosen for the protocol and the 7T sequence parameters were chosen to reach as
closely as possible the muscle-to-fat contrast.
Fast Recovery Fast Spin Echo is a sequence introduced in Sec.(5.3). The sequence pa-
rameters used for this analysis are shown in Tab.(6.1) and Fig.(6.2) shows T1-weighted
FOV Slice Thick. TE TR ETL FA Freq. Phase NEX voxel size
15 cm 2.5mm 15ms 350ms 6 90° 512 512 2 0.3mm× 0.3mm
Table 6.1: Fast Recovery Fast Spin Echo protocols for human calf at 7T.
FR-FSE images. The echoes are 6 for shot and in plane voxel size is of 0.3mm× 0.3mm.
The total acquisition time is 6min and 45s.
Contrast between muscle and fat and SNR were obtained computing mean signal intensity
and standard deviations in three ROIs within muscle, fat and background, respectively.
Results are exposed in Tab.(6.2). The choice of these parameters allow to have a great
TR (ms) contrast SNRmuscle SNRfat
350 (0.82±0.04) 2.1 9.3
Table 6.2: Contrast and SNR for muscle and fat tissues in in-vivo human calf at 7T.
contrast between muscle and fat. In fat tissue signal is about 10 time greater than noise,
but muscle signal is only 2 time greater than noise due to short TR.
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Figure 6.2: Axial T1-weighted FR-FSE images of human calf at 7T.
SPGR IDEAL sequence was introduced in Sec.(5.4). The sequence parameters used for
this analysis are shown in Tab.(6.3) and Fig.(6.3) shows the resulting images. In image
FOV Slice Thick. TE TR FA Freq. Phase NEX voxel size
15 cm 1.5mm OP − IP 11ms 11° 512 512 1 0.3mm× 0.3mm
Table 6.3: SPGR IDEAL IQ protocols for human calf at 7T.
(A) muscle signal is suppressed while fat tissues appears bright. Conversely, in image (B)
fat signal is suppressed and muscle tissue appears bright. Image (C) and (D) are acquired
simultaneously with dual echoes at diﬀerent TEs and they are In Phase and Opposed
phase images respectively.
Muscle and fat signals appear well separated in images (A) and (B) and this technique
could be an useful instrument in NMD diagnosis at 7T.
6.3 1.5T comparison
As comparison, images of the same healthy subject (however positioned diﬀerently) were
acquired with a 1.5T scanner MR Signa GE HDTX with a whole body TX-RX coil.
A ﬁrst acquisition was done with the standard clinical protocol used in NMD (See Sec.(4.2)):
2D axial T1-weighted Spin Echo sequence with slice thickness of 5mm and in plane voxel
size of 1.72mm× 1.72mm. Resulting image is shown in Fig.(6.4).
A second acquisition was executed with a Spin Echo sequences with the same geometrical
parameters used in FR-FSE sequence at 7T seen in Sec.(6.2): axial T1-weighted FR-FSE
sequence with slice thickness of 2.5 mm and in plane voxel size of 0.3mm × 0.3mm. Re-
sulting image is shown in Fig.(6.5).
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Figure 6.3: Set of four images as result of a SPGR IDEAL experiment in in-vivo human calf at
7T: (A) Fat image in which water signal is suppressed; (B) Water image in which fat signal is
suppressed; (C) In phase image; (D) Out of phase image.
Figure 6.4: Axial T1-weighted Spin Echo MR image through the middle calf of the healthy subject
acquired with a 1.5 T scanner.
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Figure 6.5: Axial T1-weighted Spin Echo MR image through the middle calf of the healthy subject
acquired with a 1.5 T scanner with high resolution.
Contrast between fat and muscle and SNR were computed in in-vivo images using
Eq.(5.21) and Eq.(5.22) respectively, in FR-FSE at 7T an in two acquisitions at 1.5T.
Results are exposed in Tab.(6.4). Geometric parameters used at 7T are not indicated at
Field Sequence voxel size Slice Thick. Contrast SNRmuscle SNRfat
7T FR-FSE 0.3mm× 0.3mm 2.5mm (0.82±0.04) 2.1 9.3
1.5T SE 1.72mm× 1.72mm 5mm (0.71±0.07) 4.1 8.6
1.5T SE 0.3mm× 0.3mm 2.5mm (0.58±0.23) 0.9 2.6
Table 6.4: Image Contrast and SNR in in-vivo images of the same healthy subject acquired at
7T and 1.5T.
1.5T because both image contrast and SNR strongly decrease. Muscle tissue at 7T has a
low SNR, probably due to short TR. As seen in Tab.(5.6) SNR increases in muscle tissue
for TR≥500ms, so a longer TR could be more appropriate.
From results in Tab.(6.4) what we are ﬁnding is that UHF-MRI is a powerful instrument
which oﬀers superior potentiality in regard to imaging property. In plane voxels dimension
is 5÷6 times smaller in 7T images than in 1.5T and slice thickness is one-half, so spatial
resolution can be improved.
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Conclusions
The work described in this thesis is a part of research project which purpose is the study of
NeuroMuscular Diseases (NMD) using Magnetic Resonance Imaging (MRI); in particular,
this preliminary study has been realized to assess the opportunities oﬀered by muscu-
loskeletal imaging with MRI (MSK-MRI) at Ultra High Field (UHF).
The work has been focused on two main topics: the development of a software for the
quantitative analysis of the clinical muscle MRI images currently available and the real-
ization of an acquisition protocol to broadly characterize the tissues of interest in NMD
(fat and muscle) in ex-vivo samples at 7 T and acquire the ﬁrst in-vivo images of human
volunteers.
The software for automatic and quantitative analysis of muscle MR images resulted a
promising instrument both in the characterization of muscle and fat patterns in healthy
subjects and in the classiﬁcation of NMD patients for the clinical images currently avail-
able, acquired at 1.5 T . The data acquisition for this work is still in progress in order to
obtain statistically signiﬁcant results.
A complete and exhaustive optimization of sequence parameters and a characterization
of muscle and fat tissues in ex-vivo samples at 7 T was done. Moreover, Dixon technique
resulted a valuable method for the study of NMD.
A preliminary protocol suitable for human in-vivo muscle acquisitions at 7 T has been
realized and the ﬁrst images of human calf have been acquired.
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Appendix A
MeVisLab
MeVisLab is a development platform for medical image processing and visualization. Be-
side general image processing algorithms and visualization tools, it includes advanced
medical imaging modules for segmentation, registration, volumetric and quantitative mor-
phological and functional analysis. The implementation of MeVisLab makes use of a
number of libraries and technologies, most importantly the application framework Qt, the
visualization and interaction toolkit Open Inventor, the scripting language Python, and
the graphics standard OpenGL. In addition, modules based on the Insight ToolKit (ITK)
and the Visualization ToolKit (VTK) are available. They are open-source, freely avail-
able software systems for computer graphics, image processing and visualization. ITK and
VTK support a wide variety of visualization algorithms and advanced modeling techniques
and they are the basis of many advanced visualization applications.
With its image processing library, MevisLab oﬀers easy ways to develop new algorithms or
improving existing ones in a modular C++ interface and oﬀers fast and easy integration
into clinical environments due to standard interfaces, in particular to DICOM.
MeVisLab starts with an empty workspace (Fig.(A.1)) and it is the framework for con-
structing and editing hierarchical module networks. An image processing pipeline would
consists of an image source, some algorithm/image processing step in the middle and a
viewer for displaying the output (Fig.(A.2)). Within the concept of MeVisLab the basic
entities we are working with are the graphical representations of modules with their spe-
ciﬁc functions for image processing and image visualization. The three basic module types
are distinguished by their colors: ML Module (blue), Open Inventor Modules (green) and
Macro Module (brown). Every module comes with an automatic panel on which all ﬁelds
and available settings are listed and most modules have connectors which are displayed on
the module. These represent the inputs (bottom) and outputs (top) of modules. Three
types of connectors are deﬁned: square (pointers to data structures), triangle (ML im-
ages) and half-circle (Inventor scene). By connecting these connectors image data are
transported from one module to one or more others. Networks are connections between
modules with which you can implement complex processing tasks from sets of standard
modules and are edited and saved as *.mlab ﬁles in MeVisLab.
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Figure A.1: MeVisLab Graphical User Interface (GUI).
Figure A.2: Image processing pipeline.
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The ﬁrst module of the network have to do a module to load an image, as ImageLoad
or Direct Dicom Import. It oﬀers one image output connector for add a viewer to the
network. There are two standard macro modules available in MeVisLab which provide
standard viewer conﬁgurations for 2D and 3D rendering, namely V iew2D and V iew3D.
Especially the 2D Viewer is frequently used to examine image processing results within a
module pipeline (Fig.(A.3)).
Figure A.3: Example of Image Load and V iew2D modules after the connection is set up.
An useful module is ImageStatistics which computes some statistics of the input image
voxels as number of voxels, the corresponding volume, the minimum and maximum values,
the mean value, the variance and the standard deviation. The computation is either
applied to the complete input image or, if per slice is checked, to the slice speciﬁed by the
Current Slice ﬁeld.
Once the DICOM image is loaded, the programming of image processing algorithms is
done by establishing the desired networks and some of the algorithms developed in this
work will be shown below.
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A.1 MeVisLab algorithms
In this section the most important algorithms developed for this work are presented.
The algorithm shown in Fig.A.4 has been developed in order to obtain the histogram of a
Figure A.4: Algorithm 1
speciﬁc slice in the images set. The module DirectDicom Import is used to load the MR
axial images which are visible adding the V iew2D module. To select the desired slice at
a level in which all muscles are well visible we used the module SubImage; this module
extracts subimages from its input image by setting the start coordinates and the sizes of
the desired region. Moreover, the module Histogram computes the histogram of image
values found in the input image which can be displayed by the SoRenderArea module.
In Fig.(A.5) is shown the algorithm devoted to isolate muscular districts from femur
bone and subcutaneous fat; CSOIsoGenerator module generates closed contours for a
whole image at a ﬁxed iso value; these contours are converted into a voxel image by
CSOConvertToImage module and then a ﬁltering operation is performed with a module
called IntervalThreshold which processes an image by ﬁltering just those values that lie
in a certain gray level interval. Finally, thanks to ImageStatistics module, the number
of voxels between this interval can be computed and compared with the number of voxels
in the segmented region.
In Fig.(A.6) is presented the algorithm developed to the analysis of NMD patients. In par-
ticular, the module CSOFreehandProcessor allows for a freehand generation of closed
CSOs by setting seed points while dragging the mouse about the image. The module
CSOManager allows for the setting parameters and default parameters for CSOs; in gen-
eral, there will be one CSOManager module per network, and this manager module holds
a single CSOList object. A CSOLoad module and a CSOsave module may be attached to
the manager to organize the CSOs. Moreover, Arithmetic2 module performs arithmetic
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operations voxel by voxel on two input images and the output is the processed image
according to the selected function and constant.
The algorithm in Fig.(A.7) has been developed for the analysis at 7T and the modules
used are the same previous introduced.
Figure A.5: Algorithm 2.
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Figure A.6: Algorithm 3.
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Figure A.7: Algorithm 4
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