Abstract. Nonlinear rescaling (NR) methods alternate finding an unconstrained minimizer of the Lagrangian for the equivalent problem in the primal space (which is an infinite procedure) with Lagrange multipliers update.
1.
Introduction. In this paper we introduce and study a proximal point nonlinear rescaling (PPNR) method, which eliminates the main drawback of the NR methods (see [6] - [9] ) the necessity of finding an exact unconstrained minimizer at each step. We show that the PPNR method retains convergence and rate of convergence properties of the original NR method without finding unconstrained minimizer at each step.
The distinct feature of this approach is the equivalence of the NR methods with a "dynamic" scaling parameters update to a interior quadratic proximal point method for the dual problem in the rescaled from step to step dual space. The equivalence allows transforming each step of the PPNR method into a step of the primal-dual quadratic proximal point method for finding a saddle point of the classical Lagrangian for the original problem.
The correspondent primal-dual quadratic proximal mapping leads to the rescaled monotone operator. The properties of the rescaled operator were one of our main concerns. The properties allowed extending the results typical for quadratic augmented Lagrangian [11] for a wide class of non-quadratic augmented Lagrangians. Unfortunately such an extension complicates the analysis, but, on the other hand, makes the analysis universal for a wide class of non-quadratic augmented Lagrangians.
The paper is organized as follows. In the next section we state the problem and introduce basic assumptions. In Section 3 we introduce the proximal point nonlinear rescaling algorithm (PPNR) . In Section 4 we analyze convergence of the PPNR algorithm under mild assumptions on the input data. In Section 5 we establish an asymptotic -linear rate of convergence under the standard second-order optimality conditions. We conclude the paper by pointing out some directions of future research.
Statement of the problem and basic assumptions. Let
: IR → IR 1 be convex, all : IR → IR 1 , = 1, . . . , be concave and twice continuously differentiable functions. We consider a convex set Ω = { ∈ IR : ( ) ≥ 0, = 1, . . . , } and the following convex optimization problem ( ) ( * ) = min{ ( )| ∈ Ω} We assume that:
A. The optimal primal set * = { ∈ Ω : ( ) = ( * )} is not empty and bounded.
B. The Slater's condition holds, i.e. there existsˆ ∈ IR : (ˆ ) > 0, = 1, . . . , .
We use the norm ∥ ∥ = √ everywhere in the manuscript unless another norm is explicitly specified.
Under the assumption B, the Karush-Kuhn-Tucker's (K-K-T's) conditions hold true, i.e. there exists vector * = ( * 1 , ..., * ) ∈ IR + such that
where
( ) is the Lagrangian for the primal problem , and the complementary slackness conditions
hold true. Let us consider also the dual function : IR + → IR. which is defined by formula
and the dual problem
Due to the Slater condition B the dual optimal set * = { ∈ IR + : ( ) = ( * )} is bounded, and due to (2) we have
3. Proximal point nonlinear rescaling method. Consider a class Ψ of transformations : ( 1 , 2 ) → ( , ), where −∞ < 1 < 0 < 2 < ∞ and −∞ < < 0 < < ∞ that satisfy the following properties 1
One can verify that well known transformations [6] belong to Ψ. Other transformations ∈ Ψ one can find in [8] .
For any given vector = ( 1 , . . . , ) ∈ IR ++ due to 1 0 and 2 0 (a) we have
Therefore, the problem
is equivalent to the primal problem . The Lagrangian ℒ : IR × IR ++ × IR ++ → IR for the equivalent problem, is given by formula
We are ready to describe the general PPNR method. Let 0 ∈ IR and 0 ∈ IR ++ are initial primal and dual approximations, { > 0} is the nondecreasing sequence.
The PPNR method generates three sequences { } ⊂ IR ++ , { } ⊂ IR , { } ⊂ IR ++ , by formulas
The numerical realization of the PPNR method (5)- (7) requires replacing the primal minimizer with its approximation.
To simplify the presentation we use the same notation for the PPNR method (5)-(7) and its modification (8)- (10) . To avoid confusion we specify for each statement the method that generates the sequences { }, { }, { }.
Let { > 0} be a sequence such that ∑ ∞
=0
< ∞. Then the modified PPNR method generates the following three sequences
The minimizer +1 given by (6) or its approximation (9) exists and it is uniquely defined for any given ∈ IR ++ and ∈ IR ++ due to convexity , concavity , properties 1 0 − 4 0 of ∈ Ψ and the proximal term
0 a) we have ∈ IR ++ ⇒ +1 ∈ IR ++ , therefore the modified PPNR method (8) - (10) is well defined.
The formula (5) has been introduced in [14] for the exponential multipliers method and used on several occasions (see [1, 7, 8] ) in the framework of NR methods. In particular, the equivalence of the general NR multipliers method with a "dynamic" scaling parameter update to the interior quadratic proximal point method in the rescaled dual space plays a critical role in the convergence analysis of the NR method (see [8] ).
Our analysis extends the convergence scheme, developed in [11, 12] for the quadratic augmented Lagrangians, to a wide class of nonquadratic augmented Lagrangians. The key ingredient of our analysis is the equivalence of the modified PPNR method (8)- (10) to a quadratic proximal point method for finding a saddle point of the classical Lagrangian for the original problem. The primal proximal term
2 is standard while the dual proximal term is the quadratic term in the rescaled dual space.
In the following section we prove convergence of the modified PPNR method (8)- (10) under mild assumptions on the input data.
4.
Convergence of the modified PPNR Method. In this section we establish convergence properties of the modified PPNR method (8) - (10) . The convergence of the PPNR method (5)- (7) follows from the convergence the PPNR method (8) (7) is equivalent to finding a saddle point ( +1 , +1 ) of the following function
where ∥ ∥ +1 is a diagonal matrix with positive entries, which we will specify later; i.e.
Proof. The saddle point ( +1 , +1 ) exists and unique because ( , , , ) is strongly convex in and strongly concave in . Therefore the approximation ( +1 , +1 ) can be found by solving for ( , ) the following system of equations
We emphasize that we do not suggest finding ( +1 , +1 ) from (12) - (13) because such a step requires knowledge of +1 . Our purpose is to show the equivalence of (12) -(13) to (5) - (7), which is critical for further analysis.
Let us show that the solution of (12) - (13) produce the same pair of vectors (6) is equivalent to solving the following system for
Keeping in mind (5)- (7) we have
Also, using (5), (7), property 2 0 ) of the transformation ( ) and the mean value theorem we have
which is equivalent to
) is the solution of the minimax problem (11) . Also, the solution of the minimax problem (11) satisfies (5)- (7) because ( +1 , +1 ) is unique.
Keeping in mind that ∇ ( , ) = − ( ) we obtain from (14) and (15) that finding ( +1 , +1 ) from (5)- (7) is equivalent to solving for ( , ) the following system
with = and = +1 . Therefore by introducing an operator : IR × IR ++ → IR × IR ++ defined by the formula
.
we can rewrite the system (16) -(17) as follows
, where the nonlinear operator + is the sum of the identity operator and nonlinear operator . Thus one can view the solution of the proximal minimax problem (11) as an application of the inverse operator ( ) = ( + ) −1 to . Therefore the sequence generated by the PPNR method (5)- (7) can be described as
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The operators and are defined on IR × IR ++ . For convergence analysis, however, we need these operators to be defined on IR × IR + . We define the generalized operators ( ) and consequently in the following way:
, and = 0 ⇒ = 0. The modified operators described above satisfy the following properties at any primal-dual solution
and
The convergence proof of the modified PPNR method (8)- (10) relies on properties of the family of proximal operators +1 , = 1, 2, . . . , where
The latter, in turn, are closely related to properties of monotone operators +1 . Our next goal is proving that +1 ( ) are monotone operators for all ≥ 0. An operator : IR → IR , which maps ∈ IR into a closed bounded convex set ( ) is a monotone operator if
Let : × → IRbe convex in ∈ and concave in ∈ , ⊂ IR , ⊂ IR . The subdifferential of at ( , ) is defined as follows
It is known (see [13] ) that the mapping :
be a diagonal matrix with ≥ 0, = 1, . . . , + . We consider a mapping : ( , ) → { ( , ) : ( , − ) ∈ ∂ ( , )}, which one obtains by multiplying an image of by the diagonal matrix .
Generally speaking, is not necessarily a monotone operator for a convex in and concave in function . However, if is smooth enough then is a monotone operator. We show this in the following lemma.
Lemma 4.2. Let twice continuously differentiable function
: IR × IR + → IR be convex in and concave in . Then the rescaled pseudo-gradient
is a monotone operator.
Proof. For a vector ∈ IR × IR + consider a scalar function :
Then using the mean value formula for the scalar function one can find 0 ≤ ≤ 1 such
where ∇ ( ) = ∇ 2 ( ) , and
In other words for a given = ( , ),
The matrix ∇ 2 ( ) is positive semidefinite for any = ( , ) because ( , ) is convex in and concave in . Therefore ∇ 2 ( ) is also positive semidefinite, i.e.
for any and ′ . Therefore the rescaled pseudo-gradient ∇ ( , ) is a monotone operator.
The Largangian ( , ) satisfies the conditions of Lemma 4.2. Therefore it follows from Lemma 4.2 that for a given vector ∈ IR + and = diag ( ) =1 the operator : IR × IR + defined by a formula
, is a monotone operator. i.e. the inequality
holds for any pair ( 1 , 2 ) :
Let us show that the proximal operator +1 associated with the monotone operator +1 is nonexpansive. Lemma 4.3. For any vectors , ∈ IR × IR + and the operator +1 the following estimation holds
Proof. Letˆ = +1 ( ) andˆ = +1 ( ). We use the fact thatˆ andˆ are uniquely defined and can be found from the system
Keeping in mind (19) we have (8)- (10) the following estimation holds
Proof. Consider the vector
Note that
Due to (9) and (15) we have ∥ ( +1 )∥ ≤ . Therefore since the operator
+1
is nonexpansive (Lemma 4.3), we have
The next lemma establishes the boundedness of the sequence generated by the modified PPNR method (8)-(10).
Lemma 4.5. The sequence { = ( , )} generated by the modified PPNR method (8)- (10) is bounded, i.e. there exists > 0 that
Proof. Due to Assumptions A and B there exists * = ( * , * ) ∈ * × * that KKT's conditions (1)- (2) hold. Therefore for all ≥ 0 we have +1 ( * ) = * . By Lemmas 4.3, 4.4, triangle inequality and (18), we have
Keeping in mind that ∑ ∞
=0
< +∞ we can find such > 0 that
Let us consider the mapping +1 = − +1 , then for any ≥ 0 we have
where * is the solution to the problem . We need the following auxiliary statements, which will be used later. 
The proof of Lemma 4.6 is similar to the proof Proposition 1 in [11] .
Lemma 4.7. The sequence { = ( , )} generated by the modified PPNR method (8)- (10) 
Therefore keeping in mind Lemma 4.3 we have
and hence using (20) and (21) we obtain
Using the assumption that lim →∞ =¯ and passing to the limit we have lim →∞ ∥ +1 ( )∥ = 0, which implies lim
and from Lemma 4.6b) we have
where¯ = diag (¯ ) =1 , and
Since¯ is a fixed point of ¯ we have ( + ¯ ) −1 (¯ ) =¯ , or ( + ¯ )(¯ ) =¯ , or + ¯ (¯ ) =¯ , or ¯ (¯ ) = 0. The following theorem takes place.
Theorem 4.10. If assumptions A and B are satisfied and { > 0} is a nondecreasing bounded sequence, then any limit point¯ = (¯ ,¯ ) of the sequence { = ( , )} generated by the modified PPNR method (8)- (10) is the primal-dual solution, i.e.
(¯ ,¯ ) ∈ * × * .
Proof. By Lemma 4.9¯ = (¯ ,¯ ) satisfies the KKT's optimality conditions (1)- (2). Therefore for the convex optimization problem , we have¯ ∈ * and¯ ∈ * , i.e. = (¯ ,¯ ) is the primal-dual solution.
Remark 1. The convergence of the method (5)- (7) follows from Theorem 4.10.
5.
Rate of convergence of the modified PPNR Method. In this section we prove -linear rate of convergence of the modified PPNR method (8)-(10) under standard second-order optimality conditions. Let us assume that the active constraint set is * = { : ( * ) = 0} = {1, . . . , }. We consider the vectors functions ( ) = ( 1 ( ), . . . , ( )), ( ) ( ) = ( 1 ( ), . . . , ( )), and their Jacobians ∇ ( ) = ( ( )) and ∇ ( ) ( ) = ( ( ) ( )). The sufficient regularity conditions
together with the sufficient conditions for the minimum * to be isolated
comprise the standard second-order optimality conditions. From the standard second-order optimality conditions follows the existence of a constant > 0 :
From this point on we assume:
C. The standard second-order optimality conditions (28)-(29) are satisfied.
To establish the rate of convergence we modify the stopping criteria for finding an inexact unconstrained minimizer. Let { } be a positive sequence that ∑ ∞ =0 < ∞. We consider the modified PPNR method that generates the following sequences
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where for a given vector ∈ IR the norm ∥ ∥ ∞ = max 1≤ ≤ | | and for : IR → IR the associated matrix norm ∥ ∥ ∞ = max
Remark 2. The second-order optimality conditions implies the uniqueness of the primal-dual solution * = ( * , * ). The method (31)-(33) satisfies the conditions of Theorem 4.10 with = . Therefore the whole primal-dual sequence { } generated by (31)-(33)converges to * . Also, there exists ′ such that
for ≥ ′ and (32) can be replaced with
In the rest of the section we will show that the second-order optimality conditions (28)- (29) imply an asymptotic -linear rate of convergence of { }, i.e. there exists 0 > 0 and 0 < < 1 that
We start with the following lemmas.
Lemma 5.1. The sequence { ( − ) }, ( − ) = ( , = + 1, . . . , ) of the Lagrange multipliers that correspond to the passive constraints generated by the proximal nonlinear rescaling method (31)-(33) converges to * ( − ) = 0 with a quadratic rate, i.e there exist 0 > 0 independent of { } and 0 that for ≥ 0 we have
Proof. Let { } be the sequence generated by the proximal nonlinear rescaling method (31)-(33). By Remark 2 we have lim →∞ = * . From → * and the second-order optimality conditions follows the existence of 0 > 0 such that ( ) ≥ 0.5 > 0, = + 1, . . . , for ≥ 0 , where is defined in (30). Therefore keeping in mind property 2 0 ) of transformation ( ) for = + 1, . . . , we have
where 0 = 2 1 / 0 . Keeping in mind that * ( − ) = 0 and the definition of ∞ -norm we have (34). ] .
Let us consider operators
For example, the operator
is obtained from +1 by considering only first + components of the latter, while the operator
is obtained from +1 by considering only last − components of the latter.
Remark 3. For a particular realization of the method (31)- (33) with (
Lemma 5.2. If the standard second-order optimality conditions are satisfied, { } is a nondecreasing bounded sequence of positive parameters, the sequence { } = {( , )} is generated by (31)-(33) then there exists an index 1 and > 0 independent of { } such that
holds for all ≥ 1 .
Proof. Consider the operator + : IR × IR + → IR × IR defined by
First we prove that there exists small enough > 0 and 1 > 0 such that for all
Let (
Keeping in mind K-K-T conditions we can rewrite (38)-(39) in a matrix form
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Due to the standard second order optimality conditions the matrix
is nonsingular (see [5] , p. 231) and there exists > 0 such that
Hence from (41) for small enough > 0 and any ( + ) = ( , ) :
where 1 = 2 . Therefore for 1 large enough and any ≥ 1 we have
Due to Theorem 4.10, the second-order optimality conditions and Remark 2, there exists 2 > 0 that for 1 large enough and for all ≥ 1 we have | ( +1 )| ≤ 2 , = 1, . . . , and +1 ≥ > 0 , = 1, . . . , ( is defined in (30)). Keeping in mind Property 4 0 of transformation ( ), and boundedness of { } we have for all
We can assume that for 1 large enough and all ≥ 1 we have
otherwise it is easy to show using Lemma 5.1 that { } converges to * with a superlinear rate. We can also assume that for 1 large enough there exists 3 > 0 that for all ≥ 1 we have ∥∇ ( +1 )∥ ∞ ≤ 3 , = + 1, . . . , . Therefore we have
1 . Therefore keeping in mind (42) we have 
From the definition of ∞ -norm we have
From Lemma 4.6 b) we have
Therefore combining (44)-(46) we obtain
Let ( ) = +1 ( ). then lim →∞ ′ ( ( ( ))) = 0, = + 1, . . . , . Therefore, keeping in mind the boundedness of { }, there exists 6 that for 1 large enough and for all ≥ 1 we have 
Finally combining (47) and (48) we obtain for ≥ 1
Remark 4. Keeping in mind the relations between ∞ and 2 norm we have
Now we are ready to establish the -linear rate of convergence.
Theorem 5.3. If the problem ( ) satisfy the standard second order optimality conditions C, the nondecreasing sequence { } is bounded and 0 is large enough then for the primal-dual sequence { } is generated by the PPNR method (31)-(33), there exist numbers 0 < < 1 and¯ such that for ≥¯ the following bound holds
Proof. The sequence { } generated by PPNR method (31)-(33) satisfies the conditions of Lemma 4.4 with = ∥ +1 − ∥ ∞ . We remind that lim →∞ = 0, ∑ < ∞. Therefore
Invoking Lemma 4.6 c) with = * , ′ = we obtain
It follows from Lemma 4.6 a) that ∥ +1 ( )∥ 2 = ∥ +1 ( ) − ∥ 2 , therefore
Combining (49) and (52) yields
where 1 = √ (¯ / ) 2 /(1 + (¯ / ) 2 ). Note that taking large enough makes 1 small enough.
Therefore combining (51) and (53) and keeping in mind (32) and Lemma 4.4 we have
By taking 0 > 0 large enough for any ≥ 0 we obtain 0 < 1 < 1 small enough. Keeping in mind that → 0 from the last formula follows the existence of 0 < < 1 such that ( + 1 )/(1 − ) ≤ and formula (50) holds. Moreover, for any given small enough 0 < < 1 one can find such and that (50) holds true for any ≥ and ≥ .
6. Concluding remarks. The PPNR method (8)-(10) generates a bounded primaldual sequence { , } that any limit point (¯ ,¯ ) ∈ * × * . The results are true under mild assumptions on the input data. The PPNR method (8)-(10) does not require solving an unconstrained minimization problems at each step.
However, it may require several steps of an unconstrained minimization method for finding the primal-dual approximation. Reducing numerical effort for finding the approximation in (9) is critical for the numerical efficiency of PPNR method (8)- (10) .
One step of the PPNR method (5)- (7) is equivalent to solving for ( , ) the primal-dual nonlinear system of equations (12)- (13) . Application of Newton's method for solving the system (12)-(13) leads to the primal-dual PPNR method. Such approach has proven to be efficient for the NR methods (see [3, 10] ). We expect that the primal-dual PPNR method will reduce the computational effort per step and at the same time improve the asymptotic convergence rate.
