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a b s t r a c t
Rank-width is a graph width parameter introduced by Oum and Seymour. It is known that
a class of graphs has bounded rank-width if, and only if, it has bounded clique-width, and
that the rank-width of G is less than or equal to its branch-width.
The n × n square grid, denoted by Gn,n, is a graph on the vertex set {1, 2, . . . , n} ×
{1, 2, . . . , n}, where a vertex (x, y) is connected by an edge to a vertex (x′, y′) if and only if
|x− x′| + |y− y′| = 1.
We prove that the rank-width of Gn,n is equal to n− 1, thus solving an open problem of
Oum.
© 2009 Elsevier B.V. All rights reserved.
1. Basic terminology
A cut in a graph G = (V , E) is a partition of its vertex set into two non-empty disjoint parts X and Y . The two sets X and
Y will be called the parts of the cut. A set of vertices is called (X, Y )-monochromatic if it is a subset of X or a subset of Y . If
the two sets X and Y are clear from the context, we speak simply of a ‘monochromatic’ set.
The adjacency matrix of a cut (X, Y ) is the 0-1 matrix whose rows are indexed by X , columns are indexed by Y , and the
entry in row i and column j is equal to 1 if and only if i and j are connected by an edge of G. The rank of a cut is the Z2-rank
of its adjacency matrix.
The rank-decomposition of a graph G is a ternary tree T whose leaves correspond bijectively to the vertices of G. Every
edge in the decomposition defines a cut, whose two parts correspond to the leaves of the two subtrees determined by the
edge. The width of the edge is the rank of the associated cut. The width of the decomposition is the maximum width of
its edges. An optimum decomposition of G is a rank-decomposition with the smallest possible width. The rank-width of G,
denoted by rwd(G), is the width of its optimum rank-decomposition.
Rank-width has been introduced by Oum and Seymour [1]. It is known that a family of graphs has bounded rank-width if
and only if it has bounded clique-width [1], and that the rank-width of a graph G does not exceed its branch-width [2]. This
makes rank-width a relevant graph parameter in the study of parametrized complexity. Furthermore, for any fixed k there
is an algorithm deciding whether a given graph G has rank-width at most k [3], in time O(|V (G)|3).
A summary of recent results on rank-width, as well as other related graph parameters, can be found in the survey by
Hliněný et al. [4].
Currently, there are few explicit graphs for which the value of rank-width is known exactly. While an upper bound for
rank-width of a given graph can be obtained by constructing an explicit rank-decomposition, obtaining a sharp lower bound
is typically a lotmore challenging. Themain contribution of this paper is a purely graph-theoreticmethod of obtaining sharp
lower bounds for rank-width for a family of graphs whose rank-width has not been previously known.
Let Gm,n denote the grid withm rows and n columns, defined as a graph on the vertex set {1, . . . ,m}× {1, . . . , n}, where
a vertex (x, y) is connected by an edge to (x′, y′) if and only if |x − x′| + |y − y′| = 1. We will call Gm,n the m × n grid. An
edge of Gm,n that connects two vertices in the same row will be called horizontal, while an edge connecting two vertices in
the same column is vertical.
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In this paper, we determine the rank-width of the n × n grid Gn,n, thus solving an open problem raised by Oum [5].
Previous results [6] have established the inequalities d2n/3e ≤ rwd(Gn,n) ≤ n−1. We close the gap by providing the lower
bound rwd(Gn,n) ≥ n− 1, thus proving the following main result.
Theorem 1. The grid Gn,n has rank-width equal to n− 1.
Throughout this paper, we let Vn denote the vertex set of Gn,n.
2. The proof
The basis of our approach is to estimate the rank of a cut (X, Y ) using the size of a matching with suitable properties.
To make this specific, we need more terminology. Let G be a graph, let (X, Y ) be a cut. An (X, Y )-edge is an edge of G that
connects a vertex in X to a vertex in Y . An (X, Y )-matching is a set of pairwise disjoint (X, Y )-edges. If the cut (X, Y ) is clear
from the context, we will use the term ‘cut-edge’ and ‘cut-matching’.
To an (X, Y )-matchingM , we associate an edge-adjacency graph AM , which is a directed graph whose vertices correspond
to the edges ofM , and if e = {x, y} and e′ = {x′, y′} are two distinct edges ofM such that x, x′ ∈ X and y, y′ ∈ Y then AM has
a directed edge from e to e′ if and only if y is adjacent to x′ in G. We say that a cut-matching is acyclic if its edge-adjacency
graph does not contain any directed cycle (not even a directed cycle of length two).
All our lower-bounds on ranks of cuts are based on the following lemma.
Lemma 2. The rank of a cut (X, Y ) in a graph G is greater than or equal to the size of the largest acyclic (X, Y )-matching.
Proof. LetM be an acyclic cut-matchingwith k edges, and let AM be its corresponding edge-adjacency graph. By assumption,
AM is a directed acyclic graph. This implies that the vertex set M of AM can be topologically sorted, i.e., the elements of M
can be arranged in to a sequence e1, e2, . . . , ek with the property that for any i > j, the edge-adjacency graph AM has no
directed arc from ei to ej.
The 2k vertices of G covered by the matching M then induce in the incidence matrix of (X, Y ) a k × k submatrix which
(after an appropriate reordering of rows and columns) has all the diagonal entries equal to 1, and all the entries above the
main diagonal equal to 0. This matrix is non-singular, showing that the rank of the cut is at least k. 
To prove our main result, we need to find sufficient conditions that guarantee that a cut has a large acyclic cut-matching.
The first step in this direction is the following lemma.
Lemma 3. Let G = Gm,n be a grid with m rows and n columns, and assume that m < n. Let (X, Y ) be a cut in G with the property
that no row of G is (X, Y )-monochromatic. Then G has an acyclic (X, Y )-matching of size m.
Proof. A horizontal cut-edge is called an XY -edge if its left vertex belongs to X and its right vertex belongs to Y . A YX-edge
is defined analogously. We say that two horizontal cut-edges e and e′ agree if both of them are XY -edges or both of them
are YX-edges. We say that a cut-edge e conflicts with a cut-edge e′ if the edge-incidence graph induced by these two edges
is a directed cycle of length two. Two horizontal edges conflict if and only if they disagree, they appear in adjacent rows and
they intersect the same pair of columns.
We will describe an algorithm that inductively constructs an (X, Y )-matching e1, . . . , em where the edge ei is either a
horizontal edge that belongs to row i of G, or it is a vertical edge that intersects the two rows i − 1 and i. Furthermore, the
algorithmwillmake sure that the edge ei never conflictswith ei−1. These properties alone ensure that the resultingmatching
will be acyclic: indeed, assume for contradiction that the edge-adjacency graph of such a matching has a directed cycle, and
let i be the smallest index such that e1, . . . , ei contain such a cycle in AM . If ei is a vertical edge, then the vertex of ei that
belongs to row i is not adjacent to any other edge of the matching, and if ei is horizontal, then the two vertices of eimay only
be adjacent to the edge ei−1, which by assumption does not conflict with ei. In both cases, we have a contradiction with the
existence of a directed cycle containing ei.
Before we describe the algorithm, let us introduce some more terminology: we say that a row of G is poor if it contains
only one horizontal cut-edge. A poor row is called an XY -row or a YX-row, depending on whether its unique cut-edge is an
XY -edge or a YX-edge. We say that a horizontal edge agrees with a poor row if it agrees with the single cut-edge in that row.
A row that is not poor is called rich. Note that every rich row contains both an XY -edge and a YX-edge.
Let r1, . . . , rm be the rows of G, in top-to-bottom order. We now define the edges e1, . . . , em by an inductive procedure.
For an arbitrary i ∈ [m], assume that e1, . . . , ei−1 have been already defined, and that each ej is either a horizontal cut-edge
in rj, or a vertical cut-edge in rj−1 ∪ rj. We define ei by the following rules, where we always apply the first rule of the list
whose assumptions are met.
(1) Let p ∈ {i+ 1, . . . ,m} be the smallest index of a poor row that lies below row i. If such p exists, then if possible, choose
ei to be a horizontal cut-edge in ri that does not conflict with ei−1 and that agrees with rp.
(2) Let p be defined in the same way as above. If such a p exists, we know that the row ri+1 has a cut-edge that agrees with
rp, because if ri+1 is poor, then p = i+ 1, and if ri+1 is rich, it has both an XY -edge and a YX-edge. Let f ′ be a horizontal
cut-edge of ri+1 that agrees with rp. If ri has a horizontal cut-edge that does not conflict with ei−1 and does not conflict
with f , then let ei be such an edge.
V. Jelínek / Discrete Applied Mathematics 158 (2010) 841–850 843
Fig. 1. Illustration of the proof of Lemma 3. The crosses represent the vertices of X , while the circles represent the vertices of Y . The solid segments
represent the edges chosen into the acyclic matching.
(3) Check whether there is a vertical cut-edge connecting ri−1 with ri and disjoint from ei−1, and if so, choose any such edge
to be ei.
(4) Let ei be any horizontal edge in ri that does not conflict with ei−1.
It remains to show that for every i = 1, . . . ,m at least one of the four rules above will be applicable. For contradiction,
assume that for some i ∈ [m], the edge ei cannot be chosen, and that e1, . . . , ei−1 have been successfully defined. Clearly,
ri must be a poor row, otherwise it would contain at least two cut-edges, and since at most one cut-edge may conflict with
ei−1, we would be able to apply the last rule. Without loss of generality, assume that ri is an XY -row.
Let j ∈ {1, . . . , i− 1} be the largest index of a poor row above ri. If such a poor row does not exist, then all the first i− 1
rows are rich, hence they all have a cut-edge agreeing with ri, and the first rule applies to all of them, and the cut-edge in ri
cannot conflict with ei−1. By a similar argument, we see that the poor row rj disagrees with ri, i.e., rj is a YX-row.
Let us now analyze the choice of the edges ej, ej+1, . . . , ei−1. We claim that all these edges were chosen by the last rule.
This is because if for a k ∈ {j, j+1, . . . , i−1} the edge ek was chosen by any of the first three rules, then rk+1 has an XY -edge
that does not conflict with ek, and this XY -edge should have been chosen by the algorithm as ek+1 by the first rule (or by
some other rule, if k+ 1 = i). Consequently, all the edges ek+1, . . . , ei−1 would be chosen by the first rule, and the cut-edge
in ri would not conflict with ei−1.
We may now conclude that for every k ∈ {j, . . . , i− 1} the following holds (see Fig. 1).
• The row rk+1 contains exactly one XY -edge, and this XY -edge conflicts with ek. Otherwise we could apply the first rule
(or any rule, if k = i− 1) to choose an edge ek+1 that agrees with ri.
• The row rk has exactly one YX-edge, and this edge is chosen for ek. Otherwise we could apply the second rule to choose
an edge ek that does not conflict with the XY -edge in the row rk+1.
• There are exactly two vertical cut-edges between rk and rk+1, and they both intersect ek, otherwise we could apply the
third rule to choose ek+1. Note that we know that the two vertical edges intersecting ek are really cut-edges, because rk+1
has an XY -edge conflicting with ek.
Since rj is a YX-row, it consists of ` vertices from Y followed by n− ` vertices from X , for some ` ∈ {1, . . . , n− 1}. If we
represent each vertex by the corresponding letter X or Y , then the row rj will be represented by the word Y `Xn−`. It follows
from the properties above that the row rj+1 is represented by the word Y `−1XYXn−`−1. However, since this row has only
one YX-edge, we know that either the prefix Y `−1 or the suffix Xn−`−1 must be empty, i.e., either ` = 1 or ` = n − 1. Let
us assume that ` = 1 (the other case is analogous). As we know, for k ∈ {j, . . . , i − 1}, the row rk has a unique YX-edge
appearing directly above the unique XY -edge of the row rk+1, and the two rows are equal in all the remaining columns. From
this, we deduce easily that for k ∈ {j, j + 1, . . . , i} the row rk has a unique vertex from the set Y , and this vertex is in the
column k− j+ 1. Since the number of columns is greater than the number of rows, we know that i− j < n− 1. Thus, the
row ri (represented by the word X i−jYXn−i+j−1) is not a poor row, a contradiction. 
Corollary 4. Let (X, Y ) be a cut in G = Gn,n such that at most one row of G is (X, Y )-monochromatic. Then the cut (X, Y ) has
an acyclic matching of size n− 1.
Proof. By removing a single row from G, we may obtain two rectangular grids (one of them may be empty) that together
have n − 1 rows, and none of these rows is monochromatic. Applying Lemma 3 to each of these grids, we obtain two
acyclic matchings that have together n− 1 edges. The union of these twomatchings is easily seen to be an acyclic matching
in G. 
Of course, the corollary above holds even when ‘row’ in the statement is replaced with ‘column’.
Let us now discuss how Corollary 4 can be applied to obtain a lower bound on the rank-width of Gn,n.
844 V. Jelínek / Discrete Applied Mathematics 158 (2010) 841–850
Let T be an optimum rank-decomposition of Gn,n. Each edge of T determines a cut (X, Y ). If the cut has at most one
monochromatic row, or at most one monochromatic column, then its rank is at least n − 1 by Corollary 4, hence the rank-
width of Gn,n is at least n− 1 as well, and we are done.
Assume now, that for every edge, the corresponding cut (X, Y ) has at least two monochromatic rows as well as at least
two monochromatic columns. Necessarily, all the monochromatic rows and columns then belong to the same part of the
cut. This motivates the following definition.
Definition 5. Let X be a set of vertices of Gn,n. We say that X is large if X contains the union of two rows and two columns
of Gn,n.
Clearly, at most one part of a cut can be large. On the other hand, by Corollary 4, a cut with no large part has rank at least
n− 1.
Let T be again an optimum rank-decomposition ofGn,n. Assume that every edge of T determines a cut that has a large part.
Let (X, Y ) be the cut corresponding to an edge η of T . Wewill turn η into a directed edge pointing towards the component of
T − η whose leaves form the large set. Each edge of T has a well defined direction. Since T is a tree, it has no directed cycle,
hence it must contain a vertex v of outdegree 0. Such a vertex cannot be a leaf, since a singleton set is never large. The three
components of T − v determine a partition of Vn into three disjoint sets X , Y and Z , with the property that the union of each
two of these sets is a large set. Thus, to prove Theorem 1, it suffices to prove the following proposition, which implies that
at least one edge adjacent to v has width at least n− 1.
Proposition 6. Assume that the vertex set of Gn,n is partitioned into three nonempty disjoint sets X, Y , Z, and that the union of
any two of these sets is a large set. Then at least one of the three cuts (X, Y ∪Z), (Y , X ∪Z) and (Z, X ∪Y ) has an acyclic matching
of size at least n− 1.
The rest of this paper is devoted to the proof of Proposition 6.
Let us first introduce some necessary notation. For a setW ⊆ Vn, let Gn,n[W ] denote the subgraph of Gn,n induced byW .
A matching whose edges all belong to the cut (W , Vn \W )will be called a matching adjacent to W .
Our proof of Proposition 6 proceeds by contradiction. Assume that we are given three sets X , Y and Z satisfying the
assumptions of Proposition 6, and that none of the three sets has an adjacent acyclic matching of size n− 1. From now on,
the three sets X, Y , Z will be called parts, and we will use the term cut-edge to refer to any edge whose endpoints belong to
two distinct parts.
Wewill also use the term component of Gn,n to refer to a connected component of any of the three graphs Gn,n[X], Gn,n[Y ]
or Gn,n[Z]. Among all possible counterexamples to Proposition 6, let us choose a counterexample X, Y , Z with the smallest
number of components.
Claim 7. In aminimal counterexample described above, all the three graphs Gn,n[X∪Y ],Gn,n[X∪Z] andGn,n[Y∪Z] are connected.
Proof. Let us prove the lemma for Gn,n[X ∪ Y ]. Since X ∪ Y is large, Gn,n[X ∪ Y ]must have a (unique) connected component
whose vertex set is large. Assume for contradiction that Gn,n[X ∪ Y ] has another connected component C . Let us remove all
the vertices of C from the sets X, Y and add them to Z . Let XNEW, YNEW, and ZNEW denote the sets obtained from X , Y and Z
by this modification.
It is easy to see that the three new sets still satisfy the assumptions of Proposition 6. Furthermore, any acyclic matching
adjacent to XNEW, YNEW or ZNEW is also an acyclicmatching adjacent to X , Y or Z . Thus (XNEW, YNEW, ZNEW) is a counterexample
to Proposition 6. Moreover, (XNEW, YNEW, ZNEW) has fewer components than (X, Y , Z). To see this, note that any two vertices
belonging to the same component of (X, Y , Z) belong to the same component of (XNEW, YNEW, ZNEW), and any vertex of
C ⊂ X ∪ Y belongs to the same component of Gn,n[ZNEW] as all the vertices of Z that are adjacent to C . This contradicts the
minimality of (X, Y , Z). 
Before we proceed with the proof of Proposition 6, let us introduce some useful terminology. The four vertices of degree
2 in Gn,n will be called corners. The components containing the corners will be called corner components. Notice that no two
corners can belong to the same component, because the complement of every component must be a large set. We will draw
the graph Gn,n in the plane in the natural way, with the vertex (a, b) drawn as the point with Cartesian coordinates (a, b),
and the edges drawn as horizontal or vertical unit segments. Thus, the vertex (1, 1) is the bottom-left corner, and (n, 1) is
the bottom-right corner.
For i ∈ {2, . . . , 2n}, let Di be the set {(a, b) ∈ Vn: a + b = i}. We will call Di the ith decreasing diagonal. Similarly, for
i ∈ {1− n, . . . , 0, . . . , n− 1}we define the ith increasing diagonal Ii = {(a, b) ∈ Vn: a− b = i}.
Let vx, vp, vy and vq be the four corner vertices (1, 1), (1, n), (n, 1) and (n, n), and let Cx, Cp, Cy and Cq be the
corresponding corner components.
The proof of Proposition 6 relies heavily on a combination of two key lemmas: Lemmas 8 and 12. Each of these two
lemmas provides a sufficient condition for the existence of a large acyclic matching adjacent to one of the three parts
(X, Y , Z). To prove Proposition 6, wewill analyze the situation when the sets X , Y and Z do not satisfy any of these sufficient
conditions, and we will show that even in such case we are able to construct a large acyclic matching adjacent to one of the
three parts. The details of this analysis are presented at the end of this paper.
Let us now state and prove the first key lemma of our analysis.
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Lemma 8. Let X, Y , Z be a partition of Vn, such that the union of any two parts is large and induces a connected subgraph of
Gn,n. Let P be a path in Gn,n that connects the vertex vx to the vertex vq. Let d1 and d2 be two vertices of P (we will call them
‘‘defects’’), and assume that the following conditions hold:
• All the vertices of P, except possibly the two defects, belong to X ∪ Y .
• No vertices of P, except possibly the two defects, belong to Cp∪Cy. In other words, the path P connects two diagonally opposite
corners, while avoiding (up to the defects) the remaining two corner components.
Under these assumptions, at least one of the two sets X, Y has an adjacent acyclic matching of size n− 1.
Proof. Let us first make some basic topological observations. Let S be the square {(x, y): 1 ≤ x, y ≤ n}. Let C ⊂ S be a
continuous self-avoiding curve in S that connects the point (1, 1)with the point (n, n). The curve separates S \ C into two
(not necessarily connected) regions: the upper region (which is adjacent to the left and the upper boundary of S) and the
lower region (adjacent to the bottom and right boundary of S). Similar decomposition is obtained for a curve connecting
(1, n) with (n, 1), where the upper region is adjacent to the upper boundary and right boundary. Any curve inside S that
connects a point in the upper region of C with a point in the lower region must intersect C.
Let P be a path in Gn,n from vx to vq. In our fixed drawing of Gn,n, P corresponds to a self-avoiding continuous curve in
S. Thus, we may speak of upper region and lower region of P . Note that any two vertices u, v ∈ Vn that belong to the same
interior face of Gn,n and do not belong to P must belong to the same region of P , because they can be joined by a curve drawn
inside the face that does not intersect P .
Assume that there is a path P satisfying the assumptions of the lemma, and let P be chosen as short as possible. Let us
direct the edges of P , such that the whole path is directed from vx to vq. Thus, every interior vertex of P has an incoming
edge and an outgoing edge. We say that an edge of P is bad if it is directed right-to-left or top-to-bottom, and we say that a
vertex of P is bad if it is incident to a bad edge, otherwise it is good. Note that the two vertices vx and vq are always good.
We claim that P has at least 2n− 1 good vertices. To see this, consider, for every i = 2, . . . , 2n, the decreasing diagonal
Di = {(a, b) ∈ Vn: a + b = i}. We will prove that every such diagonal has at least one good vertex of P . This is clear for
i = 2n, so assume that i < 2n. Note that P must contain at least one vertex in Di that is connected to a vertex in Di+1 by an
edge of P . It is easy to see that the first such vertex of P is a good vertex.
Since P has (at most) two defects, there are at least 2n− 3 good non-defect vertices, and these 2n− 3 vertices belong to
X ∪ Y . Without loss of generality, at least n−1 of these vertices belong to X . LetW ⊂ X be the set of all the good non-defect
vertices belonging to X . To every vertex w ∈ W , we will associate a cut-edge ew in such a way that {ew:w ∈ W }will be an
acyclic matching adjacent to X .
Note that the set Cp∪Cy ∪ Y ∪ Z induces a connected subgraph of Gn,n, since the graph Gn,n[Y ∪ Z] is connected by
assumption, and each corner component either belongs to Y ∪ Z or is adjacent to some vertex of Y ∪ Z . Let Q be any path
in this connected subgraph that connects vp with vy. Observe that Q is disjoint from W , since the vertices of Q belong to
Cp∪Cy ∪ Y ∪ Z , while W ⊆ X \ (Cp∪Cy). Let us partition the set W into two parts W1 and W2, where the vertices of W1
belong to the lower region of Q and the vertices ofW2 belong to the upper region of Q .
We will now explain how to construct the required acyclic matching. Fix a vertexw ∈ W1. Sincew is a good vertex of P ,
the edge of P going out ofw is directed towards the top or towards the right. If the outgoing edge goes towards the right, we
determine ew by the following procedure, which we simply call search towards the top: to find ew , we walk fromw towards
the top, staying in the same column, until we reach the first vertex that does not belong to X (see Fig. 2). The edge connecting
this vertex to the vertex directly below it is the required cut-edge ew . An edge found by a search towards the top will be
called a top edge.
If the edge of P going out ofw ∈ W1 is directed towards the top, we determine ew by the search towards the right, which
is analogous to the search towards the top described above.
For a vertexw ∈ W2, the procedure is symmetric. If the incoming edge ofw is directed towards the top (i.e., P arrives to
w from the bottom), we determine ew by search towards the left, and if the incoming edge is directed towards the right, we
search towards the bottom.
Note that the search for ew must succeed. For instance, if we search fromw towards the top and fail to find an appropriate
edge ew , then all the vertices above w must belong to X . However, at least one of these vertices must belong to the path Q ,
since w is in the lower region with respect to Q . The only vertices from Q ∩ X must belong to Cp∪Cy, which shows that w
belongs to one of these two corner components, contradicting our assumptions about P .
Note also, that none of the vertices that were visited during the search for ew (except for w itself) belongs to the path
P , otherwise we could shorten P by taking a shortcut through these visited vertices, contradicting the minimality of P . This
means that all the vertices (except for w) visited during the search towards the top or towards the left belong to the upper
region of P , while the vertices visited during the search towards the right or towards the bottom are in the lower region of
P . We also know that none of the vertices visited during the search belongs to the path Q , except possibly the last one. Thus,
the vertices from X visited during the search towards the top or towards the right belong to the lower region of Q , while
those visited during the search towards the left or towards the bottom belong to the upper region of Q .
In this way, we associate with every w ∈ W a cut-edge ew adjacent to X . Since the vertices visited during the search for
ew do not belong to P , we know that different vertices v,w ∈ W yield different edges ev 6= ew . Define M = {ew:w ∈ W }.
We now know that |M| ≥ n− 1.
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Fig. 2. The search towards the top.
Let us argue that no two different edges ev, ew ∈ M have a common vertex. The rules defining the edges of M are
symmetric with respect to diagonal transpositions, sowe lose no generality by assuming that ev is a top edge. If ew is another
top edge, we already know that the two edges cannot coincide, hence they must be disjoint. If ew is a bottom edge or a right
edge, we know that ew belongs to the bottom region of P , except possibly for the vertexw. Sincew 6= v, and since ev belongs
to the top region of P (except possibly for the vertex v), the two edges are disjoint. Assume now that ew is a left edge. If ew
and ev intersect, then all the three vertices of ev ∪ ew must belong to the same interior face of Gn,n. We know that at least
one vertex of ev belongs to the bottom region of Q , while at least one vertex of ew belongs to the top region of Q . However,
as pointed out earlier, two vertices of the same interior face cannot belong to different regions of a path.
We now know that M is a matching adjacent to X . It remains to show that M is acyclic. For contradiction, assume that
the adjacency graph AM of the matching has a directed cycle. Let C be the shortest directed cycle in AM , let k be the length
of C .
Let us first show that k > 2. For contradiction, assume that M has two edges ev, ew of opposite directions that form a
cycle of length two in AM . Without loss of generality, ev is a top edge and ew is a bottom edge. Then ev ∪ ew is the vertex set
of an interior face, while at least one vertex of ev is in the top region of P and at least one vertex of ew is in the bottom region
of P . This is a contradiction.
Assume now that k > 2, and let {e1, e2, . . . , ek} ⊆ M be the set of edges that form the cycle C , labeled in the cyclic order
in which they appear on C . Let us write ei = {xi, yi}, where xi ∈ X and yi ∈ Y ∪ Z . We know that for every i = 1, . . . , k, the
graphGn,n has an edge {yi, xi+1} (the indices fromnowon are takenmodulo kwhenever appropriate). From theminimality of
C , we know that yi is not adjacent in Gn,n to any other vertex xj, j 6∈ {i, i+1}. The set of edges {{xi, yi}, {yi, xi+1}: i ∈ [k]} is the
edge set of a cycle C∗ in Gn,n. Let us orient the edges of C∗ from xi to yi and from yi to xi+1. Assume without loss of generality
that the resulting directed cycle is oriented clockwise in our drawing of Gn,n (if not, transpose the whole configuration along
the main diagonal to obtain a clockwise cycle).
Let ` be the leftmost column of Gn,n intersected by C∗. The column ` must contain a pair of vertices {xi, yi}, for some
i ∈ [k], otherwise AM would contain a directed circle of length two. We know that xi is below yi, because C∗ is oriented
clockwise.
Consider the position of yi−1. If yi−1 is below xi, then xi must belong to the path P . The vertex yi−1 cannot belong to P . It
must belong to the bottom region of P , because P leaves xi to the right. This is impossible, because yi−1 belongs to a top edge
or to a left edge, and must therefore belong to the upper region of P . We conclude that yi−1 cannot be below xi, therefore it
must be to the right of xi.
Next, consider the vertex xi+1. Assume it is above yi. Since yi must belong to the upper region of P , ei+1 cannot be a right
edge or a bottom edge, because then yi+1 would be in the bottom region of P , and yet in the same interior face as yi. It is also
clear the ei+1 is not a left edge, by the choice of column `. Thus ei+1 is a top edge. It follows that xi+1 belongs to P , but this
also contradicts the fact that yi is in the upper region of P . Thus, xi+1 is to the right of yi, which makes xi+1 adjacent to yi−1
and contradicts the minimality of C .
This shows thatM is an acyclic matching and the lemma is proved. 
The following simple criterion will be helpful in proving acyclicity of cut-matchings.
Lemma 9. Let W ⊆ Vn be a set of vertices, and let M be a matching adjacent to W. If the edge-adjacency graph AM has no
directed cycle of length two, and if all the vertical edges in M have a vertex of W below a vertex from Vn \W, then M is acyclic.
V. Jelínek / Discrete Applied Mathematics 158 (2010) 841–850 847
Fig. 3. Illustration of the proof of Lemma 11.
Proof. Assume for contradiction that the edge-adjacency graph AM has a directed cycle C of length k > 2, whose vertices
are the edges {e1, . . . , ek} ⊆ M , indexed in such a way that the edge-adjacency graph has an arc from ei to ei+1 for every
i ∈ {1, . . . , k} (we evaluate the indices modulo k whenever appropriate). Let us write ei = {xi, yi} with xi ∈ W and
yi ∈ Vn \W .
Let C∗ be a cycle in Gn,n of length 2k formed by the edges {xi, yi} and {yi, xi+1}, for i ∈ {1, 2, . . . , k}. Let us direct these
edges from xi to yi and from yi to xi+1, so that C∗ becomes a directed cycle. Assume without loss of generality that C∗ is
directed clockwise in our fixed drawing of Gn,n.
Let c be the rightmost column of Gn,n intersected by C∗. Since AM has no cycle of length two, we may easily see that c
must contain at least one vertical edge of M ∩ C∗. Since C∗ is directed clockwise, this edge must be directed towards the
bottom, which means that it has a vertex fromW at the top, contradicting our assumptions aboutM . 
We will now prove another sufficient condition for the existence of a large acyclic matching in (X, Y , Z). For this, we
need the following definition.
Definition 10. For a corner component C ∈ {Cx, Cq} the height of C is the number of decreasing diagonals intersected by
C . For a corner component C ∈ {Cp, Cy}, the height of C is defined as the number of increasing diagonals that intersect C .
The notion of height is motivated by the following Lemma.
Lemma 11. A corner component C of height k is adjacent to an acyclic matching of size k.
Proof. Let us prove the lemma for the component Cx, the other cases are symmetric. The argument is illustrated on Fig. 3.
Assume that Cx has height k, i.e., it intersects k decreasing diagonals D2,D3, . . . ,Dk+1. Fix a vertex (a, b) ∈ Dk+1 ∩ Cx. For
each i = 1, . . . , a, let xi be the topmost vertex of Cx in column i. Note that xi does not belong to the topmost row of Gn,n,
because the complement of Cx is a large set. Let yi be the vertex directly above xi, and let ei be the cut-edge {xi, yi}.
Similarly, for j = 1, . . . , b − 1, let x′j be the rightmost vertex in row j belonging to Cx, let y′j be the vertex to the right of
x′j , and let e
′
j be the edge connecting these two vertices. DefineM = {e1, . . . , ea, e′1, . . . , e′b−1}.
Clearly |M| = a + b − 1 = k. Let us show that the edges in M are disjoint. Assume that ei intersects e′j in a vertex
v = (i, j). By construction, none of the vertices above v and none of the vertices to the right of v belong to Cx. Since the
vertex (a, b) is to the right and above v, it can not belong to the same component as vx, contradicting our assumptions. Thus,
M is a matching adjacent to Cx. Since in each edge of M , the vertex from Cx appears either as the bottom vertex or as the
left vertex of the edge, we may apply Lemma 9 to conclude thatM is acyclic. 
The following lemma is an easy consequence of Lemma 11.
Lemma 12. Let (X, Y , Z) be a partition of Vn satisfying the assumptions of Proposition 6. Let C and C ′ be two distinct corner
components which are both subsets of the same part. Let h be the height of C and let h′ be the height of C ′. Then there is an acyclic
matching of size h+ h′ adjacent to C ∪ C ′.
Proof. Assume without loss of generality that C and C ′ are subsets of X . By Lemma 11, there is an acyclic matching M of
size h adjacent to C , and an acyclic matchingM ′ of size h′ adjacent to C ′. Since Y ∪ Z is a large set, the shortest path from a
vertex in C to a vertex in C ′ has at least three edges. It follows that no edge from the matching M may share a vertex with
an edge fromM ′. Moreover, in the edge-adjacency graph ofM ∪M ′, there can be no edge-adjacency between an edge from
M and an edge fromM ′. In particular,M ∪M ′ is an acyclic matching of size h+ h′. 
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Fig. 4. The construction of an acyclic matching in a configuration of type T =
(
X X
Y Z
)
.
We now have all the necessary ingredients to prove Proposition 6. Recall that our goal is to prove that at least one of the
three parts X, Y and Z has an adjacent acyclic matching of size n− 1. For the sake of contradiction, we assume that none of
the three parts is adjacent to such a matching.
For a vertex (a, b) ∈ Vn, let χ(a, b) ∈ {X, Y , Z} be the part containing (a, b). We will now distinguish several cases,
depending on the parts containing the four corner vertices. For convenience, we will represent the parts of the four corners
by a matrix T =
(
χ(vp) χ(vq)
χ(vx) χ(vy)
)
.
In the rest of the proof, we will distinguish the following three main cases:
(1) Each of the three parts X , Y , and Z contains at least one corner component. Furthermore, the two corner components
that belong to the same part are diagonally opposite. Without loss of generality, we may then assume that the matrix T
has the form T =
(
X Z
Y X
)
.
(2) Each of the three parts X , Y , and Z contains at least one corner component, and the two corner components belonging
to the same part are not diagonally opposite. Without loss of generality, we may then write T =
(
X X
Y Z
)
.
(3) At least one of the three parts does not contain any corner component. Without loss of generality, we may then assume
that all the corner components belong to X ∪ Y .
Let us now deal separately with the three cases outlined above.
The case T =
(
X Z
Y X
)
. Since the graph Gn,n[Y ∪ Z] is connected by Claim 7, it contains a path P from vx to vq. This path P
clearly satisfies the assumptions of Lemma 8. Thus, by Lemma 8, there is an acyclic matching of size n− 1 adjacent with Y
or with Z .
The case T =
(
X X
Y Z
)
. In this case, the argument is more complicated. The sum of heights of Cp and Cq is at most n− 2,
otherwise we could find an acyclic matching of size n−1 adjacent to X using Lemma 12. Thus, without loss of generality, we
may assume that Cq has height not exceeding b(n− 2)/2c. In particular, no vertex (a, b) ∈ Vn with min{a, b} ≤ (n+ 1)/2
belongs to Cq.
If there is a path P from vp to vy that avoids Cq and has at most two vertices from Y , we may apply Lemma 8 and we are
done. Assume now that there is no such path. In such case, we will prove that there is a large acyclic matching adjacent to
Y . The construction is illustrated on Fig. 4. Let R be a path in Gn,n[X ∪ Z] that connects vp with vq, and let R′ be a path of
Gn,n[X ∪ Z] that connects vy with vq. These paths exist, because Gn,n[X ∪ Z] is connected. Let us choose the two paths in
such a way that they have as few vertices outside of Cq as possible. In particular, as soon as any of the two paths enters into
Cq, it remains in Cq until it reaches vq.
Note that the two paths cannot intersect outside of Cq, otherwise we could find a path from vp to vy in (X ∪ Z) \ Cq,
which we assumed does not exist.
We define, for every i = 1, . . . , b(n+ 1)/2c, an auxiliary path
Qi = (i, n), (i, n− 1), . . . , (i, i+ 1), (i, i), (i+ 1, i), (i+ 2, i), . . . , (n− 1, i), (n, i).
Note that Qi avoids Cq, and that both R and R′ intersect Qi. We define a pair of paths Pi and P ′i : the path Pi starts in vp and
follows R, until it first reaches Qi. It then follows Qi in the direction towards (n, i), until it reaches the first vertex of Y .
Similarly, P ′i starts in vy, follows R′, then follows Qi towards (i, n) until it reaches a vertex of Y . Note that both these paths
must eventually reach a vertex of Y , otherwise they would meet, forming a path in Gn,n[X ∪ Z \ Cq] from vp to vy. The
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existence of such a path would again contradict our assumption that there is no path from vp to vy avoiding Cq and having
at most two vertices from Y .
Let ei be the last edge of Pi and e′i the last edge of P
′
i . These two edges are cut-edges adjacent to Y . Note that these two
edges both belong to the path Qi. Note also that the vertex of ei that belongs to Y is either the bottom vertex of ei (if ei is a
vertical edge) or the right vertex of ei (if ei is horizontal). Similarly, the vertex of e′i belonging to Y is either the top vertex or
the left vertex of e′i .
LetM = {ei: 1 ≤ i ≤ b(n+ 1)/2c} andM ′ = {e′i: 1 ≤ i ≤ b(n+ 1)/2c}. We claim thatM ∪M ′ is an acyclic matching. To
see this, note first that an edge ei ∈ M cannot intersect an edge e′j ∈ M ′, otherwise the union of Pi and P ′j would form a single
path from vp to vywith at most one vertex from Y , which would again contradict our assumptions. For the same reason, the
edge-adjacency graph of the matchingM ∪M ′ has no arc between ei and e′j . It thus suffices to check that bothM andM ′ are
acyclic matchings, which follows from Lemma 9. Since |M ∪M ′| ≥ 2b(n+ 1)/2c ≥ n, this completes the case T =
(
X X
Y Z
)
.
The case when all corners belong to X ∪ Y . It remains to deal with the most complicated case, when all the four corners
belong to at most two distinct parts X and Y . Let us say that two corner components C and C ′ are linked if Gn,n[X ∪ Y ] has a
path that connects C to C ′ and avoids the remaining two corner components. We say that C and C ′ are almost linked if Gn,n
has a path between C and C ′ that avoids the remaining two corner components and has at most one vertex from Z .
If any two diagonally opposite corners are almost linked, then we are done by Lemma 8. Assume now that this is not the
case. Since Gn,n[X ∪ Y ] is connected, at least three pairs of corners must be linked. Assume without loss of generality that
all the non-diagonal pairs except possibly the bottom pair (Cx, Cy) are linked. We distinguish two subcases, depending on
whether (Cx, Cy) is almost linked or not.
First subcase: the pair (Cx, Cy) is not almost linked. Let P be a path in Gn,n[X ∪ Y ] from vx to vp that avoids Cy ∪ Cq. Such
a path exists, since Cx and Cp are linked. Choose P in such a way that it has as few vertices outside of Cx∪Cp as possible. Let
P ′ be a path that links Cy to Cq, chosen analogously to P . The two paths P and P ′ are disjoint, and no vertex of P may belong
to the same component as a vertex of P ′, otherwise we could find a link between diagonally opposite corners.
For every row i = 1, . . . , n let vi be the leftmost vertex of P that belongs to row i, and let v′i be the rightmost vertex of
P ′ in row i. Note that vi is to the left of v′i . LetW0 = {v1, . . . , vn} andW ′0 = {v′1, . . . , v′n}. Assume without loss of generality
that at least n vertices inW0∪W ′0 belong to X and writeW = W0∩X andW ′ = W ′0∩X . We now create an acyclic matching
of size |W ∪W ′| adjacent to X . For each vertex vi ∈ W let ei be the leftmost horizontal cut-edge in row i to the right of vi.
Note that such a cut-edge must exist, otherwise vi and v′i would belong to the same component. As we pointed out at the
end of the previous paragraph, no vertex of P may belong to the same component as a vertex of P ′.
Symmetrically, for v′i ∈ W ′, let e′j be the rightmost horizontal cut-edge in row j to the left of v′j . LetM = {ei: vi ∈ W } and
M ′ = {e′j: v′j ∈ W ′}.
We claim thatM ∪ M ′ is an acyclic matching. To see this, it suffices to prove that any two edges ei ∈ M and e′j ∈ M ′ are
disjoint and non-adjacent in the edge-adjacency graph of M ∪ M ′. If vi ∈ Cp and v′j ∈ Cq then the claim follows from the
fact that Y ∪ Z is large, and hence there are at least two columns separating Cp from Cq. If, on the other hand, vi 6∈ Cp, then
an adjacency or an intersection of ei and e′j implies that Cx is almost linked to either Cy or Cq, which is impossible. If vi ∈ Cp
and v′j 6∈ Cqwe get a contradiction in the same way. Since bothM andM ′ are clearly acyclic matchings,M ∪M ′ is an acyclic
matching of size n adjacent to X . This completes the first subcase.
Second subcase: the pair (Cx, Cy) is almost linked. For a corner component C , let h(C) be the height of C . We claim that
either h(Cx) + h(Cq) < n − 1 or h(Cp) + h(Cy) < n − 1. If there are two diagonally opposite corners that belong to the
same part, then this claim follows directly from Lemma 12. If each two diagonally opposite corners belong to distinct parts,
then there are two corners belonging to X and two corners belonging to Y . From Lemma 12, we deduce that the sum of the
heights of the four corner components is atmost 2n−4. Thus, theremust be a pair of diagonally opposite corner components
whose heights have sum at most n− 2.
Without loss of generality, assume that h(Cp) + h(Cy) ≤ n − 2. Assume, furthermore, that every path from vx to vq
that avoids Cp∪Cy has at least three vertices from Z , otherwise we may apply Lemma 8. Our aim now will be to find a large
acyclic matching adjacent to Z . Similarly to the second case, we will do this by constructing a collection P1, . . . , Pb(n+1)/2c
of paths that connect vx with a vertex of Z , and taking the last edge of each Pi as a matching edge ei. Then, we construct
a similar collection of matching edges e′i from paths starting in vq and prove that the whole collection of edges forms an
acyclic matching adjacent to Z .
Let us describe the construction in detail (see Fig. 5). LetR1 be a path inGn,n[X∪Y ] that connects vx to vp and avoidsCy∪Cq.
Let R2 be a path in Gn,n from vx to vy that avoids Cp∪Cq and has at most one vertex in Z (recall that Cx and Cy are almost
linked). Choose R1 and R2 to have as few vertices outside the corner components as possible. Let z be the vertex in Z ∩ R2; if
Z ∩R2 is empty, define z to be any vertex of R2. Symmetrically, we define R′1 and R′2 to be the paths in Gn,n[X ∪Y ] connecting
vq to vp and vy respectively, subject to the same minimality assumptions. No two of these four paths may intersect outside
of the four corner components, since this would imply that a pair of diagonally opposite corner components is almost linked.
Let us say that an increasing diagonal is free if it does not intersect Cp∪Cy. Recall that at least n+1 increasing diagonals are
free, sincewe assumed that h(Cp)+h(Cy) ≤ n−2. Note that any two adjacent free diagonals induce a path that avoidsCp∪Cy,
and that every free diagonal is intersected by R1 or by R2. Let us match the free diagonals into at least b(n + 1)/2c disjoint
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Fig. 5. Construction of the acyclic matching when all corner components belong to X ∪ Y (second subcase).
pairs of adjacent diagonals. If the number of free diagonals is odd, one of them will be unmatched. Let Q1, . . . ,Qb(n+1)/2c be
the paths induced by the matched pairs of diagonals.
For every i ∈ {1, . . . , b(n + 1)/2c}, we define a path Pi in the following way: first, we follow either R1 or R2, whichever
leads to Qi, until we reach a vertex from Qi. From this point on, we follow Qi (in the increasing direction) until we reach
the first vertex of Z . We then define the edge ei to be the last edge of Pi. As a special exception, if the last vertex of Pi is the
vertex z defined above, we leave ei undefined. If ei is defined, it is a subset of Qi, hence all the edges we defined in this way
are disjoint. Furthermore, the vertex of ei that belongs to Z is either the top vertex or the right vertex of ei. Let M be the
matching consisting of all the edges ei defined this way. By Lemma 9,M is acyclic.
Symmetrically, we define the path P ′j , by following either R
′
1 or R
′
2 until we reach Qj, and then following Qj downwards,
until we reach a vertex from Z . Let e′j be the last edge of P
′
j , and let M
′ be the acyclic matching of all the edges e′j , for
j = 1, . . . , b(n+ 1)/2c.
We claim that no two edges ei ∈ M and e′j ∈ M ′ intersect or induce an arc in the edge-adjacency graph ofM ∪M ′. If this
were the case, then the union of the two paths Pi and P ′j would form a single path P from vx to vqwith at most two vertices
from Z (one of them being the vertex z, the other resulting from the intersection or adjacency of the two edges) and we
could apply Lemma 8 to this path.
We conclude thatM ∪M ′ is an acyclic matching adjacent to Z . Since |M ∪M ′| ≥ 2b(n+1)/2c−1 ≥ n−1, Proposition 6
is proved.
This completes the proof of Theorem 1. 
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