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Tato  práce  se  zabývá  problémem  efektivního  směrování  a  klasifikací  dat  v  počítačových  sitích, 
konkrétně  vyhledáním  nejdelšího  shodného  prefixu  pro  síťový  protokol  verze  6.  Jsou  vybrány 
algoritmy Binary Trie, Level Compressed Trie, Lulea Compressed Trie a Binary Search on Intervals, 
které  jsou  nejdříve  popsány  a  poté  testovány  s  cílem  najít  nejvhodnější  algoritmus  z  hlediska 
pamětových nároků a rychlosti vyhledání.
Abstract
This  thesis  deals  with  the  problem  of  an  efective  routing  and  a  data  clasification  in  computer 
networks, in particular searching for the longest prefix match for the internet protocol of version 6. 
First the algorithm, Binary Trie, Level Compressed Trie, Lulea Compressed Trie and Binary Search 
on Intervals, are described and then tested to find the the most suitable algorithm from the viewpoint 
of memory requirements and the speed of the searching.
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“Jsem tak  rychlý,  že  jsem  včera  večer  zvládnul  zhasnout  světla  hotelového  pokoje  a  být  
v posteli dřív než byla tma.”
Muhammad Ali
Žijeme v době zrychlujícího se životního stylu. Od všech a od všeho požadujeme stále větší rychlost. 
Nejinak je tomu i  v internetových sítích.  Abychom mohli  mezi  sebou komunikovat,  potřebujeme 
posílat pakety po síti. O jejich doručení na správné místo rozhodují směrovače. Jejich primární funkcí 
je přeposílat pakety dál k jejich cíli. Aby toho dosáhly, musí směrovače rozhodnout, kam paket dál  
poslat. Informace o správné cestě je uložena ve směrovací tabulce. Jako klíč k této tabulce slouží  
informace z paketu,  IP adresa cíle.  Operace vyhledání  se pak nazývá address lookup.  Jakmile je 
zjištěna adresa dalšího routeru, může se paket odeslat dál.
Z pohledu dnešních univerzálních procesorů, které se jeví jako nedostačující pro problém 
klasifikace  paketů,  se  jako  lepší  řešení  nabízí  hardwarově  orientovaná  zařízení  (směrovače  
a firewally). Ta jsou schopna urychlit proces směrování a klasifikace paketů. K dosažení ještě většího  
výkonu je třeba zvolit i vhodný sofistikovaný algoritmus, který dokáže optimálně pracovat s paměti a 
současně je jeho operace lookup dostatečně rychlá na to, aby byla schopna splnit požadavky dnešní 
kominikace v internetových síti.
Této problematice efektivního a rychlého vyhledávání ve směrovací tabulce se bude věnovat 
tato bakalářská práce. Konkrétně půjde o LPM, vyhledání nejdelšího shodného prefixu pro síťový 
protokol  verze  6,  který  je  nástupcem  protokolu  verze  4.  Přechod  na  novou  verzi  protokolu  je  
nevyhnutelný,  kvůli  vyčerpání  adres  jeho  předchůdce.  A  proto  je  nutné  prozkoumat  chování 
algoritmů LPM pracujících s delšími adresami IPv6.
Práce  je  rozdělena  do  šesti  kapitol.  První  tři  kapitoly  se  zabývají  teoretickým rozborem 
problému, architektuře sítí, síťovými protokoly verze 4 a 6 a vybranými algoritmy LPM. Ve zbylých 
kapitolách  je  popsán  objektový  návrh  systému,  testování  jednotlivých  algoritmů  LPM  a  jejich 
srovnání  mezi  sebou.  Na  závěr  jsou  pak  shrnuty  dosažené  výsledky  a  možnosti  jednotlivých 
algoritmů.
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2 Architektura TCP/IP a síťové 
protokoly
Tato  kapitola  shrnuje  úvod  do  počítačových  sítí,  popisuje  jednotlivé  modely  postavené 
na protokolech TCP/IP a zabývá se síťovými protokoly IPv4 a IPv6. Jejich správné pochopení je 
základem pro budoucí práci se sítěmi. Nejvíce se tyto znalosti uplatňují při správě a odhalovaní chyb 
na síti, kdy je nutné vědět, na které vrstvě došlo k problému. K tomu je také podstatné znát, s jakými  
protokoly se pracuje.
2.1 Architektura TCP/IP
Architektura sítí [4] může být rozdělena do třech základních částí, které jsou potřeba od sebe odlišit:
1. technologie pro přenos signálu
2. vrstvu pro zajištění spolehlivého přenosu
3. aplikační vrstvu, která poskytuje služby uživateli
Dnes se nejvíce používají modely ISO/OSI  [5], které slouží jako referenční model  a  model 
TCP/IP [4], který se stal standardem internetu a je implementován jako přenosová vrstva většiny sítí. 
Rozdíl mezi modely a příklady protokolů jednotlivých vrstev můžeme vidět na obrázku 2.1.
V roce 1984 přijala firma ISO (International Organization for Standardization) model OSI 
(Open System Interconnection) jako normu ISO 7498. Dělí jej do sedmi vrstev [5], které definují  
služby a protokoly dané vrstvy. Díky velkému počtu vrstev byl přijat jednoduší model TCP/IP, který 
je snadnější pro implementaci. Model OSI přesto zůstává jako základ pro všechny ostatní modely 
a  byl  přijat  jako  model  referenční.  U  modelu  TCP/IP je  jeho  architektura  tvořena  pouze  čtyřmi  
vrstvami, které odstraňují nedostatky, které měl model OSI. Tvoří jej tři části. Nižší vrstva fyzická  
a dvě vyšší vrstvy - síťová a transportní. Ty jsou součástí síťových modelů operačních systémů [4].
Obrázek 2.1: Srovnání modelů OSI a TCP/IP
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2.2 Síťové protokoly IP
Síťové protokoly IP (Internet Protokol) [4] jsou základem dnešní komunikace na internetu. K přenosu 
dat  se využívají  datagramy, které vytváří Internetová vrstva modelu TCP/IP.  Ta je pak také dále  
adresuje a směruje. Síťová vrstva se snaží doručit všechny datagramy s největším úsilím (best effort 
delivery). To z ní dělá nespolehlivou službu, protože se sice snaží datagram doručit, ale bez záruky.
2.2.1 Protokol IPv4
Nejvíce rozšířenou verzí je IPv4, která obsahuje 32 bitové adresy, takže dokáže poskytnout jen 2 32 
adres. Dne 3. února 2011 pak došlo k poslednímu rozdělení adres protokolu verze 4, čímž došlo  
k jeho vyčerpání [7]. Bez použití technologie NAT (Network Address Translation) [4] by k vyčerpání  
jeho adres došlo již v průběhu 90. let. Velikost ip adresy u protokolu verze 4 je 32 bitů, kde při zápisu  
v dekadické formě je každých 8 bitů odděleno tečkou.
Příkladem může být ip adresa 192.168.10.1, která se skládá z adresy sítě a adresy koncového 
uživatele.  Datagram protokolu verze  4  můžeme vidět  na  obrázku  2.2.1 následovaný vysvětlením 
jednotlivých částí jeho hlavičky.
Obrázek 2.2.1: Datagram protokolu IPv4 
• Version Verze protokolu IP. U IPv4 má vždy hodnotu 4
• Hdr Len Délka hlavičky. Počet 32 bitových slov
• DiffServ (DSCP) Typ služby pro QoS
• Total Length Celková délka datagramu v bajtech
• Identification Identifikátor paketu pro fragmentaci
• Flags Příznaky určující jestli je nebo není paket fragmentován
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• Fragment Offset Jednoznačně určuje pořadí fragmentu v původním
datagramu. Jednotkou je 8 bajtů.
• Time to Live Doba platnosti paketu. V každém směrovači se sníží o jedničku.
Pokud dosáhne nuly, tak se paket zahodí a vygeneruje se zpráva 
ICMP. Tento systém se snaží zabránit problému routing loops 
(smyček směrovačů), které zpomalují jejich provoz.
• Protocol Type Číslo protokolu vyšší vrstvy. Např. ICMP = 1,
IGMP = 2, TCP = 6, UDP = 17
• Header Checksum Kontrolní součet hlavičky (záhlaví), kromě dat samotných
• Address Zdrojová a cílová IP adresa
• Option Nepovinná položka hlavičky, například pro zabezpečení.
Většinou se nepoužívá
• Padding Používá se pro zarovnání hlavičky do 32 bitů
• Data Data vyšších vrstev
2.2.2 Protokol Ipv6
Nástupcem protokolu IPv4 se stává protokol IPv6, který odstraňuje některé jeho nedostatky a hlavně 
mění velikost IP adresy z 32 na 128 bitů. To umožňuje přidělit  všem zařízením jejich vlastní IP 
adresu. Tento protokol poskytuje 3,4 ·  1038 adres. Zajímavostí je, že velikost hlavičky je dvojnásobná 
oproti protokolu verze 4, ačkoliv je velikost jeho adresy čtyřnásobná. Je to důsledkem zjednodušení  
hlavičky, což má za následek její rychlejší zpracovaní. 
Problém spojený s nedostatkem adres verze 4 oddálily mechanizmy NAT a Classless routing 
[4].  To zapříčinilo  zpomalení  přechodu na  nový protokol  verze  6.  Výrobci  hardware  a  software 
oddalovali podporu IPv6 ve svých zařízeních a stále využívali finančně výhodnější IPv4. Služby se 
nezaváděly kvůli nedostatku klientů a klienti  nebyli kvůli  nedostatku služeb.  Firmy a společnosti  
neustále oddalovaly zavedení IPv6. Proto se iniciativa přesunula od výrobců, klientů a poskytovatelů 
služeb do vládního sektoru jednotlivých zemí. Největší ekonomiky světa se pustily do postupného 
přecházení na IPv6. Čína vytvořila plán na období 2006 – 2010 pod názvem China Next Generation  
Internet, USA Transition Planning for Internet Protocol Version 6, EU Advancing The Internet [12]. 
Zde si Evropská komise dala závazek zpřístupnit internet 25% uživatelů protokolem verze 6 do konce 
roku  2010.  Výsledkem  k  lednu  2011  je  pouhých  6.5%  1.  V  České  republice  se  situace  řešila 
zavedením usnesení č. 727 [2] ze dne 8. 4. 2009, kde všechny vládní sektory musí zpřístupnit svoje 
stránky  protokolem  IPv6  do  konce  roku  2010.  Datem  19.  1.  2011  [12]  se  to  povedlo  pouze  
Ministerstvu financí a Ministerstvu dopravy.
Výhody protokolu IPv6 oproti jeho předchůdci:
1. Větší adresový prostor poskytuje globální adresování
2. Broadcast nahrazen link-local multicastem 
3. Autokonfigurační mechanismus – ARP je nahrazena a rozšířena Neighbor Discovery [6] 
4. Kontrolního součet je přepočítáván pouze koncovými uživateli
1 Výsledky EU v projektu Advancing The Internet jsou dostupné z WWW <http://www.ipv6monitoring.eu>
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5. NAT už není potřebný - Méně statových zařízení
6. Odlišný způsob reprezentace zřetězených hlaviček
7. IPv6 je hlavička ma pevnou velikost a je zjednodušená, to umožňuje její snadnější 
zprácování
8. Jumbogramy [1] – velikost paketu může být větší než 64KB
Adresy  jsou  přířazovány  síťovým  rozhraním,  steně  jako  u  jeho  předchůdce.  Můžeme  je 
rozdělit do následujících tři skupin:
• Unicast  (individuální) Identifikace právě jednoho rohraní
• Multicast  (skupinové) Pro adresování skupině počítačů nebo jiných zařízení
• Anycast (výběrové) Vyjímka od  IPv4. Data se doručují jedinci ze 
skupiny, tomu, který je nejblíže 
Za zmínku stojí absence broadcast adres, které byly součástí jeho předchůdce. Jejich funkci 
u verze 6 přebírají skupinové adresy.
Zápis adres se provádí v hexadecimální podobě, kdy se jednotlivých osm skupin 16 bitových 
čísel od sebe odděluje dvojtečkou. Příkladem může být adresa:
2001:12ac:0000:0000:1cd8:fdce:85a1:2211
Pokud se v adrese vyskytuje několik 0 za sebou v jednom bloku, mohou být nahrazeny nulou 




Kvůli  přítomnosti  IPv4 je  někdy potřeba její  vyjádření  pomocí IPv6.  V takovém případě 
prvních 80 bitů obsahují nuly, potom v následujících 16 bitech jsou obsaženy samé jedničky a za nimi  
teprve samotná hodnota IPv4 v šestnáctkové podobě. Příklad adresy 192.168.10.1 by mohl vypadat  
následovně:
::ffff:c0a8:0a01
Adresní  prostor  je  rozdělen  do  několika  skupin,  kde  každá  skupina  má  společnou 
charakteristiku. Prefix adresy určuje příslušnost do jednotlivých skupin. Nejvíce prostoru zaujímají  
individuální globální, kde drtivá většina adres z tohoto prostoru není zatím přiřazena. V současnosti  
se jako individuální globální adresa používá 2000::/3. Jednotlivé skupiny dělíme na:
• nedefinovaná adresa ::/128
• loopback ::1/128
• unikátní individuální lokální adresa fc00::/7
• individuální lokální linková adresa fe80::/10
• skupinová adresa ff00::/8
• a ostatní adresy, tzv. individuální globální
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V  datagramu  IPv6  jsou  na  rozdíl  od  IPv4  vynechány  položky  kontrolního  součtu,  voleb 
a fragmentace, která se využívá velice málo i u jeho předchůdce. Kontrolní součet už není zapotřebí  
přepočítávat  v  každém  směrovači  a  volby  byly  nahrazeny  rozšiřujícími  hlavičkami.  Datagram 
protokolu IPv6 je znázorněn na obrázku 2.2.2.
Obrázek 2.2.2: Datagram protokolu IPv6 
• Version  Verze protokolu IP. Zde má hodnotu 6
• Traffic Class Třída provozu. Vyjadřuje prioritu datagramu. Umožňuje
poskytovat služby se zaručenou kvalitou. V definici
IPv6 není blíže specifikována.
• Flow Label  Značka toku. Není přesně definována, stejně jako třída
provozu. Jako tok se zde označuje proud datagramu se
společnými vlastnostmi. Usnadňuje práci směrovačům. 
• Payload Length Délka dat, která obsahuje záznam o délce datagramu
vyjma hlavičky datagramu. Rozšiřující hlavičky se do
této hodnoty počítají. Její velikost je max 64KB, ale lze
využít i větší velikost za pomocí Jumbo hlavičky [1].
• Next Header Další hlavička, která dopňuje tu standardní o identifikaci další
možné hlavičky
• Hop Limit Maximální počet skoků. Analogie s TTL u předchozí verze
• Address Zdrojová a cílová adresa. Jejich obsah zabírá 80% velikosti
hlavičky
• Data Data vyšších vrstev
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3 Algoritmy LPM
LPM se týká algoritmů používaných routery v síti IP pro výběr správné hodnoty z routovací tabulky. 
Každá  hodnota  z  routovací  tabulky  může  specifikovat  jinou  síť  a  jedna  cílová  adresa  může 
specifikovat  více  než jednu hodnotu v routovací  tabulce.  Ta hodnota,  která  je  nejvíce  specifická 
(ta s nejdelší maskou), je hodnota LPM.
Obtížnost v nalezení shody u LPM narůstá také kvůli následujícím důvodům. Za prvé je to  
díky  tomu,  že  IP  adresa  cíle  explicitně  neobsahuje  informaci  o  síťové  masce.  Za druhé,  prefixy 
v routovací tabulce, u kterých se hledá shoda s IP adresou cíle, mohou mít libovolnou délku. Navíc  
vyhledání správné hodnoty LPM nevyžaduje pouze rozhodnutí, která hodnota je ta správná, ale také 
nalezení dané hodnoty v routovací tabulce. Základní požadavky LPM:
- Lookup Speed
Podle studie provozu na internetu jsou zhruba 50% ze všech paketů procházejících 
routerem TCP-acknowledgment pakety (40 B).  Z toho plyne, že čas potřebný pro 
vyhledání musí být menší nebo roven šířce pásma. Při šířce pásma 1Gbps nesmí doba 
vyhledání přesáhnout 320 ns. Podobně při šířce pásma 10Gbps jde o 32ns, při šířce 
pásma 40Gbps jde o 8ns. Dosažení vysoké rychlosti je za cenu ztráty paměti. Lépe 
řečeno Lookup Speed je mimo jiné měřen v počtu přístupů do paměti.
- Memory usage
Velikost  paměti  potřebná  pro  data  je  také  důležitá.  Ideální  by  bylo,  kdyby  data 
zabírala  co  nejméně  paměti.  Paměťově  orientovaný  algoritmus  může  efektivně 
používat  rychlou,  ale  malou  cashe  paměť,  pokud  je  implementován  softwarově. 
Hardwarová implementace nám dovoluje použít rychlou, ale drahou on-chip SRAM 
paměť.
- Scalability
Algoritmy musí umět zvládat rozšíření při zvětšování routovací tabulky o další data. 
Jak rychlostně, tak paměťově. Směrovače, které obsahují 200 000 prefixů, musí umět 
zvládat  až  1  000  000  prefixů.  Směrovače,  které  jsou  uvedeny  v  provozu,  mají 
životnost minimálně 5 let, takže musí být schopné zvládnout jejich případné rozšíření.
- Updatability
Změny ve směrování jsou běžnou záležitostí. Studie ukazují, že routery mohou dostat 
nejen několik žádostí na změnu za sekundu, ale i stovku žádostí za sekundu. Změna 
směrování navíc vyžaduje také změnu v routovací tabulce. Tyto požadavky jsou stále 
menší  než požadavky na rychlost  vyhledání.  Nicméně je důležité,  aby algoritmus 
podporoval updaty.
Souhrnem lze říct, že důležitým požadavkem u vyhledávajících algoritmů je rychlost, paměť, 
schopnost  aktualizace  a  rozšiřitelnost.  Kritériem  pro  výběr  daného  algoritmu  je  jeho  schopnost 
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pracovat  co  nejefektivněji  v  tom  nejhorším  možném  případě.  Následujíci  podkapitoly  byly 
převzaty z [8].
3.1 Binary Trie
Binární strom je jedním z nejjednodušších algoritmů pro LPM ze stromových schémat. Jeho název  
pochází z anglického slovíčka reTRIEval. Binární strom využívá přirozenou organizaci prefixů, kde 
bity prefixu rozhodují o směru, jakým se ve stromě pohybujeme. Binární strom je složen z uzlů, listů 
a  cest.  Každý  uzel  může  mít  jednoho,  dva  nebo  žádného  potomka  (hodnoty  0  a  1).  Bity  se  
zpracovávají od MSB (most significant bit) k LSB (less significant bit). Uzel L představuje prefix,  
který získáme zřetězením hodnot cest z kořenového uzlu do uzlu L. Ukázka binární stromu společně 
s množinou prefixů je na obrázku 3.1.1.
Obrázek 3.1.1: Binární strom
V uzlech stromu je uloženo, jestli doposud zpracované bity obsahují platný prefix. V průběhu 
výpočtu je zaznamenáván poslední platný prefix a při zpracování všech bitů je tento předán dále jako  
výsledek. Algoritmus je ukončen, pokud jsou zpracovány všechny bity ze vstupu nebo pokud je uzel  
listem.  Při  vkládání  ani  při  mazání  prefixu  stromu  není  potřeba  celý  strom  vytvářet  znovu.  
V nejhorším případě je vkládání i odebírání prefixu rovno náročnosti O(W), kde  W je maximální 
délka prefixu. Maximální spotřeba paměti je O(NW), kde  N je počet prefixů v routovací tabulce. 
Navzdory svojí  jednoduchosti  se  binární  strom v praxi  téměř  vůbec nepoužívá,  právě kvůli  jeho 
velkým nárokům na paměť. Místo toho se používají jeho modifikace jako metoda LC-Trie, Lulea, 
Multibit Tries atd.
3.2 Multibit Tries
Přestože algoritmus Binary Trie může velice snadno pracovat s prefixy libovolné délky, vyhledávání 
může být při zpracovávání pouze jedno bitu v jednom kroku pomalé. V nejhorším případě se jedná 
o 32 přístupů do paměti u IPv4. Jestliže je doba přístupu 10ns, pak vyhledání zabere 320 ns. To má za 
následek zpracování pouze 3.125 milionů paketů za sekundu. Při velikosti paketu 40 B to vyhovuje 
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šířce pásma max. 1Gbps. S rozšiřujícím internetem ale potřebujeme podporovat i větší šířku. K tomu 
nám  ale  nedostačuje  základní  struktura  Binary  Trie.  Pří  jejím  bližším  prozkoumání  můžeme 
navrhnout, že by bylo efektivnější zpracovávat více bitů najednou v jednom kroku. To vede i k méně 
častému  přístupu  do  paměti.  Např.  při  zpracovávání  4  bitů  najednou  vyhledávání  skončí  po 
8 přístupech do paměti namísto 32, jak tomu bylo u Binary Trie. Tyhle poznatky vedly k zavedení  
Multibit Tries.
Počet bitů zpracovaných během jednoho kroku se nazývá stride (v češtině střída).  Střída může 
mít buď pevnou, nebo volitelnou délku. Záleží to na počtu podstromů v jedné úrovni. Pokud mají  
všechny uzly v té samé úrovni stejný počet synů (podstromů), mluvíme pak o pevné střídě (jinak se 
nazývá proměnná střída). Každý uzel má právě 2K synů, kde K je střída.   
Multibit  tries nepodporují  libovolnou délku prefixu. Aby se s těmito prefixy dalo pracovat,  
musíme je nejprve přetransformovat. Vzniklá modifikace je ekvivalentem původního prefixu, má ale 
větší délku. Vzhledem k tomu, že Multibit Trie obsahuje střídu k bitů, pak vyhledávácí čas je roven 
O(W/k), kde  k je  počet  bitů v jednom kroku a  W je  maximální  délka prefixu.  Velikost  potřebné 
paměti je O(2K NW/k) a narůstá exponenciálně s k.  N je celkový počet prefixů v routovací tabulce. 
Na obrázku 3.2.1 můžeme vidět příklad metody Multibit Tries s pevnou střídou.
Obrázek 3.2.1: Metoda Multibit Tries s pevnou střídou
3.3 Level Compressed Trie
Metoda  LC-Trie  [18] se  snaží  o  snížení  počtu  úrovní  ve  stromové  reprezentaci,  kde  výsledná 
stromová  struktura  neobsahuje  žádné  prázdné  ukazatele.  Na  rozdíl  od  metody  Multibit  Trie  její 
algoritmus nevede k nárůstu paměťového prostoru. Tato metoda kombinuje path a level komprimaci. 
Odtud také její název Level Compressed Trie.  Pro její vytvoření se jako základ bere binární strom, 
který se postupně přetransformuje do její výsledné podoby. Jako ukázka transformace nám poslouží 
binární strom z obrázku 3.1.1. První se provede path komprimace u všech uzlů, jež obsahují pouze 
jeden odkaz, viz obrázek 3.3.1. V našem případě jsou to uzly vedoucí k P2 a P9. Všechny uzly, které 
obsahují pouze jeden odkaz, jsou vynechány. Je důležité si zaznamenat, kolik bitů bylo přeskočeno.  
Jejich počet se ukládá v každém uzlu do hodnoty skip, která udává, kolik je při průchodu stromem  
nutné přeskočit bitů.
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Obrázek 3.3.1: Identifikace uzlů vhodných pro path komprimaci
Celkový počet uzlů v Path Commressed Trie [9] se pak dá vypočítat z celkového počtu listů 
stromu jako  [2n − 1], kde n je počet listů stromu. Obrázek 3.3.2 zobrazuje výslednou podobu stromu 
po path komprimaci.
Obrázek 3.3.2: Identifikace uzlů vhodných pro level komprimaci
Hustě  obsazené  oblasti  stromu  po  path  komprimaci  pak  redukujeme  pomocí  level  
komprimace. Po jejím vykonání je K kompletních úrovní stromu nahrazeno jediným uzlem s počtem 
ukazatelů 2K  ,  kde K je tzv. branching faktor.  Tato redukce je pak volána rekurzivně na všechny 
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podstromy. V našem příkladě to pak u uzlu  P4 povede k redukci, protože jeho podstrom o výšce 
2 obsahuje všechny ukazatele. To povede k jeho rozvětvení o počtu ukazatelů 22. Všechny ostatní 
uzly mají branching faktor 1 a listy stromu 0. Na obrázku 3.3.3 pak vidíme výsledný LC-Trie po 
transformaci. Výhodou této metody je malá spotřeba paměťového prostoru. Nevýhodou je nutnost mít  
množinu  prefixů  seřazenou,  což  se  negativně  projevuje  při  nutnosti  vkládání  nového  prefixu. 
V nejhorším případě je vyhledávací čas roven  O(W/k). Velikost potřebné paměti je O(2K NW/k), 
kde  N je  celkový  počet  prefixů  v  routovací  tabulce,  W maximální  délka  prefixu  a  k je  počet 
zpracovaných bitů v jednom kroku. Tyto hodnoty jsou velice podobné metodě Multibit Trie.
Obrázek 3.3.3: Výsledná podoba LC-Trie vycházejicí ze struktury 3.1.1
3.4 Lulea Compressed Trie
Metoda Lulea Compressed Trie [21] se snaží vyřešit problémy, které se vyskytují u metod Multibit 
Trie  a  LC-Trie.  Metoda  Multibit  Trie  s  variabilní  střídou  redukuje  výšku  stromu  pro  rychlejší  
vyhledání za cenu navýšení paměťových nároků díky prázdným listům stromu. Metoda LC-Trie se  
naopak snaží o maximální využití paměti, ale ztrácí možnost redukce výšky stromu, což vede k delší  
době  vyhledávání.  Metoda  Lulea  používá  pevnou  hodnotu  střídy  a  bitmapovou  komprimaci 
k minimalizaci  paměti.  Použití  dlouhé hodnoty střídy vede k většímu shlukování  uzlů stromu se 
stejnou hodnotou. Této výhody využívá metoda Lulea, která snižuje redundantní hodnoty pomocí 
bitmapy, čímž se zmenší nároky na pamětový prostor, ale nedojde k delší vyhledávací době. Jako 
příklad vytvoření takové bitmapy může být následující postup.
Představme  si  prefixovou  sekvenci  A1A1A1A1A2A2A3A3A3A1A1A1A1A4A4A4, 
nazývanou  valarr, kterou  reprezentuje  bitmapa  1000101001000100,  kde  1  značí  začátek  nového 
prefixu v sekvenci a 0 její  opakování.  Taková bitmapa se označuje jako  bitarr, kde samotná ale 
nenese informace o původní sekvenci.  Z toho důvodu zredukovaná sekvence  A1A2A3A1A4 musí 
být doplněna bitmapou bitarr.
Pro  náš  příklad  mějme  sekvenci  převzatou  z  algoritmu  Leaf  Pushed  Trie  tvaru 
(ptr(000),P3,P1,P1, ptr(100), ptr(101),P4,P9), ze které získáme sekvenci (ptr(000),P3,P1,−, ptr(100), 
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ptr(101),P4,P9),  tu  reprezentuje  bitmapa  11101111.  Zredukovali  jsme  tedy  jednu  redundantní 
hodnotu. Pro lepší pochopení je celý proces znázorněn na obrázku 3.4.1.
Obrázek 3.4.1: Lulea Compressed Trie s množinou prefixů
Operace vyhledání  pak začíná u kořenového uzlu a používá stejný počet bitů jako střída. 
Mapování nás pak odkáže do bitmapy bitarr. Z počtu jedniček, které předcházejí v bitmapě, až do 
hodnoty indexu, vypočteme index do  valarr, kde může být samotný prefix nebo ukazatel na další 
bitmapu.
3.5 Binary Search on Intervals
Binární  vyhledáváni  na  intervalech  [22]  zaznamenává  každý  prefix  pomocí  hranic  intervalu,  do 
kterého patří. Vytvoření hranic intervalů probíhá pomocí 0 a 1. Př. Prefix 11* reprezentuje intervaly 
11000 a 11111. Každý záznam z množiny prefixů je doplněn nejdříve nulami, a potom jedničkami. 
Jeho interval je potom vložen do grafu. Vše je lépe znázorněno na následujícím přikladu a obrázku 
3.5.1, kde máme množinu prefixů a grafickou reprezentaci. 
Obrázek 3.5.1: Grafická reprezentace BSI
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Je patrné, že jednotlivé intervaly se mohou i překrývat. Na obrázku jsou uvedeny základní 
intervaly (basic intervals), které slouží pro vytvoření tabulkové reprezentace. Základní intervaly jsou 
asociovány s nejbližším koncovým bodem po své levé straně, jak můžeme vidět na obrázku. Někdy 
ale koncový pod spadá do dvou intervalů. Zde je to třeba pro interval I2. To vede k zavedení notace 
„>“   a  „=“ .  První  pro  potenciální  další  interval  a  jeden  pro  přesné  určení  prefixu.  Tabulková 
reprezentace je na obrázku 3.5.2.
Pokud bychom v našem příkladu chtěli najít prefix pro adresu větší než 00001, ale menší než 
00100,  platilo by to pro prefix P1,  proto notace „>“.  Na druhou stranu pro adresu přesně rovné 
hodnotě 00001 by to byl prefix P2, proto notace „=“
Obrázek 3.5.2: Tabulková reprezentace BSI
Pro samotné vyhledávání se dá použít například binární vyhledávání, kde se v každém kroku 
vyhledávání  zkrátí  na  polovinu.  Tato  metoda  má  velmi  dobré  vlastnosti  mezi  poměrem  využité 
paměti a použitých prefixů [9]. Nevýhodou je nutnost mít tabulku seřazenou při vkládání nových 
prefixů.  Při  každém vložení  musí  dojít  k  jejímu přepočítání.  Počet  záznamů v tabulce může být 
nejvíce 2N, kdy každý prefix je zaznamenán pomocí dvou hranic intervalů. Proto je čas potřebný pro 
vyhledání O(log22N).
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4 Objektový návrh a implementace
4.1 Implementační jazyk Python
Pro  implementaci  byl  použit  dynamický  objektově  orientovaný  skriptovací  jazyk  Python  [14], 
konkrétně jeho verze 2.6.6. Výhody tohoto jazyka jsou jednoduchá syntaxe, vysoká míra abstrakce, 
jednoduchost a přehlednost kódu zejména pro začátečníky.  Naopak špatné zacházení s nástroji, ale  
i velká míra abstrakce vede ke snižování výkonu jazyka Python.
4.2 Výzkumná skupina ANT
Tato  bakalářská  práce  vznikla  za  podpory  výzkumné  skupiny  ANT@FIT  (Accelerated  Network 
Technologies)  [3].  Skupina  byla  založena  výzkumnými  pracovníky  na  Fakultě  informačních 
technologií VUT Brno v roce 2009. Skupina se zabývá zrychlením časově kritických operací, které se 
používají v sítových zařízeních a při monitorování sítě nebo její bezpečnosti. Zaměřuje se na vývoj 
nových algoritmů a nových architektur, které by mohly pomoci zrychlit síťové zařízení a snížit jejich 
cenu.  S využitím technologie  FPGA, jedno i  vícejádrových procesorů,  se  soustřeďují  na  kritické 
síťové operace jako je klasifikace a analýza paketů, vyhledání nejdelšího shodného prefixu a správa  
a údržba síťového toku. Snížení hardwarových prostředků přímo ovlivňuje cenu zařízení, zmenšení  
paměťových  nároků  uvolňuje  prostor  pro  filtrační  pravidla  nebo  regulární  výrazy.  Skupina 
spolupracuje se sdružením CESNET a projektem Liberouter na systémech pro vysokorychlostní sítě,  
akcelerační karty nebo na vestavěné systémy.
Skupina se kromě jiného zaměřuje právě na algoritmy LPM. K tomuto účelu slouží volně 
dostupný rámec Netbench, který obsahuje zdrojové kódy pro jednotlivé algoritmy. Součástí jejich 
práce je také testování a simulace jednotlivých algoritmů, jejichž výsledky mohou sloužit pro další  
výzkumy.
4.3 Netbench
Netbench  [16]  je výsledkem práce několika na sobě nezávislých lidí. Základem úspěchu takovéto 
spolupráce je dekompozice problémů na podproblémy a jejich následné vyřešení. 
Obrázek 4.3.1: Objektově orientovaný model
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Objektově orientovaný model, který byl použit při návrhu systému, můžeme vidět na obrázku 
4.3.1  na  předchozí  stránce.  Jeho  výhody  jsou  ve  stabilitě  všech  navrhovaných  prvků  a  v  jejich 
přizpůsobivosti při změnách. 
Objektový model zobrazuje jednotlivé třídy a závislosti mezi nimi. Zobecněný vztah je zde 
vyjádřen šipkou s prázdným trojúhelníkem. Směr šipky udává směr zobecnění od speciální třídy k její  
abstrakci.  Takový  vztah  mezi  sebou  mají  třídy  BLPM  a  algoritmy  LPM  nebo  BPrefixParser 
k IPv4Parser a IPv6Parser. První písmeno B v názvu obecných třídách vyjadřuje, že se v jednotlivých 
třídách nedá vytvořit žádná instance. Mezi třídou PrefixSet a Prefix je kompoziční vztah [15], který 
na rozdíl od agregačního vztahu vyjadřuje silnější vztah mezi objekty. Kompozitním objektem [15] je 
zde třída PrefixSet, jeho komponentním objektem je třída Prefix. Vztah mezi nimi je vyjádřen šipkou 
s plným kosočtvercem. Šipka je orientována směrem od komponentního objektu ke kompozitnímu. 
Každá  třída  také  může  definovat  svoje  atributy  a  metody,  které  určují  jejich  vlastnosti.  Metody 
obsahují vstupní argumenty a datový typ jejich návratové hodnoty. Některé metody u abstraktních 
tříd musí být povinně implementovány ve specifických třídách, jejichž vlastnosti potom zdědí ze své  
nadtřídy.
4.3.1 Třída PrefixSet
Třída PrefixSet  [16]  je  kompozitním objektem pro třídu Prefix.  Uchovává v sobě množinu 1 až 
N prefixů, které jsou řazené podle své velikosti prefixu sestupně. Nejdelší prefix je na první pozici 
a  prvky  jsou  seřazené.  Všechny  duplicitní  prefixy  jsou  z  tohoto  seznamu  odstraněny. 
Zprostředkovává  metodu  match. Ta  vrací  seznam  všech  prefixů,  které  se  shodují  se  zadaným 
vstupním  parametrem.  Seznam,  který  vrací  tato  metoda,  je  řazen  podle  délky  od  nejdelšího  po  
nejkratší. Vrací prázdný seznam, pokud neexistuje žádná shoda. Tato třída je využívána jak ve třídě  
PrefixParser, tak ve třídě BLPM. Pro některé algoritmy LPM tato třída uchovává hodnotu prefixu, na  
nějž se jednotlivé metody odkazují pomocí ukazatele.
4.3.2 Třída Prefix
Třída pro základní operace s prefixy libovolné délky (IP nebo i jiné). Je vhodná pro práci nejenom 
s IPv4 prefixy, ale i pro prefixy protokolu IPv6. K jejich rozlišení třída používá atribut domain_size, 
který udává počet bitů hodnoty nebo masky. Pro IPv4 32, pro IPv6 128, pro port 16. Podobně atribut  
length udává délku prefixu. Pokud se nastaví délka i maska, má délka přednost a maska se z ní potom 
dopočítá. Samotná hodnota prefixu je potom v dekadické podobě uložena do atributu value. Metoda 
match vrací  booleovskou  hodnotu  true,  pokud  se  zadaná  vstupní  hodnota  shoduje  s  daným 
prefixem.
4.3.3 Třída BPrefixParser
Třída BprefixParser [16] zde působí pouze jako abstrakt pro třídy IPv4Parser, který slouží pro IPv4 
prefixy,  a  IPv6Parser,  který  je  pro  IPv6  prefixy.  V  těchto  třídách  jsou  pak  dané  metody 
implementovány.  Vstupem většinou bývá soubor  prefixů různých délek,  které  jsou zpracovávány 
jednotlivými parsery. Ty také kontrolují jejich správný formát zápisu. Metoda load_file má na 
starosti otevření, načtení a zavření souboru. Její návratová hodnota je typu bool a má hodnotu true 




Třída BLPM [16] podobně jako třída BPrefixParser neimplementuje žádné metody a slouží pouze 
jako abstrakt pro algoritmy LPM, kterých je v současné době devět.  Tato práce se zabývá pouze  
čtyřmi z nich, a to algoritmy Lulea Compressed Trie, Level Compressed Trie, Binary Trie a Binary  
Search on Length. Každá metoda musí obsahovat povinné funkce  load_prefixset,  lookup, 
report_memory, display. Funkce check je součástí třídy BLPM a vrací booleovskou hodnotu 
true pokud  je  nalezený  prefix  správný.  Metoda  load_prefixset má  na  starosti  otevření 
souboru s prefixy, jejich načtení a zpracování do datové struktury. V této struktuře pak bude metoda 
lookup vyhledávat nejdelší shodný prefix s IP adresou, kterou dostane na vstupu. Metoda vrací buď 
jeden prefix, anebo seznam obsahující všechny prefixy, kdy na prvním místě je ten s největší shodou. 
Pokud  nedoje  ke  shodě,  bude  seznam prázdný.  Metoda  report_memory slouží  k  uchovávání 
informací  o  potřebné  paměti  pro  jednotlivé  algoritmy.  Může  to  být  počet  uzlů  a  ukazatelů 
u stromových struktur nebo počet řádků u bitmapy atd. Tyto informace se pak využijí v testování pro 
výpočet celkové paměti a počtu přístupu do ní. Poslední je metoda display, která vytiskne datovou 
strukturu v textové podobě.
4.3.5 Třída Level Compressed Trie
Objekty této třídy byly implementovány v souladu s abstraktem BLPM. Zdrojový kód této metody 
bude  přidán  mezi  ostatní  algoritmy  objektového  rámce  Netbench.  U  algoritmu  LC-Trie  byl 
implementován objekt  Tree, který je zavolán po načtení všech prefixů do seřazeného pole  base 
vector [18], který dostane na vstupu. Každá položka v poli  base vector obsahuje strukturu 
PrefixVector, která v sobě má informaci o hodnotě prefixu, jeho délce a ukazatel na jeho případný 
prefix. Pokud je nějaký záznam z tohoto pole prefixem jiného záznamu, je přeřazen do pole  prefix 
vector [18]  a  je  z  base vector vymazán.  Hodnota  ukazatele  v base vector je  pak 
nastavena na hodnotu pozice prefixu v prefix vectoru a nebo je rovna „-1“ pokud záznam nemá 
žádný  prefix.  Metoda  Tree potom  ze  záznamů  z  objektu   base vector vytvoří  stromovou 
strukturu odpovídající algoritmu LC-Trie. Tato metoda obsahuje funkce pro výpočet skip hodnoty,  
branch hodnoty a rekurzivní funkci build_tree, která nám zajistí vytvoření struktury. Každý uzel 
stromu má pak pevnou velikost 32 bitů pro IPv6 i IPv4. Prvních pět nejvyšších bitů je vyhrazeno pro 
branch faktor, který určuje větvení stromu. Toto číslo je vždy exponentem čísla 2. Maximální branch  
faktor tedy může být 231. Dalších sedm je určeno pro skip faktor. Ten udává, kolik bitů od začátku 
prefixu nemusí být vyšetřováno. Těchto sedm bitů umožňuje uchovávat hodnotu v rozsahu 0 až 127,  
což je více než dostatečné pro protokol IP verze 6. Posledních dvacet bitů obsahuje pozici prefixu v  
base vector, pokud je uzel listem. Anebo obsahuje další pozici ve struktuře stromu, kde je třeba 
vyhledávat.  Celkový počet  uzlů  může být  220-1 =  524 288,  což  se  ukazuje  pro množiny prefixů 
obsahující dnes nejvíce 50 000 záznamů jako dostačující.
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5 Testy algoritmů LPM
Tato  kapitola  se  věnuje  testování  jednotlivých  algoritmů  na  vhodně  zvolených  vzorcích  dat.  
Konkrétně se bude jednat o množinu syntetických a reálných prefixů.  U algoritmů se sledují jejich 
paměťové a rychlostní požadavky s ohledem na protokol IPv6. První část této kapitoly je věnována 
rozboru testovaných množin, druhá část pak testování algoritmů.
5.1 Syntetické a reálné množiny prefixů
Obě tyto množiny obsahují pouze prefixy protokolu IPv6. Syntetické množiny jsou vygenerované 
pomocí  nástroje  V6Gen  [23].  Jejich  celkový počet  je  8  a  jsou rozdělené do  skupin  podle  jejich 
velikosti. Jejich názvy začínají předponou syn. Reálné prefixy jsou staženy ze serveru sixxs.net [17], 
z databáze, kde jsou alokované IPv6 prefixy. Jedná se o prefixy, které se skutečně používají  pro 
jednotlivé země, a proto jsou rozděleny do 7 skupin podle států:
CZ – Česká Republika JP – Japonsko RU – Rusko
BR – Brazílie UK – Velká Británie DE – Německo
USA – Spojené Státy
Další dvě množiny obsahují prefixy z uzlů:
ARIN (American Registry for Internet Numbers) & RIPE (Réseaux IP Européens)
Poslední  testovací  množina  je  z   AS  6447  (Autonomous  System)  [17],  která  pochází 
z univerzity  v Oregonu,  USA.  V následující  tabulce 5.1.1 můžeme vidět,  v  jak velkém počtu se 
nacházejí délky prefixů mezi syntetickými a reálnými množinami. V tabulce je také srovnání počtu 
délek  prefixů  mezi  reálnými  množinami.  Jsou  zde  zaznačeny  nejpočetnější  délky  prefixů,  jejich 
celkový počet a průměrná délka. Prázdné místo značí nulu.
Tabulka 5.1.1: Množiny reálných a syntetických prefixů
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délka prefixu syn1 syn2 syn3 syn4 syn5 syn75 syn10 syn25 syn50 CZ JP RU BR UK DE USA ARIN RIPE AS6447
32 33 87 87 216 305 229 359 317 404 114 207 268 302 338 398 1167 1300 2728 2928
48 54 75 75 110 115 196 246 628 1401 18 15 28 30 32 64 610 639 462 1683
64 2 2 14 14 73 77 252 565 2 1 1 24
128 1 2 6 12 18
celkový počet 100 201 300 400 500 750 1000 2500 5000 134 290 303 356 397 493 2045 2212 3566 5419
průměrná délka 42,32 39 40 38,34 37,21 44,63 43,66 47,83 49,63 34,27 32,92 33,64 33,41 33,25 34,11 37,57 37,61 34,30 38,26
U reálných množin stojí za povšimnutí počet prefixů s délkou 32. Tento počet zabírá více jak 
50% celkového počtu.  U syntetických množin tomu tak není. Tento fakt bude hrát roli v celkové  
velikosti  potřebné paměti  a také rychlosti  vyhledávání.  Druhou nejpočetnější  délkou je prefix 48. 
U naprosté většiny reálných množin je většina prefixů rozložena do této délky. Jenom zlomek prefixů 
je použit pro délku 64 a 128 bitový prefix je použit pouze u množiny AS 6447. To se projevuje na  
průměrné  délce  prefixu.  Hodnoty  u  reálných  množin  jsou  menší  než  u  syntetických  množin.  
Ty obsahují prefixy i za délkou 48, což vede k větší průměrné délce. S vyšší hodnotou průměrné  
délky potom naroste i průměrná hodnota přístupů do paměti. Tyto rozdíly budou vidět na grafech 
jednotlivých algoritmů zobrazených v další části této kapitoly.  Počet přístupů je zde spočítán přímo 
pro danou množinu prefixu.  Na závěr je ještě uvedený histogram rozložení délky prefixů 5.1.2 pro 
reálnou množinu AS 6447 s  jejich procentuální  hodnotou zastoupení  v množině.  V grafu nejsou 
zobrazené všechny délky prefixu.  Pro lepší  přehlednost  byly vynechány všechny prefixy,  kterých 
celkově bylo méně než jedno procento. Výjimku tvoří prefixy, které mají délku 64 a 128.
Histogram 5.1.2: Realná množina AS 6447
5.2 Testy algoritmu Binary Trie
Tento algoritmus se v praxi skoro vůbec nepoužívá, ačkoliv je velice jednoduchý. Slouží zde jenom 
jako demonstrativní příklad pro srovnání mezi ostatními algoritmy. Jeho velkou nevýhodou jsou příliš  
velké  paměťové  nároky.  Celková potřebná paměť se  spočítá  ze  součtu  všech uzlů  stromu,  které 
obsahují tři ukazatele. Dva jsou pro synovské uzly a jeden slouží jako ukazatel do množiny PrefixSet, 
kde je uložena hodnota prefixu. Pokud ukazatel neukazuje na žádný prefix, je nevyužitý. Při použití  
32 bitového ukazatele pak každý uzel vynásobíme hodnotou 3*32 a máme výslednou paměť struktury 
stromu. Když k ní připočteme velikost paměti potřebnou k uložení prefixů máme konečnou velikost 
potřebné paměti. 
Celkový počet přístupů do paměti je také ve srovnání s ostatními algoritmy velice vysoký. 
V nejhorším případě je při použití IPv6 velikost délky prefixu 128. Takže je to celkově 128 přístupů 
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do paměti, v nejhorším případě. Průměrný počet přístupů do paměti můžeme zjistit z průměrné délky 
prefixu. Tyto údaje jsou uvedeny výše. Na obrázku 5.2.1 vidíme graf srovnání mezi syntetickými  
množinami. Počet přístupů do paměti je zde vypočítán přímo z dané množiny, kdy z ní byl vybrán 
nejdelší prefix. U více než poloviny je to 64 bitový prefix, u zbytku je to 128 bitový. Přesné hodnoty 
jsou uvedeny v tabulce 5.2.2
Obrázek 5.2.1: Synteticé množiny realizovány metodou Binary Trie 
Tabulka 5.2.2: Syntetické množiny Binary Trie – přesná data
Počet  přístupů  do  paměti  je  u  reálných  množin  založen  na  stejném  principu,  který  byl  
vysvětlen u syntetických množin. Přesto zde se můžeme setkat s celkově menším počtem přístupů 
u jednotlivých množin prefixů. Je to dáno tím, že většina nejdelších prefixů je právě délky 48. Pouze 
v jednom případě u AS6447 table tato hodnota dosáhla 128. Jak můžeme vidět na grafu 5.2.3, i přes 
vyšší počet prefixů je u AS6447 množiny potřebná paměť menší skoro o polovinu ve srovnání se 
syntetickou množinou s počtem prefixů 5000. Je to dáno tím, že ve většině reálných množin je sdílen 
společný prefix. To má za následek menší počet uzlů stromu, kdy jednotlivé uzly mohou cestu ke  
kořeni sdílet. Tím se velice ušetří potřebná paměť. Tabulka 5.2.4 obsahuje přesné hodnoty z grafu  
reálných množin. Je zde srovnání množin podle jejich potřebné paměti, počtu přístupů do ní a počtu  
uzlů. 
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Množina syn1 syn2 syn3 syn4 syn5 syn75 syn10 syn25 syn50
Max. přístupů do paměti 128 64 64 64 64 64 128 128 128
Paměť [KB] 9.44 18.61 30.98 39.78 48.91 114.23 159.23 519.61 1014.6
Počet uzlů 653 1283 2182 2781 3409 8519 11936 39969 77886
Právě  kvůli  velké  neefektivnosti  algoritmu  Binary  Trie  se  v  praxi  používají  výhodnější 
algoritmy založené na jeho struktuře.
Obrázek 5.2.3: Reálné množiny realizovány metodou Binary Trie 
Tabulka 5.2.4: Reálné množiny Binary Trie – přesná data
5.3 Testy algoritmu LC-Trie
Algoritmus LC-Trie se snaží odstranit  nedostatky, které obsahuje metoda Binary Trie. K výpočtu 
velikosti paměti potřebujeme znát velikosti záznamů jeho struktury. Každý uzel stromu má velikost 
pouze 4B. Jeden záznam z base vector obsahuje:
• 16B pro IPv6 hodnotu prefixu
• 4B pro odkaz do objektu prefix vector
• 4B pro délku prefixu
Jeden záznam v  prefix vector potom obsahuje stejná data  jako  base vector,  ale 
neobsahuje hodnotu prefixu. Jelikož jsou zde uložené prefixy z  base vector,  stačí uchovávat 
pouze jejich délku a hodnota se dá zpětně vypočítat. Proto je velikost jednoho záznamu pouze 8B. 
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Množina CZ JP RU BR UK DE USA ARIN RIPE AS6647
Max. přístupů do paměti 48 64 48 48 64 48 48 48 64 128
Paměť [KB] 20.69 42.41 42.18 41.78 52.61 62.56 278.97 298.22 337.83 557.57
Počet uzlů 1547 3149 3112 3030 3876 4568 20597 21997 23819 39239
Celková potřebná paměť se potom dá vypočítat následovně:
(počet uzlů stromu * 4B) + (velikost base vector table * 24B) 
+ (velikost prefix vector table * 8B) = výsledná paměť
Př. Výpočet potřebné paměti pro množinu reálných prefixů AS6447:
10009*4B + 5012*24B + 407*8B  163.6KB potřebné paměti≐
Počet přístupů do paměti se odvíjí od výšky LC stromu, kdy každý uzel, který se musí projít, je  
roven  jednomu  přístupu  do  paměti.  Jeden  další  přístup  je  kvůli  zpřístupnění  výsledné  hodnoty 
v base vector. Pokud nedojde ke shodě prefixu, musí dojít ještě k dalšímu vyhledání v paměti  
v prostoru  prefix vector.  V mých experimentech s množinami je tento prostor velice malý. 
U reálných množin je dokonce ještě menší než u syntetických a je zřídkakdy zpřístupněn více než  
jednou během operace lookup. Tento algoritmus už ve svém základu nepotřebuje žádné úpravy pro 
IPv6. Proto je vhodný pro další generaci internetových routerů využívající protokol verze 6 [18] .  
Tento  algoritmus  může  být  velice  efektivně  optimalizován,  a  to  úpravou  tzv.  Branching 
faktoru. Branching faktor je nastaven na hodnotu k, pokud jsou všechny prefixy délky k přítomny. Pár 
chybějících prefixů by mohlo mít negativní vliv na efektivitu LC stromu. Tím se zajistí nejmenší 
možné paměťové nároky, kdy se nealokují listy s prázdnými ukazateli. Použitím většího branching 
faktoru rapidně klesne výška stromu a tím se urychlí vyhledávání. Nicméně ve stromu touto úpravou 
vzroste  počet  prázdných  listů.  Jde  o  nalezení  kompromisu  mezi  pamětí  a  rychlostí.  Testy  této 
optimalizační  metody  ale  ukazují,  že  nedochází  k  tak  rapidnímu nárůstu  paměti,  přesto  dochází  
k velkému zlepšení rychlosti vyhledávání. Pro dosažení nejlepšího poměru mezi pamětí a rychlostí se 
zavádí tzv. fill factor x  [18], kdy (0<x<=1). Branching faktor pak produkuje maximálně  [k(1  −  x)] 
prázdných listů. V praxi je ještě výhodné zvolit velký branching faktor u kořene stromu nezávisle na 
fill fakoru.
Obrázek 5.3.1: Synteticé množiny realizovány metodou LC-Trie 
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Na obrázku 5.3.1  je  graf  srovnání  paměťových nároků a  počtu  přístupů do  paměti  mezi 
syntetickými  prefixy.  Je  na  něm  vidět,  že  na  rozdíl  od  Binárního  stromu,  kde  paměť  narůstá  
konstantně  s  počtem  prefixů,  tak  u  metody  LC-Trie  velikost  paměti  narůstá  logaritmicky.  To 
odpovídá  i  vzorci  pro  výpočet  velikosti  potřebné  paměti  z  kapitoly  3.  Přesné  hodnoty  z  grafu 
syntetických množin jsou zaznačené v tabulce 5.3.2 společně s dalšími daty.
Tabulka 5.3.2: Syntetické množiny LC-Trie – přesná data
U reálných množin je situace podobná jako u syntetických. Velikost paměti je ale v tomto 
případě o  něco  větší  pro všechny množiny.  Je  to  způsobeno rozložením prefixů.  U syntetických 
množin  je  totiž  velké  množství  záznamů,  které  jsou  již  prefixy  jiných  záznamů.  Jsou  uloženy 
v tabulce prefix vector. Proto u reálných množin, kde tato situace není tak běžná, najdeme jen 
velice  málo  prefixů  v  tabulce  prefix vector.  Např.  množina  CZ  a  RU  neobsahuje  žádný 
takovýto prefix. To se také odráží na počtu přístupů do paměti. U reálných množin je o něco větší  
i  přes  menší  průměrnou  délku  prefixu.  Strom  má  větší  hloubku  kvůli  většímu  počtu  záznamů 
v tabulce  base vector, ze které je strom postaven. Graf reálných množin je na obrázku 5.3.3. 
Počet přístupů do paměti, velikost paměti a velikost objektů metody jsou v tabulce 5.3.4
Obrázek 5.3.3: Reálné množiny realizovány metodou LC-Trie 
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Množina syn1 syn2 syn3 syn4 syn5 syn75 syn10 syn25 syn50
Max. přístupů do paměti 15 13 16 18 19 17 17 18 22
Paměť [KB] 2.9 5.54 8.196 11.34 14.47 15.58 21.09 67.16 141
Velikost base vector 90 169 247 345 442 405 552 1970 4218
Velikost prefix vector 10 32 53 55 58 345 448 529 782
Počet uzlů 165 307 461 655 849 775 1065 3913 8371
Tabulka 5.3.4: Reálné množiny LC-Trie – přesná data
5.4 Testy algoritmu Lulea Compressed Trie
Pro algoritmus Lulea Compressed Trie musíme nejdříve vybrat vhodnou střídu, se kterou budeme 
potom  následně  pracovat.  Nevhodnější  střída  bude  ta,  která  zabírá  nejmenší  prostor  v  paměti.  
Velikost potřebné paměti pro metodu Lulea zaleží na počtu ukazatelů na prefix v množině 
PrefixSet, počtu ukazatelů na další uzel a na počtu bajtů na jednu bitmapu.  Pokud bereme v úvahu 32 
bitový ukazatel (4B), mohl by výpočet potřebné paměti vypadat následovně:
(počet ukazatelů na uzel + počet ukazatelů do PrefixSet)*4B 
+ (celkový počet uzlů * počet bajtů na jednu bitmapu) 
+ (počet prefixů v PrefixSet * délka prefixu pro IPv6) 
= celková velikost potřebné paměti
Př. Výpočet potřebné paměti pro množinu reálných prefixů AS6447 pro střídu 4:
(11580 + 5419)*4B + 11581*2B + 5419*16B ≐ 178KB potřebné paměti
Obrázek 5.4.1: Srovnáni metody Lulea podle střídy
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Množina CZ JP RU BR UK DE USA ARIN RIPE AS6647
Max. přístupů do paměti 17 15 17 15 17 22 29 27 22 27
Paměť [KB] 4.252 8.444 9.66 10.68 12.16 15.46 62.308 66.924 103.25 163.58
Velikost base vector 133 256 302 335 380 483 1935 2077 3221 5012
Velikost prefix vector 0 33 0 3 1 1 53 64 29 407
Počet uzlů 265 509 603 655 757 965 3861 4141 6429 10009
Počet bajtů na jednu bitmapu pro střídu 2 je 0.5B (4 bity), pro střídu 4 jsou to 2B (16 bitů) 
a  pro  střídu  8  to  je  32B  (256  bitů).  Jak  ukazuje  obrázek  5.4.1,  vede  metoda  Lulea  se  střídou  
8 a 2 k většímu nárůstu paměti než metoda se střídou 4. Ta vykazuje nejmenší nárůst paměti. Test byl 
proveden na několika množinách prefixů, jejich výsledek byl podobný jako na obrázku 5.4.1. Počet  
přístupů do paměti je dán velikostí zpracovávaných bitů. Pro střídu 2 to jsou 2 bity a tedy při velikosti 
prefixu 128 u IPv6 to je 64 přístupů do paměti. Pro střídu 4 to je 32 přístupů a konečně pro střídu 8 to  
je 16 přístupů do paměti v nejhorším případě.
Počet  přístupů  do  paměti  značně  ovlivňuje  přítomnost  128  bitového  prefixu,  jak  je  vidět 
z následujícího obrázku 5.4.2, kde vidíme graf srovnání velikosti paměti a přístupů do ní u metody 
Lulea(4) pro syntetické množiny. Graf zachycuje nejhorší možný počet přístupů z dané množiny. 
Průměrný  počet  přístupů  by  se  opět  dal  spočítat  z  průměrné  délky  prefixu  vydělenou  počtem 
zpracovaných  bitů  v  jednom  kroku.  Tabulka  5.4.3  obsahuje  přesná  data  syntetických  množin 
realizována pomocí metody Lulea(4).
Obrázek 5.4.2: Synteticé množiny realizovány metodou Lulea(4) 
Tabulka 5.4.3: Syntetické množiny Lulea(4) – přesná data
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Množina syn1 syn2 syn3 syn4 syn5 syn75 syn10 syn25 syn50
Max. přístupů do paměti 32 16 16 16 16 16 32 32 32
Paměť [KB] 3.14 6.17 9.64 12.72 15.86 28.09 38.3 111.15 219.67
Počet uzlů 191 359 607 787 977 2183 3051 10195 19946
U reálných množin je situace podobná jako u metody Binary Trie, kde byla celkově potřebná 
paměť u reálných množin menší. Opět je to způsobeno rozložením prefixu mezi délku 32 a 48, kdy 
většina prefixů má společný základ. Takže metoda generuje méně uzlů. Přesná data z grafu můžeme 
najít v tabulce 5.4.5. Počet přístupů je pak u reálné množiny menší. Tato množina obsahuje prefixy  
s kratší délkou, než je tomu u syntetické množiny.
Obrázek 5.4.4: Reálné množiny realizovány metodou Lulea(4) 
Tabulka 5.4.5: Reálné množiny Lulea(4) – přesná data
5.5 Testy algoritmu BSI
Poslední z metod na testování je algoritmus Binary Search on Intervals. Stejně jako u předchozích 
metod i zde se nejdříve seznámíme s výpočtem paměťových nároků. Metoda BSI využívá tabulkovou 
reprezentaci pro vyhledání. Maximální počet řádků tabulky je dán počtem prefixů v množině. Jelikož 
každý prefix je zaznamenán pomocí dvou hranic intervalů, je velikost tabulky 2N, kdy  N je počet 
prefixů  v  množině.  Každý  řádek  tabulky  má  potom  velikost  rovnou  délce  prefixu,  se  kterým 
pracujeme, plus velikost ukazatele do PrefixSet. Velikost prefixu pro IPv4 je 32 bitů, pro IPv6 je to 
128 bitů (16B).
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Množina CZ JP RU BR UK DE USA ARIN RIPE AS6647
Max. přístupů do paměti 12 16 12 12 16 12 12 12 16 32
Paměť [KB] 5.27 10.89 11.33 11.9 14.25 17.55 75.29 80.71 109.98 177.86
Počet uzlů 435 852 883 857 1106 1312 5923 6316 6997 11581
Výpočet velikosti paměti pro verzi 6 je pak velice jednoduchý:
(délka prefixu pro IPv6 + velikost ukazatele do PrefixSet) * 
počet řádků tabulky + (počet prefixů v PrefixSet * délka 
prefixu pro IPv6) = celková velikost potřebné paměti
Př. Výpočet potřebné paměti pro množinu reálných prefixů AS6447 :
(16B + 4B)*10720 + 5419*16B  301,1KB potřebné paměti≐
K výpočtu počtu přístupů do paměti použijeme také velikost tabulky. Z podkapitoly 3.5 Binary 
Search on Intervals víme, že tento počet se dá vypočítat jako (log22N). Z toho vyplývá, že vůbec 
nezáleží na velikosti prefixu, se kterým pracujeme. Tato rychlost je tedy stejná jak pro IPv4 tak pro 
IPv6, obsahují-li stejný počet záznamů.
Souhrnem lze říct, že paměť narůstá konstantně s počtem prefixů v tabulce (množině prefixů). 
Počet přístupů do paměti narůstá logaritmicky.
Na  obrázku  5.5.1  je  porovnání  mezi  syntetickými  množinami  realizovaných  pomocí  BSI. 
Přesné hodnoty z grafu jsou pak v tabulce 5.5.2
Obrázek 5.5.1: Synteticé množiny realizovány metodou BSI 
Tabulka 5.5.2: Syntetické množiny BSI– přesná data
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Množina syn1 syn2 syn3 syn4 syn5 syn75 syn10 syn25 syn50
Max. přístupů do paměti 7.6 8.6 9.2 9.6 9.9 10.5 10.9 12.3 13.3
Paměť [KB] 5.48 10.92 16.26 21.86 27.46 41.16 55.18 138.72 277.54
Počet řádků tabulky 194 385 573 773 973 1458 1959 4937 9877
Porovnání reálných hodnot je na obrázku 5.5.3 a jejich přesné hodnoty jsou v tabulce 5.5.4. 
Zde jako u jediného algoritmu nejsou patrné žádné rozdíly mezi syntetickými a reálnými množinami. 
Je to proto, že tento algoritmus nevyužívá ke své reprezentaci stromovou strukturu, ale tabulkovou. 
Jelikož se  potřebná paměť a  rychlost  počítá  pouze z  počtu záznamů v tabulce (respektive počtu 
prefixů v množinách), tak jenom tato proměnná určuje rozdíly mezi množinami prefixů.
Obrázek 5.5.3: Reálné množiny realizovány metodou BSI
Tabulka 5.5.4: Reálné množiny BSI– přesná data
Velikost paměti u reálných i syntetických množin je o něco menší než teoreticá hodnota. Je to 
proto, že některé záznamy se shodným prefixem jsou reprezentovány jako jeden. Na druhou stranu 
např. u množiny CZ a RU má tabulka maximální velikost. Je to dáno tím, že ani jeden prefix z této 
množiny není součástí jiného prefixu. U syntetických množin, kde je tento počet prefixů vyšší, je 
paměť ještě menší. Souhrnem lze říct, že čím více obsahuje množina záznamů, které jsou prefixy 
jiných záznamů, tím je výsledná potřebná paměť menší.
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Množina CZ JP RU BR UK DE USA ARIN RIPE AS6647
Max. přístupů do paměti 8.1 9.1 9.2 9.4 9.6 9.9 11.9 12 12.7 13.4
Paměť [KB] 7.45 15.52 16.91 18.87 21.32 27.09 110.33 118.64 181.42 301.1
Počet řádků tabulky 266 545 604 673 761 967 3926 4219 6471 10720
6 Srovnání algoritmů LPM
Tato závěrečná kapitola se bude věnovat dosaženým výsledkům z předchozí kapitoly. Porovnáním 
algorimů podle jejich paměťových nároků a podle jejich rychlostí  vyhledávání.  Opět jsou  použité 
stejné vzorky dat - syntetické a reálné množiny. Na konec bude vybrán jeden reprezentativní vzorek, 
na kterém budou ukázány rozdíly mezi algoritmy.
6.1 Celková velikost paměti
Jednotlivé  množiny  syntetických  a  reálných  množin  jsou  rozděleny  kvůli  přehlednosti  do  dvou 
skupin:  na  malé  množiny  prefixů  a  na  velké  množiny.  Na  obrázku  6.1.1  je  syntetická  množina 
s malým počtem prefixů, na obrázku 6.1.2 pak s velkým počtem.
Obrázek 6.1.1: Srovnání algoritmů u syntetických množin – malé
29
Obrázek 6.1.2: Srovnání algoritmů u syntetických množin – velké
Výsledek porovnání algoritmů u syntetických množin je zcela jasný. Algoritmus Binary Trie 
dopadl nejhůře. To potvrzuje závěry z kapitoly 3.1. Druhý nejhorší algoritmus je Lulea se střídou 8.  
Binary  Search  on  Intervals  (BSI)  a  Lulea(2)  jsou  u  velké  množiny  téměř  identické.  Rozšíření  
intervalů u BSI až na 128 bitů oproti 32 u IPv4 se negativně projevuje na jeho potřebné paměti.  
Nejlépe v tomto testu dopadl algoritmus LC-Trie, který byl o něco lepší než algoritmus Lulea(4).
Obrázek 6.1.3: Srovnání algoritmů u reálných množin – malé
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Tento rozdíl mezi metodami LC-Trie a Lulea(4) se ještě více zmenšuje u reálných množin, kdy 
jsou  tyto  algoritmy  ke  konci  průběhu  na  tom skoro  stejně.  To  je  vidět  z  obrázku  6.1.4,  jemuž 
předchází  obrázek  6.1.3.  Pokles  u  metody  Binary  Trie  mezi  uzly  JP  a  BR na  obrázku  6.1.3  je 
výsledkem skoro stejného počtu uzlů ve stromu, kde i  přes velice malý nárůst velikosti  množiny 
dochází k poklesu počtu uzlů. Prefixy tady sdílejí stejnou cestu ke kořeni stromu.
Obrázek 6.1.4: Srovnání algoritmů u reálných množin - velké
6.2 Počet přístupů do paměti
V počtu  přístupů  do  paměti  hraje,  kromě  metody  BSI,  která  je  závislá  pouze  na  počtu  prefixů  
v množině, velkou roli i délka prefixu. IPv6 má 128 bitů a lze tedy očekávat velký přístup do paměti 
oproti IPv4. Jak je ale vidět z obrázku 6.2.2, u reálných množin obsahuje takto dlouhé prefixy pouze 
množina AS6447. U syntetických množin, které jsou vygenerované, je tento počet ale vyšší. Ty jsou 
na obrázku 6.2.1. Počet přístupů do paměti je v obou grafech vyjádřený jako ten nejhorší možný pro 
danou množinu. 
U syntetických množin je nejhorší algoritmus Binary Trie. Algoritmus Lulea(4), o kterém 
z předchozí části  víme, že si  vedl dobře v porovnání s velikostí paměti,  dopadl v testování počtu 
přístupů do paměti  hůře  než algoritmus LC-Trie.  Nejlépe pak dopadly dvě metody:  metoda BSI 
a Lulea(8). 
U reálných množin je situace trochu jiná. Opět sice nejhůře skončil algoritmus Binary Trie. Ale  
největším rozdílem oproti  syntetickým množinám je umístění  algoritmu Lulea(4).  Ten u reálných 
množin dopadl lépe než metoda LC-Trie. Nejlepších výsledků dosáhla metoda Lulea se sřídou 8,  
a pak metoda BSI.
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Obrázek 6.2.1: Srovnání algoritmů u syntetických množin
Obrázek 6.2.2: Srovnání algoritmů u reálných množin
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Na závěr této kapitoly je poslední obrázek 6.2.3. Na něm jsou rozdíly mezi metodami u reálné  
množiny RIPE, která obsahuje 3566 prefixů. Shrnuje dosavadní výsledky z reálných množin. 
Obrázek 6.2.3: Srovnání algoritmů u reálné množiny RIPE
Z posledního obrázku je patrné, že nejlepší paměťové nároky mají metody LC-Trie a Lulea se 
střídou 4. Metoda LC-Trie má horší dobu zpracování, ale potřebuje méně paměti než Lulea(4). Pokud 
potřebujeme mít velice krátkou dobu vyhledání  a nezáleží  nám na velikosti  paměti,  pak by bylo  
nejvýhodnější použít metodu Lulea se střídou 8. 
Všechny  metody  jsou  seřazené  podle  počtu  přístupů  do  paměti,  kde  vlevo  je  metoda 
s největším počtem. Jak je vidět, tak potřebná pamět zpočátku klesá, ale v polovině začíná znova 
narůstat. Z toho plyne, že nikdy nelze dosáhnout nejlepšího výsledku v obou případech testování. 
Proto se musí najít dobrý poměr mezi velikostí potřebné paměti a rychlostí vyhledávání záznamů.
33
7 Závěr
Cílem této bakalářské práce bylo srovnat  chování  algoritmů LPM při  použití  síťového protokolu 
verze 6. Konkrétně se jednalo o sledování jejich paměťových nároků a jejich rychlosti zpracování.  
Důvodem pro výběr tohoto tématu bylo vyčerpání adres IPv4 a postupný přechod k jejímu nástupci  
IPv6. Proto bylo nutné se seznámit s chováním algoritmů LPM z pohledu nového protokolu.
První tři kapitoly byly věnovány teoretickému rozboru problému efektivního směrování dat  
v počítačových sítích. Byly zde popsány modely OSI, TCP/IP a síťové protokoly verze 4 a 6. Dále  
bylo blíže popsáno pět vybraných algoritmů LPM. Jednalo se o metody Binary Trie, Multibit Trie,  
Level  Compressed  Trie  (LC-Trie),  Lulea  Compressed Trie  (Lulea)  a  Binary  Search on Intervals  
(BSI). Každý algoritmus byl stručně představen a byly uvedeny jeho výhody i nevýhody, teoretické  
paměťové a rychlostní nároky. Pro vlastní testování pak byly vybrány čtyři z nich. Metoda Multibit 
Trie zde sloužila pouze pro lepší pochopení multibitových stromů. 
V kapitole pět byly vybrané algoritmy testovány nad dostatečně velkou množinou prefixů. 
Použité algoritmy byly převzaty z objektového rámce Netbench. Vyjma algorimu LC-Trie, který byl  
jako jediný dodatečně implementován.  Byla  použita  vygenerovaná množina syntetických prefixů,  
která simuluje reálné prostředí,  a množina reálných prefixů, se kterými se může setkat v běžném 
provozu na internetu. Tato data byla použita pro sérii  pokusů a testování s algoritmy, kdy jejich  
výstupy  byly  zpracovány  do  lépe  přehledných  grafů  a  tabulek.  Dosažené  výsledky  pak  shrnuje 
poslední  kapitola,  která  algoritmy  srovnává  mezi  sebou.  Metoda  Binary  Trie  dopadla,  podle  
očekáváni  z  kapitoly  tři,  ze  všech  metod  nejhůře.  Z  důvodů  velkého  plýtvání  paměti  a  pomalé  
rychlosti  zpracování  není  vhodná pro reálnou implementaci  pro klasifikaci  paketů.  Metoda Level  
Compressed Trie dopadla nejlépe kvůli  nejmenší  velikosti  potřebné paměti  a její  výhoda spočívá 
v tom, že její algoritmus při svém původním návrhu nepotřebuje žádnou úpravu pro protokol verze 6.  
Nejrychlejšího vyhledávání mezi záznamy dosahuje metoda Lulea se střídou 8. Bohužel použítí tak 
velké střídy vede k dvakrát větší potřebné paměti než u metody LC-Trie. 
Tato práce vznikla za podpory výzkumné skupiny  ANT@FIT,  která se  zabývá  zrychlením 
časově  kritických  operací,  které  se  používají  v  síťových zařízeních.  Tato  práce  tak  navazuje  na 
dřívější  projekty  zabývající  se  algoritmy  LPM a  jejich  testováním pro  síťový  protokol  verze  4. 
Výsledky  této  práce pomohou  skupině  ANT@FIT  ve  výzkumu  a  budou  využity  při  návrhu 
a implementaci algoritmů do síťových zařízení. Mnou implementovaná metoda LC-Trie a množiny 
prefixů IPv6 se stanou součástí volně dostupného objektového rámce Netbench. 
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Příloha 1. DVD obsahující bakalářskou práci v elektronické podobě, zdrojový kód algoritmu LC-Trie, 
    syntetické a reálné množiny prefixů, skripty pro testování.
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