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1. INTRODUCTION 
If, in the differential equation x” - qx = 0, the coefficient function satisfies 
0 < 4 E CO(ol, w), then there exists a principal solution .\: = x0(t) at t = w 
satisfying x0 > 0, x0’ < 0, x” > 0 on (LX:, W) and solutions x = y(t) satisfying 
y  > 0, y’ > 0, y” > 0 for t near W. In [6], we considered the monotony and 
convexity properties of products u = xoy when Q is monotone. If  4 E F(oL, w), 
then (x0’, x,,y, y’) is an ordered set of principal solutions at 2 == w of the dis- 
conjugate (Appell) differential equation u”’ - 4qu’ - 2q’u L= 0. This suggests an 
investigation of the monotony properties of solutions of a general disconjugate 
third-order equation 
u”’ + p(t) u” - q(t) 24’ + r(t) u = 0, (1.1) 
where q ;,,c 0 and either r > 0 or r < 0. 
Hypothesis (H). Let (1 .I) have continuous coefficients and be disconjugate on 
(a, w), - rx: < OL < w < co. Let y  E (ol, w) and 6, 7, [ be specialprincipal solutions 
of (1. I ) at t J= CA determined by y. 
Thus, [, 7, 5 are uniquely determined by the conditions 
&I) = : I ; 17(Y) = 0, T’(Y) = 1; i(y) = 5’(y) == 0, 5”(Y) = 1, 
(1.2) 
517 - 0 and WY - 0 as t-+w. (1.3) 
In which case, E > 0 on (OL, W) and 
5, 7, 5, W(f, 71)~ WI, 0, W(t, rl, i) > 0 on (Y, wh O-4) 
where W denotes the Wronskian determinant (e.g., W(v, 5) = 75’ - v’b); 
Theorem 7.2,(vii), [4, p. 3321. 
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Our main interest centers on the monotony of the two “larger” solutions 
7, 5 (for fixed 7). Our method depends on an examination of a second-order 
linear equation having 7, 5 as solutions. This can be considered an induction 
method which, in principle, can be applied to higher-order equations. 
In fact, an application of this process, say, to a discussion of the three “larger” 
solutions of a disconjugate fourth-order equation can be carried out for special 
equations, but the general situation leads to many subcases (and may not be 
worthwhile). 
The results in Section 2 imply the following two theorems. The first deals 
with the case r 3 0 and generalizes Theorem 4.2(ii) of [Yj. 
THEOREM 1.1. Assume (H) and Zet r >, 0 on (y, u). Suppose thet one of the 
following conditions hold: 
Jy exp [- + Jtp(s) dt] dt = 00 (e.g., w = co andp E 0), 
Or 
Ul=cO and q > 0 for large t, 
OY 
4 3 0 on (15 ~1 and SW dt j” s exp [- /‘p(s,) ds,] ds = 00, 
or that p, q E Cl(y, w) and that the functions 
Qcq-pa-pr and R=q’+pq+r 
satisfy 
Q>,O and R 3 0 ofi (y, w) 
and 
SW dt It ds, 1” exp i-2 sslp(s,)) ds,] ds, = 00, 
or that p, q E Cl(ol, w) and 
and 
or 
w = co, R>O or R < 0 for large t, 
jm exp [- 3 jtp(s) ds] dt = co, 
w = a3, R < 0 on (y, a> and Q >, 0 for large t, 
or that p E C2(a, w), q E Cl(a, w), and that the functions 
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satisfy 
r. 3 0 or 
and 
r,<O fortnearw, 




w :x c@, r. < 0 0% (Y, a), q. > 0 for large t, 
(1.14) 
jmexp [@j’p(s)ds] dt = 00 forsomeBE[-1, - $1. 
Then 
t>o and Jr d 0 on (Y> w>, (1.15) 
r1>0 and rl’ > 0 071 (Y, w), (1.16) 
i>o and 5’ > 0 on (Y, w), 5-+a as t+w. (1.17) 
Note that, under assumption (IS), the conditions of Theorem 1.1 depend 
only on the coefficients p and t. A variation of constant u -+ u/v therefore gives 
COROLLARY 1 .l . Assume (H). Let 0 < v  E C3(a, w), 
v”’ + pv" - qv’ + TV > 0 on (Y, wh 
.i 
w 
v-l exp I-- 4 j’p(s) ds] dt = co. 
It is also possible to give analogs of (1.6) and (1.7) in which p, p are replaced by 
3v’lv + p, (3v” + 2pv’ - qv)/v. 
The second theorem deals essentially with the case r .< 0. 
THEOREM 1.2. Assume (H), y < T < w,r >Oon(n T)andr <Oon(T,w). 
Suppose that one of the following conditions holds: 
and 
q>O on (Y, w> (1.18) 
- j" r(t) 11 + j" exp [- j' p(s,) ds,] ds/ exp [jtp(so) ds,] dt = co, 
or let P, 4 E C%J, ~1, 
pi30 and R > 0 on (y, W) (1.19) 
500 PHILIP HARTMAN 
and 
- SW r(t) IIt ds, 1” exp c-2 /“p(s,) dso] ds,/ dt = 00, 
or let p, q E Cl(or, CO) and 
s 
w [--r(t)]l12 exp [& jtp(s) ds] dt = a3. 
Then there exists a Q- E (y, u) such that 
(1.20) 
5>0 and 5’<0 on (T,o), f-0 as t-w, (1.21) 
7 >o, 7’ > 0 on (Y, ~1 and 7’ < 0 on (7, w), (1.22) 
and either 5’ > 0 on (y, W) or there exist t, and t, , T < t, < t, f  w with 5’ > 0 
on (y, Q, 5’ = 0 or 5’ < 0 on (tl , tz), and 5’ > 0 on (tz , w). If, in addition, 
(1.5) holds, OY ifp, q E Cl(y, w) and (1.9) hold, or ifp, q E Cl(~r, W) and (1.10) OY 
(1.11) hold, or ifp E P(o1, w), qE Cl(,, w) and (1.13) or (1.14) hold, then [-+ a 
as t -+ w (so that if t, , t, exist, then t, < w). 
In the statement concerning r, we can have 1’ E 0 on [tl , t,] only if t, < W. 
Theorem 1 .l follows from Theorem 2.3(i), Propositions 2.1 and 2.2 in the 
next section. Theorem 1.2 is contained in Theorem 2.3(ii) and Proposition 2.3. 
In connection with an examination of the products of Whittaker functions in 
[6], we considered a situation analogous to the case where r < 0 on (y, T) and 
r >, 0 on (T, w). It will be clear that we could describe the possible behavior of 
7, [ in such a case by the methods below, In general, our considerations lead to 
PROPOSITION 1.1. Assume (H). Let 6 = &l be Jixed, y  = T, < Tl < ... < 
T, = w, and 6(--l)* r(t) > 0 on (Tk , T& for ii = 0 ,..., n - 1. Then, on 
(y, w), 5’ has at most n + (1 - S)/2 and 71’ has at most n - 6(1 + (-1)“)/2 
“Zeros” counting “multiplicities.” 
Here “zero” means an isolated point or a maximal interval on which the 
function vanishes. An interval counts as a “zero” of “multiplicity” two, and a 
point counts as either a “zero” of “multiplicity” one or two according as the 
function does or not change signs at the point. Actually, if y(t) # 0 unless 
t = TX ,..., T,,-, , then all zeros are isolated. 
2. GENERAL RESULTS 
A second-order linear differential equation having y = 7, 1 as solutions on 
(y, CJJ) is W(7, 1, y) = 0, that is, Yy” - Y’y’ + Zy = 0 or 
(Y’P)’ + (WZ)Y = 0, (2.1) 
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where 
Y =- W(?7, 5) = 15’ - 7’1 > 0 and 2 = @+I’, i’) = 7f’i” - 7ft-. (2.2) 
Since Y’ = ~1” - ~“5, Eq. (1.1) shows that (Y, 2) is the solution of the initial 
value problem 
Y”+pY’-qY==Z, z’ f pz = r I’, (2.3) 
yzy’=o and 2 =: 1 at t =; y. (2.4) 
We state some general theorems (e.g., Theorems 2.2-2.3) involving certain 
hypotheses on (Y, 2) and then give simple sufficient conditions (e.g., Proposi- 
tions 2.1-2.3) for these hypotheses in terms of the coefficient functions p, q, r. 
THEOREM 2.1. Assume (H), y < T < w, r 2 0 on (y, T) and r < 0 on 
(T, w). Then either 
7)’ ;; 0 on (y, w) or 77’ > 0 011 (r, 71, 77’ < 0 on (T, w) (2.5) 
for some r E (y, w). I f  thejrst alternative holds, then (1.17) holds and ifi in addition, 
r > 0 on (y, w), then (1.15) holds. If  the second alternative hokds, then (I .2 1) 
holds. 
Remark 1. If the first alternative in (2.5) holds, then either 71’ > 0 on (y, W) 
or 7’ > 0 on (y, or) and r]’ = 0 on (7r , w) for some or E (y, w). The latter situa- 
tion can occur only if r assumes ome negative values on (y, W) and r L= 0 near W. 
Remark 2. If the second alternative in (2.5) holds, then there exists t, and t, , 
y < tl < w, such that 5’ > 0 on (y, t,), 5’ zz 0 on [t, , te] or 5’ < 0 on (tl , tz), 
and 5’ > 0 on (tz , w). 
Remark 3. The assertions concerning 5 in Theorem 2.1 and the last two 
remarks are valid if 5 is replaced by any solution y = I of (1.1) satisfying 
Q(Y) = 0, Q > 0 on (y, w), and Q , n are linearly independent. 
THEOREM 2.2. Assume (H), that r(t) does not change signs for t near W, and 
either that 
SW exp [- Q ltp(s) ds] dt = 00 
(e.g., w = co and p E 0) or that 
(2.6) 
s w Y(t) dt = 03. (2.7) 
.P9l58/3-5 
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Then 
5’ > 0 for t near w and 5-+c= as t-w. (2.8) 
If, in addition, r 3 0 on (y, w), then (1.15) and (1.17) hold. 
Under condition (2.6), this result is contained in Theorems 2.2, 4.1, and 4.2 
of [5]. (Theorem 4.2 generalizes and gives a correct proof of a statement of 
Barrett [I]. For related results, see Etgen and Shih [2], and other references to 
these authors in [5] .) Th e p roof of Theorem 2.2 under condition (2.7) will be 
given in Section 4 below. 
Condition (2.6) can be replaced by any assumption which implies that (1.1) 
has an unbounded solution at t = w; see [5]. 
THEOREM 2.3. Assume (H) and let r be as in Theorem 2.1. 
(i) A necessary and su.cient condition for the first alternative in (2.5), in 
fact, for 
11>0 and rl’ 2-O [or 7’ > 01 on (7, ~1 (2.9) 
is that 
I wYdt=a, and Z>,O [or 2 > 0] on (7, w). (2.10) 
(ii) In particular, a su@ient condition for the second alternative in (2.5) is 
that 
%> < 0 for some t, E (y, W) (2.11) 
(so that 2 < 0 on (t, , w)). Furthermore (2.11) is implied by 
- SW r(t) Y(t) exp [s” p(s) ds] dt = co. (2.12) 
When (2.11) holds, then (2.8) holds if either 
I wYdt=ca or s w (-Z/Y”) dt = co, (2.13) 
and this is the case ij p (-Z)1/s dt = 03 (e.g., if (1.5) holds). 
In order to make these results more easily applicable and to show that they 
imply Theorems 1.1 and 1.2, we give sufficient conditions for (2.7), (2.10), and 
(2.12) in terms of p, q, r. 
PROPOSITION 2.1. Assume (H) and let r 3 0 on (y, w). Then 
2 > exp [- s:p(s)ds] > 0 on (y, w). (2.14) 
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This is clear from (2.3); cf. (5.1) below. 
PROPOSITION 2.2. Assume (H). Then su$ici~t conditions for (2.7) are that 
(i) r > 0 on (y, W) and that (1 S) or (1.6) or (1.7) hold, or that 
(ii) p, q~ Cl(y, W) and that (1.9) OY (1.10) or (1.11) hold, OY that 
(iii) p E (?(a, w), q E C’(a, w) and that (1.13) OY (1.14) hold. 
Remark 4. Condition (1.5) of part (i) can be replaced by any condition 
which implies that (1.1) has an unbounded solution at f  = W; cf. [5]. 
Remark 5. Condition (1.7) in part (i) is the particular case n := 1 of the more 
general sufficient condition 
q 2; 0 on (y, ~0) and 
s 
w E;,dt = co forsomen : I,2 ,,.. . (2.15) 
Here, Y, , Z, are successive approximations for the solution of (2.3), (2.4) defined 
by 
J-n+,(t) = jyt ds, J:” MsJ Y&J t &&,)I exp [ - 1: ~(4 ~.~,I] 4 T (2.16) 
‘1 
z,(t) = exp [ - It p(s) ds] + S,t y(s) Y,(s) exp [ - 1’ P(G) dsO] ds, (2.17) 
for n = 0, I ,... and Y,,(t) E 0 (so that Y,, ,< 1; < ... zz Y, 2, & 2, d “. -” Z). 
Remark 6. Condition (1.9) in part (ii) is the particular case n = I of the 
more general sufficient condition 
and 
Q>O and R 3 0 on (Y, w) 
.c 
w 
yn dt = 00 for some n := I, 2,..., 
(2.18) 
where 0 = y0 <\yI < ..t < Y are successive approximations for the solution 
of the initial value problem 
I”” $- 2pY” - QY’ - RY = 0 
defined by 
I”’ =. 1 at t = y, 
(2.19) 
+ Is2 [Q(sJ m’h) + WI) Y,WI exp L-2 Is2 p(sd 4] 4/ 4 
1’ 81 
for n = 0, I,... 
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PROPOSITION 2.3. Assume (H) and let r be as in Theorem 2.1 with y  < T < w. 
Then sz@cient conditions for (2.12), hence (2.1 l), are that 
(i) q >, 0 on (r, w) and that 
xn + px’ - qx = 0 
has a solution x(t) positive for t near w satisfying 
- jw r(t) x(t) exp [Sf p(s) ds] dt = a0 
(2.20) 
(2.21) 
(which holds ;f (1.18) holds), or that 
(ii) p, q E Cr(y, w) and (1.19) hold, or that 
(iii) p, q E Cl(o1, w) and (1.20) hold. 
Remark 7. Condition (1.18) is the special case n = 1 of the more general 
sufficient condition 
4 2 0 on (Y, w) and - SW r(t) x,(t) exp [/‘p(s) ds] dt = co (2.22) 
for some n = 1,2,..., where 0 = x0 < x1 < ..* < x are successive approxima- 
tions for the solution of (2.20) satisfying x(S) = C, > 0, x’(S) = C, > 0, 
S E (y, w), defined by 
+ Ji 4 JI q(sJ 41) exp [ - [r P(SJ b] 4 
for n = 0, l,.... When p, q E Cl(y, w) and Q > 0, R >, 0, the condition “q 3 0 
on (7, w))’ in (i) or (2.22) can be relaxed to “q > 0 for t near w.” 
Remark 8. Condition (1.19) in part (ii) is the special case n = 1 of the more 
general sufficient condition 
- SW r(t) y,(t) exp [It p(s) ds] dt = 00 for some n = 1,2,..., (2.23) 
whereO=y,<y,< 3.. < Y are defined in Remark 6. 
3. PROOF OF THEOREM 2.1 
By the last part of (2.3), 
/.Zexp [J*p(s) ds]\’ = rY exp [Jtp(s) ds] . (3.1) 
DISCONJUGATE DIFWRENTIAL EQUATIONS 505 
It follows that 2 * exp is nondecreasing or nonincreasing according as r ;s 0 or 
Y  < 0. Assume Y  3 0 on (y, T) and Y  < 0 on (T, w), where y  < T 5~ w. Con- 
sequently, either 
Z> 0 on (y, W) or Z&O on (Y, 01, Z < 0 on (u. W) (3.2) 
for some u E (T, w). 
I f  the first alternative in (3.2) holds, then (2.5) is clear since (2.1) can he 
written as 
d2y/ds2 + (Z/Y”)y = 0, where ds =- l’dt. (3.3) 
Assume the second alternative in (3.2). Then, the positive solutions 1’ =~ 7 and 
y  -= 5 satisfy either y’ 3 0 on (y, cr) or there is a t, E (y, g) such that J*’ > 0 on 
(Y, h) and Y’ < 0 on th , u). On [a, w), we have that 7’ < 0, since Z <: 0 and 17 
is a principal solution of (2.2) at t = w (cf. Corollary 6.4, [3, p. 3571). This 
proves (2.5). 
It is clear from (1.3) and (1.4) that the alternatives in (2.5) imply (I. 17) and 
(1.21), respectively. By Theorem 4.1 of [5], assumptions (H), Y $ 0 on (y, w), 
and (I .17) imply that (1.1) has a solution satisfying u > 0, U’ 6: 0 on (y, w). 
The proof of this depended on [7] (cf. Corollary 2.7, [3, p. 508 and p. 5771). 
But the proof of the latter and Theorem 7.1 (ii) in [4] show that u :::- E satisfies 
(1.15). This completes the proof. 
4. PROOF OF THEOREM 2.2 
In view of the remark following the theorem, it is sufficient to consider the 
case that (2.7) holds. Note that Y > 0, (3.1), and the assumption on Y imply that 
either 
2 < 0 for tnear w or 2 2 0 for t near W. (4.1) 
Since y  = 5 > 0 is an nonprincipal solution of (2.1) (i.e., of (3.3)), the assertion 
(2.8) follows from (2.7) in the case of the first alternative in (4.1), by virtue of a 
uniqueness theorem of Hartman and Wintner (cf. Exercise 6.7, [3, p. 3581). 
Also, (2.7), the second alternative in (4.1), and a simple convexity argument, 
using 7 > 0 and 5 > 0, imply that 7’ > 0, 5’ 3 0 for t near W, so that. (2.8) 
follows from (1.3) and (1.4). 
The last part involving (1.17) and r > 0 on (y, w) is clear, since (2.14) follows 
from (3.1) and Y > 0. As to (I. 15), see Theorem 2.1. 
5. PROOF OF THEOREM 2.3 
On (i). The last proof makes it clear that (2.10) is sufficient for (2.9). In 
order to prove the necessity, assume (2.9). 
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Suppose, if possible, that p Y dt < 00. Note that (1.4) implies that 
p (Y/T~) dt = co, since Y/n2 = (t/n)‘. This contradicts (2.9) and gives the 
necessity of the first part of (2.10). 
Condition (2.9) implies 2 >, 0 on (y, w), by the proof of Theorem 2.1. Also, 
if Z(t,J = 0 for some t, E (y, w), then Z E 0 on (to , w). In this case, the principal 
solution y = n of (2.1) satisfies 7’ 3 0 on (to , W) and, by Theorem 2.2, linearly 
independent solutions y = or satisfy j q1 1 -+ 00 as t -+ w. 
On (ii). The proof of Theorem 2.1 makes it clear that (2.11) implies the 
second alternative in (2.5). By (3.1) 
Z(t>exp [[tf(s) ds] = 1 + It y(s) Y(s) exp [~‘P(so) ds,] ds. (5.1) 
Y Y Y 
Hence (2.12) implies (2.11). 
In order to prove the last part, assume that (2.11) holds. Since Z < 0 on 
(to, w), the nonprincipal solution y = 5 of (2.1) satisfies (2.8) if (2.13) holds, 
that is, unless 
s 
uYdt<co and 
s w (I 2 l/Y2) dt < co; (5.2) 
cf. Exercise 6.7, [3, p. 3581. In the case of (5.2) Holder’s inequality implies that 
s 
w Y1/T(-Z/Y2)1/0 dt < 00 if l/u + l/T = 1. 
Thus the choice u = 3, 7 = $ gives p (-Z)1/3 dt < co. Since 2 < 0 and 
[Z exp( s”?(s) 41’ < 0 on (4, , w), it follows that -2 > (const) exp[- pp(s) ds] 
for t near W. Hence (1.5) does not hold. This completes the proof. 
6. PROOF OF PROPOSITION 2.2 
On (1.5). Assume that Y 3 0 (so that Z > 0) on (y, W) and (1.5) hold. 
Suppose, if possible, that (2.7) does not hold. Then (1.5) implies (1.17); Theo- 
rem 4.2 [5] or Theorem 2.2 above. From (2.1) for y < S < t < w, 
c’(t)/Y(t) = &“(S)/Y(S) - j’ (Z/Y2) 5 ds. 
s 
Since 1 > 0, 4’ > 0 on (y, w), it follows that (5.2) holds. By the use of of Holder’s 
inequality, as in the last section, it is seen that p 21/s dt < 00. Hence, by (2.14) 
we obtain a contradiction to (1.5). 
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On (1.6). Assume (1.6) and r > 0 on (y, M). Rewrite (2.3) as 
Since pY f  2 > Z for large t, say, for t > S, (2.14) gives 
IY’exp [[p(,,ds](’ > 1 fort 3 S, 
so that 
Y’(t) exp [ltp(s) ds] > t - const. for t >- S. 
Hence, Y’ > 0 for large t and (2.7) follows. 
On (1.7). Let r 2 0 on (y, w) and let YO, Y, ,... and 2, , 2, ,... be defined 
by the formulas after (2.15). Then 4 > 0 on (y, W) and a simple induction give 
Y, z< Yn+,,l , Z,,, < Z,,, , Y, < Y, Z,,, < Z for n = 0, I,.... 
Thus (2.15) implies (2.7). Since (1.7) is essentially the case n := 1 of (2.15). 
the proof is complete. 
On (1.9). Multiply the first differential equation in (2.3) by exp[ s” p(s) ds] 
and differentiate. In view of (3.1) the result can be written as the differential 
equation in (2.19). Let yO, y1 ,... be defined by the formulas after (2.19). Then 
Q ‘3 0, R >-: 0, and an easy induction give yn < y.nl.i and 3’n .G k’ for n :-: 0, 1 ,... 
on (y, w). Thus (2.18) implies (2.7). S’ mce (1.9) is essentially the case n 1 of 
(2.18), the proof is complete. 
Before completing the proof of Proposition 2.2, we first verify the following: 
LEMMA 6.1. Let p, q E Cl(01, W) and Y E CO(ol, w). Then (1.1) is disconjzgate 
on (a!, w) if and only if the dzflerential equation in (2.19) is disconju‘yate on (a, w). 
Proof. We first assume the additional condition that p E C”(a, w). Then the 
adjoint of (1.1) is 
x” - pX” - qoX’ - r@x = 0, (6.1) 
where qO, r,, are defined in (1.12). Equation (1.1) is disconjugate on (or, W) 
if and only if its adjoint (6.1) is disconjugate on (LY., w); [9]. The equations 
in (2.19) and (6.1) are equivalent by virtue of the variations of constants 
X = Y exp [J”” p(s) ds], (6.2) 
so that the equation in (2.19) is disconjugate on (01, w) if and only if (1 .l) is. 
It is clear that Lemma 6.1 holds without the proviso that p E C2 (since p can be 
approximated by smooth functions). 
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On (1.10). Since the equation in (2.19) is disconjugate on (ar, w), it folows 
from the last two conditions in (1.10) that Y’ > 0 t near w = 00; [5, pp. 339- 
3411. Hence (2.7) is implied by w = co. 
On (1.11). Since Y satisfies the same initial conditions as 5, it follows from 
Theorem 1 .l with condition (1.6), applied to (2.19) instead of (1 .l), that we have 
the analog of (1.17), i.e., Y > 0, Y’ > 0 on (y, w). (Note that Theorem 1.1 
with condition (1.6) follows from Theorem 2.3(i), Propositions 2.1 and 2.2(i).) 
Consequently, (2.7) follows from w = co. 
On (1.13). The disconjugacy of (6.1) implies that 
co > SW exp [$ J’ p(s) ds] &/X(t) = jU exp [- $ /‘p(s) ds] &/Y(t); (6.3) 
[5, p. 3411. Thus, if (2.7) does not hold, then Schwarz’ inequality gives 
SW exp [- $ jtp(s) &] dt < Co. 
The case fl = 4 in (1.13) implies that X’ > 0 for t near w; [5, p. 3411; so that 
X(t) > C > 0 for some constant C and t near W. By (6.2) this gives Y(t) > 
C exp[- j” p(s) ds], so that 
Jw exp [- jtp(s) ds] dt < co. 
The relations (6.4) and (6.5) contradict the part of (1.13) concerning 0 E [-1, 
- fr]. This proves (2.7). 
On (1.14). Since X satisfies the same initial conditions as 5, it follows 
from Theorem 1 .l with condition (1.6) applied to (6.1) that X > 0, X’ > 0 on 
(y, co). The proof can now be completed as in the last paragraph. 
7. PROOF OF PROPOSITION 2.3 
On (i). Let (2.20) have a solution x(t), positive for t near W, satisfying (2.21). 
Suppose, if possible, that (2.11) d oes not hold, so that 2 > 0 on (y, w). Then, by 
(2.3) and q > 0, Y > 0, and Y’ > 0 on (y, w) and so, Y is a nonprincipal solution 
of the linear equation 
Y” + pY’ - q,Y = 0, where qz = q + -w > q >, 0. 
A comparison theorem of Hartman and Wintner (cf. Corollary 6.5, [3, pp. 358- 
3591) assures the existence of a constant c > 0 such that Y(t) >, m(t) for t near w. 
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Thus (2.21) implies (2.12), hence (2.11). Th is is a contradiction, and proves 
that (2.21) implies (2.11). 
Since q > 0, an easy induction shows that x,, , x1 ,... and x, defined after 
(2.22), satisfy x, < xntl and x, < x on (S, w) for n == 0, I ,.... Hence (2.22) 
implies (2.21). It is clear that (1.18) . 1s essentially the case it -:: I of (2.22). This 
completes the proof. 
On (ii). Assume p, q E Cl and that Q, R 2: 0 on (y, w). Let y,, , y1 ,... be 
defined after (2.19). Then, as in the last section, y0 < y1 6: ... :k I7 on (y, w). 
Thus (2.23) implies (2.12), hence (2.1 I). Since (1.19) is the case n == I of (2.23), 
the proof is complete. 
On (iii). Since Eq. (2.19) is disconjugate on (ol, w), it follows that 
If (2.12) fails to hold, Schwarz’ inequality gives 
s w [--r(t>Illz exp [B jtp(s) do] dt < co. 
This contradicts (1.20) and completes the proof. 
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