The direct quantitative correspondence between theoretical predictions and the measured plasma fluctuations and transport is tested by performing nonlinear gyro-Landau-fluid simulations with the GRYFFIN ͑or ITG͒ code ͓W. Dorland and G. W. Hammett, Phys. 1, p. 19͔. The shape of the simulated wave number spectrum is close to the measured one. The simulated ion thermal transport, corrected for EϫB low shear, exceeds the experimental value by a factor of 1.5 to 2.0. The simulation overestimates the density fluctuation level by an even larger factor. On the other hand, the simulation underestimates the electron thermal transport, which may be accounted for by modes that are not accessible to the simulation or to the BES measurement.
I. INTRODUCTION AND SUMMARY
There is much indirect evidence that low frequency turbulence driven by plasma gradients is responsible for anomalous transport in the core of tokamak plasmas. 1, 2 This evidence is obtained both from theoretical or numerical predictions of energy transport and its scaling and from experimental correlation between transport and turbulence levels. [3] [4] [5] [6] [7] [8] In particular, shear in the radial electric field has been associated with reduction in the turbulence levels and the improvement of confinement. 9, 10 Evidence for flow-shear suppression of the turbulence has also been obtained in global gyrokinetic simulations. 8 Nevertheless, the direct quantitative correspondence between the theoretical predictions and the measured fluctuations and transport has not been established in the plasma core.
Here, we investigate this connection by performing nonlinear gyro-Landau-fluid ͑GLF͒ simulations using the GRYFFIN ͑or ITG͒ code 11, 12 and comparing the results with data from a particular reference discharge on the DIII-D tokamak. 13 Each simulation predicts simultaneously the transport fluxes ͑of both energy and particles͒ and the amplitudes and spectral properties of the turbulence at a particular time and radial position. If all these quantities can be shown to agree with the data, then this exercise will help to establish the validity of the anomalous transport theory and the causal relationship between the turbulence and the transport. If we could subsequently make accurate predictions for a wide range of different conditions, then the theory would be strongly supported. ͑A complete theory of transport in tokamaks would also have to account for transient phenomena that are difficult to describe within a conventional diffusiveconvective framework. 14 -17 We do not address this question here. ͒ We presume the turbulence in question to be of the driftwave type, including ion temperature gradient ͑ITG͒ modes, trapped electron modes, and impurity drift waves. These long wavelength (kр2.5 cm Ϫ1 ) fluctuations are measured by beam emission spectroscopy ͑BES͒ 18 -20 and simulated by the code. Electron temperature gradient ͑ETG͒ modes, which cannot be resolved by either the BES or this code may also be important for the transport, especially that of the electrons. 21, 22 Transport fluxes and corresponding thermal and particle diffusivities are obtained from power and particle balance analysis as determined by the TRANSP code. 23 Measured density and temperature profiles used in the TRANSP analysis also make up part of the input to the simulation code. Likewise, the geometry used in both the analysis and the simulation is derived from fits to the equilibrium produced by the EFIT code. 24 The comparison requires correcting the simulation results for the measured EϫB flow shear, which we do using a ''quench rule'' proposed by Waltz et al. 25 Similarly, the interpretation of the BES measurement requires accounting for the sample volume, which filters the higher wave-number modes. 26, 27 Even with these corrections we find that the simulated thermal ion transport exceeds the measured value by a factor of 1.5 to 2.0 depending on the choice of flowshear correction. The shape of the wave-number spectrum is close to the measured one, but the density fluctuation level ñ e /n e exceeds the BES measurement by a factor of 4 or 5. On the other hand, the electron thermal flux is smaller than that of the experiment. We speculate that the missing electron transport is accounted for by some other turbulent mechanism, e.g., the ETG modes.
Our principal difficulty is to account for the overestimate of the ion transport and the even larger overestimate of the fluctuation level. The latter is particularly hard to understand, since we expect the transport fluxes to be proportional to ñ e 2 . We believe that errors in the BES measurement are far too small to account for this discrepancy. A major source of uncertainty in this work is that of the local gradients, especially the effects of impurities. We have presented a preliminary survey of these effects elsewhere. 28 Gyrokinetic simulations have been shown to exhibit an upward nonlinear shift in the temperature gradient threshold, which could, together with the temperature gradient uncertainty, alleviate the discrepancy. 29, 30 For the conditions considered here, how- ever, initial gyrokinetic calculations with the Eulerian gyrokinetic GS2 code do not improve the agreement with experiment. 31 Variation of the plasma gradients across the computation domain might also affect the result. This is the subject of current research, for example, with full-radius particle-simulation codes, 32, 33 or finite-annulus Eulerian gyro-kinetic codes. 34 Much further work is required to establish definitively the causal connection between turbulence and transport. We are presenting this case in detail in order to provide a reference and context for subsequent studies.
II. THE EXPERIMENTAL DATA
We deliberately choose a shot that is expected to have substantial turbulence in the outer part of the core. That is, the maximum growth rate without flow shear should substantially exceed the flow-shear frequency. The shot in question, No. 98777, is an L-mode in DIII-D, which is used as a reference for comparison with a radiation-improved discharge obtained by neon puffing. 8, 35 The measured density and temperature profiles are shown in Figs. 1-4 for tϭ1150-1170 ms into the discharge. The deuterium ion density ͑not shown͒ and Z eff are inferred assuming the carbon is six times ionized. ͑We do not consider the neon-puffed shot 98775 here, because the ITG modes are expected to be stable. This results from a reduction of the driving terms together with increased flow shear and accounts for the improved confinement.͒ BES measurements were taken at tϭ1100-1200 ms at the normalized radius ϭ0.7 near the outer plasma midplane. After converting relative intensity to relative density and correcting for sample volume effects, we estimate the relative density fluctuation level, to be ͉ñ /n͉р0.4%. The spectrum as a function of frequency and wavenumber is shown in Fig. 5 . Here, k Ќ ϭk is inferred from the dominant EϫB Doppler shift, Ϸk v E , since the mean frequency in the plasma frame is small. The wave number is normalized to s ϭc s / ci , where c s ϭͱT e /m i . The peak at k Ќ s Ϸ0.32 may shift to a somewhat higher value when corrected for sample volume.
Energy and particle fluxes obtained in a power-balance analysis ͑using the TRANSP code͒ for the target radius and time are given in Table I . The ion quantities include both the main deuterium and the impurity carbon. We note that in total, i.e., for the full plasma volume, there is about 3.6 MW of electron and ion heating. Of this amount, about 0.5 MW is ohmic, which implies that only 3.1 MW of the total injected 4.5 MW of beam power is absorbed by the plasma. Most of this energy is deposited inside the ϭ0.7 surface, transported by the ions and electrons through that surface and then lost by radiation at larger radii.
For comparison with other presentations 8, 35 we also list the corresponding thermal and particle diffusivities implied by a diagonal transport model for the profiles shown, e.g., taking the conducted heat flux to be
Ϫ1 is an average over the flux surface. Similarly, the total energy flux is given by Q i ϭ i eff n i T i /L Ti . For comparison with theory we prefer to use the fluxes, since their experimental values depend on integrated quantities and not on local gradients. In this framework the diffusivities, e.g., i , are secondary derived quantities. For the radially localized simulations, of course, we must still deal with uncertainties in the input local gradients.
III. THE CODE AND SIMULATION OUTPUT
GRYFFIN or ITG is a nonlinear GLF code that computes turbulence in a flux tube centered at the chosen radius. 11, 12 It makes use of ballooning formalism, taking the sheared magnetic geometry from the EFIT equilibrium. GRYFFIN calculates the evolution of a main ion species and one or more impurity species. The electron response includes a nonadiabatic trapped electron contribution. Thus, transport of both energy and particles is calculated, and trapped electron modes and impurity drift waves are included along with ITG modes. Although an electromagnetic version has been developed 36,37 the code used here is electrostatic. At ϭ0.7 drift-Alfvén coupling is slightly stabilizing, but by an amount far too small to affect the experimental comparison. A principal saturation mechanism arises from the toroidally and poloidally symmetric modes, i.e., the zonal flows. Background EϫB flow shear, however, is not included.
We choose a flux-tube size and number of poloidal and radial mode numbers sufficient to encompass the perpendicular correlation lengths and resolve the mode spectrum up to k i у1.0. The precise upper bound of k depends on the growth-rate spectrum of the ITG and impurity modes. The code is configured to run in parallel on the T3E ͑MCURIE͒ at the National Energy Research Scientific Computing Center ͑NERSC͒. For our cases the number of processors is set equal to the number of poloidal modes, typically 22, including k ϭ0. The run we shall present represents about 16 000 time steps and 3.7 CPU hours on each of the 22 processors. We work with fixed profiles because it is the only way at present to focus on the turbulence itself. A long-term goal, presently beyond our capability, is to couple the simulations to a transport code. Since the anomalous transport leads to stiff systems of equations, meaning that transport fluxes vary strongly with small profile changes, running a transport simulation is the only way to fully test a transport model derived from turbulence simulations. This is a consequence of the critical-gradient nature of ITG turbulence. 29 We could partly overcome this limitation by running the turbulence simulations at several radii. While we do not report on such an exercise here, we offer some further comments in Sec. V.
All input and output quantities are normalized to typical gyrokinetic time and length scales, e.g., time to L ne /v Ti , k ʈ to L ne Ϫ1 , and k Ќ to i Ϫ1 . Here the gradient scale length is defined by L ne ϭa(dn e /d) Ϫ1 , where a is half the plasma diameter at the midplane, and is the normalized fluxsurface label. The thermal velocity and gyroradius are defined by v Ti ϭͱT i /m i and i ϭv Ti / ci , respectively. A typical time plot is shown in Fig. 6 . Here, we show the total thermal fluxes, Q i , of the deuterium and carbon ions and their sum, normalized to n e T i i 2 v Ti /L ne 2 , as functions of tv Ti /L ne . In this example, the impurity concentration is low, and the turbulence is dominated by ordinary ITG modes, whose growth rate is enhanced by the trapped electrons. The contribution of the impurity ions to the transport is quite small, nearly invisible on the plot. Plots similar to Fig. 6 are also obtained for the electron thermal flux and the particle fluxes. The latter arise from the nonadiabatic effect of the trapped electrons. Averaged in the same way, the spectrum of the squared relative density fluctuations, normalized to i 2 /L ne 2 , is shown in Fig. 7 as a function of k i . Many other diagnostic quantities are available in the code output.
IV. COMPARISON OF SIMULATION RESULTS WITH DATA
To compare with the measurements, we first note that the simulated wavenumber spectrum of Fig. 7 is very similar in shape to the BES spectrum of Fig. 5 , each having a peak in the neighborhood of k s Ϸk i Ϸ0.32Ϫ0.35. ͑The electron and ion temperatures are nearly equal at this radius.͒ Summing over the simulated spectrum and converting from the normalized units, however, we find ͉ñ e /n e ͉Ϸ2.0%, which is substantially larger than the BES value. This is without any flow-shear correction.
We define the particle and thermal losses to be the time averages over the final 3/4 of the time series plotted in Fig. 6 and the corresponding time series for the other fluxes, i.e., after the initial transient. Converting to dimensional units, we find, for example, that the uncorrected ion energy loss by thermal conduction is Q i Aϭ3.5Ϯ0.2 MW, where the error quoted is the standard deviation of the averaged time series. This exceeds the experimental value given in Table I by a factor of 2.3. ͑We ignore neoclassical transport, which accounts for about 10% of ion thermal flux.͒ There is considerable evidence that the background flow shear strongly affects the turbulence levels and transport. This strong effect for the neon-puffed case relative to our reference case has been shown in a global simulation with adiabatic electrons. 8 However, quantitative comparisons with the experiment were not made. Waltz et al. 25 have studied this question by means of numerical simulation and inferred that the transport levels without sheared flow should be corrected by the factor (1Ϫ E /␥ max ), where E is the shearing frequency and ␥ max is the maximum linear growth rate of the modes. This is known as the ''quench rule.'' For our case, these quantities are E ϭ2.5ϫ10 4 s Ϫ1 and ␥ max ϭ7 ϫ10 4 s Ϫ1 , where we use the definition of E given by Hahm and Burrell. 38 Waltz and Miller 39 propose an alternative formula for E , which in its simplest approximation is E Ϸ(r/q)d(qv E /r)/dr and in general is a flux function. For shaped discharges, it is smaller than the Hahm-Burrell evaluation and for our case is given by E ϭ9.7ϫ10 3 s Ϫ1 . The maximum growth rate given by the GRYFFIN code agrees with that found with an electromagnetic gyrokinetic code. 8 Thus, we have (1Ϫ E /␥ max )ϭ0.65 or 0.86, depending on which evaluation of the flow shear we accept. We note also that recent gyrokinetic simulations by Dimits 40 indicate that the required flow shear for stabilization may be as much as four times that of the preceding formula. We give a range of comparisons in Table II. The transport fluxes and turbulence amplitudes, converted to dimensional units and with the flow-shear factor applied, are compared with the experimental values in columns 2 and 3 of Table II . Applying the flow-shear factor to the square of the fluctuation amplitude, we find our density fluctuation estimate is ͉ñ e /n e ͉Ϸ1.6-1.9 %, which is still large compared with the measurement by a factor of 4 or more. ͑Neither the simulation nor the experimental estimate includes high wave-number modes such as ETG.͒ The peak at k i Ϸ0.35 in the simulation has not been corrected for flow shear and is likely to shift to a higher value when flow shear is applied in the simulation runs. 25 Thus, it may track the sample-volume-corrected measured spectrum.
We see that, with the flow-shear correction, the simulation yields an ion thermal conduction value that is larger than the measurement. On the other hand, it gives particle and convection fluxes of both species that are negligible compared to the TRANSP analysis. The simulated electron thermal flux is small by approximately a factor of 2. Again, note that the particle and electron thermal transport in the code come entirely from the trapped electron dissipation. ͑We will return to column 4 of Table II in the next section.͒
V. DISCUSSION AND CONCLUSIONS
The ITG modes with impurity and trapped electron effects, as simulated by the GRYFFIN code, are clearly more than sufficient to account for the thermal transport of the ions observed in the experiment at the radius chosen, and the fluctuation levels are overestimated by a large factor. On the other hand, electron thermal and particle transport are not accounted for by the simulated ITG modes. We therefore consider some of the uncertainties and additional physical effects that might bring the turbulence calculations into conformity with the experiments. We also consider whether the case we have chosen is representative or is unusual in some way.
EϫB shearing and zonal flows. Both forms of the flowshear frequency and the maximum ITG growth rate are shown as functions of radius in Fig. 8 . First, the shearing rate itself is uncertain by about 20%, but at ϭ0.7 the uncertainty is a small fraction of the quench-rule correction, since the discharge is well above marginal.
Second, there is considerable uncertainty in the quench rule itself. Some of the curves in Ref. 25 show a concave rather than linear dependence of the transport on E . On the other hand, Hamaguchi and Horton, in a fluid slab model, obtain a convex dependence on E , 41 as does Dimits, 40 who also finds a weaker dependence on E . Also, as noted earlier, the Waltz and Miller 39 form of E is a flux function that can be smaller than that of Hahm and Burrell 38 by as much as a factor of 2.5. The point where the growth rate and the flow-shear rate cross is often identified with an internal transport barrier. Judging by the profiles of Figs. 3 and 4 , however, such a barrier appears to be nonexistent, in the reference discharge, indicating that one should use caution in TABLE II. Comparison of experimental and simulated particle and energy transport losses and relative density fluctuations. To account for the flowshear effect the simulated quantities in column 3 are corrected by the factor (1Ϫ E /␥ max )ϭ0.65 and 0.86, respectively, the smaller figure being that of the Hahm-Burrell form and the larger being that of the Waltz-Miller form. The last column gives the differences between the experimental values and the simulation. applying this criterion. A case could be made for marginal stability around ϭ0.4, providing support for the WaltzMiller flow-shear frequency, but this highlights the difficulty of explaining why the transport is not stronger near Ϸ0.7. Third, the treatment of radial modes or zonal flows continues to be a subject of some controversy, with GLF codes yielding lower zonal flows and higher turbulent transport than the gyrokinetic codes. 29 It is possible that an improved treatment of zonal flows 42 in GRYFFIN could improve the agreement. We are also investigating this hypothesis with the GS2 gyrokinetic code. 21, 22, 44 We have so far found that these effects are insufficient to explain the discrepancy between the simulation and the data for the reference case and other similar cases in DIII-D and Alcator C-Mod. 30, 31 Finally, there is the possibility that the effects of flow shear could alter the wave-number spectrum in a way that affects our interpretation of the BES measurement. In particular, initial tests with flow shear included in GRYFFIN 42 suggest greatly broadened radial wave-number spectra. These might be filtered by the finite sample volume, yielding a lower experimental value than is reported in the simulation. As noted earlier, these calculations present some difficulties and are not yet ready for presentation.
Profile uncertainties. We have shown in separate work 28 that uncertainties in the local input gradients can have a strong effect on the simulation results. In particular, in plasmas with Z eff Ͼ2 variations in the impurity density gradient within the estimated error bars can change the fluxes substantially. This comes about mainly through the dilution effect. That is, the background ion density gradient ͑not measured independently͒ must change to maintain charge neutrality. This change in the main ion gradient with neon puffing is likely to be the initiating event that leads to improved confinement. 7, 43 In the reference case considered here, however, Z eff Ϸ1.5, and the impurity effect is small. Our experience with these studies indicates that the transport fluxes and the fluctuation levels tend to vary in proportion to one another as the profile gradients are varied. Thus, by this approach we cannot expect much relief from the seeming inconsistency of turbulence levels relative to the transport.
The discrepancy with the experimental ion thermal transport might be accounted for by the uncertainty in the temperature gradient. Figure 4 illustrates the scatter in the data points. If, at this time and radius, the temperature profile is flatter than we have assumed, then reducing our input gradient might be helpful. Figure 9 shows the ion energy flux, both with and without the flow-shear corrections as a function of ion temperature gradient. With the Hahm-Burrell flow shear, we see that reducing the temperature gradient by 20%, from R/L Ti ϭ8.7 to 7.2 achieves agreement. One must be cautious, however, in accepting this as an explanation because of the preceding discussion of flow shear and because the simulated fluctuation levels remain too high. To correct both the fluctuation levels and the transport fluxes, we would require first a fourfold decrease in ñ e /n e and then an adjustment of the phase between the fluctuating temperature and electric field that actually enhances the fluxes.
We also note that flattening the profile at one radius requires raising it somewhere else to maintain global consistency. Because the experimental transport fluxes and the code input parameters vary slowly with radius, the problem will reappear at some other radius. Finally, we note in Fig. 7 that the flow-shear parameter passes through zero near ϭ0.8 but no great differences in the transport are seen there. We have found similar results for an H mode in Alcator C-Mod. We conclude that, as far as GRYFFIN simulations are concerned, the results presented here are representative of the outer radii of both L and H modes. ETG modes. We might adjust the profiles, e.g., increasing the electron temperature gradient to fit the electron thermal transport, but the preceding discussion applies here as well. We may also assume that other effects, such as electron temperature-gradient ͑ETG͒ modes can account for some of it. There is evidence from theory and computer simulations that ETG modes play a role in anomalous transport. 21, 22 A plausible speculation is given in Table II . Column 4 lists the difference between the measured values, column 2, and those of our simulation, column 3. ETG modes could account for the difference in the electron thermal transport. Until an ETG simulation is run for this particular case we cannot directly test this idea. To the extent that the ions are approximately adiabatic, ETG modes are not expected to drive much particle transport. Trapped electron modes with wave numbers between the ITG and the ETG ranges could play a role in both particle and electron thermal transport.
Profile variations or * dependence. The present calculations are performed in a flux tube with fixed plasma gradients. Thus, profile variations or finite * effects, where * is the ratio of the gyroradius to a macroscopic length, cannot be addressed here. That is, by definition the results exhibit gyroBohm scaling. Studies with full-radius gyro-kinetic particle codes, 32, 33 and with a finite-annulus Eulerian gyrokinetic code 34 have shown departures from gyro-Bohm in the direction of Bohm scaling. Reductions in transport fluxes with respect to the flux-tube results have been found. 45 Whether these would be sufficient to bring our results into conformity with the measurements is not known.
In, summary, we have an encouraging start in the direct comparison of turbulence simulations to experimental measurements, in which both the fluctuations and transport are taken into consideration. The simulated ion thermal transport level exceeds that of the experiment. It could be brought into agreement within the error bars of the temperature gradient and flow shear, but we argue that some unaccounted for stabilizing mechanism should be sought. The most significant remaining problems are ͑1͒ the turbulence levels predicted remain a few times larger than the BES measurements, and ͑2͒ we have no explanation for the measured particle flux. These results provide a further strong incentive to seek an explanation.
We expect that by a combination of theoretical improvements and experimental refinement the gaps between the simulations and measurements will continue to be reduced. Future work with GRYFFIN will be to complete the calculations with the background flow shear and improved zonal flow treatment. We will also continue nonlinear gyrokinetic runs with the nonlinear GS2 code.
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