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Abstract-In this paper we formulate the most general Extrapolated (El. A.D.I. scheme for the numerical 
solution of an elliptic partial differential equation. We then consider the problem of minimization of the 
spectral radius of the iterative matrix arising and after a brief reference to previous works in this area we 
solve the problem theoretically ina special, though still a quite, general case. Thus we are able to prove that 
all the well known monoparametric or biparametric E.A.D.I. schemes can be accelerated straightforward. 
Finally we give a list of problems, whose rates of convergence an be improved on by the new general 
method we propose, as well as appropriate r ferences. 
1. INTRODUCTION 
Assuming that a general elliptic equation of order 2q 
Lu=f (1.1) 
is given over the open p-dimensional region R. In (1.1) L is the elliptic operator, f a known 
function of position and u the unknown function, sticiently differentiable, subject to some 
conditions on the boundary 3R of R. Assuming also that a suitable discretization of (l.l), by 
using finite differences, leads to the solution of the following discrete analogue of the original 
continuous problem 
Au=b. (1.2) 
In (1.2) A is a large sparce matrix of order N and u and b two N-dimensional vectors with b 
known and u unknown. The latter has components he approximate values of u, in (l.l), at the 
nodes of the grid imposed on a = RWR. Under certain circumstances concerning the elliptic 
operator L, the region R, the boundary conditions, the grid imposed and the finite difference 
formulas used, the matrix operator A in (1.2) is a function of the form 
A = G = G(A,, AZ,. . ., A,,), (1.3) 
where G is a polynomial, with constant coefficients, of the matrices Ai Ii = l(l)p. These 
matrices are symmetric, semi-positive definite (with at least one positive definite) and commute. 
Here we must note that although A has sometimes the form (1.3), the Ai’s do not possess all the 
properties just mentioned, but after a premultiplication of (1.2) by a suitable diagonal matrix, 
the new coefficient matrix, denoted by A again, has the form (1.3), where the new Ai’s possess 
all the properties above. 
2. FORMULATION OF THE GENERAL p-PARAMETRIC E.A.D.I. SCHEME 
The general Extrapolated Alternating Direction Implicit (E.A.D.I.) scheme of D’Yakonov’s 
type [13] proposed here for the numerical solution of (1.2), with A being of the form (1.3) and 
satisfying all the assumptions made, is of the following form 
(T,(~+‘)Z + A,q)~(m+l’P) = 
c 
fi(tfmtl)~ + A:) - O,+,~(A,, A 
i=l 
2,. . ., A,)] u(“)+ o,+,b 
(r2(m+l)z + A24)U(m+21p) = U(m+l/P) 
(ipim+l)Z + Apq)u (m+U = U(m+@-lVp)e 
51 
(2.1) 
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In (2.1) (which differs slightly from the one introduced in [24]) I is the unit matrix of order N, 
I.(~+~) Ii = l(l)p are p sequences of positive acceleration parameters, o,+~ is a sequence of 
e&rapolation parameters, uCm) * IS the mth approximation to the solution u of (1.2) (with u(O) 
arbitrary), and ~~~~~~~ lj = l( 1)~ - 1 can be considered as intermediate approximations to u(~+‘). 
Elimination of the intermediate approximations, from equations (2. l), produces the following 
iterative scheme 
where 
u(m+l) = T”Jp’+ c,, (2.2) 
Tm = I - wn+&n, (2.3) 
6, = Fm(A,, AZ, . . ., A,) = G(A,, A2,. . ., AP) fI (r/m+l)l + A:)-’ 
i=l 
(2.4) 
Gn = %+I fI ($‘+‘)I + A?)-‘b. 
i=l 
Because of the form (2.3) of the iterative matrix of the procedure (2.2), the corresponding error 
vectors e(O) and e”’ after a number of I iterations will be connected through the relationship 
e(o= - 
ii 
(I- w,+IFm)e(o). 
m=O 
(2.5) 
Therefore the general problem we propose here is the following: “For a given 1, determine the 
sequences of acceleration parameters i(“‘+‘) Ji = I(l)p and th e extrapolation parameter w,+i for 
m = O(l)1 - 1 in such a way that the ratio of the L2-norms ]le”‘]]/]]e’“‘l] becomes a minimum.” By 
virtue of the symmetry and the commutativity properties which the matrices Ai Ii = l(l)p 
possess and because of relationships (2.5), for the minimization of the ratio in question it is 
sufficient o minimize the L2-norm 
(I- wn+~Fm) . II (2.6) 
which, in turn, is equivalent to minimizing the expression 
Because of (2.4), f,,, is given by the expression 
(2.7) 
w-9 
where ai are the eigenvalues of the corresponding matrix Ai bounded as follows 
Ui S (Yi 5 bi, (2.9) 
with ai 2 0 and 5 ai > 0. 
i=l 
The general problem of minimizing the expression (2.6) or (2.7), under restrictions (2.9), with 
f,,, being given by (2.8), is far from having been solved. However, many researchers have 
tackled special cases of the problem above and have succeeded in finding very interesting 
solutions. In the next section we refer very briefly to some of the prominent works in this area. 
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3. SPECIAL CASES OF THE GENERAL PROBLEM THAT HAVE BEEN SOLVED 
First of all Flanders and Shortley[17] and then Young[36] (see also [33], [35], [37] and [38]), 
before the discovery of the A.D.I. methods by Peaceman and Rachford [31], solved the problem 
of minimization of the norm, in (2.6), in the case where F,,, = F was a known real symmetric 
matrix (i.e. without having been a function of any rjm+‘)’ s) under the assumption that its 
eigenvalues (Y were bounded as follows 0 < a 5 (Y 5 b. The solution was found by means of the 
theory of Chebyshev polynomials. More specifically Young[36] gave the following expressions 
for the w,,,+,‘s 
o,,,+~ = 2/[b + a -(b - a) cos ((2m + 1)7r/21)] m = O(l)1 - 1. (3.1) 
By using the above sequence for the extrapolation parameter the minimum expression 
achieved, corresponding to (2.7), was found to be given by 
min max 1 lfi (1 - o,+lf) II 1 2r”* m=O =m)= 1+7’, 
where 
> 
2 b-a 
’ u=b-ta’ 
(3.2) 
(3.3) 
After the discovery of the A.D.I. methods many researchers tried to solve classical elliptic 
problems such as the Laplace, Poisson and Helmholtz equations in a rectangle or in a 
parallelepiped and the Biharmonic equation in a rectangle. The various assumptions made, 
concerning the grid imposed and the finite difference formulas used, were such that the 
symmetry, the commutativity and the positive definiteness of the matrices involved were the 
basic characteristics. All the researchers used one sequence of acceleration parameters namely 
r1 (m+l) =r2(m+i) = r3(m+l) ]m =0(1)1-l a d al n v ues for o,,,+~ = o. The latter were fixed as con- 
stants a priori. Among the numerous papers referred to this subject we simply quote those by 
Douglas and Rachford[l2], Douglas [ll], Samarskii and Andreyev[32] and Conte and 
Dames[lO]. Later Hadjidimos (see [22], [24], [25], [26] and [27]) and very recently the present 
authors[5] improved the methods of the previous researchers by using the same sets of 
parameters l (m+l) =r2(m+i) = r3(m+l) with a constant o determined a posteriori, that is in terms of 
the other optimum parameters involved. 
In 1963 Wachspress[34] (see also [351 and [37]) solved the problem (2.7) in a rectangle by 
considering the case where the expression in (1.3) was the sum Al + A2 and o,,,+~ = 
rl (m+t) + r~(~+‘). Thus by inventing an ingenious technique based on a series of transformations 
and elliptic functions he solved the corresponding problem and specified the parameters which 
have been known since then as the Jordan-Wachspress parameters. Very recently the present 
authors[8] extended the method of Wachspress to cover three-dimensional problems of the 
same type as Wachspress did by using what have been called A.D.I.-like schemes together with 
the set of Jordan-Wachspress parameters: 
4. A SPECIAL CASE OF THE GENERAL PROBLEM 
In two of his papers, Gourlay (see [19] and [20]) based on the Semi-Iterative methods and 
using the Chebyshev acceleration technique (see e.g. [33]) tried to improve the convergence 
rates of an A.D.I. scheme. (Here we point out the fact that Chebyshev acceleration technique 
can be used in connection with scheme (2.1), in the way described by Gourlay, to accelerate the 
convergence of the sequence of vectors u(O), u(I), u(*‘), uc3’), . . . obtained from it). Based on a 
preprint of [20] the second of the present authors showed in a special case[23] that when a 
constant acceleration parameter I was used in an E.A.D.I. scheme then the optimum value of r 
which yielded the corresponding optimum E.A.D.I. scheme was the same which optimized the 
expression (2.7). Use of that observation was made later by Fambo[16] and Iordanidis[30]. 
Here we state and prove a theorem which covers a special case of the general problem 
proposed in Section 2 and which constitutes ageneralization of the case mentioned in [23]. 
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Theorem. If in the E.A.D.I. scheme (2.1) we assume that ri(m+l) = ri ]m = O(l)1 - 1, i = l(l)p 
then the expression in (2.7) is minimized for those I;‘s which maximize the ratio A =f,,,in/fMYrax, 
where fmin and ~~~~ stand for the minimum and maximum values off,,, (or a lower and an upper 
bound of it) respectively in terms of the ri’s, when ai vary by taking all the values from the 
ranges (2.9), and for those @,,,+I Im = O(l)1 - 1 which are given by (3.1). In this optimum case 
a =fmopl and b = fMopt that is the values of fmin and fMlax which maximize A. 
Proof. If we follow the analysis made by Young[36] by assuming that a fixed set of values 
for the ri’s is used then the corresponding matrix F,,, is a known one with constant elements and 
therefore the results (3.1) and (3.2) together with relationships (3.3) hold. It is, of course, noted 
that a and b in (3.1) (which are equal to the minimum value off,,, or a lower bound of it and to 
the maximum value of fm or an upper bound of it respectively when the ai’s vary by taking all 
the values from the ranges (2.9)) are functions of the set of the ri’s considered. Therefore if we 
allow ri’s to vary it is obvious that expression (3.2) becomes as small as possible if and only if 
T,(z) becomes as large as possible. By setting A = a/b and differentiating T,(z) with respect o 
A, using relationships (3.2) and (3.3), we can get 
aT,(z) c?T&) a7 au -=-.-._ 
dh a7 aa ah' (4.1) 
On the other hand we can very easily obtain that 
X&(Z) l(d - 1) a7 2a 
-=-<@ Z7=(1+V(l-a2))~(1-c?) a7 47 
>O and $=-(l:A)2<0, (4.2) 
since as is obvious A, (T, r < 1. Therefore in view of (4.2), (4.1) gives Xf’,(z)/~A > 0 so that x(z) 
is maximized when A = a/b = f&f Max is maximized with respect to the set of ri’s. This 
completes the proof of the Theorem. 
Definition 1. The E.A.D.I. method considered in the Theorem above is what we call a 
stationary (w.r.t. the acceleration parameters) p-parametric E.A.D.I. method. 
Corollary 1. Under the assumptions of the Theorem with the only difference that we now 
restrict ourselves to considering the subcase where I;(m+‘) = ri = r ]llt = O(l)1 - 1, i = l(l)p we 
get the same results as in the Theorem with the slight obvious modifications. This is due to the 
slightly different assumptions made. 
Definition 2. The E.A.D.I. method considered in Corollary 1 is what we call a stationary 
(w.r.t. the acceleration parameters) monoparametric E.A.D.I. method. 
Corollary 2. The monoparametric and the biparametric (Zparametric) E.A.D.I. schemes 
with a constant o known so far are nothing but the corresponding stationary monoparametric 
and 2-parametric E.A.D.I. schemes which can be obtained for I= 1. 
5. EXTENSIBILITY AND APPLICATIONS OF THE STATIONARY 
MONOPARAMETRIC AND p-PARAMETRIC E.A.D.I. METHODS 
According to the Theorem and Corollaries 1 and 2 of the previous section we have that in 
order to have a special stationary monoparametric orp-parametric E.A.D.I. scheme with o,,,+,‘s 
given as in the Theorem it is sufficient and necessary to find the corresponding stationary 
monoparametric or p-parametric E.A.D.I. scheme for a constant o i.e. for I = 1. In this sense 
all the well known stationary monoparametric or biparametric E.A.D.I. schemes which have 
been discovered so far for the numerical solution of special cases of elliptic problem (l.l), and 
which use a constant extrapolation parameter o, can be extended as far as the variability of the 
extrapolation parameter is concerned. In this way we can obtain E.A.D.I. schemes with the 
same optimum r’s and o,,,+,‘s being given by (3.1) which after I(> 1) iterations will converge 
much faster than the corresponding ones with the constant o. 
In what follows we give in two tables a list of some of the problems which have been solved. 
by monoparametric or biparametric E.A.D.I. schemes,. These schemes can be accelerated 
straightforward by using the wm+i’s of (3.1). This is possible because the optimum r’s as well as 
the optimum fmin and fMax for these schemes are either known or can be yielded very easily 
from the references given there. Thus in the sequel we give Tables 1 and 2 which are 
self-explained. 
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Table 2. Biparametric E.A.D.I. schemes 
P L 
Pre- M, equal sub- No. of points 
scribed divisions in xi in difference 
R onR direction Ii = l( I)p formula used References 
2 a/axl(cul(xl)a/axl) + a axzMx2mx*) 
- c&x,)- C*(Xz), (al, (12 >O, Cl. c2 2 0) 
Rectangle a + /3 $ (afl# 0) MI, MZ any 5 ['51, P% VI, U41 
(d2/ax,*+ d2/ax*y Rectangle u, a*u/a$ MI, M2 any 13 191 
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