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Summary
With the rapid development of wireless services and applications, the currently de-
ployed radio spectrum is becoming more and more crowded. How to accommodate
more wireless services and applications within the limited radio spectrum becomes a
big challenge faced by modern society. Cognitive radio (CR) is proposed as a promis-
ing technology to tackle this challenge by introducing the secondary (unlicensed) users
to opportunistically or concurrently access the spectrum allocated to primary (licensed)
users. Currently, there are two prevalent CR models: the opportunistic spectrum access
model and the spectrum sharing model. In the opportunistic spectrum access model,
secondary users (SUs) are allowed to access the spectrum only if the primary users
(PUs) are detected to be inactive. In the spectrum sharing model, the SUs are allowed
to coexist with the PUs as long as the interference from SUs do not degrade the quality
of service (QoS) of PUs to an unacceptable level.
This thesis studies a number of topics in CR networks under the framework of the
spectrum sharing model. First, we investigate the ergodic, delay-limited, and outage
capacity of a single SU point-to-point channel under various fading models. The opti-
mal power allocation strategies to achieve these capacities are derived under different
combinations of peak and average transmit/interference power constraints. Then, we
extend the obtained results to the multi-SU scenario. Specifically, the outage capacity
regions for a M-SU cognitive multiple access channel (C-MAC) network is character-
ized. The optimal resource allocation schemes to achieve the boundary points of the
ix
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defined outage capacity regions are obtained. It is rigorously proved that the optimal
decoding strategy is the successive decoding strategy.
Though applying the interference power constraint to protect the PU is simple and
effective, the resultant capacities of the secondary networks is not high. With the aim
to improve the capacities of fading CR networks, new PU protection techniques are
studied in this thesis. Start from the single-user single-carrier scenario, we propose
the PU outage constraint. This new type of constraint protects the PU by limiting the
maximum transmission outage probability of the PU to be below a desired target. The
optimal power allocation strategies for the SU to maximize its ergodic/outage capacity
are derived under the proposed PU outage constraint. It is shown that the obtained
power allocation strategies can achieve substantial capacity gains for the SU over the
conventional schemes obtained under the interference power constraint, with the same
resultant PU outage probability. Then, we consider a more challenging scenario: the
multi-carrier scenario. The rate loss constraint, in the form of an upper bound on the
maximum rate loss of each PU due to the CR transmission, is proposed to protect PUs
for an OFDM-based spectrum sharing network. It is shown that the cognitive system
can achieve a significant rate gain under the proposed rate loss constraint as compared
to that under the interference power constraint.
Finally, a new spectrum sharing model, called sensing-based spectrum sharing
is proposed for fading CR networks. In this model, SU first listens to the spectrum
allocated to the PU to detect the state of PU, and then adapts its transit power based
on the sensing results. If the PU is inactive, SU allocates the transmit power based
on its own benefit. However, if the PU is active, the interference power constraint is
imposed to protect the PU. Under this new model, the optimal sensing time and power
allocation strategies to achieve the ergodic capacity are studied. It is shown that SU
can achieve a significant capacity gain under the proposed model over that under either
the opportunistic spectrum access or the conventional spectrum sharing model.
x
List of Figures
1.1 The opportunistic spectrum access model. The shadowed area denotes
the spectrum occupied by the PU. The white area with dash line de-
notes spectrum holes which could be utilized by the SU. . . . . . . . 4
1.2 The spectrum sharing model. SU-Tx, SU-Rx, PU-Tx and PU-Rx de-
note the SU transmitter, the SU receiver, the PU transmitter and the PU
receiver, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1 System model for spectrum sharing in cognitive radio networks. . . . 16
2.2 Ergodic capacity vs. Ppk withQpk = −5dB for different channel models. 31
2.3 Ergodic capacity under peak transmit and average interference power
constraints. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.4 Ergodic capacity vs. Pav under peak or average interference power
constraints. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.5 Delay-limited capacity vs. Qav with Pav = 10dB for different fading
channel models. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.6 Outage probability vs. Qpk for r0 = 1 bit/complex dim. Ppk = 10dB
for different fading channel models. . . . . . . . . . . . . . . . . . . 34
2.7 Outage probability for r0 = 1 bit/complex dim. under peak or average
interference power constraints . . . . . . . . . . . . . . . . . . . . . 35
xi
LIST OF FIGURES
2.8 Outage probability for r0 = 1 bit/complex dim. under peak interfer-
ence power constraint only. . . . . . . . . . . . . . . . . . . . . . . . 36
2.9 Outage probability for r0 = 1 bit/complex dim. under average inter-
ference power constraint only. . . . . . . . . . . . . . . . . . . . . . 37
3.1 System model for fading C-MAC . . . . . . . . . . . . . . . . . . . . 41
3.2 Minimum common outage probabilities for two SUs under difference
interference power constraint with target rate vectorR = [1 1]T bit/complex
dim. vs. P . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.3 Minimum common outage probabilities for different M with Q =
10dB vs. P . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.4 Comparison of individual usage probabilities of two-SU case under
difference interference power constraints with target rate vector R =
[1 1]T bit/complex dim. vs. P . . . . . . . . . . . . . . . . . . . . . . 60
3.5 Minimum individual outage probabilities comparison between the op-
timal and sub-optimal decoding strategy for two-SU case under Q =
10dB with target rate vector R = [1 1]T bit/complex dim. vs. P . . . 61
4.1 Channel model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.2 Illustration of different forms of function f(ps)− µχp(ps). . . . . . . 72
4.3 Illustration of different forms of function q(ps). . . . . . . . . . . . . 78
4.4 Illustration of different forms of function q(ps) + µχp(ps). . . . . . . 79
4.5 Comparison of the SU ergodic capacities under the PU outage con-
straint versus the IT constraint. . . . . . . . . . . . . . . . . . . . . . 84
4.6 Comparison of the SU ergodic capacities for average versus peak trans-
mit power constraint. . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.7 Comparison of the SU outage probabilities with constant rate rs = 1
bit/complex dim. under the PU outage constraint versus the IT constraint. 86
xii
LIST OF FIGURES
4.8 Comparison of the SU outage capacities for average versus peak trans-
mit power constraint. . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.9 Effects of imperfect channel estimation on the PU outage probability
degradation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.1 Spectrum allocation in OFDMA-based primary system. . . . . . . . . 94
5.2 Channel model at subcarrier i, i ∈ {1, · · · , N}. . . . . . . . . . . . . 96
5.3 Transmission rate of SU vs. the transmit power constraint under dif-
ferent PU’s rate loss constraints. . . . . . . . . . . . . . . . . . . . . 112
5.4 Comparison of the SU’s transmission rate under the rate loss constraint
vs. per subcarrier based interference power constraint. . . . . . . . . . 113
5.5 Effects of imperfect channel estimation on the PU rate loss. . . . . . . 114
5.6 Comparison of the SU’s transmission rate under the hybrid protection
constraint vs. per user based interference power constraint. . . . . . . 116
6.1 Frame structure for sensing-based spectrum sharing (τ : sensing slot
duration; T − τ : data transmission slot duration) . . . . . . . . . . . 121
6.2 Capacities vs. Qav for different Pav under P(H0) = 0.6 for perfect
sensing scenario . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
6.3 Capacities vs. Qav for differentP(H0) under Pav = 15dB for perfect
sensing scenario . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
6.4 Capacities vs. τ for different Qav under P(H0) = 0.6 for imperfect
sensing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
6.5 Capacities vs. τ for different Pav under P(H0) = 0.6 for imperfect
sensing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
xiii
List of Tables
3.1 The Modified Ellipsoid Method . . . . . . . . . . . . . . . . . . . . . 49
6.1 Four possible scenarios for sensing-based spectrum sharing . . . . . . 123
6.2 Modified subgradient algorithm for sensing-based spectrum sharing . 127
xiv
List of Notations
a lowercase letters are used to denote scalars
a boldface lowercase letters are used to denote column vectors
A boldface uppercase letters are used to denote matrices
(·)T the transpose of a vector or a matrix
E[·] the statistical expectation operator
max(x, y) the maximum element of x and y
min(x, y) the minimum element of x and y
(·)+ max(0, ·)
, defined as
x ¹ y element wise inequality, i.e., xi ≤ yi, ∀i
xv
List of Abbreviations




C-BC Cognitive Broadcast Channel
C-MAC Cognitive Multiple Access Channel
CR Cognitive Radio
CSCG Circularly Symmetric Complex Gaussian
CSI Channel State Information
FCC Federal Communications Commission
IT Interference Temperature
IWF Iterative Water Filling
KKT Karush-Kuhn-Tucker
LOS Line-Of-Sight
MAC Multiple Access Channel
MIMO Multiple Input Multiple Output
MISO Multiple Input Single Output
OFDM Orthogonal Frequency Division Multiplexing
OFDMA Orthogonal Frequency Division Multiple Access
xvi
Abbreviations
PDF Probability Density Function
PU Primary User
PU-Tx Primary User Transmitter
PU-Rx Primary User Receiver
QoS Quality-of-Service
SIMO Single Input Multiple Output
SINR Signal-to-Interference-plus-Noise Ratio
SNR Signal-to-Noise Ratio
SOCP Second Order Cone Programming
SU Secondary User
SU-Tx Secondary User Transmitter





The demand for frequency resources has dramatically increased due to the explosive
growth of wireless applications and services in recent years. This poses a big chal-
lenge to the current fixed spectrum allocation policy. On the other hand, a report pub-
lished by Federal Communications Commission (FCC) shows that the current scarcity
of spectrum resource is mainly due to the inflexible spectrum regulation policy rather
than the physical shortage of spectrum [1]. Most of the allocated frequency bands are
under-utilized, and the utilization of the spectrum varies in time and space. Similar
observations have also been made in other countries. In particular, the spectrum uti-
lization efficiency is shown to be as low as 5% in Singapore [2]. The compelling need
to improve the spectrum utilization and establish more flexible spectrum regulations
motivates the advent of cognitive radio (CR). Compared to the traditional wireless
devices, CR devices can greatly improve the spectrum utilization by dynamically ad-
justing their transmission parameters, such as transmit power, transmission rate and the
operating frequency. Most recently, FCC agrees to open the licensed, unused televi-
sion spectrum or the so-called white spaces to the new, unlicensed, and sophisticatedly
1
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designed CR devices. This milestone change of policy by the FCC indicates that CR
is fast becoming one of the most promising technologies for the future radio spectrum
utilization. This also motivates a wide range of research in the CR area, including the
research work done in this thesis.
This thesis devotes to finding the optimal resources allocation strategies, and ap-
plying the resources allocation results to compute the capacities of various fading CR
networks, including single CR point-to-point channel, cognitive multiple access chan-
nels (C-MAC), and cognitive orthogonal frequency division multiplexing (OFDM) sys-
tems. This thesis also devotes to improving the capacities of fading CR networks by
improving the current CR operation models and developing new CR operation models.
In the following parts of this chapter, we briefly introduce the prevalent CR opera-
tion models, and provide overviews on related work and challenges of research topics
investigated in this these, and present the contributions and organization of this thesis.
1.2 Cognitive Radio Models
The term ”cognitive radio” was first coined by Joseph Mitola in [3], in which Mi-
tola discussed the possibility of enhancing the flexibility of personal wireless services
through CR techniques. Then, the idea of CR was further expanded and a conceptual
overview of CR was presented in [4]. In this visionary dissertation, CR is described
as a fully reconfigurable wireless device that is sufficiently intelligent about its en-
vironment (e.g., radio resources and channel fading states) and is able to automati-
cally change its operating parameters (e.g., transmit power, operating frequency, and
modulation strategy) in response to environment changes. This is regarded as the pre-
liminary prototype of the current opportunistic spectrum access model. Later, in [5],
Simon Haykin proposed the concept of interference temperature and characterized the
interference-temperature-based operation of CR. This paves the path for today’s spec-
2
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trum sharing model. Nowadays, CR operation models can generally be classified into
two categories: opportunistic spectrum access and spectrum sharing. In the oppor-
tunistic spectrum access model, CRs or better known as secondary users (SU) have to
sense the surrounding radio environments first, and then transmit in vacant or intermit-
tently unused spectrum without causing interference to the spectrum licensees known
as primary users (PU). In the spectrum sharing model, SU is allowed to transmit con-
currently with PU over the same frequency band provided that the PU’s performance
degradation caused by SU’s transmission is tolerable. This is realized by imposing
an interference power constraint on SU’s transmission, i.e., the interference power re-
ceived at PU’s receiver must be constrained below a certain prescribed threshold. In
the following, detail introductions of these two CR operation models are presented.
1.2.1 The opportunistic spectrum access model
As shown in Fig. 1.1, in opportunistic spectrum access model, SU first does spectrum
sensing to detect the on/off status of PU. If PU is detected to be off, i.e., the spectrum
is not currently occupied by PU, then SU can transmit over the spectrum; otherwise,
SU has to keep sensing until it finds a vacant spectrum band. These vacant spectrum
bands are also known as spectrum holes. A key feature for this model is listen-before-
talk [6], i.e. SU must first sense the spectrum bands to find the spectrum holes, and
then transmit. The process to detect the PU’s on/off status over the target spectrum is
termed as spectrum sensing [7].
Spectrum sensing plays a significant role in the opportunistic spectrum access
model, since the sensing result directly decides whether the target spectrum can be
used by the SU or not. Two key concepts associated with spectrum sharing are prob-
ability of detection and probability of false alarm. Probability of detection is defined
as the probability of correctly detecting the presence of PU when PU is active; while
3




























Figure 1.1: The opportunistic spectrum access model. The shadowed area denotes the
spectrum occupied by the PU. The white area with dash line denotes spectrum holes
which could be utilized by the SU.
probability of false alarm is defined as the probability of falsely declaring the presence
of PU when PU ia actually inactive. How to improve the accuracy of the sensing result
is a crucial research topic in this model [8–10]. A lot of effort has been put into the
design of sensing schemes.
Basically, there are three types of spectrum sensing schemes: energy detection
[11, 12], matched filter detection [13–16], and cyclostationary feature detection [17,
18]. Energy detection is the most spectrum sensing scheme due to its low compu-
tationally complexity. However, energy detection is a suboptimal approach for any
type of signals. Matched filter detection is optimal in the background of stationary
Gaussian noise since it can achieve the maximum Signal-to-Noise Ratio (SNR). How-
ever, prior knowledge of the PU’s signal, which is not easy to obtain in practice, is
needed for coherent detection. Exploiting the feature that noise has no correlation,
while any man-made signals have some degree of correlation, cyclostationary feature
detection achieves the best performance even in the worst-case scenario of large power
level uncertainty of noise. However, the minimum number of samples required for
detection are much more than that for energy detection and match-filter detection. Re-
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cently, more advanced spectrum sensing algorithms, such as the eigenvalue based al-
gorithms [19, 20] and the covariance based algorithms [21, 22], are proposed. These
spectrum sensing algorithms make the decision based on the observations of a single
SU. When there are more than one SU in the secondary network, an more efficient
approach termed as cooperative spectrum sensing [23–37], which is able to fuse SUs’
decisions, can be used for more accurate detection of the PU’s signal. The better detec-
tion performance of cooperative sensing is achieved at the cost of additional operations
and overhead traffic, since SUs’ have to share, exchange, and fuse their detection re-
sults. Besides the above mentioned basic spectrum sensing techniques, more advanced
sensing techniques with improved sensing accuracy are reported in [38–49].
From the media access control layer’s design perspective, under this model, each
frame needs to have one sensing slot to sense the PU’s activity over the target spectrum
and one data transmission slot for SU transmission in case the spectrum is found to be
not currently occupied by PU. It is reported that the longer duration of the sensing slot
is, more accurate the sensing result is. However, longer sensing slot leads to shorter
transmission time, and thus results in a lower SU throughput. This is known as the
sensing throughput tradeoff problem, and this problem was first defined and investi-
gated in [50]. The sensing tradeoff problems for cooperative sensing and wideband
sensing scenarios were investigated in [51] and [52], respectively.
1.2.2 The spectrum sharing model
In spectrum sharing model, SU is allowed to transmit simultaneously with PU within
the same frequency band on condition that that the interferences from SU to PU will be
kept below a prescribed threshold. From this definition, it is easy to see that there are
three key features of spectrum sharing model. First, no spectrum sensing is needed at
SU. This greatly relieves the complexity of the transceiver design of SU. Secondly, SU
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Figure 1.2: The spectrum sharing model. SU-Tx, SU-Rx, PU-Tx and PU-Rx denote the
SU transmitter, the SU receiver, the PU transmitter and the PU receiver, respectively.
can start its transmission at any time without waiting for the spectrum holes. This gives
SU the potential to achieve a higher long-term capacity. Thirdly, the interference power
from SU to PU should be kept below a prescribed threshold. This can be achieved by
imposing an interference power constraint [53–55] on SU transmitter (SU-Tx). To
satisfy the interference power constraint, SU has to regulate its transmit power, and
this requires SU to have the channel state information (CSI) of the channel from the
SU-Tx to the PU receiver (PU-Rx).
From the above features of the spectrum sharing model, it is not difficult to see that
dynamic resource allocation is crucial for realizing spectrum sharing cognitive radio
networks. To be specific, with CSI available at the SU-Tx, how to dynamically ad-
just the transmit parameters, such as transmit power, bit-rate, bandwidth, and antenna
beam of SU is a significant problem need to be solved for the realization of spectrum
sharing cognitive networks. A great deal of valuable scholarly work has been done
on the design of optimal transmission strategies for CRs subject to the interference
power constraint. The centralized and decentralized resource allocation strategies for
6
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spectrum sharing CR network are studied using optimization techniques in [56–68]
and [69–71], respectively. Besides, there are also lots of research work study the re-
source allocation problems for spectrum sharing CR network either from the game
theory perspective [72–90] or from the information theory perspective [91–100].
1.3 Related Work and Challenges
In this section, we provide a brief overview on the related work of this thesis and the
challenges for the design of resource allocation schemes for fading spectrum sharing
CR networks.
The topics of this thesis focus on the resources optimization for fading spectrum
sharing CR networks. For spectrum sharing CR networks, an important issue is to
maintain the desired quality of service (QoS) of PU yet to maximize SU’s utility func-
tion. For AWGN channels, the commonly adopted utility function is the Shannon
capacity [101], which is defined as the maximum mutual information between the
channel input and output. For fading channels, the widely used utility functions are
ergodic capacity [102] and outage capacity [103]. Ergodic capacity is defined as the
maximum mutual information averaged over all the channel fading states. It is a good
performance indicator for the delay-insensitive services when the codeword length can
be sufficiently long to span over all the fading states. For delay-sensitive applications,
a better performance measure is outage capacity, which is defined as the maximum
instantaneous information rate that can be maintained under any fading states during
non-outage for a given outage probability. The outage capacity for the extreme case
when the given outage probability is zero is also referred to as delay-limited capac-
ity. In [104], subject to the interference power constraint, the optimal power allocation
scheme was derived for SU equipped with multiple antennas to maximize the capac-
ity of a point-to-point AWGN SU channel. In [105], the ergodic capacity of a single
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SU fading channel was investigated for different fading distributions under an aver-
age/peak interference power constraint. In [106], with perfect CSI on the channels
from the SU transmitter to the SU and PU receivers, the optimal power allocation
strategies to achieve the ergodic/outage capacities of a single SU fading channel sub-
ject to both SU’s transmit and interference power constraints were studied. Besides,
transmit power optimizations for a single SU operating under the interference power
constraint have also been investigated in [91, 98] from an information-theoretic per-
spective.
On the other hand, since the CR network is in nature a multiuser communication
environment, the optimal transmission strategy design for the multiple SU scenario
has also attracted intensive attention. For conventional multi-antenna communication
systems, one important class of resource allocation problems is to design the opti-
mal transmit strategy, e.g., determining the transmit covariance matrix, to achieve the
capacity region for corresponding channels. In [107], the sum capacity problem for
MIMO-MAC, which is also known as sum rate maximization problem, was studied.
The objective of this problem is to design the optimal transmit covariance matrices to
achieve the sum capacity of the MIMO-MAC. By applying the Karush-Kuhn-Tucker
(KKT) conditions of the problem, a high-efficiency algorithm, which is called iterative
water-filling (IWF) algorithm, was developed. In [108], the sum rate maximization
problem for MIMO-BC with a single transmit power constraint was investigated. By
exploiting the relationship between BC and MAC, the problem can be transformed into
an equivalent MIMO-MAC sum rate maximization problem, which can also be solved
by IWF. In [109], the transmit optimization problem for a MISO channel was studied,
where the transmitter is assumed to have imperfect CSI. The objective of this problem
is to determine the optimal transmit covariance matrix such that the average transmis-
sion rate of the MISO channel is maximized. For conventional multi-antenna commu-
nication systems, another class of resource allocation problems is studies from an sig-
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nal processing perspective [110–112]. The objective is to find the transmit/receive vec-
tors and the transmit power for MISO-BC/SIMO-MAC with Signal-to-Interference-
plus-Noise Ratio (SINR) constraint or transmit power constraint. These problems,
which are called BC/MAC beamforming problem, can be transformed into the second
order cone programming (SOCP) problems [110], and solved by efficient interior point
algorithm [113]. Under the CR setup, with the interference power constraint to pro-
tect the primary transmission, the capacities of different types of multiuser AWGN SU
channels were studied in [53]. The optimal power allocation strategy to maximize the
weighted sum rates of the multi-antenna cognitive multiple access channels (C-MAC)
and cognitive broadcast channels (C-BC) were investigated in [114] and [115], respec-
tively. The optimal power control policies for SUs to achieve the ergodic sum capacity
of fading C-MAC and C-BC channels were also investigated in [116].
It is not difficult to see that most of the resource allocation problems for the con-
ventional communication systems, including MIMO-MAC, MIMO-BC, and MISO
channels, can be formulated as or converted to convex optimization problems [107,
110, 117]. Compared to these conventional systems, the spectrum sharing based CR
networks experience extra interference power constraints. Although the interference
power constraint is linear, and it does not change the convexity of the related prob-
lems, many existing high-efficiency algorithms cannot directly be applied to CR cases
due to the presence of this extra constraint. For example, in the single user fading
point-to-point CR channel, although the corresponding power allocation problem is a
convex optimization problem, the conventional water-filling algorithm is not applica-
ble. It is shown in our studies that the obtained power allocation strategy is much more
complicate than the conventional water-filling strategy. Therefore, efficient algorithms
to handle the difficulties caused by the extra interference power constraint are highly
demanded by fading CR networks.
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1.4 Contributions and Organization of the Thesis
This thesis has investigated how to efficiently allocate the limited network resources
to maximize the CR’s utility with sufficient protection of PUs in fading CR networks.
Specifically, the main contributions of this thesis can be categorized into the following
three parts:
Fundamental limits for fading CR networks: First, we derived the optimal re-
sources allocation strategies to maximize the capacity limits for various fading CR
networks, including single CR point-to-point channel, cognitive MAC, and cognitive
OFDM systems. For a single SU point-to-point fading channel, we investigate its
ergodic, delay-limited, and outage capacity, and derive the optimal power allocation
strategies to achieve these capacities under different combinations of peak and aver-
age transmit/interference power constraints. It is shown that under the same threshold
value, average interference power constraints are more flexible over their peak con-
straint counterparts to maximize SU fading channel capacities. It is also shown that
fading of the channel between SU-Tx and PU-Rx can be a beneficial factor for max-
imizing the capacity of SU fading channel. For spectrum sharing based C-MAC, we
characterize its outage capacity regions, both individual and common outage capacity
region. The optimal resource allocation schemes to achieve the boundary points of the
defined outage capacity regions are obtained. It is rigorously proved that the optimal
decoding strategy is the successive decoding strategy.
New PU protection criteria for fading CR networks: Another significant con-
tribution of this thesis is that we proposed some new PU protection criteria instead of
the conventional interference power constraint for spectrum sharing CR networks. For
a single SU point-to-point fading channel, we propose the PU outage constraint. This
new type of constraint protects the PU by limiting the maximum transmission out-
age probability of the PU to be below a desired target. The optimal power allocation
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strategies for the SU to maximize its ergodic/outage capacity, under the average/peak
transmit power constraint along with the proposed PU outage probability constraint
are derived. It is shown that the derived new power allocation strategies can achieve
substantial capacity gains for the SU over the conventional methods based on the in-
terference temperature constraint to protect the primary transmission, with the same
resultant PU outage probability. Then, we investigate a multi-carrier scenario. The
rate loss constraint, in the form of an upper bound on the maximum rate loss of each
PU due to the CR transmission, is proposed to protect PU for an OFDM-based spec-
trum sharing network. The optimal power allocation strategy is derived and it is shown
that the CR system can achieve a significant rate gain under the rate loss constraint as
compared to that under the interference power constraint.
New operation model for fading CR networks: Last but not least, we proposed
a new operation model, named as sensing-based spectrum sharing, for CR networks.
In this model, the SU first senses the frequency band allocated to the PU to detect the
state of the PU, and then adapts its transmit power according to the detection result.
If the PU is inactive, the SU allocates the transmit power based on its own benefit in
order to achieve a higher transmission rate. If the PU is active, the SU transmits with
a lower power to avoid causing harmful interference to the PU. Under this new model,
the ergodic capacity of the SU is investigated and the optimal sensing time and power
allocation are derived. It is shown that SU can achieve a significant capacity gain
under the proposed model over that under either the opportunistic spectrum access or
the conventional spectrum sharing model.
The reminder of this thesis is organized as follows. Chapter 2 investigates er-
godic, delay-limited, and outage capacities for a single-SU fading CR channel. Chap-
ter 3 studies outage capacity regions for fading C-MAC. In Chapter 4, the optimal
power allocation for fading CR networks with PU outage constraint is studied. While
in Chapter 5, the optimal power allocation for OFDM-based CR networks with new
11
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primary transmission protection criteria is investigated. Sensing-based Spectrum Shar-
ing operation model for fading CR networks are proposed and studied in Chapter 6.
Finally, Chapter 7 concludes this thesis and discusses the future work.
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Chapter 2
Optimal Power Allocation for
Single-SU Fading CR Channels:
Ergodic, Delay-limited, and Outage
Capacities
In this chapter, we consider a spectrum sharing based CR network. The optimal power
allocation strategies to achieve the ergodic/outage capacity of a single SU fading chan-
nel. In particular, besides the transmit power constraint of SU, the interference power
constraint to protect PU is also considered. Since the transmit/interference power can
be limited either by a peak or an average constraint, various combinations of power
constraints are considered. It is shown that there is a capacity gain for SU under the
average over the peak transmit/interference power constraint. The capacity of SU is
also investigated under various fading models. It is also shown that fading for the chan-
nel between SU transmitter and PU receiver is usually a beneficial factor for enhancing




Traditionally, the capacity of fading channels is studied under various transmit power
constraints, and the corresponding optimal and suboptimal power allocation policies
are given in, e.g., [102], [118], [119]. Recently, study on the channel capacity of SU
link under spectrum sharing has attracted a lot of attention. Specifically, SU channel
capacity under spectrum sharing was addressed by Gastpar in [53], where the capaci-
ties of different AWGN channels are derived under a received power constraint. The
capacities derived in [53] are shown to be quite similar to those under a transmit power
constraint. This is non-surprising because the ratio of the received power to the trans-
mit power is fixed in an AWGN channel; thus, considering a received power constraint
is equivalent to considering a transmit power constraint. However, in the presence of
fading, the situation becomes quite different. In [105], the authors derived the opti-
mal power allocation strategy for a SU coexisting with a PU subject to an interference
power constraint at PU receiver, and evaluated the ergodic capacity for SU channel for
different fading channel models. In [120], the authors considered the outage capacity
under both the peak and the average interference power constraints.
In this chapter, we study the ergodic capacity, the delay-limited capacity, and the
outage capacity of SU block-fading (BF) channels under spectrum sharing. For a BF
channel [103, 121], the channel remains constant during each transmission block, but
possibly changes from one block to another. For BF channels, the ergodic capacity is
defined as the maximum achievable rate averaged over all the fading blocks. Ergodic
capacity is a good performance limit indicator for delay-insensitive services, when the
codeword length can be sufficiently long to span over all the fading blocks. However,
for real-time applications, it is more appropriate to consider the delay-limited capac-
ity introduced in [122], which is defined as the maximum constant transmission rate
achievable over each of the fading blocks. For certain severe fading scenarios, such
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as Rayleigh fading, however, the delay-limited capacity could be zero. Thus, for such
scenarios, the outage capacity [103, 121], which is defined as the maximum constant
rate that can be maintained over fading blocks with a given outage probability, will be
a good choice.
In this chapter, we derive the optimal power allocation strategies for SU to achieve
aforementioned capacities. Besides the interference power constraint to protect PU,
we also consider the transmit power constraint of SU transmitter. Since the transmit
power and the interference power can be limited either by a peak or an average con-
straint, different combinations of power constraints are considered. It is shown that
there is a capacity gain for SU under the average over the peak transmit/interference
power constraint. Furthermore, we provide closed-form solutions for the delay-limited
capacity and the outage probability under several typical channel fading models, in-
cluding Rayleigh fading, Nakagami fading, and Log-normal fading. It is observed that
fading for the channel between SU transmitter and PU receiver can be a beneficial
factor for enhancing the SU channel capacities.
The rest of the chapter is organized as follows. Section 2.2 describes the system
model and presents various transmit and interference power constraints. Then, the
ergodic capacity, the delay-limited capacity, and the outage capacity under different
combinations of peak/average transmit and interference power constraints are studied
in Section 2.3, Section 2.4, and Section 2.5, respectively. In Section 2.6, the simulation
results are presented and discussed. Finally, Section 2.7 concludes this chapter.
Notation: K denotes the constant log2 e, where e is the base of natural logarithm.
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Figure 2.1: System model for spectrum sharing in cognitive radio networks.
2.2 System Model and Power Constraints
2.2.1 System model
As illustrated in Fig. 2.1, we consider a spectrum sharing network with one PU and
one SU. The link between SU-Tx and PU-Rx is assumed to be a flat fading channel
with instantaneous channel power gain g0 and the AWGN n0. SU channel between
SU-Tx and SU-Rx is also a flat fading channel characterized by instantaneous channel
power gain g1 and the AWGN n1. The noises n0 and n1 are assumed to be indepen-
dent random variables with the distribution CN (0, N0) (circularly symmetric complex
Gaussian (CSCG) variable with mean zero and varianceN0). The channel power gains,
g0 and g1, are assumed to be ergodic and stationary with probability density function
(PDF) f0(g0), and f1(g1), respectively. Perfect channel state information on g0 and g1
is assumed to be available at SU-Tx. Furthermore, it is assumed that the interference
from PU-Tx to SU-Rx can be ignored or considered in the AWGN at SU-Rx.
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2.2.2 Power constraints
Previous study on the fading channel capacity usually assumes two types of power
constraints at the transmitter: peak transmit power constraint and average transmit
power constraint, either individually [103] or simultaneously [123]. The peak power
limitation may be due to the nonlinearity of power amplifiers in practice, while the
average power is restricted below a certain level to keep the long-term power budget.
In this chapter, we denote the instantaneous transmit power at SU-Tx for the channel
gain pair (g0, g1) as P (g0, g1), and obviously it follows
P (g0, g1) ≥ 0,∀(g0, g1). (2.1)
Let Ppk be the peak transmit power limit and Pav be the average transmit power
limit. The peak transmit power constraint can then be represented by
P (g0, g1) ≤ Ppk,∀(g0, g1), (2.2)
and the average transmit power constraint can be represented by
E[P (g0, g1)] ≤ Pav. (2.3)
On the other hand, motivated by the interference temperature concept in [5], re-
searchers have investigated SU channel capacities with received power constraints. If
PU provides delay-insensitive services, an average received power constraint can be
used to guarantee a long-term QoS of PU. Let Qav denote the average received power
limit at PU-Rx. The average interference power constraint can then be written as
E[g0P (g0, g1)] ≤ Qav. (2.4)
If the service provided by PU has an instantaneous QoS requirement, the peak inter-
ference power constraint may be more appropriate. Let Qpk denote the peak received
power at the PU-Rx. The peak interference power constraint can then be written as
g0P (g0, g1) ≤ Qpk,∀(g0, g1). (2.5)
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For the purpose of exposition, we combine the transmit power constraint with the
interference power constraint, and obtain the following four sets of power constraints:
F1 , {P (g0, g1) : (2.1), (2.2), (2.5)}, (2.6)
F2 , {P (g0, g1) : (2.1), (2.2), (2.4)}, (2.7)
F3 , {P (g0, g1) : (2.1), (2.3), (2.5)}, (2.8)
F4 , {P (g0, g1) : (2.1), (2.3), (2.4)}. (2.9)
2.3 Ergodic Capacity
For BF channels, ergodic capacity is defined as the maximum achievable rate averaged
over all the fading blocks. Using a similar approach as in [102], the ergodic capacity












where F ∈ {F1,F2,F3,F4}, and the expectation is taken over (g0, g1). In what
follows, we will study (2.10) underF1,F2,F3, andF4, respectively.
2.3.1 Peak transmit and peak interference power constraint
In this case, F in (2.10) becomesF1. The two constraints inF1 can be combined as
P (g0, g1) ≤ min{Ppk, Qpkg0 }. Therefore, the capacity is maximized by transmitting at
the maximum instantaneous power expressed as
P (g0, g1) =







From (2.11), it is observed that, when g0 is less than a given threshold, SU-Tx can
transmit at its maximum power, Ppk, which satisfies the interference power constraint
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at PU-Rx. This indicates that sufficiently severe fading of the channel between SU-Tx
and PU-Rx is good from both viewpoints of protecting PU-Rx and maximizing SU
throughput. However, when g0 becomes larger than this threshold, SU-Tx transmits
with decreasing power values that are inversely proportional to g0.
2.3.2 Peak transmit and average interference power constraint
In this case, F in (2.10) becomes F2. The optimal power allocation is given by the
following theorem.
Theorem 2.1. The optimal solution of (2.10) subject to the power constraints given in
F2 is
P (g0, g1) =




















where λ is the nonnegative dual variable associated with (2.4) in F2. If (2.4) in F2
is satisfied with strict inequality, λ must be zero. Otherwise, λ can be obtained by
substituting (2.12) into the constraint E[g0P (g0, g1)] = Qav.
Proof : Please refer to Appendix A.1 for details. ¥
As can be seen from (2.12), if Ppk is sufficiently large, the power allocation
scheme reduces to that in [105], where the ergodic capacity of fading channels is stud-
ied under the interference power constraint only. It is also noticed that the power
allocation scheme given by (2.12) has the same structure as that in [123], where the
ergodic capacity of fading channels is studied under both peak and average transmit
power constraints. The main difference is that the power allocation scheme given by




2.3.3 Average transmit and peak interference power constraint
In this case, F in (2.10) becomes F3. The optimal power allocation of this problem
is given by the following theorem.
Theorem 2.2. The optimal solution of (2.10) subject to the constraints given inF3 is
P (g0, g1) =




























where λ is the nonnegative dual variable associated with (2.3) in F3. If (2.3) in F3
is satisfied with strict inequality, λ must be zero. Otherwise, λ can be obtained by
substituting (2.13) into the constraint E[P (g0, g1)] = Pav.
Theorem 2.2 can be proved similarly as Theorem 2.1, we thus omit the details
here for brevity.
From (2.13), it is seen that, when the channel between SU-Tx and PU-Rx ex-
periences sufficiently severe fading or Qpk is sufficiently large, the power allocation
reduces to the conventional water-filling solution [102]. It is also observed that the
power allocation given in (2.13) is capped by Qpk
g0
, and this cap increases with decreas-
ing g0. This indicates that fading for the channel between SU-Tx and PU-Rx enables
SU-Tx to transmit more powers under the same value of Qpk.
2.3.4 Average transmit and average interference power constraint
In this case, F in (2.10) becomes F4. The optimal solution for this problem can be
obtained by applying similar techniques as for Theorem 2.1, which can be expressed
as










where λ and µ are the nonnegative dual variables associated with (2.3) and (2.4) in
F4, respectively. If (2.3) or (2.4) in F4 is satisfied with strict inequality, λ or µ must
be zero correspondingly. Otherwise, λ and µ can be jointly determined by substituting
(2.14) into the constraints E[P (g0, g1)] = Pav and E[g0P (g0, g1)] = Qav.
2.4 Delay-limited Capacity
For BF channels, delay-limited capacity [122] is defined as the maximum constant
transmission rate achievable over each of the fading blocks. This is a good perfor-
mance limit indicator for delay-sensitive services, which may require a constant rate
transmission over all the fading blocks. Thus, the objective is to maximize such con-
stant rate by adapting the transmit power of SU-Tx. At the same time, due to the
coexistence with PU, the received interference power at the PU-Rx should not exceed
the given threshold. In this section, the delay-limited capacity is studied under F4
only. This is due to the fact that delay-limited capacity can be shown to be zero under
the other three combinations of power constraints for realistic fading channel mod-








= γ, ∀(g0, g1). (2.16)
where γ is the constant received SNR at SU-Rx for all pairs of (g0, g1).
Obviously, the delay-limited capacity is achieved when γ takes its maximum
value. Therefore, the above problem is equivalent to finding the maximum value of γ
under the power constraints in F4. From (2.16), we have P (g0, g1) = γN0g1 . Substitut-



























. The delay-limited capacity

















By setting Qav = +∞ in (2.17), it is easy to obtain the delay-limited capacity for
the conventional fading channels [103]. Similarly, by setting Pav = +∞, the delay-
limited capacity under the interference power constraint only is obtained.
In the following, the delay-limited capacity is evaluated under different fading
channel models.
2.4.1 Rayleigh fading
For Rayleigh fading, the channel power gains g0 and g1 are exponentially distributed.






uated equal to +∞. Furthermore, the PDF of g0
g1












can be shown to be +∞. Therefore, from (2.17), the delay-limited
capacity is zero for Rayleigh fading channels.
2.4.2 Nakagami fading
Another widely used channel model is Nakagami-m fading. For a unit-mean Nakagami
fading channel, the distribution of channel power gain follows the Gamma distribution,




e−mx, x ≥ 0, (2.19)
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where Γ(·) is the Gamma function defined as Γ(x) = ∫∞
0
t(x−1)e−tdt, and m (m ≥ 1)
is the ratio of the line-of-sight (LOS) signal power to that of the multi-path component.





is evaluated to be 1. If g0 and g1 are independent and have the







B(m,m)(x+ 1)2m , x ≥ 0, (2.20)








evaluated equal to m


















By setting Pav = +∞, the delay-limited capacity under the interference power







. Furthermore, it is seen from
(2.21) that the delay-limited capacity is determined by only the interference power
constraint when Pav ≥ m−1m Qav.
2.4.3 Log-normal shadowing
In the log-normal fading environment, the channel power gain is modeled by a log-
normal random variable eX where X is a zero-mean Gaussian random variable with
variance σ2. In this case, we model the channel by letting g0 = eX0 and g1 = eX1 ,
whereX0 andX1 are independently distributed with mean zero and variance σ2. Under
the above assumptions, g0/g1 = eY is also log-normally distributed with Y = X0 −





] are evaluated to be e
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2 and eσ2 , respectively. Hence, the delay-limited





















By setting Pav = +∞, the delay-limited capacity under the interference power






. Furthermore, it is seen from
(2.22) that the delay-limited capacity will not be affected by the transmit power con-




For BF channels, outage capacity is defined as the maximum rate that can be main-
tained over the fading blocks with a given outage probability. Mathematically, this
problem is defined as finding the optimal power allocation to achieve the maximum
rate for a given outage probability, which is equivalent to minimizing the outage prob-














where Prob {·} denotes the probability.
In the following, we will study the problem (2.23) under F1, F2, F3, and F4,
respectively.
2.5.1 Peak transmit and peak interference power constraint
























It is seen that (2.24) has the similar structure as the truncated channel inversion
[102] for the convenional fading channel. The difference between these two methods
lies in that the condition in (2.24) for channel inversion is determined by both g0 and g1,
while that in [102] is by g1 only. Therefore, we refer to this power allocation strategy
as two-dimensional truncated channel inversion (2D-TCI) over g0 and g1.
2.5.2 Peak transmit and average interference power constraint
In this case, F in (2.23) becomes F2. The optimal solution of this problem is given
by the following theorem.






















where λ is the nonnegative dual variable associated with (2.4) in F2. If (2.4) in F2
is satisfied with strict inequality, λ must be zero. Otherwise, λ can be obtained by
substituting (2.26) into the constraint E [g0P (g0, g1)] = Qav.
Proof : Please refer to Appendix A.2 for details. ¥
It is seen that (2.26) has the same structure as that in (2.24). Therefore, the optimal
power control policy obtained in (2.26) is also 2D-TCI.
2.5.3 Average transmit and peak interference power constraint
In this case, F in (2.23) becomes F3. The optimal solution of this problem is given
by the following theorem.
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, g1 > λN0(2
r0−1), g0 ≤ g1QpkN0(2r0−1)
0, otherwise
, (2.28)









where λ is the nonnegative dual variable associated with (2.3) in F3. If (2.3) in F3
is satisfied with strict inequality, λ must be zero. Otherwise, λ can be obtained by
substituting (2.28) into the constraint E[P (g0, g1)] = Pav.
Theorem 2.4 can be proved similarly as Theorem 2.3; the proof is thus omitted
here. Clearly, the power control policy given in (2.28) is also 2D-TCI.
2.5.4 Average transmit and average interference power constraint
In this case, F in (2.23) becomes F4. The optimal solution of (2.23) in this case is
given by the following theorem.
Theorem 2.5. The optimal solution of (2.23) subject to the power constraints given in
F4 is









where λ and µ are the nonnegative dual variables associated with (2.3) and (2.4) in
F4, respectively. If (2.3) or (2.4) in F4 is satisfied with strict inequality, λ or µ must
be zero correspondingly. Otherwise, λ and µ can be jointly determined by substituting
(2.30) into the constraints E[P (g0, g1)] = Pav and E[g0P (g0, g1)] = Qav.




In this part, we provide the analytical results for the minimum outage probability under
only the peak or the average interference power constraint.
2.5.5.1 Peak interference power constraint only
From (2.24), by setting Ppk = +∞, we have















In the following, the minimum outage probability is evaluated under different
fading models.
a) Rayleigh fading: Since g1
g0
has the same PDF as g0
g1











N0 (2r0−1)+Qpk . (2.33)
b) Nakagami fading: With the PDF of g1
g0









































where 2F1(a, b; c;x) is known as Gauss’s hypergeometric function [124].
c) Log-normal fading: With the PDF of g1
g0
given in Section 2.4 (note that g1
g0
has






























2.5.5.2 Average interference power constraint only
From (2.26), by setting Ppk = +∞ and denoting ω∗ = 1λN0(2r0−1) , we have









and the minimum outage probability is given by







where ω∗ is obtained by substituting (2.37) into the constraint E[g0P (g0, g1)] = Qav.
In the following, the minimum outage probability is evaluated under different
fading models.
a) Rayleigh fading: With the PDF of g0
g1
















N0 (2r0 − 1) . (2.40)

















where W(x) is the Lambert-W function, which is defined as the inverse function of
f(w) = wew.
As can be seen from (2.39), if ω∗ goes to infinity, the outage probability becomes
zero; however, from (2.41), it is seen that ω∗ is infinity only when r0 = 0. This
indicates that the zero-outage capacity for Rayleigh fading is zero, which is consistent
with the result obtained in Section 2.4.
b) Nakagami fading: With the PDF of g0
g1



















N0 (2r0 − 1) . (2.43)
From (3.194-1) in [124], the above equation is simplified as
(w∗)m+1 2F1 (2m,m+ 1;m+ 2;−w∗)
(m+ 1)B(m,m) =
Qav
N0 (2r0 − 1) . (2.44)
From the above, for the case of m = 2, the outage probability can be shown to
bePout = 1+3ω
∗







N0(2r0−1) . From the above
two formulas, when ω∗ is infinity, the outage probability becomes zero and r0 becomes





. This is consistent with the result obtained
in Section 2.4.
c) Log-normal fading: With the PDF of g0
g1
given in Section 2.4, we have


























N0 (2r0 − 1) . (2.46)
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N0 (2r0 − 1) . (2.47)
It is seen from (2.45), the zero-outage probability is achieved when ω∗ goes to







Again, this is consistent with the delay-limited capacity obtained in Section 2.4.
2.6 Simulation Results
In this section, we present and discuss the simulation results for the capacities of the SU
fading channels under spectrum sharing with the proposed power allocation strategies.
2.6.1 Ergodic capacity
In this subsection, the simulation results for ergodic capacity are presented. For Rayleigh
fading channels, the channel power gains (exponentially distributed) are assumed to be
unit mean. For AWGN channels, the channel power gains are also assumed to be one.
Fig. 2.2 shows the ergodic capacity under peak transmit and peak interference
power constraints for Qpk = −5dB. It is observed that when Ppk is very small, the
ergodic capacities for the three curves shown in this figure are almost the same. This
indicates that Ppk limits the performance of the network. However, when Ppk is suffi-
ciently large compared with Qpk, the ergodic capacities become different. In this case,
when g0 models the AWGN channel, the capacity of SU link when g1 also models
the AWGN channel is higher than that when g1 models the Rayleigh fading channel.
This indicates that fading of the SU channel is harmful. However, when g1 models the
Rayleigh fading channel, the capacity for SU link when g0 models the AWGN chan-
nel is lower than that when g0 models the Rayleigh fading channel. This illustrates
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g0: Rayleigh, g1: Rayleigh
g0: AWGN, g1: AWGN
g0: AWGN, g1: Rayleigh
Figure 2.2: Ergodic capacity vs. Ppk with Qpk = −5dB for different channel models.
that fading of the channel between SU-Tx and PU-Rx is a beneficial factor in terms of
maximizing the ergodic capacity of SU channel.
Fig. 2.3 shows the ergodic capacity versus Qav under peak transmit and average
interference power constraints. For comparison, the curve with Ppk = +∞ (i.e. no
transmit power constraint) is also shown. It is observed that when Qav is small, the
capacities for different Ppk’s do not vary much. This illustrates that Qav limits the
achievable rate of SU. However, when Ppk is sufficiently large compared to Qav, the
capacities become flat. This indicates that Ppk becomes the dominant constraint in
this case. Furthermore, with Ppk being sufficiently large, the ergodic capacity of SU
channel becomes close to that without transmit power constraint.
Fig. 2.4 shows the ergodic capacity versus Pav under different types of interfer-
ence power constraints. As shown in the figure, the ergodic capacity under average
interference power constraint is larger than that under peak interference power con-
straint with the same value of Pav. This is because the power control of SU is more
flexible under average over peak interference power constraint.
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Figure 2.3: Ergodic capacity under peak transmit and average interference power con-
straints.


































































Figure 2.5: Delay-limited capacity vs. Qav with Pav = 10dB for different fading
channel models.
2.6.2 Delay-limited capacity and outage capacity
In this subsection, the simulation results for delay-limited and outage capacities are
presented. For Rayleigh fading channels, the channel power gains (exponentially dis-
tributed) are assumed to be unit mean. Besides, m = 2 is chosen for the unit-mean
Nakagami fading channels used in the simulation. For log-normal fading channels,
σ2 = 1 is used. This is because log-normal shadowing is usually characterized in
terms of its dB-spread σdB, which ranges from 4dB to 12dB by empirical measure-
ments, and is related to σ by σ = 0.1 log(10)σdB [105]. We thus choose σ2 = 1 as this
value of σ makes the dB-spread lying within its typical ranges.
Fig. 2.5 shows the delay-limited capacity under Pav = 10dB for different fading
models versus Qav. It is seen that the delay-limited capacity for Nakagami fading and
log-normal shadowing increases with Qav. However, when Qav is sufficiently large,
the delay-limited capacity will get saturated due to Pav. Note that the delay-limited
capacity of Rayleigh fading model is zero regardless of Qav. This is consistent with
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g0: Nakagami (m=2), g1: Rayleigh
g0: Rayleigh, g1: Rayleigh
g0: AWGN, g1: Rayleigh
Figure 2.6: Outage probability vs. Qpk for r0 = 1 bit/complex dim. Ppk = 10dB for
different fading channel models.
our analysis in Section 2.4.
Fig. 2.6 shows the outage probability for different fading models under Ppk =
10dB and r0 = 1 bit/complex dimension (dim.). It is seen that when Qpk is small,
the outage probability of SU link when g0 models a fading channel is smaller than that
when g0 models the AWGN channel. Besides, more severe the fading is, the smaller
the outage probability is. This illustrates that fading of the channel between SU-Tx and
PU-Rx is good in terms of minimizing the outage probability of SU channel. However,
when Qpk has the same value of Ppk, the outage probability when g0 models a fading
channel is larger than that when g0 models the AWGN channel. This can be foreseen
from (2.24). When Qpk = Ppk, the channel inversion condition for the AWGN case is
2r0−1
g1




), which can be more restrictive than that in the AWGN case if g0 > 1.
The higher the probability g0 > 1 is, the larger the resultant outage probability is.
However, when Qpk is sufficiently large, both fading and AWGN channels will have
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Figure 2.7: Outage probability for r0 = 1 bit/complex dim. under peak or average
interference power constraints
the same outage probability, since Ppk becomes the dominant constraint in this case.
Fig. 2.7 shows the outage probability under peak and average interference power
constraints for r0 = 1 bit/complex dim. under Ppk = 0dB or Ppk = 10dB. It is seen
that under the same Ppk, the outage probability under the average interference power
constraint is smaller than that under the peak interference power constraint. This is due
to the fact that the power control policy of SU is more flexible under the average over
the peak interference power constraint.
Fig. 2.8 shows the outage probability for different fading models under the peak
interference power constraint only with r0 = 1 bit/complex dim.. It is observed that
the simulation results match the analytical results very well. Moreover, it is observed
that the outage probability curves overlap when Qpk is very small, indicating that the
fading models do not affect the outage probability notably for small value of Qpk.
Fig. 2.9 illustrates the outage capacity versus average interference power con-
straint Qav when the target rate r0 is 1 bit/complex dim.. It is observed that the outage
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Simulation for Nakagami (m=2)
Analytical for Nakagami (m=2)
Simulation for Log−Normal (σ2=1)
Analytical for Log−Normal  (σ2=1)
Figure 2.8: Outage probability for r0 = 1 bit/complex dim. under peak interference
power constraint only.
probability for Nakagami fading and log-normal shadowing drop sharply when Qav
reaches a certain value. This demonstrates that when Qav approaches infinity, the
outage probability becomes zero. In contrast, there is no such an evident threshold
observed for Rayleigh fading channel, since its delay-limited capacity is zero. Ad-
ditionally, comparing Fig.s 2.8 and 2.9, it is observed that the outage probability un-
der average interference power constraint is smaller than that under peak interference
power constraint when Qav = Qpk, suggesting that the power allocation scheme under
the former is more flexible over the latter. Furthermore, comparing Fig. 2.9 with Fig.
2.5, it is observed that Qav required to achieve the zero-outage probability for r0 = 1





















Figure 2.9: Outage probability for r0 = 1 bit/complex dim. under average interference
power constraint only.
2.7 Conclusions
In this chapter, the optimal power allocation strategies to achieve the ergodic, delay-
limited, and outage capacities of a SU fading channel under spectrum sharing are stud-
ied, subject to different combinations of peak/average transmit and/or peak/average
interference power constraints. It is shown that under the same threshold value, aver-
age interference power constraints are more flexible over their peak constraint coun-
terparts to maximize SU fading channel capacities. The effects of different fading
channel statistics on achievable SU capacities are also analyzed. One important obser-
vation made in this chapter is that fading of the channel between SU-Tx and PU-Rx
can be a good phenomenon for maximizing the capacity of SU fading channel.
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Chapter 3
Optimal Power Allocation for Fading
Cognitive Multiple Access Channels:
Outage Capacity Regions
This chapter considers a CR network where a M -user fading multiple access network
shares the same spectrum with an existing primary network. The primary network’s
transmission is assumed to be protected by the interference power constraint. Under
this interference power constraint together with the individual transmit power con-
straint of each user, the outage capacity regions for the fading C-MAC are defined for
two different scenarios, i.e., an outage must be declared simultaneously for all users
(common outage) and outages are declared individually for each user (individual out-
age). Then, optimal power allocation strategies to achieve the boundary points of these
outage capacity regions are derived by considering their equivalent problems, i.e., the
common/individual usage probability maximization for given rate vectors. It is rig-
orously proved that the optimal decoding strategy is the successive decoding strategy,
and the decoding order is determined by the dual variables and the channel power gains




In chapter 2, we investigate the optimal transmission strategy for a single SU case. In
this chapter, we study a more challenging problem: the optimal power design for the
multiple SU scenario. Since the CR network is in nature a multiuser communication
environment, the transmission strategy design for multiple SU spectrum sharing CR
networks has attracted intensive attention. With the interference power constraint to
protect the primary transmission, the capacities of different types of multiuser AWGN
SU channels were studied in [53]. The optimal power allocation strategy to maxi-
mize the weighted sum rates of the multi-antenna C-MAC and C-BC were investigated
in [114] and [115], respectively. Recently, the optimal power control policies for SUs
to achieve the ergodic sum capacity of fading C-MAC and C-BC channels were also
investigated in [116]. The ergodic, delay-limited, and outage capacity region for the
non-cognitive MAC were studied in [127], [122], and [128], respectively. For the non-
cognitive BC, the ergodic capacity region and outage capacity region were investigated
in [129] and [130], respectively. It is worth pointing out that the major difference be-
tween C-MAC and non-cognitive MAC is that: There is no interference constraint
to protect PU in non-cognitive MAC, and it is shown in literature ( [114] and [116])
that the power allocation strategies designed for non-cognitive MAC usually cannot be
directly applied to C-MAC due to their poor interference management performance.
Therefore, power allocation strategies with protection to PU are highly demanded for
C-MAC. Technically, with an additional interference constraint, the power optimiza-
tion problem for C-MAC is usually more challenging than that for non-cognitive MAC.
In this chapter, we consider a fading C-MAC where M SUs communicate with
a base station by sharing the spectrum with an existing primary network. With an in-
terference power constraint to protect the primary transmission, the outage capacity
regions, i.e., common outage capacity region and individual outage capacity region,
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are first characterized for the fading C-MAC. The optimal power allocation strategies
to achieve these outage capacity regions are then derived by considering their equiva-
lent problems, i.e., the common/individual usage probability maximization problems.
For the common outage case, it is shown that the optimal power control policy is a
threshold transmission policy, i.e., transmit when the fading state is favorable and sus-
pend the transmission when the fading state is adverse, which is quite similar to the
single user case investigated in [106]. On the other hand, for the individual outage
case, it is shown that the optimal power control policy only allocates power to the best
subset (i.e., the subset with the largest reward) out of 2M possible transmission subsets
in each fading state. For both cases, it is proved that the successive decoding strategy is
the optimal decoding strategy, and the decoding order is determined by the Lagrange
dual variables associated with the power constraints and the channel power gains of
the involved channels.
The remainder of this chapter is organized as follows. Section 3.2 presents the
system model and defines the transmit and interference power constraints. Section 3.3
defines the common outage capacity region and derives the optimal power allocation
strategy to maximize the common usage probability for a given rate vector. Section
3.4 characterizes the individual outage region and derives the optimal power allocation
strategy to achieve the boundary points on the individual usage probability region for
a given rate vector. In section 3.5, numerical examples are presented to verify the

















Figure 3.1: System model for fading C-MAC
3.2 System Model
3.2.1 System Model
As shown in Fig. 3.1, we consider a fading C-MAC, where M SUs transmit to a sec-
ondary user base station (SU-BS) by sharing the same spectrum with a primary user
base station (PU-BS). All the terminals involved are assumed to be equipped with a
single antenna. For the purpose of exposition, all the channels involved are assumed
to be block-fading [131], i.e., the channels remain constant during each transmission
block, but possibly change from one block to another. The instantaneous channel
power gains from i-th user (i = 1, · · · ,M) to SU-BS and PU-BS at the fading block
ν are denoted by hi(ν) and gi(ν), respectively, where ν denotes the joint fading state
for all the channels involved. All the channel power gains are assumed to be indepen-
dent and identically distributed random variables each having a continuous PDF. The
additive noises at SU-BS and PU-BS are assumed to be independent CSCG random
variables, each of which is assumed to have zero mean and variance of σ2. Moreover,
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all the channel power gains are assumed to be available to the M users and the SU-BS
at each fading state. Consequently, each user can vary its transmit power and code-
words based on the joint fading condition of all the involved channels, and the SU-BS
can vary its decoding order of the M users. In practice, CSI of the involved channels
may be obtained at SU-BS/PU-BS by the classical channel training, estimation, and
feedback mechanisms.
3.2.2 Power Constraints
In this chapter, it is assumed that each user has an individual transmit power budget
Pi. If the transmit power vector assigned to the M users at a specific fading block ν
is P (ν) = [P1, · · · , PM ]T , the transmit power constraints of the M users can then be
written as
P (ν) ¹ P , ∀ ν, (3.1)
where P = [P1, · · · , PM ]T is the transmit power budget vector.
Besides, since the M -user fading C-MAC shares the same frequency band with
PU-BS, an interference power constraint is adopted by the fading C-MAC to protect
the PU-BS. For a specific fading block ν, we denote the channel power gains of the
secondary links by h = [h1, · · · , hM ]T , and denote the channel power gains of the
interference links by g = [g1, · · · , gM ]T . If the maximum interference power that PU-
BS can tolerate is given by Q, the interference power constraint can then be written
as
gTP (ν) ≤ Q, ∀ ν. (3.2)
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3.3 Common Outage Capacity For Fading C-MAC
3.3.1 Definition of Common Outage Capacity
In this section, we define the common outage capacity region of an M -user fading C-
MAC under the given transmit and interference power constraints for a given common
outage probability. A common outage is declared simultaneously for all users, i.e., if
one of the M users’ transmission rates falls below its target rate, an common outage is
declared for the fading C-MAC.
For a specific fading block ν, with a given power allocation vector P (ν) =
[P1, · · · , PM ]T satisfying (3.1) and (3.2), the achievable rate vectors for the fading











hiPi),∀S ∈ {1, · · · ,M}
}
, (3.3)
where S is any subset of users in {1, · · · ,M}.
Then, the common outage capacity region can be defined as follows.
Definition 3.1. A rate vector is said to be in the common outage capacity region
Co
(
P , Q, Pr
)
if and only if there exists a random power vector P (ν) that satisfies
(3.1) and (3.2), and allows the rate vector to be achieved with a probability of at least
1− Pr:
Prob [R ∈ CMAC (h,P (ν))] ≥ 1− Pr. (3.4)
Correspondingly, the common outage capacity region is defined as




R : Prob [R ∈ CMAC (h,P (ν))] ≥ 1− Pr
}
, (3.5)
where F is defined as
F , {P (ν) : (3.1), (3.2)} . (3.6)
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From the above definition, it is seen that the common outage capacity region con-
sists of all rate vectors that can be maintained with a common outage probability no
larger than Pr under the transit power constraints P and the interference power con-
straint power Q. The common outage capacity region can be explicitly obtained by
characterizing its boundary points. However, it is not easy to find optimal power al-
location strategies that can achieve the points on the boundary of the outage capacity
region for given Pr, P , and Q. Alternatively, the outage capacity region can be found
implicitly from the outage probability region. A customary way is to derive the op-
timal power allocation that minimizes the common outage probability Pr for a given
rate vector R under the transmit power constraints P , and the interference power con-
straint Q. For our case, it is observed from Definition 3.1 that deriving the minimum
common outage probability Prmin is equivalent to deriving the maximum common
usage probability Pronmax. Therefore, in the following subsection, the optimal power
allocation strategy to maximize the common usage probability is investigated.
3.3.2 Common Usage Probability Maximization
For a given rate vector R, the maximum common usage probability Pronmax, under the
transmit power constraints P and the interference power constraint Q, can be obtained




Prob [R ∈ CMAC (h,P (ν))] , (3.7)
s.t. (3.1), (3.2). (3.8)
To solve Problem 3.1, we introduce the following indicator function
χ =
 1, if R ∈ CMAC (h,P (ν))0, otherwise . (3.9)
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Thus, Pr [R ∈ CMAC (h,P (ν))] can be rewritten as E[χ]. Then, the Lagrangian of
Problem 3.1 can be expressed as
L (P (ν),λ, µ) = E[χ]− λT (P (ν)− P )− µ (gTP (ν)−Q) , (3.10)
where λ is the non-negative dual vector [λ1, · · · , λM ]T associated with the transmit
power constraints, and µ is the non-negative dual variable associated with the interfer-
ence power constraint.
The dual function is then defined as
G (λ, µ) = max
P (ν)
L (P (ν),λ, µ) , (3.11)
and the dual problem is
min
λº0,µ>0
G (λ, µ) , (3.12)
where 0 is a M -dimension zero vector.
The above equations suggest that Problem 3.1 can equivalently be solved by first
maximizing its Lagrangian to obtain the dual function for given dual variables, and
then minimizing the dual function over the dual variables.






L˜ (P (ν),λ, µ)
]
+ λTP + µQ, (3.13)
where
L˜ (P (ν),λ, µ) , χ− (λT + µgT )P (ν). (3.14)
Thus, the dual function can be obtained by solving a set of independent sub-dual-
functions each for one fading states. This is also known as dual decomposition in [113].
For a particular fading state, the problem can be expressed as
max
P (ν)
χ− (λT + µgT )P (ν). (3.15)
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Defining a new vector η = [λ1 + µg1, · · · , λM + µgM ]T , the optimal solution of
the above maximization problem is given by the following proposition:





∗(ν), if ηTP ∗(ν) < 1
0, otherwise
, (3.16)





s.t. R ∈ CMAC (h,P (ν)) . (3.18)
Proof : It is observed from (3.15) that λ, µ, g and P (ν) are non-negative
variables. Therefore, the minimum value of ηTP (ν) is zero. Then, from the definition
of χ given in (3.9), it is known that χ is a binary variable. If χ is equal to zero, (3.15) is
maximized when P rd
∗
(ν) = 0, and the maximum value of (3.15) is zero. If χ is equal
to one, (3.15) is maximized whenP rd
∗
(ν) = argmin ηTP (ν). Denote argmin ηTP (ν)
by P ∗(ν), the maximum value of (3.15) is 1−ηTP ∗(ν). Therefore, P rd∗(ν) = P ∗(ν)
is the optimal solution of (3.15) only when 1−ηTP ∗(ν) > 0. Otherwise, P rd∗(ν) = 0
must be the optimal solution. Proposition 3.1 is thus proved. ¥
It is seen from Proposition 3.1 that the optimal transmission policy is with cardi-
nality of two in each fading state, and thus it is a threshold transmission policy. In the
fading states that satisfy ηTP ∗(ν) < 1, all M users transmit simultaneously at their
specific rates. In the fading states that satisfy ηTP ∗(ν) ≥ 1, none of the M users is
allowed to transmit and an outage is declared. Under this policy, it is easy to observe
that the minimum common outage probability for a given rate vector R is given by
Prmin(R) = 1− Prob
{
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Now, the problem is converted to finding the optimal P ∗(ν) and the optimal dual
variables λ and µ. These are given in the following two subsections, respectively.
3.3.2.1 Optimal power allocation strategy for fixed λ and µ
In this part, we derive the optimal power allocation P ∗(ν) for fixed λ and µ, which is
given by the following proposition:
















, if i = 2, · · · ,M
(3.20)
where the permutation pi(·) satisfies
λpi(1) + µgpi(1)
hpi(1)
≥ · · · ≥ λpi(M) + µgpi(M)
hpi(M)
. (3.21)
Proof : Please refer to Appendix B.1 for details. ¥
It is observed from Proposition 3.2 that the optimal solution allocates power to
the M users by performing successive decoding in the order given by the permutation
pi(·) such that the rate vectorR can be achieved. Treating all the other users’ signals as
noise, the signal from user pi(M) is decoded first. Then, the signal from user pi(M) is
subtracted off, and user pi(M − 1) is decoded by treating signals from users pi(M − 2)
through pi(1) as noise. With all the other users’ signals are decoded and subtracted off,
user pi(1) is decoded last. In fact, the successive decoding order pi(·) represents the
priority of different users in the scheduling of resources. That is, a user decoded later
in the ordering is given higher priority than a user decoded earlier. The user decoded
first has the lowest priority since it has to combat not only the background noise but
also the interference from all the other users. Users need less transmit power to support
their target rates if they are decoded later.
It is noted from (3.21) that the decoding order in C-MAC depends not only on
the power price λi and the channel power gain of the secondary link hi, but also on
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the interference price µ and the channel power gain of the interference link gi. The
interference price µ is the same for all the M users, since there is only one interference
power constraint imposed on these users. For fixed power prices λi, it is observed
from (3.21) that the user with larger gi and smaller hi tends to be decoded later. This
can be explained as follows: Smaller hi indicates that the secondary link is weak, and
thus it needs a high power to support its target rate. If it is decoded first, more power is
needed to support its target rate, since it has to combat the interference from other users
decoded later than it. This definitely increases the probability that the user is not able
to support its target rate. On the other hand, higher gi indicates that the interference
link is strong, the user should minimize its transmit power to decrease the interference
arrived at the PU while supporting its target rate, and this can be realized by decoding
it later.
3.3.2.2 Optimal dual variables
In the previous part, we derived the optimal power allocation strategy for fixed λ and
µ. In this part, a modified ellipsoid method [132] is developed to obtain the optimal λ∗
and µ∗ that minimize the common outage probability for a given target rate vector R,
under the transmit power constraints P and the interference power constraint Q.
The modified ellipsoid method is described as follows: Step 1, we find an ellip-
soid that contains the optimal dual variables, and take the subgradient at the center
of this feasible ellipsoid to eliminate a halfspace that cannot contain the optimal so-
lution. Step 2, a minimum volume ellipsoid covering the previous feasible ellipsoid
intersected with the feasible halfspace is constructed. Then, we find the gradient of the
new ellipsoid and rule out the halfspace that cannot contain the optimal solution. Step
2 is repeated until the desired accuracy is reached.
Define θ = [λT µ]T , and let A be a (M + 1)× (M + 1) positive-definite matrix,
then an ellipsoid B can be defined by B(x,A) = {θ : (θ − x)TA−1(θ − x) ≤ 1} ,
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where x is (M + 1) dimension vector that is the center of the ellipsoid. The initial
value of A is chosen such that the initial ellipsoid covers the polyhedron 0 ≤ θ ≤ c,
where c is a positive vector. Under the above framework, the modified ellipsoid method
can be summarized in Table 3.1.
Table 3.1: The Modified Ellipsoid Method
The Modified Ellipsoid Method
1) Initialization: θ1, A1, k = 1,
2) repeat
a) calculate P rd∗k by (3.16),
b) calculate the subgradient at θk by
s =
 P − P rd∗k
Q− gTP rd∗k
,
c) update θk+1 and Ak+1 by













sTAks < ², where ² is the desired accuracy.
The convergence of the proposed algorithm is guaranteed by the convexity of
Problem 3.1. The complexity of the proposed algorithm is the same as the ellipsoid
method with M + 1 dimension. A detail complexity analysis for the ellipsoid method
can be found in [132]. Details are omitted here for brevity.
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3.4 Individual Outage Capacity For Fading C-MAC
3.4.1 Definition of Individual Outage Capacity
In this subsection, we define the individual outage capacity region of an M -user fading
C-MAC, where each user may suspend its transmission over a subset of fading states
under the given transmit and interference power constraints for a given individual out-
age probability vector.
The individual outage capacity region is defined as follows.





if and only if there exist a random power vector P
that satisfies (3.1) and (3.2), and a corresponding vector of rate allocation function
r(ν,P (ν)) for each fading state ν such that:
Prob [ri(ν,P (ν)) ≥ Ri] ≥ 1− Pri, ∀i = 1, · · · ,M. (3.22)
Correspondingly, the individual outage capacity region is defined as







where F is defined as F , {P (ν) : (3.1), (3.2)} .
It is worth pointing out that the rate allocation vector r(ν,P (ν)) must satisfy
r (ν,P (ν)) ∈ CMAC (ν,P (ν)) , ∀ ν, (3.24)
where CMAC(ν,P (ν)) is the capacity region for the equivalent Gaussian multiple ac-











hiPi),∀ S ∈ {1, · · · ,M}
}
, (3.25)
where S is any subset of users in {1, · · · ,M}.
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It can be seen that the individual outage capacity region consists of all rate vectors
that can be maintained with an outage probability vector no larger than Pr under the
transmit power constraints P and the interference power constraint Q. Different from
the definition of common outage given in Section 3.3, this definition allows different
SUs to declare outages separately, i.e., transmission from different SUs need not be
turned on or off simultaneously.
Similar to the common outage scenario, the individual outage capacity region can
be found implicitly from the individual outage probability region. For this case, de-
riving the individual outage probability region is equivalent to deriving the individual
usage probability region, which is of less complexity. Therefore, we characterize the
individual usage probability region, and derive the optimal power allocation strategy
that achieves the boundary points for a given rate vector R under P and Q in the
following subsection.
3.4.2 Individual Usage Probability Region
The individual usage probability Proni for SUi (∀ i ∈ {1, · · · ,M}) is defined as
Proni , 1− Pri. For a given rate vector R, under the transmit power constraints
P and the interference power constraint Q, an individual usage probability vector
Pron = [Pron1 , · · · , P ronM ]T will be on the boundary surface of the usage probabil-







s.t. (3.1), (3.2). (3.27)
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To solve Problem 3.3, we introduce the following indicator functions
χi =
 1, if ri(ν,P (ν)) ≥ Ri0, otherwise , ∀i. (3.28)
Thus, Proni can be rewritten as E[χi]. Then, the Lagrangian of the above problem can
be expressed as





P (ν)− P )− µ (gTP (ν)−Q) , (3.29)
where λ is the non-negative dual vector [λ1, · · · , λM ]T associated with the transmit
power constraints, and µ is the non-negative dual variable associated with the interfer-
ence power constraint.
The dual function is then defined as G (λ, µ) = maxP (ν) L (P (ν),λ, µ) , and the
dual problem is minλº0,µ>0 G (λ, µ) , where 0 is a M -dimension zero vector. This in-
dicates that Problem 4.1 can equivalently be solved by first maximizing its Lagrangian
to obtain the dual function for given dual variables, and then minimizing the dual func-
tion over the dual variables.
For fixed λ and µ, it is not difficult to observe that the dual function can also be
written as




L˜ (P (ν),λ, µ)
]
+ λTP + µQ, (3.30)
where








Thus, the dual function can be obtained by solving a set of independent sub-dual-
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For the purpose of exposition, we first study (3.32) for the two SUs scenario.
Then, the results are extended to the M SUs scenario. These are given in the following
two subsections.
3.4.2.1 Two SUs scenario
In this scenario, we assume that there are only two SUs in the secondary network.




Since the indicator functions χ1 and χ2 are binary, it is not difficult to observe that there
are four possible combinations of them. Therefore, for each fading state ν, there are
four possible power allocation vectors, each for one combination. Denote the optimal
power allocation vector and the resultant maximum value of (3.33) for combination k
(k = 0, 1, 2, 3) as P ∗(ν, k) and J ∗(ν, k), respectively, the four cases can be discussed
as follows.
Case 1: χ1 = 0, χ2 = 0.
This case is corresponding to the scenario that both SU1 and SU2 are inactive. In
this case, (3.33) is maximized when
P ∗1 (ν, 0) = 0, P
∗
2 (ν, 0) = 0, (3.34)
and thus the resultant value for (3.33) is J ∗(ν, 0) = 0.
Case 2: χ1 = 1, χ2 = 0.
This case corresponds to the scenario that SU1 is active while SU2 is inactive. In
this case, (3.33) is maximized when




2R1 − 1) , P ∗2 (ν, 1) = 0, (3.35)
and thus J ∗(ν, 1) = 1− (λ1 + µg1)P ∗1 (ν, 1).
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Case 3: χ1 = 0, χ2 = 1.
This case corresponds to the scenario that SU1 is inactive while SU2 is active. In
this case, (3.33) is maximized when
P ∗1 (ν, 2) = 0, P
∗




2R2 − 1) , (3.36)
and thus J ∗(ν, 2) = 1− (λ2 + µg2)P ∗2 (ν, 2).
Case 4: χ1 = 1, χ2 = 1.
This case is corresponding to the scenario that both SU1 and SU2 are active.
Therefore, the optimal solution to maximize (3.33) can be obtained by using a method
similar to that has been used to find the optimal power allocation to maximize the
common usage probability given in Section 3.3.
Proposition 3.3. For the case that both SU1 and SU2 are active, the optimal solution










2Rpi(i)+Rpi(1) − 2Rpi(1)) , if i = 2 (3.37)







Proposition 3.3 can be proved in the same way as Proposition 3.2.
Now we have obtained P ∗(ν, k) and J ∗(ν, k) for all the combinations. It is not
difficult to observe that the optimal power allocation vector for the fading state ν can be
obtained by comparing the values of J ∗(ν, k) for each combination (∀k ∈ {0, 1, 2, 3}).
If we denote the optimal power allocation vector for the fading state ν as P ∗(ν), we
have
P ∗(ν) = P ∗(ν, k∗), (3.39)
where k∗ = argmaxk=0,··· ,3J ∗(ν, k).
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3.4.3 M SUs scenario
In this scenario, there are 2M possible combinations of the on/off states of users, and
thus there are 2M possible power allocation vectors for each fading state ν. This indi-
cates that the optimal solution should have the following structure
P ∗(ν)=

0, with prob. ψ(ν, 0)
P ∗(ν, 1), with prob. ψ(ν, 1)
...
...
P ∗(ν, 2M−1), with prob. ψ(ν, 2M−1)
, (3.40)
where ψ(ν, k) is a deterministic probability of transmission function for the kth power
allocation vector satisfying
∑2M−1
k=0 ψ(ν, k) = 1.
Now, the problem is converted to finding the optimal power allocation vector
P ∗(ν, k) and the corresponding probability of transmission function ψ∗(ν, k) for k =
1, · · · , 2M−1.
For each fading state ν, it is not difficult to observe that there are only two possible
states, either on or off, for each SU. Obviously, for the SUs that are not transmitting,
the optimal power allocation is 0. For the SUs that are transmitting, the optimal power
allocation can be obtained by the successive decoding strategy similar to that given in
(3.37). Let Sk denote the set of active SUs under the power control policy P ∗(ν, k),
and denote the cardinality of Sk as |Sk|, then the optimal power allocation strategy can
be summarized as follows.
Proposition 3.4. The optimal power allocation vector P ∗(ν, k) is determined by
P ∗j (ν, k) = 0, ∀ j /∈ Sk; (3.41)















, ∀ 2 ≤ i ≤ |Sk|,
(3.42)
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where the permutation pi(·) for the |Sk| SUs in the subset Sk satisfies
λpi(1) + µgpi(1)
hpi(1)
≥ · · · ≥ λpi(|Sk|) + µgpi(|Sk|)
hpi(|Sk|)
. (3.43)
Proposition 3.4 can be proved in a manner similar to Proposition 3.2.
It is observed from Proposition 3.4 that the M users are divided into two subsets.
The active users are grouped into one subset, and the inactive users are grouped into
the other subset. No power is assigned to the users in the inactive subset. For the
users in the active subset, power is allocated by performing successive decoding in the
order given by the permutation pi(·). It is noted that the optimal power transmission
policy is deterministic in the fading state ν, i.e., either no user transmits or all users
in the subset Sk transmit. If there is only one user in the C-MAC, the optimal power
allocation strategy reduces to the threshold policy proposed in [106].
Having obtained the optimal power allocation strategy P ∗(ν, k), we can now de-
rive the optimal probability of transmission ψ∗(ν, k) for k = 0, · · · , 2M − 1. Define
ωk =
∑M
i=1 χi,k, where χi,k represents the indicator function of SUi under the power
allocation vector P ∗(ν, k). Let η = [λ1 + µg1, · · · , λM + µgM ]T . Similar to the two
SUs scenario, it is not difficult to show that the optimal ψ∗(ν, k) is defined in each
fading state for k = 1, · · · , 2M − 1 by
ψ∗(ν, k) =
 1, if k = k










It is seen from (3.40) that the optimal transmission policy is with cardinality of





where the expectation is taken over the jointing fading state ν. Therefore , the resulting
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outage probability of each SUi (i = 1, · · · ,M ) is given by





Now, we have obtained the optimal power allocation strategy and minimum indi-
vidual outage probabilities for fixed λ and µ. The next step is to find the optimal dual
variables λ and µ, which can be obtained by an algorithm similar to that proposed in
Section 3.3. Details are omitted for brevity.
3.5 Numerical Results
In this section, several numerical examples are given to evaluate the performances of
the proposed power allocation strategies. All the channels involved are assumed to be
Rayleigh fading, and thus the channel power gains are assumed to be exponentially
distributed with unit mean. The noise power σ2 at the SU-BS is assumed to be 1. For
simplicity, we assume the transmit power constraint for each SU is the same and given
by P .
3.5.1 Common Outage Capacity
3.5.1.1 Effects of the interference power constraint
Fig. 3.2 shows the minimum outage probabilities of two SUs with target rate vector
R = [1 1]T bit/complex dimension (dim.) under different interference power con-
straints vs. P . For comparison, the curve with Q = ∞, i.e., the case that no interfer-
ence power constraint is imposed, is also shown. It is observed that when P is small,
the common outage probabilities for the four curves shown in the figure are almost the
same. This is as expected since the interference power constraint will not be active
when P is very small, and the transmit power constraint is the only limiting factor
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Figure 3.2: Minimum common outage probabilities for two SUs under difference in-
terference power constraint with target rate vector R = [1 1]T bit/complex dim. vs.
P
that restricts the performance of the network. With the increasing of P , the common
outage probabilities for all the four curves decrease. However, when P continues to
increase, the curves become flat. This indicates that the interference power constraint
now becomes the dominant constraint, i.e., the common outage probabilities are only
determined by the value of Q. With the increasing of Q, the common outage probabil-
ities decrease. When Q is very large, the common probability is close to that without
the interference power constraint.
3.5.1.2 Effects of the number of SUs
Fig. 3.3 shows the common outage probabilities of M SUs (M = 1, 2, 3) in C-MAC
with the interference power constraint Q = 10dB vs. P . The target rate vectors for the
three cases (M = 1, 2, 3) are given by 1, [1 1]T , and [1 1 1]T , respectively. It is observed
from the figure that the common outage probabilities increase with the increasing of
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Figure 3.3: Minimum common outage probabilities for different M with Q = 10dB
vs. P
M for the same P . This is as expected. With increase in M , the users decoded first
have to combat the interference from the users decoded later than them, and thus need
more power to support their target rates. This will inevitably increase probability of
these users falling in outage, and thus increase the common outage probability.
3.5.2 Individual Outage Capacity
3.5.2.1 Effects of the interference power constraint
Fig. 3.4 shows the individual usage probabilities of two-SU case under difference
interference power constraints with R = [1 1]T bit/complex dimension (dim.) vs. P .
It is observed that when P is small, the individual usage probabilities for all the curves
shown in the figure are almost the same. This is as expected since the interference
power constraint is not active when P is very small. In this case, the performance
of the network only depends on the transmit power constraint. With the increasing
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S U1, Q =5 dB
S U2, Q =5 dB
S U1, Q =15 dB
S U2, Q =15 dB
Figure 3.4: Comparison of individual usage probabilities of two-SU case under dif-
ference interference power constraints with target rate vector R = [1 1]T bit/complex
dim. vs. P
of P , the individual usage probabilities for all the curves increase. However, when
P continues to increase, the curves gradually become flat. It is also observed that
the usage probabilities for large Q are larger than those of small Q, and this gain
decreases with the increasing of Q. This is as expected since the interference power
constraint now becomes the dominant constraint, i.e., the usage probabilities will only
be determined by the value of Q.
3.5.2.2 Effects of the decoding strategy
Fig. 3.5 compares the minimum individual outage probabilities of the optimal decod-
ing strategy with those of the sub-optimal decoding strategy for two-SU case under
Q = 10dB. By treating the signal from SU1 as noise, the sub-optimal decoding strat-
egy always decodes SU2 first. It is observed from the figure that SU1 can achieve a
very low outage probability using this decoding strategy. However, the outage proba-
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Figure 3.5: Minimum individual outage probabilities comparison between the optimal
and sub-optimal decoding strategy for two-SU case under Q = 10dB with target rate
vector R = [1 1]T bit/complex dim. vs. P
bility of SU2 is very high. This is as expected since SU1 is given higher priority in the
scheduling of the resources in this case. On the other hand, it can be observed from
the figure that SU1 and SU2 achieve the same outage probability under the optimal
decoding strategy. Though this outage probability is a little bit higher than the outage
probability of SU1 under the suboptimal decoding strategy for the same P , the sum-
mation of the outage probabilities of the two SUs is much lower than that under the
suboptimal decoding strategy.
3.6 Conclusions
In this chapter, a spectrum sharing based cognitive radio network, where a M -user
fading multiple access network shares the same spectrum with an existing primary net-
work, is considered. Under the interference power constraint and the individual trans-
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mit power constraint of each user, the common outage capacity region and the individ-
ual outage capacity region for this cognitive multiple access network are characterized.
The optimal power allocation strategies to achieve the boundary points on these outage
capacity regions are then derived using the Lagrangian dual decomposition techniques.
It is proved that the optimal decoding strategy is the successive decoding strategy, and
the decoding order is determined by both the Lagrange dual variables associated with
the power constraints and the channel power gains of the involved channels. It is shown
by simulation that both the common and individual outage probabilities decrease with
the increasing of the PU’s maximum tolerable interference.
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Chapter 4
Optimal Power Allocation for Fading
CR Networks with PU Outage
Constraint
In this chapter, we consider a CR network where a SU shares the spectrum for transmis-
sion with a PU over block-fading channels. It is assumed that the PU has a constant-
rate, constant-power transmission, while the SU is able to adapt transmit power and
rate allocation over different fading states based on the channel state information of
the CR network. We study a new type of constraint imposed over the secondary trans-
mission to protect the PU by limiting the maximum transmission outage probability of
the PU to be below a desired target. We derive the optimal power allocation strategies
for the SU to maximize its ergodic/outage capacity, under the average/peak transmit
power constraint along with the proposed PU outage probability constraint. It is shown
by simulations that the derived new power allocation strategies can achieve substan-
tial capacity gains for the SU over the conventional methods based on the interference





In Chapters 2 and 3, the PU is protected by imposing an interference power constraint
to the SU transmission, which requires the interference power received at the PU ter-
minal due to the SU transmission to be below a prescribed threshold, also known as the
interference temperature (IT) constraint [5, 133]. Although applying the IT constraint
is a practical method for the SU to protect the PU transmission, it is worth investi-
gating more advanced techniques over the IT to obtain improved spectrum sharing
capacities for both the PU and SU. In [134], from the information-theoretic perspec-
tive, the authors proposed the use of the PU’s capacity requirement instead of the IT
constraint as a new criterion to regulate the SU transmission. Clearly, this new con-
straint is more directly related to the PU transmission, and is thus expected to result
in improved spectrum sharing capacities. However, to realize this new type of con-
straint, additional knowledge on the PU CSI is required at the SU transmitter, while
such a knowledge is not needed for applying the IT constraint. Following the idea
in [134], power allocation strategies for the SU have been studied in [135], where
several suboptimal schemes were proposed by converting the minimum-PU-outage-
capacity constraint into an approximate IT constraint. In addition, the authors in [136]
have recently addressed a special case of the minimum-PU-outage-capacity constraint
where the PU outage capacity loss due to the SU transmission is limited to be zero.
It is noted that the approach of exploiting the additional PU CSI to improve the spec-
trum sharing capacities over the conventional IT constraint has also been investigated
in [137] for uncoded PU transmissions.
In this chapter, we study the design of power allocation strategies for the SU
fading channel under the constraint on the maximum acceptable PU transmission out-
age probability, in a manner similar to the minimum-PU-outage-capacity constraint












Figure 4.1: Channel model.
power allocation strategies for the SU to achieve the ergodic/outage capacity under the
proposed PU outage probability constraint, along with the SU average/peak transmit
power constraint. Note that the proposed power allocation strategies are optimal for
achieving various forms of fading channel capacities for the SU, and are thus differ-
ent from the suboptimal strategies proposed in [135] based on a heuristic approach.
Moreover, as will been shown later in this chapter, our proposed strategy includes that
in [136] as a special case.
The rest of this chapter is organized as follows. Section 4.2 introduces the system
model of PU and SU transmissions. Section 4.3 and 4.4 present the optimal power
allocation strategies for the SU to achieve the ergodic and outage capacities, respec-
tively, under the newly proposed PU outage constraint along with the SU average/peak
transmit power constraint. Section 4.5 provides numerical results to corroborate our





For the purpose of exposition, we consider in this chapter a simplified CR network
with one primary link and one secondary link. The primary link consists of a PU-Tx
and a PU-Rx, while the secondary link consists of a SU-Tx and a SU-Rx. All the
terminals involved are assumed to be equipped with a single antenna each. We assume
that the PU and SU links share the same narrow-band frequency for transmission. All
the channels involved in the PU-SU network are assumed to be independent block
fading channels. As shown in Fig. 5.1, the instantaneous channel power gains for the
primary link, the secondary link, the link from PU-Tx to SU-Rx, and the link from
SU-Tx to PU-Rx at fading state ν are denoted by gpp(ν), gss(ν), gps(ν), and gsp(ν),
respectively, where ν denotes the joint fading state for all the channels involved. All the
channel power gains are assumed to be independent and identically distributed random
variables each having a continuous PDF. The additive noises at PU-Rx and SU-Rx are
assumed to be independent CSCG random variables, each of which is assumed to have
zero mean and variance, N0.
In this chapter, we assume that all the instantaneous channel power gains in the
PU-SU network are available to the SU at each fading state, for studying the capacity
limits of SU fading channels. In practice, CSI of the secondary link can be obtained
at SU-Tx by the classic channel training, estimation, and feedback mechanisms, while
CSI of the channel between PU-Tx and SU-Rx can be obtained by SU-Rx via estimat-
ing the received signal power from PU-Tx provided that it knows a priori the transmit
power of PU-Tx. Furthermore, CSI of the primary link and the link between SU-Tx
and PU-Rx can be obtained at SU-Tx via the cooperation of the PU [134–136]. For
instance, PU-Rx can estimate the PU channel and the channel between SU-Tx and
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PU-Rx, and then feeds them back to SU-Tx. In the case that PU-Rx is not willing
to cooperate with SU, SU-Tx can still obtain CSI of the channel via a collaborative
sensing node located in the vicinity of PU-Rx through a dedicated feedback channel.
For more general scenarios, it may be difficult to obtain perfect CSI of the PU chan-
nel and the channel between SU-Tx and PU-Rx. For such scenarios, we investigate
how the channel estimation errors will affect the performance of the proposed optimal
power allocation strategy and the capacity limits via simulations. Besides, a modified
power allocation strategy is also proposed to mitigate the negative effect of channel
estimation errors.
4.2.2 Primary User Transmission
We assume that PU-Tx has no CSI on the PU link and thus transmits with constant
power and rate denoted by Pp and rp, respectively. Supposing that the SU link is not
present or inactive, the transmission outage probability of the PU channel due to its








where Prob{·} denotes the probability, and γp is the desired signal-to-noise ratio (SNR)
at PR-Rx. If the optimal Gaussian codebook is used for the PU link, the receiver-aware
outage capacity [121] can be achieved, which is equal to log2(1 + γp) corresponding
to the receiver outage probability, εp. In most practical situations with non-Gaussian
codebooks, rp is usually chosen to be smaller than the outage capacity, and εp is in gen-
eral approximately equal to the average block decoding error probability experienced
by PR-Rx [138].
Let ε0 denote the desired outage probability for the PU link. It may be possible
that because of superior fading channel conditions of the PU link, the actual outage
probability, εp, is smaller than the desired target ε0, thus resulting in an outage margin,
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denoted by ∆ε = ε0−εp ≥ 0. Note that for the given γp, Pp, and the distribution of gpp,
from (4.1) it follows that εp is a fixed value. Thus, given the outage probability target
ε0, ∆ε can be obtained correspondingly. As will be shown later in this chapter, the
non-zero outage margin, i.e., ∆ε > 0, provides the SU more opportunities to transmit
and thereby improves the SU link throughput.
Now, consider the effects of the SU transmission on the PU link. Supposing that
the SU transmits with powers {ps(ν)} for different fading states of ν, the transmission
outage probability of the PU channel due to both its own fading and the additional








To protect the PU, we require that the resultant outage probability be no greater than
its tolerable target ε0, i.e.,
ε(c)p ≤ ε0. (4.3)
We thus name (4.3) as the PU outage constraint.1
4.2.3 Secondary User Transmission
The SU link is assumed to be cognitive in the sense that it is able to adapt its trans-
mit power and rate allocation over different fading states based on the CSI of all the
channels involved in the PU-SU network to maximize the SU link throughput and yet
ensure certain protection to the PU by satisfying the PU outage constraint given by
(4.3). We consider two types of information-theoretic limits for the fading SU chan-
nel, namely, the ergodic (expected) capacity [102] and the transmitter-aware outage
1It is noted that to fulfill this constraint by the SU, in addition to the CSI knowledge, the PU transmit
power, and receiver SNR and outage targets are also required to be known a priori to the SU.
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capacity [103]. The ergodic capacity is defined as the maximum achievable rate aver-
aged over all the fading states, while the outage capacity is defined as the maximum
constant rate that can be reliably transmitted with a prescribed outage probability. The
ergodic and outage capacities can be considered as the throughput limits of a fading
channel under no and stringent transmission delay requirements, respectively.
In addition to the PU outage constraint imposed on the SU transmission, we also
consider the SU’s own transmit power constraint, which can be categorized into two
general types: average transmit power constraint and peak transmit power constraint.
The former limits the average transmit power over all the fading states while the in-
stantaneous transmit power at each particular fading state can be variable, i.e.,
E {ps(ν)} ≤ Pav (4.4)
where E {·} denotes the expectation, and Pav is the prescribed threshold for the aver-
age transmit power of the SU. In contrast, the peak power constraint limits the instan-
taneous transmit power at each of the fading states and is thus expressed as
ps(ν) ≤ Ppk, ∀ν (4.5)
where Ppk is the prescribed threshold for the peak transmit power of the SU.
In this chapter, we will derive the optimal power allocation strategies for the SU to
achieve the ergodic capacity and the outage capacity, respectively, under the combined
PU outage and SU average/peak transmit power constraints, as presented next.
4.3 Ergodic Capacity of SU under PU Outage Constraint
In this section, we derive the optimal power control policies for the SU to maximize
the SU ergodic capacity under the PU outage constraint, along with the average or peak
transmit power constraint of the SU in the following two subsections, respectively.
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4.3.1 Average Power Constraint
First, we consider the average transmit power constraint for the SU. By assuming that
the PU uses a Gaussian codebook and the PU interference is treated as additional Gaus-














For the convenience of analysis, we introduce the following indicator function for








Thus, the PU outage constraint in (4.3) can be rewritten as
E {χp(ν)} − εo ≤ 0. (4.7)
Next, we apply the Lagrange duality method [113] to solve Problem 4.1. Let λ
and µ be the non-negative dual variables associated with (4.4) and (4.7), respectively.
The Lagrangian of Problem 4.1 can be written as








− λ (E {ps(ν)} − Pav)
− µ (E {χp(ν)} − ε0) . (4.8)
Then, the Lagrange dual function of Problem 4.1 can be expressed as
g (λ, µ) = max
ps(ν)≥0,∀ν
L (ps(ν), λ, µ) . (4.9)
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By applying the Lagrange dual-decomposition method in a manner similar to [116],
the maximization problem given by (6.11) can be decoupled into parallel subproblems
all having the same structure and each for one fading state. For a particular fading









− λps − µχp(ps). (4.10)
Note that in the above we have dropped the index ν for the fading state for brevity, and
express χp as an explicit function of ps. Problem 4.1 can then be solved by iteratively
solving (4.10) for all the fading states with fixed λ and µ, and updating these dual
variables via subgradient-based methods, e.g., the ellipsoid method [113], for which
the details are omitted here for brevity.









It is easy to show that f(ps) is a concave function with respect to ps, and attains its









where (·)+ = max{·, 0}. Note that the objective function in (4.10) now becomes
f(ps) − µχp(ps). Also note that χp(ps), ps ≥ 0, given in (4.6) is in general a step
function of ps. Let x denote the critical value of ps over which the value of χp changes










Notice that if x < 0, then we have χp(ps) = 1, for any ps ≥ 0.
Let p∗s denote the optimal solution of (4.10). The following discussions are then
made on p∗s:
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Figure 4.2: Illustration of different forms of function f(ps)− µχp(ps).
Case 1: x ≥ z. In this case, f(ps) attains its maximum value at ps = z, and at
this value of ps, χp(ps) is at its minimum value of zero. Thus, as shown in Fig. 4.2
(a), the objective function of (4.10), f(ps)− µχp(ps), attains its maximum value at z.
Therefore, p∗s = z.
Case 2: 0 ≤ x < z. In this case, there are two subcases for the objective function
as shown in Fig. 4.2 (b) and (c), respectively, where whether x or z maximizes the
objective function depends on the values of the objective function at these two points.
We thus have
p∗s =
 z, f(x) < f(z)− µx, otherwise.
Case 3: x < 0. In this case, χp(ps) = 1 for any ps ≥ 0. As shown in Fig. 4.2
(d), f(ps) − µχp(ps) only has a constant (equal to µ) gap from f(ps), indicating that
χp(ps) has no effects on the optimal solution. Therefore, we have p∗s = z.
Define the following three regions: R1 , {x ≥ z},R2 , {0 ≤ x < z}, and
R3 , {x < 0}. The results obtained in the above cases lead to the following theorem:
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z, R2, f(x) < f(z)− µ
x, R2, f(x) ≥ f(z)− µ
z, R3
(4.14)
where f(·), z, and x are given in (4.11), (4.12), and (4.13), respectively.
Next, we provide further elaborations on the optimal power control policy given
by (4.14).
(1). Region R1: In this region, since x ≥ z, it follows that χp(z) = 0. This
indicates that there will be no outage of the PU even when the SU transmits with
the optimal power z. In practice, this may happen when the channel condition of the
primary link is sufficiently good, and/or the channel power gain of the interference
link from SU-Tx to PU-Rx is sufficiently small. As such, the interference power from
SU-Tx is not yet large enough to render the PU into an outage. Therefore, the SU can
allocate transmit powers solely based on its own CSI.
(2). Region R2: In this region, the PU channel conditions are not as favorable as
those in R1. As a result, whether the PU is in an outage depends on the interference
power from the SU. If the SU transmits with the optimal power z, it will cause an
outage to the PU; if the SU transmits with the power below or equal to x, it will not do
so. Obviously, with the transmit power z over x, the SU will have a larger transmit rate.
However, the SU cannot transmit with power z for each fading state, since it cannot
violate the PU outage constraint. Therefore, the SU has to balance the SU capacity
increment and the cost to the PU outage constraint for allocating its transmit power to
be x or z. If we regard µ as the cost or the penalty that the SU has to pay when it causes
an outage to the PU, then when the SU transmits with power x, there will be no cost
incurred and thus the total reward for the SU is f(x), while when the SU transmits with
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power z, it causes a penalty µ in the objective function and thus the total reward for
the SU is f(z)− µ. Obviously, when f(z)− µ is larger than f(x), SU should transmit
with power z; otherwise, the SU should transmit with power x.
(3). Region R3: In this region, the PU is always in outage regardless of ps. This
happens when the channel condition of the primary link is very poor, and the PU will
be in outage even if the SU does not transmit. In this case, the transmission of the SU
will not cause any additional outage loss to the PU transmission. Therefore, the SU
can allocate the transmit power solely based on its own channel condition.
Remark 4.1. It is seen from (4.14) that if µ goes to infinity, f(x) ≥ f(z) − µ will
always be true. Therefore, for the whole region of R2, the SU should transmit with
power x, and it will not cause any additional outage probability loss to the PU. In this
case, (4.14) reduces to the optimal power allocation for the case with a zero PU outage
margin, i.e., ∆ε = 0.
4.3.2 Peak Power Constraint
Next, we consider the peak transmit power constraint for the SU. In this case, the













Similar to Problem 4.1, we introduce µ as the non-negative dual variable associ-
ated with the constraint given by (4.7); and it can be shown that P2 is decomposable











4.3 Ergodic Capacity of SU under PU Outage Constraint
Note that we have dropped the fading state index ν for brevity. Similar to Problem
4.1, Problem 4.2 can be solved by iteratively solving (4.15) for all the fading states
with fixed µ, and then updating µ via a subgradient-based method, e.g., the bisection








The objective function in (4.15) then becomes h(ps) − µχp(ps). The problem (4.15)
can be solved based on the following observations:
Case 1: x ≥ Ppk. In this case, the indicator function χp(ps) = 0 for any ps ∈
[0, Ppk]. Obviously, (4.15) is maximized when ps = Ppk due to the fact that h(ps) is an
increasing function of ps. Therefore, p∗s = Ppk.
Case 2: 0 ≤ x < Ppk. In this case, the value of χp(ps) depends on x. If ps > x,
χp = 1; otherwise, χp = 0. Hence, there are two possible values of ps at one of which
the maximum value of h(ps) − µχp(ps) is attained: One is ps = x and in this case,
the objective function is equal to h(x); the other is ps = Ppk with which the objective
function equals h(Ppk)−µ. Therefore, whether p∗s takes the value of x or Ppk depends
on the inequality between the values of the objective function at these two points. We
thus have
p∗s =
 Ppk, h(x) < h(Ppk)− µx, otherwise.
Case 3: x < 0. In this case, χp(ps) = 1 for any ps ≥ 0. Since h(ps) is an
increasing function of ps, it is easy to observe that (4.15) is maximized by p∗s = Ppk.
Define the following three regions: R˜ , {x ≥ Ppk}, R˜ , {0 ≤ x < Ppk}, and
R˜ , {x < 0}. With the results obtained in the above cases, the following theorem can
be obtained:
75
4.4 Outage Capacity of SU under PU Outage Constraint




Ppk, R˜, h(x) < h(Ppk)− µ
x, R˜, h(x) ≥ h(Ppk)− µ
Ppk, R˜
(4.17)
where h(·) and x are given in (4.16) and (4.13), respectively.
The elaborations on different cases of (4.17) are similar to those for the case of
average transmit power constraint and are thus omitted here.
Remark 4.2. It is observed that when µ goes to infinity, h(x) ≥ h(Ppk)−µ will always
be true in region R˜. In this case, the SU will not cause any additional outage loss to
the PU, and (4.17) reduces to the power allocation strategy for ∆ε = 0, which was
also shown in [136].
4.4 Outage Capacity of SU under PU Outage Constraint
In this section, we consider the scenario where the secondary link transmission is
delay-sensitive. Therefore, the outage capacity is more suitable than the ergodic capac-
ity to be the performance indicator. Instead of characterizing the outage capacity for a
given outage probability target, a normal practice in the literature (see, e.g., [103]) con-
siders the equivalent problem of minimizing the outage probability for a given constant
transmit rate (outage capacity), since the outage capacity is a non-decreasing function
of the outage probability target. Consequently, we derive the optimal power control
policies for the SU to minimize the outage probability for a given outage capacity un-
der the PU outage constraint, along with the average or peak transmit power constraint
of the SU in the following two subsections, respectively.
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4.4.1 Average Power Constraint
In this part, we consider the average transmit power constraint for the SU. The mini-















where rs is the prescribed constant transmission rate (outage capacity) of the SU.
Similarly as for the PU, we introduce the following indicator function for the










Let λ and µ be the non-negative dual variables associated with the constraints
given in (4.4) and (4.7), respectively. Similar to the techniques applied in Section 4.3,
by adopting the indicator functions χs(ν) in (4.18) and χp(ν) in (4.6), it can be shown




χs(ps) + λps + µχp(ps). (4.19)
Here, we have dropped the index of the fading state for brevity, and expressed χs and
χp as explicit functions of ps. Define q(ps) = χs(ps) + λps. Then, the objective
function in (4.19) becomes the sum of q(ps) and µχp(ps). Note that χs(ps) is a step






















λy>1 λy  1>
Figure 4.3: Illustration of different forms of function q(ps).
Notice that y ≥ 0. It is clear that y is the minimum power required for the SU to
maintain the transmission rate rs. Let a be the optimal solution of ps that minimizes
q(ps). Then, it is easy to show that
a =





The above solution is the well-known truncated channel inversion (TCI) power control
[102]: when the power y required to maintain rs is larger than the threshold 1/λ, the
SU will turn off the transmission in order to save the average power; otherwise, the SU
will transmit with power y based on the principle of channel inversion. The function
q(ps) is illustrated in Fig. 4.3.
Next, we discuss the optimal solution, p∗s, for the problem (4.19) in the following
two cases:
Case 1: λy > 1. In this case, both q(ps) and χp(ps) are minimized by ps = 0.
Thus, p∗s = 0.
Case 2: λy ≤ 1. In this case, q(ps) is minimized at ps = y from (4.21). As shown
in Fig.4.4, the objective function q(ps)+µχp(ps) has four possible forms depending on
the relationship between y and x, where x is the critical value for the function χp(ps)
given in (4.13). Consequently, the following subcases are considered:
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Figure 4.4: Illustration of different forms of function q(ps) + µχp(ps).
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(1). x < 0. In this subcase, as shown in Fig. 4.4(a), χp(ps) = 1 for any ps ≥ 0.
Therefore, the optimal solution is the same as that for q(ps). Thus, we have p∗s = y.
(2). 0 ≤ x < y. In this subcase, χp(ps) = 0, if ps ≤ x; otherwise, χp(ps) = 1.
If ps = y, the objective function, q(ps) + µχp(ps), is equal to λy + µ; if ps = 0, the
objective function equals one. As shown in Fig. 4.4(b) and (c), p∗s takes the value of
y or 0 depending on the values of the objective function at these two points. Thus, we
have
p∗s =
 y, λy + µ < 10, otherwise.
(3). x ≥ y. In this subcase, χp(y) = 0. As shown in Fig. 4.4(d), both q(ps) and
χp(ps) are minimized by ps = y. Thus, we have p∗s = y.
Define the following regions: R ′1 , {λy > 1},R ′2 , {λy ≤ 1, x < 0},R ′3 ,
{λy ≤ 1, 0 ≤ x < y}, and R ′4 , {λy ≤ 1, x ≥ y}. The results obtained in the above
can then be summarized into the following theorem:





y, R ′3, λy + µ < 1
0, R ′3, λy + µ ≥ 1
y, R ′4
(4.22)
where x and y are given in (4.13) and (4.20), respectively.
The detailed elaborations on the above optimal power control policy are given as
follows:
(1). Region R ′1: In this region, if the SU maintains the transmission rate rs, a
large power is required to invert the SU channel. Therefore, the SU should turn off the
transmission to save the average power.
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(2). Region R ′2: Since x < 0, it follows that the PU will be in an outage even
if there is no interference from the SU. As a result, the SU can allocate the transmit
power solely based on its own channel condition. Moreover, the condition λy ≤ 1
indicates that the channel condition of the secondary link is sufficiently good for the
SU to transmit.
(3). Region R ′3: In this region, the condition λy ≤ 1 suggests that the SU should
transmit with channel inversion. However, if the SU does so, the resulting interference
power to the PU will be large enough to cause an outage to the PU. Therefore, whether
the SU transmits depends on the inequality between the reward for transmission (equal
to one) and the total resultant cost due to the SU power consumption and the PU outage
constraint (equal to λy + µ).
(4). RegionR ′4: In this region, the SU transmits with channel inversion, since the
resulting interference power at PU-Rx will not yet be large enough to drive the PU into
an outage.
Remark 4.3. It is observed that when µ goes to infinity, λy + µ ≥ 1 will always be
true in regionR ′3. In this case, the SU will not cause any additional outage to the PU,
and (4.22) will reduce to the power allocation strategy for ∆ε = 0.
4.4.2 Peak Power Constraint
Now, we consider the peak transmit power constraint for the SU. Accordingly, the min-
















4.4 Outage Capacity of SU under PU Outage Constraint
Let µ be the non-negative dual variable associated with the constraint (4.7). Sim-
ilarly like for the previously studied problems, it can be shown that Problem 4.4 can




χs(ps) + µχp(ps) (4.23)
where we have dropped the index of the fading state for brevity. This subproblem can
be solved by considering the following cases:
Case 1: y > Ppk. In this case, χs(ps) = 1 for 0 ≤ ps ≤ Ppk, and χp(ps) is
minimized at ps = 0. Thus, we have p∗s = 0.
Case 2: y ≤ Ppk. In this case, the following three subcases are considered:
(1). x < 0. In this subcase, χp(ps) = 1 regardless of ps. Therefore, the optimal
solution is the same as that for χs(ps), which is p∗s = y.
(2). 0 ≤ x < y. In this subcase, χs(ps) is minimized by ps ≥ y, while χp(ps)
is minimized by ps ≤ x, which cannot be satisfied simultaneously since x < y. It is
readily verified that µ must be equal to 1 here; otherwise, p∗s will always take the value
of y if µ > 1, or zero if µ < 1, which in general cannot satisfy the given PU outage
constraint. With µ = 1, the optimal solution for p∗s is not unique in this case. In fact, a
randomized power allocation policy that selects p∗s = y with probability ρ and p
∗
s = 0
with probability 1 − ρ is in fact optimal, where ρ, 0 ≤ ρ ≤ 1, is chosen to satisfy the
PU outage constraint with equality. In order to save the SU average transmit power,
we propose a deterministic power control policy expressed as
p∗s =
 y, y ≤ Γ0, otherwise. (4.24)
where Γ, 0 ≤ Γ ≤ Ppk, is chosen to satisfy the PU outage constraint with equality.
(3). x ≥ y. In this subcase, both χs(ps) and χp(ps) are minimized at ps = y.
Thus, p∗s = y.
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Define the following regions: R˜ ′ , {y > Ppk}, R˜ ′ , {y ≤ Ppk, x < 0}, R˜ ′ ,
{y ≤ Ppk, 0 ≤ x < y}, and R˜ ′ , {y ≤ Ppk, x ≥ y}. Based on the results obtained in
the above, the following theorem is obtained:





y, R˜ ′, y ≤ Γ
0, R˜ ′, y > Γ
y, R˜ ′.
(4.25)
The elaborations on the power control policy in (4.25) are similar to those for the
previous case of average transmit power constraint of the SU and are thus omitted here.
Remark 4.4. It is observed in (4.25) that if Γ = 0, the SU will turn off transmission in
regionR ′3. This happens when no additional outage of the PU is allowed, i.e., ∆ε = 0.
4.5 Simulation Results
In this section, simulation results are given to evaluate the performances of the pro-
posed power allocation strategies. All the channels involved are assumed to be Rayleigh
fading, and the channel power gains are exponentially distributed with unit mean for
gss and gpp, and mean of 0.5 for gsp and gps. The noise power N0 is assumed to be 1.
The transmit power Pp of the PU is assumed to be 10, and the target SNR γp of the PU
is set equal to one. Without the presence of the SU, the outage probability εp of the PU
is approximately equal to 9.5%.
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PU outage constraint, ∆ε=0
PU outage constraint, ∆ε=0.1
Figure 4.5: Comparison of the SU ergodic capacities under the PU outage constraint
versus the IT constraint.
4.5.1 Ergodic Capacity of SU
Fig. 4.5 compares the ergodic capacities of the SU under the conventional peak in-
terference power (IT) constraint with those under the proposed PU outage constraint.
For fair comparison, the interference power threshold is chosen such that the resultant
outage probability margin of the PU, ∆ε, is the same as that under the PU outage con-
straint. It is observed that the capacity gain under the proposed constraint over the IT
constraint increases as Ppk increases. Moreover, it is observed that when no additional
outage of the PU is allowed, i.e., ∆ε = 0, the SU transmission is not possible under the
IT constraint. However, under the proposed constraint, the SU transmission is not only
allowed, but also sustains capacity increase with transmit power, which demonstrates
the superiority of the proposed constraint over the IT constraint.
Fig. 4.6 shows the ergodic capacities of the SU for the peak versus average trans-
mit power constraint under the proposed PR outage constraint with different values of
∆ε. It is observed that when ∆ε is small, the SU ergodic capacity increases with ∆ε,
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Figure 4.6: Comparison of the SU ergodic capacities for average versus peak transmit
power constraint.
while when ∆ε is sufficiently large, the SU capacity gets saturated. This is due to the
fact that when ∆ε is sufficiently large, the PU outage constraint will become inactive,
and the SU capacity is determined by its own transmit power constraint. Furthermore,
it is observed that for the same value of ∆ε, the SU capacity under the average transmit
power constraint is larger than that under the peak counterpart. This is true since the
power allocation strategy under the former is more flexible over the latter for allocating
transmit powers over different fading states.
4.5.2 Outage Capacity of SU
Fig. 4.7 compares the outage probabilities of the SU under the peak IT constraint with
those under the proposed PU outage constraint for the constant SU transmit rate rs = 1
bit/complex dimension (dim.). For fair comparison, the IT threshold is chosen such that
the resultant PU outage margin ∆ε is the same as that under the proposed constraint.
It is observed that as Ppk increases, the SU outage probability under the proposed
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PU outage constraint, ∆ε=0
PU outage constraint, ∆ε=0.1
Figure 4.7: Comparison of the SU outage probabilities with constant rate rs = 1
bit/complex dim. under the PU outage constraint versus the IT constraint.
constraint decreases. If no additional outage of the PU is allowed, i.e., ∆ε = 0, the SU
transmission is not allowed under the IT constraint and thus the outage probability is
always one. In contrast, under the proposed constraint, the SU achieves a reasonably
low outage probability with the increase of Ppk. This is as expected since under the
proposed constraint, the SU can transmit more opportunistically than that under the IT
constraint.
Fig. 4.8 shows the outage capacities of the SU for the peak versus average transmit
power constraint under the proposed PU outage constraint. For block fading channels,
outage capacity is defined as the maximum rate that can be maintained over all fading
blocks for a target outage probability. In this figure, the x-axis denotes the target
outage probability of SU, while the y-axis shows the SU’s outage capacity under the
corresponding target outage probability. It is observed that for the same values of PU
outage margin, the SU outage capacity under the average transmit power constraint is
larger than that under the peak counterpart for the same target outage probability of
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Figure 4.8: Comparison of the SU outage capacities for average versus peak transmit
power constraint.
SU, and this capacity gain increases with the target outage probability of SU.
4.5.3 Imperfect Channel Estimation
In this subsection, we investigate the impact of imperfect channel estimations on the
performance of the proposed power allocation strategies for the SU. Since we are more
interested in studying the effects of imperfect CSI for the proposed SU power control
on the PU transmit outage rather than the SU link throughput, we only consider imper-
fect estimations of the PU channel and the channel between SU-Tx and PU-Rx, while
the SU channel and the channel between PU-Tx and SU-Rx are both assumed to be
perfect in the sequel.
Let hpp and hˆpp be the true and the estimated fading channel coefficients for the
primary link, respectively. Similarly, let hsp and hˆsp be the true and the estimated
coefficients of the fading channel between SU-Tx and PU-Rx, respectively. Then the
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∆g=∞,   Cs=0
Figure 4.9: Effects of imperfect channel estimation on the PU outage probability degra-
dation.











where n1 and n2 are independent CSCG random variables each having zero mean and
unit variance, and σ2 is the variance for the effective channel estimation errors, σ2 ≤ 1.
With imperfect CSI, the proposed SU power control strategies will cause addi-
tional PU outage probabilities. To alleviate this, we modify the SU power control
strategies to improve their robustness against channel estimation errors. Due to the
space limitation, we only consider the SU power control given in (4.17) for the case
of SU ergodic capacity under peak transmit power constraint, while similar modifi-
cations can be made for the other cases. We first introduce a protection gap, de-
noted by ∆g, ∆g ≥ 0. Then, instead of using the estimated channel power gains
gˆpp = |hˆpp|2 and gˆsp = |hˆsp|2 to compute the value of x as in (4.13), we compute a
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range of x corresponding to g˜pp and g˜sp, where g˜pp ∈ ((gˆpp −∆g)+, gˆpp +∆g) and
g˜sp ∈ ((gˆsp −∆g)+, gˆsp +∆g). Since x is a monotonically increasing/decreasing
function with respect to gpp/gsp, the two boundary values of x for the above range



















Then, the modified power allocation scheme for (4.17) is given by (with µ =∞)
p∗s =

0, xmin < 0 < xmax
xmin, 0 < xmin < xmax < Ppk
Ppk, otherwise.
(4.30)
Note that the above scheme is designed for the worst-case scenario, i.e., for all opti-
mal transmit power values corresponding to the computed range of x, the SU always
chooses the lowest value as transmit power. As such, it is expected that this modified
SU power control will not cause too much additional PU transmit outage provided that
∆g is chosen sufficiently large to incorporate the channel estimation errors measured
by σ2.
In Fig. 4.9, we show the additional PU outage probability due to imperfect CSI
versus σ2 for the SU power control strategy given in (4.17) (i.e., ∆g = 0) and the
modified strategy given in (4.30) with different values of ∆g. It is assumed that the
SU peak transmit power constraint is equal to 10. It is observed that the additional
outage probability for the PU increases with σ2 for a given protection gap ∆g, while
it decreases with increasing ∆g for a given σ2. In the extreme case of ∆g = ∞, the
PU’s additional outage probability loss is reduced to zero for all values of σ2, since in
this case the SU in fact switches off its transmission. Furthermore, it is noted that the
improved robustness of the SU power control against imperfect CSI to protect the PU
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transmission is achieved at the cost of the SU ergodic capacity, which is shown as Cs
in the legend field of Fig. 4.9. Therefore, the SU needs to choose a proper protection
gap ∆g to effectively balance the tradeoff between the SU ergodic capacity and PU
transmission protection.
4.6 Concluding Remarks
In this chapter, a new method based on the additional channel state information of
the primary user fading channel is proposed to protect the primary transmission for
a spectrum-sharing based fading cognitive radio network. This new method exploits
the fact that in many situations, the primary transmission may have a non-zero out-
age probability margin and is thus able to accommodate additional interference from
the secondary user. Subject to the newly proposed primary user outage probability
constraint, along with the secondary user average/peak transmit power constraint, we
study the optimal power allocation strategies for the secondary link to achieve the er-
godic/outage capacity. Simulation results have demonstrated significant capacity gains
with the proposed constraint over the conventional interference temperature constraint,
for the same resulting outage probability of the primary transmission.
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Chapter 5
Optimal Power Allocation for
OFDM-based fading CR Networks
with PU Rate Loss Constraint
This chapter considers a spectrum sharing CR network, where an OFDM-based CR
system is allowed to share the subcarriers of an OFDMA-based primary system. In-
stead of using the conventional interference power constraint to protect PUs in the
primary system, a new criterion referred to as rate loss constraint, in the form of an
upper bound on the maximum rate loss of each PU due to the CR transmission, is
proposed for primary transmission protection. Assuming CSI of the primary link, the
secondary link, and the interference links is available to the CR user, the optimal power
allocation strategy to maximize the achievable rate of the CR system is derived under
the rate loss constraint together with CR’s transmit power constraint. It is shown that
the cognitive system can achieve a significant rate gain under the rate loss constraint
as compared to that under the interference power constraint. Further, the relationship
between the rate loss constraint and the interference power constraint is investigated,
and it is shown that the rate gain is obtained by exploiting the additional information
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of the primary link. A more general case referred to as hybrid protection to PUs is then
studied, by taking into account that some primary links’ CSI is not available at CR.
5.1 Introduction
With the high transmission efficiency and the great capability in combating the inter-
symbol interference caused by frequency selective channels, OFDM is regarded as a
potential transmission technology for broadband wireless systems. Moreover, due to
its flexibility in allocating transmit resources, OFDM is also considered as a promising
candidate for the future CR systems. In a wireless network where both the primary
system and the secondary system employ OFDM transmission technology, the SUs
can flexibly fill the spectral gaps left by the PUs [139] or transmit over the unused
subcarriers left in the primary system [140]. Even if there are no unused subcarriers
left in the primary system, SU can flexibly share the subcarriers with the PUs on the
premise that PUs are sufficiently protected [141].
Due to the above reasons, OFDM-based CR systems have attracted wide atten-
tion and the related resource allocation problems have become hot research topics. In
conventional OFDM systems, with a total transmit power constraint, it is proved that
water-filling over the subcarriers is the optimal power allocation strategy [142–144].
However, the conventional water-filling power control policy is found to be inefficient
for OFDM-based CR systems due to the interaction with the PUs. In [141], when
SU and PU coexist in the same bands, with individual interference power constraint
imposed on each subcarrier to protect the primary transmission, the optimal power al-
location strategy to maximize the rate of SU is derived. While in [140], for the case
that SU and PU exist in side-by-side bands, with a constraint in the form of an upper
bound on the cross band interference incurred to PU to protect the primary transmis-
sion, the optimal and suboptimal power allocation strategies to maximize the sum rate
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of the SU are derived. The case when SU explores the unused subcarriers left in the
primary system, the power allocation strategies to minimize the rate loss of SU caused
by the returning of the PU to reuse the subcarriers are studied in [145]. In [146], a best
effort approach is proposed for interference mitigation by minimizing the interference
from PU to SU while guaranteeing that PU’s own transmit rate is larger than a target
rate. The work is further extended in [147] by minimizing the time overlap between
PU and SU to improve the coexistence between the primary system and the secondary
system.
The contributions of this chapter are as follows. We consider a spectrum under-
lay CR network where an OFDM-based CR system coexists with an OFDMA-based
primary system. Instead of using the conventional interference power constraint to
protect PU, a new type of constraint referred to as rate loss constraint, in the form
of an upper bound on the rate loss of PU due to the secondary transmission is used
to protect PU. Under the proposed constraints together with the SU’s transmit power
constraint, the optimal allocation strategy for the SU to maximize its transmission rate
is derived. It is shown that the newly obtained power allocation strategy can achieve a
rate gain over that based on the conventional interference power constraint. The rela-
tionship between the rate loss constraint and the interference power constraint is also
investigated. It is shown that CSI of the primary link is needed to implement the rate
loss constraint. Then, a more general and practical scenario referred to as hybrid pro-
tection to PUs, is considered, where we assume that only some PUs’ CSI is available at
SU transmitter, and thereby these PUs are protected by the rate loss constraints; while
the rest PUs without CSI available at SU transmitter are protected by the interference
power constraints. The optimal power allocation strategy to maximize the SU’s rate
under such a hybrid protection constraint is then studied. It is shown that the power
allocation strategy obtained under the hybrid protection constraints can also achieve
a rate gain as compared to that obtained under the interference power constraint. It is
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Figure 5.1: Spectrum allocation in OFDMA-based primary system.
worth pointing out that for the point-to-point CR network with one PU and one SU, the
optimal power allocation strategies to maximize the ergodic capacity of the SU under
the transmit power constraint together with an ergodic capacity loss constraint or an
outage capacity loss constraint have been studied in [148, 149], respectively.
The rest of this chapter is organized as follows. Section 5.2 presents the system
model and introduces the rate loss constraint. Section 5.3 derives the optimal power al-
location strategy to maximize the rate of SU under the rate loss constraint together with
a total transmit power constraint. Section 5.4 investigates the relationship between rate
loss constraint and the interference power constraint. Section 5.5 derives the optimal
power allocation strategy to maximize the rate of SU under the hybrid protection con-
straints and a total transmit power constraint. Section 5.6 provides numerical examples
to verify the proposed studies. Section 5.7 concludes the chapter.
5.2 System Model
As shown in Fig. 5.1, we consider an OFDMA primary system that has a total of N
subcarriers. The N subcarriers are allocated to M PUs in the primary system. Denote
the set of subcarriers allocated to PUj as Kj , and we suppose one subcarrier can only
be allocated to one PU, i.e., Kj
⋂Ki = ∅,∀i 6= j, then ⋃Mj=1Kj = {1, 2, · · · , N}.
Assume the background noise is additive white Gaussian noise (AWGN), and the noise
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power of each subcarrier is denoted by N0. Let fi be the channel power gain between
the PU’s transmitter and receiver at subcarrier i (see Fig. 5.2), Ti be the transmit power












,∀j ∈ {1, 2, · · · ,M}. (5.1)
The secondary system is supposed to be a single-user OFDM system sharing the
same N subcarriers of the primary system. This kind of architecture is also known as
spectrum underlay. It is assumed that SU’s transmit signals are Gaussian distributed,
and PU does not know SU’s codebook. Let Pi be the transmit power of SU allocated to
subcarrier i, and gi be the channel power gain between the SU’s transmitter and PU’s














Let ∆Rj be the maximum rate loss that PU can tolerate, then SU’s transmission
is allowed only when the following constraint is satisfied
Rpj −Rsj ≤ ∆Rj,∀j ∈ {1, 2, · · · ,M}. (5.3)
The above constraints are referred to as the PUs’ rate loss constraints. If we define
Rj , Rpj − ∆Rj,∀j ∈ {1, 2, · · · ,M}, then the rate loss constraints can be rewritten
as
Rsj ≥ Rj,∀j ∈ {1, 2, · · · ,M}. (5.4)
Let ei be the channel power gain of the channel between SU’s transmitter and
receiver at subcarrier i, and let oi be the channel power gain of the channel between
PU’s transmitter and SU’s receiver at subcarrier i. It is assumed that PU’s transmit













Figure 5.2: Channel model at subcarrier i, i ∈ {1, · · · , N}.
interference introduced to SU by the PU can be modeled as AWGN with power Ii,













Please note that CSI of the primary link (PU-Tx to PU-Rx), the secondary link
(SU-Tx to SU-Rx), and the interference links (PU-Tx to SU-Rx and SU-Tx to PU-
Rx) is required to implement the rate loss constraint. In practice, CSI of the secondary
link can be obtained at SU-Tx by the classic channel training, estimation, and feedback
mechanisms, while CSI on the link between PU-Tx and SU-Rx can be obtained by SU-
Rx via estimating the received signal power from PU-Tx. Similarly, CSI on the primary
link and the interference link between SU-Tx and PU-Rx can be easily obtained at PU-
Rx. Such information is readily obtained at SU-Tx, if PU-Rx is aware of the existence
of SU-Tx and would like to feedback the information to SU-Tx. Otherwise, some
dedicated means must be employed by SU-Tx to obtain those CSI, e.g., the feedback
from a cooperative sensor located in the vicinity of PU-Rx and is thus able to eavesdrop
the CSI feedback from PU-Rx to PU-Tx.
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5.3 Achievable Rate of SU under the Rate Loss Con-
straint
Define hi , eiIi+N0 and let Pa be the average transmit power budget of SU, the achiev-















Pi ≤ Pa, (5.7)
Pi ≥ 0,∀i ∈ {1, 2, · · · , N}, (5.8)
Rsj ≥ Rj,∀j ∈ {1, 2, · · · ,M}, (5.9)
where P is a vector of transmit power allocation over subcarriers for the SU, which
is given by [P1, P2, · · · , PN ]. To avoid trivial solutions, we assume that at least one of
the rate loss constraints in (5.9) satisfies the equality. If none of the constraints in
(5.9) satisfies the equality, the problem reduces to the conventional power allocation
problem for OFDM systems.
Unfortunately, the rate constraints given in (5.9) are non-convex and thus make
the problem 5.1 a non-convex optimization problem. Therefore, if we solve the prob-
lem by considering its Lagrange dual problem, the duality gap between the primal
problem and its dual problem will not be zero. However, it can be verified that
Problem 5.1 satisfies the “time-sharing” condition given in [150]. To show Problem
5.1 satisfies the “time-sharing” condition, we first define Rs = [Rs1, R
s
2, · · · , RsM ]T
and R = [R1, R2, · · · , RM ]T . Then, we let x and y be the optimal solutions to
the P1 with R = Rx and R = Ry, respectively. Finally, we show that for any
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0 ≤ β ≤ 1, there exists a feasible solution z such thatRs(z) ≥ βRx+(1−β)Ry and
f(z) ≥ βf(x)+(1−β)f(y), where f(·) is the objective function of Problem 5.1. Due
to the space limitation, the proof is omitted here. Actually, the time-sharing condition
implies that the maximum transmission rate of SU is a concave function of R. Since
Problem 5.1 satisfies the “time-sharing” condition, the duality gap for Problem 5.1 is
virtually negligible with realistic number of subcarriers, and this makes it possible to
solve Problem 5.1 by using the Lagrange dual decomposition method [151].
The Lagrangian of Problem 5.1 is


























where λ is the dual variable associated with the transmit power constraint given in
(5.7), and µ = [µ1, µ2, · · · , µM ] is a vector of dual variables each associated with one
corresponding rate constraint given in (5.9).
The Lagrange dual function is then expressed as
g (λ,µ) = max
P
L(P,λ,µ). (5.11)
The dual optimization problem becomes
min g (λ,µ) (5.12)
s. t. λ ≥ 0,µ º 0. (5.13)
In the following, the dual decomposition method introduced in [151] is employed
to solve this problem. It is observed that (5.10) can be rewritten as






























µjRj + λPa. (5.14)
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g′j (λ,µ) + λPa, (5.15)
where

























with Fj , {Pi : Pi ≥ 0,∀i ∈ Kj}.
For a given λ, it is clear that (5.15) can be decomposed into M independent sub-















where f (Pj) =
∑
i∈Kj log2 (1 + hiPi) − λ
∑
i∈Kj Pi, and Pj is the power allocation
vector for the subcarriers sharing the spectrum with PUj .
The Lagrangian of Problem 5.2 is











where µj is the non-negative dual variable associated with the constraint (5.18).
The dual function of Problem 5.2 is given by
g˜j (µj) = max
Pj
L˜j (Pj, µj) . (5.20)
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s.t. µj ≥ 0. (5.22)











 = 0, (5.23)
∀i ∈ Kj, ∂L˜j
∂Pi
= 0. (5.24)
From the KKT conditions listed above, it is not difficult to obtain the following
theorem for determining Pi for Problem 5.2:
Theorem 5.1. The optimal power allocation P ∗i for P2 are
P ∗i = max {η0, 0} , (5.25)








and νi(η) is a function of η, which can be expressed as
νi(η) =
fiTi
(N0 + giη) (N0 + giη + fiTi)
, (5.27)
where µj is equal to zero or determined by solving (5.18) with equality.
Proof : Please refer to Appendix C.1 for details. ¥
From Theorem 5.1, it is observed that the optimal power allocation given in (5.26)
is similar to the conventional water-filling solution given in [101]. The major difference
is that the water level for the conventional water-filling strategy is determined by only
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one parameter, λ, which is the same for all the subcarriers. However, the water level
for the solution given in (5.26) not only depends on λ, but also depends on µj , gi and
νi(η). Water level is very important since it directly relates to the power allocation
strategy. For the same channel condition hi, a higher water level indicates a higher
transmit power and thus a higher transmission rate. Therefore, it is important to have a
clear understanding of the parameters that impact the water level. Firstly, λ is the dual
variable associated with the transmit power constraint, and it reflects the influence
of the transmit power budget on the water level. A larger power budget results in a
smaller λ, and thus results in a higher water level, and vice versa. Secondly, µj is
the dual variable associated with the rate loss constraint, and it reflects the influence of
PUj’s rate loss on the water level. If PUj can accommodate a larger rate loss, µj will be
smaller, and thus result in a higher water level, and vice versa. In the extreme case that
PUj cannot accommodate any rate loss, µj will be infinity, and thus the water level will
be zero, which indicates that the secondary transmission is not permitted over PUj’s
band. Thirdly, gi is the power gain of the channel from SU-Tx to PU-Rx over subcarrier
i. It is clear that a smaller gi will result in a higher water level. This is intuitively
correct because the secondary transmission will not cause too much rate loss when gi is
small. Finally, νi(η) is a parameter related to the primary transmission, and it indirectly
reflects the influence of the primary transmission on the water level. For instance, in
the case of fiTi = 0, which indicates that there is no primary transmission, νi(η) will
be equal to zero, and thus the power allocation reduces to the conventional water-filling
strategy. This is true as SU will not cause any rate loss to PU no matter how large its
transmit power is, when PU is not transmitting. Furthermore, it is observed that λ is
the same for all the subcarriers, µj is the same only for the subcarriers belonging to
PUj , and gi, νi(η) are different for each subcarrier. This suggests that a hierarchical
algorithm can be developed to tackle the problem.
For fixed λ and fixed µj , η0 can be found by the bisection search [113]. Let
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. It is easy to observe thatQ(η) is a monotonically increasing
function of η for η ≥ 0. It is clear that η0 is intersection between the straight line y = η
with the curve Q(η) for η ≥ 0. Suppose η is within the range [ηmin, ηmax]. For the
first iteration, we compute ηc = ηmin+ηmax2 and Q(ηc), then compare Q(ηc) with ηc. If
Q(ηc) > ηc, it is clear that η0 is within the range (ηc, ηmax], and we remove the left half
interval by setting ηmin = ηc. Otherwise, if Q(ηc) ≤ ηc, η0 must be within the range
[ηmin, ηc), and we remove the right half interval by setting ηmax = ηc. We repeat the
above process until η0 is found with the required accuracy. Then, the nonnegative dual
variable µj can be updated by its subgradient, which is given by Proposition 1.








NRj , where Pˆj is the optimal solution obtained at µˆj .
Proof : Please refer to Appendix C.2 for details. ¥
When µj,∀j = 1, 2, · · · ,M are obtained, λ is updated by its subgradient, which
is given by Proposition 2.








Pa, where Pˆ is the optimal solution obtained at λˆ under the given µ.
Proposition 5.2 can be proved using the same method as that has been used for
proving Proposition 1. Details are omitted here for brevity.
The algorithm to solve Problem 5.1 can be summarized as follows.
Algorithm 5.1: Power allocation under the rate loss constraint:
1) Initialization: λ1, k = 1,
2) Repeat
a) Initialization: µj,1, k′ = 1, ∀j ∈ {1, 2, · · · ,M}
b) For all j = 1, 2, · · · ,M , repeat
i) Find P ∗i ,∀i ∈ Kj by the bisection search
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ii) Update µj,k′ by









iii) If µj,k′+1 < 0, set µj,k′+1 = 0 and stop;
Otherwise, stop when |µj,k′+1 − µj,k′| ≤ ².
c) Update λk+1 by





i=1 Pi − Pa
)
3) If λk+1 < 0, set λk+1 = 0 and stop;
Otherwise, stop when |λk+1 − λk| ≤ ².
Where α and β are the step size, and ² > 0 is a given small constant.
5.4 Relationship between the Rate Loss Constraint and
the Interference Power Constraint
In the previous section, the optimal power allocation strategy to maximize the rate of
SU under the rate loss constraint together with the transmit power constraint is derived.
The novelty and difficulty of Problem 5.1 result from the rate loss constraint. In this
section, we investigate the relationship between this newly proposed constraint with
two types of widely used interference power constraints in the literature. It is proved
that the interference power constraint can serve as an upper bound on the maximum
rate loss of PU, and thus the power allocation strategies obtained under the interference
power constraint can serve as the sub-optimal power allocation strategies for Problem
5.1.
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5.4.1 The per user based interference power constraint
Let Γj be the maximum total interference power that PUj can tolerate. The per user
based interference power constraint now can be written as
∑
i∈Kj
giPi ≤ Γj,∀j ∈ {1, 2, · · · ,M}. (5.28)
The relationship between the per user based interference power constraint and the
rate loss constraint is given by the following proposition.
Proposition 5.3. If there exists a threshold Γj for PUj such that
∑
i∈Kj giPi ≤ Γj ,




















































where the inequality “a” results from the fact that x log2(e) ≥ log2(1 + x),∀x ≥ 0. ¥
Proposition 5.3 reveals the fact that the interference power constraint is related to
PU’s rate loss in an indirect way. This indicates that by properly choosing Γj,∀j ∈
{1, 2, · · · ,M}, the rate loss of PUj can also be regulated to be less than the prescribed
threshold under the interference power constraint. Therefore, the power allocation ob-
tained under the interference power can be regarded as a sub-optimal power allocation
for the rate loss constraint case.
Replacing the rate loss constraint in Problem 5.1 with the interference power con-
straint, the resulting new problem becomes a convex optimization problem. Using the
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where the notation (·)+ is defined as (·)+ , max {·, 0}, and λ and µj are the non-
negative dual variables associated with the constraints 1
N
∑N
i=1 Pi ≤ Pa and
∑
i∈Kj giPi ≤
Γj,∀j ∈ {1, 2, · · · ,M}, respectively.
Comparing the above results with the optimal power allocation under the rate
loss constraint given in Theorem 5.1, it is observed that (5.30) does not contain the
parameter νi(η) given in (5.27). This indicates that (5.30) lacks one degree of freedom
as compared to the optimal one in Theorem 5.1, and this results in its suboptimality.
It is also noted from (5.27) that the one additional degree of freedom for the optimal
power allocation is obtained by exploiting the additional information of fiTi from PU.
This reveals the fact that with more information on PUs’ CSI, SU can regulate its
power in a more efficient way, and thus achieves a higher rate over the conventional
interference power constraint.
5.4.2 The per subcarrier based interference power constraint
Let Γ˜j be the maximum interference power that each subcarrier of PUj can tolerate,
then the per subcarrier based interference power constraint can be written as
giPi ≤ Γ˜j,∀i ∈ Kj. (5.31)
The relationship between the per subcarrier based interference power constraint
and the rate loss constraint is given by the following proposition.
Proposition 5.4. If there exists a threshold Γ˜j for PUj such that giPi ≤ Γ˜j,∀i ∈ Kj ,










|Kj| denotes the cardinality of the set Kj .
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where the inequality “a” results from the fact that giPi ≤ Γ˜j,∀i ∈ Kj . ¥
It is seen from Proposition 5.4 that if the transmit power of SU satisfies the

















≤ ∆Rj , then it is
clear that the rate loss constraint is satisfied. Choosing the threshold Γ˜j asN0
(
2N∆Rj/|Kj | − 1),
the rate loss is regulated to be less than ∆Rj . Under the constraint giPi ≤ Γ˜j,∀i ∈ Kj ,



















5.5 Achievable Rate of SU with Hybrid Protection to
PUs
In the previous section, the relationship between the rate loss constraint and the inter-
ference power constraint is investigated. It is shown that additional information (fiTi)
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of the primary links is needed at the SU to implement the rate loss constraint. Such
information can be obtained at the SU via the feedback from the PUs. However, in
practice, some PUs may be not able to feedback such information to SU. For such a
scenario, it is more reasonable to protect these PUs by the interference power con-
straint. Consequently, in this section, we propose that different types of constraints
should be used to protect different types of PUs instead of using a homogeneous crite-
rion to protect all the PUs. We study the case when some PUs are protected by the rate
loss constraints, and some PUs are protected by the interference power constraints. We
refer to this kind of protection to the primary system as hybrid protection.
Denote the set of PUs protected by the rate loss constraints by Sr, the set of PUs















Pi ≤ Pa, (5.35)
Pi ≥ 0,∀i ∈ {1, 2, · · · , N}, (5.36)
Rsj ≥ Rj,∀j ∈ Sr, (5.37)∑
i∈Kj
giPi ≤ Γj,∀j ∈ SΓ, (5.38)
Sr
⋃
SΓ = {1, 2, · · · ,M}, Sr
⋂
SΓ = ∅, (5.39)
where P is a vector of transmit power for SU given by [P1, P2, · · · , PN ], Pa is the
average transmit power budget of SU, and Γj is the maximum interference that PUj
can tolerate.
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The Lagrangian of Problem 5.3 is

























where λ is the dual variable associated with the transmit power constraint given in
(5.35), and µ and γ are two vectors of the dual variables associated with the rate
constraints given in (5.37) and the interference power constraint given in (5.38), re-
spectively.
The Lagrange dual function of Problem 5.3 is expressed as
g (λ,µ,γ) = max
P
L(P,λ,µ,γ). (5.41)
The dual optimization problem becomes
min g (λ,µ,γ) , (5.42)
s. t. λ ≥ 0,µ º 0,γ º 0. (5.43)
Then, it is not difficult to show that the Lagrange dual function of Problem 5.3







g′′j (λ,γ) + λPa, (5.44)
where
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and

















with Fj , {Pi : Pi ≥ 0,∀i ∈ Kj}.
Thus, for a given λ, it is clear that (5.44) can be decomposed into M independent

































giPi ≤ Γj. (5.50)
It is observed that Problem 5.4 has the same structure as Problem 5.2 studied in the
previous section. Therefore, the solution of Problem 5.4 is the same as that for Problem
5.2 given by Theorem 5.1. For Problem 5.5, it is not difficult to show that the optimal







, where γj is a nonnegative dual
variable associated with the constraint (5.50). It is either equal to zero or determined
by solving (5.50) with equality. Numerically, γj can be found by the bisection search.
When all the M subproblems are solved, λ can be found by the subgradient
method. Thus, the entire Problem 5.3 can be solved by the following iterative power
allocation algorithm.
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Algorithm 5.2: Power allocation under the hybrid protection constraints
1) Initialization: λ1, k = 1,
2) Repeat
a) Initialization: µj,1, ∀j ∈ Sr, k′ = 1
b) ∀j ∈ Sr, repeat
i) Find P ∗i ,∀i ∈ Kj by the bisection search
ii) Update µj,k′+1 by









iii) If µj,k′+1 < 0, set µj,k′+1 = 0 and stop;
otherwise, stop when |µj,k′+1 − µj,k′| ≤ ².
c) Initialization: γminj ,γ
max
j , ∀j ∈ SΓ,
d) ∀j ∈ SΓ, repeat until |
∑

















i∈Kj giPi < Γj , set γ
max
j = γj;
otherwise, set γminj = γj .
e) Update λk+1 by





i=1 Pi − Pa
)
3) If λk+1 < 0, set λk+1 = 0 and stop;
Otherwise, stop when |λk+1 − λk| ≤ ².
Where α and β are step sizes, and ² > 0 is a given small constant.
Remark 5.1. From the above decomposition-based solutions, it can be observed that
Problem 5.3 includes the SU’s rate maximization problem under only the rate loss
constraint or under only the interference power constraint as two special cases. If we
set SΓ = ∅, Problem 5.3 reduces to SU’s rate maximization problem under the rate loss
constraint. Similarly, if we set Sr = ∅, Problem 5.3 reduces to SU’s rate maximization
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problem under the interference power constraint.
5.6 Numerical Results
In this section, several numerical examples are presented to verify the effectiveness
of the proposed power allocation strategies. In these numerical examples, we assume
all the involved channels (i.e., the primary link, the secondary link and the interfer-
ence links) are Rayleigh distributed. Consequently, the channel power gains for these
channels are exponentially distributed. Since the channel power gains can be different
for different channel realizations, all the numerical results presented in this part are
obtained by averaging over 10, 000 independent simulation runs. The average channel
power gains for the primary link fi and the secondary link ei are assumed to be 1, i.e.
E{fi} = 1, E{ei} = 1, ∀i. The average channel power gain for the interference links
are assumed to be 0.1, i.e. E{gi} = 0.1, E{oi} = 0.1, ∀i. Moreover, we assume
that the number of subcarriers N of the primary system is 128, and the transmit power
budget of the primary system is 10dB. It is also assumed that the primary system
adopts equal power allocation over its subcarriers. The noise power on each subcarrier
is assumed to be identical, and equal to 1, i.e. N0 = 1.
5.6.1 Example 1: Effects of rate loss constraints on SU’s transmis-
sion rate
In this example, for clarity of exposition, we assume that the 128 subcarriers of the
primary system are all allocated to one PU, and it is protected by the rate loss con-
straint. Then, the rate of SU under different rate loss constraints are plotted in Fig.
5.3. It is observed that the rate increases with Pa and PU’s rate loss constraint. It is
also observed that when Pa is small, the difference of the SU’s rate under different
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PU‘s rate loss 20%
PU‘s rate loss 10%
PU‘s rate loss 5%
Figure 5.3: Transmission rate of SU vs. the transmit power constraint under different
PU’s rate loss constraints.
PU’s rate loss constraints is almost the same. This is due to the fact that the transmit
power constraint will be the dominant constraint when Pa is small. With the increase
of Pa, the rate loss constraint gradually becomes the dominant constraint, and thus the
difference of the SU’s rate under different PU’s rate loss constraints becomes large.
5.6.2 Example 2: Comparison of the rate loss constraint and per
subcarrier based interference power constraint
In this example, we compare the rate of the SU under the rate loss constraint with
that under the per subcarrier based interference power constraint. It is assumed that
there are two PUs in the primary system, and each of them occupies 64 subcarriers.
We assume that one of them can tolerate 10% rate loss and the other one can tolerate
20% rate loss. For the per subcarrier based interference power constraint case, the
interference thresholds of the two PUs are chosen as Γ˜1 = 20.2R1−1 and Γ˜2 = 20.4R2−
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PU‘s rate loss constraint
Interference power constraint
Figure 5.4: Comparison of the SU’s transmission rate under the rate loss constraint vs.
per subcarrier based interference power constraint.
1, respectively, which guarantees that the two PUs’ rate losses upper bounds are the
same as the PUs’ rate loss constraint case. It is observed from Fig. 5.4 that SU can
achieve a rate gain under the rate loss constraint over the interference power constraint.
It is also observed that the rate gain is very small when Pa is small. However, with the
increase of Pa, the rate gain gradually becomes large. This suggests that the proposed
constraint is more effective for large values of Pa.
5.6.3 Example 3: Effects of imperfect CSI on PU’s rate loss
In this subsection, we investigate the impact of imperfect channel estimations on the
performance of the proposed power allocation strategies. To study the effects of im-
perfect CSI on the proposed SU power control policy, we only consider imperfect
estimations of the PU channel and the channel between SU-Tx and PU-Rx , while the
































Figure 5.5: Effects of imperfect channel estimation on the PU rate loss.
Let fi and fˆi be the true and the estimated fading channel coefficients for the pri-
mary link, respectively. Similarly, let gi and gˆi be the true and the estimated coefficients
of the fading channel between SU-Tx and PU-Rx, respectively. Then the relationship











where n1 and n2 are independent CSCG random variables each having zero mean and
unit variance, and σ2 is the variance for the effective channel estimation errors, σ2 ≤ 1.
Under the above assumptions, it is observed that the proposed SU power control
strategy will cause additional rate loss of PU due to the imperfect channel estimation.
To alleviate this, we modify the SU power control strategy to improve its robustness
against channel estimation errors. First, we compute the power allocation strategy ac-
cording to Theorem 1 based on the estimated channels power gains. Then, we modify
the obtained power allocation strategy by introducing a protection gap, denoted by
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, where ν ′i = giνi+∆ν, ∀i. The values of λ and µj remain the
same as those obtained from the unmodified power allocation strategy. It is observed
that, by introducing the protection gap, we actually lower the water level of SU, reduce
the interference caused to PU, and thus decrease the rate loss of PU. As such, it is ex-
pected that this modified SU power control strategy will not cause too much additional
rate loss of PU provided that ∆ν is chosen sufficiently large to incorporate the channel
estimation errors measured by σ2. On the other hand, the introduction of the protec-
tion gap decrease the transmit power of SU, and thus decrease the transmission rate
of SU. The larger the protection gap is, the lower the SU’s transmission rate is. This
indicates that the improvement of the power control strategy’s robustness is achieved
by sacrificing SU’s transmission rate.
In Fig. 5.5, we show PU’s rate loss due to imperfect CSI versus σ2 for SU’s power
control strategy given in (5.26) (i.e., ∆ν = 0) and the modified strategy proposed
above with different values of ∆ν. It is assumed that PU’s target rate loss is 10%. It is
observed that the PU’s rate loss increases with σ2 for a given protection gap ∆ν, while
it decreases with increasing ∆ν for a given σ2. In the extreme case of ∆ν = +∞,
the PU’s rate loss is reduced to 10% for all values of σ2, since in this case SU in fact
switches off its transmission. Furthermore, it is noted that the improved robustness of
the SU power control against imperfect CSI to protect the PU transmission is achieved
at the cost of SU’s transmission rate, which is shown as Rs in the legend field of Fig.
5.5. Therefore, the SU needs to choose a proper protection gap ∆ν to effectively



































) Hybrid protection constraint
Interference power constraint
Figure 5.6: Comparison of the SU’s transmission rate under the hybrid protection con-
straint vs. per user based interference power constraint.
5.6.4 Example 4: Comparison of the hybrid protection constraint
and per user based interference power constraint
In this example, we assume that there are two PUs in the primary system, and each of
them occupies 64 subcarriers. For the hybrid protection case, one of PUs is protected
by the rate loss constraint with 10% tolerable rate loss, and the other one is protected
by the per user based interference power constraint where Γ is chosen such that the
resultant rate loss of this PU is also 10%. For the interference protection case, both of
PUs are assumed to be protected by the per user based interference power constraints,
and the two interference thresholds Γ1 and Γ2 are chosen such that the resultant rate
losses of the two PUs are both 10%. It can be observed from Fig. 5.6 that SU can
achieve a rate gain under the hybrid protection constraints over the interference power




The achievable rate of an OFDM-based cognitive radio system sharing the spectrum
with an OFDMA-based primary system is studied in this chapter. A new criterion re-
ferred to as rate loss constraint for primary transmission protection is proposed. This
newly proposed constraint protects PU by regulating the maximum rate loss of PU
due to the SU’s transmission to be below a prescribed threshold. The relationship
between the rate loss constraint and the interference power constraint is then investi-
gated. Then, hybrid protection to the primary system is proposed by protecting some
PUs by the rate loss constraint and some PUs by the interference power constraint. The
optimal power allocation strategy to maximize the rate of SU subject to the rate loss
constraint/hybrid protection constraint together with the total transmit power constraint
of the SU is derived. It is shown that the proposed power allocation scheme obtained
under the rate loss constraint/hybrid protection constraint can achieve substantial rate




Sensing-based Spectrum Sharing in
Fading CR Networks
In this chapter, a new spectrum sharing model, called sensing-based spectrum sharing
is proposed for CR networks. This model consists of two phases: in the first phase, SU
listens to the spectrum allocated to PU to detect the state of PU; in the second phase,
SU adapts its transit power based on the sensing results. If PU is inactive, SU allocates
the transmit power based on its own benefit. However, if PU is active, the interference
power constraint is imposed to protect PU. Under this new model, the ergodic capacity
of SU is formulated as an optimization problem over the transmit power and the sensing
time. Due to the complexity of this problem, two simplified versions referred to as
the perfect sensing case and the imperfect sensing case are studied. For the perfect
sensing case, the Lagrange dual decomposition is applied to derive the optimal power
allocation policy. For the imperfect sensing case, an iterative algorithm is developed
to obtain the optimal sensing time and the corresponding power allocation strategy.
It is shown that SU can achieve a significant capacity gain under the proposed model





In this chapter, we propose a new transmission model referred as sensing-based spec-
trum sharing. In this model, the SU first senses the frequency band allocated to the
PU to detect the state of the PU, and then adapts its transmit power according to the
detection result. If the PU is inactive, the SU allocates the transmit power based on
its own benefit in order to achieve a higher transmission rate. If the PU is active, the
SU transmits with a lower power to avoid causing harmful interference to the PU. This
is different from either opportunistic spectrum access or spectrum sharing. In the op-
portunistic spectrum access transmission model [152], the SU transmits only when it
detects spectrum holes [5], which is the time duration that PU is not transmitting over
the band. In the spectrum sharing transmission model [105, 153], the SU can transmit
at any time without having to detect whether the PU is active or not. However, it has
to restrict its transmit power in order to not cause harmful interference to PU during
the whole transmission process. To show the superiority of the new model, we study
the ergodic capacity of the SU. The evaluation of the ergodic capacity is formulated as
an optimization problem over the transmit power and the sensing time. Two heuristic
cases of this problem referred as the perfect sensing case and the imperfect sensing
case are studied in this chapter. From the results obtained, it is seen that the power
allocation strategy is more flexible under the new model. It is also shown that the
SU can achieve a significant capacity gain under the new model over that under the
opportunistic spectrum access model or the conventional spectrum sharing model.
The rest of the chapter is organized as follows. The sensing-based spectrum shar-
ing model is introduced in Section 6.2. The problem formulation is given in Section
6.3. The ergodic capacity of the SU link under perfect sensing assumption for our
model is studied in Section 6.4. Then, the imperfect sensing scenario is studied in Sec-






In this chapter, we consider a CR network with one primary link and one secondary
link. The primary link consists of a PU-Tx and a PU-Rx. The secondary link consists
of a SU-Tx and a SU-Rx. We assume that the two links use the same frequency band.
Thus, if the two links coexist, there will be interference between them. The primary,
secondary and the interference links are all assumed to be flat fading channels. The
AWGN at PU-Rx and SU-Rx are denoted by n0 and n1, respectively, where n0 and n1
are assumed to be independent and zero mean with the distribution CN (0, N0). The
instantaneous channel power gains for primary link, secondary link, the link between
PU-Tx and SU-Rx, and the link between SU-Tx and PU-Rx are denoted by gpp, gss,
gps and gsp, respectively.
All channel power gains are assumed to be ergodic, stationary and available to
the SU-Tx and SU-Rx. In practice, CSI of the primary link can be obtained at the
SU-Tx via, e.g., a cooperative sensor located in the vicinity of PU-Rx. Moreover, CSI
of the secondary link can be obtained by the classical channel training, estimation, and
feedback mechanisms.
6.2.2 Spectrum Sensing Model
Spectrum sensing is the technique to determine the active/idle state of the PU between
the following two hypotheses:
H0 : y(i) = n(i),





Frame 1 Frame 2 Frame K
Figure 6.1: Frame structure for sensing-based spectrum sharing (τ : sensing slot dura-
tion; T − τ : data transmission slot duration)
for i = 1, 2, · · · , N , where y(i) is the signal received by SU, x(i) is the signal sent by
PU, h is the channel between PU-Tx and SU-Tx, n(i) is the AWGN with zero mean
and variance σ2n, and N is the number of samples. We assume that h is constant for
the current sampling block (all N samples) but different for the different blocks. Also
N = fsτ , where τ is the sensing time, and fs is the sampling frequency.
If PU is active, and the detection result is H1, this scenario is known as detec-
tion, and the corresponding probability is referred as the detection probability de-
noted by Pd. However, if PU is inactive, and the detection result is H1, this sce-
nario is known as false alarm, and the corresponding probability is referred as the
false alarm probability denoted by Pf . When the energy detector is used, based
on the probability density function (pdf) of the test static, Pd and Pf are given by


















where ε is the detection threshold, γ is the received SNR at the SU-Tx, and Q(·)










dt. For a target detection probability P¯d, Pf can be obtained by Pf =
Q (√2γ + 1Q−1 (P¯d)+√τfsγ) .
6.2.3 Transmission Model
The frame structure for the sensing-based spectrum sharing model is shown in Fig. 6.1.
We assume that each frame consists of one sensing slot, whose time duration is τ , and
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one data transmission slot, whose time duration is T − τ . During the sensing slot, SU
senses the frequency band licensed to PU to determine the state of PU. During the data
transmission slot, SU adapts its transmit power based on the sensing result obtained
in the sensing slot. If PU is detected to be inactive, SU transmits with power P (0)s ;
if PU is detected to be active, SU transmits with power P (1)s . In general, we assume
that P (0)s > P
(1)
s . Moreover, we assume that PU transmits with a constant power Pp.

































Based on the real state of PU and the sensing results, there are four possible scenarios
under our transmission model, which are listed in Table 6.1. As can be seen from Table
6.1, when miss detection happens, SU still transmits with P (0)s as it is not aware of the
existence of PU. On the other hand, when false alarm happens, SU still transmits with
P
(1)
s as it thinks PU is active. Thus, if we denote the probability when PU is idle as
P(H0), denote the probability when PU is active as P(H1), and based on the four
possible scenarios listed in Table 6.1, it is easy to observe that the ergodic rate for the









The expression given in (6.2) is the objective function. Ergodic capacity is ob-
tained by maximizing (6.2) over the transmit power P (0)s , P
(1)
s and the sensing time
τ . Now, we consider the power constraints of this problem. As usual (e.g., [103]), we
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Table 6.1: Four possible scenarios for sensing-based spectrum sharing
PU’s State Sensing Results Related Probability Power Rate
Active (H1) H1 Pd P (1)s r11
Active (H1) H0 Pm = 1− Pd P (0)s r10
Idle (H0) H1 Pf P (1)s r01
Idle (H0) H0 1− Pf P (0)s r00
consider the average power constraint that regulates the average transmit power over
all the fading states at the SU-Tx. Under our transmission model, the average transmit
power constraint can be written as
E{P (0)s }P{H0}(1− Pf ) + E{P (1)s }P{H0}Pf
+ E{P (0)s }P{H1}(1− Pd) + E{P (1)s }P{H1}Pd ≤ Pav, (6.3)
where Pav is the maximum average transmit power at the SU-Tx.
Next, we consider the average interference power constraint that regulates the
average interference power over all the fading states at the PU-Rx. From Table 6.1,
it is easy to observe that SU will cause interference to PU only when PU is active.
Therefore, under our transmission model, the average interference power constraint
can be written as
E{gspP (0)s }(1− Pd) + E{gspP (1)s }Pd ≤ Qav, (6.4)
where Qav is the maximum average interference power that the PU can tolerate at its
receiver. In practice, for the same type of users, the ability to tolerate the interference
is almost the same. Therefore, the value of Qav for each type of users can be pre-tested
and made known to the public. Hence, the value of Qav may be obtained at the SU-Tx
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if the type of PU is known. However, if the type of PU is not available at the SU-Tx,
then it is not so easy for SU to determine the value of Qav. In such a case, methods
to obtain the value of Qav at the SU-Tx are discussed in [5]. Interested users can refer
to [5] for the details.
Therefore, the ergodic capacity of the secondary link under our transmission
model can be obtained by solving the following optimization problem,
Problem 6.1.
max
{P (0)s ,P (1)s ,τ}
r, (6.5)
s.t. (6.3), (6.4). (6.6)
This problem is difficult to solve due to the following reasons. Firstly, it is not
a convex optimization problem. Secondly, there are two complicated coupling con-
straints. Thirdly, Pd and Pf are related to τ by a nonlinear function, the Q-function.
Fourthly, the expectation is taking over three random variables gss, gsp, and gps. There-
fore, in this chapter, we consider two modified versions of Problem 6.1 under different
assumptions.
6.4 Sensing-based Spectrum Sharing under Perfect Sens-
ing
In this section, we assume that SU can achieve 100% detection of PU without false
alarm within a very short sensing duration, i.e., Pd = 1 and Pf = 0. We refer to this
case as the perfect sensing problem. Under this assumption, Problem 6.1 is reduced
to the following problem,
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Problem 6.2.
max
{P (0)s ≥0,P (1)s ≥0}
P(H0)C0 +P(H1)C1, (6.7)
s.t. P(H0)E{P (0)s }+P(H1)E{P (1)s }≤Pav, (6.8)
E{gspP (1)s } ≤ Qav, (6.9)
where C0 = E{r00} and C1 = E{r11}.
The objective function in (6.7) is no longer related to τ , and is a concave function
with respect to P (0)s and P
(1)
s . Further, all the power constraints are affine, and not
related to τ . Therefore, the problem now becomes a convex optimization problem over
the variables P (0)s and P
(1)
s . Compared to Problem 6.1, this problem is easier to solve,
since there is only one coupling constraint. Therefore, the dual decomposition method
illustrated in [154] can be applied to solve this problem.
Let λ be the nonnegative Lagrange dual variable assiciated with the coupling con-
straint (6.8), then the partial Lagrangian of Problem 6.2 can be written as
L(P (0)s , P
(1)
s , λ) =P(H0)C0 +P(H1)C1
− λ{P(H0)E{P (0)s }+P(H1)E{P (1)s } − Pav}
= λPav +P(H0)
(








and the Lagrangian dual function is defined as
q(λ) = sup




P (0)s , P
(1)
s , λ






C1 − λE{P (1)s }






C0 − λE{P (0)s }
}
+ λPav. (6.11)
The dual function serves as an upper bound on the optimal value of the primal problem
(Problem 6.2). If we denote the optimal value of Problem 6.2 by r∗, then the inequality
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Denote the optimal value of the dual problem as d∗, which is achievable by the opti-
mal dual solution λ∗, i.e., d∗ = g(λ∗). For a convex optimization problem, the KKT
conditions [113] are satisfied and thus the duality gap, r∗ − d∗, is indeed zero.
Since the duality gap is zero, Problem 6.2 can be solved equivalently by first
maximizing its Lagrangian to obtain the dual function for the given dual variable λ,
and then minimizing the dual function over λ. For a given λ, it is seen that the dual
function (6.11) can be evaluated by solving the following two optimization problems:




C0 − λE{P (0)s },




C1 − λE{P (1)s }, s.t. E{gspP (1)s } ≤ Qav.
It is not difficult to observe that both SP1 and SP2 are convex optimization prob-
lems. Therefore, by writing their lagrangian functions and applying the KKT condi-
















where (·)+ denotes max{·, 0}, and µ can be obtained by solving E{gspP (1)s } = Qav.
With the optimal solution obtained in (6.13), we are able to evaluate the dual
function q(λ) for the given λ. Now, we have to minimize the dual function q(λ) over
λ to determine the optimal λ∗. This problem can be solved by Algorithm 6.1, which
requires the calculation of the subgradient of q(λ) at each iteration. The subgradient
of q(λ) is given by the following proposition.
Proposition 6.1. Assume P (0)s,i and P
(1)
s,i are the optimal power allocation for the ith
iteration, the subgradient for q(λ) is Pav −P(H0)E{P (0)s,i } −P(H1)E{P (1)s,i }.
Proof : Please refer to Appendix D.1 for details. ¥
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Table 6.2: Modified subgradient algorithm for sensing-based spectrum sharing
Algorithm 6.1: Modified subgradient algorithm
1) Initialization: λ1, k = 1,
2) Repeat
a) calculate P (0)s,k and P
(1)
s,k by (6.13)
b) calculate the subgradient at λk by
Pav −P(H0)E{P (0)s,k } −P(H1)E{P (1)s,k }
c) update λk+1 by
λk+1 = λk + α
{
P(H0)E{P (0)s,k }+P(H1)E{P (1)s,k } − Pav
}
3) Stop, when |λk+1 − λk| ≤ ²
where α is the step size, and ² is a given small constant.
6.5 Sensing-based Spectrum Sharing under imperfect
Sensing
In practice, due to the limitation of the sensing techniques, sensing errors are unavoid-
able. Therefore, the perfect sensing case is just an ideal case, and can only serve as an
upper-bound for P1. In this section, we simplify P1 by making more realistic assump-
tions. In the conventional opportunistic spectrum access, if the detection probability
Pd is larger than a prescribed threshold Pth, PU is regarded as being sufficiently pro-
tected. Therefore, in practice, Pd is usually very high. For instance, in IEEE 802.22
WRAN [155], Pd is chosen to be larger than 0.9. On the other hand, Pf is controlled
to be low, usually less than 0.1. Therefore, to simplify P1, we introduce the constraint
Pd ≥ Pth, and Pth is chosen such that the items including 1 − Pd or Pf in P1 are
relatively small. Moreover, we assume that the activity probability of PU, P{H1}, is
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small, say less than 0.4. This assumption is reasonable since the research report [1]
published by FCC reveals that most of the licensed spectrum is under-utilized.
Under the above assumptions, Problem 6.1 can be approximated by
Problem 6.3.
max








s.t. E{P (0)s }P{H0}(1− Pf ) + E{P (1)s }P{H1}Pd ≤ Pav, (6.15)
E{gspP (1)s }Pd ≤ Qav, (6.16)
Pd ≥ Pth, P (0)s ≥ 0, P (1)s ≥ 0, 0 < τ < T, (6.17)
where T is the frame duration.
This problem is referred to as the imperfect sensing problem. It is not difficult
to observe that Problem 6.3 is a convex optimization problem with respect to P (0)s and
P
(1)
s . However, it is unclear whether P3 is a convex optimization problem with respect
to τ . In the following proposition, we show that (6.14) is concave in τ .
Proposition 6.2. For the range of τ in which Pd(τ) ≥ 0.5 and Pf (τ) ≤ 0.5, (6.14) is
concave in τ .
Proof : Denote R(τ) = T−τ
T



























Using the similar method in [50], it is not difficult to verify that for the range of τ
in which Pd(τ) ≥ 0.5, Pd(τ) is increasing and concave in τ , and P ′d(τ) is positive
and decreasing in τ . Similarly, for the range of τ in which Pf (τ) ≤ 0.5, Pf (τ) is
decreasing and convex in τ , and P ′f (τ) is negative and increasing in τ . Therefore, from
(6.18), it follows that R′(τ) is decreasing in τ , which implies that R(τ) is concave in
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τ . Since the expectation operation will not affect the concavity, (6.14) is also concave
in τ . ¥
The constraints in Problem 6.3 can also be verified to be concave in τ by the
same method. Then, it is clear that Problem 6.3 is a convex optimization problem with
respect to P (0)s , P
(1)
s , and τ . Moreover, it can verified that (6.14) is maximized when
Pd = Pth in the range Pd ≥ 0.5. Therefore, Problem 6.3 can be further simplified by
setting Pd directly equal to Pth.
The following method can be used to solve Problem 6.3. First, we initialize a
value for τ . Under this τ , P (0)s and P
(1)
s can be obtained in a manner similar to the
algorithm we developed for the perfect sensing problem. Then, we update the value of
τ by the subgradient algorithm. Under this new τ , P (0)s and P
(1)
s are recomputed. The
steps are repeated until the solution converges. The optimal solution P (0)s , P
(1)
s and τ
for (6.14) obtained by this algorithm is unique due to the convexity of the problem.
6.6 Numerical Results
In this section, we present the simulation results for the proposed study under the
Rayleigh fading channels. All the channel power gains are assumed to be exponen-
tially distributed random variables with unit-mean. N0 is assumed to be 1. The frame
duration is chosen to be T = 100ms, the number of frame simulated is 10000, and the
target detection probability Pth is set to 0.9 with γ = −15dB. The transmit power of
PU is assumed to be 10dB.
6.6.1 Perfect Sensing Scenario
Fig. 6.2 shows the ergodic capacities under joint transmit and interference power con-
straints for P(H0) = 0.6 for the perfect sensing scenario. The dash dotted lines
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Figure 6.2: Capacities vs. Qav for different Pav underP(H0) = 0.6 for perfect sensing
scenario
show the ergodic capacities under the same setup for the opportunistic spectrum ac-
cess model. It is clear from the figure that, the capacities for our transmission model
increase with the increase in both the transmit and the interference power constraints.
However, the capacities for the opportunistic access model increase only with the in-
crease in the transmit power constraint. This is due to the fact that opportunistic access
model only allows transmission when PU is absent, thus the capacities are limited only
by the transmit power. Besides, for the same transmit power constraint, it is seen that
the capacities for our sensing-based spectrum sharing model are always larger than
those of the opportunistic access model. This shows superiority of the sensing-based
spectrum sharing model.
Fig. 6.3 shows the capacities for differentP(H0) under the same transmit power
constraint Pav = 15dB. It is clear that the capacity increases with the increase in
P(H0). This is reasonable due to the fact that a larger P(H0) indicates a higher
probability that the PU is idle and more chances that SU can transmit with a higher
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Figure 6.3: Capacities vs. Qav for different P(H0) under Pav = 15dB for perfect
sensing scenario
power. Besides, the dash dotted lines show the capacities under the same setup for
the opportunistic spectrum access model. It is evident from the figure that the capaci-
ties for our sensing-based spectrum sharing model are always larger than those of the
opportunistic spectrum access model. However, the capacity gains decrease with the
increase of P(H0). This is because with the increase in P(H0), the capacity gain
obtained from spectrum sharing decreases with the decrease in the probability of co-
existence with PU. This indicates that our model is to be preferred when PU has high
probability of activity. On the converse, if most of time (more than 90%) the PU is
idle, the opportunistic spectrum access model is to be preferred due to its simplicity.
6.6.2 Imperfect Sensing Scenario
Fig. 6.4 shows the capacities for different Qav under P(H0) = 0.6 for imperfect
sensing vs. the sensing time. It is clear from the figure that the capacity is a concave
function with respect to τ . Besides, it is also noticed that the optimal sensing time for
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Figure 6.4: Capacities vs. τ for different Qav under P(H0) = 0.6 for imperfect
sensing


































these two curves are almost the same. Moreover, the capacity difference for Qav =
0dB and Qav = −5dB is not so much. Fig. 6.5 shows the capacities for different Pav
under P(H0) = 0.6 for imperfect sensing vs. the sensing time. It is also shown that
the capacity is a concave function with respect to τ . Besides, it is also noticed that
the optimal sensing time for these two curves are different. Moreover, the capacity for
Pav = 15dB is much larger than that for Pav = 10dB. This indicates that the transmit
power constraint has greater influence on our sensing-based spectrum sharing model
than the interference power constraint. Furthermore, comparing Fig. 6.4 and Fig. 6.5
with Fig. 6.2, it is seen that under the same transmit and interference power constraints,
the capacity for imperfect sensing case is always lower than that of the perfect sensing
case. This indicates that the capacity obtained under perfect sensing serves as an upper
bound on the capacity under imperfect sensing.
6.7 Conclusions
In this chapter, we proposed a new transmission model, sensing-based spectrum shar-
ing, for cognitive radio networks. We study this new model by establishing the ergodic
capacity of the secondary link under joint transmit and interference power constraints.
We start with the perfect sensing scenario, in which we assume that there are no sens-
ing errors. Then, we study a more challenging problem: the ergodic capacity under
imperfect sensing. In this scenario, we formulate the problem as an optimization prob-
lem over not only the transmit powers but also the sensing time. We derive a general
method to obtain the optimal sensing time and the corresponding optimal power allo-
cation strategies. Finally, the simulation results have shown that the SU can achieve
a significant capacity gain under the proposed model over that under opportunistic
spectrum access model or the conventional spectrum sharing model.
133
Chapter 7
Conclusions and Future Work
In this chapter, we summarize the main contributions of this thesis, and present some
suggestions for future work.
7.1 Conclusions
CR is a promising technology to deal with the spectrum scarcity problem by exploring
the under-utilized spectrum usage pattern. Currently, in cognitive radio networks, there
are two prevalent transmission models: opportunistic spectrum access and spectrum
sharing. This thesis has investigated the fundamental limits and resource optimization
problems for spectrum sharing based fading CR networks.
First, the optimal power allocation strategies to achieve the ergodic, delay-limited,
and outage capacities of a SU fading channel under spectrum sharing are studied, sub-
ject to different combinations of peak/average transmit and peak/average interference
power constraints. It is shown that under the same threshold value, average interference
power constraints are more flexible over their peak constraint counterparts to maxi-
mize SU fading channel capacities. The effects of different fading channel statistics
on achievable SU capacities are also analyzed. It is shown that fading of the channel
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between SU-Tx and PU-Rx can be a beneficial factor for maximizing the capacity of
SU fading channel.
Secondly, the outage capacity regions for a M -user fading MAC shares the same
spectrum with an existing primary network, is considered. Under the interference
power constraint and the individual transmit power constraint of each user, the com-
mon outage capacity region and the individual outage capacity region for this C-MAC
are characterized. The optimal power allocation strategies to achieve the boundary
points on these outage capacity regions are then derived. It is proved that the optimal
decoding strategy is the successive decoding strategy, and the decoding order is deter-
mined by both the dual variables associated with the power constraints and the channel
power gains of the involved channels. It is shown by simulation that both the common
and individual outage probabilities decrease with the increasing of the PU’s maximum
tolerable interference.
Thirdly, a new PU protection technique based on the additional channel state in-
formation of the primary user fading channel is proposed for a spectrum-sharing based
fading CR network. This new protection technique exploits the fact that in many situa-
tions, the primary transmission may have a non-zero outage probability margin and is
thus able to accommodate additional interference from the secondary user. Subject to
the newly proposed PU outage probability constraint, along with the SU average/peak
transmit power constraint, the optimal power allocation strategies for the secondary
link to achieve the ergodic/outage capacity is derived. Simulation results have demon-
strated significant capacity gains with the proposed constraint over the conventional
interference temperature constraint, for the same resulting outage probability of the
primary transmission.
Fourthly, the achievable rate of an OFDM-based CR system sharing the spectrum
with an OFMDA-based primary system is studied. A new criterion referred to as rate
loss constraint for primary transmission protection is proposed. This newly proposed
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constraint protects PU by regulating the maximum rate loss of PU due to the SU’s
transmission to be below a prescribed threshold. The relationship between the rate
loss constraint and the interference power constraint is also investigated. Then, hybrid
protection to the primary system is studied by protecting some PUs by the rate loss
constraint and some PUs by the interference power constraint. The optimal power
allocation strategy to maximize the rate of SU subject to the rate loss constraint/hybrid
protection constraint together with the total transmit power constraint of the SU is
investigated. It is shown that the proposed power allocation scheme obtained under
the rate loss constraint/hybrid protection constraint can achieve substantial rate gains
over the conventional power allocation scheme obtained under the interference power
constraint.
Finally, a new CR operation model, sensing-based spectrum sharing, is proposed
for fading CR networks. Start with the perfect sensing scenario where there are no
sensing errors, the ergodic capacity of the secondary link is investigated under the pro-
posed model. Then, a more challenging scenario, the ergodic capacity under imperfect
sensing, is also studied. In this scenario, the problem is formulated as an optimiza-
tion problem over not only the transmit powers but also the sensing time. A general
method to obtain the optimal sensing time and the corresponding optimal power al-
location strategies is developed. The simulation results have shown that the SU can
achieve a significant capacity gain under the proposed model over that under either
opportunistic spectrum access model or the conventional spectrum sharing model.
7.2 Future Work
In the future, I plan to further investigate the fundamental limits and the resource allo-
cation problems for fading CR networks. Below I highlight five topics which I wish to
work on in the near future.
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7.2.1 Distributed Resource Allocation in Fading CR Networks
In this thesis, we mainly investigate the centralized resource allocation schemes for
fading CR networks. However, in practice, centralized resource allocation schemes
may be infeasible to implement due to the substantial feedback requirements, over-
head and delay they may introduce. To overcome the obstacles of the centralized
resource allocation schemes, we would like to develop distributed resource allocation
algorithms which require minimum network overhead for fading CR networks.
7.2.2 Resource Allocation for Fading CR networks with Imperfect
CSI
In this thesis, we assume that perfect CSI of all the involved channels is available to
SUs. However, in practice, such information is not readily available to SUs. How to
design the power allocation strategy when such CSI is partially or not available to SUs
is still a challenging problem. In the future, we would like to design robust power
allocation schemes to combat the negative effect of imperfect channel estimations for
fading CR networks. We also would like to investigate the power allocation schemes
for fading CR networks without CSI.
7.2.3 Resource Allocation for MIMO CR networks
MIMO, which uses multiple antennas at both the transmitter and receiver to improve
communication performance, is a promising candidate for next generation high-speed
wireless multimedia communication systems. MIMO offers significant increases in
data throughput and link range without additional bandwidth or transmit power. As we
mention earlier in the thesis, CR is a promising candidate for future wireless technolo-




7.2.4 Upper Layer Issues for Fading CR Networks
The topics of this thesis mainly focus on the problems related with the physical layer.
However, the studies for upper layer protocols are also very important for the real-
ization of CR networks. Compared with the conventional wireless communication
systems, it will be more challenging to design the upper layer protocols for CR net-
works, such as medium access control, with the addition requirement of protecting the
primary transmission. Though some work has already been done in this area, many
open research topics still have not been addressed. Further research efforts should be
put on this research area.
7.2.5 Resource Allocation for Femtocell Networks
Femtocell is a small cellular base station, typically designed for use in a home or small
business. It connects to the service providers network via broadband (such as DSL
or cable). A femtocell allows service providers to extend service coverage indoors,
especially where access would otherwise be limited or unavailable. Interference man-
agement problem is a critical problem for the upcoming femtocells, since the femtocell
sharing the same spectrum bands with the macrocell. How to manage the interference
caused to the users in the macrocell while maximize the femtocells own benefits is
an interesting and challenging problem. Therefore, we would like to investigate the
inference management problems for femtocell networks in our future studies.
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Appendices to Chapter 2
A.1 Proof of Theorem 2.1
By introducing the dual variable associated with the average interference power con-
straint, the partial Lagrangian of this problem is expressed as








−λ (E[g0P (g0, g1)]−Qav), (A.1)
where λ is the nonnegative dual variable associated with the constraintE[g0P (g0, g1)] ≤
Qav.




L(P (g0, g1), λ). (A.2)
The Lagrange dual problem is then defined as minλ≥0 q(λ). It can be verified
that the duality gap is zero for the convex optimization problem addressed here, and
thus solving its dual problem is equivalent to solving the original problem. There-
fore, according to the KKT conditions [113], the optimal solutions needs to satisfy the
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following equations:
0 ≤ P (g0, g1) ≤ Ppk, E[g0P (g0, g1)] ≤ Qav, (A.3)
λ(E[g0P (g0, g1)]−Qav) = 0. (A.4)
For a fixed λ, by dual decomposition [116], the dual function can be decomposed
into a series of similar sub-dual-functions each for one fading state. For a particular









− λg0P (g0, g1), (A.5)
s.t. P (g0, g1) ≤ Ppk, (A.6)
P (g0, g1) ≥ 0. (A.7)
The dual function of this sub-problem is







−µ(P (g0, g1)−Ppk) + νP (g0, g1), (A.8)
where µ and ν are the nonnegative dual variables associated with the constraints (A.6)
and (A.7), respectively.
The sub-dual problem is defined as qsub(µ, ν) = minµ≥0,ν≥0 Lsub(P (g0, g1), µ, ν).
This is also a convex optimization problem for which the duality gap is zero. Therefore,
according to the KKT conditions, the optimal solutions needs to satisfy the following
equations:
µ(P (g0, g1)− Ppk) = 0, (A.9)
νP (g0, g1) = 0, (A.10)
Kg1
g1P (g0, g1) +N0
− λg0 − µ+ ν = 0. (A.11)
From (A.11), it follows
P (g0, g1) =
K
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Ppk. Then, from (A.9), it follows that µ = 0. Therefore, (A.12) reduces to P (g0, g1) =
K
−ν+λg0 − N0g1 . Then P (g0, g1) < Ppk results in K−ν+λg0 − N0g1 < Ppk. Since ν ≥ 0,
it follows that Ppk > K−ν+λg0 − N0g1 ≥ Kλg0 − N0g1 . This contradicts the presumption.
Therefore, from (A.3), it follows that






Suppose P (g0, g1) > 0, when g0 ≥ Kg1λN0 or equivalently Kλg0 − N0g1 ≤ 0. Then, from
(A.10), it follows that ν = 0. Therefore, (A.12) reduces to P (g0, g1) = Kµ+λg0 − N0g1 .





> 0. This contradicts with the presumption. Therefore, from (A.3), it
follows
P (g0, g1) = 0, if g0 ≥ Kg1
λN0
. (A.14)











< Ppk. Then, from (A.9), it follows that µ = 0. Therefore, (A.12) reduces to
P (g0, g1) =
K
−ν+λg0 − N0g1 . Then P (g0, g1) = 0 results in K−ν+λg0 − N0g1 = 0. Since
ν ≥ 0, it follows that 0 > K−ν+λg0 − N0g1 ≥ Kλg0 − N0g1 . This contradicts the presumption.
Therefore, P (g0, g1) 6= 0 for this set of g0. Next, suppose P (g0, g1) = Ppk for the
same set of g0. Then, from (A.10), it follows that ν = 0. Therefore, (A.12) reduces to





. Then P (g0, g1) = Ppk indicates Kµ+λg0 − N0g1 = Ppk. Since








= Ppk. This contradicts the presumption.
Therefore, P (g0, g1) 6= Ppk for this set of g0. Now, from (A.10), P (g0, g1) 6= 0 results
in ν = 0. From (A.9), P (g0, g1) 6= Ppk results in µ = 0. Therefore, from (A.12), it
follows
















A.2 Proof of Theorem 2.3
From (A.4), it is easy to observe that λ is either equal to zero or determined by
solving E[g0P (g0, g1)] = Qav.
Theorem 2.1 is thus proved.
A.2 Proof of Theorem 2.3
The proof is organized in two steps. First, we show that the solution of (2.23) subject
toF2 must have the same structure as (2.26). Secondly, we show that λ is determined
by substituting (2.26) into the constraint E [g0P (g0, g1)] = Qav.










Then the optimization problem (2.23) subject toF2 can be rewritten as
min
P (g0,g1)∈F2
E {χ} . (A.17)
By introducing the dual variable λ associated with the average interference power
constraint, the partial Lagrangian of this problem is expressed as
L (P (g0, g1), λ) = E {χ}+ λ (E{g0P (g0, g1)} −Qav) . (A.18)




E {χ}+ λ (E{g0P (g0, g1)} −Qav) . (A.19)
For a fixed λ, by dual decomposition, the dual function can be decomposed into
a series of similar sub-dual-functions each for one fading state. For a particular fading
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state, the problem can be shown equivalent to
min
P (g0,g1)
χ+ λg0P (g0, g1), (A.20)
s.t. P (g0, g1) ≤ Ppk, (A.21)
P (g0, g1) ≥ 0. (A.22)
When χ = 1, (A.20) is minimized if P (g0, g1) = 0, and the minimum value




minimum value of (A.20) is λg0
N0(2r0−1)
g1




solution of the problem, only when λg0
N0(2r0−1)
g1
< 1 and N0(2
r0−1)
g1
≤ Ppk are satisfied
simultaneously. Otherwise, P (g0, g1) = 0 is the optimal solution of the problem.
Therefore, the optimal solution has the same structure as (2.26).
Step 2: Suppose P ∗(g0, g1) is the optimal solution of (2.23) subject to F2 with
λ = λ∗ > 0 satisfying E [g0P ∗(g0, g1)] < Qav. Suppose P ′(g0, g1) is a solution of
(2.23) subject toF2 with λ = λ′ > 0, which satisfies E [g0P ′(g0, g1)] = Qav. Then, it




where the inequality results from the fact that λ∗ > λ′ and Pout is an increasing
function with respect to λ. This result contradicts our presumption. Therefore, the
optimal λ must be determined by solving E [g0P (g0, g1)] = Qav. Otherwise, if λ =
0, the power allocation strategy obtained in step 1 reduces to the truncated channel
inversion given in [102], and this holds only when E [g0P (g0, g1)] < Qav.
Theorem 2.3 is thus proved.
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Appendices to Chapter 3
B.1 Proof of Proposition 3.2
The proof is organized in two steps. First, we show that for an arbitrary decoding
order, the minimum power allocation to support the target rate vector must have the
same structure as (3.20). This is proved by the principle of mathematical induction.
Secondly, we show that the optimal decoding order to minimize the objective function
of Problem 3.2 is given by (3.21). This is proved by contradiction.
Step 1: Suppose the decoding order is given by an arbitrary permutation pi(·) such
that the signals are successively decoded from user pi(M) to user pi(1), i.e., the signal
from user pi(M) is decoded first and the signal from user pi(1) is decoded last.
Basis: M = 2. Denote the target rates of the two users as Rpi(1) and Rpi(2),















Then, it is not difficult to observe that the minimum power allocation to support the
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2Rpi(2)+Rpi(1) − 2Rpi(1)) . (B.4)
















, if i = 2, · · · , n
. (B.5)
Induction Step: Now, we have to show that (3.20) is also held for the case that

























2Rpi(n+1)+Rpi(n) − 2Rpi(n)) . (B.9)

















k=1 Rpi(k) − 1
)
. (B.11)













B.1 Proof of Proposition 3.2
Therefore, by the principle of mathematical induction, for all values of M ≥ 2, (3.20)
holds.
Step 2: Now, we show that the optimal decoding order is given by (3.21).





. Denote the interference from all users decoded after user m and n


































2Rn−1) (2Rm−1) . (B.14)


























2Rn−1) (2Rm−1) . (B.16)




. This contradicts with our





. This indicates that the user with larger (λ+µg) /h should be de-
coded later.
Proposition 3.2 is thus proved.
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Appendices to Chapter 5
C.1 Proof of Theorem 5.1






































(N0 + giPi + fiTi) (N0 + giPi)
. (C.1)
Define νi (Pi) , fiTi(N0+giPi+fiTi)(N0+giPi) and let (C.1) be equal to zero, it is easy to show
that the optimal solution has the following structure
Pi =
1















Theorem 5.1 is thus proved.
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C.2 Proof of Proposition 5.1
Let µ′j be a feasible value of g˜j (µj). From [156], it is known that if g˜j
(
µ′j








































































































where P′j is the optimal solution associated with µj = µ′j , and Pˆj is the optimal solution
associated with µj = µˆj . The inequality a results from the fact that P′j is the optimal
solution for µj = µ′j .
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Appendices to Chapter 6
D.1 Proof of Proposition 6.1
Let λˆ be a feasible value for q(λ). If we can prove q(λˆ) ≥ q(λ˜) + (λˆ− λ˜)S holds for








=P(H0)E{P (0)s }+P(H1)E{P (1)s } − Pav,
we have
q(λ) = sup




P (0)s , P
(1)
s , λ
) ∣∣∣E{gspP (1)s } ≤ Qav}
=P(H0)Cˆ0 +P(H1)Cˆ1 − λˆS
(




a≥P(H0)C˜0 +P(H1)C˜1 − λˆS
(




=P(H0)C˜0 +P(H1)C˜1 − λˆS
(

























where Pˆ (0)s and Pˆ
(1)






D.1 Proof of Proposition 6.1
is the optimal solution of (6.11) when λ = λ˜. The inequality a results from the fact
that Pˆ (0)s and Pˆ
(1)
s are the optimal solution under λˆ.
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