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1. Introdution.
In [F℄, G. B. Folland obtained an expansion in spherial harmonis of the Poisson-Szego kernel for the
unit ball B in C
n
,
P
n
(z; w) =
1
!
2n
(1  jzj
2
)
n
j1  hz; wij
2n
; z 2 B ; w 2 B ;
where hz; wi denotes the standard salar produt in C
n
hz; wi = z
1
w
1
+   + z
n
w
n
;
and !
2n
is the (2n  1)-dimensional Lebesgue measure of the unit sphere of C
n
.
Let 
B
denote the Laplae-Beltrami operator assoiated to the Bergman metri on B,

B
=
4
n+ 1
(1  jzj
2
)
n
X
i;j=1
(Æ
ij
  z
i
z
j
)

2
z
i
z
j
:

B
is the basi invariant dierential operator on the symmetri spae SU(n; 1)=U(n)  B. The solution of
the Dirihlet problem
(1.1)
(

B
u = 0 ; in B ;
u = f ; in B ;
with ontinuous boundary data f is given by the following representation formula
u(z) =
Z
B
P
n
(z; w) f(w) dw :
If H
p;q
n
denotes the linear spae of restritions to B of harmoni polynomials g(z; z) on C
n
whih are
homogeneous of degree p in z and degree q in z, the solution of the Dirihlet problem (1.1), with f 2 H
p;q
n
,
is given by
(1.2) u(r) = S
p;q
n
(r) f() ; 0  r  1 ;  2 B ;
where
S
p;q
n
(r) = r
p+q
F (p; q; p+ q + n; r
2
)
F (p; q; p+ q + n; 1)
:
By F (a; b; ; t) we denote the usual Gauss hypergeometri funtion
F (a; b; ; t) =
1
X
k=0
(a)
k
(b)
k
()
k
t
k
k!
;
where (u)
k
is the Pohhammer symbol,
(u)
k
= u (u+ 1)    (u+ k   1) =
 (u+ k)
 (u)
:
The formula (1.2) points to the ruial role of S
p;q
n
in the expansion of the Poisson-Szego kernel in
spherial harmonis. In fat,
(1.3) P
n
(r; w) =
1
X
p;q=0
S
p;q
n
(r)H
p;q
n
(h; wi) ;
where H
p;q
n
(h  ; wi) 2 H
p;q
n
is the zonal harmoni with pole w, f. [F℄.
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If one wants to use the expansion in spherial harmonis, then one is required to know uniform estimates
in the variable t of F (p; q; p+ q+n; t) when the parameters p; q grow, in order to obtain bounds of integrals
involving S
p;q
n
(see e.g. Theorem 2 below). For q = p+ a, with a bounded, Watson [W℄ [L, p. 237℄ gave the
asymptoti behaviour of suh an F . However, we will need more general estimates.
In this paper, we study the asymptoti behaviour of
F (q;mq; q +mq + n; t)
and we obtain the following uniform estimate, where B(  ;  ) denotes the Beta funtion:
Theorem 1. There exists a universal onstant C, not depending on n; p; u;m; z, suh that, for all real
numbers, u; p  0, m;n  1, 0  z < 1, if we denote
G = F (p+ u;mp+ 1; (m+ 1)p+ u+ n+ 1; z)B(mp+ 1; p+ u+ n);
then
G  C L ;
where
L = t
mp+1
0
(1 m(1  t
0
))
p+u
(1  t
0
)
n 1

1  z
a
2
  b
2
z

1=4
1
m
p
p+ 1
and
t
0
=
a+ bz  
p
(1  z) (a
2
  b
2
z)
2z
=
2
a+ bz +
p
(1  z) (a
2
  b
2
z)
;
a = 1 +
1
m
; b = 1 
1
m
:
Besides, this result is sharp in the sense that
lim
p!1
G
L
=
p
2 :
By making the hoies u = 1=m, p+ u = q, we have the following
Corollary. There exists a universal onstant C, not depending on n; q;m; z, suh that, for all real numbers,
m;n  1, q  1=m, 0  z < 1, if we denote
G = F (q;mq; q +mq + n; z)B(mq; q + n) ;
then
G  C L
where
L = t
mq
0
(1 m(1  t
0
))
q
(1  t
0
)
n 1

1  z
a
2
  b
2
z

1=4
1
m
p
q + 1
:
Observe that without loss of generality we an suppose m  1, beause of the symmetry of the hyper-
geometri funtion in the two rst parameters.
It is not possible to obtain a similar uniform upper bound of F beause L is zero for z = 1. However
usually the hard inequalities involve lower bounds.
One ould think that the hypothesis p = mq is too restritive, but this is enough in order to prove some
results in whih p and q grow independently (see Theorem 2 below). On the other hand, Theorem 2 is sharp.
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This uniform estimation of S
p;q
n
allow us to obtain an integral expression for the -energy of a omplex
measure supported in B. We reall that the -energy is dened as follows:
J

() =
ZZ
BB


(d(x; y)) d(x) d(y) ;
where


(t) =
8
>
<
>
:
log
1
t
; if  = 0 ;
1
t

; if 0 <  < 2n ;
and d(x; y) is a distane in B.
More onretely, we have obtained in [FPR2℄ the following result.
Theorem A ([FPR2℄). If  is a omplex measure supported on B and d(z; w) = j1   hz; wij
1=2
, we have
for 0 <  < 2n, that
(1.3) J

() 
Z
1
0

Z
B
jP

(r)j
2
d

r
=2 1
(1  r
2
)
n =2 1
dr ;
where  means that the quotient of the two terms is between two onstants whih an depend on n and ,
and P

denotes the invariant Poisson extension of , whih we reall is dened as follows
P

(z) =
Z
B
P
n
(z; w) d(w) ; z 2 B :
Theorem A is one of the keys to obtain a apaity distortion result [FPR2℄ under inner funtions. Reall
that if E is a losed subset of B, then
(ap

(E))
 1
= inffJ

() :  a probability measure supported on Eg :
Reall also that an inner funtion is a bounded holomorphi funtion from the unit ball B of C
n
into the
unit disk  of the omplex plane suh that the radial boundary values have modulus 1 almost everywhere.
If E is a non empty Borel subset of , we denote by f
 1
(E) the following subset of B
f
 1
(E) = f 2 B : lim
r!1
f(r) exists and belongs to Eg :
Theorem B. [FPR2℄ If f is inner in the unit ball of C
n
, f(0) = 0, and E is a Borel subset of , we have:
i) If 0 <  < 2 (and also  = 0 if n = 1), then
ap
2n 2+
(f
 1
(E))  C(n; ) ap

(E) :
ii) If  = 0 and n  2, then
1
ap
2n 2
(f
 1
(E))
 C(n)

1 + log
1
ap
0
(E)

:
Corollary. With the same hypotheses of Theorem B, we have
Dim(f
 1
(E))  Dim(E) + 2n  2 ;
where Dim denotes Hausdor dimension with respet to the distane d(z; w) = j1  hz; wij
1=2
.
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These two theorems translate to the distane d(z; w) = j1  hz; wij
1=2
in B the orresponding results
[FPR1℄ for the eulidean distane. It is interesting to remark that in the eulidean ase the analogue of (1.3)
is an equality. On the other hand, these results have a lot of appliations [FP1℄, [FP2℄, [FPR1℄.
The heart of the proof of Theorem A is to redue it to the following:
Theorem 2. For all non negative integers p; q; n (n  1) and for all , 0 <  < n=2, we have, with onstants
whih only depend on n, , that
I =
Z
1
0

F (z)
F (1)

2
z
p+q+ 1
(1  z)
n 2 1
dz 
 (p+ ) (q + )
 (p+ n  ) (q + n  )
;
where F (z) is the hypergeometri funtion F (p; q; p+ q + n; z).
The outline of the paper is as follows. In Setion 2 we give the proof of Theorem 1. We will prove
Theorem 2 in Setions 3 and 4. In Setion 5 we will give an open question.
Notations. By C we will denote a onstant, whih sometimes an depend on n and , that an hange
its value from line to line and even in the same line. The expression A  B will mean that there exists a
onstant C, depending at most on n and , suh that C
 1
 A=B  C. Finally, A  B when x! a, means
that lim
x!a
A=B = 1.
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2. Proof of Theorem 1.
Theorem 1. There exists a universal onstant C, not depending on n; p; u;m; z, suh that, for all real
numbers, u; p  0, m;n  1, 0  z < 1, if we denote
G = F (p+ u;mp+ 1; (m+ 1)p+ u+ n+ 1; z)B(mp+ 1; p+ u+ n);
then
G  C L ;
where
L = t
mp+1
0
(1 m(1  t
0
))
p+u
(1  t
0
)
n 1

1  z
a
2
  b
2
z

1=4
1
m
p
p+ 1
and
t
0
=
a+ bz  
p
(1  z) (a
2
  b
2
z)
2z
=
2
a+ bz +
p
(1  z) (a
2
  b
2
z)
;(2.1)
a = 1 +
1
m
; b = 1 
1
m
:
Besides,
lim
p!1
G
L
=
p
2 :
In order to prove the Theorem 1 we will need the following well-known integral expression [S, p. 20℄ [L,
p. 99℄
G =
Z
1
0
t
mp
(1  t)
p+u+n 1
(1  zt)
 p u
dt :
Aordingly, we an write
G =
Z
1
0
e
pf(t)
g(t) dt ;
where
f(t) = log
t
m
(1  t)
1  zt
and g(t) =
(1  t)
u+n 1
(1  zt)
u
:
Observe that the funtion f has a unique maximum t
0
in [0; 1℄, given by (2.1).
The lassial Laplae's method (see e.g. [O℄, [Wo℄) for asymptoti expansions gives that the prinipal
ontribution of the integrand of G is loated in a neighborhood of t
0
. Consequently, it will be useful to have
at our disposal some expressions involving t
0
.
Lemma 2.1. If t
0
is dened by (2:1) we have the following formulae
z t
2
0
= (a+ bz) t
0
  1 ;(2.2)
2 z t
0
= a+ bz  
p
(1  z) (a
2
  b
2
z) ;(2.3)
2 (1  zt
0
) = b (1  z) +
p
(1  z) (a
2
  b
2
z) = t
0

a (1  z) +
p
(1  z) (a
2
  b
2
z)

;(2.4)
1  t
0
=
p
(1  z) (a
2
  b
2
z)  a (1  z)
2z
=
t
0
2

p
(1  z) (a
2
  b
2
z)  b (1  z)

;(2.5)
(1  t
0
) (1  zt
0
) =
t
0
m
(1  z) ;(2.6)
1  t
0
1  zt
0
= 1 m (1  t
0
) ;(2.7)
f
00
(t
0
) =  
m
2
t
2
0
s
a
2
  b
2
z
1  z
;(2.8)
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Proof. In order to nd t
0
we need, of ourse, to solve the equation f
0
(t) = 0. This equation is equivalent
to (2.2). The identities (2.3)-(2-7) an be obtained by an elementary argument if we reall (2.1) and the
denition of a and b. More onretely, (2.6) and (2.7) use (2.2). To obtain (2.8) we use (2.6) and (2.3) in
the following way
f
00
(t
0
) =  
m
t
2
0
 
1
(1  t
0
)
2
+
z
2
(1  zt
0
)
2
=
(2:6)
 
m
2
t
2
0
1
m
(1  z)
2
+ (1  zt
0
)
2
  z
2
(1  t
0
)
2
(1  z)
2
=  
m
2
t
2
0
a+ bz   2zt
0
1  z
=
(2:3)
 
m
2
t
2
0
p
(1  z) (a
2
  b
2
z)
1  z
: Q.E.D.
Proof of Theorem 1. Following Laplae's method (see e.g. [O℄, [Wo℄), we dene a new variable  by the
equation
(2.9) f(t
0
)  f(t) = 
2
and the ondition that  must be an inreasing funtion of t.
Using the Taylor's polynomial of degree 2 of f in t
0
, we obtain that if we dene h by t = h(), we have
(2.10) h
0
(0) =
s
 2
f
00
(t
0
)
:
Then
(2.11) G = e
pf(t
0
)
Z
1
 1
e
 p
2
g(h())h
0
() d :
If we use (2.9) and (2.10), we have that as p!1
G  e
pf(t
0
)
g(h(0))h
0
(0)
Z
1
 1
e
 p
2
d = e
pf(t
0
)
g(t
0
)
s
 2
f
00
(t
0
) p
:
Then, using (2.8), we obtain
G 

t
m
0
(1  t
0
)
1  zt
0

p

1  t
0
1  zt
0

u
(1  t
0
)
n 1
s
2
p
t
2
0
m
2
r
1  z
a
2
  b
2
z
:
The identity (2.7) gives
G  t
mp+1
0
(1 m (1  t
0
))
p+u
(1  t
0
)
n 1
1
m
s
2
p
r
1  z
a
2
  b
2
z

p
2 L :
This proves the last part of Theorem 1. To prove the main part of Theorem 1 we need to estimate g(h())
and h
0
() near 0. These estimates must be uniform in n, p, u, m and z.
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For eah 0 < " < 1 we dene
t = (1  ") t
0
;(2.12)
x = b+
s
a
2
  b
2
z
1  z
 2 ; if 0  z < 1 ;(2.13)
w = 1 +
m"
2
x  1 +m" ; if 0  z < 1 :(2.14)
We need to estimate
(2.15) 
2
= f(t
0
)  f(t) = log

1
(1  ")
m
1  t
0
1  (1  ") t
0
1  (1  ") zt
0
1  zt
0

:
A omputation gives, using (2.4), that
(2.16)
1  (1  ") zt
0
1  zt
0
= 1 m"+
m"
2
x = w  m" ;
and also, using (2.5), that
(2.17)
1  t
0
1  (1  ") t
0
=
1
1 +
m"
2
x
=
1
w
;
where x, w are dened by (2.13) and (2.14). If we substitute (2.16) and (2.17) in (2.15) we obtain
(2.18) f(t
0
)  f(t) = log

1
(1  ")
m

1 
m"
w

 log
1
(1  ")
m
(1 +m")
:
We wish to show that
(2.19) h
0
()  K h
0
(0) ; for all  2 [
1
; 0℄ ;
for some onstants K > 0 and 
1
< 0 whih are independent of n, p, u, m and z. In order to obtain this
inequality onsider the funtion H = h
 1
(i.e. H(t)
2
= f(t
0
)   f(t)). Then, (2.19) is equivalent to the
inequality
(2.20)
1
H
0
(t)

K
H
0
(t
0
)
= K
s
 2
f
00
(t
0
)
;
for all t 2 [t
1
; t
0
℄, with t
1
= h(
1
).
Sine we are working with t < t
0
, we have that
H(t) =  
p
f(t
0
)  f(t) :
And realling (2.8), (2.12), (2.13) and (2.14), we see that to prove (2.20) is equivalent to prove that
(2.21)
4 (f(t
0
)  f(t))
f
0
(t)
2
 2K
2
t
2
0
m
2
1
x  b
=
2K
2
t
2
0
m
2
1
2
m"
(w   1)  b
:
On the other hand if t is given by (2.12), omputations give, with the help of (2.6), (2.16) and (2.17), that
f
0
(t) =
m
(1  ")t
0
 
1
1  (1  ")t
0
+
z
1  (1  ")zt
0
=
(2:16)
(2:17)
m
(1  ")t
0
 
1
w(1  t
0
)
+
z
(w  m")(1  zt
0
)
=
(2:6)
m
t
0

1
1  "
 
w (1  z) m" (1  zt
0
)
w (w  m")(1  z)

;
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and so if we use (2.4) and (2.14) to obtain
1  zt
0
=
x
2
(1  z) ;
we nd that
(2.22) f
0
(t) =
m
t
0

1
1  "
 
1
w (w  m")

:
Substituting (2.18) and (2.22) into the inequality (2.21), we obtain that (2.19) is equivalent to
(2.23) M(w) = log

1
(1  ")
m

1 
m"
w

 
K
2
4
m"
(w   1)  2b

1
1  "
 
1
w (w  m")

2
 0 ;
for all w  1 +m" and "  "
1
.
In order to show (2.23) the next lemma plays an important role.
Lemma 2.2. For all 0 < " < 1, m > 0, K 
p
(1  ")=3, w  1 +m", we have M
0
(w) > 0.
In the proof of Lemma 2.2 we will need the next inequality:
Lemma 2.3. For all ";m > 0, w  1 +m", we have
(2.24)
w (w  m")  (1  ")
w   1 m" b=2
 w + 2 :
Proof of Lemma 2.3. The restritions 1 +m"  w and b < 1 give
1 +m"  w + wm" (1  b=2) :
This inequality an be transformed, using the fat that m = mb+ 1, into
1 + "+m" b  w + wm"  wm" b=2 ;
whih is equivalent to
w (w  m")  (1  ")  (w + 2) (w   1 m" b=2) :
Therefore, we obtain (2.24) by observing that w   1 m" b=2  m" m" b=2 > 0. Q.E.D.
Proof of Lemma 2.2. We have that
M
0
(w) =
1
w  m"
 
1
w
+
K
2
m"
4

1
(w   1 m" b=2)
2

1
1  "
 
1
w (w  m")

2
 
2
w   1 m" b=2

1
1  "
 
1
w (w  m")

2w  m"
w
2
(w  m")
2

:
Then
(2.25) M
0
(w) 
m"
w (w  m")
 
K
2
m"
2 (w   1 m" b=2)

1
1  "
 
1
w (w  m")

2w  m"
w
2
(w  m")
2
:
We an bound, with the help of (2.24), the term
(2.26)
1
w   1 m" b=2

1
1  "
 
1
w (w  m")

=
1
(1  ")w (w  m")
w (w  m")  (1  ")
w   1 m" b=2

w + 2
(1  ")w (w  m")
:
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We an also obtain an upper bound of the the term
(2.27)
2w  m"
w
2
(w  m")
2
<
2w
w
2
=
2
w
:
Substituting (2.26) and (2.27) into (2.25), we obtain
M
0
(w) >
m"
w (w  m")
 
K
2
m"
w
w + 2
(1  ")w (w  m")
=
m"
w (w  m")

1 
K
2
1  "

1 +
2
w

:
The hypothesis on K in Lemma 2.2 gives that K
2
 (1  ")=3, and then
K
2
1  "

1 +
2
w

 1 :
This implies M
0
(w) > 0. Q.E.D.
Consequently, if K 
p
(1  ")=3, we have that
M(w) M(1 +m") ;
and so, we only need to prove that N(") =M(1 +m")  0.
Lemma 2.4. For all 0 < " < 1, m > 0, K  1  ", we have that N(")  N(0) = 0 .
Proof of Lemma 2.4. It is enough to show that N
0
(") > 0. Reall that
N(") =M(1 +m") = log

1
(1  ")
m
(1 +m")

 
K
2
2a

1
1  "
 
1
1 +m"

2
:
Therefore,
N
0
(") =
m
1  "
 
m
1 +m"
 
K
2
a

1
1  "
 
1
1 +m"

1
(1  ")
2
+
m
(1 +m")
2

:
Using the fat that
1
1  "
 
1
1 +m"
=
m"a
(1  ") (1 +m")
;
we have
N
0
(") =
m"
(1  ") (1 +m")

ma K
2

1
(1  ")
2
+
m
(1 +m")
2

:
The hypothesis K
2
 (1  ")
2
gives
K
2
(1  ")
2

1 +m
(1  ")
2
(1 +m")
2

< 1 +m = ma ;
and this implies N
0
(") > 0. Q.E.D.
It is onvenient to make a bak-up of our results. We have showed that if 0 < " < 1, m > 0, K 
minf
p
(1  ")=3; 1  "g, for t = (1  ") t
0
,
1
H
0
(t)

K
H
0
(t
0
)
:
10
Take 0 < "  "
0
< 1 and K = minf
p
(1  "
0
)=3; 1  "
0
g  minf
p
(1  ")=3; 1  "g. Then we have
h
0
(H(t))  K h
0
(0) ; for all t 2 [(1  "
0
) t
0
; t
0
℄ :
Then (2.18) gives, if m  1,
H((1  "
0
) t
0
)
2
= f(t
0
)  f((1  "
0
) t
0
)  log
1
(1  "
0
)
m
(1 +m"
0
)
 log
1
1  "
2
0
 
2
1
;
where the last inequality is true sine m  1. Of ourse, H((1  "
0
) t
0
) and 
1
are negative numbers and we
have
H((1  "
0
) t
0
)  
1
;
and then
h
0
()  K h
0
(0) ; for all  2 [
1
; 0℄ :
Therefore (2.11) and the positivity of the integrand give that
G  e
pf(t
0
)
Z
0

1
e
 p
2
g(h())h
0
() d
 K h
0
(0) e
pf(t
0
)
Z
0

1
e
 p
2
g(h()) d :
Observe that h() is an inreasing funtion on  and g(t) is a dereasing funtion on t (beause n  1).
Then
G  K e
pf(t
0
)
g(t
0
)h
0
(0)
Z
0

1
e
 p
2
d 
C
p
p+ 1
e
pf(t
0
)
g(t
0
)h
0
(0) :
This nishes the proof of Theorem 1 by observing that
lim
p!1
Z
0

1
e
 p
2
d
Z
1
 1
e
 p
2
d
=
1
2
:
Q.E.D.
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3. Proof of Theorem 2. First part.
In this Setion we will prove one half of Theorem 2. More onretely:
Theorem 2.1. There exists a positive onstant C, depending only on n and , suh that for all nonnegative
integers p; q; n (n  1) and for all , 0 <  < n=2, we have
I =
Z
1
0

F (z)
F (1)

2
z
p+q+ 1
(1  z)
n 2 1
dz  C
 (p+ ) (q + )
 (p+ n  ) (q + n  )
;
where F (z) is the hypergeometri funtion F (p; q; p+ q + n; z).
If p or q are 0, F is the onstant 1, and I is the Beta funtion B(p+ q + ; n  2). So we an assume
that p and q are not zero.
By the symmetry of the hypergeometri funtion in the two rst variables, it is enough to prove the
inequality for p  q. Let p = mq, with m  1.
The orollary following Theorem 1 gives that
F (z)B(mq; q + n)  C L :
Gauss summation formula [S, p. 28℄, [L, p. 99℄, gives
F (1) =
 (mq + q + n)  (n)
 (mq + n)  (q + n)
;
and therefore
F (z)B(mq; q + n) =
F (z)
F (1)
 (mq)  (n)
 (mq + n)

F (z)
F (1)
C
(mq)
n
;
where we have used the following well-known fat,
Proposition 3.1. For all u, v xed real numbers, we have that
 (x+ u)
 (x+ v)

1
x
v u
; when x! +1 :
Hene,
F (z)
F (1)
 C(n)m
n 1
q
n 1=2
t
mq
0
(1 m(1  t
0
))
q
(1  t
0
)
n 1

1  z
a
2
  b
2
z

1=4
;
where a = 1 + 1=m and b = 1  1=m.
Then we have
I  C m
2n 2
q
2n 1
J;
where
J =
Z
1
0
e
qf(z)
g(z) dz;
and
f(z) = log (t
2m
0
(1 m(1  t
0
))
2
z
m+1
) ;
g(z) =
(1  t
0
)
2n 2
p
a
2
  b
2
z
z
 1
(1  z)
n 2 1=2
:
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The funtions t
0
and f are inreasing; observe that
d
dz

2
t
0

= b 
b
2
(1  z) + 2=m
p
(1  z) (a
2
  b
2
z)
;
and that this funtion is negative beause
b
p
(1  z) (a
2
  b
2
z)  2
1
p
m
b
p
1  z 
1
m
+ b
2
(1  z) :
Following Laplae's method ([O℄, [Wo℄) we introdue the new variable  =  f(z); then, if z = h(), we
have
J =
Z
1
0
e
 q
g(h()) jh
0
()j d :
In order to bound J we need some estimates for the funtion
r(z) =
2=m
p
4=m+ b
2
(1  z) + a
p
1  z
:
The funtion r is inreasing for 0  z  1; then we have that 1=(m+ 1)  r(z)  1=
p
m. For eah k, suh
that
p
m=(m + 1)  k  1, there is a unique 0  z
m
 1 suh that r(z
m
) = k=
p
m. A omputation shows
that
(3.1)
p
1  z
m
=
1
2k
(a
p
m 
p
b
2
m+ 4k
2
) :
and
z
m
=
1
4k
2

2a
p
b
2
m
2
+ 4k
2
m m(a
2
+ b
2
)

:
We need the following lemma in order to prove that there is an interval [0; A℄ for the variable  , for
some universal onstant A, in whih the estimates are valid.
In what follows we hoose k = (
p
65  1)=8 and z
m
suh that r(z
m
) = k=
p
m for this partiular k.
Lemma 3.1. If 
m
is dened as 
m
=  f(z
m
), there is a universal positive onstant A suh that 
m
 A
for all m  1.
In order to prove this result we need some inequalities.
Lemma 3.2. We have, for all z 2 [z
m
; 1℄, and for all m  1, that
k
r
1  z
m
 1  t
0

r
1  z
m
;(3.2.A)
1 
p
m(1  z)  1 m (1  t
0
)  1  k
p
m(1  z) ;(3.2.B)
1  t
0
 1  t
0
(z
m
) < 2
1  k
2
m
<
2
m
;(3.2.C)
p
m(1  z) 
p
m(1  z
m
) < 2
1  k
2
k
=
1
2
;(3.2.D)
z
m
2
h
3
4
; 1
i
;(3.2.E)
k
r
1  z
m
   log t
0
 2
r
1  z
m
;(3.2.F)
k
p
m(1  z)    log(1 m(1  t
0
))  2
p
m(1  z) ;(3.2.G)
0    log z 
r
1  z
m
;(3.2.H)
a
2
  b
2
z 
5
m
;(3.2.I)
4k
p
m(1  z)    10
p
m(1  z) ;(3.2.J)
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Proof of Lemma 3.2. A straigthforward omputation shows, using (2.5), that
(3.3) 1  t
0
= r(z)
p
1  z :
This proves (3.2.A) and (3.2.B), sine r is an inreasing funtion for 0  z  1.
Sine t
0
= t
0
(z) is an inreasing funtion of z, we have, using the fat that r(z
m
) = k=
p
m and also
(3.1), that
1  t
0
 1  t
0
(z
m
) = r(z
m
)
p
1  z
m
= k
r
1  z
m
m
=
1
2

a 
r
b
2
+
4k
2
m

and so
1  t
0
 1  t
0
(z
m
) =
1
2
4
m
 
4k
2
m
a+
r
b
2
+
4k
2
m
< 2
1  k
2
m
:
whih proves (3.2.C).
In order to prove (3.2.D) it is enough to observe that (3.3) and (3.2.C) give
p
m(1  z
m
) =
m
k
(1  t
0
(z
m
)) < 2
1  k
2
k
and this last number is equal to 1=2 beause of our hoie of the onstant k.
(3.2.E) follows diretly from (3.2.D).
(3.2.A) gives
1 
r
1  z
m
 t
0
 1  k
r
1  z
m
:
If we use the inequalities
x    log(1  x) 
x
1  x
; for all x 2 (0; 1) ;
and we observe (see (3.2.D)) that
p
(1  z)=m  1=2, we obtain (3.2.F).
(3.2.G) an be dedued like (3.2.F) using (3.2.B) instead of (3.2.A).
The inequality (3.2.H) follows from
  log z 
1  z
z

4
3
(1  z)
=
4
3
p
m(1  z)
r
1  z
m

r
1  z
m
;
where we have used (3.2.E) and (3.2.D).
(3.2.I) an be proved using (3.2.D) in the following way
a
2
  b
2
z = a
2
  b
2
+ b
2
(1  z) 
4
m
+ 1  z
m

5
m
:
Finally, (3.2.J) follows from (3.2.F), (3.2.G) and (3.2.H). Q.E.D.
Proof of Lemma 3.1. The inequality (3.2.J) with z = z
m
gives

m
 4k
p
m(1  z
m
) :
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On the other hand, (3.1) allows to ompute
lim
m!1
p
m(1  z
m
) = lim
m!1
m
2 k

a 
r
b
2
+
4k
2
m

= lim
m!1
m
2 k
4
m
 
4k
2
m
a+
r
b
2
+
4k
2
m
=
1  k
2
k
=
1
4
;
where the last equality is true beause of our hoie of k.
Sine 
m
> 0 for all m  1 and lim inf
m!1

m
 k, we have that
A = inf
m

m
> 0 : Q.E.D.
Lemma 3.3. If z 2 [z
m
; 1℄, the derivative with respet to z of the funtion t
0
satises
(3.4) t
0
0
(z) 
2
p
m(1  z)
:
Proof. Reall (see (2.1)) that
t
0
(z) =
a
2z
+
b
2
 
p
a
2
  b
2
z
2z
p
1  z :
Therefore,
t
0
0
(z) =
 a
2z
2
+
2a
2
  b
2
z
4z
2
p
a
2
  b
2
z
p
1  z +
p
a
2
  b
2
z
2z
1
2
p
1  z
:
Hene,
(3.5) t
0
0
(z) 
a
2
2z
2
p
a
2
  b
2
z
p
1  z +
1
p
m
1
p
1  z
;
where we have used (3.2.E) and (3.2.I). On the other hand, using that a
2
  b
2
= 4=m and (3.2.E), we have
that
a
2
2z
2
p
a
2
  b
2
z
p
1  z 
a
2
2z
2
p
a
2
  b
2
p
1  z  2
p
m(1  z) :
Besides, using (3.2.D), we dedue
2
p
m(1  z) 
1
p
m(1  z)
:
Finally, substituting these two last inequalities in (3.5), we obtain (3.4). Q.E.D.
Lemma 3.4. For all z 2 [z
m
; 1℄ we have that
(3.6) f
0
(z)  C
r
m
1  z
:
Proof. Reall that
f(z) = log (t
2m
0
(1 m(1  t
0
))
2
z
m+1
) :
Hene,
f
0
(z) = 2m
t
0
0
t
0
+ 2m
t
0
0
1 m(1  t
0
)
+
m+ 1
z
:
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Using (3.2.A) and (3.2.D), we have that t
0
 1=2. Similarly, using (3.2.B) and (3.2.D) again, one dedues
that 1 m(1  t
0
)  1=2. Therefore, if we reall (3.2.E) and (3.4), we obtain that
f
0
(z)  4m (t
0
0
+ t
0
0
+ 1)  C
r
m
1  z
: Q.E.D.
Lemma 3.5. Let A = inf
m

m
. Then, for all  2 [0; A℄, we have that
jh
0
()j 
C 
m
;(3.7)
g(h()) 
C 
4n 4 3
m
3n 2 3
:(3.8)
Proof. First, realling that h = ( f)
 1
and using (3.6) and (3.2.J), we have that
jh
0
()j =
1
f
0
(z)
 C
r
1  z
m

C 
m
:
This proves (3.7). Seondly, reall also that
g(h()) = g(z) =
(1  t
0
)
2n 2
p
a
2
  b
2
z
z
 1
(1  z)
n 2 1=2
:
Therefore, using (3.2.A), (3.2.I) and (3.2.E), we have that
g(h())  C

1  z
m

n 1
p
m (1  z)
n 2 1=2
= C
(1  z)
2n 2 3=2
m
n 3=2
;
and so, (3.2.J) gives the result. Q.E.D.
Proof of Theorem 2.1. Reall that we need a lower bound of the integral
J =
Z
1
0
e
 q
g(h()) jh
0
()j d :
Using Lemma 3.5 and the positivity of the integrand we have that
(3.9)
J 
Z
A
0
e
 q
g(h()) jh
0
()j d

C
m
3n 2 2
Z
A
0
e
 q

4n 4 2
d

C
m
3n 2 2
 (4n  4   1)
q
4n 4 1
;
where we have used the elementary fat that
lim
q!1
Z
A
0
e
 q

4n 4 2
d
Z
1
0
e
 q

4n 4 2
d
= 1 :
Finally, realling that I  C m
2n 2
q
2n 1
J , and using (3.9), we obtain that
(3.10) I  C
1
m
n 2
1
q
2n 4
=
C
(p q)
n 2
:
Finally, (3.10) and Proposition 3.1 give Theorem 2.1. Q.E.D.
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4. Proof of Theorem 2. Seond part.
To nish the proof of Theorem 2, we need only to prove the reverse inequality.
Theorem 2.2. There exists a positive onstant C, depending only on n and , suh that for all nonnegative
integers p; q; n (n  1) and for all , 0 <  < n=2, we have
I =
Z
1
0

F (z)
F (1)

2
z
p+q+ 1
(1  z)
n 2 1
dz  C
 (p+ ) (q + )
 (p+ n  ) (q + n  )
:
In order to prove Theorem 2.2 we will need some lemmas.
Lemma 4.1. For p; q; n; z as in Theorem 2, we have
 
B(q; p+ n)F (p; q; p+ q + n; z)

2
 B(q; n)B(q; 2p+ n)F (2p; q; 2p+ q + n; z) :
Proof. We have ([S, p. 20℄, [L, p. 99℄) that
B(q; p+ n)F (p; q; p+ q + n; z) =
Z
1
0
t
q 1
(1  t)
p+n 1
(1  zt)
 p
dt
=
Z
1
0
t
(q 1)=2
(1  t)
(n 1)=2
t
(q 1)=2
(1  t)
p+(n 1)=2
(1  zt)
 p
dt ;
and so, using the Cauhy-Shwarz inequality,
 
B(q; p+ n)F (p; q; p+ q + n; z)

2


Z
1
0
t
q 1
(1  t)
n 1
dt

Z
1
0
t
q 1
(1  t)
2p+n 1
(1  zt)
 2p
dt

= B(q; n)B(q; 2p+ n)F (2p; q; 2p+ q + n; z) : Q.E.D.
We will denote by
3
F
2
(a; b; ; d; e; z) the following generalized hypergeometri funtion
3
F
2
(a; b; ; d; e; z) =
1
X
k=0
(a)
k
(b)
k
()
k
(d)
k
(e)
k
z
k
k!
:
We have that
Lemma 4.2. There exist onstants C
1
, C
2
, depending only on n and  suh that
C
1

3
F
2
(2p; q; p+ q + ; 2p+ q + n; p+ q + n  ; z)
F (2p; q; 2p+ q + 2n  2; z)
 C
2
:
Proof. By omparing the k-th terms of eah series we have that
Q
k

(2p)
k
(q)
k
(p+ q + )
k
(2p+ q + n)
k
(p+ q + n  )
k
z
k
k!
(2p)
k
(q)
k
(2p+ q + 2n  2)
k
z
k
k!
=
(2p+ q + 2n  2)
k
(2p+ q + n)
k
(p+ q + )
k
(p+ q + n  )
k
=
 (2p+ q + 2n  2 + k)  (p+ q +  + k)
 (2p+ q + n+ k)  (p+ q + n   + k)
 (2p+ q + n)  (p+ q + n  )
 (2p+ q + 2n  2)  (p+ q + )
:
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If we denote
A(p; q) 
 (2p+ q + n)  (p+ q + n  )
 (2p+ q + 2n  2)  (p+ q + )
;
using again Proposition 3.1, we have that
A(p; q) 
(p+ q)
n 2
(2p+ q)
n 2
; if p+ q !1 ;
and so there exists a onstant C = C(n; ) suh that
C
 1
 A(p; q)  C ; for all p; q  0 :
Also
C
 1
 A(p; q + k)  C ; for all p; q; k  0 :
Therefore,
C
 2
 Q
k
=
A(p; q)
A(p; q + k)
 C
2
; for all k  0 ;
and this implies the lemma.
Proof of Theorem 2.2. Gauss summation formula ([S, p. 28℄, [L, p. 99℄) gives
F (1) =
 (p+ q + n)  (n)
 (p+ n)  (q + n)
=
B(q; n)
B(q; p+ n)
;
and therefore
I =
1
B(q; n)
2
Z
1
0
 
F (z)B(q; p+ n)

2
z
p+q+ 1
(1  z)
n 2 1
dz

Lemma 4.1
B(q; 2p+ n)
B(q; n)
Z
1
0
F (2p; q; 2p+ q + n; z) z
p+q+ 1
(1  z)
n 2 1
dz
=
B(q; 2p+ n)
B(q; n)
Z
1
0
1
X
k=0
(2p)
k
(q)
k
(2p+ q + n)
k
k!
z
k+p+q+ 1
(1  z)
n 2 1
dz
=
B(q; 2p+ n)
B(q; n)
1
X
k=0
(2p)
k
(q)
k
(2p+ q + n)
k
k!
 (k + p+ q + )  (n  2)
 (k + p+ q + n  )
=
B(q; 2p+ n)
B(q; n)
B(p+ q + ; n  2)
3
F
2
(2p; q; p+ q + ; 2p+ q + n; p+ q + n  ; 1)

Lemma 4.2
C
 (2p+ n)  (q + n)
 (2p+ q + n)
 (p+ q + )
 (p+ q + n  )
F (2p; q; 2p+ q + 2n  2; 1)
= C
 (2p+ n)  (q + n)  (p+ q + )
 (2p+ q + n)  (p+ q + n  )
 (2p+ q + 2n  2)
 (2p+ 2n  2)  (q + 2n  2)
 C
(2p+ q + 1)
n 2
(2p+ 1)
n 2
(q + 1)
n 2
(p+ q + 1)
n 2

C
(p+ 1)
n 2
(q + 1)
n 2
 C
 (p+ )  (q + )
 (p+ n  )  (q + n  )
;
where we have used again Gauss summation formula and twie Proposition 3.1. Q.E.D.
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5. An open question.
In this setion we formulate an open question whih refers to estimates of the square of an hypergeometri
funtion:
Is true that
 
F (p; q; p+ q + n; z)

2
 F (2p; 2q; 2p+ 2q + 2n  1=2; z) ;
for p, q, n positive integers, 0  z  1 ?
We know three ases in whih this is true: if n = 1=2 (though 1=2 is not an integer!) as a onsequene
of Clausen formula, see e.g. [S, p. 75℄; if z = 1 (using Gauss summation formula) or z = 0; if p or q is zero.
On the other hand, we have a formal argument based on the asymptoti behaviour of the hypergeometri
funtion stated in Theorem 1, whih would give a positive answer to the question above.
If this question would be true, this would simplify onsiderably the proof of Theorem 2 by using the
ideas ontained in the proof of Theorem 2.2.
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