Relatively little is known at the functional genomic level about the global host response to human immunodeficiency virus type 1 (HIV-1) infection. Microarray analyses by several laboratories, including our own, have revealed that HIV-1 infection causes significant changes in host mRNA abundance and regulation of several cellular biological pathways. However, it remains unclear what consequences these changes bring about at the protein level. Here we report the expression levels of ϳ3,200 proteins in the CD4 ؉ CEMx174 cell line after infection with the LAI strain of human immunodeficiency virus type 1 (HIV-1); the proteins were assessed using liquid chromatography-mass spectrometry coupled with stable isotope labeling and the accurate mass and time tag approach. Furthermore, we found that 687 (21%) proteins changed in abundance at the peak of virus production at 36 h postinfection. Pathway analysis revealed that the differential expression of proteins was concentrated in select biological pathways, exemplified by ubiquitin-conjugating enzymes in ubiquitination, carrier proteins in nucleocytoplasmic transport, cyclin-dependent kinase in cell cycle progression, and pyruvate dehydrogenase of the citrate cycle pathways. Moreover, we observed changes in the abundance of proteins with known interactions with HIV-1 viral proteins. Our proteomic analysis captured changes in the host protein milieu at the time of robust virus production, depicting changes in cellular processes that may contribute to virus replication. Continuing analyses are expected to focus on blocking virus replication by targeting these pathways and their effector proteins.
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Human immunodeficiency virus type-1 (HIV-1) infection has dramatic effects on host cell physiology. Infection causes the host cell to produce large quantities of viral RNAs and proteins, alters the progression of the host cell cycle (49, 72) , leads to interactions between viral and host cell proteins (25) , and can result in profound alterations in host cell morphology, such as syncytium formation. One might expect that such profound functional and morphological changes in host cells would be associated with significant changes in the patterns of host cell gene expression. To this end, using genome-wide mRNA profiling, several studies have described changes in host gene expression due to HIV-1 infection (31, 89) . Moreover, increased gene expression changes have also been associated with increased viral loads in viremic patients (17) .
Virus replication is likely to unleash a battery of stresses with the abrupt introduction and accumulation of foreign proteins synthesized in infected cells. For example, replication of the hepatitis C virus genome induces endoplasmic reticulum (ER) stress, triggering the host unfolded-protein response (85) . Similarly, the accumulation of viral proteins in the ER during herpes simplex virus infection also activates the kinase PERK, a hallmark of ER stress response (15, 55) . Given the effects of viral infections on host protein synthesis and processing mechanisms over the course of viral infections, it is not surprising that protein abundance changes have been reported for viral infections. For instance, in hepatitis C virus infection models, abundance changes of proteins, particularly in relation to lipid metabolism, have been reported through the use of mass spectrometry (MS) (45) and in conjunction with stable isotope labeling (54) . As described below, we have adopted both approaches for protein expression profiling in our HIV infection system to maximize the number of proteins surveyed.
Several lines of evidence suggest that the flux of protein synthesis and degradation may also be modulated during HIV-1 infection. Potential effects on host protein synthesis can be gleaned from the inhibition of PKR-induced eIF2 phosphorylation by HIV Tat (8) as well as from the down-regulation of PKR itself in HIV-1 infection (79) . HIV-1 and other members of the retrovirus family, including HIV-2, simian immunodeficiency virus, mouse Moloney murine leukemia virus, and mouse mammary tumor virus, all encode viral proteases that have been reported to cleave the initiation factor eIF4G (4, 64) , a component of the eIF4F translation initiation complex. We have also previously reported a decrease in total protein synthesis concomitant with degradation of cellular mRNA (1) . More recently, protein expression profiling by gel electro-phoresis coupled to MS has revealed the differential expression of cellular proteins associated with HIV-1 infection in monocyte-derived macrophages (18) as well as with the expression of HIV-1 Tat in human T cells (20) and astrocytes (71) .
Here we report the first large-scale quantitative analysis of a CD4 ϩ cell line in a model of acute HIV-1 infection, in order to capture cellular protein abundance changes and gain insights into cellular processes that are associated with robust virus production. High-sensitivity liquid chromatography (LC), coupled with MS and the accurate mass and time (AMT) tag approach, has allowed for the relative quantification of 3,255 host proteins. We report that while 79% of the proteins detected did not change in abundance, most of the protein abundance changes that did occur were concentrated in select pathways, suggesting that specific cellular functions may be implicated in robust virus production. Systematic analysis revealed changes in functional categories, such as nuclear transport, ubiquitination, cell cycle progression, and the citrate cycle. While some of the processes have been implicated in HIV-1 virion processing and packaging, the concerted quantitative changes of individual constituents can be assessed in only a large-scale profiling analysis. We will discuss the contributions of these changes in the context of host cells undergoing robust virus production. 7 .5. After reducing with 5 mM dithiothreitol at 37°C for 1 h, the sample was diluted to 600 l with coupling buffer divided into three equal aliquots and applied to three Handee Mini-spin columns (Pierce), each containing ϳ100 l of preequilibrated thiopropyl Sepharose 6B resins (Amersham Biosciences). The cysteinyl peptides were captured by the beads during 2 h of incubation at room temperature with gentle shaking. The unbound portion of the peptide sample was collected as the non-Cys fraction. Nonspecifically bound peptides were removed from the beads by stringent washing first with the coupling buffer, followed by 2 M NaCl, 80% acetonitrile-0.1% trifluoroacetic acid (TFA) solution, and 100% methanol, and then again with the coupling buffer. The captured cysteinyl peptides (Cys fraction) were released by incubating the beads with 120 l of 20 mM freshly prepared dithiothreitol solution at room temperature for 30 min. The released peptides were further alkylated with 40 mM of iodoacetamide for 1 h at room temperature in the dark; alkylated peptide samples were then desalted using solid-phase extraction C 18 columns. After lyophilization, both non-Cys and Cys fractions were resuspended in 600 l of 10 mM ammonium formate in 25% acetonitrile, pH 3.0, and fractionated by strong cation exchange fractionation using a 200-mm by 2.1-mm Polysulfoethyl A column (PolyLC) as previously described (92) . Thirty fractions were collected for each of the non-Cys and Cys samples.
Each strong cation exchange fraction was analyzed with an automated, custom-built, capillary reversed-phase LC system coupled online to a linear trapping quadrupole ion trap mass spectrometer using an electrospray ionization interface as previously described (92) . The SEQUEST algorithm was used to search the MS/MS data against that for humans in the International Protein Index (IPI) database (version 2.29, April, 2004; available at http://www.ebi.ac.uk/IPI). For enriched cysteinyl peptide samples, a static mass modification for cysteinyl residues that corresponded to alkylation with iodoacetamide (57.0215 Da) was applied during the SEQUEST analysis. Criteria (established with probability-based evaluations using sequence-reversed database searching to provide confidence of Ͼ95% at the unique peptide level [74] ) used to filter raw SEQUEST results were follows: (i) an Xcorr value of Ն1.6 for charge state plus one full tryptic peptide, (ii) an Xcorr value of Ն2.4 for charge state plus two full tryptic peptides and an Xcorr value of Ն4.3 for charge state plus two partial tryptic peptides, and (iii) an Xcorr value of Ն3.2 for charge state plus three full tryptic peptides and an Xcorr value of Ն4.7 for charge state plus three partial tryptic peptides. A delta correlation value (⌬Cn) of Ͼ0.1 was used in all cases. Two AMT tag databases for the non-Cys peptides and Cys peptides were generated by including peptides that passed these criteria. The peptide retention times from each LC-MS/MS analysis were normalized to a range of 0 to 1 using a predictive peptide LC-normalized elution time (NET) model and linear regression as previously reported (69) . Both the calculated accurate monoisotopic mass and NET of the identified peptides were included in the AMT tag database. To evaluate the proteome coverage of the AMT tag databases, we annotated the proteins based on gene ontology cellular components and biological function assignments by FatiGO (3).
16 O/ 18 O labeling and quantitative LC-FTICR analyses. Trypsin-catalyzed 16 O/ 18 O labeling was carried out as previously described (75) by incubating the tryptic peptides in either 18 O-enriched water (95%; ISOTEC) for HIV-infected samples or regular 16 O water for mock-infected samples with immobilized trypsin (Applied Biosystems) as a catalyst for oxygen exchange at the tryptic C termini. The 16 O/ 18 O-labeled samples were mixed with equal amounts of mock-and HIV-1-infected samples, and the mixed sample was further fractionated into Cys and non-Cys peptides as described above. The Cys and non-Cys peptide samples were then analyzed using a custom-built capillary LC system coupled online, using an in-house-manufactured electrospray ionization interface, to an 11.5 T Fourier transform ion cyclotron resonance (FTICR) mass spectrometer. The analyses of quantitative LC-FTICR data sets were the same as previously described (75) , which includes deisotoping, feature finding, 16 O/ 18 O peptide pair finding, and isotopic ratio calculation. Peptide identities were assigned by matching the normalized elution time and accurate mass measurements to the AMT tag database within a 5-ppm mass error and a 2% NET error. For the assessment of labeling efficiency by the 16 O and 18 O isotopes, identical aliquots of cell lysates were labeled with either isotope. Peptides were then quantified based on 16 O-to- 18 O ratios, and deviations from the expected ratio of 1:1 were determined to exceed no more than 1.19-fold (Table 1 ). All quantified peptides were rolled up to nonredundant protein groups by using ProteinProphet (60) , and the abundance ratio for each protein group was calculated by averaging the ratio of multiple unique peptides stemming from the same protein group.
Identification of protein signatures. Four independent infections were performed to provide biological replicates. Peptide relative abundances in the form of 16 O-to- 18 O (mock-to-HIV) ratios were generated along with standard errors (SE) with the use of the Rosetta elucidator system for differential analysis (Rosetta Biosoftware). We employed an error model developed for the stable isotope-labeling approach to estimate technical variations in the process as described previously (87) . In brief, in a manner similar to that with the error model for microarray data (78), additive and multiplicative measurement errors were inferred from the relative peptide abundance measurements. An errorweighted averaging method (84, 87 ) was adopted to combine multiple peptide measurements, including those from Cys and non-Cys peptide fractions as well as from the biological replicates, to estimate the protein expression level and its error. The weighting factor is inversely proportional to the variance of the peptide measurement. A P value of less than 0.05 was chosen to identify signature proteins exhibiting differential expression.
Determination of functional pathway enrichment pathway analysis. To identify functional categories represented by the signature genes, we used the Ingenuity Pathways knowledge base (IPKB) and the associated analytical tools (11) . We also interrogated our data based on membership in canonical maps defined in the GeneGo MetaCore database (62) . IPI identifiers were matched with Entrez gene identifications based on definitions in the cross-reference file for humans (available at ftp://ftp.ebi.ac.uk/pub/databases/IPI/current/). The hypergeometric distributions of signature proteins from a particular functional pathway or map were assigned P values by IPKB and MetaCore. IPKB pathways and MetaCore maps with P values of Ͼ1.1 ϫ 10 Ϫ3 and Ͼ 3.8 ϫ 10 Ϫ3 , respectively, were excluded from our analyses, as their total expectation within the respective databases would be greater than 5% by chance alone, as described previously (16, 86) .
Sodium dodecyl sulfate-polyacrylamide gel electrophoresis and Western blotting. HIV-1-and mock-infected lysates were collected at the times indicated, with total proteins solubilized with M-PER detergent (Pierce). Fifty micrograms of total proteins from each condition was resolved by sodium dodecyl sulfatepolyacrylamide gel electrophoresis on 4 to 20% Tris-glycine gel (NuSep). Proteins were then electrotransferred to polyvinylidene difluoride membranes for Western blotting. Antibodies against Ran, caspase-3 (BD Pharmingen), dilipoamide dehydrogenase (DLD), translocated promoter region (TPR) (Abnova), Importin ␣3 and ␤ (MBL), ubiquitin-activating enzyme E1 (UBE1), ubiquitin, and actin (Abcam) and peroxidase-conjugated secondary antibodies (Jackson ImmunoResearch) were used for probing, the ECL Plus chemiluminescence assay was used for signal visualization, and the Typhoon PhosphorImager and ImageQuant software (Amersham Biosciences) were used for quantification. Digital images were adjusted for brightness and contrast uniformly throughout each blot using Photoshop Elements 2.0 software (Adobe).
Propidium iodide DNA profiles by flow cytometry. HIV-and mock-infected cells were harvested at the times indicated. As positive control, cells were treated with staurosporine (ST) (Calbiochem) at a concentration of 20 or 200 ng/ml for 12 h. Ethanol-fixed cells were stained with a propidium iodide (PI) buffer (5 g PI and 70 kU RNase [Calbiochem] per milliliter phosphate-buffered saline, pH 7.4) as described previously (5, 36) . PI fluorescence was detected on the FL3 channel on the linear scale on an FC500 flow cytometer (Beckman Coulter). Six thousand events were gated using a dual density plot of FL3-height and FL3-width to exclude cell debris from analysis. Based on PI staining, cells with hypodiploid DNA contents were deemed to represent apoptotic cells (32, 66) .
RESULTS
HIV-1 infection model. To study changes in cellular protein abundance associated with HIV-1 infection, we sought to minimize the number of uninfected CEMx174 cells by using two TCID 50 per cell. We monitored virus production and cell viability between 6 and 44 h after HIV or mock infection to span across the completion of one virus replication cycle, which presumably included the period of peak virus production. We detected intracellular p24 expression after 16 h postinfection (p.i.), with an increase in both the percentage of positively stained cells as well as signal intensity approaching 42 h p.i. (Fig. 1B ) (see viromics.washington.edu/publications/ericchan /HIV_Figures_1.pdf). This result is in line with those of previous studies of HIV life cycle kinetics (77) . In parallel, a trypan blue exclusion assay was used to determine cell viability (Fig.  1B) . We observed that peak virus production occurred at 36 h p.i., with 94.1% of the cells actively producing virus before cell a The precision (mean ratio) and accuracy (standard deviation) of calculating peptide ratios are shown. Cell lysates were divided into identical aliquots, one labeled with 16 O and the other labeled with 18 O. Duplicate analyses were performed with both HIV-and mock-infected cell lysates. viability decreased dramatically ( Fig. 1A and B) . Therefore, our subsequent analysis using two TCID 50 at 36 h p.i. should reflect protein abundance changes at the peak of virus production, with close to all cultured cells actively producing virus.
Abundance changes of proteins upon HIV-1 infection. We chose to monitor protein abundance changes at 36 h p.i. because it was close to the time of peak virus production before cell viability plummeted (Fig. 1B) . We further noted that protein recoveries from 10 8 viable cells produced 3.1 and 2.8 mg of proteins in the HIV-and mock-infected samples, respectively, as determined by the bicinchoninic acid assay. Given that cell viability and protein yields were comparable in virally infected and mock-infected cells, equal amounts of HIV-and mockinfected protein extracts were used in all subsequent quantitative LC-FTICR analyses by 18 O labeling. In all, 11,028 unique peptides were quantified, representing 3,255 unique host proteins (see viromics.washington.edu/publications/ericchan/HIV_Tables _1.zip). A total of 687 host proteins (21%) exhibited significant changes in abundance upon infection; 344 and 343 of these signature proteins were up-and down-regulated upon infection, respectively (Tables 2 and 3 and Fig. 2) .
Characterization of protein abundance changes in relation to viral proteins. To focus on protein activities that may be directly involved in virus production, we first looked for proteins with known interactions with viral proteins. There appeared to be an enrichment for cellular proteins with known interactions with HIV-1 integrase and Vpu (Table 4) , and at a P value of less than 0.029, fewer than three false positives are expected of the 83 with known interactions with HIV-1 viral proteins, based on the NIAID HIV protein interaction database (available at http://www.ncbi.nlm.nih.gov/RefSeq /HIVInteractions/). Interestingly, about two-thirds of the protein interactors identified were down-regulated upon infection. We observed the uniform down-regulation of four members of the importin family (down 1.2-to 2.76-fold), presumably involved in the nuclear import of the integrase (30) . On the other hand, integrase activities appeared to be supported by the up-regulation of the integrase interactor protein FLJ13963, which has been shown to ameliorate the cytopathic effects of the integration (67), as well as by the up-regulation of DNA-PK, possibly as a host response to the integration process and the ensuing DNA damage (22) . The down-regulation of proteasome subunits would also reduce the proteolysis of integrase by the proteasome complex (55). Our results also showed mixed effects on Vpu activities. While Vpu has been shown to induce apoptosis via the inhibition of NF-B activity, followed by the activation of caspase-3 and the reduction in TRAF-1 level (2), our observed increase in NF-B and TRAF-1 and decrease in caspase-3 abundance levels seemed to depict a cellular environment not conducive to apoptosis, at least one that is not mediated by Vpu. This result also coincided with the observed down-regulation of CD95/Fas, which would otherwise initiate Vpu-mediated cell death (14) . Taken together, the observed changes in protein abundance of known interactors of viral proteins have mixed effects on the functions of viral proteins and probably likewise on viral replication. Coincidentally, some of the effects contrary to those reported of the viral proteins may turn out to prolong host cell survival and therefore be beneficial to virus production, as exemplified by the repression of apoptosis and the induction of DNA repair pathways. Functional characterization of cellular activities exhibiting protein abundance changes by pathway analysis. Given that virus production reached an apex at 36 h p.i. without significant changes in cell viability, we wanted to examine other aspects of cell signaling and metabolism to determine whether cell functions are regulated to enable robust virus production. Previous microarray analyses have revealed the induction of cell division and transcription pathways (31, 55, 89) . We wanted to understand the effects of changes in cellular protein abundance in the context of the cellular functions they partake in. If changes in protein abundance are reflections of global stress response to the introduction of viral proteins (19, 29) , we would expect to see indiscriminate changes in cellular protein abundance, at least apart from pathways such as the unfolded protein response and translational control. To this end, we have resorted to the use of two commercially available databases of cellular metabolic and signaling pathways. Both GeneGo MetaCore and Ingenuity Pathways Analysis assign gene products to functional pathways based on manually curated literature findings. Pathway analysis by both programs reports the distribution of signature proteins in predefined pathways; if a pathway is populated with more signature proteins than expected, the pathway is deemed subject to regulation upon HIV-1 infection. For our analysis, we considered IPKB pathways and MetaCore maps with less than 5% expectation of having differential regulation occurring by chance alone, determined as described previously (16, 86) . Pathway analyses by MetaCore and Ingenuity revealed the significant enrichment of protein abundance in four maps and seven pathways, respectively ( Table 5 ). The differences in the functional categories identified likely reflected the nature of manual curation in the two commercial databases. While both programs help point out functional categories represented by our signature proteins, the exclusion of a pathway does not preclude its association with virus production; rather, its association simply may not be evident from the existing body of literature as assessed by the two independent sources. Nevertheless, we focused on functional categories reported by the software tools for an unbiased assessment of cellular functions potentially associated with virus production. The most significantly regulated category based on MetaCore analysis was the RAN regulation pathway (Table 5 and Fig. 3 ). Central to the nucleocytoplasmic pathway, the GTP-binding protein Ran travels into and out of the nucleus when it is bound to GTP or GDP, respectively. Its increase in abundance was accompanied by the increase in abundance of the intranuclear filament protein TPR, which was detected in only the HIV-infected samples (Table 6 ). Furthermore, the concerted decrease in abundance of subunits of importins alpha and beta, which recognize nuclear localization signals on cargo proteins, and NTF2, which normally assembles at the nuclear pore complex following the docking of imported proteins (68) , suggested that protein import to the nucleus may be impeded. In all, our data suggested that there was a bias favoring the export of proteins from the nucleus at the expense of import into the nucleus (Fig. 3) .
Ingenuity Pathways Analysis reported ubiquitination as the most significantly regulated pathway. We observed the downregulation of the E1 ubiquitin-activating enzyme as well as a few of the 30 known E2 ubiquitin-conjugating enzymes upon infection. As cdc34 mediates the degradation of cell cycle G 1 FIG. 3. RAN regulation pathway constituents exhibiting abundance changes, with a figure adapted from the GeneGo MetaCore database. In this pathway, importin subunits ␣4, ␣6, ␤1, and ␤3 as well as nuclear transport factor 2 and sentrin, were down-regulated at 36 h p.i., as indicated by the green arrows. At the same time, Ran GTPase and the intranuclear filament TPR were up-regulated, as indicated by the red arrows. checkpoint proteins and initiates entry into S phase (33, 70) , its down-regulation renders further indication of a block in G 1 /S transition in our infection model. Additional evidence for cell cycle dysregulation came from the down-regulation of E2b, a human homolog of the yeast (Saccharomyces cerevisiae) RAD6 protein responsible for postreplicative DNA repair in late S/G 2 phase (52), and of Ubc12, responsible for the neddylation and stabilization of human cullins, including cdc53/cullin (35, 44, 65) . Apart from the ubiquitination of cell cycle regulators, our data also pointed to a potential increase in activities, based on the increased abundance of ubiquitin-specific peptidases. We also observed the up-and down-regulation of various subunits of the 20S proteasome core and the 19S regulator (Table 6 ). In fact, some of these changes appeared to be counterproductive, such as the up-regulation of 20S core subunit ␣1 and the down-regulation of subunit ␣5. While this result could point to an overall dysregulation and repression of proteolytic activities of the proteasome complex, it may also stem from the nature of the proteasome as a dynamic complex, with its 20S and 19S subunits performing nondegradative functions. For instance, we observed the simultaneous up-and down-regulation of the 19S ATPase subunits 2 and 3, respectively, the former being a positive (58, 82) and the latter a negative modulator (59) of viral Tat transactivation. Taken together, our observations in the ubiquitination pathway suggested that the regulated expression of components of the ubiquitination pathway likely reflects G 1 /S arrest in the cell cycle, accompanied by presumed increases in Tat transactivation and Gag monoubiquitination that coincide with peak virus production at 36 h p.i. (Fig. 1A) .
Components of the citrate (trichloracetic acid [TCA]) cycle exhibited changes in abundance, as reported by both MetaCore and Ingenuity analyses ( Table 5 ). The up-regulation of the E3 component of the pyruvate dehydrogenase complex DLD at 36 h p.i. suggested an overall induction in the generation of acetyl-CoA from pyruvate (43) . The supply of acetylCoA, key to biosynthetic pathways, including those for lipogenesis and cholesterogenesis, may be further augmented by the elevated abundance of the ATP citrate lyase. The generation of acetyl-CoA for fatty acid synthesis coincided with the dysregulation in oxidative phosphorylation, evidenced by the decreased abundance of cytochrome c oxidase and NADH dehydrogenase subunits (see viromics.washington.edu/publications /ericchan/HIV_Tables_1.zip), presumably related to the inactivation of the energy regulatory switch AMP kinase in the presence of excess ATP (13) . In all, our observations on components of the TCA cycle and oxidative phosphorylation suggested that an induction of ATP-consuming biosynthetic pathways occurred at the time of peak virus production.
Functional characterization of cellular activities exhibiting protein abundance changes by network analysis. We have also sought to characterize our signature proteins based on proteinprotein interactions. While pathway analyses revealed functional pathways with greater-than-chance occurrences of differential protein abundance, none of the pathways were fully populated with differentially expressed proteins, nor should any of them be, as changes in abundance do not capture other changes in protein expression, such as modification and relocalization. Nevertheless, de novo network construction by the Ingenuity software produced a network comprised entirely of 
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Thimet oligopeptidase 1 1.32 SGT1, suppressor of G2 allele of SKP1 (S. cerevisiae) (Fig. 4) . This represents a cluster of proteins and their underlying biological functions, subject to quantitative changes at the protein level. From the plasma membrane, signaling through the CD30/TNFRSF8 (57) and CD95/Fas appear to be impaired, as evidenced by the down-regulation of these positive regulators of apoptosis. Further indications of antiapoptosis can be found in the up-regulation of TRAF1, which has been shown to be down-regulated in Vpu-mediated apoptosis (2) . The increase in TRAF1 and tumor necrosis factor alpha (TNF-␣)-inducible primary response gene 3 (TNFAIP3) expressions corroborates with their induction by NF-B (9, 40), which itself was up-regulated based on our observations; the induction also seemed to be specific to NF-kB activities, as the CD86 ligand, which otherwise has been shown to elevate TNF response (24) , was in fact down-regulated. NF-B activation is also supported by the elevated abundance of PRDX4 (37) and LCP2 (95) . Also in the nucleus, the up-regulation of four SWI/SNF proteins suggests that their chromatin-remodeling properties may be a reflection of active transcription; moreover, SMARCB1/ hSNF5 has been shown to be incorporated into virions, presumably to aid in DNA-joining activities of the integrase (46, 96) . Taken together, our data (by network analysis and in agreement with our pathway analyses) indicated that peak virus production coincided with a repression in apoptosis induction. Transcriptional activation also seemed to be active, as evidenced by the elevated abundance of NF-B and by signs of active remodeling of chromatins.
Orthogonal validation and analysis of temporal protein expression by Western blotting. As our mass spectrometry approach uses tryptic peptide quantification as a proxy for protein abundance measurements, we have also sought to verify our proteomic results at the level of intact proteins by Western blotting. In particular, we have focused on constituents of the pathways discussed above, namely the nuclear transport, ubiquitination, and TCA pathways. In addition, given some of the observations that are contrary to the expected effects of infection, such as the apparent resistance to the nuclear import of the integrase preintegration complex, we wanted to examine the protein expression patterns prior to 36 h p.i., the recorded peak of virus production. In general, our Western blotting results were in agreement with the directionality of relative protein abundance changes reported by mass spectrometry (Fig. 5 and Table 7 ). In the nuclear transport pathway, both RAN and TPR exhibited increases in abundance from 12 to 36 h p.i.; the weak intensities of TPR suggest the protein could be of low abundance, in turn accounting for the absence of mass spectrometry signal in the mock-infected samples. On the other hand, while both importin ␣3 (KPNA3) and importin ␤1 (KNPB1) exhibited decreases in abundance at 36 h p.i., as reported by mass spectrometry and Western blotting, the decreases were not evident until between 18 and 24 h p.i. This suggests that the nuclear import machinery was available for the integration of the provirus. In the TCA pathway, DLD showed a gradual increase in abundance as we approached (Table 7) . Five micrograms of HIV-and mock-infected cell protein extracts was loaded per lane, with each lane representing one of five time points between 12 and 36 h p.i. All proteins, except ubiquitin (Ubi-1), had also been quantified by MS. Beta-actin (ACTB) appeared as a band at ϳ42 kDa, caspase-3 (CASP3) appeared at ϳ32 kDa, DLD appeared at ϳ75 kDa, importin ␣3 (KPNA3) appeared as a doublet at ϳ59 kDa, importin ␤ (KPNB1) appeared at ϳ97 kDa, Ran appeared at ϳ30 kDa, translocated promoter region (TPR) appeared at Ͼ150 kDa, ubiquitin-activating enzyme E1 (UBE1) appeared at ϳ110 kDa, and ubiquitin (Ubi-1) appeared at Ͻ10 kDa. 36 h p.i., suggesting that the changes in energy demands could be accumulative over the course of infection. In the ubiquitination pathway, the UBE1 showed a slight decrease in abundance over the course of our analysis, in agreement with our MS results. Interestingly, free ubiquitin (Ubi-1), though not measured by MS, exhibited elevated abundance starting at around 18 h p.i. This is in agreement with the notion that the ubiquitination pathway was active in spite of any apparent increase in proteasomal activities inferred from the down-regulation of select proteasome subunits. Caspase-3 exhibited a decrease in abundance at only 12 and 36 h p.i., in agreement with our observations that apoptosis was not heightened over the course of our analysis.
Analysis of apoptosis and cell cycle distribution by DNA content. The differential expression of requisite components of cell cycle regulation, including cyclin-dependent kinase (cdc34), ubiquitin E2 enzymes, and proteasome complex subunits, suggested that cell cycle progression may be affected amid robust virus production. On the other hand, the decrease in abundance of apoptosis effectors, such as caspase-3 and CD95/Fas, indicated that changes in cell death do not accompany such changes. To determine whether our differential expression analysis corroborates with functional consequences in regards to cell cycle progression and apoptosis, we performed PI staining to measure DNA content as an indicator of cell cycle stages (5, 32, 36, 66) . As DNA fragmentation precedes cell death by the apoptotic pathway, hypodiploid DNA content would also be indicative of cell damage or death (61) . We used staurosporine, a broad inhibitor of protein kinases and inducer of apoptosis in lymphocytes (10) , to provide a qualitative benchmark of cell death and damage. Notably, the hypodiploid population characteristic of apoptotic or damaged cells was noticeable at 42 h p.i. and upon ST treatment, but not at earlier time points or upon mock infection (Fig. 6B) (viromics .washington.edu/publications/ericchan/HIV_Figures_1.pdf). Moreover, our flow cytometry results from three separate measurements revealed a moderate increase in the G 1 /G 0 population between 24 h and 36 h p.i., but before 42 h p.i. (Fig. 6B; see the URL mentioned above). The drop in the G 1 /G 0 population at 42 h p.i. (Fig. 6B) was accompanied by an increase in the sub-G 1 population (Fig. 6A ), in agreement with the increase in cells positively stained by trypan blue (Fig. 1B) . In line with our MS results, the flow cytometric data suggested there might be a block to G 1 exit while virus production accelerated between 24 and 36 h p.i., though the block was not accompanied by any surge in cell death. HIV-1 is known to co-opt host machinery as part of its life cycle, starting with the docking of envelope gp120 to the cell surface receptor CD4. In this study, the response of the human CD4 ϩ cell line CEMx174 to HIV-1 infection was quantitatively measured at the proteome level. To our knowledge, this is the first quantitative analysis of host proteome changes in CD4 ϩ cells actively producing HIV-1 virus. We have quantified 3,255 cellular proteins, of which 344 increased and 343 decreased in abundance at 36 h p.i., the peak of virus production in our infection system. While we cannot preclude the effects stemming simply from virus binding, we have confirmed that almost all of the cells were actively producing virus at 36 h p.i. (Fig.  1A) ; therefore, our comparison to mock-infected cells should be sufficient for revealing protein expression changes associated with robust virus replication.
We found these virus-producing cells to exhibit signs of cell cycle arrest, though not accompanied by programmed cell death. The extent of protein abundance changes coincided with active transcriptional activities, as exemplified by the induction of chromatin remodeling proteins. Traffic across the nuclear envelope also appeared to favor the export of proteins, which may include the viral Rev and matrix proteins, along with viral mRNA, as part of the process of the egress of progeny virions. As with the reported decrease in isocitrate dehydrogenase expression in the proteomic analysis of HIV-1 Tat-expressing astrocytes (71), we observed a similar decrease in the abundance of the cytosolic, NAD-dependent isocitrate dehydrogenase. However, we also observed the elevated abundance of the mitochondrial, NADH-dependent isocitrate dehydrogenase, along with other components of the TCA cycle (Table 6 ) (viromics.washington.edu/publications/ericchan/HIV _Tables_1.zip). Such differences could be attributed to the expression of Tat in the presence or absence of the full complement of HIV viral proteins expressed in the proper order. On the other hand, the disconcerted changes in expression of the TCA cycle constituents may reflect a partially dysregulated TCA cycle, perhaps confined to the oxidation of citrate in the cytoplasm. Interestingly, as earlier microarray analyses of CEM cells infected under similar conditions showed prominent changes in the sterol biosynthesis machinery (89), the decrease in oxidation of citrate in the cytoplasm would supply the citrate needed for the synthesis of cholesterol used for the budding of virions. At the same time, the overall induction of the TCA cycle activities would be in line with the increase in supply of cytosolic acetyl-CoA required for fatty acid and cholesterol synthesis via the transcriptional activation of sterol regulatory elements and, subsequently, Nef's induction of ATP citrate lyase (80, 90) , also up-regulated based on our analysis (Table 6) .
We also observed differential expression in the ubiquitination pathway, accompanied by changes in the abundance of proteasome components. As a dynamic complex, individual proteasomal subunits may exhibit differences in expression relative to each other, as we observed with the up-regulation of three proteasome 19S and 20S subunits, amidst a larger number of down-regulated proteasome subunits. This is not without precedence, as is exemplified by the maturation of select 20S beta subunits during immunoproteasome formation upon gamma interferon treatment (39) . In addition, as the proteasome appears to pose a block to replication reportedly countered by the viral Nef protein (73) , the observed downregulation of select proteasome subunits (Table 4 ) (see viromics .washington.edu/publications/ericchan/HIV_Tables_1.zip) may also point to an alleviation in such blocks. Furthermore, some of the ubiquitination activities may also be integrated with cell cycle progression. Evidence for G 1 /S arrest stemmed from the down-regulation of cdc34, the ubiquitin E2-conjugating enzyme which normally degrades and lifts the block by checkpoint proteins on S-phase entry (33, 70) . Cell cycle arrest was also evident from the down-regulation of another E2 enzyme, Ubc12, responsible for the neddylation of cdc53/cullin and its association in an SCF ubiquitin ligase complex (27, 50) ; the complex in turn regulates the degradation of G 1 cyclins and transition into S phase (94) . A prolonged G 1 stage may in fact be beneficial to virus production, as HIV-1 long-terminal repeat activity has been shown to peak during an elongated G 1 -phase via the disruption of cdk2-cyclin E interaction by Tat expression (33, 49, 70) . HIV-1 Vpr also induces G 1 (63) and G 2 (76) arrest. The increase in TPR abundance (Table 6 ) could also be indicative of G 1 arrest, as this nuclear structural protein begins to accumulate in the nuclear envelope early in the G 1 phase (48) . While Vpr has been attributed to both the induction (63) or suppression (21) of apoptosis, our data at 36 h p.i. points to the latter, as evidenced by the reduced abundance of caspase-3 (Fig. 5) , CD95/Fas, and CD30/TNFRSF8 (Fig. 4) . Results from our flow cytometric analysis also pointed to a moderate increase in the G 1 /G 0 population, without any increase in apoptosis ( Fig. 6A and B) . The up-regulation of MAP2K2 in the ERK/MAPK pathway (Table 5 ) (42) is known to block Fas-mediated apoptosis, while the up-regulation of EGLN1 in the HIF1 response pathway (Table 5) suppresses HIF1-alpha transcription, which may augment p53 level and potentiate cells for apoptosis (47, 88) . Furthermore, apoptosis may be repressed by the down-regulation of ␤-tubulin (see viromics.washington.edu/publications/ericchan/HIV_Tables_1 .zip), which was also reported in earlier proteomic analyses of Tat-expressing, Jurkat cells and astrocytes (20, 71) , as the binding of Tat to tubulin is believed to trigger apoptosis (12, 23) . While our results appeared to contradict the known apoptosisinducing effects of Vpr and Vpu, it bears noting that CD4 cell apoptosis is reported to be predominant in uninfected, bystander lymphocytes (28, 56) , which are not included in our model, as close to all of the cells were producing virus at 36 h p.i. It should be noted that the reported resistance to Vprinduced apoptosis by G 1 arrest (5) is in line with our observation of a moderate accumulation of G 1 /G 0 cells, without appreciable increases in cell death.
The import of integrase for provirus integration also appeared to be impaired, based on the down-regulation of importin ␣ and ␤ subunits (38, 53) (Fig. 3) . Likewise, the import of Rev and Vpr via the use of importins may be impaired. However, alternative transporters may be available, as has been reported for Rev (6) and the simian immunodeficiency virus Vpx protein (83) , which is partially homologous to Vpr. In view of the fact that the up-regulation of TPR and Ran, accompanied by the down-regulation of importin subunits, appeared to support traffic out of the nucleus, we speculate that viral egress was probably the dominant process at the point of peak virus production. The apparently dramatic increase in TPR abundance may promote the export of RNA polymerase II transcripts, including both host and HIV viral mRNA (81) . Changes in the abundance of ubiquitin-specific peptidases, such as Usp10 (Table 5 ) (see viromics.washington.edu/publications /ericchan/HIV_Tables_1.zip), may facilitate the breakdown of polyubiquitin chains and favor the monoubiquitination of cellular proteins by the E2-conjugating enzyme Tsg101, as in the case of the androgen receptor (26) and the HIV gag protein (34) . Together with a presumable increase in cholesterol biosynthesis, these changes set in place a cellular environment suitable for the budding of virions. To reconcile the impediment to the import of integrase with the robust virus production we observed, we may point to the fact that integrase is an inherently unstable protein subject to degradation via the Nend rule (55) , and that other HIV viral proteins, such as Vpr and Vpu, are subject to temporal expression predicated on Tat transactivation of the viral long-terminal repeat; therefore, it is that unlikely we could capture all the purported effects of HIV viral proteins on host protein expression and function at a single time point. To this end, we expanded our analysis to a select set of proteins involved in the pathways discussed (Fig.  5) ; indeed, the differential expression of proteins as reflected by their measured abundances involved in nuclear transport appeared to change midcourse, further indicating that the possible impediment to viral integration did not occur early on amidst the normal availability of importins ␣ and ␤ up to around 24 h p.i. On the other hand, differential expression of DLD in the TCA cycle progressed consistently as virus production was reaching the peak at 36 h p.i., perhaps indicative of a persistent need for an increased energy supply to meet the needs by parasitic virus production. Nevertheless, by beginning our profiling efforts at the time of peak virus production at 36 h p.i., we were able to witness these active factories of progeny virions maximizing cholesterol and presumably viral RNA syntheses, while resisting apoptosis.
In all, our data indicated that the CEMx174 cells in our infection model exhibited signs of antiproliferation, as exemplified by arrest at the G 1 /G 0 stage and decrease in the NFkB-associated cell proliferation program. On the other hand, while cell cycle dysregulation is a common cause of apoptosis, these virus-producing cells exhibited no significant signs of apoptosis, as confirmed by flow cytometric analysis. To reconcile the known apoptosis-inducing effects of viral proteins, such as Env and Vpr, we speculate that cell survival signals may have overcome the apoptotic signals long enough to sustain virus replication. Changes in the nuclear transport pathway also seemed to be skewed towards the export of progeny virions. Our analysis at 36 h p.i. has probably captured the final moments of the cells as virus producers, as these cells eventually succumbed to extensive cell death at 40 to 42 h p.i.
Protein expression profiling by MS provides a catalog of proteins at the disposal of the host cell for sustaining rapid virus production. While mRNA profiling by microarrays reveals the transcriptional programs affected by infection, proteomic profiling has the ability to capture posttranscriptional changes not reflected at the mRNA level, such as changes in protein turnover rates. Although the approach does not distinguish protein expression patterns that are causal to robust virus production from those that are simply associated with the overall change in cell signaling and metabolism, it provides leads for follow-up assays to establish causality. As proteins do not function in isolation, pathway analysis helps unveil the concerted changes of protein networks that are most likely to be revealing of host mechanisms contributory to viral production. Extending the approach to in vivo models of HIV-1 infection is going to yield more biologically relevant insights into pathogenesis at the systems level; however, animal variations call for comparisons with well-controlled in vitro systems in order to separate causal markers from noise. Moreover, cell culture studies are more effective at elucidating the primary effects of infection in virus-producing cells; therapeutic interventions that alter the microenvironment optimal for virus production may help lower the viral set point and thereby prolong the state of nonprogression to AIDS (41) . Even without establishing causality, proteomic profiling also promises to reveal diagnostic markers for assessing the efficacy of and subject responsiveness to treatments.
