Abstract. The complete solution in (n, yx, yj) 6 Z3 of the Diophantine equation b" = ±2yi yi is given, where (bn)nez is Berstel's recurrence sequence defined by />o = Z>i=0, b2 = l, b"+3 = 2bn+2 -4b"+l + 4bn.
Introduction
Let iu")nez be a linear recurrence sequence in Q whose characteristic polynomial has at least two distinct roots and suppose that this sequence is nondegenerate, i.e., the ratio of any distinct roots of the characteristic polynomial is not a root of unity. Let c be an integer which is either a constant or an -S-integer (i.e., an integer whose prime divisors belong to a finite fixed set of primes). Under these assumptions, the equation un = c (in the unknown n) has at most finitely many solutions; see, for example, Corollary 3 of J. H. Evertse [3] . The problem of the explicit computation of these solutions is a difficult one, and in a previous paper of ours [6] we propose a general practical method for the explicit solution of equations as above. The purpose of our present paper is to give an interesting application of our method [6] to the equation (1) bn = ±2r3°, where ibn)nez is Berstel's ternary recurrence sequence defined by b0 = bx=0, b2= I, bn+3 = 2bn+2 -4bn+x + 4bn.
We quote from the introduction of our paper [6] : "Among ternary linear recurrence sequences, it seems that Berstel's sequence...plays a very special role. Firstly, it is the only known example of a nondegenerate ternary linear recurrence sequence which has six zeros (by definition, a nondegenerate linear recurrence sequence has only finitely many zeros). It was proved in [4] that it contains exactly six zeros. F. Beukers has just proved [in the meantime, this has appeared in [ 1 ] ] that six is the right upper bound for the number of zeros of nondegenerate ternary recurrence sequences of integers. Secondly, Berstel's sequence contains many repetitions; indeed it was proved in [5] that the equation bm = ±b" for rational integers m, n e Z has exactly 21 solutions im, n) with m < n, and these solutions were explicitly computed. For the problem studied here, i.e., the equation u" = ±2T , it seems again that Berstel's sequence has remarkable properties: we can prove that there are exactly 44 solutions («, r, s)." In our aforementioned paper we announce without proof the complete solution of ( 1 ) (see the theorem in §IV of [6] ). Here we will give all the details of the solution. In particular, we hope to make clear, by means of the concrete example which we study, the part of our method described only in general terms in the remark of §111 of [6] .
Preliminaries
We work in the field Q(0), where 03 -292 + 40 -4 = 0. In this field, n = 62/2 is a prime element and (2) = n3. More precisely, 2 = n3e, where e = 3-9 + d2 is a unit and 0 = 7r2/i, where p= l + 62/2 is a unit (1, 0, d2/2 is an integral basis in the field Q(0)). If 0(1>, 0(2), 0(3) are the conjugates of 0 in C (exactly one is real), then it is easy to see that where a» = p3e~2 and GJ3-l-<y2-r-<y-l = 0. Thus, for j = 1, 2, b3m+j = 22mUjm , where Ujm is given by the formula (2) ^ = ¿a,^w»" i=i and 3 b3m = 22m_1 uom, where w0m = ^ 2a,w(,)m , ¡=i and in all the three cases, Uj>m+3 = -Uj,m+2 -Uj,m+X + Uj,m .
It is easy to see that («;o, ";i, Un) = (0, 1,0), (0,0, 1), (1, -1, 1) according as j = 0, 1, 2, respectively. In the following sections we shall solve the equations (3) ujm = ±2'3* for each value j e {0, 1,2} separately. The advantage of working with the sequence (M,m) instead of (/>") is that the first one assumes only integral values,
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In the present paper we will often apply Theorem 1 of §11 of [6] . We describe its use in our situation: Let p be a prime / 2, 11 (these are the primes dividing the discriminant of the minimal polynomial of of). Choose a positive integer 5 such that cos = A (mod/?) for some A e Z. Suppose, moreover, that A has been chosen in such a way that the orders of A modulo p and p2 have the same value R. Then we have the following result (cf. Theorem 1, §11 of [6] ): Theorem 1. Let the rational integer c be such that either c £ 0 (mod/?) or c = 0. Let ¿P be a complete system of residues modulo S, and J? a subset of 6 satisfying the following conditions:
(i) um = c for every meJi, (ii) if ne 3a and un = cAr (modp) for some r e{0, I, ... , R-l], then n eJ[, ( iii) um+s £ Aum (mod/?2) for every me/.
Then u" = c implies neJ!.
In the beginning of §4 we will use another result from [6] (Theorem 2 of [6] ):
Theorem 2. Let p, oe, and A be as in Theorem 1 and JV = {n e Z: un = 0} . Let q be a prime ^ p and v a positive integer such that the following condition is satisfied: um = 0 (mod^") => 3« e JV such that n = m (mods').
Then wm = 0 (modi") implies that p divides um.
Remark. More often in this paper we will use, instead of Theorem 2, the following trick (cf. with the remark of §111 of [6] ): Let p be a prime. Then (w") is periodic modulo p, with period P, say. Next, consider a prime q^p. The sequence (w") is periodic modulo qv for any positive integer v, with period length Q, say (depending on v) ; therefore, a relation of the form u" = 0 (modi") restricts the values of the index n modulo Q, hence, if gcd(P, Q) is not "very small", restricts the values of n modulo P to only "a few" possibilities, say nx, ... , nk (modi5). With a convenient choice of the prime p, it can happen that p divides unj for every j = 1, ... , k, and in this case we get the same conclusion as in Theorem 2, i.e., u" = 0 (modi") =>■ w« = 0 (mod/?).
Thus, if it is known a priori that un is not divisible by p, we conclude that a power of q can divide un only if it is lower than qv .
The case 7 = 0
Here we have
We apply first the remark at the end of §2, with q = 2, v = 3, ß=16, p = 7, and P = 48 to conclude that if 8 divides um , then 7 also divides um . Therefore, we can assume 0 < r < 2.
To find an upper bound for 5 using Theorem 2 or the above remark seems difficult in this case. Therefore, we work as follows, distinguishing three cases. First note that for s > 2 one has necessarily m = 0,2 (mod 13).
(i) m = 0 (mod 13) and s > 7 . In this case, um = 0 (mod37) => m = 0 (mod 13-81) => w = 0, 81 (mod 162).
Since m = 0 (mod 162) implies that 163 divides um, we have m = 81 (mod 162).
(ii) m = 2 (mod 13) and s > 6. In this case an argument similar to the previous one shows that we must have m = 83 (mod 162).
(iii) 0 < 5 < 6. This case can be treated as §11 of [6] suggests (see below). First we exclude the first two cases. To simplify notations, we shall write
instead of the two relations a = a' imodmx)&b = b' (modm2).
Note that in both cases (i) and (ii) the index m is odd, which implies that um is also odd, and therefore r = 0. Moreover, we have
In We have the The only pair (m, s) in this table which satisfies (4) and then we construct a table relative to the auxiliary prime 199, from which we see that the only pair which satisfies (5) is (6) im, s) = (155, 80) mod (198, 99).
In particular, m = 23, 89 (mod 132) and, as before, we make use of the auxiliary prime 397. If m = 23 (mod 132), we easily get 5 = 0 (mod 9), which contradicts (6), and if m = 89 (mod 132), then í = 10 (mod 11), which again contradicts (6) (note that 396 is divisible by 99). Now that we have excluded cases (i) and (ii), we are left with (iii); i.e., we have to solve (7) um = ±2r -3s 0<r<2,0<s<6.
We applied Theorem 1 of [6] with p e {47, 53, 103, 163, 199, 397}, using a simple computer program. The values of the various parameters and a summary of the application ofthat theorem to the solution of (7) are given, respectively, in Tables I and II . The symbol 0 in the second main column means that the congruence um = c (mod/7), where c and p are the numbers of the first and third main column on the same row, respectively, is impossible.
4. The cases j = 1 and j = 2
Here we have 7 = 1: «o = 0, «i=0, «2 = 1, um+3 =-um+2 -um+x + um, ; = 2: «o=l, «i = -l, «2 = 1, um+3 =-um+2 -um+x + um.
This section is mainly devoted to the case 7 = 1. The case 7 = 2 is very easy, and its solution is given at the end of the section. The case 7 = 1. im,s) = (9, 3), (10, 5), (13, 2), (8, 1) mod(18, 9).
Then, we work modulo 199, exactly as we did immediately after (4), to conclude that the fourth case above is impossible and, corresponding to the first three cases, we have respectively while from (11) we must have s = 4 (mod 11). All the remaining cases are treated analogously. Now we are left with case (ii) of (8) . We deal with it as we did with equation (7), and we summarize its solution in Table III. The equation
is easier to solve than (8). First we observe that (16) wm = 0(mod24)=>«m = 0(mod7), which implies that r < 3 in (15), and this equation's solution is summarized in Table IV . A main difficulty lies in the problem of finding an upper bound for the exponent 5. In §6, we discuss an alternative approach to the solution of (17). We observe the following fact: Next we work modulo 199. Equation (17) implies um = ±3lr+s (mod 199).
We have the following (an astérisque means that, modulo 199, the value um is not a power of 3). From the above tables it is easy to check the following facts: (in view also of (28)), and this contradicts (25). In an analogous way we prove the impossibility of (26) and (27), and this shows that case (i) (i.e., 5 > 6) is impossible.
It remains therefore to solve the equation um = ±2r3i with 1 < r < 3 and 1 < 5 < 5. The usual table corresponding to this equation is found in Table V. The case j = 2. This is the easiest case. It is obvious that um is odd for every m ; therefore, we have to solve the equation um = ±3S. It is easily checked that um is never divisible by 27. Therefore, 0 < 5 < 2. The usual table of solutions is given in In this section we indicate how linear forms in logarithms of algebraic numbers, in combination with a recent computational technique, can be applied to the solution of equation (17).
It is not difficult to prove the following (we omit the proof):
Lemma. If in equation (17) We put
where Log denotes the principal branch of the logarithmic function and k is some integer with \k\< m+l. Then We can now apply the theory of linear forms in logarithms of algebraic numbers (see [7] and [2] ) to find a lower bound for |A| as follows: By Waldschmidt's theorem [7] we found |A| > exp{-7.1669 • 1025 • (Logm + 3.991)}. The case m > 0 (in fact, we have supposed that m > 17) requires much more effort; it is not a realistic task to check um for all m < 5.52 • 1027 (cf. (33)); nor is it realistic to solve all equations um = 2r • 3s for 0 < r < 3 and 0 < 5 < 155 . Therefore, we need a practical method for reducing the very large upper bound for m. Note first that in (29) we may suppose \eA -1| < 0.5. 
