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We present a method for computing the full probability distribution function of quadratic observ-
ables for the Fermi-Hubbard model within the framework of determinantal quantum Monte Carlo.
Especially, in cold atoms experiments with single site resolution, such a full counting statistics can be
obtained from repeated projective measurements. We demonstrate, that the full counting statistics
can provide important information on the size of preformed pairs. Furthermore, we compute the full
counting statistics of the staggered magnetization in the repulsive Hubbard model at half filling and
find excellent agreement with recent experimental results. We show that current experiments are
capable of probing the difference between the Hubbard model and the limiting Heisenberg model.
Full counting statistics has emerged as a very powerful
tool to characterize and obtain information about a quan-
tum mechanical system by gaining knowledge on the full
probability distribution function of an observable rather
than just its expectation value. These concepts have been
pioneered by Lesovik and Levitov [1] for transport mea-
surements in nano-structures [2]; a remarkable applica-
tion being the demonstration of the fractional charge of
quasiparticles in a fractional quantum Hall fluid [3, 4].
The concept of full counting statistics turns out to be
very powerful in the context of cold atomic gases, where
the observable of interest is the number of particles on a
set of lattice sites, which is accessible with site-resolved
quantum gas microscopes [5, 6]. Especially, it has been
applied to characterize quantum states of cold atomic
gases in equilibrium [7–10] as well as non-equilibrium
states [11–13].
Several cold atoms setups for fermionic atoms are cur-
rently equipped with a quantum gas microscope [14–20]
and have achieved single-site and single-atom detection,
which is required for the measurement of probability dis-
tributions in Fock space by accumulating histograms of
particle configurations over independent measurement re-
alizations [18]. Notably, both the repulsive [15–19] and
the attractive [20] Hubbard model have been realized in
cold atoms experiments at temperature scales that may
be already relevant in the context of normal-state prop-
erties of high-Tc cuprates. While for bosonic systems, the
full counting statistics is accessible within path integral
quantum Monte Carlo simulations, in the fermionic sit-
uation the notorious sign problem renders such path in-
tegral approaches inefficient. In turn, for auxiliary field
QMC methods such as determinantal quantum Monte
Carlo (DQMC) [21], suitable to study such fermionic
systems in certain parameter regimes, there is no direct
correspondence between the computational configuration
space of auxiliary fields and states in Fock space.
In this letter, we demonstrate a method to compute
the full counting statistics (FCS) within the framework
of determinantal quantum Monte Carlo simulations and
provide first comparisons with experiments for fermionic
cold atomic gases. The main observation for this ability
is the fact that DQMC simulations decomposes the in-
teracting fermionic system into an incoherent sum over
density matrices for free fermions in an external potential
[22]. For such free fermions, the spectrum of the reduced
density matrix required for the determination of the full
counting statistics is related to the eigenvalues of a one-
particle correlation function [23, 24]. Furthermore, the
generating function for the FCS of the particle number,
magnetization, and the staggered magnetization is still
quadratic in the fermionic field operators. This allows
us to calculate the relevant trace over the exponentially
large Hilbert space of fermionic Fock states in all parti-
cle number sectors as the determinant of a single-particle
operator. We demonstrate that full counting statistics is
a powerful tool for the detection of pairing and the size
of the pairing wave function by an odd-even effect in the
probability distribution for the particle number. Further-
more, we present the first comparison of the FCS in the
repulsive Hubbard model at half filling and demonstrate
that the experiments clearly observe signatures which are
not captured by the Heisenberg model.
We start with the detailed description of the numerical
methods for the determination of the FCS. The quantity
of interest is the probability P (N↑A, N
↓
A) that there are
N↑A fermions with spin up and N
↓
A fermions with spin
down on a subsystem A with Ns sites, see Fig. 1(a). The
observable of interest is therefore given by the spin den-
sity operator NˆσA =
∑
i∈A cˆ
†
i,σ cˆi,σ with σ ∈ {↑, ↓} and
eigenvalues NσA = 0, . . . , Ns. Its distribution function is
most conveniently derived by the generating function
χ(φ↑, φ↓) = 〈eiφ↑Nˆ↑A+iφ↓Nˆ↓A〉 = Tr
(
ρA e
i
∑
σ φ
σNˆσA
)
. (1)
Here, ρA = TrB=A¯ (ρ) denotes the reduced density ma-
trix with B = A¯ the complement of subsystem A. Then,
the joint probability P (N↑A, N
↓
A) is determined as the co-
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2efficient of the Fourier series of the generating function
P (N↑A, N
↓
A) =
Ns∑
n,m=0
e−iφ
↑
nN
↑
A−iφ↓mN↓A
(Ns + 1)2
χ(φ↑n, φ
↓
m) (2)
with φσn =
2pin
Ns+1
. Note that the maximal number of
fermions with a given spin in the subsystem A is limited
by Ns, and therefore, there are only Ns+1 coefficients in
the Fourier series. In general, one is mostly interested in
the probability distributions PN (NA) for the total parti-
cle number NA = N
↑
A+N
↓
A and PM (MA) for the magneti-
zation MA = N
↑
A−N↓A on subsystem A. These quantities
derive directly from the joint probability distribution via
PN (NA) =
Ns∑
N↓A=0
P (NA −N↓A, N↓A) (3)
with NA = 0, . . . , 2Ns. An analogous expression follows
for PM (MA) =
∑Ns
N↓A=0
P (MA + N
↓
A, N
↓
A) with MA =
−Ns, . . . , Ns.
In the following, we demonstrate that we can efficiently
determine the generating function χ within DQMC. The
standard procedure of DQMC [21] discretizes the inverse
temperature β and then decouples the interactions with
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FIG. 1. (a) Setup of the square subsystem A of dimension
LA × LA embeded in a larger L × L square lattice. (b-d)
Particle number distribution PN (NA) along the BCS-to-BEC
cross-over at half filling for U/t = −1,−8,−14. For compari-
son, the distribution for a BCS mean-field ansatz at T = 0 is
shown in red, as well as the Heisenberg model for strong inter-
actions. (e) Broadening of the distribution function P (NA)
and smearing of the even-odd oscillations for increasing sub-
system size LA.
a Hubbard-Stratonovich (HS) transformation at the ex-
pense of introducing an auxiliary field at every site and
time slice. Then, the partition function can be written
as a sum over free fermion systems coupled to an (imag-
inary) time-dependent Ising field. The expectation value
of an observable Oˆ is
〈Oˆ〉 = Tr
(
Oˆe−βHˆ
)
/Tr
(
e−βHˆ
)
=
1
Z
∑
{s}
w{s}O{s}, (4)
where Z =
∑
{s} w{s} is the partition sum and w{s} is
the weight of one auxiliary field configuration {s}. The
latter takes the form [21]
w{s} = det
(
G↑{s}
)−1 (
G↓{s}
)−1
, (5)
where Gσ{s} = 〈cˆi,σ cˆ†j,σ〉{s} denotes the single-particle
Green’s function for spin species σ. Such a decompo-
sition naturally carries over to more complex quantities
such as the generating function [22]
χ(φ↑, φ↓) =
∑
{s}
w{s}χ
↑
{s}
(
φ↑
)
χ↓{s}
(
φ↓
)
(6)
with χσ{s}(φ
σ) = Tr
(
ρσ{s},A e
iφσNˆσA
)
and ρσ{s},A the re-
duced density matrix for the free fermions with auxiliary
field configuration {s} and spin σ. It is important to
stress that within a Hubbard-Stratovonich configuration
the reduced density matrix factorices into a spin up and
spin down part. Each can be written in the form of a
“Boltzmann weight” as [23–25]
ρσ{s},A = Kσ{s},A e−H
σ
A (7)
with the entanglement Hamiltonian for spin species σ
HσA = −
∑
i,j∈A
cˆ†i,σ log
([
Gσ{s},A
]−1
− 1
)ij
cˆj,σ (8)
and normalization Kσ{s},A = det
(
1−Gσ{s},A
)
. Here,[
Gσ{s},A
]ij
= 〈cˆ†i,σ cˆj,σ〉{s};i,j∈A is the one-body density
matrix (OBDM) for a given HS field configuration {s}
and with sites i and j restricted to subsystem A [25].
Therefore, the generating function for a fixed auxiliary
field configuration {s} reduces to
χσ{s}(φ) =
Ns∏
α=1
(1− λσα)
Ns∏
α=1
(
1 + e−
σ
α+iφ
)
, (9)
where {σα} are the eigenvalues of the entanglement
Hamiltonian HσA and {λσα} those of the OBDM. In deriv-
ing the above expression, we have used that the particle
number operator NˆσA =
∑
i∈A cˆ
†
i,σ cˆi,σ is also a quadratic
operator, and commutes with the entanglement Hamil-
tonian HσA, i.e., they have a common eigenbasis. Within
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FIG. 2. (a): Scaling of the even-odd splitting Podd with linear subsystem size LA. Blue dotted curves in (a) represent the fit
function Eq. (12). (b-c): Pair size pdeloc as a function of attractive interaction −|U |/t and filling 〈n〉 in comparison with the
predictions by mean-field theory in the BEC-BCS crossover. The inset in (b) shows the two-body bound state in vacuum at
U = −4 with red bars indicating the weight of the wave function on lattice sites on the other side of the boundary. The solid
red line in (b) and the red squares in (c) show pdeloc for a two-body bound state in vacuum. In the limit 〈n〉 → 0, the pair size
as computed with DQMC approaches pdeloc for the two-body bound state in vacuum at the same interaction U .
this basis the grand canonical trace can be performed
analytically.
Finally, the eigenvalues {σα} and {λσα} are related
through σα = log(
1
λσα
− 1) [24], and we obtain the im-
portant result
χσ{s}(φ) =
Ns∏
α=1
(1 + (eiφ − 1)λσα), (10)
which allows for the efficient determination of the gen-
erating function χ by quantum Monte Carlo sampling of
the auxiliary field configurations. If the transformations
(2) and (3) are performed in every Monte-Carlo measure-
ment step, error bars for PN (NA) and PM (MA) can be
obtained in the standard way. Note that the equal-time
OBDM Gσ{s},A(τ) depends explicitly on imaginary time
τ , which is suppressed in our notation. Due to the cyclic
property of the trace in Eq. (4) all imaginary time slices
are equivalent and it is possible to average over them to
acquire additional statistics.
In the following, we demonstrate our approach for the
determination of the full counting statistics in the two-
dimensional Fermi-Hubbard model [26] on a square lat-
tice. The Hamiltonian is given by
H = −t
∑
〈r,r′〉,σ
(
cˆ†r,σ cˆr′,σ + h.c.
)
+ U
∑
r
nˆr,↑nˆr,↓. (11)
The fermionic operators cˆr,σ obey canonical commu-
tation relations {cˆ†r,σ, cˆr′,σ′} = δr,r′δσ,σ′ , and nˆr,σ =
cˆ†r,σ cˆr,σ are the density operators while t denotes the
nearest neighbour hopping and U the on-site interation.
The model can be efficiently simulated with DQMC for
the attractive case U < 0 at arbitrary fillings, and for
repulsive interactions at half-filling. Especially, at half
filling and on bipartite lattices, a spin-down particle-hole
transformation cˆr,↓ → (−1)rx+ry cˆ†r,↓ maps the attractive
Hubbard model into the repulsive one.
We start with the presentation of the results for the
attractive Hubbard model. The full counting statistics
PN (NA) for the particle number NA on the sublattice
A is derived within the setup illustrated in Fig. 1(a).
The finite-temperature phase diagram [27, 28] of (11)
features, away from half filling, a Berezinskii-Kosterlitz-
Thouless (BKT) transition at temperature TBKT to a
quasi long-range s-wave superconducting state. At half-
filling, there is a degeneracy of s-wave superconductivity
and charge density wave order, and the SU(2) symmetry
of the order parameter suppresses the transition temper-
ature to zero according to the Mermin-Wagner theorm.
In both cases, there is a second clearly separated temper-
ature scale T ? ∼ |U | which marks the onset of pair for-
mation without long-range phase coherence. In Fig. 1(b-
d), we present the behavior of the full counting statistics
in the cross-over from the BCS-type superfluid of large
overlapping Cooper pairs for weak interactions to a BEC
of hardcore bosonic on-site pairs [29–31] for strong in-
teractions. The temperature is chosen well below the
characteristic temperature T ? for pair formation.
We observe a strong even-odd effect for increasing in-
teractions. We will argue in the following that this phe-
nomenon can be well understood through the size of the
pairing wave function: in the extreme limit of very strong
interactions, all fermions are paired up with a pair wave
function localized on a single lattice site. Then, we ex-
pect a vanishing probability to find an odd number of
fermions on subsystem A. An odd number of fermions
can only appear due to unpaired fermions or a pairing
function spreading over several lattice sites. The latter
provides only a contribution for pairs along the bound-
ary of subsystem A. In order to quantify this effect, we
introduce Podd =
∑
NAodd
P (NA) as a measure of the
even-odd splitting. We expect a scaling behavior
Podd(LA) =
1
2
− 1
2
(1− 2pdeloc)4LA·〈n〉 (12)
4with increasing subsystem size LA and atomic density
〈n〉; 4LA · 〈n〉 estimates the number of pairs along the
boundary. This ansatz is motivated by the idea of inde-
pendent pairs randomly distributed in the sample. Then,
for a pair centered next to the boundary, pdeloc denotes
the weight of the pair wave function to be on the other
side of the boundary. Therefore, we can interpret pdeloc
as a measure for the size of the wave function. Indeed,
we find a perfect fitting of Podd to (12) for a large param-
eter regime, see dashed lines in Fig. 2(a), which allows us
to extract the value pdeloc for different interactions and
densities. The resulting pdeloc for the Hubbard model are
shown in Fig. 2(b) at density 〈n〉 = 1 and as a function of
|U |; note that sufficiently low temperatures are required
to suppress thermal pair breaking. In 2D the binding
energy of a bound state is exponentially small in the at-
tractive interaction [32, 33]. Therefore for U/t = −3,
L = 12, a temperature as low as βt = 24 was neces-
sary to achieve a fit to Eq. (12), whereas for large |U |,
e.g. U/t = −9, “low enough” temperature is βt = 4. In
Fig. 2(c), the behavior of pdeloc is shown for decreasing
densities. The minimum of the pair size at half filling,
〈n〉 = 1, is a lattice effect (see [33] for the 2d continuum
model), due to the logarithmically diverging van Hove
singularity in the tight-binding density of states on the
square lattice. As Fig. 2(c) demonstrates, BCS theory at
T=0 gives a reasonably accurate estimate of the pair size
even for intermediate values of U and densities 〈n〉.
From this quantitative analysis of the even-odd split-
ting we conclude that the FCS can serve as a powerful
tool to observe the formation of pairing in a supercon-
ducting state and provides useful information about the
size of the pairing wave function. We expect that this
analysis carries over to systems where DQMC simulations
are hard, such as the repulsive Hubbard model away from
half-filling, and can serve as a powerful experimental de-
tection tool.
Finally, we study the FCS for the staggered magneti-
zation in the repulsive Hubbard model at half-filling. Re-
cently, this model was extensively studied experimentally
using cold atoms in optical lattices [18] at interactions
U/t = 7.2 with a circular central region of homogeneous
density involving approximately 80 sites surrounded by
a dilute particle bath. Given the single-site resolution in
the experiments [15], histograms of the staggered magne-
tization Mst =
∑
i(−1)i(ni,↑−ni,↓) inside the circular re-
gion were accumulated over more than 250 experimental
realizations [18]. Here, we show the original data points
of Ref. [18] as the red histograms in Fig. 3. As the gen-
erating term for the staggered magnetization no longer
commutes with the entanglement Hamiltonian in Eq. (8)
our method to determine the FCS has to be modified:
it is required to explicitly determine the entanglement
Hamiltonian and subsequently diagonalize the Hamilto-
nian with the staggered term of the generating function
added; the details of this procedure are discussed in the
0
0.005
0.01
0.015
0.02
0.025
0.03
P(
M
A(
st
) ) T/t=0.25
Harvard experiment
Hubbard, DQMC
Heisenberg, SSE
T/t=0.35
0
0.01
0.02
0.03
0.04
-80 -60 -40 -20 0 20 40 60 80
P(
M
A(
st
) )
MA
(st)
T/t=0.64
-80 -60 -40 -20 0 20 40 60 80
MA
(st)
T/t=1.14
trinomial(c) (d)
(b)(a)
FIG. 3. FCS of the staggered magnetization on a disc-shaped
subsystem of Ns = 80 sites for repulsive Hubbard interaction
U/t = 7.2 at half-filling. Red histograms are reproduced from
Ref. [18], blue error bars are our DQMC simulations. Binned
FCS of the Heisenberg model at an equivalent temperature are
shown in black. The magenta line in (d) is a simple model
of independent sites which is parametrized by the doublon
density pd ≡ 1N
∑
i〈nˆi↑nˆi↓〉 = 0.066(1) at T = 1.14t, see
supplement material.
supplement material. For optimal comparison with the
experiment, we determine the FCS of the staggered mag-
netization inside the same circular geometry as in the
experiment, which is embedded in a large system of size
L×L with L = 20 and periodic boundary conditions. As
shown in Fig. 3, we find excellent agreement without any
adjustable fit parameter. Furthermore, we find strong
deviation from the predictions of the staggered magne-
tization from the S = 1/2 antiferromagnetic Heisenberg
model. The latter takes the form HSO = J
∑
〈i,j〉 Sˆi · Sˆj
with super-exchange coupling J = 4t2/U , and follows as
limiting theory of the Hubbard model for large interac-
tions U  t; the corresponding temperature is given by
T/J = (T/t)U/(4t). The Heisenberg model is simulated
at the corresponding temperatures with the same circular
geometry of Ns = 80 sites which is embedded in a larger
system of linear dimension L = 32. For all temperatures,
the half width of the distribution of the staggered magne-
tization for the Hubbard model is systematically smaller
than that of the Heisenberg model. We expect charge
fluctuations, which already play an important role at the
given interaction strength U/t = 7.2, to be the cause of
this difference: it is well established, that the next order
correction to the Heisenberg model in t/U leads to second
and third neighbour exchange as well as four-spin ring
exchange interactions of order t4/U3 [34, 35]. Further-
more, the operator measuring the staggered magnetiztion
is reduced by a renormalization factor
(
1− 8 t2U2
)
due to
doublon-hole pairs [36]. We therefore conclude that at
the intermediate interaction strength U/t = 7.2 the dif-
ferences between the Hubbard model and the Heisenberg
5model already play a significant role. The perfect agree-
ment of the experimental data with our DQMC analysis
demonstrates that the experiments are indeed capable of
probing these corrections to the Heisenberg model.
However, there is an important comment of caution
in order for the comparison with our theoretical predic-
tions and the experimental results: As a result of the
parity projection, the measurement technique of [15, 18]
counts doublons and holes sitting on the same sublattice
(i.e. on diagonally opposite corners of a plaquette) in-
correctly to the staggered magnetization. On the other
hand, doublon-hole pairs on neighbouring sites, which
are the dominant charge fluctuations, are counted cor-
rectly to the staggered magnetization as a consequence
of the staggering factor. Therefore, the experiments are
currently exactly performing the measurement to observe
the leading deviations between Heisenberg and Hubbard
model. However, the observation of further corrections
for lower interactions will require the precise experimen-
tal detection of the staggered magnetization.
In conclusion, we present a method to compute
full quantum mechanical probability distributions of
quadratic operators in interacting fermion systems which
can be simulated with DQMC. We find that for the at-
tractive Hubbard model the dependence of an even-odd
splitting in the particle number distribution function al-
lows one to infer the size of a preformed pair or Cooper
pair from in situ images. Furthermore, we apply our
method to the repulsive Hubbard model, which has re-
cently been studied experimentally [18]. The excellent
agreement with our analysis demonstrates that the exper-
iments are capable of observing corrections to the Heisen-
berg model for the intermediate interaction strengths
U/t = 7.2. Our method is also suitable for the study
of the high-temperature phase of the repulsive Hubbard
model away from half filling or the investigation of the
universality of distribution functions [37] at a quantum
critical point [38, 39].
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APPENDIX
FCS of the staggered particle number
To compute the full counting statistics (FCS) of the staggered particle number NstA =
∑
i∈A(−1)i(nˆi,↑ + nˆi,↓)
(which corresponds to the staggered magnetization plus a constant, N
(st,U<0)
A → M (st,U>0)A =
∑
i∈A(−1)i(nˆi,↑ −
nˆi,↓) +
∑
i∈A(−1)i, in the half-filled repulsive Hubbard model) a modification of the method described in the main
text is necessary. The generating function of P (NstA ) in one Hubbard-Stratonovich sample is
χst{s}(φ) = Tr↑
(
e−H
↑
Aeiφ
∑
ı∈A(−1)inˆi,↑
)
Tr↓
(
e−H
↓
Aeiφ
∑
i∈A(−1)inˆi,↓
)
. (A.13)
Unlike the particle number NˆσA =
∑
i∈A cˆ
†
i,σ cˆi,σ, the operator iφ
∑
i∈A(−1)icˆ†i,σ cˆi,σ does not commute with the single-
particle entanglement Hamiltonian HσA due to the staggering factor (−1)i. Therefore, there is no common eigenbasis
in which one can simply add the eigenvalues of the two operators as was done in the last step leading to Eq. (8) of
the main text. Instead, it is necessary to compute HσA explicitly in the site basis, add the non-commuting operators[
H˜σA
]
i,j
= [HσA]i,j + iφ(−1)iδi,j (A.14)
and diagonalize the resulting modified entanglement Hamiltonian H˜σA, which gives the eigenvalues ˜
σ(φ). The pe-
culiarity of DQMC that the equal-time Green’s function Gσ{s},A is non-Hermitian and does not necessarily have a
spectral decomposition leads to the complication that the entanglement Hamiltonian HσA in Eq. (7) of the main text,
HσA = −
∑
i,j∈A
cˆ†i,σ log
([
Gσ{s},A
]−1
− 1
)ij
cˆj,σ, (A.15)
has to be computed explicitly through the power series of the matrix logarithm [A1]. This needs to be done only once
per Hubbard-Stratonovich sample as HσA can be reused in (A.14) for different values of φ.
The grand-canonical trace (A.13) over fermionic degrees of freedom results in a single-particle determinant which
is expressed in terms of the eigenvalues ˜σ(φ) as
χst{s}(φ) =
∏
σ=↑,↓
[
Ns∏
α=1
(1− λσα)
(
1 + e−˜
σ
α(φ)
)]
. (A.16)
The computation of the determinant (A.16) may be severely affected by numerical inaccuracies. For low temperatures
the occupation numbers λσα in the free fermion system tend to zero or one and, consequently, the OBDM G
σ
{s},A is a
nearly singular matrix. The evaluation of (A.15) in finite-precision arithmetic is beset with numerical instabilities and,
even if a high-quality implementation of the matrix logarithm [A1] is used, not all eigenvalues σα of the entanglement
Hamiltonian HσA can be obtained with sufficient accuracy across the entire spectrum. Consider small (negative)
“entanglement energy” σα for which according to the Fermi-Dirac statistics λ
σ
α =
1
1+e
σ
α
≈ 1. The evaluation of
σα = log
(
1
λσα
− 1
)
≈ log(1 − 1), or equivalently the evaluation of (A.15), is very inaccurate for the small (negative)
7real part of the entanglement spectrum since log(x) varies greatly for x→ 0+. In view of round-off and cancellation
errors it is therefore crucial to compute (A.15) with the mathematically equivalent formula
[HσA]i,j = −
[
log
(
Gσ{s},A(1−Gσ{s},A)−1
)]
i,j
.
This expression shifts the accuracy to small (negative) σα (large λ
σ
α ≈ 1) since log(x) is not much affected by errors in
its large argument x =
λσα
1−λσα . For the computation of (A.16) errors in the large (positive) part of the entanglement
spectrum σα are not problematic because large ˜
σ
α(φ) are irrelevant in the factor (1 − λσα)
(
1 + e−˜
σ
α(φ)
)
. Here it is
assumed that the spectrum ˜σα(φ) of the modified entanglement Hamiltonian (A.14) is qualitatively similar to that of
the entanglement Hamiltonian (A.15) in the sense that the accuracy of the relevant small ˜σα(φ) is not affected by the
inaccuracy of large σα.
FCS for a BCS mean-field state
The Hamiltonian of the single-band Fermi-Hubbard model in momentum space reads
HU<0 =
∑
k,σ
(εk − µ)cˆ†k,σ cˆk,σ −
|U |
Nsites
∑
k,k′,q
cˆ†k+q,↑cˆ
†
−k+q,↓cˆk′+q,↑cˆ−k′+q,↓, (A.17)
with the single-particle band structure εk = −2t(cos(kxa) + cos(kya)) for the square lattice. The standard BCS
mean-field analysis starts with the BCS reduced Hamiltonian which neglects the sum over q in (A.17) and considers
only scattering between pairs of zero center-of-mass momentum (q = 0). Under the assumption of a non-zero s-
wave pairing order parameter ∆ =
∑
k′〈cˆk,↑cˆ−k,↓〉 a mean-field decoupling is performed. The resulting quadratic
Hamiltonian is then solved with a Bogoliubov transformation [A2] with coefficients
v2k = 1− u2k =
1
2
(
1− ε
(HF)
k − µ(n,U)
Ek
)
, (A.18)
which are parametrized by the chemical potential µ and ∆, the gap parameter. E2k = (ε
(HF)
k − µ(n,U))2 + ∆2(n,U)
are the excitation energies of the fermionic Bogoliubov quasiparticles. In order to take into account density-density
interactions at the mean-field level, it is necessary to include the Hartree-Fock potential in the single-particle energies:
ε
(HF)
k = εk − |U |n2 where n = (N↑ +N↓)/Nsites is the filling. The mean-field ground state takes the standard form in
terms of the BCS coefficients (A.18)
|BCS〉 =
∏
k
(
uk(µ,∆) + vk(µ,∆)cˆ
†
k,↑cˆ
†
−k,↓
)
|vac〉, (A.19)
where µ(n,U) and ∆(n,U) are self-consistent solutions [A3] of the gap equation
1
|U | =
1
Nsites
∑
k∈1st BZ
1
2
√
(ε~k − µ− |U |n2 )2 + ∆2
, (A.20)
and the number equation
n = 1− 1
Nsites
∑
k∈1st BZ
ε~k − µ− |U |n2√
(ε~k − µ− |U |n2 )2 + ∆2
. (A.21)
For general filling n and Hubbard interaction U these self-consistent equations need to be solved numerically to obtain
µ and ∆. At half filling (n = 1) the number equation has the solution µ = −|U |/2 for any choice of ∆ provided
that the single-particle dispersion relation εk is particle-hole symmetric around ε|k|=kF = 0 such that the integral in
(A.21) vanishes. Thus, the inclusion of the Hartree shift in the single-particle energies has preserved, at the mean-field
level, the particle-hole symmetry which the Hubbard model posseses for half filling. In the atomic limit t/U = 0 the
solutions are µ = −|U |/2 and ∆ = |U |√n(2− n)/2.
8The BCS state is the ground state of a quadratic (mean-field) Hamiltonian and therefore Wick’s theorem can be
used to factorize any correlation function into sums of products of single-particle Green’s functions. Following closely
the method of Ref. [A4], the generating function for the total particle number is written as
χ(N)(φ) = 〈eiφNˆA〉 = 〈
∏
i∈A
∏
σ=↑,↓
eiφ(1−nˆi,σ)〉 = 〈
∏
i∈A
∏
σ=↑,↓
EiσFiσ(φ)〉, (A.22)
where Eiσ = cˆiσ + cˆ
†
iσ and Fiσ = cˆiσ + e
iφcˆ†iσ. In the second equation of (A.22) the particle-hole symmetry of the
Hubbard Hamiltonian was used to replace the total particle number by the total hole number, which simplifies the
analysis [A4] as the identity eiλ(1−cˆ
†
i cˆi) = EiFi(φ) can then be used. The multipoint correlation function (A.22)
is contracted according to Wick’s theorem, and, taking into account the fermionic anticommutation relations, the
non-zero full contractions [A4] constitute a determinant:
χ(N)(φ) = det
i,j=1,Ns
σ,σ′=↑,↓
(〈EiσFjσ′(φ)〉) (A.23)
=
2Ns∏
k=1
(µk + (1− µk)eiφ). (A.24)
In the last step we have introduced the eigenvalues µk of the matrix of normal and anomalous Green’s functions:
M =
(
〈cˆ†i↑cˆj↑〉i,j∈A 〈cˆi↑cˆj↓〉i,j∈A
〈cˆi↓cˆj↑〉i,j∈A 〈cˆ†i↓cˆj↓〉i,j∈A
)
. (A.25)
The Green’s functions, which are restricted to subsystem A, are computed for the BCS state (A.19). As described
in detail in [A4], complex conjugate pairs of eigenvalues of M can interfere in Eq. (A.24) leading to a suppression
of odd versus even values in the particle number distribution P (NA). Complex eigenvalues can appear as soon as
non-zero values of the anomalous Green’s functions 〈cˆi↑cˆj↓〉i,j∈A = −〈cˆj↓cˆi↑〉i,j∈A 6= 0 destroy the hermiticity of M ,
which makes evident that BCS pairing is at the origin of the even-odd effect in the distibution P (NA).
With increasing |U | the local number fluctuations of the BCS state (A.19) acquire a large unphysical extensive
(Poissonian) contribution (see Figs. 1(c) and (e) of the main text), which is partly due to the fact that the mean-field
Hamiltonian does not conserve the total number of particles. Furthermore, the wave function (A.19), when applied to
a lattice model, fails to account for the nearest-neighbour repulsion [A5] of tightly bound pairs in the limit of strong
correlations |U |  t, where interactions between Bogoliubov quasiparticles need to be included [A6]. This is different
from the equivalent model in the continuum where (A.19) becomes the exact ground state wavefunction both in the
extreme BCS and BEC limit [A3, A7, A8] and reproduces the correct particle number variance and higher cumulants
[A9].
Trinomial distribution
A simple model that is capable of describing the distribution of the staggered magnetization MstA in the limit of
high temperatures (see Fig. 3(d) of the main text) regards the staggered magnetization at each lattice site as an
independent random variable msti which can take on the values 0,+1,−1 with the probabilities
p1 ≡ p(msti = +1) = p(↑,+) + p(↓,−)
p2 ≡ p(msti = −1) = p(↑,−) + p(↓,+) (A.26)
p3 ≡ p(msti = 0) = p(d) + p(h) = 1− p1 − p2,
with p(σ, f) denoting the probability of the elementary event that a spin σ ∈ (↑, ↓) is placed on a lattice site with
staggering factor (−1)i ≡ f ∈ (+,−) and d and h signifying the placement of a doublon and hole, respectively.
In the presence of particle-hole symmetry and equal chemical potentials for spin up and down, p(d) = p(h) and
p(↑, f) = p(↓,−f), such that the probabilities of all three elementary events are described by the single parameter pd,
which we set to the average double occupancy pd ← 〈d〉 = 1N
∑
i〈nˆi↑nˆi↓〉 as computed with Monte Carlo. The total
staggered magnetization on a subsystem with Ns sites is given by a sum over a trinomial distribution
P (MstA = k − l) =
Ns∑
k=0
Ns−k∑
l=0
δMstA ,k−lP3(X = k, Y = l) (A.27)
9where
P3(X = k, Y = l) =
Ns!
k! l! (Ns − k − l)! p1
kp2
l(1− p1 − p2)Ns−k−l. (A.28)
For the distribution function in Fig. 3(d) of the main text, the value 〈d〉 = 0.066(1) as extracted from the Monte
Carlo simulations at temperature T/t = 1.14 was used.
Additional datasets: FCS of magnetization, small subsystems
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FIG. A4. FCS of the magnetization MˆA =
∑
i∈A(nˆi,↑ − nˆi,↓) in the repulsive Hubbard model at half filling for a disc-shaped
subsystem A of Ns = 80 sites. The parameters are the same as in Fig. 3 of the main text.
The FCS of the magnetization MˆA =
∑
i∈A(nˆi,↑ − nˆi,↓) (see Fig. A4) agrees much better between Hubbard and
Heisenberg model than that of the staggered magnetization. This can be traced back to the fact that the total
magnetization Mˆ tot =
∑
i(nˆi↑ − nˆi↓) commutes with the Hubbard Hamiltonian H and the magnetization on a
subsystem A commutes up to an operator Oˆ∂A that has support only on the boundary of A, [H, MˆA] = Oˆ∂A,
which comes from the change of magnetization due to particles hopping into and out of the subsystem. A possible
renormalization factor of the magnetization that derives from the canonical transformation of the Hubbard model
into a spin-only Hamiltonian [A10] should then be at most a boundary effect. For temperatures T/t = 0.25 and
T/t = 0.35 a tiny even-odd modulation is visible in the FCS of the magnetization. This is the precursor of the full
suppression of odd magnetizations in the FCS of the Heisenberg model. Unlike in Fig. 3 of the main text, in Fig. A4
odd magnetizations have not been binned together with the nearest even magnetization to give a smooth histogram.
Instead, the probability distribution P (MA) for the Heisenberg model has been divided by the bin width, i.e. by
two, to aid the visual comparison with the probability distribution for the Hubbard model which has twice as many
possible values for MA on the abscissa.
In Fig. A5 the distribution P (MA) of the magnetization in the repulsive Hubbard model at half filling is shown
for small subsystems of size 3× 3 and 4× 4. The interaction strength ranges from U = 4 to U = 14 and the inverse
temperature from βt = 0.5 to βt = 2. Already at these high temperatures an even-odd splitting is visible for large
enough Hubbard repulsion U .
Fig. A6 shows the distribution P (MstA ) of the staggered magnetization Mˆ
st
A =
∑
i∈A(−1)i(nˆi,↑ − nˆi,↓) in the half-
filled repulsive Hubbard model at U/t = 7.2 for small subsystems A. In the left column of Fig. A6, the FCS is
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FIG. A5. FCS of the magnetization MˆA =
∑
i∈A(nˆi,↑ − nˆi,↓) in the repulsive Hubbard model at half filling for Ns = 3 × 3
and Ns = 4 × 4 subsystems. The total system size is 16 × 16 lattice sites with periodic boundary conditions. The inverse
temperature is βt = 0.5 (upper two rows), βt = 1 (middle two rows), and βt = 2 (lowest two rows).
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FIG. A6. FCS of the staggered magnetization MˆstA =
∑
i∈A(−1)i(nˆi,↑ − nˆi,↓) in the repulsive Hubbard model at half filling
on small subsystems of Ns = 2 × 2, 3 × 3, and 4 × 4 sites. Left column: FCS for the highest and lowest temperature of
Ref. [A11]. Total linear system size L = 20 with periodic boundary conditions. The magenta line is calculated from a trinomial
distribution according to Eq. (A.27). The only parameter entering this calculation is the double occupancy pd = 0.0661 (see
previous section), which was extracted from the Monte Carlo simulations at temperature T/t = 1.14. Right column: FCS for
a low temperature T/t = 1/16 = 0.0625. Linear system size L = 12 with open boundary conditions (OBC). The probe areas
A are located at the center of the L× L square with OBC.
shown for the highest and lowest temperatures realized in the experiment of Ref. [A11]. For the highest temperature
T/t = 1.14, we find good agreement with a simple model based on the trinomial distribution (magenta line) which
treats each lattice site as independent (see previous section) and is parametrized solely by the average double occupancy
pd =
1
N
∑
r〈nˆr,↑nˆr,↓〉 = 0.066(1) as computed with Monte Carlo for the given temperature. Interestingly, the even-odd
splitting in P (MstA ) is smeared out much more quickly with increasing subsystem size than in the case of P (MA).
The origin of the even-odd asymmetry is in both cases the formation of local moments; however, contrary to MA (NA
for HU<0 and half filling), which can only change by ∆MA = ±1 when a particle crosses the boundary of subsystem
A, MstA (N
st
A for HU<0 and half filling) is additionally affected by hopping processes in the bulk of A, which change
the staggered magnetization by ∆MstA = ±2. At this level of analysis and at half filling, the even-odd splitting in
P (MstA ) provides no additional information beyond the parameter pdeloc extracted earlier from the even-odd splitting
in P (MA) (or rather P (NA) for HU<0).
Benchmarking
In order to verify the correctness of our numerical implementation we compare our DQMC method with Stochastic
Series Expansion [A12] (SSE) QMC for a Fermi-Hubbard chain [A13], where the FCS can be obtained simply by
accumulating histograms over Monte Carlo measurement steps. Open boundary conditions are necessary to ensure
that the SSE QMC has no sign problem. The agreement between the two methods is excellent (see Fig. A7).
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