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Dijkstras wp-Funktion als Formeltransformer undihre Verbindung zur denotationellen SemantikRudolf BerghammerBeriht Nr. 9708Institut fur Informatik und Praktishe MathematikChristian-Albrehts-Universitat KielPreusserstrae 1-924105 KielZusammenfassungIn diesem Artikel wird der von R. Bak stammende Ansatz, shwahste Vorbedingungendurh innitaren Formeln zu axiomatisieren, verfeinert, um auh Variablensubstitution inder gewohnten Weise handhabbar zu mahen. Als Hauptresultat wird die Korrektheit einerrein syntaktishen wp-Funktion bezuglih des mittels denotationeller Semantik deniertenBegris einer shwahsten Vorbedingung fur totale Korrektheit bewiesen.1 EinleitungNeben dem Hoare-Kalkul [11℄ ist E.W. Dijkstras Kalkul der shwahsten Vorbedingungen [5, 6℄,kurz wp-Kalkul genannt, die bekannteste Methode zur axiomatishen Semantik von imperativenProgrammen. Ubliherweise operiert die ihm zugrundeliegende wp-Funktion, neben den (syntak-tishen) Programmen, noh auf semantishen Objekten wie Speihermengen oder Pradikaten aufSpeihern. Manhmal wird auh zwishen Syntax und Semantik niht exakt untershieden, was,wie die Literatur zeigt, zu Ungereimtheiten fuhren kann.Rein syntaktishe Auassungen von wp als Funktion auf Programmen und Formeln einer Lo-gik sind selten. R. Bak publizierte im Jahr 1981 einen Ansatz [1℄, in dem die, sih unmittelbaraus den originalen Gesetzen von [5, 6℄ ergebende, Funktion wp : P  L!1! ! L!1! ein Pro-gramm und eine Formel erster Stufe mit mogliherweise abzahlbar-unendlihen Disjunktionenund Konjunktionen in eine ebensolhe Formel abbildet. Zur Rehtfertigung des Ansatzes wirdin [1℄ auh demonstriert, da fur Programme mit einer Shleife die ublihen nitaren Formelnerster Stufe zu shwah zur Axiomatisierung von shwahsten Vorbedingungen sind.In diesem Artikel wird der Ansatz aus [1℄ etwas verfeinert, um auh Variablensubstituti-on in innitaren Formeln in der gewohnten Weise handhabbar zu mahen. Diese Problematikwird in [1℄ niht angesprohen. Als eigentlihes Resultat wird die Verbindung zwishen derwp-Axiomatisierung und der denotationellen Semantik hergestellt, d.h. genaugenommen, dieKorrektheit der wp-Funktion bezuglih des mittels denotationeller Semantik denierten Begris"shwahste Vorbedingung fur totale Korrektheit\ bewiesen. Dabei beshranken wir uns, derEinfahheit halber, auf deterministishe Programme, d.h. die klassishe Programmierspraheder While-Programme. 1
Bei der eben erwahnten Korrektheitsaussage sheint es sih um ein "folk statement\ im Sinnevon D. Harels Artikel [10℄ zu handeln. Ein formaler Beweis, wie er nahfolgend prasentiert wird,konnte jedoh in der Literatur niht gefunden werden.Der Artikel ist wie folgt gegliedert. In Abshnitt 2 denieren wir zuerst syntaktish die Spra-he PRG der While-Programme und zu einem Programm s 2 PRG eine denotationelle Semantik[[s℄℄ : Store? ! Store? als Funktion auf der ahen Cpo Store? der Speiher. Weiterhin fuhrenwir die innitare Formelsprahe L!1! ein und fur  2 Store und ' 2 L!1! die Gultigkeitsbegriej= '[℄ und j= '. Aufbauend auf Semantik und Gultigkeit ist es dann moglih, die totale Kor-rektheit [ ℄ s ['℄ des While-Programs s 2 PRG bezuglih der Vorbedingung  2 L!1! und derNahbedingung ' 2 L!1! und auh den Begri einer shwahsten Vorbedingung fur totale Kor-rektheit formal festzulegen. Abshnitt 3 behandelt die wp-Funktion. Wird diese, analog zu [1℄,induktiv uber den Aufbau der While-Programme deniert, so tritt im Fall der Zuweisung eineSubstitution eines Terms fur alle (freien) Vorkommen einer Programmvariablen in einer Formelauf. Substitution in L!1!-Formeln kann bei einer, wie ublih als abzahlbar-unendlih vorausge-setzten, Variablenmenge jedoh problematish werden. Um sie als oensihtlihe Erweiterungder klassishen einfahen Art mit ggf. "frishen\ Variablen festlegen zu konnen, betrahten wirdeshalb zuerst die Menge ASS der Formeln ' 2 L!1! mit endliher Menge var (') darin vor-kommender Variablen. Dann beweisen wir, da die aus [1℄ sih ergebende Restriktionwp : PRG ASS ! ASS (1)der wp-Funktion auf ASS wohldeniert ist, d.h. fur alle s 2 PRG und ' 2 L!1! die Endlihkeitvon var (') die Endlihkeit von var(wp(s; ')) impliziert. Im Abshnitt 4 stellen wir shlielihdie Verbindung zwishen der wp-Funktion (1) und der denotationellen Semantik von PRG her.Das entsheidende Ergebnis hierbei ist die Aquivalenzj= wp(s; ')[℄ () [[s℄℄() 6= ? und j= '[[[s℄℄()℄ : (2)Zwei unmittelbare Folgerungen von (2) { das Hauptergebnis des Artikels { sind namlih[wp(s; ')℄ s ['℄ [ ℄ s ['℄ =) j=  ! wp(s; ') ; (3)welhe zeigen, da die Formel wp(s; ') tatsahlih eine shwahste Vorbedingung fur totaleKorrektheit des While-Programms s zur der Nahbedingung ' ist. Weiterhin folgt aus (2) und (3)sofort die Aquivalenz von j=  ! wp(s; ') und [ ℄ s ['℄. In Verbindung mit weiteren beweisbarenEigenshaften, wie den "Healthiness onditions\ und dem "Loop invariant theorem\ (siehe etwa[6, 9℄), wird j=  ! wp(s; ') ubliherweise verwendet, um totale Korrektheit zu verizieren.2 Programme und innitare FormelnZur syntaktishen Konstruktion der (shematishen) While-Programme gehen wir als Basis voneiner Signatur  = (S;K; F ) mit Sortenmenge S, Konstantenmenge K und OperationenmengeF aus, wobei jeder Konstanten genau eine Sorte aus S und jeder Operation genau eine Funk-tionalitat aus S+  S zugeordnet ist. Von dieser Signatur fordern wir nur, da die Menge S dieSorte bool enthalte. Weiterhin nehmen wir eine abzahlbar-unendlihe Menge X von Variablenals gegeben an, welhe die Vereinigung von paarweise disjunkten Mengen Xm, den Variablen derSorte m 2 S, ist. Mit Em bezeihnen wir die Menge der -Terme der Sorte m 2 S mit Variablenaus X. Die Familie (Em)m2S dieser Termmengen sei wie ublih induktiv deniert.2.1 Syntax der While-Programme. Die Menge PRG der While-Programme (oder Anwei-sungen) ist induktiv wie folgt deniert:
1. Die leere Anweisung skip ist ein While-Programm, d.h. skip 2 PRG.2. Die undenierte Anweisung abort ist ein While-Programm, d.h. abort 2 PRG.3. Falls x 2 Xm und t 2 Em, dann gilt auh (x := t) 2 PRG.4. Falls b 2 Ebool und s1; s2 2 PRG, dann gilt auh if b then s1 else s2 fi 2 PRG.5. Falls b 2 Ebool und s 2 PRG, dann gilt auh while b do s od 2 PRG.6. Falls s1; s2 2 PRG, dann gilt auh (s1; s2) 2 PRG. Den ublihen Konventionen folgend, lassen wir in Zukunft die Klammern der Falle 3 und 6 weg.Weiterhin bezeihnen wir mit var(s)  X die (endlihe) Menge der in s 2 PRG vorkommendenVariablen. Eine induktive Denition dieser Menge ist oensihtlih.Die Interpretation der am Anfang erwahnten Signatur  = (S;K; F ) erfolgt durh eine -Algebra A = ((mA)m2S ; (A)2K ; (fA)f2F ). In ihr werden den SortenmMengen mA zugeordnet,den Konstanten  Elemente A dieser Mengen und den Operationen f partielle Funktionen fAauf diesen Mengen, so da die Vertraglihkeit mit den gegebenen Sorten bzw. Funktionalitatengegeben ist. Details ndet man in [17℄. Wir wahlen die Standardinterpretation B = ftt ; g furdie Sorte bool und die entsprehenden Operationen, insbesondere die Negationsoperation not .Im folgenden benotigen wir einige elementare Begrie aus der Fixpunkttheorie, wie (ahe)Cpo, Monotonie, Stetigkeit, Kleinster-Fixpunkt-Operator , die wir beim Leser als bekanntvoraussetzen. Andernfalls verweisen wir auf die Literatur, beispielsweise [14, 16℄.Es bezeihne i[m℄ die durh Adjunktion des kleinsten Elements ?m an die Menge mA entste-hende ahe Cpo. Weiterhin seien Store die Menge aller Funktionen  : X ! Sm2S i[m℄, fur die(x) 2 i[m℄ aquivalent ist zu x 2 Xm, und Store? die aus Store durh Adjunktion des kleinstenElements ? entstehende ahe Cpo. Wir nennen  2 Store einen denierten Speiher und ? denundenierten Speiher. Fur  2 Store, x 2 Xm und u 2 i[m℄ ist der denierte Speiher [x u℄erklart durh [x u℄(x) = u und [x u℄(y) = (y) fur y 6= x. Shlielih bezeihne zu einemTerm t 2 Em und einem Speiher  2 Store? der Ausdruk [[t℄℄() den Wert von t bezuglih .Dieser Wert ist ein Element aus i[m℄. Wir verzihten hier auf eine formale induktive Denitionvon [[t℄℄() und erwahnen nur die entsheidende Striktheits-Eigenshaft [[t℄℄(?) = ?m.2.2 Semantik der While-Programme. Die denotationelle Semantik von p 2 PRG ist alsFunktion [[p℄℄ : Store? ! Store? uber den Aufbau von p wie folgt festgelegt:1. Leere Anweisung: [[skip℄℄() = 2. Undenierte Anweisung: [[abort℄℄() = ?3. Zuweisung: [[x := t℄℄() = ( [x [[t℄℄()℄ : [[t℄℄() 6= ?m? : [[t℄℄() = ?m4. Alternative: [[if b then s1 else s2 fi℄℄() = 8><>: [[s1℄℄() : [[b℄℄() = tt[[s2℄℄() : [[b℄℄() = ? : [[b℄℄() = ?bool
5. While-Shleife: [[while b do s od℄℄() =  () ;wobei das Funktional  auf der Funktions-Cpo (Store? ! Store?) der monotonen Funk-tionen von Store? nah Store? deniert ist durh [h℄() = 8><>: h([[s℄℄()) : [[b℄℄() = tt : [[b℄℄() = ? : [[b℄℄() = ?bool :6. Sequentielle Komposition: [[s1; s2℄℄() = [[s2℄℄([[s1℄℄()) Das bei der Semantikdenition der While-Shleife verwendete Funktional  ist stetig und damiterhalten wir, nah dem Fixpunktsatz fur stetige Funktionen auf Cpos, fur seinen kleinsten Fix-punkt  die Darstellung  = Fi2N  i[
℄ mit der Funktion 
() = ? als dem kleinsten Elementder Funktions-Cpo (Store? ! Store?). Durh Induktion uber den Aufbau von s 2 PRG kannweiterhin gezeigt werden, da die Funktion [[s℄℄ : Store? ! Store? strikt und damit, wegen derFlahheit der Cpo Store?, auh stetig ist.Wenn man Vor- und Nahbedingungen von While-Programmen durh Formeln einer Logikbeshreibt, so greift man zu Spezikationszweken normalerweise auh auf niht in der Basis-Signatur  vorhandene Operationen zuruk. Im weiteren setzen wir deshalb eine Erweiterunge von  um zusatzlihe Operationen voraus und bezeihnen mit Tm die Menge der e-Termeder Sorte m. Die Interpretation der erweiterten Signatur geshieht durh eine e-Algebra Ae,deren Redukt auf  mit der -Algebra A ubereinstimmt. Wie shon im Fall der Terme aus Em,so shreiben wir auh [[t℄℄() fur den Wert des Terms t 2 Tm bezuglih des Speihers  2 Store?und nehmen wiederum [[t℄℄(?) = ?m an.2.3 Innitare Formeln erster Stufe. Wir verwenden, wie shon in der Einleitung erwahnt,R. Baks Ansatz aus [1℄ zur Formalisierung des wp-Kalkuls, der auf die innitare Sprahe L!1!(vergleihe mit [12, 13℄) aufbaut. Gegenuber den nitaren e-Formeln L erster Stufe, mit derMenge Tbool der Booleshen Terme als den atomaren Formeln, treten fur die Sprahe L!1!die Zeihen W (fur unendlihe Disjunktion), V (fur unendlihe Konjunktion) und def (fur denDeniertheitstest) hinzu. Die syntaxdenierenden Regeln bestehen aus den Regeln von L, mitL!1! an Stelle von L, und den nahfolgenden drei Regeln:1. Fur alle t 2 Tm gilt def [t℄ 2 L!1!.2. Ist   L!1! abzahlbar, dann gilt auh W 2 L!1!.3. Ist   L!1! abzahlbar, dann gilt auh V 2 L!1!.Der Gultigkeitsbegri fur die erweiterte Menge L!1! von Formeln ergibt sih fur einen deniertenSpeiher  2 Store dadurh, da man die Klauseln fur die nitaren Formeln L erster Stufe (wobeiein Boolesher Term b 2 Tbool genau dann gultig ist, wenn sein Wert tt ergibt) wie nahfolgendaufgefuhrt erganzt:1. Deniertheitstests: j= def [t℄[℄ :() [[t℄℄() 6= ?
2. Unendlihe Disjunktion:j=_ [℄ :() Es gibt ein ' 2  mit j= '[℄3. Unendlihe Konjunktion:j=^ [℄ :() Fur alle ' 2  gilt j= '[℄Wie ublih shreiben wir j= ', falls die Beziehung j= '[℄ fur alle denierten Speiher  2 Storezutrit. Normalerweise ist der Deniertheitstest niht Teil von innitaren Sprahen. Er wurde hier nurwegen der moglihen Undeniertheit von Termen mit aufgenommen, da diese bei der beabsih-tigten Axiomatisierung des wp-Kalkuls zu beruksihtigen ist. Man beahte ferner, da, wegender Gultigkeitsdenition fur Booleshe Terme, fur die Negationsoperation not 2 F der Signatur die Beziehungen j= not(b)[℄ und [[b℄℄() =  aquivalent sind. Hingegen gilt die Aquivalenzvon j= not(b)[℄ und j= :b[℄ nur dann, falls [[b℄℄() 6= ?bool .Aufbauend auf die Semantikdenition 2.2 und den in 2.3 erklarten Gultigkeitsbegri furinnitare Formeln, konnen wir nun die folgenden wihtigen Begrie festlegen:2.4 Totale Korrektheit und shwahste Vorbedingung. a) EinWhile-Programm s 2 PRGheit total korrekt bezuglih der Vorbedingung  2 L!1! und der Nahbedingung ' 2 L!1!, inZeihen [ ℄ s ['℄, falls fur alle denierten Speiher  2 Store giltj=  [℄ =) [[s℄℄() 6= ? und j= '[[[s℄℄()℄ :b) Zu einem While-Programm s 2 PRG und einer Nahbedingung ' 2 L!1! heit eine For-mel  2 L!1! eine shwahste Vorbedingung (zur totalen Korrektheit), falls die nahfolgendenBedingungen gelten:(i) [℄ s ['℄ (ii) Fur alle  2 L!1! gilt [ ℄ s ['℄ =)j=  !  : In Punkt a) von 2.4 ist auf der Metaebene die Konjunktion naturlih sequentiell gemeint, d.h.sie gilt niht, falls [[s℄℄() = ? zutrit, unabhangig von der (in diesem Fall niht denierten)Beziehung j= '[?℄. Man kann auf die sequentielle Auassung der Konjunktion verzihten, wennman, wie etwa in [16℄, zusatzlih festlegt, da jede Formel bezuglih des undenierten Speihers? gultig ist.3 Die wp-Funktion als FormeltransformatorIm folgenden bezeihne var(')  X die Menge der in der Formel ' vorkommenden Variablen.Bei einer rein syntaktishen Auassung des wp-Kalkuls benotigt man, wie shon in der Einlei-tung erwahnt, bei der Axiomatisierung der Zuweisung x := t die Ersetzung '[t=x℄ der freienVorkommen der Variablen x 2 Xm in der Formel ' durh den Term t 2 Em. Termersetzung istauh ein fur das praktishe Arbeiten mit Formeln unerlalihes Hilfmittel, etwa wenn im Laufevon Formelmanipulationen Variablenumbenennungen notwendig werden.Bei nitaren Formeln erfolgt die formale Denition der Substitution durh Induktion uberden Aufbau von '. Wir geben nahfolgend nur den Fall der Quantizierung Q 2 f8;9g an, wo
man verhindern mu, da durh die Ersetzung parasitare Bindungen entstehen:(Qy : ')[t=x℄ = 8><>: Qy : ' : x kommt niht frei vor in Qy : 'Qy : '[t=x℄ : x kommt frei vor in Qy : ' und y 62 var (t)Qz : '[z=y℄[t=x℄ : sonstIn dieser Festlegung ist z eine "frishe\, d.h. nirgends in der gegebenen Formel Qy : ' oder demSubstitutionsterm t vorkommende, Variable, normalerweise die erste "frishe\ in der unterstell-ten Aufzahlung x0; x1; x2; : : : der Variablen aus X, damit die Substitution eindeutig wird.Substitution in quantizierten L!1!-Formeln auf die eben gezeigte einfahe Weise ist bei derabzahlbar-unendlihen Variablenmenge X jedoh problematish, wenn var (') = X gilt, wieetwa bei 9x0 :_fx0 = xi : i 2 N n f0gg :Wir betrahten deshalb zur Axiomatisierung des wp-Kalkuls die nahfolgend erklarte Teilmengevon L!1!-Formeln, bei der die klassishe Denition der Substitution anwendbar ist.3.1 Zusiherungen. Eine Formel ' 2 L!1! heit eine Zusiherung , falls var (') endlih ist. DieMenge der Zusiherungen bezeihnen wir mit ASS. Durh Induktion uber den Aufbau der Zusiherungen kann man leiht die folgende Substituti-onseigenshaft zeigen (man vergleihe beispielsweise mit [7℄, Substitutionslemma 8.3), die wirspater noh benotigen werden.3.2 Satz (Substitutionseigenshaft). Gegeben seien ' 2 ASS, x 2 Xm und t 2 Tm. Danngilt fur jeden denierten Speiher  2 Store die Aquivalenzj= '[t=x℄[℄ () j= '[[x [[t℄℄()℄℄ : Nah allen diesen Vorbereitungen, sind wir nun in der Position, die wp-Funktion auf Zusiherun-gen formulieren zu konnen, d.h. als Formeltransformator. Die nahfolgend angegebene Denitionvon wp entspriht genau der Restriktion der von R. Bak in [1℄ angegebenen wp-Funktion vonL!1! auf ASS, wobei zusatzlih noh die in [1℄ verwendeten wp-Formeln fur die nihtdetermi-nistishe bewahte Auswahl und die allgemeine do-od-Shleife auf ihre Spezialfalle Alternativeund While-Shleife in der von uns verwendeten Programmiersprahe angepat sind.3.3 Die wp-Funktion. Die Funktion wp : PRG ASS ! ASS ist induktiv uber den Aufbaudes ersten Arguments wie folgt deniert:1. Leere Anweisung: wp(skip; ') = '2. Undenierte Anweisung: wp(abort; ') = false3. Zuweisung: wp(x := t; ') = def [t℄ ^ '[t=x℄4. Alternative:wp(if b then s1 else s2 fi; ') = (b ^ wp(s1; ')) _ (not(b) ^ wp(s2; '))
5. While-Shleife: wp(while b do s od; ') =_f'i : i 2 Ng ;wobei die abzahlbar-unendlihe Menge f'i : i 2 Ng von Formeln induktiv deniert istdurh '0 = not(b) ^ ' 'i+1 = (b ^ wp(s; 'i)) _ (not(b) ^ 'i) :6. Sequentielle Komposition: wp(s1; s2; ') = wp(s1;wp(s2; ')) Durh den Deniertheitstest def [t℄ auf der rehten Seite des Zuweisungsfalls 3 wird sihergestellt,da die Implikation [[t℄℄() = ?m =) 6j= wp(x := t; ')[℄zutrit. In den Fallen 4 und 5 der Alternative und der While-Shleife konnte auf den rehtenSeiten jeweils auf die Deniertheitstests def [b℄ verzihtet werden. Dies liegt daran, da unde-nierte Booleshe Terme niht gultig sind, denn dies impliziert wiederum, da fur eine undenierteBedingung b sowohl die wp-Formel der Alternative als auh die der While-Shleife niht gultigist.Wegen der in 3.1 erhobenen Forderung an die Zusiherungen, da sie nur endlih viele Varia-blen enthalten durfen, haben wir noh den nahfolgenden Satz 3.4 zu beweisen, der die Wohl-deniertheit der wp-Funktion zeigt, d.h., da diese Funktion tatsahlih Zusiherungen auf Zu-siherungen abbildet. In seinem Beweis verwenden wir die ublihe Voraussetzung, da bei einerFormel wp(s; ') die im While-Programm s 2 PRG vorkommenden Variablen in der Zusiherung' 2 ASS niht durh einen Quantor gebunden werden durfen. Diese Voraussetzung, die wir abjetzt global unterstellen, erspart die Separierung der sogenannten Programmvariablen aus X vonden restlihen (logishen) Variablen, uber die naturlih quantiziert werden darf.3.4 Satz (Wohldeniertheit). Fur jedes While-Programm p 2 PRG und jede Zusiherung' 2 ASS gilt die Inklusion var (wp(p; '))  var(p) [ var('): Insbesondere enthalt wp(p; ') nurendlih viele Variablen.Beweis. Wir fuhren eine Induktion uber den Aufbau von p.Der Induktionsbeginn besteht aus drei Fallen. Ist p die leere Anweisung skip, so gilt dieGleihung var(wp(skip; ')) = var (') ;was alles zeigt. Falls p die undenierte Anweisung abort ist, so folgt die Behauptung ausvar(wp(abort; ')) = var(false) = ; :Den Fall, da p eine Zuweisung x := t ist, zeigt man shlielih durhvar(wp(x := t; ')) = var (def [t℄) [ var ('[t=x℄)  var(t) [ var(') ;da aufgrund der oben gemahten globalen Voraussetzung die Variable x des Programms nur freiin der Formel ' vorkommen und die gebundene Variable y niht im Term t vorkommen kann,die Substitution also (nah der klassishen Denition, ubertragen auf die Zusiherungen) ohnefrishe Variable auskommt.
Beim Induktionshlu sind die Falle der Alternative und sequentielle Komposition so ein-fah, da wir p gleih als While-Shleife while b do s od voraussetzen. Wir zeigen in einerNebeninduktion fur alle naturlihen Zahlen i 2 N und alle Formeln 'i aus 3.3 die Inklusionvar('i)  var(while b do s od) [ var(') ; (4)denn diese impliziertvar(wp(while b do s od; ')) = [i2N var('i)  var(while b do s od) [ var(') :Der Induktionsbeginn i = 0 folgt ausvar('0) = var (not(b) ^ ')  var(while b do s od) [ var(') :Den Induktionsshritt i 7! i+ 1 zeigt man wie nahstehend:var('i+1) = var(b) [ var (wp(s; 'i)) [ var ('i) var(b) [ var (s) [ var('i) Ind. Hyp. 3.4 var(while b do s od) [ var(') Ind. Hyp. (4) 4 wp-Funktion und denotationelle SemantikWegen der Eindeutigkeit der Substitution wird durh die induktive Denition von wp(s; ') in 3.3einem While{Programm s 2 PRG und einer Nahbedingung ' 2 ASS genau eine Zusiherungaus ASS zugeordnet. Fur diese gilt die beabsihtigte Eigenshaft; dies ist das Hauptresultatdieses Abshnitts. Wir beginnen mit einer Aussage, welhe die Gultigkeit einer wp-Zusiherungbezuglih eines denierten Speihers beshreibt.4.1 Lemma. Fur alle While-Programme p 2 PRG, Zusiherungen ' 2 ASS und denierteSpeiher  2 Store gilt die Aquivalenzj= wp(p; ')[℄ () [[p℄℄() 6= ? und j= '[[[p℄℄()℄ :Beweis. Wir fuhren wiederum eine Induktion uber den Aufbau von p.Der Induktionsbeginn besteht aus drei Fallen: Ist p die leere Anweisung skip, so bekommenwir die Aquivalenz j= wp(skip; ')[℄() j= '[℄ Def. wp()  6= ? und j= '[℄ da  2 Store() [[skip℄℄() 6= ? und j= '[[[skip℄℄()℄ Def. Semantik.Falls p die undenierte Anweisung abort ist, so sind die beiden Seiten der Behauptung wegen6j= false[℄ und [[abort℄℄() = ? falsh, also gilt die Behauptung. Wenn p die Form einer Zuwei-sung x := t hat, so erhalten wir shlielihj= wp(x := t; ')[℄() j= def [t℄[℄ und j= '[t=x℄[℄ Def. wp() [[t℄℄() 6= ? und j= '[[x [[t℄℄()℄℄ Gultigkeit def , Satz 3.2() [[x := t℄℄() 6= ? und j= '[[[x := t℄℄()℄ Def. Semantik.
Beim Induktionsshlu nehmen wir p zuerst als Alternative if b then s1 else s2 fi an unduntersheiden drei Falle: Es gelte [[b℄℄() = tt . Dann bekommen wir, indem wir die Aquivalenzdieser Gleihung mit j= b[℄ verwenden,j= wp(if. . . fi; ')[℄() j= wp(s1; ')[℄ Def. wp() [[s1℄℄() 6= ? und j= '[[[s1℄℄()℄ Ind. Hyp. 4.1() [[if : : : fi℄℄() 6= ? und j= '[[[if : : : fi℄℄()℄ Def. Semantik.Gilt hingegen [[b℄℄() =  , so ist dies gleihwertig zu j= not(b)[℄ und daraus folgt, analog zueben, die Aquivalenzj= wp(if. . . fi; ')[℄() j= wp(s2; ')[℄ Def. wp() [[s2℄℄() 6= ? und j= '[[[s2℄℄()℄ Ind. Hyp. 4.1() [[if : : : fi℄℄() 6= ? und j= '[[[if : : : fi℄℄()℄ Def. Semantik.Der dritte Fall ist shlielih noh [[b℄℄() = ?bool . Auh hier gilt die Behauptung weil, wegen6j= b[℄ und 6j= not(b)[℄ bzw. [[if : : : fi℄℄() = ?, ihre beiden Seiten falsh sind.Nun setzen wir voraus, da p eine While-Shleife while b do s od sei. Wir zeigen fur diesenFall zuerst durh eine Nebeninduktion (analog zu Satz 3.4) fur alle denierten Speiher  2 Storeund alle naturlihen Zahlen i 2 N die Aquivalenzj= 'i[℄ ()  i+1[
℄() 6= ? und j= '[ i+1[
℄()℄; (5)mit den Zusiherungen 'i aus der Denition 3.3 der wp-Funktion und dem Funktional  aus derSemantikdenition 2.2 der While-Shleife.Beim Induktionsbeginn i = 0 reduziert sih die Behauptung (5) aufj= not(b)[℄ und j= '[℄ ()  [
℄() 6= ? und j= '[ [
℄()℄ :Diese Aquivalenz gilt. Aus [[b℄℄() = tt oder [[b℄℄() = ?bool folgt namlih, da ihre beiden Seitenfalsh sind, und im verbleibenden Fall [[b℄℄() =  sind beide Seiten oensihtlih aquivalent zurBeziehung j= '[℄.Beim Induktionsshlu i 7! i + 1 untersheiden wir ebenfalls die drei Falle des Induktions-beginns. Zuerst sei [[b℄℄() = tt . Dann bekommen wir, indem wir { wie bei der Alternative { dieAquivalenz dieser Gleihung mit j= b[℄ verwenden,j= 'i+1[℄() j= wp(s; 'i)[℄ Def. wp() [[s℄℄() 6= ? und j= 'i[[[s℄℄()℄ Ind. Hyp. 4.1() [[s℄℄() 6= ? und  i+1[
℄([[s℄℄()) 6= ? und j= '[ i+1[
℄([[s℄℄())℄ Ind. Hyp. (5)()  i+1[
℄([[s℄℄()) 6= ? und j= '[ i+1[
℄([[s℄℄())℄  [h℄ strikt()  i+2[
℄() 6= ? und j= '[ i+2[
℄()℄ Def.  .Im zweiten Fall [[b℄℄() =  erhalten wirj= 'i+1[℄() j= 'i[℄ Def. wp()  i+1[
℄() 6= ? und j= '[ i+1[
℄()℄ Ind. Hyp. (5)()  i+2[
℄() 6= ? und j= '[ i+2[
℄()℄  i+2[
℄() =  =  i+1[
℄()
wegen der Aquivalenz der vorausgesetzten Gleihung zur Beziehung j= not(b)[℄. Gilt shlielih[[b℄℄() = ?bool , so sind wiederum die beiden Seiten der zu zeigenden Aquivalenz (5) nah derDenition der wp-Funktion und des Shleifenfunktionals  falsh. Damit ist der Beweis von (5)beendet.Nun betrahten wir das Supremum Fi2N  i[
℄() der Funktionsiteration des Fixpunktsatzesfur stetige Funktionen auf Cpos. Ist es ungleih ?, so gibt es oensihtlih ein Kettenglied mit i0 [
℄() 6= ?. Da die Cpo Store? ah geordnet ist, gilt sogar Fi2N  i[
℄() =  i0 [
℄() 6= ?.Wegen der Flahheit von Store? trit auh die Umkehrung dieser Aussage zu: Gibt es also eini0 2 N mit  i0 [
℄() 6= ?, so stimmt dieses Glied der Kette mit dem Supremum Fi2N  i[
℄()uberein1.Mit Hilfe der eben bewiesenen Aquivalenz sind wir nun in der Lage, den Fall der While-Shleifeabzushlieen, wobei diese Eigenshaft bei der nahfolgenden Kette von Aquivalenzumformungim vierten Shritt Verwendung ndet:j= wp(while : : : od; ')[℄() j= (Wf'i : i 2 Ng)[℄ Def. wp() Es gibt ein i 2 N mit j= 'i[℄() Es gibt ein i 2 N mit  i+1[
℄() 6= ? und j= '[ i+1[
℄()℄ (5)() Fi2N  i+1[
℄() 6= ? und j= '[Fi2N  i+1[
℄()℄() Fi2N  i[
℄() 6= ? und j= '[Fi2N  i[
℄()℄ Indextransform.()  () 6= ? und j= '[ ()℄  stetig() [[while : : : od℄℄() 6= ? und j= '[[[while : : : od℄℄()℄ Def. SemantikDie Indextransformation im funften Shritt ist korrekt, da 0[
℄() = ? das kleinste Elementder Cpo Store? ist.Es bleibt noh der Fall, da p eine sequentiellen Komposition s1; s2 ist. Hier erhalten wir diezu zeigende Aquivalenz durhj= wp(s1; s2; ')[℄() j= wp(s1;wp(s2; '))[℄ Def. wp() [[s1℄℄() 6= ? und j= wp(s2; ')[[[s1℄℄()℄ Ind. Hyp. 4.1() [[s1℄℄() 6= ? und [[s2℄℄([[s1℄℄()) 6= ? und j= '[[[s2℄℄([[s1℄℄())℄ Ind. Hyp. 4.1() [[s2℄℄([[s1℄℄()) 6= ? und j= '[[[s2℄℄([[s1℄℄())℄ Semantik strikt() [[s1; s2℄℄() 6= ? und j= '[[[s1; s2℄℄()℄ Def. Semantik. Insbesondere erhalten wir mit Hilfe dieses Lemmas: Ist  2 Store ein denierter Speiher, so istj= wp(s; true)[℄ aquivalent zur Terminierungsbedingung [[s℄℄() 6= ?.Wir kommen nun zum am Anfang dieses Abshnitts angekundigten Hauptresultat, dem Kor-rektheitssatz, welher besagt, da wp(s; ') tatsahlih eine shwahste Vorbedingung fur totaleKorrektheit ist. Ein Beweis dieser Aussage ist niht mehr allzu shwierig, da der tehnishe Teilshon im vorhergehenden Lemma 4.1 bewerkstelligt wurde.4.2 Satz (Korrektheit). Die Zusiherung wp(s; ') 2 ASS ist eine shwahste Vorbedingungfur totale Korrektheit zum Programm s 2 PRG und zur Nahbedingung ' 2 ASS.1Die Eigenshaft, da in der Kette 
()   [
℄()   2[
℄()  : : : hohstens ein Wertwehsel auftritt, giltauh, wenn Store? niht ah geordnet ist. Durh Induktion [8℄ kann namlih fur alle i 2 N und  2 Store? leihtgezeigt werden, da  i[
℄() = ? oder  i[
℄() =  i+1[
℄().
Beweis. Mit Hilfe von Lemma 4.1, Rihtung ")\, erhalten wir fur jeden denierten Speiher 2 Store die Implikationj= wp(s; ')[℄ =) [[s℄℄() 6= ? und j= '[[[s℄℄()℄ :Diese zeigt [wp(s; ')℄ s ['℄, also Bedingung (i) von 2.4.b. Nun sei  2 ASS eine weitere Zusihe-rung mit [ ℄ s ['℄. Dann gilt fur jeden denierten Speiher  2 Store die Implikationj=  [℄=) [[s℄℄() 6= ? und j= '[[[s℄℄()℄ wegen [ ℄ s ['℄=) j= wp(s; ')[℄ Lemma 4.1, Rihtung "(\:Somit haben wir die Beziehung j=  ! wp(s; ') gezeigt, also genau die noh fehlende Eigenshaft(ii) von 2.4.b. Dieser Satz besagt, da die Menge L!1! zur Axiomatisierung von shwahsten Vorbedingungengeeignet ist. Statt L!1! kann man auh andere Erweiterungen der Logik erster Stufe verwenden,wie dies beispielsweise in [15, 3, 4℄ mittels einer shwahen Logik zweiter Stufe oder in [2℄ mittelseiner polymorphen Logik hoherer Stufe geshieht.Die nitaren Formeln L erster Stufe sind jedoh zu shwah zu einer solhen Axiomatisierung;es gibt Formeln ' 2 L und While-Programme s 2 PRG, so da keine Formel  2 L eineshwahste Vorbedingung zu s und der Nahbedingung ' im Sinne von 2.4.b sein kann. Dieswird im nahsten Beispiel gezeigt.4.3 Beispiel (nah R. Bak, [1℄). Wir betrahten die nitare Formel true 2 L und dasWhile-Programm y := x;while y 6= e doy := y Æ x odmit Variablen x; y und einer Konstanten e, alle von gleiher Sorte g 2 S, sowie einer entspre-hend typisierten Inx-Operationen Æ. Weiterhin nehmen wir an, da das Tripel (gA; ÆA; eA) inder -Algebra A eine Gruppe (G; ; 1) bildet und die Ungleihheitsoperation 6= bzw. die Gleih-heitsoperation = der Signatur strikt standardinterpretiert sind.Es bezeihne s das obige While-Programm. Aus der Denition der wp-Funktion in 3.3 folgtdann unmittelbar die Gleihheitwp(s; true) = def [x℄ ^ (_f'i : i 2 Ng)[x=y℄ :Durh einige elementare Umformungen2 kann man fur alle Zusiherungen 'i, i 2 N, aus demShleifenfall von 3.3 und alle denierten Speiher  2 Store die Aquivalenzj= 'i[℄ () j= (y = e _ y Æ x = e _ : : : _ y Æ x Æ : : : Æ x = e)[℄beweisen, mit i+ 1 Disjunktionsgliedern in der Zusiherung der rehten Seite, wobei jeweils dieVariable x im j-ten Glied genau j   1-mal vorkommt (1  j  i+ 1). Daraus folgt unmittelbarfur  2 Store die Aquivalenzj= wp(s; true)[℄() j= def [x℄[℄ und j= (Wfx = e; x = e _ x Æ x = e; : : :g)[℄() (x) 6= ?g und es gibt ein i 2 N n f0g mit (x)i = 1() (x) ist ein Torsionselement in (G; ; 1).2Insbesondere hat man zu verwenden, da aus der Gultigkeit j= (t1 = t2)[℄ sowohl j= def [t1℄[℄ als auhj= def [t2℄[℄ folgt.
Nun nehmen wir an, da  2 L eine shwahste Vorbedingung zu s und der Nahbedingungtrue sei. Da oensihtlih alle shwahsten Vorbedingungen aquivalent sind, gilt nah der obigenRehnung fur  2 Store, daj=  [℄ () (x) ist ein Torsionselement in (G; ; 1) :Ist also G  L die Menge der Gruppenaxiome, so axiomatisiert die Menge G [ f8x :  g vonnitaren Formeln erster Stufe gerade alle Torsionsgruppen. Aus der Pradikatenlogik ist aberals eine Konsequenz des Kompaktheitssatzes bekannt (siehe beispielsweise [7℄), da dies nihtmoglih ist. In der Einleitung haben wir erwahnt, da aus Lemma 4.1 und dem Korrektheitssatz 4.2 sofort dieAquivalenz von j=  ! wp(s; ') und [ ℄ s ['℄ folgt, die, in Verbindung mit weiteren beweisbarenEigenshaften, wie den "Healthiness onditions\ und dem "Loop invariant theorem\, ubliher-weise verwendet wird, um totale Korrektheit zu verizieren. Wir beenden diesen Abshnitt mitdem Beweis dieser Aquivalenz.4.4 Satz. Fur alle While-Programme s 2 PRG und alle Zusiherungen  ;' 2 ASS gilt dieAquivalenz j=  ! wp(s; ') () [ ℄ s ['℄ :Beweis. Zum Beweis der Rihtung ")\ sei  2 Store ein denierter Speiher. Dann haben wirdie Implikation j=  [℄=) j= wp(s; ')[℄ wegen j=  ! wp(s; ')=) [[s℄℄() 6= ? und j= '[[[s℄℄()℄ Lemma 4.1, Rihtung ")\;also die Korrektheitsaussage [ ℄ s ['℄. Bei der umgekehrten Rihtung "(\ verwenden wir, dawp(s; ') nah dem Korrektheitssatzes 4.2 eine shwahste Vorbedingung zu s und der Nahbe-dingung ' ist. Aus der Forderung (ii) von 2.4.b folgt dann j=  ! wp(s; '). 5 Abshlieende BemerkungenAufbauend auf den Ansatz von R. Bak haben wir in diesem Artikel eine rein syntaktisheFormulierung des wp-Kalkuls angegeben und die Korrektheit der entsprehenden wp-Funktionbezuglih des mittels denotationeller Semantik denierten Begris "shwahste Vorbedingung furtotale Korrektheit\ bewiesen. Diese dadurh formal hergestellte Verbindung zwishen axiomati-sher und denotationeller Semantik ermogliht es, die beiden Begrie wehselseitig zu verwenden.Insbesondere kann man bei einer vorliegenden Problemstellung die jeweils geeignetere Semantikzur Losung wahlen.Ein Beipiel hierzu ist der Nahweis von Terminierung, wie er ubliherweise bei wp-Bereh-nungen vorkommt, d.h. der Beweis vonj= ( ! wp(while b do s od; true))[℄ : (6)Unserer Erfahrung nah ist (6) formal am einfahsten zu beweisen, indem man auf der Mengef 2 Store : j=  [℄g eine geeignete noethershe Relation deniert und  () 6= ? (mit  als demFunktional der Shleifensemantik in 2.2) durh noethershe Induktion unter Verwendung vondenotationeller Semantik zeigt. Diese Vorgehensweise orientiert sih naturlih am bekannten Ter-minierungsverfahren (siehe etwa [9℄) mit einer sogenannten "bound funtion\, vermeidet jedoh
dessen Nahteil, da die noethershe Relation in der Programmiersprahe ausgedrukt werdenmu. Weiterhin beruksihtigt es auh die sogenannten "endlihen\ Fehler bei der Ausfuhrungder Shleifenbedingung und des Shleifenrumpfes.Der Einfahheit halber beshrankten wir uns in diesem Artikel auf die deterministishe Spra-he der While-Programme. Ursprunglih wurde der wp-Kalkul von E.W. Dijkstra jedoh fur dienihtdeterministishe Programmiersprahe der "guarded ommands\ formuliert; siehe [5, 6℄. Esbietet sih deshalb an, die Untersuhungen auh auf diese Programmiersprahe auszudehnen unddabei, neben der von E.W. Dijkstra betrahteten damonishen Version des Nihtdeterminismus,auh die erratishe Variante miteinzubeziehen. Im Fall eines beshrankten Nihtdeterminismusdurften bei diesen Verallgemeinerungen eigentlih keine groeren tehnishen Probleme auftre-ten, wenn man sih am deterministishen Fall, d.h. insbesondere am Beweis des Lemmas 4.1,orientiert. Lat man hingegen auh unbeshrankten Nihtdeterminismus zu, wie etwa in [1℄ mit-tels einer speziellen Zuweisung, so sheint eine Verallgemeinerung niht mehr so einfah zu sein.Einerseits verliert man namlih die Stetigkeit des Funktionals der While-Shleife und damit dieMoglihkeit, wie im Beweis von Lemma 4.1 mittels der Aquivalenz (5) vorzugehen, andererseitswird in [1℄ demonstriert, da fur eine solhe Sprahe selbst L!1! niht ausreiht, die wp-Funktionzu axiomatisieren.Danksagung. I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