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Abstracf: We present a method to construct convex cubic 
C’splines which interpolate a given convex data set. The 
problem is reduced to the solution of a system of linear 
inequalities. The existence of such convex interpolation splines 
is assured if the data fulfill slight additional conditions. For 
stronger conditions some easier methods are developed. Fi- 
nally, error estimations are given. 
parameters to guarantee the existence of a solution 
of the problem. A survey of actual literature in this 
direction can be found in [9]. However, it is a 
disadvantage that the needed exact dimension and 
the concrete position of the additional knots are 
unknown a priori. Furthermore these methods re- 
quire more storage and inreased search time dur- 
ing evaluation. A second direction consists in giv- 
ing additional conditions to the position of the 
interpolation points, such that the existence of a 
solution can be guaranteed in the given fixed 
subspace of spline functions (see [7,4]). Here it is 
also a disadvantage that these conditions are often 
too strong for many practical applications. 
Keywords: Spline interpolation with constraints, convex func- 
tion, algorithm, error estimates. 
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1. Introduction 
For many practical applications where interpo- 
lation problems must be solved, it is desirable to 
obtain such interpolation functions, which also 
reflect global properties of the given set of interpo- 
lation points. For example, often there are de- 
mands that monotone or/and convex data pro- 
duce also a monotone or/and convex interpola- 
tion function. Using standard techniques these 
demands are fulfilled only in special cases. Even 
the well-known cubic interpolation splines show 
unexpected oscillation effects in spite of their 
minimal smoothing property. 
In this article we present a method to construct 
convex, respectively, monotone and convex, cubic 
interpolation splines. The method is a compromise 
between the above-mentioned two directions. The 
subspace of interpolation splines is the space of 
cubic splines with double knots at the interpola- 
tion points. So we also have additional knots but 
their position is fixed a priori and advantageously 
for later calculations. We remark that a function 
of this subspace is an element of C’. On the other 
side we need conditions on the interpolation points, 
which are slightly more than convexity. Such con- 
ditions are necessary, because not every convex 
data set possesses a convex interpolation spline in 
the considered subspace. 
Further, some special cases are given where the 
problem is reduced to the solution of a first order 
linear difference equation. Finally, error estima- 
tions are given. 
In recent years shape preserving spline interpo- 
lation has been investigated by several authors 
(see, for example, [3,7,8,9]). Various methods were 
proposed to produce interpolation splines that 
preserve properties such as monotonicity or con- 
vexity that are present in the data. Most of them 
solve this problem by adding spline knots between 
the interpolation points. This means that the di- 
mension of the subspace of spline functions used 
is chosen during the actual calculation in such a 
way that there are enough (but not too many) free 
2. Definition and calculation of cubic H-interpola- 
tion splines 
Let 
r:a=x,<x, < ... <x,_, <x,=b 
be a spline grid on the interval [a, b] with the 
widthh=maxh,,h,=x,-x,_,,i=l,..., n. 
A function s : [a, b] --j R is called a cubic 
HERMITE-spline (we take the abbreviation H- 
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spline) with respect to r, if only if ,“( x) 2 0, x E (x, _ , , x, ). This is equivalent 
(i) s E C’(a, 6) to 
(ii) s coincides with a cubic polynomial on each 
subinterval [x,_,, xi], i = l,.. ., n. 
The linear subspace of all cubic H-splines with 
respect to 7~ has dimension 2n + 2. 
Now let the values f,, i = 0,. . . , n be given. The 
data set ((x,, h), i = 0,. . . , n) is monotone increas- 
ing if 
f,<h+,, i=O ,..., n- 1, 
and convex if, with the abbreviation T, = (f, - 
f, _ , )/A,, the inequalities 
7, ( T+ 11 i=l ,...,n- 1 
are valid. 
di”>, 0 and 3d’j”h, + d$“> 0. 
So, the following theorem is obvious. 
Theorem 3.1. The cubic H-interpolation spline (2.2) 
is conuex on [a, b] if and only if 
+(35-m,-,) Gm,<37,-2m,_,, 
i=l ,..., n. (3.1) 
It is a well-known fact that there exists a cubic 
H-spline with respect to 71, which solves the in- 
terpolation problem 
s(x,)=f,, i=o ,..*, n. (2.1) 
Such a spline can be calculated in a simple local 
way: 
With the help of (3.1) we can see immediately 
that every solution of the system of inequalities 
2m,-l + m, Q 3r,, -m,-I - 2mi9 -3r,, 
i= 1 ,.**, n (3.2) 
results in a set of parameters m,,..., m, for a 
convex cubic H-interpolation spline. But there ex- 
ist convex data sets for which (3.2) is unsolvable. 
This is confirmed by: 
s(x)= i dJi)(x-xx,_,)’ forxE[x,_,,xi] 
j-o 
Theorem 3.2. There exists a convex set of 5 data 
points, for which no cubic H-interpolation spline 
belonging to this set is convex. 
d:‘)=+{m,_, + m, - 27,}, 
I 
d4”=+{3T,-2m,_, -m,}, (2.2) 
I 
The proof can be found in [8]. 
A standard algorithm for solving the system 
di’)= m,_, 7 d6’)=f_ I I’ 
We thus have s’(x,)= m,. It is clear that the 
solution (2.2) of (2.1) is not unique. There are yet 
n + 1 free parameters m,,,. .., m,. However, for 
each choice of these parameters the corresponding 
H-spline is a solution of the interpolation problem 
(2.1). 
(3.2) is the two-phase-method from linear pro- 
gramming. Thereby we obtain either a solution of 
(3.2) or the evidence that (3.2) is unsolvable. But 
the expense for the calculation is fairly high. If we 
are interested in a simple method, which supplies 
not only any one solution but whole intervals of 
admissible parameters m, in which the concrete 
parameters can be chosen, the following algorithm 
is advantageous. 
3. Convex cubic H-interpolation splines 
Let us assume now that the given data set is 
convex. Our goal is to construct a cubic H-interpo- 
lation spline which is convex too. In other words: 
we will derive a method for computing the free 
parameters in (2.2), such that s(x) is convex on 
each subinterval [x,_ , , x,] and hence convex on 
the whole interval [a, b]. 
The H-spline s is convex on [x,_ ,, x,] if and 
Algorithm 1 (to construct a set of parameters m, 
solving (3.2)). Let (a:“), k = 1,. ..,[in], be the 
unique solution of the first order linear difference 
equation 
u:“‘-u:0_),=(T*k-,-T~k_2)-2(T*k-T*k-,), 
k=2,..., [in] (3.3) 
with ui”‘= 37, - 27, and (bjp’), k = l,...,[i(n - 
l)], the unique solution of 
b:“‘-b~o~,=(~2k+,-~2k)-f(~2k-~2k-,), 
k=2,..., [t(n- I)] (3.4) 
with b\“= $(37, - 37, + 2~~). 
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Define 
E?O = m~{u~“,} 
and 
x0 = min( 7,. m~n{b:0’}). 
If nz, G K,, then choose m, E [mo, Eo], else the 
algorithm must be stopped. 
Now forj= l,...,n-2 let 
&, = 3r - 2biJ-“, 
J 
= l,..., -j)], (3.5) 
k= l,..., 1)] 
(3.6) 
m, = 4 
( 
37, - my{a:i,}>, (3.7) 
37J-2m- 
( J-I’ TV_+,, T{bj;“)). (3.8) 
If m, d ‘i?,, then choose m, E [m,, ZJ], otherwise 
the algorithm must be stopped. 
Finally, choose 
= min{37,_, - 2m,_*, T,) 
and m, E [m,, ES,] with 
m _,=+(37,-mm,_,), iii,=37,-2m,_, 
if it is possible. 
Now we will answer to the question of the 
feasibility of Algorithm 1. 
Theorem 3.3. Let the convex data set ((xi, A), 
i=O ,..., n} be given. Then the following statements 
are equivalent :
(i) The system of inequalities (3.2) is solvable. 
(ii) Algorithm 1 is feasible. 
(iii) The conditions 
(a) a:“(~,+,, k= l,..., [f(n-i)] 
(b) a:’ < b,!‘), k = 1,. . . ,[i(n - i)], r = 
1 ,...,[$(n-i- l)] 
arevalidfori=O,...,n- 1. 
Proof. (i) * (ii). Assuming (ii) let mo, . . . , m, be a 
result of Algorithm 1. Then we obtain from the 
bounds z,, Zi, of the algorithm: 
+(37,-m,-,) <m,637,-2m,_,, i= 1 ,...,n. 
Because of (3.1) these parameters mo,. . . , m, are 
also a solution of (3.2). 
Conversely, let m,, . . . , m, be a solution of (3.2). 
i = n: With a view to (3.1) m, is also an element 
of [m,, fi,]. 
i = n - 1: From (3.1) we get 
+(3r,_, - m,_,) G m,_, G 37,_, - 2m,_z 
and, furthermore, m,_, < 7n (because m, exists). 
Therefore, m,_, E [mm- ,, E,,_ ,I. 
Now we suppose that m, E [m,, EJ] and prove 
that the solution m,_, of (3.2) is also an element 
of [m,_,, m,_,]. From the assumption we obtain 
5, =G E,. That means (see (3.7), (3.8)): 
mj-1 d ?jY 
m _, <&(3?-aj/‘), k= l,..., [f(n-j)], 
J 
mJ_,>37J-2~+,, 
mj_, > 37, - 2bjl’, k= l,..., [$(n-j- I)]. 
With the help of (3.5), (3.6) and (3.1) it is easy to 
verify that m,_, ~[m,_,, HJ_,]. 
(ii) e (iii). Algorithm 1 is feasible, if and only if 
for each index i the inequalities 5; Q M, hold. To 
show the equivalence to (a), (b), let us assume at 
first the validity of (a), (b). 
i = 0. In this case z. G E, follows from (a), (b) 
directly, when we put there i = 0. 
We now assume that nz,_, Q Ei,_ ,, j > 1, and 
prove then that m, G GJ. Looking at (3.7) (3.8) the 
following inequalities are given: 
ap-,,< \m,_, Q7/, k= l,..., [)(n-j- I)], 
(3.9) 
m,_, < b!j-‘), r = 1,. . ., [i(n -j)]. (3.10) 




i(37J-mJ_,)<bjJ’, r= l,..., [i(n-j- l)], 
(3.13) 
a~‘G3~-2m,_,, k= l,..., [f(n-j)], (3.14) 
(J) 
ak =s?+,, k= l,...,[&(n-j)], (3.15) 
ap’< bJJ’, 
k= l,..., [+(n-j)], r= l,..., [+(n-j- I)], 
(3.16) 
which imply m, < SJ. 
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(3.11) is equivalent to the right part of (3.9). To 
prove (3.12) we remark that (up)) for fixedj can 
also be described as the solution of the difference 
equation 
@‘-UL’J, = (T 2k+J- i - ‘2k+J-2 > 
-2(72k+J - ‘2k+J-,h 
k=2,..., [f(n-j)] (3.17) 
with uiJ’= 37 
J+l 
- 27~+~. The proof of this fact 
can be done inductively with the help of (3.5) 
(3.6) in a simple way and can be omitted here. 
Now we take the left part inequalitities of (3.9) 
with k = 1 and substitute there the corresponding 
initial value from (3.17) for u!J-‘). This gives 
(3.12). From (3.6) we obtain 
u:J-‘)= 37 - 261;‘1,, 
k=2,..:,[f(n+l)]+l 
and with the left part of (3.9) we get 
37 - 2biJ?, <m-_ 
J J 1’ 
k=2,...,[+-j-1)1+1. 
With a change of the index k - 1 = r, the inequal- 
ity (3.13) is proven. (3.14) can be proved in the 
same manner with (3.5) and (3.10). 
Finally, the relations (3.15) and (3.16) are 
equivalent to (a), (b). So for each index i the 
inequality m, < E, is true and that is independent 
of the special choice of the m;‘s. 
Conversely, if mi Q Z?, for each index i, then (a), 
(b) are obvious. At last, we point to the fact that 
all such m, fulfill the relations (3.1). 0 
Remarks 3.4. (1) If there exists no solution of (3.2), 
then for some index k we obtain mk > Ei, and the 
algorithm must be stopped. With the help of the 
obtained parameters m,, . . . , mk _ , a convex cubic 
H-interpolation spline can be constructed in 
]% xk_ ,] but the continuation of the convexity is 
impossible. 
(2) Otherwise, we can choose the concrete 
parameter m, in a whole interval [m,. %,I and each 
of these is admissible. So it is possible (but not 
necessary) in interaction with the computer to seek 
such parameters that the H-interpolation spline 
fulfils certain aesthetic aspects in addition, for 
example. 
(3) The concrete choice of mi has influence 
upon the width of the next interval [m,, ,, A,, ,I, 
but the feasibility of the algorithm is independent 
of this concrete choice. 
(4) The difference equations (3.3), (3.4) are sim- 
ple recurrence formulas. With increasing j the 
number of considered elements (ui!‘), resp. (bi!‘), 
is decreasing. 
(5) This algorithm is a global one in the sense 
that a change of an interpolation point has in- 
fluence upon all steps of the algorithm. 
(6) The conditions of the feasibility, (a), (b), 
can be verified a priori, because they are indepen- 
dent of the special choice of the parameters. 
4. Some special cases 
If the data set fulfills stronger conditions than 
those of Theorem 3.3(iii), then the algorithm can 
be modified. 
Theorem 4.1. Let the convex data set {(x,,f,), 
i=O,..., n} be given with 
2(7,+2-7,+1)-(7,+1-7,)~0, 
i= l,...,n-2. (4.1) 
Then the following Algorithm 2 to construct a set of 
parameters m, solving (3.2) is feasible and the ob- 
tained parameters m,, . . . , m, give with (2.2) u con- 
vex cubic H-interpolation spline. 
Algorithm 2 (to construct a set of parameters m, 
solving(3.2)).Fori=O ,..., nchoosem;E[E,,M,] 
with 
nJ, = 37, - 272, m, = 7, ) 
m, = max(f(37, - m,_,), 37~‘~ - 27,+,}, 
iGJ=min{37J-2m,_,,7,+,), j=l,..., n-2, 
m _n-, = f(37,_, - mn_2), 
m n-l = min{37,_, - 2m,_2, 7,) 
m _,, = t(37, - m,- i)? 5i,=37,-2m,_,. 
Proof of Theorem 4.1. At first we will show that 
with (4.1) Algorithm 2 is a special case of Algo- 
rithm 1. 
From the difference equations (3.3), (3.4) we 
obtain because of (4.1) aLo’< ui”_‘, and bk”>/ bi’?,. 
Hence 
m _0= my { ui”)} = uj”’ = 37, - 27, 
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and 
5, = min( 7, , *I” { b:O’}) = min{ 7, , b\O’} = 7,. 
So the bounds _m, and fi, of Algorithm 2 are 
modified bounds of Algorithm 1. In the same 
manner with the difference equation (3.17) it is 
easytoshowthatforj=l,...,n-2: 
m~{u~.J,} = al’,= 37/+, - 27~+~. 
From the analogous difference equation for (bj!,), 
namely, 
Q’_bjll, = 
= (%+,+, -72k+,)-t(7*k+,-72k+,-,), 
k=2,...,[f(n-j- l)] (4.2) 




the part will the with 
evidence (4.1) (a), of 
3.3. 
n 2) have (4.1) 
(4.2) 
a:.‘) Q a:/), < . . . (I) d a, 
= 
37J+, - 27J+2 
=‘/+(~+,-7/)--2(~+~-~+,)~7/~7/+,’ 
Further 
b’J’2 bj”, > . . . > b\J’ r 
= &,--37it2+2~+3) 
= 37/+, - 27J+c2 +t(2(7J+3-7J+,I) 
l t(7,+*-7J+,))~37/+,-27J+2 
=.[I)> . . . > aiJ,. 
With a view to Theorem 3.3 the proof is finished. 
cl 
Algorithm 2 is presented already in [5]. How- 
ever, the motivation of the method is given in 
another way and therefore the feasibility of the 
algorithm for any choice of m, could not be 
guaranteed. Now we give two examples how a 
particular solution can be obtained in a very sim- 
ple way, when we have additional conditions on 
the data set. 
Theorem 4.2. Under the assumptions of Theorem 
4.1 the solution of the difference equation 
m ,_,+2m,=37,, i= l,..., n, 
m, = 37, - 27, (4.3) 
is also a solution of (3.2). 
Proof. Because of 
2m,_, + m, = 37, + 3(7,-m,), 
i=l ‘..., n, 
we prove at first r, - m, < 0. 
For i = 1 and i = 2 this fact is obvious. Under 
the assumptions that T_ z - mJ _ z < 0 and T_, - 
m /_, ( 0,j > 3, we obtain from (4.1) (4.3) 
T-m/=7,-+(37,-m,_,) 
=f(m,_, -5)=+(35-, -27,-m,_,) 
< i(37,_, - 27/ - 5-2 )<O. 
Hence2m,_,+mj<37i, i= l,..., n. 
Further (4.3) implies -m,_, - 2m, = - 3~~ and 
the proof is complete. 0 
In analogous manner the following Theorem 4.3 
can be proven. 
Theorem 4.3. Let the convex data set {(x,, f,), 
i=O ,***, n}begiven.Zfr,>Oand3r,-2r,+,<O, 
i=l ,**., n - 1, then the solution of the difference 
equation 
mi- I +2m,=37,, i=l,..., n 
m,=O 
is also a solution of (3.2). 
5. Monotone and convex cubic H-interpolation 
splines 
In this section we will consider the following 
problem: Which additional assymptions to the 
given monotone increasing and convex data result 
in a monotone increasing and convex cubic H-in- 
terpolation spline? An answer to this question is 
given by: 
Theorem 5.1. Let the monotone increasing a d con- 
vex data set {(x,, f,), i = 0,. . . , n} be given, such 
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that 
2(72x+ 1 - d-bx-~21-1 >a& 
k= l,..., [+(n - l>l. (5.1) 
If in Algorithm 1 the bound E,, is replaced by 
nJ, = max(0,In~{&~}) (5.2) 
and if (a), (b) of Theorem 3.3 are valid, then this (by 
(5.2)) modified Algorithm 1 is feasible and the ob- 
tained parameters m,,. . , m, lead with a 
monotone increasing and convex H-interpolation 
spline. 
Proof. It is only necessary to verify that Z,, > 0. In 
this case we have m. > 0. Theorem 3.3 then as- 
sures the feasibility of the modified algorithm and 
the convexity of the obtained spline. It follows 
that the interpolation spline is also montone in- 
creasing on [a, b]. 
Since the data are monotone, we have 7, > 0. 
Looking at (3.4) and (5.1) we get 
b’,“= +(2q + 2( T~ - TV) - ( 72 - 7,)) >, 0 
and 
b(o)> b’o’ 
k ’ k-l? k=2,..., [$(n- I)]. 
Hence E, 3 0. 0 
Conclusions. (1) If the assumptions (4.1) of The- 
orem 4.1 are fulfilled, then Algorithm 2, modified 
by m, = max(0, 3,, - 2~~) is feasible and leads 
with (2.2) to a monotone increasing and convex 
H-interpolation spline. 
(2) The result of the difference equation in 
Theorem 4.3 leads with (2.2) to a monotone in- 
creasing and convex H-interpolation spline. 
6. Final remarks 
(1) Error estimations. Let Jo C[a, b] and f, = 
j(x,). We will investigate the error between j and 
the corresponding convex cubic H-interpolation 
spline, generated with Algorithm 1, resp. Algo- 
rithm 2. To this intention for a function g let 
llgll = xybIldx)l 
be the norm and 
o(g, c> = sup{ldx) -g(y)l: X,Y E [a? bl, 
lX--YlGC) 
the modulus of continuity. 
Theorem 6.1. Let Jo C[a, b]. Further, assume that 
(a), (b) of Theorem 3.3 are valid. With /3 = 
max(h,/h,_,), y=h,/h,. K=max{/3, 3+2y) we 
obtain the following estimation: 
IIf-sJl<%(l +K)w(j,h). 
Ij Jo C’(a, b), then the error between f and s can 
be estimated by 
]I j”‘-s’“‘]] < D,.o( j’, h) h’ -“, Y = 0, 1 (6.1) 
withD =BandD 0 2 =19 I . 
These results were proven in [5] for the case 
when s is generated by Algorithm 2. An analysis of 
the proofs shows that the r sults are also valid for 
splines generated by Algorithm 1. For monotone 
and convex interpolation we obtain somewhat bet- 
ter results. 
Theorem 6.2. Let Jo C[a, b]. Further, assume that 
the monotone increasing data set juljiilis (a), (b). 
(5.1) (resp. (4.1)). Then for the monotone increasing 
and convex cubic H-interpolation sphne s to j, gen- 
erated by the modified Algorithm 1 (resp. modified 
Algorithm 2) we have 
Ilf- sll ~$%(.f, h). 
Proof. Since 0 G 71 Q . . * < TV we have 0 f m o < 













and ]m,_ , + mi - 27,l =s T, - m,_ , Q T, the assertion 
is proven directly. q 
(2) Other cases. In an analogous manner it is 
possible to derive algorithms for the construction 
of concave cubic H-interpolation splines when 
concave interpolation points are given. In the same 
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way the case of monotone decreasing and convex 
or concave data sets can be taken into considera- 
tion. 
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