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Abstract
The Hopf diﬀerential and harmonic maps between branched
hyperbolic structures
by
Evelyn James Lamb
Given a surface of genus g with fundamental group π, a representation of π into
PSL(2,R) is a homomorphism that assigns to each generator of π an element of
PSL(2,R). The group PSL(2,R) acts onHom(π, PSL(2,R)) by conjugation. Define
the representation spaceRg to be the quotient space Hom(π, PSL(2,R))\PSL(2,R).
Associated to each representation ρ is a number e(ρ) called its Euler class. Goldman
showed that the spaceRg has components that can be indexed by Euler classes of rep-
resentations, and that there is one component for each integer e satisfying |e| ≤ 2g−2.
The two maximal components correspond to Teichmu¨ller space, the space of isotopy
classes of hyperbolic structures on a surface. Teichmu¨ller space is known to be home-
omorphic to a ball of dimension 6g − 6. The other components of Rg are not as well
understood.
The theory of harmonic maps between non-positively curved manifolds has been
used to study Teichmu¨ller space. Given a harmonic map between hyperbolic sur-
faces, there is an associated quadratic diﬀerential on the domain surface called the
Hopf diﬀerential. Wolf, following Sampson, proved that via the Hopf diﬀerential,
iii
harmonic maps parametrize Teichmu¨ller space. This thesis extends his work to the
case of branched hyperbolic structures, which correspond to certain elements in non-
maximal components of representation space. More precisely, a branched hyperbolic
structure is a pair (M, σ|dz|2) where M is a compact surface of genus g and σ|dz|2 is
a hyperbolic metric with integral order cone singularities at a finite number of points
expressed in terms of a conformal parameter.
Fix a base surface (M, σ|dz|2). For each target surface (M, ρ|dw|2) with the same
number and orders of cone points as (M, σ|dz|2), there is a unique harmonic map
w : (M, σ|dz|2) → (M, ρ|dw|2) homotopic to the identity that fixes the cone points
of M pointwise. Thus we may define another map from the space of branched hy-
perbolic structures with the same number and orders of cone points to the space of
meromorphic quadratic diﬀerentials on the base surface M . This map, Φ, takes the
harmonic map w associated with a metric ρ|dw|2 to the Hopf diﬀerential of w. This
thesis shows that the map Φ is injective.
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Chapter 1
Background and Introduction
1.1 The Gro¨tzsch problem and quasiconformal map-
pings
Let R and R￿ be non-similar rectangles. There is no conformal map from R to R￿
taking vertices to vertices, but one can ask which mapping is “most nearly” conformal.
This is called Gro¨tzsch’s problem, and he took the first step toward defining the notion
of quasiconformality.
Definition 1.1. Let f be an orientation-preserving diﬀerentiable map between two
domains in C. The dilatation of f at a point p at which df has rank 2 is the ratio of
the major to the minor axes of the image of an infinitessimal circle about the point
p. In complex notation, this is
K(p) =
|fz|+ |fz¯|
|fz|− |fz¯| . (1.1)
1
2For convenience, we also define k(p) = |fz¯ ||fz | =
K(p)−1
K(p)+1 . Since f is orientation-
preserving, K(p) ≥ 1 and k(p) ≥ 0 for all p.
Definition 1.2. The mapping f is said to be quasiconformal if K(p) is bounded. It
is called K-quasiconformal if K(p) ≤ K.
The definition of quasiconformality can be extended to maps that are not neces-
sarily diﬀerentiable.
Definition 1.3. Let f be an orientation-preserving homeomorphism from a domainD
in C. We say that f is quasiconformal on D if f satisfies the following two conditions:
i) The distributional partial derivatives of f with respect to z and z¯ can be represented
by locally integrable functions fz and fz¯, respectively, on D.
ii) There exists a constant k with 0 ≤ k < 1 such that
|fz¯| ≤ |fz|
almost everywhere on D. We define the dilatation at a point p to beK(p) =
1 + k(p)
1− k(p) ,
which agrees with the prior definition.
We can now say that a map is “most nearly” conformal if sup(K(p)) is as small
as possible. To return to Gro¨tzsch’s problem, let R have side lengths a and b, and R￿
have side lengths a￿ and b￿, where the ratio ab ≤ a
￿
b￿ . We ask for a map that takes the
a-sides onto the a￿-sides and the b-sides onto the b￿-sides with minimal dilatation:
a￿ ≤
￿ a
0
|df(x+ iy)| ≤
￿ a
0
(|fz|+ |fz¯|)dx,
a￿b ≤
￿ a
0
￿ b
0
(|fz|+ |fz¯|)dxdy.
3We apply the Schwarz inequality to obtain
a￿2b2 ≤
￿ a
0
￿ b
0
|fz|+ |fz¯|
|fz|− |fz¯|dxdy
￿ a
0
￿ b
0
(|fz|2 − |fz¯|2)dxdy
=a￿b￿
￿ a
0
￿ b
0
K(z)dxdy.
Rearranging this equation, we get
a￿
b￿
:
a
b
≤ 1
ab
￿ a
0
￿ b
0
K(z)dxdy
and in particular,
a￿
b￿
:
a
b
≤ supK(z).
The aﬃne mapping
f(z) =
1
2
￿
a￿
a
+
b￿
b
￿
z +
1
2
￿
a￿
a
− b
￿
b
￿
z¯
attains this minimum maximal dilatation.
Theorem 1.4. Among mappings between non-similar rectangles, the aﬃne mapping
has the least maximal and least average dilatation.
Teichmu¨ller theory began in part as an extension of the theory of quasiconformal
mappings to Riemann surfaces.
1.2 Fricke space, Teichmu¨ller space, and uniformiza-
tion
For this section, we follow the approach and notation of the excellent book An Intro-
duction to Teichmu¨ller Spaces by Imayoshi and Taniguchi [15].
4There are several equivalent ways to define Teichmu¨ller space. To begin, we
consider marked Riemann surfaces. Let R be a closed Riemann surface of genus
g > 1. A system of canonical generators Σp = {[Aj], [Bj]}gj=1 of the fundamental
group π1(R, p) is called a marking on R. Two markings Σp = {[Aj], [Bj]}gj=1 and
Σ￿p = {[A￿j], [B￿j]}gj=1 on R are equivalent if there exists a continuous curve C0 on R
such that [A￿j] = TC0([Aj]) and [B
￿
j] = TC0([Bj]) for j = 1, . . . , g, where TC0 is the
isomorphism of π1(R, p) to π1(R, p￿) sending any [C] to [C−10 ·C ·C0]. Let Σp and Σq
be markings on closed Riemann surfaces R and S, respectively, of genus g. Two pairs
(R,Σp) and (S,Σq) are said to be equivalent if there exists a biholomorphic mapping
h : S → R such that the marking h∗(Σq) = {h∗([A￿j]), h∗([B￿j])}gj=1 is equivalent to
Σp = {[Aj], [Bj]}gj=1. The equivalence class of (R,Σp) is denoted by [R,Σp] and called
a marked closed Riemann surface of genus g.
Definition 1.5. The Teichmu¨ller space Tg of genus g is the set of all marked closed
Riemann surfaces of genus g.
We now define Teichmu¨ller space using orientation-preserving diﬀeomorphisms
between Riemann surfaces. Fix a closed Riemann surface R of genus g > 1. Consider
an arbitrary pair (S, f) of a closed Riemann surface S and an orientation-preserving
diﬀeomorphism f : R → S. Two pairs (S, f) and (S ￿, g) are said to be equivalent if
g ◦ f−1 : S → S ￿ is homotopic to a biholomorphic mapping h : S → S ￿. Let [S, f ] be
the equivalence class of (S, f).
Definition 1.6. The Teichmu¨ller space T (R) of R is the set of all equivalence classes
[S, f ].
5We may identify the Teichmu¨ller space Tg of genus g with the Teichmu¨ller space
T (R) of a closed Riemann surface R of genus g. To see this, first fix a marking
Σp = {[Aj], [Bj]}gj=1 on R. Corresponding to a point [S, f ] in T (R), a marking
f∗(Σ) on S determines a point [S, f∗(Σ)] in Tg. Hence we may define a mapping
ΦΣ : T (R)→ Tg by ΦΣ([S, f ]) = [S, f∗(Σ)] for any [S, f ] ∈ T (R).
Theorem 1.7 (see [15]). The mapping ΦΣ : T (R)→ Tg is bijective.
We now examine Teichmu¨ller space using quasiconformal mappings.
Definition 1.8. Let R be a closed Riemann surface of genus g > 1, and let [S, f ] be a
point in T (R), represented by a surface S and orientation-preserving diﬀeomorphism
f : R→ S. Let z be a local coordinate on R. Let µ = fz¯
fz
. Note that µ depends on the
choice of local coordinate z. To define µ independently of choice of local coordinate,
suppose ζ is a diﬀerent local coordinate, and require that
µ(z) = µ(w)
dζ
dz
￿
dζ
dz
. (1.2)
Such a (−1, 1) form is called the Beltrami diﬀerential of f .
Because f is orientation-preserving and quasiconformal, the Jacobian |fz|2 −
|fz¯|2 > 0, and the Beltrami diﬀerential µ has norm |µ| < 1. Let z be a local co-
ordinate centered at point p in R. As in Section 1.1, define the dilatation of f at p
to be
K(p) =
|fz|+ |fz¯|
|fz|− |fz¯| =
1 + |µ(0)|
1− |µ(0)|
and call a map quasiconformal if |K(p)| <∞.
6Definition 1.9. A family φ = {φj} of holomorphic functions φj on zj(Uj) for all
coordinate neighborhoods (Uj, zj) of a Riemann surface R is called a holomorphic
quadratic diﬀerential on R if it satisfies
φk(zk) = φj ◦ zjk(zk) · (z￿jk(zk))2 (1.3)
on Uj ∩ Uk, where zjk = zj ◦ z−1k . We usually write φ = φ(z)dz2. Let QD(R) be the
complex vector space of all holomorphic quadratic diﬀerentials on R.
We now define a Teichmu¨ller mapping to be a “locally aﬃne” quasiconformal
mapping, using quadratic diﬀerentials. Let S1 and S2 be two Riemann surfaces home-
omorphic to R, and let φ1 and φ2 be holomorphic quadratic diﬀerentials on S1 and S2,
respectively. We say that a homeomorphism f : S1 → S2 is a Teichmu¨ller mapping if
the following two conditions hold. First, the mapping f takes the zeros of φ1 to the
zeros of φ2. Second, away from the zeroes, in natural coordinates for φ1 and for φ2
based at points p and f(p), there exists a K > 0 such that f can be written as
f(x+ iy) =
√
Kx+ i
1√
K
y.
Theorem 1.10 (Teichmu¨ller’s Theorem). (See [2].) Let [S, f ] be a point in T (R),
represented by a surface S. Then there exists a Teichmu¨ller mapping f0 : R→ S that
minimizes dilatation among all maps from R to S. Futhermore, the Teichmu¨ller map-
ping induces a homeomorphism between T (R) and the space of holomorphic quadratic
diﬀerentials on R, showing that T (R) is homeomorphic to a ball of real dimension
6g − 6.
We now explore the link between complex structures and hyperbolic structures.
7Fix a topological surface Σ of genus g ≥ 2. A hyperbolic structure on Σ is a Rie-
mannian metric on Σ having constant negative curvature. Locally, it is isometric to
the hyperbolic plane H2. In other words, there exists an atlas of charts from Σ to H2
such that the coordinate changes are local isometries.
A marked hyperbolic structure on Σ is a pair (M, f) where M is a hyperbolic
surface and f : Σ→M is a homotopy equivalence. Two marked hyperbolic structures
(M, f) and (M ￿, f ￿) are said to be equivalent if there is an isometry φ :M →M ￿ such
that φ ◦ f ￿ f . Define the Fricke space F(Σ) to be the space of equivalence classes of
marked hyperbolic structures on Σ.
The following deep uniformization theorem of Poincare, Klein, and Koebe [15]
provides an identification between T (g) and F(Σ).
Theorem 1.11. Let X be a Riemann surface with χ(X) < 0. Then there exists a
unique hyperbolic metric whose underlying conformal structure agrees with X.
In fact, the proof of the theorem provides a canonical bijection between hyperbolic
structures and conformal structures when χ(X) < 0. Hence, while the distinction
between hyperbolic and conformal structures is important in some contexts, in this
paper we will move freely between the two.
1.3 Branched hyperbolic structures
Definition 1.12. A branched hyperbolic structure is a pair (M, σ|dz|2) where M is
a topological surface of genus g ≥ 2 and the metric σ is hyperbolic away from a finite
set of integral-order cone points p1, . . . pn on M . By integral order, we mean that the
8total angle around the cone point pi is 2παi, where αi is a natural number greater
than 1. The cone angles must also satisfy the relation 2− 2g +￿ni=1(αi − 1) < 0, so
that the total curvature is negative.
The following theorem of McOwen [19] establishes the existence of such metrics.
Theorem 1.13. Let (M, σ) be a compact Riemann surface with hyperbolic metric
with Gauss curvature K ≡ −1 and p1, ..., pn ∈ M . Suppose the numbers α1, . . . ,αn
satisfy: (i) 0 < αi <∞, and (ii) χ(M) +
￿
i(αi − 1) < 0. Then Mˆ =M\{p1, ..., pn}
admits a unique metric σˆ which is pointwise conformal to σ, has Gauss curvature
Kˆ ≡ 1, and satisfies σˆ/σ = O(r2(αi−1)i ) as ri = distσ(x, pi) → 0. Moreover, σˆ has
total curvature ￿
M
(−1)dAˆ = 2π
￿
χ(M) +
￿
i
(αi − 1)
￿
.
In local coordinates centered at a cone point of order αi, the metric has the form
σ(z)|dz|2 = α2i |z|2(αi−1)|dz|2.
Definition 1.14. Let (α) = (α1, ...,αn) be a multi-index of natural numbers. Let
S(g,α) be the space of branched hyperbolic structures on M with n cone points of
orders (α1, ...,αn), respectively, where two structures are considered the same if there
is a diﬀeomorphism isotopic to the identity taking one to the other.
1.4 Harmonic maps between surfaces
For a Lipschitz map w : (M, σ|dz|2) → (M, ρ|dw|2), the energy density at a point
w is defined to be e(w; σ, ρ) =
ρ(w(z))
σ(z)
|wz|2 + ρ(w(z))
σ(z)
|wz¯|2. The total energy of the
9map is defined to be E(w; σ, ρ) =
￿
M e(w; σ, ρ)σdzdz¯. Note that the total energy
depends on the metric of the target surface, but only on the conformal structure of
the source. A map is called harmonic if it is a critical point of the energy functional.
The Euler-Lagrange equation for the energy functional is
τ(w) = wzz¯ + (log ρ)wwzwz¯ = 0. (1.4)
The following lemma (the Courant-Lebesgue lemma) will be crucial later in demon-
strating the existence of harmonic maps with certain properties.
Lemma 1.15. Let Ω be a domain in C, let M a surface with a metric, and let
u ∈ W (1,2)(Ω,M) with E(u) ≤ C. Let z0 ∈ Ω, and r ∈ (0, 1), with B(z0,√r) ⊂
Ω. Then there exists a δ ∈ (r,√r) such that, for all z1, z2 ∈ ∂B(z0, δ), we have
d(u(z1), u(z2)) ≤ (8πC) 12 log(1r )−
1
2 , where d denotes the distance with respect to the
metric on M .
For completeness, we include the proof from Jost [16].
Proof. We introduce polar coordinates (ρ, θ) with center z0. Then, for z1, z2 ∈
∂B(z0, δ), we have
d(u(z1), u(z2)) ≤ l(u(δ, ·))
=
￿ 2π
0
ρ(u)
￿￿￿￿∂u∂θ (δ, θ)
￿￿￿￿ dθ,
where ρ2(u)dudu¯ is the metric given on M . If u is Lipschitz continuous, this holds
for all δ. In the general case of u ∈ W (1,2), it holds for almost all δ, which is all that
is required for the rest of the proof.
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The Schwarz inequality applied to the above inequality gives
d(u(z1), u(z2)) ≤ l(u(δ, ·))
≤ (2π) 12
￿￿ 2π
0
ρ2(u)
￿￿￿￿∂u∂θ
￿￿￿￿2 dθ
￿ 1
2
. (1.5)
The energy integral of u over B(z0,
√
r) is given in polar coordinates by
E(u;B(z0,
√
r)) =
1
2
￿ 2π
θ=0
￿ √r
s=0
ρ2(u)
￿￿￿￿￿∂u∂s
￿￿￿￿2 + 1s2
￿￿￿￿∂u∂θ
￿￿￿￿2
￿
sdsdθ.
By Fubini’s theorem, we have
E(u;B(z0,
√
r)) ≤ 1
2
￿ 2π
θ=0
ρ2(u)
￿￿￿￿∂u∂θ
￿￿￿￿2 dθ · ￿
√
r
s=r
1
s
ds.
Hence by the intermediate value theorem there exists a δ ∈ (r,√r) such that￿ 2π
0
ρ2(u)
￿￿￿￿∂u∂θ (δ, θ)
￿￿￿￿2 dθ ≤ 2E(u;B(z0,√r))￿ √r
r
ds
s
≤ 4E(u;B(z0,
√
r))
log(1r )
≤ 4C
log(1r )
. (1.6)
We combine inequalities 1.5 and 1.6 to complete the proof.
1.5 Teichmu¨ller space and harmonic maps
In this section, we follow closely the notation of Wolf’s thesis (see [24]). Consider the
pullback of a metric ρ by the map w:
w∗ρ = ρwzwz¯dz2 + (ρ|wz|2 + ρ|wz¯|2)dzdz¯ + ρwzwz¯dz¯2.
The Hopf diﬀerential is defined to be the (2,0) part of this pullback, i.e., Φ(w) =
ρwzwz¯dz2. When ρ is hyperbolic and w is harmonic, the tensor Φ is a holomorphic
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quadratic diﬀerential. When ρ is a branched hyperbolic metric and w a harmonic
map, the tensor Φ is meromorphic with simple poles at the cone points. (See Section
2.1.)
We define two auxiliary functions for the harmonic map w : (M, σ)→ (M, ρ):
H = H(ρ) = H(ρ; σ) =
ρ(w(z))
σ(z)
|wz|2
L = L(ρ) = L(ρ; σ) =
ρ(w(z))
σ(z)
|wz¯|2.
For convenience, we also define h = logH. We now collect a list of relevant formulas.
∆ =
4∂2
∂z∂z¯
(1.7)
K(ρ) = −2
ρ
∂2 log ρ
∂w∂w¯
(1.8)
∆ logH = σ(−2K(ρ)H + 2K(ρ)L+ 2K(σ)) (1.9)
∆ logL = σ(−2K(ρ)L+ 2K(ρ)H + 2K(σ)) (1.10)
e = H + L (1.11)
|Φ|2
σ2
= HL (1.12)
w∗ρ = Φdz2 + σedzdz¯ + Φ¯dz¯2 (1.13)
When ρ is an unbranched hyperbolic metric, Wolf proved that the map Φ : T (g) →
QD(σ) is a surjective homeomorphism, extending Sampson’s injectivity theorem [22].
Hence via the Hopf diﬀerential, the quadratic diﬀerentials parametrize Teichmu¨ller
space.
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1.6 Surface group representations
Let M be a closed topological surface of genus g ≥ 2, and let π be its fundamental
group. Let G be a semisimple Lie group. A representation β : π → G is a homo-
morphism between the groups, so that the image of β respects the relations of the
group π. In the case that G is a matrix group, a representation can be thought
of as a way of realizing an abstract group as a concrete group of matrices. In this
thesis, we look exclusively at the group G = PSL(2,R). The set of all represen-
tations from π to PSL(2,R) is Hom(π, PSL(2,R)). The group PSL(2,R) acts on
Hom(π, PSL(2,R)) by conjugation, and we define the representation space Rg to be
the quotient Hom(π, PSL(2,R))/PSL(2,R).
Associated to a representation is an invariant called the Euler class. The Euler
class of a representation can be defined either as an obstruction class or as the index
of the circle bundle associated to the representation. For a thorough introduction to
these viewpoints, see [7] and [9].
As an obstruction map, the Euler class e : Hom(π, PSL(2,R))→
H2(M ; π1(PSL(2,R))) ∼= π1(PSL(2,R)). The Lie group PSL(2,R) is topologically
a solid torus, so its fundamental group is Z. To calculate the value of e(ρ) for a
given representation ρ, let α1, β1, . . . ,αg, βg be the standard generators of π, and let
R be the relation [α1, β1]...[αg, βg]. Thus ρ(α1), ρ(β1), . . . , ρ(αg), ρ(βg) are elements
of PSL(2,R). Choose lifts of ρ(α1), ρ(β1), . . . , ρ(αg), ρ(βg) to the universal cover
￿PSL(2,R). Evaluate the relation R on the lifts ￿ρ(α1), ￿ρ(β1), . . . , ￿ρ(αg), ￿ρ(βg) to yield
an element of π1(PSL(2,R)) = Z, which we define to be the Euler class e(ρ). The
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Euler class is independent of the choice of lift, so it descends to Rg.
For representations into PSL(2,R), Milnor [21] and Wood [27] showed the in-
equality |e(ρ)| ≤ |χ(M)|. Goldman [10] showed that the connected components of
Rg are the inverse images e−1(k) for |k| ≤ 2− 2g and that equality holds if and only
if ρ is discrete and faithful. (Note: a change in sign of the Euler class corresponds
to a change in orientation, so the components of Rg with Euler classes of the same
absolute value are, for our purposes, the same.) Hitchin [13] described the topology
of all the components. Specifically, he showed that for 0 < k ≤ 2g−2, the component
with Euler class k is a complex vector bundle of rank (g− 1 + k) over the symmetric
product S2g−2−kM . The components with Euler class 2g − 2 and 2 − 2g are called
Hitchin components, and the others are called non-Hitchin components. (These terms
are more general; the term Hitchin component refers to certain connected components
of spaces of representations into other Lie groups as well.)
The connection between representation theory and hyperbolic geometry arises
via the holonomy representation of a hyperbolic surface. Associated to a hyperbolic
structure is a pair (dev, ρ) where dev : M˜ → H2, the developing map, is an immersion,
and ρ : π → PSL(2,R), the holonomy representation, is a homomorphism that is
equivariant with respect to dev. The representation ρ is well-defined in the space
Rg because two lifts diﬀer by an element of PSL(2,R). The following theorem of
Goldman [10] provides a link between Teichmu¨ller space and the Hitchin components
of representation space via the holonomy representation.
Theorem 1.16. Let M be a Riemann surface of genus g > 1. A representation
14
ρ : π1(M) → PSL(2,R) has the property that |e(ρ)| = 2g − 2 if and only if it is the
holonomy representation of a hyperbolic structure on M .
Branched hyperbolic structures also give rise to holonomy representations. The
Euler class of the holonomy representation ρ of a branched hyperbolic structure with
total excess cone angle α is e(ρ) = ±(2g − 2 − α). It is natural to ask whether
all components of Hom(π, PSL(2,R)) are composed of holonomy representations
of branched hyperbolic structures. The answer is no. Tan provided examples of
representations that cannot arise as holonomy representations of branched hyperbolic
structures [23]. One such example can be obtained as follows. Let M be a genus 3
surface obtained by attaching a handle to a genus 2 surface, and let π = π1(M). Let
the representation ρ ∈ Hom(π, PSL(2,R)) be discrete and faithful on the original
genus 2 surface and trivial on the attached handle. The representation ρ cannot be
obtained as the holonomy representation of a branched hyperbolic structure.
1.7 Introduction to results of thesis and outline
Following section 1.3, we recall the definition of the space S(g,α). Let (α) =
(α1, ...,αn) be a multi-index of natural numbers. Let S(g,α) be the space of branched
hyperbolic structures on M with n cone points of orders (α1, ...,αn), respectively,
where two structures are considered the same if there is a diﬀeomorphism isotopic
to the identity taking one to the other. Fix a topological surface M of genus g and
a branched hyperbolic structure (M, σ|dz|2) in the space S(g,α) for some α. Let
(M, ρ|dw|)2 be another hyperbolic structure in S(g,α). We will show that there ex-
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ists a unique harmonic map w : (M, σ|dz|2)→ (M, ρ|dw|2) that fixes the cone points
of M . Associated to the harmonic map w is a meromorphic quadratic diﬀerential on
(M, σ|dz|2) called the Hopf diﬀerential. Let Φ : S(g,α) → QD(σ) take a hyperbolic
structure to the Hopf diﬀerential of the associated uniquely determined harmonic
map. The main theorem of the thesis is as follows (cf. Theorem 2.8).
Theorem 1.17. The map Φ is injective.
The outline of the proof is as follows. In section 2.1, we show that a harmonic
map in the homotopy class of the identity that fixes cone points has finite energy. As
a consequence, the Hopf diﬀerential of a harmonic map between branched hyperbolic
surfaces in the space S(g,α) is meromorphic with at most simple poles at the cone
points of M . In section 2.2, we prove that between any two surfaces (M, σ|dz|2) and
(M, ρ|dw|2) in S(g,α), there is a harmonic map from (M, σ|dz|2) to (M, ρ|dw|2) that
is homotopic to the identity and fixes the cone points of the underlying surfaceM . To
accomplish this, we use a surface doubling argument to find a finite-energy harmonic
map in that setting. We then use the Courant-Lebesgue lemma to show that the
cone points must be fixed pointwise. Finally, in section 2.3, we use analysis of the
tangent map to show that the auxiliary functions defined in section 1.5 satisfy certain
regularity properties. The theorem follows using integration by parts, an argument
that relies heavily on the regularity properties.
Chapter 2
Results
In this chapter, we prove the main theorem of the thesis. In section 2.1, we show that
the harmonic map in the homotopy class of the identity that fixes cone points is finite
by constructing finite-energy maps between Riemann surfaces of the same genus. As
a corollary, we have that the Hopf diﬀerential of an energy-minimizing map between
Riemann surfaces of the same genus is meromorphic with at most simple poles at
the cone points. In section 2.2, we use surface doubling and the Courant-Lebesgue
lemma to show that there exist harmonic maps in the homotopy class of the identity
fixing cone points. In the final section, we use tangent map theory and integration
by parts to prove that the map Φ is injective.
2.1 The Hopf diﬀerential is integrable
In this section, we construct finite-energy maps between branched hyperbolic struc-
tures, showing that the Hopf diﬀerential of a harmonic map between branched hy-
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perbolic structures that fixes cone points is integrable.
Proposition 2.1. Let (M, σ|dz|2) and (M, ρ|dw|2) be two points in S(α) for some
multi-index α. Then there exists a finite-energy map between (M, σ|dz|2) and (M, ρ|dw|2)
that fixes cone points.
Proof. For simplicity, assumeM has one cone point of order α; the proof is analogous
for multiple cone points. For clarity, we call the cone point p on (M, σ|dz|2) and q
on (M, ρ|dw|2). Fix ￿0 > ￿1 > 0 and let ￿M(σ, p, ￿0) be the surface obtained by
cutting out an ￿0-neighborhood of the cone point p and doubling (M, σ|dz|2) across
the resulting hole. Let ￿M(ρ, q, ￿0) be the analogously constructed surface obtained
from (M, ρ|dw|2).
Both surfaces ￿M(σ, p, ￿0) and ￿M(ρ, q, ￿0) are closed, genus 2g surfaces, so by Te-
ichmu¨ller’s Theorem, there is a quasiconformal map ￿g : ￿M(σ, p, ￿0)→ ￿M(ρ, q, ￿0) that
minimizes dilatation. At each point, the map can be written as
￿g(z) = 1
2
￿
K + 1√
K
￿
z +
1
2
￿
K − 1√
K
￿
z¯
for a conformal coordinate z and K > 1. By restricting to one side of each doubled
surface, we obtain a map g : (M \ B(p, ￿), σ) → (M \ B(q, ￿), ρ). We now use the
Teichmu¨ller map to construct a finite-energy map f : (M, σ|dz|2) → (M, ρ|dw|2).
We define f to be equal to g on M \ B(p, ￿0) and equal to the identity on B(p, ￿1).
Note that the ￿ neighborhoods of the cone point on (M, σ|dz|2) and (M, ρ|dw|2) are
isometric, so this identity map is well-defined. On the annulus A centered at p with
inner radius ￿1 and outer radius ￿0, we define f as follows in coordinates centered at
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p. Let ψ : [0, 1]→ [0, 1] be a bump function that is 0 when x > ￿0 and 1 when x < ￿1.
Let T (θ) = g(￿0eiθ). For z = reiθ ∈ A, let
f(z) = rei((1−ψ(r))·T (θ)+ψ(r)·θ), (2.1)
so that f is a smooth interpolation between the Teichmu¨ller map and the identity.
On the annulus A, the map f has bounded derivatives, and therefore its energy is
bounded by some number L.
E(f ; σ, ρ) =
1
4
￿
M\B(p,￿0)
ρ
￿
(K + 1)2
K
+
(K − 1)2
K
￿
dzdz¯ + L+
￿ 2π
θ=0
￿ ￿1
r=0
α2r2(α−1)rdrdθ
≤ 1
4
￿
K +
1
K
￿￿
M\B(p,￿0)
ρdzdz¯ + L+ πα￿2α1 .
As ρ is hyperbolic away from p, the Gauss-Bonnet theorem states that￿
M\B(p,￿)
ρ(z)dzdz¯ < 2π|χ(M)|,
so the total energy of the map f is bounded by
C(￿0, ￿1) =
￿
K +
1
K
￿
(πg − π) + L+ πα￿2α1 .
Corollary 2.2. The Hopf diﬀerential of an energy-minimizing map between (M, σ|dz|2)
and (M, ρ|dw|2) such that the cone points of M are fixed pointwise is meromorphic
with at most simple poles at the cone points.
Proof. That ∂∂z¯Φ ≡ 0 is a consequence of equation (1.4). We integrate the Hopf
diﬀerential over the surface:￿
M
|Φ|dzdz¯ =
￿
M
ρ|fz||fz¯|dzdz¯
≤
￿
M
ρ
|fz|2 + |fz¯|2
2
dzdz¯ =
1
2
E(f ; σ, ρ) <∞.
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If Φ had higher-order poles, then the integral
￿
M |Φ|dzdz¯ would be infinite. Since this
is not the case, Φ has at most a simple pole at p.
Thus we define QD(σ) to be the space of integrable meromorphic quadratic dif-
ferentials on the Riemann surface underlying (M, σ).
2.2 Existence of required harmonic maps
In this section, we use a surface doubling argument and the Courant-Lebesgue lemma
to show that between any two branched hyperbolic structures in the same space
S(g,α), there exists a harmonic map that fixes cone points.
Proposition 2.3. Let (M, σ|dz|2) and (M, ρ|dw|2) be two branched hyperbolic struc-
tures in the space S(g,α). Then there is a harmonic map w : (M, σ) → (M, ρ) such
that w is homotopic to the identity on M\{p1, . . . , pn} and w fixes the cone points of
M .
Proof. For simplicity, assumeM has one cone point p of order α; the proof is analogous
for multiple cone points. As in the proof of Proposition 2.1, for any small ￿ >
0, let ￿M(σ, p, ￿) be the surface obtained by cutting out a small ￿-neighborhood of
p and doubling (M, σ|dz|2) across the resulting hole. Let q be the cone point on
(M, ρ), and define ￿M(ρ, q, ￿) analogously. The surfaces ￿M(σ, p, ￿) and ￿M(ρ, q, ￿) are
negatively curved in the sense of Alexandrov, so there is a unique harmonic map in
each homotopy class of maps between ￿M(σ, p, ￿) and ￿M(ρ, q, ￿) [11]. Let ￿w￿ be the
harmonic map in the homotopy class of the identity.
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For the sake of precision, we now introduce some labels and terminology related
to these doubled surfaces. Let ∂σ = ∂￿σ and ∂ρ = ∂
￿
ρ (the ￿ is suppressed) be the curves
across which the doubling occurs, and call them the boundary curves; these have σ-
and ρ-length approximately 2πα￿. Label the components of ￿M(σ, p, ￿) \ ∂σ as Aσ and
Bσ and call them the sides of ￿M(σ, p, ￿), and label the components of ￿M(ρ, q, ￿) \ ∂ρ
as Aρ and Bρ and call them the sides of ￿M(ρ, q, ￿). Note that the labeling of sides is
arbitrary for now.
Now we show that the image of one side of ￿M(σ, p, ￿) must be contained in one
side of ￿M(ρ, q, ￿). Let Rσ : ￿M(σ, p, ￿)→ ￿M(σ, p, ￿) be reflection of ￿M(σ, p, ￿) through
the boundary curve of ￿M(σ, p, ￿), and let Rρ : ￿M(ρ, q, ￿) → ￿M(ρ, q, ￿) be reflection
of ￿M(ρ, q, ￿) across the boundary curve of ￿M(ρ, q, ￿). The maps Rσ and Rρ are
isometries, so the composition Rρ ◦ ￿w￿ ◦ Rσ is harmonic. It is also in the homotopy
class of the identity, so by uniqueness of the harmonic map ￿w￿, the map ￿w￿ equals
Rρ ◦ ￿w￿ ◦ Rσ. Suppose that ￿w￿(∂σ) ￿= ∂ρ. Then without loss of generality, there is a
segment I of ∂σ that is mapped to Aρ by ￿w￿. Because ∂σ, and therefore I, is fixed
by Rσ, the image Rρ ◦ ￿w￿ ◦ Rσ(I) is contained in Bρ. This is a contradiction, as
￿w￿ = Rρ ◦ ￿w￿ ◦ Rσ. Thus ￿w￿(∂σ) = ∂ρ, and because ￿w￿ is continuous, the image of
Aρ is contained in one side of ￿M(ρ, q, ￿). By restricting to one side of the doubled
surface, we obtain a harmonic map from (M, σ|dz|2)\B(p, ￿) to (M, ρ|dw|2)\B(q, ￿)
that sends ∂B(p, ￿) to ∂B(q, ￿). Let w￿ : (M, σ|dz|2)\B(p, ￿) → (M, ρ|dw|2)\B(q, ￿)
be this map. Using the fixed ￿0 and ￿1 from the proof of Proposition 2.1, as long as
￿ < ￿1, the energy of this map is bounded by some C(￿0, ￿1).
Fix ￿ < ￿1. For suﬃciently small positive numbers a < b, let Ωp(a, b) be the
21
annulus in (M, σ|dz|2)\B(p, ￿) with boundary circles at distance a − ￿ and b − ￿
from ∂B(p, ￿). Define Ωq(a, b) in (M, ρ|dw|2)\B(q, ￿) analogously. Fix 1 > r ≥ ￿.
Consider the annulus Ωp(r,
√
r). By the Courant-Lebesgue lemma, there exists a
δ ∈ (r,√r) such that, for all z1, z2 ∈ ∂B(p, δ), the distance d(w(z1), w(z2)) ≤
(8πC(￿0, ￿1))
1
2 (log(1r ))
− 12 . In fact, by continuity of w￿, the image of the annulus
Ωp(￿, r) is contained in the image of the annulus Ωp(￿, δ) for this δ ∈ (r,√r) . Thus the
image of the annulus Ωp(￿, r) is contained in the annulus Ωq(￿, (8πC(￿0, ￿1))
1
2 (log(1r ))
− 12 ).
Note that the outer radius does not depend on ￿. This implies that as ￿→ 0, the image
of the points within a distance of r from the boundary circle is uniformly bounded by
(8πC(￿0, ￿1))
1
2 (log(1r ))
− 12 . As r → 0, the distance (8πC(￿0, ￿1)) 12 (log(1r ))−
1
2 approaches
0 as well. Hence in the limit, the cone point p must be taken to the cone point q.
2.3 Injectivity of Φ
Let [σ] and [ρ] be two points in S(α). Choose representative metrics σ and ρ and
a map f : M → M so that f : (M, σ|dz|2) → (M, ρ|dw|2) is the unique harmonic
map homotopic to the identity fixing the cone points of M pointwise. To analyze the
regularity of f , we refer to the following definitions and lemma from Daskalopoulos
and Mese [4].
An n-dimensional ν-wedge W is the closure of the intersection of ν linearly inde-
pendent normalized half-spaces. Let W1, . . . ,Wl be n-dimensional ν-wedges, and let
{F ai }a=1,...,ν be the set of all (n− 1)-dimensional faces of Wi for i = 1, . . . , l. For any
i, j = 1, . . . , l with i ￿= j, let ψabij : F ai → F bj be a (possibly empty) linear isometry
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called a gluing map of F ai and F
b
j and let Ψij be a set of all gluing maps ψ
ab
ij : F
a
i → F bj
for a, b = 1, . . . , ν. Let Ψ be the union of Ψij for i, j = 1, . . . , l and i ￿= j.
Definition 2.4. A dimension-n, codimension-ν local model B = ∪Wi/ ∼ is a disjoint
union of n-dimensional ν-wedges W1, . . . ,Wl along with an equivalence relation ∼
defined by setting x ∼ x￿ if ψ(x) = x￿ for ψ ∈ Ψ. We further require (i) the cardinality
of each Ψij is at most 1 and (ii) for every i = 1, . . . , l and a = 1, . . . , ν, there exists a
nonempty gluing map in Ψ with F ai as a domain or target.
Let B be a dimension-n, codimension-ν local model, (Y, d) a nonpositively curved
(NPC) space, and g a normalized Lipschitz metric on B(1). Given r ∈ (0, 1), a map
f : B(r) → (Y, d), and λ > 0, define the λ-blow up map fλ : B(λr ) → (Y, dλ) by
fλ(x) = f(λx).
Definition 2.5. If there exist λk → 0 and an NPC space (Y∗, d∗) so that fλk converges
locally uniformly in the pullback sense to F∗ : B → (Y∗, d∗), then F∗ is called a tangent
map of f .
Lemma 2.6 (Daskalopolous-Mese [4]). Let B be a dimension-n, codimension-ν local
model, g a normalized Lipschitz metric defined on B(r), and f : (B(r), g) → (Y, d)
a harmonic map. Then its tangent map F∗ : B(1) → Y∗ is homogeneous of order α,
where α is the order of f at 0.
Our setting consists of dimension-2, codimension-2 local models obtained by gluing
2α quadrants together by the identity map along their boundaries. For example, at a
cone point with cone angle 4π, we glue 8 quadrants together. Note that the setting of
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[4] is Euclidean, while our metrics are hyperbolic. But at the cone points, our space
is asymptotic to a Euclidean construction, and the tangent map theory of [4] holds
for the setting of this thesis.
Lemma 2.7. Let f : M → M so that f : (M, σ|dz|2) → (M, ρ|dw|2) be the unique
harmonic map homotopic to the identity fixing the cone points of M pointwise. Then
the tangent map F∗ as above has the form f(z) = cz+dz¯, where |d| ≤ |c| and |c| > 0.
Proof. As lemma 2.6 guarantees the homogeneity of the tangent map, we have F∗(λz) =
λkF∗(z) for some integer k. The map is homotopic to the identity, and degree is a ho-
motopy invariant. Hence the degree k of F∗ is one. In particular, because F∗(0) = 0,
the image of a ray emanating from the origin is a ray emanating from the origin.
For convenience, we now assumeM has one cone point of cone angle 4π. The proof
can be generalized, but the exposition is clearer in this simple case. Let lθ be the ray
emanating from the origin at an angle of θ to the positive real line. Define A(θ) as
the angle between F∗(lθ) and F∗(lθ+2π). The function A(θ) is continuous because F∗
is. Suppose the angle between F∗(l0) and F∗(l2π) does not equal 2π. Without loss of
generality, suppose it is smaller. Then because the image of l4π equals the image of l0,
the angle between F∗(l2π) and F∗(l4π) must be larger than 2π. By the intermediate
value theorem, A(θ) = 2π for some θ ∈ (0, 2π). Let φ be the angle between F∗(l0) and
F∗(lθ). For convenience, normalize the map F∗ by rotating it by θ in the clockwise
direction on the domain and by φ in the clockwise direction on the range. Rename
the normalized map to be Fˆ∗.
Restricted to θ ∈ [0, 2π), the map Fˆ∗(reiθ) is a harmonic map from C \ R+ →
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C \ R+. Because Fˆ∗ is homogeneous, it maps rays to rays, and we can write
Fˆ∗(reiθ) = ra(θ)eib(θ).
∆Fˆ∗ =
1
r
∂Fˆ∗
∂r
+
∂2Fˆ∗
∂r2
+
1
r2
∂2Fˆ∗
∂θ2
= 0 (2.2)
∂Fˆ∗
∂r
= a(θ)eib(θ) (2.3)
∂2Fˆ∗
∂r2
= 0 (2.4)
Now let g(θ) = a(θ)eib(θ). Note that equation (2.2) can be rewritten as￿
1
r
￿
(g(θ) + g￿￿(θ)) = 0. (2.5)
We solve the diﬀerential equation 2.5 to obtain g(θ) = ceiθ + de−iθ. Hence we can
write Fˆ∗(reiθ) = r(c + de−2iθ)(eiθ), or Fˆ∗(z) = cz + dz¯. Because Fˆ∗(z) is orientation-
preserving, |d| ≤ |c|. Because it is nonconstant, |c| > 0. Likewise, the restriction of
the map Fˆ∗(reiθ) to θ ∈ [2π, 4π) yields a linear map Fˆ∗(z) = c0z + d0z¯. In order for
the unrestricted map Fˆ∗ to be continuous across the rays l0 and l2π, we must have that
c0 = c and d0 = d. Hence under suitable rotations, the tangent map F∗ = cz + dz¯,
where |d| ≤ |c| and |c| > 0.
Because the neighborhoods of the cone points are asymptotic to the Euclidean
models of Daskalopoulos-Mese, their theory extends to our setting, and the linear
bound on the tangent map gives a bound for the norms |fz| and |fz¯| of the derivatives
of the harmonic map f at the origin.
Theorem 2.8. Let Φ : S(α)→ QD(σ) be the map taking a hyperbolic metric, repre-
sented by a harmonic map, to its Hopf diﬀerential. Then Φ is injective.
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Proof. Suppose that two diﬀerent metrics ρ1 and ρ2 with harmonic maps w1 and
w2 have the same Hopf diﬀerential. We refer to the notation of section 1.5, with
subscripts for the corresponding functions. The following argument, due to Sampson,
is our model. Suppose H1 for the harmonic map w1 diﬀers from H2 for harmonic map
w2. Without loss of generality, assume H1 ≥ H2 somewhere. Consider the maximum
of the function h1−h2, and suppose that it does not occur at a cone point. The maps
w1 and w2 and the functions h1 and h2 can be shown to be smooth away from the
cone points. So at a maximum of h1 − h2, the Laplacian ∆(h1 − h2) ≤ 0. But by
equation (1.9), the Laplacian ∆(h1−h2) = (eh1− eh2)− |Φ|2(e−h1− e−h2) ≥ 0. Hence
h1 ≤ h2, so h1 = h2 and H1 = H2.
The complication occurs when the maximum of (h1 − h2) occurs at a cone point.
Because curvature is concentrated at cone points, equation (1.9) can not be applied
simply as in the previous case. We turn to an integral version of the above argument,
obtained from applying the first Green’s identity to the function (h1−h2)∆(h1−h2):
￿￿
M\B(p,￿)
(h1 − h2)∆(h1 − h2)dA = −
￿￿
M\B(p,￿)
|∇(h1 − h2)|2dA (2.6)
+
￿
∂B(p,￿)
(h1 − h2)∂n(h1 − h2)ds,
where ∂n is the outward-pointing normal derivative. The two integrals over the surface
with boundary are straightforward. Away from the cone point, by equation (1.9), we
obtain for the left-hand integrand:
(h1 − h2)∆(h1 − h2) = (h1 − h2)((eh1 − eh2)− |Φ|2(e−h1 − e−h2)). (2.7)
Whether h1 > h2 or h1 < h2, the quantity (h1 − h2)((eh1 − eh2)− |Φ|2(e−h1 − e−h2))
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is nonnegative. Hence
￿￿
M\B(p,￿)
(h1 − h2)∆(h1 − h2)dA ≥ 0.
On the other hand, the term
−
￿￿
M\B(p,￿)
|∇(h1 − h2)|2dA
is clearly nonpositive. Before we can understand the contribution of the third term,
￿
∂B(p,￿)
(h1 − h2)∂n(h1 − h2)ds,
we must prove the following lemma.
Lemma 2.9. Let p be a cone point of M and ￿ > 0 suﬃciently small. The function
log H1H2 r
−C0 is C1,α(B(p, ￿)) for all α ∈ (0, 1) for an appropriately chosen real number
C0 depending on w1, w2, and the order of the cone angle at p.
Proof. As in 1.5, Define ∆ to be 4∂
2
∂z∂z¯ . By equation (1.9), we obtain
∆ log
H1
H2
= σ[2K(ρ1)(−H1 + L1)− 2K(ρ2)(−H2 + L2)]. (2.8)
By theorem 1.13, each metric ρi can be expressed as
ρi = |w|2mEi(w)|dw|2, (2.9)
where w is a conformal coordinate centered at p and Ei(w) is in C∞. The curvature
term is
K(ρi) = − 2
ρi
∂2logρi
∂w∂w¯
. (2.10)
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Using equations (2.8), (2.9), and (2.10), we now obtain the following:
1
4
∆ log
H1
H2
=
σ
4
[2K(ρ1)(−H1 + L1)− 2K(ρ2)(−H2 + L2)]
=
σ
2
￿
− 2
ρ1
∂2 log ρ1
∂w∂w¯
￿−ρ1
σ
|w1,z|2 + ρ1
σ
|w1,z¯|2
￿
+
2
ρ2
∂2 log ρ2
∂w∂w¯
￿−ρ2
σ
|w2,z|2 + ρ2
σ
|w2,z¯|2
￿￿
=
￿
−∂
2 log ρ1
∂w∂w¯
(−|w1,z|2 + |w1,z¯|2) + ∂
2 log ρ2
∂w∂w¯
(−|w2,z|2 + |w2,z¯|2)
￿
.
By equation (2.9), the quantity log ρi = 2m log |w| + logEi(w). We now consider
∆ log H1H2 r
−C for an arbitrary real number C:
∆ log
H1
H2
r−C = [−2m∂
2 log |w1|
∂w1∂w¯1
|w1,z|2 + 2m∂
2 log |w2|
∂w2∂w¯2
|w2,z|2]− C ∂
2
∂z∂z¯
log r
−∆ logE1(w1) +∆ logE2(w2).
We now consider the terms ∂
2 log |wi|
∂wi∂w¯i
and ∂
2 log r
∂z∂z¯ as distributions. Let ψ be a test
function.
￿
∂2 log |wi|
∂wi∂w¯i
ψ(z)dwidw¯i =
￿
∂2 log |wi|
∂wi∂w¯i
ψ(z)|wi,z|2dzdz¯
= |wi,z|2ψ(0)￿
∂2 log r
∂z∂z¯
ψ(z)dzdz¯ = ψ(0)
Hence as distributions,
∂2 log |wi|
∂wi∂w¯i
= |wi,z|2
￿
∂2 log r
∂z∂z¯
￿
. (2.11)
Let C1 = 2m(|w1,z|2(−|w1,z|2+|w1,z¯|2)|0), and let C2 = 2m(|w2,z|2(−|w2,z|2+|w2,z¯|2)|0.
Let C0 = C2 − C1. The fact that C0 exists and is finite follows from lemma 2.6. By
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equation (2.11), we have that
￿
1
4
∆ log
￿
H1
H2
r−C
￿￿
0
=
￿
−2m∂
2 log |w1|
∂w1∂w¯1
(−|w1,z|2 + |w1,z¯|2)
￿
0
+
￿
2m∂2 log |w2|
∂w2∂w2
(−|w1,z|2 + |w1,z¯|2)
￿
0
− C0∆0 log r|0 −∆0 logE1(0) +∆ logE2(0) (2.12)
=
￿
C2
∂2 log r
∂z∂z¯
− C1∂
2 log r
∂z∂z¯
￿
0
− C0∆0 log r|0 −∆0 logE1(0) +∆ logE2(0). (2.13)
Hence we have that
￿
∆ log
￿
H1
H2
r−C
￿￿
0
= −∆ logE1(0) +∆ logE2(0). (2.14)
We can now apply standard regularity theory to conclude the proof of the lemma.
Let g = −
￿
−2m∂
2 log |w1|
∂w1∂w¯1
(−|w1,z|2 + |w1,z¯|2) + 2m∂
2 log |w2|
∂w2∂w¯2
(−|w1,z|2 + |w1,z¯|2)
￿
−
C0∆ log r − ∆ logE1(w1) + ∆ logE2(w2). Away from 0, the function g is bounded
because all terms are analytic away from 0. Equation (2.12) and the fact that
E1 and E2 are C∞ show that g is bounded at 0 as well. Now, by exercise 4.8 of
[8], the C1,α norm
￿￿￿￿D log H1H2 r−C0
￿￿￿￿
α;B
of log
H1
H2
r−C0 satisfies
￿￿￿￿D log H1H2 r−C0
￿￿￿￿
α;B
≤
C(2,α)￿1−α|g|∞;B. Hence log
￿
H1
H2
r−C0
￿
= F , where F is in C1,α. This concludes the
proof of the lemma.
We now return to the proof of Theorem 2.8. We were analyzing the following
integral (equation (2.6)) with the intent of showing that h1 ≡ h2:
￿￿
M\B(p,￿)
(h1 − h2)∆(h1 − h2)dA = −
￿￿
M\B(p,￿)
|∇(h1 − h2)|2dA
+
￿
∂B(p,￿)
(h1 − h2)∂n(h1 − h2)ds.
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We showed that ￿￿
M\B(p,￿)
(h1 − h2)∆(h1 − h2)dA ≥ 0
and that
−
￿￿
M\B(p,￿)
|∇(h1 − h2)|2dA ≤ 0.
We now consider the term
￿
∂B(p,￿)
(h1 − h2)∂n(h1 − h2)ds. (2.15)
We will show that this term is negative for suﬃciently small ￿, which implies that
(h1 − h2) ≡ 0. Note that the outward-pointing normal direction of M \ B(p, ￿) is
into B(p, ￿), i.e. ∂n = − ∂∂r . In addition, the direction of integration is clockwise
due to the induced orientation on the boundary of M \ B(p, ￿). Hence, the induced
volume form on the (oriented) boundary is given by ds = −rdθ, where θ is the usual
counterclockwise angle function. By the lemma, we know that we can write
H1
H2
as
rC0F for some function F ∈ C1,α.
￿
∂Bp,￿
log
H1
H2
∂n log
H1
H2
=
￿ 2π
0
(C0 log ￿+ F )
￿
C0
￿
+
∂F
∂r
￿
￿dθ (2.16)
=
￿ 2π
0
C20 log ￿dθ +
￿ 2π
0
C0Fdθ +
￿ 2π
0
C0￿
∂F
∂r
log ￿dθ +
￿ 2π
0
F
∂F
∂r
￿dθ. (2.17)
Because F ∈ C1,α, we know that the values of F and ∂F∂r are bounded on bounded
sets. If C0 = 0, then the only nonzero term in equation (2.17) is
￿ 2π
0 F
∂F
∂r ￿dθ, which
goes to zero ￿. If C0 ￿= 0, we must consider the other terms of equation (2.17). As
￿→ 0, we have that ￿ log ￿→ 0, so we can now see that equation (2.17) becomes
￿
∂B￿
log
H1
H2
∂n log
H1
H2
= 2πC20 log ￿+ 2πO(1) + 2πO(￿ log ￿) + 2πO(￿). (2.18)
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For suﬃciently small ￿, the value of this integral is negative because the first term is
negative and dominates the other terms.
Once again we return to equation (2.6):
￿￿
M\B(p,￿)
(h1 − h2)∆(h1 − h2)dA = −
￿￿
M\B(p,￿)
|∇(h1 − h2)|2dA (2.19)
+
￿
∂B(p,￿)
(h1 − h2)∂n(h1 − h2)ds.
We have now demonstrated that for suﬃciently small ￿, the left side is nonnegative
and the right side is nonpositive. Therefore both integrands must be identically equal
to 0. Hence h1 ≡ h2, and H1 ≡ H2.
Now the proof that w1 and w2 represent the same point in S(g,α) follows easily.
Since H1 = H2 and H1L1 = |Φ|2 = H2L2, we find that L1 = L2. Therefore the energy
density e1 = H1 + L1 = H2 + L2 = e2. Recall equation (1.13):
w∗ρ = Φdz2 + σedzdz¯ + Φ¯dz¯2. (2.20)
We see that because e1 = e2 and because by assumption the maps w1 and w2 have
the same Hopf diﬀerential Φ, the pullback w∗1ρ1 = w
∗
2ρ2. Therefore ρ1 and ρ2 are in
the same equivalence class in S(g,α).
Chapter 3
Future work
The approach in this thesis leaves much room for further development. The following
questions are of particular interest.
Question 1. Is the map Φ : S(α) → QD(σ) surjective? In the case of unbranched
hyperbolic structures, Wolf showed that the analogous map is surjective [24]. If
the branched version is not, the question of how branch points obstruct surjectivity
is raised. Given that there are representations that cannot arise as holonomy rep-
resentations of branched hyperbolic structures [23, 6], the answer to this question
has implications for the geometry of the components of Hom(π, PSL(2,R)). If Φ is
surjective, we can immediately determine the topology of the representations that
can arise as holonomy representations of branched hyperbolic structures within each
component of representation space.
Question 2. Are the representations arising as holonomy representations of branched
hyperbolic structures dense in the non-maximal components of Hom(π, PSL(2,R))?
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It is known [23, 6] that the non-maximal components contain representations that
cannot arise in this way, but if holonomy representations are dense, then the patho-
logical representations can be studied as limits of holonomy representations.
Question 3. Points in S(α) are equivalence classes of metrics. Thinking of S(α) as a
quotient space, what does the fiber above one equivalence class [σ] look like? In other
words, what metrics and harmonic maps yield the same representations? Describing
the fibers completely is unlikely, but it may be possible to obtain an infinitesimal
description.
Question 4. Does the cone structure really matter? For example, a surface with two
singularities of order 2 is in the space S(g, 2, 2), while a surface with one singularity of
order 3 is in the space S(g, 3). But the holonomy representations of these two surfaces
are in the same component of Hom(π, PSL(2,R)). There is a heuristic argument that
cone points can be “split.” That is, the space S(2, 2, . . . , 2) is generic in some sense.
If this can be made rigorous, the study of how holonomy representations lie in non-
Hitchin components can be made simpler.
Question 5. What forms do harmonic maps between surfaces take? This is much
more general than the preceding questions, but results in this area may prove the
most broadly applicable. There are many existence results about harmonic maps
into non-positively curved spaces, and some information is known about the types
of singularities they can have and the form of the highest-degree term in the Taylor
expansion [27, 20, 17]. Learning more about the “shape” of harmonic maps between
surfaces would be interesting.
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