Large-scale nonconvex and nonsmooth problems have attracted considerable attention in the fields of compress sensing, big data optimization and machine learning. Exploring effective methods is still the main challenge of today's research. Stochastic coordinate descent type methods have been widely used to solve large-scale optimization problems. In this paper, we derive the convergence of variable Bregman stochastic coordinate descent (VBSCD) method for a broad class of nonsmooth and nonconvex optimization problems, i.e., any accumulation of the sequence generated by VBSCD is almost surely a critical point. Moreover, we develop a new variational approach on level sets that aim towards the convergence rate analysis. If the level-set subdifferential error bound holds, we derive a linear rate of convergence for the expected values of the objective function and expected values of random variables generated by VBSCD.
Introduction
This paper considers the following nonconvex and nonsmooth optimization problem:
where f : R n → (−∞, ∞] is a C 1 -smooth function (may be nonconvex) and g : R n → (−∞, ∞] is a continuous semi-convex function. Moreover, g i : R n i → (−∞, ∞], x i ∈ R n i and
n i = n.
Notations and assumptions
Throughout this paper, ·, · and · denote the Euclidean scalar product of R n and its corresponding norm respectively. Let C be a subset of R n and x be any point in R n . Define dist(x, C) = inf{ x − z : z ∈ C}.
When C = ∅, we set dist(x, C) = ∞. Moreover, we use F(R n ) to denote the set of C 1 -smooth functions from R n to (−∞, +∞]; Γ(R n ) is the set of continuous functions from R n to (−∞, +∞].
Given an x ∈ dom F , let F = F (x), set [F ≤ F ] = {x ∈ R n |F (x) ≤ F (x)} and [F > F ] = {x ∈ R n |F (x) > F (x)}. Additionally, the subdifferential calculus ∂ that we will use throughout the paper is limitingsubdifferential, which is standard in variational analysis [13] . Throughout the remainder of this paper, we make the following assumption on f and g.
Assumption 1 (i) f ∈ F(R n ) is a nonconvex differentiable function with dom f convex. Its gradient ∇f is L−Lipschitz continuous on dom f such that
(ii) g ∈ Γ(R n ) and dom g is a convex set. Moreover, g is semi-convex on dom g with modulus ρ > 0, one has g(y) ≥ g(x) + ξ, y − x − ρ 2 x − y 2 , ∀ξ ∈ ∂g(x), x, y ∈ dom g.
(iii) F is level-bounded i.e., the set {x ∈ R n |F (x) ≤ r} is bounded (possibly empty) for every r ∈ R.
From (i) and (ii), dom F is a convex set. In addition, as a consequence of (iii), the optimal value F * of (P) is finite and the optimal solution set X * of (P) is non-empty. Moreover, the set of all critical points of F is denoted by X = {x|0 ∈ ∇f (x) + ∂g(x)}.
Here we note that the well known SCAD penalty [3] and MCP penalty [15] are both semi-convex.
To construct an algorithm for (P), we introduce Bregman distance function D and parameter ǫ. Let K : R n → (−∞, ∞) be a twice differentiable strongly convex function. The Bregman distance function associated with K is defined by D(x, y) = K(y) − [K(x) + ∇K(x), y − x ].
Then we have ∇ y D(x, y) = ∇K(y) − ∇K(x), ∇ x D(x, y) = ∇ 2 K(x), x − y and ∇ y D(x, x) = 0. We make the following standing assumption on function K and parameter ǫ.
Assumption 2 (i) K is strongly convex with m and with its gradient ∇K being M -Lipschitz.
(ii) The parameter ǫ satisfies:
Under this assumption, we have Bregman distance function D satisfies:
Now we are ready to introduce the variable Bregman stochastic coordinate descent method.
Variable Bregman Stochastic Coordinate Descent method
In this subsection we introduce the Variable Bregman Stochastic Coordinate Descent (VBSCD) method. First, recall that a variable Bregman distance-like function has the form
We propose to solve (P) by generating a sequence {x k } using the following VBSCD method:
Variable Bregman Stochastic Coordinate Descent method (VBSCD)
Choose i(k) from {1, 2, ..., N } with equal probability
end for
Here we note that if K k (·) = 1 2 · 2 , VBSCD refines the classical random coordinate descent scheme. (see [6, 8, 10 , 11])
Error bounds and their relationship
In this subsection, let x ∈ X, we introduce four types of error bounds which are always used in the convergence rate analysis of algorithms. For given positive numbers η and ν, let B(x; η) = {x ∈ R n | x − x ≤ η} and
Then we will introduce the concepts of the level-set subdifferential error bound (LS-EB).
Definition 1.1 (Level-set subdifferential error bound (LS-EB)) The proper lower semicontinuous function F is said to satisfy the level-set subdifferential error bound condition at x if there exist η > 0, ν > 0, and c 0 > 0 such that the following inequality holds:
For a given Bregman Proximal Mapping, we can introduce Bregman proximal error bound. The definition of Bregman Proximal Mapping is as follows.
Bregman Proximal Mapping
Bregman proximal mapping T D,ǫ is defined by
Bregman proximal error bound (BP-EB) is defined as follows.
Definition 1.2 (Bregman proximal error bound (BP-EB))
Given a Bregman function D along with ǫ > 0, we say that the Bregman proximal error bound holds at x ∈ X, if there exist η > 0, ν > 0 and c 1 > 0 such that
The well known Kurdyka-Lojasiewicz is defined as follows. (see [1, 4] ) Definition 1.3 (Kurdyka-Lojasiewicz property (KL)) The proper lower semi continuous function F is said to satisfy the Kurdyka-Lojasiewicz (KL) property at x, if there exist η > 0, ν > 0 and c 2 > 0 such that the following inequality holds:
∀x ∈ B(x; η, ν).
x − y 2 , we have Luo and Tseng's error bound (LT-EB) as follows. (see [7, 10, 14] ) Definition 1.4 (Luo and Tseng's error bound (LT-EB)) We say the Luo-Tseng error bound holds if any ε 1 ≥ inf x∈R n F (x), there exists constant c 3 > 0 and ε 2 > 0 such that
whenever
Additionally, we introduce two standard assumptions, which are always used together with above error bounds.
Assumption 3 ( [7, 10, 14] ) There exists ρ > 0 such that x − y ≥ ρ whenever x, y ∈ X with F (x) = F (y).
Assumption 4 (Growth condition [1] ) For any ρ > 0 there exist 0 < σ < ρ, δ > 0 and a > 0 such that
Here we note that, according to Zhu and Deng [16] , the combination of BP-EB, semi-convex g and Assumption 3 implies LS-EB. If g is convex, LT-EB implies BP-EB. Additionally, if g is semi-convex, KL and LS-EB are equivalent. Moreover, we observe that LT-EB is a global version error bound (EB). BP-EB, KL and LS-EB are local-version error bounds. Therefore, LS-EB is the weakest EB-type condition. (see Figure 1) 
Related works
In this subsection, we compare the VBSCD method and existing theoretical results of the stochastic coordinate descent-type methods on linear convergence. (see Table 1 ) The difference of this paper compared to existing research is our analysis of the convergence and convergence rate using a local version error bound condition (level-set subdifferential error bound). In other words, the error bound condition holds in the neighborhood of a given point. We analyze three cases in this paper: the critical point, local minimum and global minimum. [8] f ∈ F(R n ) convex; g = 0; F is strongly convex.
Lu &Xiao, 2015 [6] f ∈ F(R n ) convex; g ∈ Γ(R n ) convex; F is strongly convex.
Patrascu &Necoara, 2015 [10] f ∈ F(R n ); g ∈ Γ(R n ) convex; LT-EB+Assumption 3.
x is a critical point +Assumption 3
x is a local minimum +Assumption 4
K k (·) satisfy Assumption 2.
x is a global minimum
Bregman proximal error bound (BP-EB)
g is semi-convex
Luo and Tseng's error bound (LT-EB)
g is convex 
Main contributions and outline of this paper
In this paper, we propose a variable Bregman stochastic coordinate descent (VBSCD) method based on the Variable Bregman Proximal Gradient (VBPG) method (Zhu and Deng, 2019 [16] , Cohen 1980 [2] ) for (P). In this method, we randomly update a block of variables based on the uniform distribution in each iteration. The sequence generated by our algorithm is proven to converge to a critical point of problem (P). Moreover, we develop a new variational approach on level sets that aim towards the convergence rate analysis. The {E ξ k−1 F (x k )} Q−linear convergence rate and {E ξ k−1 x k } R−linear convergence rate are analyzed in this paper.
The remainder of this paper is organized as follows. Section 2 is devoted to the properties of the Bregman-type mappings and functions. In Section 3 we establish the convergence of VBSCD. In Section 4, the linear convergence rates of three cases are analyzed.
Basic properties of Bregman type mappings and functions
The analysis of convergence and rate of convergence for the VBSCD method, essentially relies on Bregman type mappings and functions. Given a Bregman function D and a positive ǫ, the following mappings and functions will play a key role for the analysis of convergence and rate of convergence for the VBSCD method.
Bregman Proximal Envelope Function (BP Envelope Function)
BP envelope function E D,ǫ is defined by
which can be viewed as the optimizer of optimization problem (AP i(k) ), where i is replaced by random variable i(k) and x is replaced by x k . In another words, if index i is random variable, then
Lemma 2.1 Let a Bregman function D and parameter ǫ be given. Let index i is chosen from {1, 2, ..., N } with equal probability. Suppose that Assumptions 1 and 2 hold, then for any x ∈ R n , the following assertions are true.
(i)T i,D,ǫ (x) (see (10) ) and T D,ǫ (x) (see (6) ) are single value.
(ii) For any given R n → R function ψ, we have
(iii) For j = 1, ..., N , for any mapping ϕ, we have
Specifically, it guarantees that
Proof.
(i) Since g is semi-convex with modules ρ in Assumption 1 and ǫ < min{ (ii) & (iii) Trivially.
The above mappings and functions enjoy favorable properties, which are summarized in the following propositions.
Proposition 2.1 (Global properties of Bregman type mappings and functions) Let a Bregman function D and parameter ǫ be given. Let index i is chosen from {1, 2, ..., N } with equal probability. Suppose that Assumptions 1 and 2 hold, then for any x ∈ R n ,
is the optimizer of minimization problem in (10), we have that
Take y = x in above inequality, by the fact
By the gradient Lipschitz of f and 2 , we have that
(ii) By the definition of BP Envelope Function E D,ǫ (x) we have that
By (13), we have
For any j = 1, ..., N , by (12) with ϕ(·) = g j (·), we have
It follows that
For any j = 1, ..., N , again using (12) with ϕ(y) = x − y 2 , we have
Together (17), (18), (19) and (20), we have
The following proposition provides an upper bound for the function value under the level-set subdifferential error bound condition. 
(i) This statement from Theorem 3.1 in Zhu and Deng [16] .
(ii) The first inequality of this statement is followed by statement (ii) of Proposition 2.1 in this paper. The second inequality is derived by Proposition 3.1 in Zhu and Deng [16] .
(iii) Together statement (i) and (ii), we have
(by the convexity of · 2 )
(iv) From statement (iii) of this Proposition, we have that
(by (i) of Proposition 2.1)
where b = Moreover, we introduce the following Property A which will be used in the convergence rate analysis. Property (A) Let x, x ∈ R n be given, We sayT i,D,ǫ (x) satisfies Property A if we have 
Since
Convergence analysis for VBSCD
In this section, we discuss the convergence behavior of the sequences generated by the VBSCD method. In section 3 and 4, we assume that the variable Bregman functions D k and parameters ǫ k uniformly satisfy Assumption 2. In algorithm VBSCD, the indices i(k), k = 0, 1, 2, . . . are random variables. After k iterations, the VBSCD method generates a random output x k+1 . We denote by ξ k is a filtration generated by the random variable i(0), i(1), . . . , i(k), i.e.,
Additionally, we define that ξ = (ξ k ) k∈N , E ξ k+1 = E(·|ξ k ) is the condition expectation w.r.t. ξ k and the condition expectation in term of i(k) given i(0), i(1), . . . , i(k − 1) as E i(k) . Several basic properties of sequences {x k } and {F (x k )} are summarized in the following proposition.
Proposition 3.1 Suppose that Assumptions 1 and 2 hold. Let {x k } be a sequence generated by the VBSCD method. Then the following assertions hold:
(iii) The random variable sequence {x k } generated by VBSCD is almost surely bounded; (iv) Any cluster point of a realization sequence generated by VBSCD is a critical point of F .
Proof.
(i) The claim follows directly from (i) of Proposition 2.1.
(ii) Take expectation of i(k) on both side of statement (i) of this proposition, we have
(by convexity of
By the Robbins-Siegmund's Lemma [12] , we have lim
some random variable and
. Further, due to the almost sure convergence of sequence {F (x k )}, it can easily get that lim
Together with statement (i) of this proposition we have lim
with F ζ ≥ F * is some random variable, then the almost surely boundness of {x k } comes from Assumption 1, F = (f + g) is level bounded.
(iv) By statement (ii) of Proposition 2.3-2.5 in Zhu and Deng 2019 [16] and lim
of this proposition, we have that any cluster point of a realization sequence generated by VBSCD is a critical point of F .
Linear Convergence of VBSCD
This section will provide the linear convergence of VBSCD under the level-set subdifferential error bound condition. First we propose a lemma which will be used in the convergence rate analysis.
Lemma 4.1 Suppose Assumptions 1 and 2 hold. Let {x k } be a sequence generated by VBSCD, if
, then there exists positive number d, which is independent of k, such that
Proof. This results directly by the basic property of expectation.
Under the level-set subdifferential error bound condition, next proposition will show that the sequence of random variable {x k } generated by the VBSCD method almost surely belong to 
Assume moreover that
Then the following statements hold.
(ii)
(finite length property), and the sequence {x k } converges to a random variable x;
< +∞, and the sequence {E ξ k−1 x k } converges to a point E ξ x.
(i) From Assumptions, obviously, x 0 ∈ B(x; Moreover,
. Combining the triangle inequality, we
ν N ) for l = 0, ..., k and x k = x k+1 . Again using (29) and Lemma 2.2, we have x k+1 ∈ B(x; η,
We need to show that x k+1 ∈ B(x; 
Combing statement (iv) of Proposition 2.2, above inequality follows that
Take expectation with respect to i(l) for (31), it follows
or
Taking expectation with respect to ξ l−1 , (33) follows that
≥ 0, it follows that
By Lemma 4.1, we have
with l = 0, ..., k. Again combining (31) and (i) in Proposition 3.1, we have
It follows from 2
Summing (39) for l = 0, ..., k, we obtain
By (36), we have
Combining triangle inequality, (41) and (28), we have
It follows that x k+1 ∈ B(x;
(ii) A direct consequence of (41) is, for all k,
(43) implies that the sequence {x k } converges to a random variable x.
(iii) Take expectation respect to ξ k on both side of statement (ii) of this Proposition, we have that
By the convexity of · and the fact E ξ k x k = E ξ k−1 x k , we have that
(by the convexity of · )
Moreover, (45) implies that the sequence {E ξ k−1 x k } converges to the point E ξ x.
To further study the linear convergence of VBSCD, we need the following assumption.
Assumption 5
The set {x|F (x) ≤ F } ∩ B(x; η) is convex.
Here we note that, local convex and local quasi-convex function F satisfy Assumption 5. In robust statistics, there are many popular functions which are both quasi-convex and semi-convex, such as SCAD, MCP, etc. (see [3, 5, 15] )
Linear convergence of VBSCD under LS-EB at critical point
For given x 0 and a realization sequence {x k (ω)} generated by VBSCD, let x be a cluster point of {x k (ω)}. Therefore, there is k 0 > 0 such that x k 0 (ω) satisfy (27) and (28). Let ξ ω k be a filtration generated by the random variable i(k 0 ),...,i(k), i.e.,
where i ω (j), j ∈ 0, (k 0 − 1) is fixed index corresponding to realization ω. And ξ ω = (ξ ω k ) k∈N . By statement (iii) of Proposition 3.1, there exists positive number r(x 0 ), for all k ∈ N, x k ≤ r(x 0 ) a.s.. Then we have the linear convergence as follows theorem. (i) {F (x k )} converges to value F at the Q-linear rate of convergence by expectation; that is, for k > k 0 , there are some
As a consequence,
(ii) The sequence {E ξ ω k−1
η 2 ) at the R-linear rate of convergence; under Assumption 5 we have F (E ξ ω x) = F .
Proof. Let Ω be the set of accumulation points for the realization of {x k }. Since Assumption 3 holds with ρ > 2r(x 0 ), we have that 
where β = b−1 b ∈ (0, 1). Again using the fact x k ∈ B(x; η 2 , ν N ) a.s., we take the expectation with respect to ξ ω k−1 for inequality (48), we obtain that
(ii) We now derive the R-linear rate of convergence of {E ξ ω k−1
x k }. Taking expectation with respect to ξ ω k for (i) in Proposition 3.1, we have
Thus
From the convexity of · 2 and above inequality, we see that
. By statement (iii) of Proposition 4.1, we have
x k converges to the point E ξ ω x. Hence,
This shows that {E ξ ω k−1
x k } converges to E ξ ω x at the R-linear rate; that is, lim sup
Linear convergence to a local minima
Thorough this subsection, let x be a local minimum on B(x; η). If the level-set subdifferential error bound holds at point x with η > 0 and ν > 0, we will show that, under Assumption 4 and special selection of the initial point, sequence {x k } almost surely belongs to B(x, 
(ii) The sequence {E ξ k−1 x k }, converges to point E ξ x ∈ B(x; η 2 ) at the R-linear rate of convergence; under Assumption 5, we have F (E ξ x) = F and E ξ x is a local minimum.
Proof. The proof of this theorem is similar to the proof of Theorem 4.1. The difference of proof is the following:
(1) Together Assumption 4 (Growth condition) holds with σ = η 2 , ρ = η, δ = ν N and a ≤ a and statement (i) in Proposition 3.1, we have that ∀k ∈ N, x k ∈ B(x, η 2 ) implies x k+1 ∈ B(x, η). Since x is local minimum on B(x, η), then F (x k+1 ) ≥ F and condition (29) holds. Since x 0 satisfy (27) and (28), by Proposition 4.1, we have that ∀k ∈ N, x k ∈ B(x; (2) Under Assumption 5, we have F (E ξ x) = F and E ξ x ∈ B(x; η). Since x is a local minimum on B(x; η), we have that E ξ x is also a local minimum on B(x; η).
Linear convergence to a global minima
Thorough this subsection, let x be a global minimum. If the level-set subdifferential error bound holds at point x with η > 0 and ν > 0, we will show the linear convergence of VBSCD. implies that any realization of the sequence {x k } generated by VBSCD satisfies
(ii) {F (x k )} converges to value F at the Q-linear rate of convergence by expectation; that is, there are some β = b−1 b ∈ (0, 1) such that
(iii) The sequence {E ξ k−1 x k }, converges to point E ξ x ∈ B(x; η 2 ) at the R-linear rate of convergence; under Assumption 5, we have F (E ξ x) = F and E ξ x is a global minimum.
Proof. It is a straightforward variant of Theorem 4.1 and 4.2.
