We define a 1-cocycle in the space of long knots that is a natural generalisation of the Kontsevich integral seen as a 0-cocycle. It involves a 2-form that generalises the Knizhnik-Zamolodchikov connection. Similarly to the Kontsevich integral, it lives in a space of chord diagrams of the same kind as those that make the principal parts of Vassiliev's 1-cocycles. Moreover, up to a change of variable similar to the one that led Birman-Lin to discover the 4T relations, we show that the relations defining our space, which allow the integral to be finite and invariant, are dual to the maps that define Vassiliev's cohomology in degree 1.
Remark 1.1. In [21] , V -diagrams appear in the boundary of what is defined there as p3, 2, . . . , 2q-configurations, while V 2 -diagrams appear respectively in p3, 3, 2, . . . , 2q and p4, 2, . . . , 2q-configurations.
The graded completion of the vector space freely generated by chord diagrams (respectively, V -and V 2 -diagrams) over C is denoted by D 0 (respectively, D 1 and D 2 ). The quotient of D 0 by (series of) 1T and 4T relations, where the Kontsevich integral lives, is denoted by A 0 . The rest of this section is devoted to define relations on D 1 that will yield the quotient A 1 with which we will work from then on.
1T and 2T relations
A V -diagram is set to 0 when it has an ordinary chord ta, bu such that no other chords have endpoints in the interval pa, bq ( Figure 1a ). This is still called the 1T relation, by analogy with the 1T relation in A 0 .
Remark 1.2.
In the settings of the Kontsevich integral, the 1T relation is usually stated in terms of chords which do not intersect other chords. In fact, in D 0 modulo 4T, the two versions are equivalent because of [1, Theorem 7] . This equivalence is not expected to hold in the present case in D 1 . However, in both settings, neither the good properties of the integral nor the equations yielded by Vassiliev's spectral sequence require more than the local version.
The 2T relation affects such isolated chords that participate in a V . Given a chord diagram and a choice of an endpoint of a chord, there are two ways to attach an isolated chord to this endpoint and form a V -diagram. The sum of these two V -diagrams is set to 0 (Figure 1b 
16T and 28T relations
To simplify the writing, we recall the notion of linking number for finite subsets of R. This notion is essential in Birman-Lin's rewriting of Vassiliev's equations in [2] . It is also an ingredient of the boundary maps in [15] . Definition 1.2. Let P and P 1 be two disjoint finite subsets of R, with P 1 of cardinality 2: P 1 " ta, bu. The linking number of P and P 1 is lkpP, P 1 q " p´1q P Xra,bs .
Consider a usual chord diagram and pick four points in Rz Ť tchordsu, labelled from 1 to 4 according to the orientation of R. There are 16 ways to complete this into a V 2 -diagram, represented by trees as shown in Figure 2 . Each of these V 2 -diagrams can be desingularised into a V -diagram in either 6 ways (for the first four diagrams on Figure 2 ) or 4 ways (for the remaining twelve), by which the tree is split into a V and an ordinary chord. • p´1q k where k is the label of the vertex where the desingularisation has occurred; • lkpP, P 1 q where P and P 1 are the V and the ordinary chord that result from the desingularisation.
The 16T and 28T relations are as shown in Figure 4 . For comparison, the usual 4T relations with the present notations are shown in Figure 3 . Remark 1.3. The three 28T relations as they are presented here look like they can be obtained from each other by moving the point at infinity (and applying the second 16T relation where necessary). However, this fails when the relations are presented in extended fashion, with 28 V 2 -diagrams, because the linking numbers involved actually depend on the point at infinity. The independence in the case of the usual 4T relations is related with the 1-1 correspondence between long knots and compact knots. There is no such correspondence at the level of higher degree (co)cycles. The three 28T relations. In each relation the first two diagrams bring six terms each and the other diagrams four terms each (see Notation 1.1). Three other similar relations are yielded by these, involving the other three possible couples of 3-leaved trees.
4ˆ4T relations
Consider again a usual chord diagram and now pick two disjoint triples of points in Rz Ť tchordsu, labelling from 1 to 3 the vertices of the triple which owns the least of all six numbers, and from 4 to 6 the other three 2 , again according to the orientation of R. Each triple can be completed into a V in 3 different ways, which makes nine different V 2 -diagrams in total.
The 4ˆ4T relations are then built as follows. Pick any couple of 4T relators as presented in Figure 3 -there are four such couples, for examplè first and then`. Now expand the formal product of these relators, and set it to 0: in the example, one obtains`" 0. Each two-component diagram stands for the alternating sum of all four ways to desingularise the corresponding V 2 -diagram into a V -diagram, where the coefficient of each summand is the product of
• p´1q label of the desingularised vertex according to the scheme • lkpP, P 1 q where P and P 1 are the resulting two ordinary chords.
The integral Z

for paths of Morse knots
A long knot is a smooth embedding R x Ñ R 3 » C zˆRt that coincides with x Þ Ñ p0; xq outside a compact set 3 . All knots considered here are long knots, so that the word "long" will be omitted most of the time. A long knot in generic position with respect to the projection C zˆRt Ñ R t will be called a Morse knot. This projection will be referred to as "the Morse function". For a given point in R 3 , the value of the projection is called its altitude.
Main formula
The reader is assumed to be familiar with the concepts involved in the definition of the Kontsevich integral introduced in [13] . See [1, 7, 14] and references therein for a complete and excellent introduction. For n P N, n ě 2, we consider the unbounded closed simplex
and its boundary B∆ n "
The usual orientation of R n induces an orientation on ∆ n , which in turn induces an orientation on B∆ n . Each face of ∆ n can be parametrised by ∆ n´1 via duplication of the i-th coordinate. When doing so in order to integrate over B∆ n , a sign p´1q i´1 appears to account for the orientation 4 .
Definition 2.1. Let µ : ra, bsˆR Ñ R 3 » CˆR be a smooth path in the space of Morse knots. We define Z 1 pµq P A 1 by the formula:
• for a given φ P ra, bs, and a given t on the face ∆ n`1 i
, an applicable pairing consists of a collection of pairs of complex numbers z j ‰ z 1 j , such that -for every j, pz j , t j q and pz • D M is the V -diagram naturally corresponding to M and µ φ .
• Ó pM q stands for the number of points pz p1q j , t j q located on decreasing branches of the knot µ φ . The point pz i , t i q " pz i`1 , t i`1 q contributes only once.
Some remarks on the definition
If we rewrite the differential forms in terms of dφ and the dt j , and then develop the product, we see that the factor providing the dφ part has to be either the i-th or the i`1-st, because besides φ the two forms at this level depend on the same dt i .
Hence, when a part of the knot moves, the integral measures it through the V 's. But during these times the steady parts also contribute, via ordinary chords. However, over the times when all the knot stays still, or when the only moving parts are within C z -planes that the knot meets only once, then the integral is formally 0.
The 2T relation, together with Arnold's lemma, imply that no V -diagram with an isolated V can ever contribute non-trivially to Z 1 .
Lemma 2.1. The integral Z 1 pµq is absolutely convergent.
Proof. The˘8 bounds of the integration domain are not a problem because the range of t-values that bring non-trivial contributions is bounded for each knot, and uniformly so since the range of φ is compact. The rest of the proof is similar to the case of the Kontsevich integral. The only new case consists of a singularity brought by an isolated chord that participates in a V . It is solved by the 2T relation: indeed, when put together, the contributions of the two diagrams become, up to sign:
where ti, ju is the isolated chord. By Arnold's lemma, this amounts to
where both small denominators have disappeared.
A formula for braids
If we isolate a chunk of the integration domain, of the form
so that the path has no critical Morse points between these values, then this part can be seen as a moving braid with loose endpoints:
where p is the number of strands (note that p has to be odd).
Thus we can afford a compact formula like the one given by Lescop in [14] . Recall the formal Knizhnik-Zamolodchikov connection
where the Γ ij are the 1-chord diagrams on p vertical strands and ω ij is the 1-form d logpz i´zj q on C p z tbig diagonalu. Similarly, we let Γ ijk , where i, j and k are distinct, stand for the chord diagram on p strands with a chord ti, ju and a chord tj, ku at the same altitude.
The set of couples ti, ju with 1 ď i ‰ j ď p is endowed with the lexico-graphical order. For p ě 3 we define the 2-form (see Figure 6 ) The integral is then defined over Π by the formula
Note that a version of 16T, 28T and 4ˆ4T relations can be naturally defined on V -diagrams based on n strands, in a way that is compatible with the operation of connecting the strands from 1 to n into a single line. Proof. Let H be a smooth map r0, 1sˆra, bsˆR Ñ CˆR such that for every ψ P r0, 1s and every φ P ra, bs the map Hpψ, φ,¨q is a Morse knot, and the knots Hpψ, a,¨q and Hpψ, b,¨q do not depend on ψ. The assertion is that
Cocyclicity of Z
The conditions above imply that all knots Hpψ, φ,¨q have the same number c of Morse critical points and allow us to define c smooth maps of the form T : r0, 1sˆra, bs Ñ R such that for every pψ, φq P r0, 1sˆra, bs, T pψ, φq is a critical point of Hpψ, φ,¨q.
Similarly to the proof of the invariance of the Kontsevich integral, we use Stokes' theorem. On the left-hand side, we have 0 as we integrate exact forms. On the right-hand side, the boundary of the integration domain is made of the following parts:
• ψ " 0 or ψ " 1: contributes Z 1 pHp1,¨,¨qq´Z 1 pHp0,¨,¨qq.
• φ " a or φ " b: no contribution because the two differential forms coming from a V are collinear (both multiples of the same dt i ) along these faces since there is no dependency on ψ or φ, so their exterior product vanishes.
• t j " t j`1 " t j`2 for some j: no contribution because Ω n^Λn´Λn^Ωn " 0 (see Appendix B).
• t j " t j`1 and t k " t k`1 for some j and some k with j`1 ă k. The different contributions to this stratum cancel out by the 4ˆ4T relations.
• t j " T pψ, φq, meaning the j-th level reaches a critical point:
-if only one branch of the knot near the critical point is involved in the j-th graph component, then this piece of boundary cancels off with the similar part of the integral that involves the other branch. -if the two branches are involved and the j-th component is an ordinary chord, then the contribution vanishes because of the 1T relation. -in case of a V whose tips occupy each one of the branches, there is no contribution since the two chords of the V both bring the same differential form on this piece of boundary. -the two remaining cases-of a V one of whose chords links the two branches-can be grouped together thanks to the 2T relation, and cancel out because of Arnold's lemma.
Elementary functoriality
The space of knots acts on paths via left and right connected sum: if K 1 and K 2 are (Morse) knots and µ is a path of (Morse) knots, then Proof. Point (a) follows from the additivity property of integrals. The Fubini theorem gives a pre-version of (c),
after one notices that because K 1 and K 2 are steady, no V will contribute non-trivially at their levels. Point (b) and subsequently (c) now follow from the application of Z 1 to the trivial loop depicted in Figure 7 . 
3.1Ẑ 1 on paths of Morse knots
Recall the correction that allows the Kontsevich integral to be a knot invariant outside the class of Morse knots:
ZpKq " ZpKq Zp8q c{2 where c is the number of Morse critical points of K and the symbol 8 stands for a hump (see Fig. 8 ). 
We will see later on (Theorem 3.3) that in the case of loops much less care is required, and one can writê
Zp8q c{2
3.2Ẑ 1 on arbitrary paths
Let µ : ra, bsˆR Ñ R 3 be a path in the space of knots, generic with respect to the Morse function. By this we mean that the knot µpφ,¨q is Morse except at finitely many values of φ in pa, bq where its number of critical points jumps up or down by 2. We are going to associate to µ a pathμ in the space of Morse knots.
Let K " µpa,¨q, and k an integer at least equal to the number of positive perestroikas (birth of a hump) in µ. We set K " 8 #k 0 #K, meaning that K receives k factors on the left, all of them isometric to 8 0 . The pathμ starts atK. Then, let the path µ unfold on the right factor, and whenever a perestroika occurs in µ, replace it inμ by the sliding of a hump either to or from the stock of humps on the left-which can be done while staying within the class of Morse knots ([18, Lemma 3.1]).
Definition 3.2. For a path µ as above, we set
It does not depend on the choice of k thanks to the property
and it does not depend on the exact paths followed by the sliding humps by the invariance property of Z 1 . By taking limits, one sees that an alternative definition is to setẐ 1 pµq to be the sum ofẐ 1 on all regular parts of µ and then add/subtract the cost of moving an infinitesimal hump from´8 to the place where each perestroika occurs.
Theorem 3.1.Ẑ
1 is a 1-cocycle in the space of long knots.
Proof. Given two paths µ 1 and µ 2 , and an isotopy H : µ 1 ù µ 2 , after connecting sufficiently large numbers of humps k 1 and k 2 one can mutate H into an isotopyH :μ 1 ùμ 2 that stays within the set of Morse knots. The theorem follows then from the invariance of Z 1 .
More functoriality Connected sum of loops
The connected sum of two loops γ and γ 1 is defined by the loop φ Þ Ñ γ φ #γ For the second part, note that if a loop is connected on the right to a steady factor, this factor can be brought to the left before the loop starts, and brought back to the right afterwards. The resulting loop is isotopic to the original one.
Relation to Vassiliev 1-cocycles
Weight systems
The origin of the 4T relations lies in Birman-Lin's [2] clever rewriting of Vassiliev's equations describing the first level of his spectral sequence [21] , whose kernel is made of principal parts of finite-type invariants. They show that after an innocuous change of variables 6 , the equations that rule Vassiliev invariants take a very simple form freed from any local parameter, the form that will eventually rule the invariance of the Kontsevich integral. The situation is exactly similar here. The composition of this weight system withẐ 1 outputs a 1-cocycleα.
Conjecture 4.2. For every 1-cocycle α as above,α " α.
The rest of this subsection is devoted to the proof of Theorem 4.1.
6 By which the principal parts of Vassiliev invariants become what is called today a weight system.
7 This is a natural generalisation of the sign S defined in [2, p.241], except that BirmanLin's version has an ingredient depending on the degree of D, which provides consistency across the actuality tables. It would be harmless to add this ingredient here, but we would gain nothing as we don't have actuality tables-yet?
Settings of the spectral sequence
The linear map from Vassiliev's spectral sequence whose kernel consists of principal parts of 1-cocycles of a given degree m can be described as Ψ :
m is the vector space generated by the collection of diagrams that one can obtain by enhancing a V 2 -diagram of degree m with a chord between two points already indirectly 8 linked by a V or a 3-edge graph.
• D m 1,‹ is generated by two kinds of diagrams: m-chord diagrams with a star attached to the endpoint of a chord, and V 1 -diagrams of degree m with a lonely star in R (away from the chords).
• D m 0,‹ is generated by m-chord diagrams enhanced by a lonely star.
• D m 0,‹‹ is generated by m-chord diagrams enhanced by two lonely stars. Up to incidence signs defined in [21, Chapter V, Section 3.3], Ψ maps a generator ofD 2 m to the sum of all possible ways to remove a chord whose endpoints remain indirectly connected, and a generator of D m 1 or D m 0,‹ to the sum of all ways to shrink an admissible 9 interval of R to a point, which becomes a star when the interval was initially bounded by the two endpoints of an isolated chord.
It is not difficult to see that modulo the image of the preceding map in the spectral sequence, any element in Ker Ψ has a representative that does not involve diagrams in D m 0,‹ . Hence we can consider the restriction
1T and 2T relations Considering the preimage of both kinds of generators of D m 1,‹ shows respectively that the part in D m 1 of any element of Ker Ψ has to satisfy 1T and 2T relations-note that these are unaffected by the change of variable σ. Assuming these relations, we are now left with a restriction Ψ :
No bigons are allowed. 9 The interval cannot contain the endpoint of a chord in its interior, has to be bounded by either a star and the endpoint of a chord, or two endpoints of chords, in which case these cannot be the two tips of the V .
16T and 28T relations-see Appendix C
To understand the equations coming from the generators of D m 2 with a 3-edge tree, we restrict our attention to 16 such V 2 -diagrams that differ only by the way their tree's vertices are connected. The corresponding submatrix of Ψ has:
• 16 rows, one for each diagram from Figure 2 ;
• 15 columns (say, on the left) corresponding to generators ofD 2 m ; • 72 columns (on the right) corresponding to V -diagrams. Denote this 16ˆ87 matrix by M and its 16ˆ15 left submatrix by M 1 . First we observe that M 1 has rank 10. It means that there are six independent ways to combine the rows of M so as to end up with 15 zeroes on the left. Denote by M 2 the 6ˆ72 matrix on the right of these zeroes: it is the list of all 6 equations that has to satisfy the D m 1 -part of any element of Ker M . It is now a general fact that we have a decomposition
Ker M " Ker M 1 ' E where E is a subspace of Ker M that is mapped isomorphically onto Ker M 2 by the second projectionD
In other words, any solution to the six equations in M 2 will extend into a solution of the equations in M .
One easily checks that Ker M 1 is generated by boundaries from the preceding map in the spectral sequence, so that we are left with the six equations from M 2 . After the change of variable σ, they are exactly the three 16T relations and the three 28T relations. Remark 4.1. This process of getting rid of non-essential variables in Vassiliev's spaces by row combinations was already used in [2] to obtain the 4T relations for the first time.
Integration over the Gramain cycle
The Gramain cycle, denoted by rotpKq, consists of rotating a long knot K once around its axis. The branches of the knot can be parametrised by z i pφ, tq " z i p0, tqe
Using the Fubini theorem one can integrate with respect to φ first, and be left with coefficients of the Kontsevich integral of K.
For example, there are two principal parts of the Teiblum-Turchin cocycle in the literature, [23, Formula (10)] 10 and [22, Figure 4 ]. After keeping only the part in D 1 and applying the involution σ, one obtains weight systems w 1 and w 2 , and it is easy to check that both of them evaluate on Z 1 protpKqq into the coefficient of in ZpKq. As a result: If the answer turns out to be yes, this invariant will have to be compared with Fiedler's scan invariants [11] . Here we are scanning the knot from the inside rather than from the outside. This question is equivalent to whether or not Zp8q commutes with Z 1 pµq where µ is an arbitrary path of Morse knots-this is known to hold for loops by Theorem 3.3.
Similarly, a stronger version of Lemma 2. The fact that Z 1 vanishes on a stratum of type t j " t j`1 " t j`2 is proved by the identity Ω n^Λn´Λn^Ωn " 0. Indeed, this stratum corresponds to an ordinary chord reaching the level of the V , which can occur from two directions with opposite incidence signs. Now in the expansion of Ω n^Λn´Λn^Ωn , one can immediately discard the contributions where five strands are involved (because a (C-valued) 2-form will commute with a 1-form and the chord diagrams also commute in this case), as well as those with only three strands involved (because the exterior product of the corresponding forms vanishes already).
One is left with the four-strand contributions, with diagrams that are desingularisations of spanning trees of a complete 4-vertex graph. The following lemma is proved in [17] . 
It follows that, in every contribution involving four strands, say z 1 , z 2 , z 3 , z 4 , one can set aside as an overall factor the form ω 4 pz 1´z2 qpz 1´z3 qpz 1´z4 qpz 2´z3 qpz 2´z4 qpz 3´z4 q and every summand in what remains is the product of a polynomial of degree 3 in the variables z i with some V -diagram on n-strands.
There are 20 monomials of degree 3 in four variables, but those of the form z 3 i never contribute, since it would mean that z i is not involved in some denominator, a contradiction with T being a tree.
So the identity Ω n^Λn´Λn^Ωn " 0 is equivalent to the vanishing of 16 combinations of V -diagrams. The corresponding 16ˆ72 matrix has rank 6 and the same kernel as the matrix M 2 from Subsection 4.1-so both sets of rows span the same space, which means that Ω n^Λn´Λn^Ωn " 0 is equivalent to the 16T and 28T relations.
The proof that Z 1 vanishes on strata of type "t j " t j`1 and t k " t k`1 " using the 4ˆ4T relations is similar.
Remark B.1. Using Arnold's lemma, the 2-form Λ n can be rewritten up to a constant factor as the following, summed over all 1 ď i ă j ă k ď n:ì
Hence, the theory of Cirio-Faria Martins [8] can be applied: using the left action Ż of chord diagrams on n strands on V -diagrams on n-strands given by a Ż b " ab´ba and the couple pA, Bq " pΩ n , Λ n q, the 2-curvature of pA, Bq is exactly Ω n^Λn´Λn^Ωn , while the 16T and 28T relations are equivalent to the six relations from [8, Theorem 10] . The first result discussed in this appendix can therefore be regarded as a particular case of this theorem.
C Appendix: Key matrices in Vassiliev's spectral sequence
We give here the left submatrices from Subsection 4.1 which are the key to find the 16T, 28T and 4ˆ4T relations. The right submatrices are too large to be displayed here but can be computed easily using the results from [17] .
Here is the 9ˆ6 matrix from Paragraph 4ˆ4T relations.``Ì ts kernel is 1-dimensional generated by the boundary of the diagram , so it does not contribute in Vassiliev's cohomology. The kernel of its transpose, however, is generated by the following, which yield the 4ˆ4T relations. p 1 1¨1 1¨¨¨¨q p¨1 1¨1 1¨¨¨q p¨¨¨1 1¨1 1¨q p¨¨¨¨1 1¨1 1 q Now here is the 16ˆ15 matrix M 1 from Subsection 4.1, Paragraph 16T and 28T relations.
´´´´`´`T he incidence signs are p´1q j´1 where j is the label of the removed chord, where the chords are labeled from 1 to 4 lexicographically according to the ordering of the vertices: One can see that Ker M 1 is generated by any five of the boundaries of the diagrams , , , , , by the preceding map in the spectral sequence, so it does not contribute to the cohomology.
On the other hand, Ker M T 1 is generated by the six following vectors. p¨¨¨¨1 1 1 1¨¨¨¨¨¨¨¨q p¨¨¨¨¨¨¨¨1 1 1 1¨¨¨¨q p¨¨¨¨¨¨¨¨¨¨¨¨1´1 1´1 q p 1 1¨¨¨¨1 1´1¨¨¨1¨¨¨q p¨1 1¨¨¨¨1¨¨1 1¨1¨¨q p¨¨1 1¨1¨1¨¨¨1¨¨1¨q After the change of variable σ, Vassiliev's incidence signs coincide with the signs defining our compact variables in Notation 1.1, up to Vassiliev's εζ. The latter is´1 in the case of , and [17, Theorem 3.1, Example
