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Abstract
We find the condition on a bounded function f under which the Walsh–Fourier series of f converge in
the norm of Orlicz space L(ϕ) ⊂ L(ex).
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In the paper [1] Finet and Tkebuchava proved, that the Fourier–Vilenkin series of every con-
tinuous function converge in an Orlicz space L(ϕ) if and only if L(ϕ) ⊃ L(ex). Therefore two
problems are appear:
(1) Let L(ϕ) ⊂ L(ex). Under which condition the Fourier–Vilenkin series of f converge in the
L(ϕ) norm?
(2) Is it possible to write down this condition in the form of
1∫
0
ψ
(∣∣f ′(t)∣∣)dt < +∞ ( lim
x→+∞
ψ(x)
x
= 0
)
?
We will discuss this issues for the Fourier–Walsh series.
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We follow the standard definition as may be found in [2]. We will recall the basic definitions
below.
We say that a function ϕ : [0,+∞) → [0,+∞) is an Orlicz function if ϕ is continuous, con-
vex,
ϕ(0) = 0, ϕ(1) = 1,
lim
x→+∞
ϕ(x)
x
= +∞, lim
x→0
ϕ(x)
x
= 0.
The Orlicz function ϕ generates the Luxemburg norm defined for scalar valued functions
on [0,1) by
‖f ‖L(ϕ) = inf
{
λ > 0:
1∫
0
ϕ
( |f (x)|
λ
)
dx  1
}
.
The Orlicz space L(ϕ) is a space of measurable functions f with ‖f ‖L(ϕ) < +∞.
We say that two Orlicz functions ϕ1 and ϕ2 are equivalent if there exist x0 > 0, k, l > 0 such
that for all x  x0,
ϕ2(kx) ϕ1(x) ϕ2(lx).
Two Orlicz spaces L(ϕ1) and L(ϕ2) are isomorphic if and only if the Orlicz functions ϕ1 and ϕ2
are equivalent. Therefore if limx→+∞ ψ1(x)ψ2(x) = +∞, then L(eψ1) and L(eψ2) are not isomorphic.
The function eϕ(x) is not an Orlicz function. But we can correct it on an interval [0, x0] so that it
will be the Orlicz function. We will assume that eϕ(x) is corrected this way.
We describe the Walsh function in the Paley ordering [3,4]. Let N = {0,1, . . .} represent the
set of non-negative integers. We define the function r0(t) on the unit interval [0,1) by
r0(t) =
{
1, t ∈ [0, 12 ),
−1, t ∈ [ 12 ,1),
and extend it to all of [0,+∞) by periodicity of period 1. The Rademacher system is the collec-
tion of functions defined by rk(t) = r0(2kt) for k ∈ N.
The Walsh–Paley system (wn)∞n=0, the completion of the Rademacher system, is defined as
follows. For each n ∈ N let
n =
∞∑
k=0
nk2k
represent the dyadic expansion of n, i.e., each nk = 0 or 1. Then the nth Walsh function wn is
defined by
wn(t) =
∞∏
k=0
r
nk
k (t)
(
t ∈ [0,1)).
Let us define the dyadic sum of a pair of integers n,m ∈ N by
m ⊕ n =
∞∑
|mk − nk|2k,
k=0
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For each t ∈ [0,1) let
t =
∞∑
k=0
tk
2k+1
(tk = 0 or 1)
represent the dyadic expansion of t . Then the dyadic addition on [0,1) is defined as
t ⊕ τ =
∞∑
k=0
|tk − τk| 12k+1 .
By Δ(k)i we denote the dyadic interval[
i
2k
,
i + 1
2k
) (
i = 0,1, . . . ,2k − 1).
For each t ∈ [0,1) and k ∈ N we will denote the dyadic interval Δ(k)i , which contains t , as Δ(k)t .
For the rest of this paper
(1) Sm(f ) =∑m−1k=0 fˆkwk = ∫ 10 f (x ⊕ t)Dm(t) dt = ∫ 10 f (t)Dm(x ⊕ t) dt is the mth partial sum
of the Walsh–Fourier series of f ∈ L(0,1).
(2) Dm(t) =∑m−1k=0 wk(t) is the Dirichlet kernel.
(3) D∗m(t) = wm(t)Dm(t) is the modified Dirichlet kernel.
(4) Lm = ‖Dm‖1 are the Lebesgue constants.
It is well known that [4, p. 28]
D2n(t) =
{
2n, t ∈ [0,2−n),
0, t  2−n,
and
Dn = wn
∞∑
k=0
nkrkD2k ,
if n ∈ N has binary coefficients nk .
If ϕ meets Δ2 condition and ψ(x)  Cϕ(x) lnx (x  x0), then for all f ∈ L(ψ),
‖f − Sm(f )‖L(ϕ) → 0 [5]. Using this fact it is possible to obtain results in dual spaces. In par-
ticular the following theorem was proved in [1].
Theorem 4.1. Let L(ϕ) be an Orlicz space. Then the following assertion are equivalent:
(a) L(ϕ) ⊃ L(ex),
(b) for every continuous on [0,1] function f , ‖f − Sm(f )‖L(ϕ) → 0 (m → +∞).
From this theorem it follows, that if L(ϕ) ⊃ L(ex), then there exists the continuous function
f for which ‖f − Sm(f )‖L(ϕ)  0. We prove the more stronger assertion.
Theorem 1. Let ϕ be an Orlicz function, such that ϕ(x) = exε(x) (x  x0, limx→+∞ ε(x) =
+∞, ε(x) is strictly increasing) and let ψ be a positive increasing on (0,+∞) function such as
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such as
1∫
0
ψ
(∣∣f ′(x)∣∣)dx < ∞ (1)
and limm→∞ ‖Sm(f ) − f ‖L(ϕ) = 0.
It should be noted that if
1∫
0
∣∣f ′(x)∣∣dx < ∞,
then limm→∞ ‖Sm(f ) − f ‖C[0,1] = 0.
We will find a sufficient condition of convergence of Walsh–Fourier series in an Orlicz
space L(ϕ). If f is bounded on [0,1), we define the local modulus of continuity ωk(f ) by
ωk(f, x) = sup
t1,t2∈Δ(k)x
∣∣f (t1) − f (t2)∣∣.
Theorem 2. If limk→+∞ k‖ωk(f )‖L(ϕ) = 0 then limm→∞ ‖Sm(f ) − f ‖L(ϕ) = 0.
This theorem is sharp at least for functions ϕ(x) = ex1+ε (ε > 0).
Theorem 3. Let ϕ(x) = ex1+ε (ε > 0, x  x0) be an Orlicz function, and δ(x) be a positive
continuous increasing on (0,+∞) function such that limx→+∞ δ(x) = +∞. Then there exists a
function f such that
(1) k‖ωk(f )‖L(ϕ) = 0;
(2) limm→∞ ‖Sm(f ) − f ‖L(ψ) = 0 (ψ(x) = ex1+εδ(x)).
2. Proof of the basic results
Lemma. Let 0 p1 < p2 < · · · < pk+1 be integers and let Q(x) be an algebraic polynomial of
degree not greater than k. Then∫
Δ
(p1)
i
rp1(x)rp2(x) · · · rpk+1(x)Q(x)dx = 0
for any dyadic interval Δ(p1)i .
Proof. Since rp1(x) = 1 on Δ(p1+1)2i and rp1(x) = −1 on Δ(p1+1)2i+1 , then
I :=
∫
Δ
(p1)
rp1(x)rp2(x) · · · rpk+1(x)Q(x)dx
i
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∫
Δ
(p1+1)
2i
rp2(x) · · · rpk+1(x)Q(x)dx −
∫
Δ
(p1+1)
2i+1
rp2(x) · · · rpk+1(x)Q(x)dx
=
∫
Δ
(p1+1)
2i
rp2(x) · · · rpk+1(x)
(
Q(x) − Q
(
x + 1
2p1+1
))
dx.
We will write the last integral as the sum of integrals on dyadic intervals Δ(p2)j . Therefore
I =
∑
j
∫
Δ
(p2)
j
rp2(x) · · · rpk+1(x)Δ2−p1−1Q(x)dx,
where Δ2−p1−1Q(x) = Q(x) − Q(x + 2−p1−1) is the finite difference of Q(x).
In this manner we obtain
I =
∑
j
∫
Δ
(pk+1+1)
2j
Δ2−pk+1−1Δ2−pk−1 · · ·Δ2−p1−1Q(x)dx.
Since Q(x) is the polynomial of degree not greater than k,
Δ2−pk+1−1Δ2−pk−1 · · ·Δ2−p1−1Q(x) ≡ 0,
and the lemma is proved. 
Proof of Theorem 1. Let (λk)∞k=0 be an arbitrary increasing number sequence such that |λk| → 0
and λ0 = 1, λk = (−1)k+1|λk|. The value of |λk| will be specified later. We define the function
F(x) on [0,1] as
F(x) =
⎧⎪⎨
⎪⎩
λk, x ∈ [ 12k+1 , 12k ) (k = 0,1, . . .),
1, x = 1,
0, x = 0.
Let (kn)∞n=0 be an increasing sequence of even number such that
k0 = 0, k1 = 2, kn+1  4kn (n = 1,2, . . .).
We define the function f as
f (x) =
⎧⎪⎨
⎪⎩
rkn(x)rkn+2(x)rkn+4(x) · · · rkn+1(x)F (x), x ∈ [ 12kn+1 ,
1
2kn ),
f (1 − 0), x = 1,
0, x = 0.
We will show, that one can choose λk and kn so that∥∥Sm(f )∥∥L(ϕ) → +∞ as m = 2kn + 2kn+2 + 2kn+4 + · · · + 2kn+1 → +∞.
Let m > 5. Since
D∗m(t) = wm(t)Dm(t) =
kn+1+1∑
(−1)ν+1D2ν (t),
ν=kn
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Dm(t) = wm(t)
kn+1+1∑
ν=kn
(−1)ν+1D2ν (t).
Therefore
Sm(f, x) =
1∫
0
Dm(x ⊕ t)f (t) dt = wm(x)
kn+1+1∑
ν=kn
(−1)ν+1 1
|Δ(ν)x |
∫
Δ
(ν)
x
wm(t)f (t) dt.
We will find the lower bound of |Sm(f )| on the interval (0, 12kn+1 ).(1) Let
x ∈
[
1
2j+1
,
1
2j
)
, j  kn+1 + 1.
In this case Δ(ν)x = Δ(ν)0 when kn  kn+1 + 1. Therefore we can write the partial sum Sm(f ) in
the form
Sm(f, x) = wm(x)(−1)kn+1 2kn+1+1
∫
Δ
(kn+1+1)
0
wm(t)f (t) dt
+ wm(x)
kn+1∑
ν=kn
(−1)ν+12ν
( 2−kn+1∫
0
wm(t)f (t) dt +
2−ν∫
2−kn+1
wm(t)f (t) dt
)
. (2)
By definition of f and m,∫
Δ
(kn+1+1)
0
wm(t)f (t) dt =
∫
Δ
(kn+1+1)
0
f (t) dt = 0, (3)
2−kn+1∫
0
wm(t)f (t) dt =
2−kn+1−1∫
0
f (t) dt −
2−kn+1∫
2−kn+1−1
f (t) dt = 0 − 0 = 0, (4)
2−ν∫
2−kn+1
wm(t)f (t) dt =
2−ν∫
2−kn+1
F(t) dt =
kn+1−1∑
i=ν
2−i∫
2−i−1
F(t) dt =
kn+1−1∑
i=ν
λi
1
2i+1
.
Since λi = |λi |(−1)i+1 and |λi | ↓ 0, we have
|λν |
2ν+2

∣∣∣∣∣
kn+1−1∑
i=ν
λi
1
2i+1
∣∣∣∣∣ (5)
and
sign
(
kn+1−1∑
λi
1
2i+1
)
= signλν = (−1)ν+1. (6)i=ν
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∣∣Sm(f, x)∣∣ 14
kn+1∑
ν=kn
|λν | as x ∈
(
0,
1
2kn+1+1
)
. (7)
(2) Similarly we obtain
∣∣Sm(f, x)∣∣ 14
kn+1∑
ν=kn
|λν | as x ∈
[
1
2kn+1+1
,
1
2kn+1
)
. (8)
Let |λν | = |λkn | as kn  ν < kn+1. For the sake of brevity, we denote |λkn | = μn.
Then it follows from (7), (8) that
1∫
0
ϕ
( |Sm(f, x)|
λ
)
dx  1
2kn+1
exp
(
(kn+1 − kn)
4λ
μn · ε
(
kn+1 − kn
4λ
μn
))
 1
2kn+1
exp
(
3
16λ
kn+1μnε
(
3
16λ
kn+1μn
))
. (9)
If λ = 1
μn
then it follows from (9) that
1∫
0
ϕ
( |Sm(f, x)|
λ
)
dx  1
2kn+1
exp
(
3
16
kn+1μ2nε
(
3
16
kn+1μ2n
))
 1
as kn+1  163
1
μ2n
ε−1( 163μ2n ). By definition of ‖ · ‖L(ϕ), it follows that∥∥Sm(f )∥∥L(ϕ)  1μn → +∞.
Let us change the function f on a small set. Let us denote discontinuous points of f by di
(i = 0,1, . . .), and choose a sequence of even numbers ln such that ln > 2kn+1 + 2. If di ∈
(2−kn+1 ,2−kn) then we set δ′i = δ′′i = 2−ln . If di = 2−kn , then we set δ′i = 2−ln , δ′′i = 2−ln−1 .
Let P(x) be a polynomial of third degree such that P(di − δ′i ) = f (di − δ′i ), P(di + δ′′i ) =
f (di + δ′′i ), P ′(di − δ′i ) = P ′(di + δ′′i ) = 0. Let us define the new function f˜ by
f˜ (x) =
{
P(x), x ∈ (di − δ′i , di + δ′′i ) (i = 0,1, . . .),
f (x), x /∈ (di − δ′i , di + δ′′i ).
It is obvious that f˜ is continuous on the interval [0,1] and differentiable on the interval (0,1].
We will prove that partial sums Sm(f − f˜ ) are uniformly bounded on the interval (0,1). Then
norms ‖Sm(f˜ )‖Λ(ψ) are unbounded.
(i) Let x ∈ [2−j−1,2−j ) ⊂ [2−kn+1 ,2−kn). Let us write the partial sum Sm(f − f˜ ) in the form
Sm(f − f˜ , x) = wm(x)
j∑
ν=kn
(−1)ν+12ν
∫
Δ
(ν)
x
wm(t)(f − f˜ ) dt
+ wm(x)
kn+1+1∑
ν=j+1
(−1)ν+12ν
∫
Δ
(ν)
x
wm(t)(f − f˜ ) dt
= wm(x)(Σ1 + Σ2).
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Σ1 =
j∑
ν=kn
(−1)ν+12ν
( ∞∑
q=1
2−kn+q∫
2−kn+q+1
wm(t)(f − f˜ ) dt +
2−ν∫
2−kn+1
wm(t)(f − f˜ ) dt
)
. (10)
It is evident that
2−kn+q∫
2−kn+q+1
|f − f˜ |dt  2μn+q2−ln+q 2kn+q+1  μn+q2
1
2kn+q+1
, (11)
2−ν∫
2−kn+1
|f − f˜ |dt  2μn2−ln2kn+1  μn2
1
2kn+1
. (12)
Therefore it follows from (10)
|Σ1|
j∑
ν=kn
2ν
( ∞∑
q=0
μn+q
2
2−kn+q+1
)
 2μn2−kn+12kn+1+1  4μ0.
Similarly, we have |Σ2| 2μ0. Thus |Sm(f − f˜ )| 6μ0.
(ii) Let x ∈ (0, 1
2kn+1 ). Let us write the partial sum Sm(f − f˜ ) in the form
Sm(f − f˜ , x) = wm(x)
(
kn+1∑
ν=kn
(−1)ν+12ν
∫
Δ
(ν)
x
wm(t)(f − f˜ ) dt
+ (−1)kn+12kn+1+1
∫
Δ
(kn+1+1)
x
wm(t)(f − f˜ ) dt
)
.
In this case Δ(ν)x = Δ(ν)0 for all ν ∈ [kn, kn+1]. Therefore
∣∣Sm(f − f˜ , x)∣∣ kn+1∑
ν=kn
2ν
∫
Δ
(ν)
0
|f − f˜ |dt + 2kn+1+1
∫
Δ
(kn+1)
0
|f − f˜ |dt. (13)
Using (11) and (12), we have
∫
Δ
(ν)
0
|f − f˜ |dt =
∞∑
i=1
2−kn+i∫
2−kn+i+1
|f − f˜ |dt +
2−ν∫
2−kn+1
|f − f˜ |dt  μ0
2kn+1
.
Having substituted this inequality in (13) finally we get∣∣Sm(f − f˜ , x)∣∣ 4μ0.
(iii) Let
x ∈ [2−kn−p+1 ,2−kn−p) (p = 1, . . . , n).
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Sm(f − f˜ , x) = wm(x)
( ln−p∑
ν=kn
(−1)ν2ν
∫
Δ
(ν)
x
wm(t)(f − f˜ ) dt
+
kn+1+1∑
ν=ln−p+1
(−1)ν2ν
∫
Δ
(ν)
x
wm(t)(f − f˜ ) dt
)
= wm(x)(Σ3 + Σ4).
It is evident we can choose the sequence (ln) so that {ln} ∩ [ki − 4, ki] = ∅. We will show that in
this case Σ3 = 0.
Let us write each integral
∫
Δ
(ν)
x
wm(t)(f − f˜ ) dt in the form of the sum of integrals∫
Δ(ln−p)
wm(t)(f − f˜ ) dt.
On each interval Δ(ln−p), either f − f˜ ≡ 0 or f − f˜ is the polynomial of third degree. Let
Δ
(ln−p)
i be an interval on which f − f˜ is the polynomial of third degree. It is evident that
rkn(t), . . . , rln−p−2(t) are constant on Δ
(ln−p)
i . If we assign rkn, . . . , rln−p−2 the value of functions
rkn(t), . . . , rln−p−2(t) on the interval Δ
(ln−p)
i , then∫
Δ
(ln−p)
i
wm(t)(f − f˜ ) dt = rkn · · · rln−p−2
∫
Δ
(ln−p)
i
rln−p (t) · · · rkn+1(t)(f − f˜ ) dt = 0
by Lemma 1.
In the same way, we have by Lemma 1 in the sum Σ4∫
Δ
(ν)
x
wm(t)(f − f˜ ) dt = 0
as ν < kn+1 − 4. Therefore, the sum Σ4 contains at most five non-zero summands and conse-
quently
∣∣Sm(f − f˜ , x)∣∣ kn+1+1∑
ν=kn+1−4
2ν
∫
Δ
(ν)
x
|f − f˜ |dt  5μ0.
Thus |Sm(f − f˜ , x)| 6μ0 for all x ∈ (0,1). Hence the sequence ‖Sm(f˜ , x)‖L(ϕ) is bounded.
Let ϕ and ψ be given functions. It is easy to check that |f˜ ′(x)|  32μn2ln as x ∈
(2−kn+1 ,2−kn). Therefore, we can take a sequence (ln), so that
1∫
0
ψ
(∣∣f˜ ′(x)∣∣)dx = ∞∑
n=0
2−kn∫
2−kn+1
ψ
(∣∣f˜ ′(x)∣∣)dx  ∞∑
n=0
ψ( 32μn2
ln )
2ln
· 2kn+1−kn+1 < +∞.
The theorem is proved. 
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Sm(f, x) − f (x) =
1∫
0
(
f (x ⊕ t) − f (x))D2k (t) dt
+
2k−1∑
j=0
∫
Δ
(k+1)
2j
(
f (x ⊕ t) − f
(
x ⊕ t ⊕ 1
2k+1
))
Dn(t) dt.
Let x ∈ Δ(k)x = Δ(k)i . If t ∈ Δ(k+1)2j , then x ⊕ t ∈ Δ(k)i⊕j , x ⊕ t ⊕ 12k+1 ∈ Δ
(k)
i⊕j . Consequently
∣∣Sm(f, x) − f (x)∣∣ ωk(f, x) + 2
k−1∑
j=0
ωk
(
f,
i ⊕ j
2k
) ∫
Δ
(k+1)
2j
∣∣Dn(t)∣∣dt
= ωk(f, x) + 12
2k−1∑
j=0
ωk
(
f,
i ⊕ j
2k
) ∫
Δ
(k)
j
∣∣Dn(t)∣∣dt. (14)
Let us define the function
Ωk(f, x) =
2k−1∑
j=0
ωk
(
f,
i ⊕ j
2k
) ∫
Δ
(k)
j
∣∣Dn(t)∣∣dt (x ∈ Δ(k)i ). (15)
We will estimate the norm ‖Ωk(f )‖L(ϕ). Let
λ1 =
∥∥ωk(f )∥∥L(ϕ) and λ2 = Ln =
2k−1∑
j=0
∫
Δ
(k)
j
∣∣Dn(t)∣∣dt.
Since ϕ is convex,
1∫
0
ϕ
(
Ωk(f, x)
λ1λ2
)
dx
=
2k−1∑
i=0
∫
Δ
(k)
i
ϕ
(
1
λ1λ2
2k−1∑
j=0
ωk
(
f,
i ⊕ j
2k
) ∫
Δ
(k)
j
∣∣Dn(t)∣∣dt
)
dx

2k−1∑
i=0
∫
Δ
(k)
2k−1∑
j=0
1
λ2
∫
Δ
(k)
∣∣Dn(t)∣∣dtϕ
(
1
λ1
ωk
(
f,
i ⊕ j
2k
))
dxi j
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2k−1∑
j=0
1
λ2
∫
Δ
(k)
j
∣∣Dn(t)∣∣dt 2
k−1∑
i=0
∫
Δ
(k)
i
ϕ
(
1
λ1
ωk
(
f,
i ⊕ j
2k
))
dx
=
1∫
0
ϕ
(
1
λ1
ω˜k(f, x)
)
dx,
where ω˜k(f, x) is an equimeasurable rearrangement of ωk(f, x). Since
1∫
0
ϕ
(
1
λ1
ω˜k(f, x)
)
dx =
1∫
0
ϕ
(
1
λ1
ωk(f, x)
)
dx = 1,
then ∥∥Ωk(f )∥∥L(ϕ)  λ1λ2 = ∥∥ωk(f )∥∥L(ϕ) · Ln  k∥∥ωk(f )∥∥L(ϕ). (16)
Using (14)–(16) we find∥∥Sm(f ) − f ∥∥L(ϕ) 
(
1 + k
2
)∥∥ωk(f )∥∥L(ϕ).
Theorem 2 is proved. 
Proof of Theorem 3. We shall use the function f that was constructed by proof of Theorem 1.
Let us assume that
k0 = 0, k1 = 2, Ckn > kn+1  4kn (n = 1,2, . . .),
m = 2kn + 2kn+2 + · · · + 2kn+1 .
While proving Theorem 2, it was proved that if x ∈ (0, 1
2kn+1 ) then∣∣Sm(f, x)∣∣ 14μn(kn+1 − kn).
Let ϕ(x) = ex1+ε as x  x0, ε > 0. We will select real numbers μn so that
lim
k→∞ k
∥∥ωk(f )∥∥L(ϕ) = 0.
By definition of the function f
ωk(f, x) =
{
2μn, x ∈ (0, 12kn ),
0, x  12kn ,
(17)
if kn < k < kn+1 and
ωk(f, x) =
⎧⎪⎪⎨
⎪⎪⎩
2μn, x ∈ (0, 12kn ),
2μn−1, x ∈ [ 12kn , 12kn−1 ),
0, x  1
2kn−1 ,
(18)
if k = kn. Using (17) and (18) we find∥∥ωk(f )∥∥L(ϕ)  2(log e)1+ε max
(
μn−1
1
1+ε
,
μn
1
1+ε
)
(kn−1 − 1) (kn − 1)
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k
ε/(1+ε)
n
αn, where αn → 0. The value of αn will be specified later. It
is easy to check that
lim
k→∞ k
∥∥ωk(f )∥∥L(ϕ) = 0.
Let ϕ˜(x) = ex1+εδ(x) (δ(x) ↑ +∞ as x → +∞). We will investigate ‖Sm(f )‖L(ϕ˜).
Since kn+1 − kn  3kn and∣∣Sm(f, x)∣∣ 14μn(kn+1 − kn)
as x ∈ (0,2−kn+1), then
1∫
0
ϕ˜
( |Sm(f, x)|
λ
)
dx  1
2kn+1
ϕ˜
(
3
4λ
μnkn
)
= 1
2kn+1
ϕ˜
(
3
4λ
k
1
1+ε
n αn
)
= 1
2kn+1
exp
((
3
4
)1+ε
kn
α1+εn
λ1+ε
δ
(
3
4λ
k
1
1+ε
n αn
))
.
Put λ = 1
αn
. Then
1∫
0
ϕ˜
( |Sm(f, x)|
λ
)
dx  1
2kn+1
exp
((
3
4
)1+ε
kn(αn)
2(1+ε)δ
(
3
4
k
1
1+ε
n α
2
n
))
.
Let us take αn that
3
4
k
1
1+ε
n α
2
n  δ−1
(
1
α
3(1+ε)
n
)
.
Then
1∫
0
ϕ˜
( |Sm(f, x)|
λ
)
dx  1
2kn+1
exp
((
3
4
)1+ε
kn
α1+εn
)
→ +∞
as m → ∞. Therefore ‖Sm(f )‖L(ϕ˜)  1αn → +∞ as m → +∞ and Theorem 3 is proved. 
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