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A SURVEY OF THE ADDITIVE DILOGARITHM
SI˙NAN U¨NVER
Abstract. Borel’s construction of the regulator gives an injective map from the algebraic K-
groups of a number field to its Deligne-Beilinson cohomology groups. This has many interesting
arithmetic and geometric consequences. The formula for the regulator is expressed in terms of
the classical polyogarithm functions. In this paper, we give a survey of the additive dilogarithm
and the several different versions of the weight two regulator in the infinitesimal setting. We
follow a historical approach which we hope will provide motivation for the definitions and the
constructions.
1. Introduction
The dilogarithm function, even though it has been known for a very long time, has become
more prevalent in the past few decades because of its relation to regulators in algebraic K-theory,
as was first observed in the pioneering work of Bloch [6]. Among others, this point of view was
furthered through the far reaching conjectures of Beilinson on motivic cohomology [1], by the
work of Zagier on his conjecture relating special values of Dedekind zeta functions of number
fields to values of regulators [32] and in many works of Goncharov ([14], [15], [17] to name a few).
The dilogarithm function also appears in hyperbolic geometry, conformal field theory and the
theory of cluster algebras. The survey [33] is an excellent introduction to some aspects of this
function.
In this note, we give a survey of the infinitesimal version of the above theory. Since the
generalizations of the results in this survey to higher weights is still in progress, we restrict to
the case of the dilogarithm. In §5.1, we will only briefly mention the construction of additive
polylogarithms of higher weight on certain special linear configurations. The existence of this
theory itself is quite surprising and is based on ideas of Cathelineau ([9], [10]), Bloch and Esnault
[7] and Goncharov [15], which we will describe in detail below. We emphasize that these functions
cannot be deduced from their classical counterparts through a limiting process. We illustrate
this point in the, somewhat deceptively simple, case of weight 1 as follows. The regulator over
the complex numbers is given essentially by the real analytic map log | · | : C× → R. On the
other hand, in the infinitesimal case, for k a field of characteristic 0, and kn := k[[t]]/(t
n), one
has the algebraic map log◦ : k×n → kn defined by log
◦(a) := log( aa(0) ). The use of the absolute
value makes the first function non-algebraic, single valued and dependent, in an essential way,
on the local field in question. In the second case, the map k → kn, which is a section of the
canonical projection from kn to its quotient by its nilradical achieves the purpose of choosing a
branch in an appropriate sense. We will see below that over a scheme with non-reduced structure
such local splittings, which correspond to retractions of the scheme with the reduced induced
structure, will play a role analogous to choosing branches.
In the second section, we briefly recall the definitions of the Bloch-Wigner dilogarithm, the
Chow dilogarithm of Goncharov and Bloch’s regulator function from K2(C)
(2)
Q of a curve C. We
emphasize the point of view of the Aomoto dilogarithms and scissors congruence class groups
whose analogs will be the main motivation for the infinitesimal versions of the above functions.
In the third section, we give the infinitesimal analogs of these functions. Starting with the
ideas of Cathelineau, Goncharov and Bloch-Esnault. We also recall the additive dilogarithm
construction of Bloch-Esnault.
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In the fourth section, we discuss the construction of the infinitesimal Chow dilogarithm, to-
gether with its application to algebraic cycles and Goncharov’s strong reciprocity conjecture. We
also describe the infinitesimal version of Bloch’s regulator on curves.
In the last section, we discuss some partial results in higher weights and in characteristic p
and some open problems.
Conventions. Except in §5.2, we will consider motivic cohomology always with Q-coefficients.
Therefore all the Bloch complexes, Aomoto complexes etc. are tensored with Q. For example,
the notation Λ2k× means that the group Λ2Zk
× is tensored with Q. The cyclic homology and
Andre´-Quillen homology groups are always considered relative to Q. The notation Ω1A for an
algebra A over a field always means the Ka¨hler differentials relative to the prime field. For an
A-module I, S •AI denotes the symmetric algebra of M over A. For a ring A, A
♭ denotes the set
of all units a in A such that 1−a is also a unit. For a functor F from the category of pairs (R, I)
of rings R and nilpotent ideals I to an abelian category, we let F ◦(R, I) denote the kernel of the
map from F (R, I) to F (R/I, 0). We informally refer to this object as the infinitesimal part of F.
We have the corresponding notion for the category of artin local algebras over a field, since their
maximal ideals are nilpotent.
2. Bloch-Wigner dilogarithm and the scissors congruence class group
2.1. Aomoto dilogarithm. The general conjectures on motives expect that for any field k one
has a tannakian category MTMk over Q of mixed Tate motives over k. This gives a graded Hopf
algebra A•(k) such that a mixed Tate motive over k is the same as a graded Q-space with a
co-module structure over A•(k).
Since the objects in MTMk should be constructed from Tate objects by means of extensions,
one expects MTMk to have a linear algebraic description. In [2] a graded Hopf algebra A•(k) was
defined, using linear algebraic objects, such that one expects a natural map A•(k)→ A•(k).
This A•(k) is the graded Hopf algebra of Aomoto polylogarithms over k defined in [2, §2]. An
n-simplex L in Pnk is an (n+1)-tuple (L0, · · · , Ln) of hyperplanes. It is said to be non-degenerate
if the hyperplanes are in general position. A pair of simplices (L,M) is said to be admissable if
they do not have a common face. An(k) is the Q-space generated by pairs of admissable simplices
(L;M) in Pnk subject to the following relations:
(i) (L,M) = 0, if one of the simplices is degenerate;
(ii) (L,M) is anti-symmetric with respect to the ordering of the hyperplanes in both of the
n-simplices.
(iii) If L is an n + 2-tuple of hyperplanes (L0, · · · , Ln+1) and Lˆ
j is the n-simplex obtained
by omitting Lj , then
∑
0≤j≤n+1(Lˆ
j ,M) = 0, and the corresponding relation for the second
component.
(iv) For α ∈ GLn+1(k), (α(L), α(M)) = (L,M).
There are certain configurations, called polylogarithmic configurations, in An(k) that play an
important role in understanding the motivic cohomology of k, since they act as building blocks
for all configurations [2, §1.16]. Let Pn(k) denote the subgroup of prisms in An(k). This is the
subgroup generated by configurations which come from products of configurations from lower
dimensions. For every a ∈ k♭ := k× \ {1}, there is a special configuration (L,Ma) ∈ An(k) [14,
Fig. 1.14], which corresponds to the value of the abstract polylogarithm at a. If zi, 0 ≤ i ≤ n
are the homogenous coordinates on Pnk , then Li is defined by zi = 0. The simplex Ma is defined
by the following formulas. M0 : z0 = z1; M1 : z0 = z1 + z2; Mi : zi = zi+1, for 2 ≤ i < n; and
Mn : az0 = zn.
This defines a map ln : Q[k
♭] → An(k)/Pn(k), which sends the generator [a] to the class of
(L,Ma). Denoting the image of ln by B
′
n(k), one expects the co-multiplication on A•(k) to induce
a complex Γ′k(n):
B′n(k)→ B
′
n−1(k)⊗ k
× → · · · → B′2(k)⊗ Λ
n−2k× → Λnk×,
which would compute the motivic cohomology of k of weight n.
For n = 2, there is a simpler complex, namely the Bloch complex Γk(2) of weight two, which
computes the motivic cohomology. Let B2(k) be the quotient of Q[k
♭], the vector space with
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basis [x] for x ∈ k♭, by the subspace generated by elements of the form
[x]− [y] + [y/x]− [(1− x−1)/(1− y−1)] + [(1− x)/(1− y)],(2.1.1)
for all x, y ∈ k× such that (1−x)(1−y)(1−x/y) ∈ k×. The last equation is the 5-term functional
equation of the dilogarithm. Let δ be the map that sends [x] to (1 − x) ∧ x ∈ Λ2k×. This map
factors through B2(k) and we obtain a complex:
B2(k)
δ
// Λ2k×,
concentrated in degrees 1 and 2. We denote this complex by Γk(2). This complex indeed computes
the motivic cohomology of k with coefficients Q(2), by a theorem of Bloch. In other words, the
sequence
0→ K3(k)
(2)
Q → B2(k)→ Λ
2k× → KM2 (k)Q → 0
is exact ([6], [26]).
The map l2 factors through the quotient Q[k
♭]→ B2(k) to induce an isomorphism:
l2 : B2(k)→ B
′
2(k) = A2(k)/P2(k)
which we continue to denote with the same symbol [2, Proposition 3.7]. This can be thought of
as the abstract motivic dilogarithm function.
2.2. Bloch-Wigner dilogarithm. The n-th polylogarithm function is defined inductively by
ℓi1(z) = − log(1− z) and
dℓik(z) = ℓik−1(z)
dz
z
,
with ℓik(0) = 0. These functions have the power series expansion ℓik(z) =
∑
1≤n
zn
nk , in the
unit disc around 0, and have multi-valued analytic continuations to C× \ {1}. They appear
as coordinates of a matrix which describe a canonical quotient of the fundamental groupoid
associated to the Hodge realization of the unipotent fundamental group of P1 \{0, 1,∞} [3]. The
specialization of this construction at a point a ∈ C♭ gives a motive which coincides with the
motive associated to the configuration l2(a) in §2.1.
The Hodge realization of this motive (specialized at a point) as well as of the motive above
defined by the configurations in §2.1 above are Hodge-Tate structures. An R-Hodge-Tate struc-
ture is a mixed R-Hodge structure such that for every r ∈ Z, its graded piece of degree −2r with
respect to the weight filtration are direct sums of the Tate structures R(r), of weight −2r; and its
graded pieces of odd degree are equal to 0. Let H• denote the graded Hopf algebra associated to
the tannakian category of R-Hodge-Tate structures. The Hodge realization functor should give
a morphism A•(C)→ H• of graded Hopf algebras.
A construction of Beilinson and Deligne (§2.5, [3]; pp. 248-249, [14]) associates to each framed
R-Hodge-Tate structure a number. Associated to the variation of Hodge structures on Gm
that gives the function log(z) one gets the corresponding single valued function log |z|. This
construction gives a map pH ,n : Hn → R. It turns out that this map vanishes on the products
[14]. Hence composing with the Hodge realization map associated to the Aomoto configurations,
the corresponding map vanishes on prisms and one gets a map B′2(C) = A2(C)/P2(C) → R.
The composition of this map with l2 : B2(C) → B
′
2(C) turns out to be, up to scaling, the
Bloch-Wigner dilogarithm D defined by
D(z) = Im(ℓi2(z)) + arg(1− z) log |z|.
The main importance of the Bloch-Wigner dilogarithm comes from the fact that they are regu-
lators.
Composing pH ,n with the Hodge realization would give a map
voln : An(C)→ R,
which is an analog of the volume map on the scissors congruence class groups below and its
infinitesimal version is the main concern of this survey.
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2.3. Chow dilogarithm. If X/C is a smooth and projective curve over C, there is a version
of the dilogarithm above which gives certain regulators of X. Namely H3M(X,Q(3)) ≃ K3(X)
(3)
Q
and applying the Leray-Serre spectral sequence to the map X → C, there would be a map
K3(X)
(3)
Q ≃ H
3
M(X,Q(3))→ H
1
M(C, H
2(X/C)(3)) = H1M(C,Q(2)) ≃ K3(C)
(2)
Q . Combining with
the regulator K3(C)
(2)
Q → R, given by the Bloch-Wigner dilogarithm above, one would get a map
K3(X)
(3) → R.
This map is given by the following Chow dilogarithm of Goncharov.
If f1, f2, and f3 are rational functions on X. Let
r2(f1, f2, f3) := Alt3(
1
6
log |f1| · d log |f2| ∧ d log |f3| −
1
2
log |f1| · d arg f2 ∧ d arg f3),
which has the formal property that d(r2(f1, f2, f3)) = Re(dlog(f1) ∧ dlog(f3) ∧ dlog(f3)). The
map ρR : Λ
3C(X)× → R, given by
ρR(f1 ∧ f2 ∧ f3) :=
∫
X(C)
r2(f1, f2, f3),
is, up to a constant multiple, the Chow dilogarithm [17, p. 4]. The middle cohomology of the
complex
· · · → B2(C(X))→ (⊕x∈XB2(C))⊕ Λ
3C(X)× → ⊕x∈XΛ
2C× → · · ·
is K3(X)
(3)
Q and the map (⊕x∈XD) ⊕ ρR obtained by using the Bloch-Wigner and the Chow
dilogarithm, gives the regulator.
2.4. Bloch’s regulator on curves and the tame symbol. There is another regulator which
is based on a version of the dilogarithm. Again assume that X/C is a smooth and projective
curve. This regulator is essentially the map from K2(X)
(2)
Q to the corresponding Deligne coho-
mology group: K2(X)
(2)
Q → H
2
D(Xan,Q(2)) ≃ H
1(Xan,C/Q(2)). Dividing by 2πi and using the
exponential map on the coefficients, the last cohomology group is identified with H1(Xan,C
×
Q ).
Since H1(Xan,C
×) coincides with local systems of complex vector spaces of rank 1 and hence
with analytic line bundles with connection. The above map can also be deduced from the local
and analytic construction of Deligne, which associates to each pair f, g of meromorphic functions
on X, a line bundle with connection on Xan, such that the monodromy at each point is given by
the tame symbol of f and g at that point [12]. Explicitly, if log(f) is a choice of a branch of f,
locally analytically, then the line bundle in question is the trivial line bundle with the connection
∇ given by ∇(1) = 12πi log(f)
dg
g . For a different choice log(f) + n2πi of a logarithm of f, the
isomorphism between the line bundles with connection is given as multiplication by g−n [12,
§2.3].
When X is defined over a number field, the Bloch regulator is fundamental in the study of
certain special values of the L-function of X [23]. It also appears, for example, in the geometric
study of cycles on X/C [19].
3. Additive dilogarithm and the infinitesimal scissors congruence class group
In this section, we start with the 4-term functional equation for the entropy function which is
also satisfied by an infinitesimal version of the Dehn invariant for scissors congruence class groups.
This 4-term functional equation of Cathelineau can be thought of as a deformation of the 5-term
functional equation that is restricted to certain special elements. The precise relation is explained
in §3.4.2. Next we describe Goncharov’s idea that the hyperbolic scissors congruence class group
can be thought of degenerating to the euclidean one as the model for the hyperbolic space blows
up. We continue the section with describing the construction of the additive dilogarithm by
Bloch and Esnault based on the localization sequence in K-theory and end the section on our
construction of the additive dilogarithm on the Bloch group.
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3.1. The 4-term functional equation. In information theory, Shannon’s binary entropy func-
tion H is defined as
H(p) := −p log(p)− (1− p) log(1− p),
for the probability p. This function satisfies the following fundamental functional equation of
information theory:
H(p) + (1 − p)H(
q
1− p
) = H(q) + (1 − q)H(
p
1− q
).(3.1.1)
The same functional equation reappeared in [9] as follows. For a field k of characteristic 0, let
β2(k) is the vector space over k generated by the symbols 〈a〉, for a ∈ k
♭ with relations generated
by
〈p〉 − 〈q〉+ p〈
q
p
〉+ (1 − p)〈
1− q
1− p
〉 = 0(3.1.2)
when p 6= q. These relations already imply that 〈p〉 = 〈1 − p〉 and 〈 1p 〉 = −
1
p 〈p〉 and using these
the two relations (3.1.1) and (3.1.2) are equivalent. In [9, Theore`me 1], Cathelineau proves that
the following sequence
0 // β2(k)
D
// k ⊗ k×
L
// Ω1k
// 0
is exact, where D is defined on the generators by D(〈a〉) := a ⊗ a + (1 − a) ⊗ (1 − a) and L
sends a⊗ b to adbb . This was used in [9] in order to show that for an algebraically closed field k
of characteristic 0, the homology groups of SL(2, k) with adjoint action on its Lie algebra sl(2, k)
are given by:
H1(SL(2, k), sl(2, k)) ≃ Ω
1
k
H2(SL(2, k), sl(2, k)) = 0
This in analogy with the computation of the homology of the discrete special orthogonal group
SOδ(3,R) with the standard action on R3 :
H1(SO
δ(3,R),R3) ≃ Ω1R
H2(SO
δ(3,R),R3) = 0.
This is a restatement of Sydler’s theorem that the Dehn invariant and the volume completely
determine the scissors congruence class. In this euclidean case, the analog of k⊗ k× is the group
R⊗ R/πZ and the analog of the map L above is the map
R⊗ R/πZ→ Ω1R
that sends l ⊗ θ to l d(cos θ)sin θ .
The above D can be thought of as the infinitesimal version of the Dehn invariant and the
functional equation above can be thought of as the infinitesimal version of the functional equation
of the dilogarithm in the following sense.
3.2. Hyperbolic space degenerating to euclidean space. In this section, we describe how
Goncharov’s idea on the degeneration of hyperbolic space to euclidean space and the analogy
between the scissors congruence class groups and mixed Tate motives leads one to expect a
volume map on mixed Tate motives over dual numbers which is reminiscent of the polylogarithm
functions.
3.2.1. If G n is one of the three n-dimensional classical geometries: E n, the euclidean; H n, the
hyperbolic; or S n, the spherical, then let P(G n) denote the scissors congruence class group
corresponding to G n. The Dehn invariant map :
DGn : P(G
n)→ ⊕n−2i=1 P(G
i)⊗P(S n−i−1)
endows ⊕P(S •) with the structure of a co-algebra and, ⊕P(H ·) and ⊕P(E ·) with structures
of co-modules over this co-algebra [15].
There exists a map from P(H 2n−1) to An(C), defined by Goncharov, which attaches a framed
mixed Tate motive to an element in the hyperbolic scissors congruence class group [15]. If one
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considers the Cayley spherical model for the hyperbolic geometry then as the sphere gets bigger
the hyperbolic geometry approaches the euclidean geometry [15]. Therefore, in the limit case one
would expect to have a map P(E 2n−1)→ A ◦n (C2).
These suggest a close similarity between the structures of A ◦n (k2) and P(E
2n−1
k ) [15], [16].
The euclidean scissors congruence class group has a volume map
P(E 2n−1k )→ k,
which is conjectured to induce an isomorphism from H1(⊕2n−1P(E
•
k)), the kernel in P(E
2n−1
k )
of the Dehn invariant map, to k. For n = 2 and k = R, this is Sydler’s theorem. In analogy, we
expect a map:
vol◦n : A
◦
n (k2)→ k,
which induces an isomorphism from H1(A ◦• (k2)(n)) to k. Moreover, we should have the identity
vol◦n ◦ ρλ = λ
2n−1vol◦n, for λ ∈ k
×. This map would be an analog of both the map An(C) → R
that is constructed using the Beilinson-Deligne construction and of the volume map on euclidean
scissors congruence class groups.
3.2.2. Given an element (L,M) in An(C), this defines a framed mixed Tate motive in An(C)
whose associated mixed Hodge structure Hn(PnC \ L,M \ L), is Hodge-Tate. Therefore, using
the construction of Beilinson and Deligne described above, which attaches a real number to
R-Hodge-Tate structures, we get voln(L,M) ∈ R. This vanishes on the products [14] to give:
voln : An(C)/Pn(C)→ R. Composing with the abstract polylogarithm map induces
voln ◦ ln : B
′
n(C)→ R.
This has the following description. Let Ln be the real single valued version of the n-polylogarithm:
Ln(z) := Rn(
n∑
j=0
2jBj
j!
(log |z|)jℓin−j(z)),
where Bn is the n-th Bernoulli number; Rn is the real part if n is odd and the imaginary part if
n is even; and ℓi0(z) := −1/2. Then for z ∈ C
♭, voln ◦ ln(z) = Ln(z) [14].
3.2.3. Let k be any field of characteristic 0. The definitions of An(k), Pn(k), ln and B
′
n(k)
exactly carry over to the case of k2 to define the groups An(k2), Pn(k2), and B
′
n(k2), and a map,
ln : Q[k
♭
2]→ An(k2). One would like to define a map
vol◦n : An(k2)/Pn(k2)→ k,
which would be an analog of the map defined above over the complex numbers using the Beilinson-
Deligne construction. This map would be the composition of the natural map from An(k2). In
this context the analog of the single valued polylogarithm Ln would be the composition vol
◦
n ◦ ln.
3.2.4. As in §2.1, one has a complex Γ′k2(n), concentrated in degrees [1, n] :
B′n(k2)→ B
′
n−1(k2)⊗ k
×
2 → · · · → B
′
2(k2)⊗ Λ
n−2k×2 → Λ
nk×2
induced by the co-multiplication map on A•(k2) and such that {x}i ⊗ y ∈ B
′
i(k2) ⊗ Λ
n−ik×2 is
mapped to:
{x}i−1 ⊗ x ∧ y ∈ B
′
i−1(k2)⊗ Λ
n−i+1k×2
if i ≥ 3, and to
(1− x) ∧ x ∧ y ∈ Λnk×2
if i = 2. One expects the cohomology groups to be given by Hi(Γ′k2(n)) ≃ K2n−i(k2)
(n)
Q . By
Goodwillie’s theorem [18], we have, K◦2n−i(k2)
(n)
Q ≃ HC
◦
2n−i−1(k2)
(n−1). The infinitesimal part
of the cyclic homology of k2 is computed as HC
◦
n(k2)
(m) ≃ Ω2m−nk , for [
n+1
2 ] ≤ m ≤ n, and is
0 otherwise [11]. Moreover, for λ ∈ k×, the automorphism ρλ of k2 that sends t to λt induces
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multiplication by λ2(n−m)+1 on Ω2m−nk [11]. Combining these, one expects the infinitesimal part
of the cohomology of Γ′k2(n) to be:
Hi(Γ′◦k2(n)) ≃ Ω
i−1
k ,
for 1 ≤ i ≤ n, and that ρλ induces multiplication by λ
2(n−i)+1 on Ωi−1k . Note that when i = 1,
this map scales by λ2n−1, exactly like the volume map in §3.2.1.
3.3. Bloch and Esnault’s construction of the additive dilogarithm on the localization
sequence. The work of Bloch and Esnault was the principal motivation for the various gener-
alizations of the additive dilogarithm. Here we briefly describe their work, generalized to the
case of higher moduli. The proofs of the statements can be found in [7] and in [27, §6.2]. In this
section, we assume that k is algebraically closed in addition to being of characteristic 0.
Let O be the local ring of A1k at 0. The localization sequence of the pair (k[t], (t
m)) gives the
following two exact sequences:
K2(k[t], (t
m))→ K2(O, (tm))
∂
−−−−→ ⊕x∈k×K1(k)→ K1(k[t], (t
m))→ 0
and
0→ K1(O, (tm))
∂
−−−−→ ⊕x∈k×K0(k)→ K0(k[t], (t
m))→ 0.
The group
TmB2(k) := (K2(O, (t
m))/im(K1(k) ·K1(O, (t
m)))Q,
is the infinitesimal analog of the Bloch group. Since K0(k[t], (t
m)) ≃ 1 + (t) = (k×m)
◦ ⊆ k×m, the
quotient ⊕x∈k×K1(k)/∂(K1(k) ·K1(O, (t
m))) ≃ k× ⊗ (k×m)
◦. This gives the complex :
TmB2(k)→ k
× ⊗ (k×m)
◦,
which is the analog of the Bloch complex and is denoted by TmQ(2)(k). The cohomology groups
of this complex in degrees 1 and 2 are respectively, K◦3 (km)
(2)
Q and K
M
2 (km)
◦
Q, and the natural
map from K2(k[t], (t
m))Q to TmB2(k) obtained from the localization sequence surjects to this
K◦3 (km)
(2)
Q as one can see by considering the reduction modulo (t
2m−1) map below.
The reduction modulo (t2m−1) map:
(K2(O, (t
m))/im(K1(k) ·K1(O, (t
m)))Q → (K2(k2m−1, (t
m))/im(K1(k) ·K1(k2m−1, (t
m)))Q,
from TmB2(k) to (K2(k2m−1, (t
m))/im(K1(k) ·K1(k2m−1, (t
m)))Q ≃ K
◦
3 (km)
(2)
Q ≃ ⊕m<w<2mt
wk
is the additive dilogarithm map in this context.
If one starts with the localization sequence for the ideal (t(1 − t)) instead of the one for
(tm) above, one obtains a similar complex which computes the ordinary weight two motivic
cohomology of k. This was carried out in the fundamental work [6].
3.4. The additive dilogarithm as an infinitesimal dilogarithm. In the first part, we de-
scribe the infinitesimal analog of the Bloch-Wigner dilogarithm. In the second part, we explain
the relation of our complex to that of Cathelineau’s and that of Bloch-Esnault’s. We also describe
how the 4-term functional equation is related to the 5-term functional equation.
3.4.1. Construction of ℓim,w. For any local Q-algebra A, we let B2(A) denote the Q-space gen-
erated by [x] with x ∈ A♭ := {x|x(1− x) ∈ A×} subject to the relations (2.1.1), for all x, y ∈ A×
such that (1− x)(1 − y)(1 − x/y) ∈ A×. We then have a complex ΓA(2) as in §2.1.
Let k be a field of characteristic 0, k∞ := k[[t]], the formal power series over k, and for 1 ≤ m,
km := k∞/(t
m). Recall that the Bloch-Wigner dilogarithm D defines a map B2(C) → R and is
the unique measurable function, up to multiplication, with this property [6]. Its restriction of
K3(C)
(2)
Q is, up to a rational multiple, the Borel regulator. We have the corresponding theorem for
the infinitesimal part of B2(km). In order to describe the infinitesimal analogs of D. First note
that the corresponding cohomology group H1(Γ◦km(2)) should be K
◦
3 (km)
(2)
Q . This last group,
by Goodwillie’s theorem [18], can be expressed in terms of cyclic homology, relative to Q, as
HC◦2(km)
(1). There is an action, which we denote by ⋆, of k× on km such that λ ∈ k
× acts
by sending t to λ ⋆ t := λt. The induced action on HC◦2(km)
(1) decomposes this group into a
direct sum HC◦2(km)
(1) = ⊕m<w<2mk, with respect to the weights of the ⋆ action. The action
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of λ ∈ k× on k, in the component of ⋆-weight w, is the one which sends a ∈ k to λwa ∈ k
([27], [11]). This suggests that corresponding to each ⋆-weight w between m and 2m, there is a
dilogarithm ℓim,w : B2(km) → k, which vanishes on the image of B2(k) in B2(km) and induces
an isomorphism between the ⋆-weight w component in HC◦2(km)
(1) and the target.
We describe this dilogarithm as follows. Let log◦ : k×∞ → k∞, be defined as log
◦(α) :=
log( αα(0) ). If q =
∑
0≤i qit
i ∈ k∞ and 1 ≤ a then q|a :=
∑
0≤i<a qit
i, and ta(q) := qa. If u ∈ tk∞
and s(1 − s) ∈ k×, we let
ℓim,w(se
u) := tw−1(log
◦(1− seu|m) ·
∂u
∂t
∣∣
w−m
),(3.4.1)
for m < w < 2m.
The Bloch complex Γkm(2) computes the motivic cohomology of weight two over the truncated
polynomial ring km. Namely the sequence:
0→ K3(km)
(2)
Q −−−−→ B2(km)
δm−−−−→ Λ2k×m −−−−→ K
M
2 (km)Q → 0
is exact. We can state the combination of these as [27]:
Theorem. The complex B◦2(km)
δ◦
−→ (Λ2k×m)
◦ computes the infinitesimal part of the weight two
motivic cohomology of km, the maps ℓim,w satisfy the functional equation for the dilogarithm and
descend to give maps from B2(km) to k, such that ⊕m<w<2mℓim,w induces an isomorphism
HC◦2(km)
(1) ≃ K◦3 (km)
(2)
Q ≃ ker(δ
◦)
∼
−→ k⊕(m−1).
We sketch the main points of the proof in [27]. First we describe the map ℓim,w in terms
of the map δ. In order to specify the range and domain of δ, we denote the δ from B2(km) to
Λ2k×m by the symbol δm. For i < w, let ℓi : k
×
w → k be defined by ℓi(α) := ti(log
◦ α), and
ℓi ∧ ℓj : Λ
2k×w → k, as (ℓi ∧ ℓj)(a ∧ b) := ℓi(a) · ℓj(b)− ℓi(b) · ℓj(a).
The following diagram
B2(kw)
πw,m


δw
// Λ2k×w
∑
1≤i≤w−m i·ℓw−i∧ℓi

B2(km)
ℓim,w
//❴❴❴❴ k,
where πw,m : B2(kw) → B2(km) is the natural projection, commutes. This shows that ℓim,w
satisfies the same five term functional equation as the Bloch-Wigner dilogarithm.
Next by the stabilization theorem of Suslin H3(GL(km),Q) = H3(GL3(km),Q), and by an
argument of Goncharov, we have a map H3(GL3(km),Q)→ H3(GL2(km),Q). Studying the action
of GL2 on configurations of points on P
1, it is easy to construct a map from H3(GL2(km),Q) to
ker(δm). Combining these, we obtain a map from H3(GL(km),Q) to ker(δm).
Using Volodin’s construction of K-theory, we can then make Goodwillie’s theorem explicit by
constructing a map from HC◦2(km) to H3(GL(km),Q). Combining with the above, this gives a
surjection from HC◦2(km) to ker(δm), Finally, by an explicit computation of ℓim,w on the image of
a basis of HC◦2(km) in ker(δm), we see that ⊕m<w<2mℓim,w is injective on HC
◦
2(km). This implies
that the above surjection is an isomorphism and that ⊕m<w<2mℓim,w is injective on it.
Example. Using the formula (3.4.1) above one can explicitly compute the additive diloga-
rithms. For example, ℓi2,3 : B2(k2)→ k is given by
ℓi2,3([s+ at]) = −
a3
2s2(1− s)2
.
The above theorem is an exact analog of Sydler’s theorem which provides a solution to Hilbert’s
3rd problem. This states that the scissors congruence class of a three-dimensional polyhedron
is completely determined by its Dehn invariant and volume. In this context δm corresponds to
the Dehn invariant map and ⊕m<w<2mℓim,w is the sum of volumes of different ⋆-weights. When
m = 2, this analogy gets even more precise. In this case, there is only one dilogarithm of ⋆-weight
3, and the corresponding complex, which can be thought of as the deformation of the hyperbolic
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scissors complex, is analogous to the euclidean scissors congruence complex and on this complex
the volume map, which is the analog of the dilogarithm, scales by the cube of the dilation factor.
3.4.2. Comparison of Γkm(2) to TmQ(2)(k) and β2(k). We first describe a subcomplex Γ
◦
km(2)
of Γ◦km(2). This is the complex whose degree 2 term is k
×⊗ (1 + (t)) = k×⊗ (k×m)
◦ ⊆ Λ2k×m, and
degree 1 term is δ−1m (k
× ⊗ (k×m)
◦) ⊆ B◦2 (km). We denote this last group by B
◦
2(km). Then the
inclusion is a quasi-isomorphism from Γ
◦
km(2) to Γ
◦
km
(2) [27, Proposition 6.1.2]. In [27, Corollary
1.4.1], noticing that the terms in degree 2 are the same in both of the complexes and using the
dilogarithm in degree 1 we deduce that the complexes Γ
◦
km(2) and TmQ(2)(k) are isomorphic.
Let β˜2(k) denote the Q[k
×]-module generated by 〈a〉, for a ∈ k♭, with the action of λ ∈ k× on
α by λ ⋆ α, subject to the relations generated by
〈a〉 − 〈b〉+ a ⋆ 〈
b
a
〉 − (a− 1) ⋆ 〈
1− b
1− a
〉 = 0,
(−1) ⋆ 〈1− a〉 = −〈a〉 and a ⋆ 〈a−1〉 = −〈a〉.
For a ∈ k♭, let 〈a〉 := a+ a(1− a)t ∈ k2. Then we have the following relations,
〈b〉
〈a〉
= a ⋆ 〈
b
a
〉,
1− 〈a〉
1− 〈b〉
= (b− 1) ⋆ 〈
1 − a
1 − b
〉, and 1− 〈a〉−1 = (1− a−1)(1 − t),
and hence
1− 〈a〉−1
1− 〈b〉−1
=
1− a−1
1− b−1
.
These imply, by the 5-term relation, that
[〈a〉]− [〈b〉] + a ⋆ [〈
b
a
〉] + (b − 1) ⋆ [〈
1− a
1− b
〉] = 0
in B◦2 (k2). Since for any x ∈ k
♭
2, [1−x] = −[x] and [x
−1] = −[x] in B2(k2), we have (−1)⋆[〈1−a〉] =
−[〈a〉] and a⋆[〈a−1〉] = −[〈a〉]. These relations imply that the map that sends 〈a〉 to [〈a〉] ∈ B◦2(k2)
factors through β˜2(k). There is also a natural surjection from β˜2(k) to β2(k), with β2(k) defined
as in §3.1. These maps describe the 4-term functional equation of Cathelineau as a deformation
of the standard 5-term functional equation computed on special elements, where one of the terms
vanish since it has no infinitesimal part.
4. Infinitesimal Chow dilogarithm and the infinitesimal Bloch regulator
In this section, we will define variants of the additive dilogarithm in order to be able to
construct regulators in different settings. The first section could be thought of as removing the
restriction of considering only linear configurations when defining additive dilogarithms and is
the essential step in being able to apply additive dilogarithms in an algebro geometric setting. In
the second part, we describe the infinitesimal version of the Bloch regulator on curves, removing
the restriction of being a curve. This is the infinitesimal version of the tame symbol construction
of Deligne [12].
4.1. Infinitesimal Chow dilogarithm. In this section, we construct the infinitesimal analog
of the Chow dilogarithm described in §2.3. The details of the construction are in [30]. We will
only consider the case of k2, the generalization of this construction to the higher modulus case
is current work in progress. The specialization of this construction to the curve P1k2 and to the
three linear fractional functions 1−z, z and 1− az gives the additive dilogarithm ℓi2,3 constructed
in §3.4.1, [30, Lemma 3.5.1].
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4.1.1. Construction of the infinitesimal Chow dilogarithm. In this section, we continue to assume
that k is a field of characteristic 0. Let C2 be a smooth and projective curve over k2. We do not
assume that C2 comes as a product of a curve over k and k2. Let C2 denote the fiber of C2 over
the closed point of Spec(k2). Given c a (closed) point in C2, we call an element π2,c ∈ OC2,c in
the local ring of C2 at c a uniformizer, if its reduction is a uniformizer in the local ring of C2
at c. We call an element y in the local ring k(C2) of C2 at its generic point, π2,c-good, if there
exists a ∈ Z such that y = πa2,cu, for some unit u in OC2,c. Note that k(C2) is an artin ring with
residue field equal to the function field of C2. Fix a set P2 := {π2,c|c ∈ C2} of uniformizers.
We say that y is P2-good, if it is π2,c-good, for all c ∈ C2. Letting k(C2,P2)
× ⊆ k(C2)
×
denote the group of functions which are P2-good, the infinitesimal Chow dilogarithm ρ is a map
ρ : Λ3k(C2,P2)
× → k.
In the previous section, we defined the additive dilogarithm ℓi2,3 : B2(k2)→ k, by
ℓi2,3([s+ at]) = −
a3
2s2(1− s)2
,
and interpreted this function as the function induced by the composition
(ℓ2 ∧ ℓ1) ◦ δ∞ : B2(k∞)→ Λ
2k×∞ → k
via the canonical map B2(k∞)→ B2(k2). Let us denote the map ℓ2 ∧ ℓ1 : Λ
2k×∞ → k by ℓ.
IfA/k∞ is a smooth algebra over k∞ of relative dimension 1, c is a closed point of the spectrum
of its reduction A modulo (t), then we call an element π˜c of the local ring A at c, a uniformizer,
if its reduction is a uniformizer in the corresponding local ring at A. we have similar notions of
goodness with respect to π˜c. If f˜ , g˜ and h˜ are three functions in the local ring of A at the generic
point of A, which are π˜c-good, then one can define their residue along π˜c :
resπ˜c(f˜ ∧ g˜ ∧ h˜) ∈ Λ
2(A/(π˜c))
×.
As k∞-algebras A/(π˜c) is canonically isomorphic to k′∞ for the finite extension k
′ of k which is
the residue field of c. Therefore, we have a well-defined element ℓ(resπ˜c(f˜ ∧ g˜ ∧ h˜)) ∈ k
′ whose
trace Trk(ℓ(resπ˜c(f˜ ∧ g˜ ∧ h˜))) from k
′ to k will be essential in defining the local contribution to
the Chow dilogarithm.
In case C2/k2 has a global lifting C˜/k∞ to a smooth and projective curve and f, g, and h
have global liftings f˜ , g˜, and h˜ to functions on C˜ which are good with respect to a system of
uniformizers P˜ := {π˜c|c ∈ |C˜s|} on C˜ that lift P2 then
ρ(f, g, h) =
∑
c∈|C
2
|
Trk(ℓ(resπ˜c(f˜ ∧ g˜ ∧ h˜))).
In general, we cannot expect such global liftings to exist. The method of defining ρ is then to
choose a generic lifting of the curve and arbitrary liftings of the functions and for each point of
the curve to choose also local liftings of the curve together with good local liftings of the functions
and then to use the residues of a 1-form which measures the defect between choosing different
models. We next describe this in detail.
The 1-form in question is defined as follows. We attach an element ω(p˜, pˆ, χ) ∈ Ω1
Aˆ/k
to
the following data: smooth affine schemes A˜, Aˆ/k∞ of relative dimension one, an isomorphism
χ : A˜/(t2)
∼
−→ Aˆ/(t2) and triples of functions p˜ := (f˜ , g˜, h˜) in A˜× and pˆ := (fˆ , gˆ, hˆ) in Aˆ×,
whose reductions modulo t2 map to each other via χ. Let χ : A˜
∼
−→ Aˆ be any lifting of χ, and
ϕ : Aˆ → Aˆ be any splitting of the canonical projection, which exist because of the smoothness
assumptions. Denote by ϕ the corresponding isomorphism Aˆ[[t]]
∼
−→ Aˆ. Then we let:
ω(p˜, pˆ, χ) := Ω(ϕ−1(χ(p˜)), ϕ−1(pˆ)),
with Ω as below.
Let q˜ = (y˜1, y˜2, y˜3) and qˆ = (yˆ1, yˆ2, yˆ3), with y˜i, yˆi ∈ Aˆ[[t]]×, and yˆi − y˜i ∈ (t2), for all
1 ≤ i ≤ 3. Then we can write uniquely, yˆi = α0ie
tα1i+t
2αˆ2i+··· and y˜i = α0ie
tα1i+t
2α˜2i+···, with
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αji, αˆki, α˜ki ∈ Aˆ, for 0 ≤ j ≤ 1, 2 ≤ k, and 1 ≤ i ≤ 3. We then define
Ω(q˜, qˆ) :=
∑
σ∈S3
(−1)σα1σ(1)(α˜2σ(3) − αˆ2σ(3)) · d log(α0σ(2)) ∈ Ω
1
Aˆ/k
.
The definition of ω(p˜, pˆ, χ) is then independent of all the choices involved.
Suppose that p is a triple (f, g, h) of functions on C2 which are P2-good, i.e. in k(C2,P2)
×.
In order to define ρ(p), we first choose generic and local liftings of C2 as follows. Let A˜ be a
generic lifting of C2. More precisely, A˜/k∞ is a smooth algebra together with an isomorphism
α : A˜/(t2)
∼
−→ OC2,η. Let p˜η be a triple of functions in A˜, whose reductions modulo (t
2) map to
the germs pη of the functions p at η. For each c ∈ |C2|, let B˜◦c be a local lifting of C2 at c. In
other words, B˜◦c/k∞ is a smooth algebra together with an isomorphism γ˜c : B˜
◦
c/(t
2)
∼
−→ OˆC2,c,
from the reduction of B˜◦c modulo (t
2) to the completion of the local ring of C2 at c. Let q˜c be a
triple of functions on the localization of B˜◦c at the prime ideal (t), which map to the image of p
via the map γ˜c and which are good with respect to a lift of the uniformizer on B˜◦c . Because of
this goodness assumption on q˜c, its residue is well-defined. We can add a term which measures
the defect between the choices of the local liftings and the generic lifting and define the value of
ρ on p as:
ρ(p) :=
∑
c∈|C|
Trk(ℓ(resc(q˜c)) + rescω(p˜η, q˜c, γ˜
−1
c,η ◦ αc)).
It turns out that this definition is independent of all the choices involved and define a map from
Λ3k(C2,P2)
× to k.
One can define a version of the Bloch group B2(k(C2,P2)) consisting of functions which are
P2-good on C2 as in [30, §3.3] and define a map
∆ : B2(k(C2,P2))⊗ k(C2,P2)
× → Λ3k(C2,P2)
×,
sending [f ]⊗ g to (1− f) ∧ f ∧ g. This can then be sheafified, and using the residue map, made
into a complex which computes the motivic cohomology group K◦3 (C2)
(3)
Q as we described in §2.3
above, in the complex case. The infinitesimal Chow dilogarithm ρ and the additive dilogarithm
in the previous section can then be joined together to define a regulator from K◦3 (C2)
(3)
Q to k.
We will construct and analyze this map in a future paper.
4.1.2. Goncharov’s strong reciprocity conjecture in the infinitesimal case. The infinitesimal Chow
dilogarithm allows us to state and prove an infinitesimal version of the strong reciprocity con-
jecture of Goncharov [17] with an explicit formula for the homotopy map. Let us first state the
original version of the conjecture over a field which was proved recently by Rudenko [24].
Let C/k be a smooth and projective curve over an algebraically closed field k of characteristic
0. Taking the sum of the residue maps for all c ∈ |C|, we obtain a commutative diagram
B3(k(C)) // B2(k(C))⊗ k(C)
× ∆ //
res|C|

Λ3k(C)×
res|C|

B2(k)
δ
// Λ2k×.
Suslin’s reciprocity theorem implies that the image of the residue map from Λ3k(C)× to Λ2k× is
in the image of δ. Goncharov’s strong reciprocity conjecture states that the residue map between
the complexes above is in fact homotopic to 0 with an explicit homotopy.
In the infinitesimal setting, we start with a smooth and projective curve C2/k2, where k is
algebraically closed and of characteristic 0. We have the following commutative diagram:
B2(k(C2,P2))⊗ k(C2,P2)
× ∆−−−−→ Λ3k(C2,P2)
×
⊕resc
y ⊕rescy
⊕c∈|C
2
|B2(k2)
δ
−−−−→ ⊕c∈|C|Λ
2k×2 .
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By [30, Proposition 3.3.3], the composition (⊕ℓi2,3) ◦ (⊕resc) from B2(k(C2,P2))⊗ k(C2,P2)
×
to k is equal to ρ ◦∆. Then the analog of Hilbert’s third problem which determines structure of
B◦2(k2) in the previous section implies the following infinitesimal analog of Goncharov’s strong
reciprocity conjecture [30, Theorem 3.4.4].
Theorem. There is an explicit map h : Λ3k(C2,P2)
× → B2(k2)
◦ which makes the diagram
B2(k(C2,P2))⊗ k(C2,P2)
× ∆ //
res|C2|

Λ3k(C2,P2)
×
res|C2|

h
tt
B◦2 (k2)
δ◦
// (Λ2k×2 )
◦
commute and has the property that h(k×2 ∧ Λ
2k(C2,P2)
×) = 0.
4.1.3. An infinitesimal invariant of cycles. The above construction gives an infinitesimal invari-
ant of cycles of codimension 2 in the 3 dimensional space. We briefly describe this invariant in
this section and refer to [30, §4] for the details. This invariant is a generalization of the invariant
defined in [21]. The approach taken in [21] for considering the infinitesimal part of the motivic
cohomology of k2 is to use the additive chow groups defined in [8], where one considers cycles on
A1k which are close to the zero cycle with multiplicity 2 near the origin. In the approach taken
here, we consider all cycles on A1k, but identify them if they have the same reduction modulo (t
2).
For the Milnor range, the additive cycle approach is the one taken in [25], whereas the analog of
the approach of this section is the one in [22].
Let S denote Spec(k∞), with s being the closed and η the generic point, k := P
1
k \ {1} and

n
k the n-fold product of k with itself over k, with the coordinate functions y1, · · · , yn. For a
smooth k-scheme X, we let nX := X ×k 
n
k . Considering the free abelian group of admissable
cycles, the cycles which intersect each of the faces properly, of codimension q on nX for varying
n, one gets a complex (zq(X, ·), ∂). This complex considered modulo the complex of degenerate
cycles is the Bloch’s cubical higher Chow complex and its cohomology groups are Bloch’s higher
Chow groups which compute the motivic cohomology of X [5].
Let k := P
1
k, 
n
k , the n-fold product of k with itself over k, and 
n
S := 
n
k ×k S. Let
zqf (S, ·) ⊆ z
q(S, ·) be the subgroup generated by integral, closed subschemes Z ⊆ nS which are
admissible and have finite reduction, i.e. Z intersects each s× F properly on 
n
S , for every face
F of nk . Modding out by degenerate cycles, we have the complex z
q
f (S, ·).
An irreducible cycle p in z2f (S, 2) is given by a closed point pη of 
2
η whose closure p in 
2
S does
not meet ({0,∞}×S) ∪ (S × {0,∞}). Let p˜ denote the normalisation of p and {s1, · · · , sm}
the closed fiber of p˜. We have surjections Oˆp˜,si → k(si). Since k(si)/k is finite e´tale there is a
unique splitting σp˜,si : k(si)→ Oˆp˜,si . We define log
◦
p˜,si : Oˆ
×
p˜,si
→ Oˆp˜,si , by
log◦p˜,si(y) = log(
y
σp˜,si(y(si))
).
Let
l(p) :=
∑
1≤i≤m
Trk
(
resp˜,si
( 1
t3
(
log◦p˜,si(y1) · d log(y2)− log
◦
p˜,si(y2) · d log(y1)
)))
.
The infinitesimal invariant ρf : z
2
f (S, 3)→ k is then defined as the composition l◦∂. Since ∂
2 = 0,
it is immediate that it vanishes on boundaries. The following property is the most essential
property of ρf , which roughly states that ρf depends only on the reduction of Z modulo (t
2).
Suppose that Zi for i = 1, 2 are two irreducible cycles in z
2
f (S, 3). We say that Z1 and Z2 are
equivalent modulo tm if the following condition (Mm) holds:
(i) Zi/S are smooth with (Zi)s ∪ (∪j,a|∂
a
j Zi|) a strict normal crossings divisor on Zi.
and more importantly
(ii) Z1|tm = Z2|tm .
Then we have the following theorem [30]:
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Theorem. If Zi ∈ z
2
f (S, 3), for i = 1, 2, satisfy the condition (M2) then they have the same
infinitesimal regulator value:
ρf (Z1) = ρf (Z2).
Another essential property, which would justify calling ρf a regulator, is that it vanishes on
products. More precisely, if Z ∈ z2f (S, 3) and there is 1 ≤ i ≤ 3 such that yi restricted to Z|t2 is
in k×2 then ρf (Z) = 0. After we take the quotient with degenerate cycles, mod (t
2) equivalence
and boundaries, we expect ρf to be injective, but we are very far away from proving such a result.
4.2. Infinitesimal Bloch regulator. In this section, we briefly describe the infinitesimal ver-
sion of the classical Bloch regulator described above in §2.4. Details of the construction will
appear in [31]. Unlike the classical case, we do not need to restrict ourselves to the case of
curves. Moreover, we do not need to assume that our schemes are smooth over a truncated
polynomial ring.
We assume that X/k is a scheme over a field k of characteristic 0, and if X →֒ X is the scheme
X together with the reduced induced structure then X/k is smooth and connected, the ideal
sheaf I of X in X is square-zero, and is locally free, as a sheaf on X.
There is a complex which computes the infinitesimal motivic cohomology of X of weight two.
Namely, for a ring A, let ΓA(2) denote the complex B2(A)→ Λ
2A×, and if A comes together with
a square-zero ideal I, we let Γ◦A(2) denote the cone of the map ΓA(2)→ ΓA(2), with A := A/I.
Even though Γ◦A(2) depends on I, we suppress this dependence in the notation since I will be
fixed in what follows. This complex is quasi-isomorphic to the complex B◦2(A) → (Λ
2A×)◦.
Sheafifying this we obtain the complex of sheaves Γ◦X(2) on X. Let FΓ
◦
X(2) ⊆ Γ
◦
X(2) be the
subcomplex which agrees with Γ◦X(2) in degree 1 and is the image of δ, in degree 2. In other
words, it is the subcomplex
B◦2 (OX)
δ
//
 _

δ(B◦2 (OX)) _

B◦2 (OX)
δ
// (Λ2O×X)
◦.
The analog of the Bloch regulator in this case is the following construction. We have regulators:
ρ1 : H
2(X,Γ◦X(2))→ H
0(X,Ω1X/dOX)
◦
and
ρ2 : H
2(X,FΓ◦X(2)) = ker(ρ1)→ H
1(X,D1(OX)).
The first regulator ρ1 is defined as follows. On a ring A, with a square-zero ideal I as above, we
define
log dlog : (Λ2A×)◦ → (Ω1A/dA)
◦
by sending a ∧ b with a ∈ (A×)◦ = 1 + I, and b ∈ A× to log(a)dlog(b). The map is well-defined
and vanishes on the boundaries coming from B◦2 (A). Therefore it can be sheafified to obtain the
map ρ1.
The more interesting part of the regulator is ρ2. First let us give the local construcion, then
we will show how to globalize this construction using a homotopy map. For the local version, we
give two equivalent constructions in [31], one of them computational, the other one conceptual.
In this survey, we only describe the computational one since it is shorter.
Suppose that A is a k-algebra with a square-zero ideal I as above, such that A/k is smooth. The
smoothness assumption implies that there is a splitting τ : A→ A of the canonical projection. We
will define a branch of the dilogarithm corresponding to this splitting. First, using the splitting
τ we regard A as an A-algebra. Then we express A as a quotient B ։ A of a smooth A-algebra
B. Let Bˆ denote the completion of B along the kernel of this map, τˆ denote the structure map
from A to Bˆ, Jˆ be the kernel of the projection Bˆ ։ A, and Iˆ be the inverse image of I in Bˆ.
Since I2 = 0, we have Iˆ2 ⊆ Jˆ . Given this presentation, the first Andre´-Quillen homology D1(A)
of A relative to Q is given by D1(A) = ker(Jˆ/Jˆ
2 d−→ Ω1
Bˆ
/JˆΩ1
Bˆ
).
14 SI˙NAN U¨NVER
We define a map
ℓi2,τ : Q[A
♭]→ D1(A),
by sending [a] to
−
1
2
(a˜− τˆ (a))3
τˆ(a)2(τˆ (a)− 1)2
∈ ker(Jˆ/Jˆ2
d
−→ Ω1
Bˆ
/JˆΩ1
Bˆ
),
where aˆ := τˆ(a), with a is the image of a under the map A։ A, and a˜ is any lifting of a ∈ A to
an element in Bˆ. It turns out that the definition is independent of the lifting of a to an element
of Bˆ and that there is a natural commutative diagram corresponding to different presentations
of A as quotients of smooth A-algebras. From the definition it is immmediate that ℓi2,τ vanishes
on the image of τ(A♭). Moreover, it satisfies the 5-term relation and hence descends to a map
ℓi2,τ : B2(A)→ D1(A).
In order to compare dilogarithms corresponding to different splittings, it is necessary to restrict
to the subgroup B◦2 (A) of B2(A). Again there is a more conceptual description of this homotopy
map, and again we are going to take the explicit approach.
Suppose that Ai, for i = 1, 2 are k-algebras, with square-zero ideals Ii, which are locally free
Ai-modules. Suppose that f : A1 → A2 is a k-algebra homomorphism and that
τ1 : A1 → A1
and
τ2 : A2 → A2,
are splittings which are not necessarily compatible with f . The homotopy, that we mentioned
above, in this context is a map
hf (τ1, τ2) : F (Λ
2A×1 )
◦ → D1(A2),
with the property that, for every α ∈ B◦2(A1),
ℓi2,τ2(f(α))− f∗(ℓi2,τ1(α)) = hf (τ1, τ2)(δ(α)).
This map is a measure of the difference between f ◦ τ1 and τ2 ◦ f, where f : A1 → A2 is the
induced map. We give the definition of hf(τ1, τ2) below. First, note that the map θ : A1 → I2,
given by θ(a) := f(τ1(a))− τ2(f(a)) is an f -derivation. Let ϕ : I1 → S
2
A
2
I2 be any additive map
such that for all a ∈ A1 and α ∈ I1 :
ϕ(aα) = θ(a)⊗ f(α) + f(a)ϕ(α).
Since I1 is by assumption a locally free A1-module, such a map exists locally. Let
Hϕ : (Λ
2A×1 )
◦ → S3A
2
I2
be the map that sends (1 + α) ∧ (1 + β) with α, β ∈ I1 to f(α)⊗ ϕ(β)− ϕ(α)⊗ f(β) and sends
(1 + α) ∧ τ1(a), with α ∈ I1 and a ∈ A
♭
1, to −ϕ(α)⊗
θ(a)
f(a) . The restriction of F (Λ
2A×1 )
◦ does not
depend on ϕ and the image lands in D1(A2), if we use the presentation S
•
A
2
I2 → A2 to compute
D1(A2). With these identifications, hf (τ1, τ2) is the restriction of −
3
2Hϕ to F (Λ
2A×1 )
◦.
This can now be used to define ρ2. Let {Ui}i∈I be an open affine cover of X and τi be
splittings of U i →֒ Ui. Let {aij}i,j∈I be local sections of B
◦
2 on Uij and {bi}i∈I be local sections
of F (Λ2O×X)
◦ on Ui such that δ(aij) = bj |Uij − bi|Uij , and ajk|Uijk − aik|Uijk + aij |Uijk = 0. This
defines an element of H2(X,FΓ◦X(2)).
Consider the elements
γij := ℓi2,τi(aij) + h(τi, τj)(bj) ∈ D1(OX(Uij))),
for each i, j ∈ I. These define a cocycle which gives the element in H1(X,D1(OX)), which is
the image of ({aij}i,j∈I , {bi}i∈I) under ρ2. This element does not depend on any of the choices
made. Using Goodwillie’s theorem, we also prove in [31] that the map ρ2 is injective. Therefore
together with ρ1, they describe the motivic cohomology group H
2(X,Γ◦X(2)) completely.
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5. Complements
In this last section, we describe some results which are very much incomplete: first the case
of higher weights, then the case of characteristic p. In the last section, we discuss some open
problems.
5.1. Additive polylogarithms of higher weight. In [28], we constructed an analog of the
single valued n-polylogarithms Ln of [3], described in §3.2.2 above. These functions, which we
denote by lin are the the higher weight analogs of the functions defined in §3.4. In this higher
weight case, so far we can define these functions only in modulus (t2), i.e. for k2. They should,
of course, exist for all km.
Theorem. For s+ at ∈ k♭2, let us define
lin(s+ at) =
(−1)n
n!
(a/s)2n−1 log(
1− seu
1− s
)(n)(0),
where the derivative is with respect to u. If A•(k2) has a comultiplication ∆ such that ∆n−1,1({x}n) =
{x}n−1 ⊗ x for n ≥ 3 and ∆1,1({x}n) = (1 − x) ∧ x then the above function descends to give a
map B′n(k2)→ k.
We also proved that these infinitesimal polylogarithms satisfy the functional equations that the
ordinary polylogarithms satisfy in [28]. One should in principle be able to define such functions
on all of An(k2), rather than only on the Bloch group part.
5.2. Partial results in characteristic p. In the previous sections we assumed the base field
k to be of characteristic 0. We would expect similar constructions in characteristic p. We first
note that in this section we do not assume our complexes to be tensored with Q. Otherwise,
most of the objects in question will be equal to 0. Therefore, for any local ring with infinite
residue field A, we let B2(A)Z denote the free abelian group generated by [x], with x(1−x) ∈ A
×
modulo the subgroup generated by (2.1.1) with xy(1 − x)(1 − y)(1 − xy ) ∈ A
×. This gives a
complex B2(A)Z → Λ
2
ZA
× of abelian groups. We will explore this complex for k2, when k is of
characteristic p.
More specifically, fix p ≥ 5 and let F denote an algebraic closure of the field with p elements.
In the following, we let Fm := F[t]/(t
m). In particular, Fp = F[t]/(t
p), and not the field with p
elements. The additive dilogarithm ℓi2,3, with the same formula, defines a map ℓi2,3 : B2(F2)→ F
of ⋆-weight 3. In characteritic p, there is another additive dilogarithm of ⋆-weight 1 which does not
come from chracteristic 0. Recall that a finite version of the logarithm, called the 1 12 -logarithm
was defined by Kontsevich [20] as:
£1(s) =
∑
1≤k≤p−1
sk
k
,
for s ∈ F. This functions satisfies: £1(x) = −x
p£1(
1
x ), £1(x) = £1(1− x), and
£1(x)−£1(y) + x
p£1(
y
x
) + (1− x)p£1(
1− y
1− x
) = 0.
Therefore £
1/p
1 satisfies the 4-term functional equation of the entropy function. If we let
Li2([s+ αt]) :=
α
s(1− s)
∑
1≤k≤p−1
sk/p
k
,
then we have [29]:
Theorem. Li2 descends to give a map
Li2 : B
◦
2(F2)→ F.
and together with ℓi2,3 they give the regulator from B
◦
2(F2) to F⊕ F which gives an isomorphism
K◦3 (F2)→ B
◦
2 (F2)→ F⊕ F.
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Surprisingly Kontsevich’s logarithm can be obtained using δ over a truncated polynomial ring
of higher modulus in an analogous manner that ℓi2,3 can be obtained by using δ on the Bloch
complex over F3. However, in order to obtain Li2, one needs to use a much higher modulus,
namely one needs to lift the elements to Fp.
Using the notation in §3.4.1, for each 1 ≤ i < p, we have a map ℓi : F
×
p → F and a commutative
diagram:
B2(Fp)Z
δp
//


Λ2ZF
×
p
− 1
2
(
∑
1≤i<p a·ℓa∧ℓp−a)
1/p

B2(F2)Z
Li2
// F,
which expresses Li2 in the manner we were looking for.
We would like to mention [4] for an approach to finite polylogarithms that relates them to
p-adic polylogarithms and [13] for the relation of functional equations of finite polylogarithms to
those of the classical polylogarithms.
5.3. Further problems. As can be seen from the discussion above, the above theory is only
the starting point of a general theory of infinitesimal regulators. There are many open questions,
some of which will be considered in future papers.
In the linear part of the question, the most fundamental one is that of defining the maps
vol◦n,w : An(km)/Pn(km)→ k
of ⋆-weight w, for each (n− 1)m < w < nm. These maps are defined above for n = 2. They are
also defined on the subspace B′n(k2) when m = 2. These are the analogs of the volume maps.
Using these maps, one would then try to construct maps from each cohomology group of the
complex A•(km) to various Ω
i
k. One expects, by Goodwillie’s theorem and by the computation of
the cyclic homology of truncated polynomial algebras that the combination of these regulators
mapping to the direct sum of (m− 1)-copies of Ωik gives an isomorphism from the infinitesimal
part of the corresponding cohomology group.
Solving the linear part of the above problem, we expect that one could use these maps to
define regulators for smooth projective schemes X/km. This would be the generalization of the
construction of the infinitesimal Chow dilogarithm. One would have infinitesimal invariants of
higher Chow groups which are expected to give all the infinitesimal invariants of the Chow groups.
This last part would require significantly new ideas.
Another main problem is to do all of the above constructions in characteristic p. As we saw
above in characteristic p there are significantly more regulators. An essential computation in the
Milnor case is done by Ru¨lling in [25] in the context of the additive Chow groups. In this theory,
one would have to use the residue construction in the de Rham-Witt complex rather than the
ordinary de Rham complex.
Finally, some the aspects of the construction can be done for any artin algebra over a field.
This was done in the section on infinitesimal Bloch regulator in weight two. The aim would be
to generalize the above to all artin algebras over a field. For the mixed characteristic case, let us
say for Wm(k), the case of truncated Witt vectors over a perfect field k, some of the regulators
are of the above form. One could aim to study them using the methods above.
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