The causal relation between research and economic growth is of particular importance for political support of science and technology as well as for academic purposes. This paper revisits the causal relationship between research papers published and economic growth in OECD countries for the period 1981-2011, using bootstrap panel causality analysis, which accounts for cross-section dependency and heterogeneity across countries. Our empirical results support unidirectional causality running from research output (in terms of total number of papers published) to economic growth for the US, Finland, Hungary, and Mexico; the opposite causality from economic growth to research papers published for Canada, France, Italy, New Zealand, UK, Austria, Israel, and Poland; and no causality for the rest of the countries. Our findings provide important policy implications for research policies and strategies for OECD countries.
Introduction
Past studies (King, 2004; Vinkler, 2008; Lee et al., 2011) examining the relationship between the growth of an economy measured by the country's gross domestic product (GDP) and the country's research output measured by scientometric indicators have concluded that 2 there is some evidence for the existence between them. The scientometric indicators employed may refer to the quantity (number of journal papers) or specific quantity (number of papers per capita) or total impact (total number of citations) and specific impact (citations per paper) of the scientific information published. However, these studies do provide ambiguous conclusions as to the exact direction of causality, i.e. whether GDP promotes research output or vice versa.
This difference in the existence and direction of the causality can be attributed to different time periods examined, dissimilar academic and research systems but also as Lee et al. (2011) mention, the different stages in a country's growth and development.
The aim of this paper is therefore to re-investigate the causal relationship between research output and economic growth in OECD countries over the period of 1981-2011 using the bootstrap panel Granger causality test. The paper differs from previous studies in three novel ways. Firstly, we focus solely on the OECD countries. The OECD group consists of quite homogenous economies with similar levels of growth and development -with a few exceptions -however with a variety of socioeconomic characteristics. Secondly unlike previous studies we take into account the possible existence of cross-sectional dependency and heterogeneity across these countries. Ignoring cross-section dependency may lead to serious bias and size distortions (Pesaran, 2006) , implying that testing for the cross-section dependence is a necessary step in a panel data analysis. Lastly, by focusing on country-specific analysis, we apply panel causality approach which is able to examine cross-state interrelations and countryspecific heterogeneity. With this approach, possible bias from converting non-stationary variables by differences are avoided since the testing procedure does not require stationary variables.
The rest of the paper is organized as follows. Section 2 briefly discusses local and international literature on the empirical evidence on the relationship between research and economic growth. In section 3 the methodology of the bootstrap panel Granger causality test proposed by Kónya (2006) is presented. Section 4 presents our empirical results and the policy implications of our empirical findings are discussed in the last section.
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Literature review
The study of the impact of improved skilled human capital on the economic growth and development has not been recently examined in the literature. Romer (1986) found that higher levels of average knowledge stock end up in higher productivity levels. The topic has engaged many researchers conducting more theoretical approaches (Romer, 1986; Lucas, 1988 Tamura, 1991 Schumpeter, 2000) and applied approaches (Price, 1978; Kealey, 1996; De Moya-Anegon and Herrero Solana, 1999; King, 2004; Fedderke, 2005; Fedderke and Schirmer, 2006; Vinkler, 2008; Lee et al., 2011; Shelton and Leydersdorff, 2011; Inglesi-Lotz and Pouris, 2013; InglesiLotz et al. 2013) to show that the accumulation of knowledge is a significant factor to improve the human capital. In a microeconomic sense, the economic productive capacity of a company gets improved by these positive knowledge externalities. On the other side, macroeconomically, an improvement in the quality of the labour through knowledge is advantageous to a country's innovation levels, economic growth and development.
Even though there is great interest in empirical analysis to identify possible consistent causal relationships between scientometric indicators and the GDP, the exact nature of the link has not been clarified so far. Price (1978) and Kealey (1996) Vinkler (2008) found significant discrepancies in the ratio and relative impact of the journal papers of several scientific fields of some Central and Eastern European countries compared to the European Union member states, the US and Japan. For European Community member states, the US and Japan countries correlation between the GDP and number of publications of a given year proved to be non-significant. Longitudinal studies conducted by Vinkler (2008) showed significant correlations between the yearly values of GDP and number of 4 papers published. Studying data referring to consecutive time periods revealed that there is no direct relationship between the GDP and information production of countries. As Vinkler (2008) suggested it may be assumed that grants for Research & Development (R&D) do not actually depend on the needs of the market but they differ among countries due to the fact that high income countries can afford spending more rather than low-income countries. Sorenson and Fleming (2004) gave a comprehensive survey of the literature on relations of basic science and technological innovation. Their analysis of the patterns of citations from patents strongly implicates publication as an important mechanism for accelerating the rate of innovation. Lee et al. (2011) in a recent study used quantitative time series analysis to determine the nature of causal relationships between research output and economic growth for the period 1981 to 2007. The results showed that there is mutual causality between research output and economic growth in developing Asian countries but causality in the developed Western countries was not clear. Lee et al. (2011) emphasized that the most important issues for any nation's science policy are research priorities and the efficiency of R&D investment and its relation to GDP. These empirical findings had policy significant implications for developing countries when deciding on how to direct their research investment: towards education, infrastructure and engineering, or more towards fundamental science. However, Lee et al. (2011) used single country analyses for 25 observations in a Vector Autoregressive (VAR) framework, and consequently, the results are likely to suffer from small-sample bias due to the small number of available degrees of freedom, unless some bootstrapping procedures were used to obtain critical values for the tests. 
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The authors examined the relationship between research output -measured by the comparative advantage of the country to the rest of the world -and economic growth (GDP) by making use of the ARDL method. The results showed that the comparative performance of the academic research output in South Africa could be considered as a factor affecting the economic growth of the country and the opposite didn't hold. After estimating several different linear regression models for 46 countries around the world, Jin and Jin (2013) found that research publications had positive and significant effects on economic growth for the period 1973 to 2003. However, it should be noted that the findings by Jin and Jin (2013) might overestimate the growth effect of research publications on economic growth due to the omitted variables and a reverse causality from GDP to research publications will be another problem. The endogeneity problem will be mitigated if the direction of causality was well defined. Table 1 summarises the results of these studies. 
Methodology and data
Preliminary analysis.
One important issue in a panel causality analysis is to take into account possible crosssection dependence across countries. This is because high degree of globalization, international trade and financial integration make a country to be sensitive to the economic shocks in other countries. Cross-sectional dependency may play important role in detecting causal linkages for OECD countries since these countries are highly integrated.
The second issue to decide before carrying out causality test is to find out whether the slope coefficients are treated as homogenous or heterogeneous to impose causality restrictions on the estimated parameters. As mentioned by Granger (2013) , the strong null hypothesis is the causality from one variable to another variable by imposing the joint restriction for the panel. Furthermore, as Breitung (2005) contends the homogeneity assumption for the parameters is not able to capture heterogeneity due to country specific characteristics. In the research papers published and economic growth nexus -as in many economic relationshipswhile there may be a significant relationship in some countries, vice versa may also be true in some other countries.
Taking the above into consideration before we conduct tests for causality, we start with testing for cross-sectional dependency, followed by slope homogeneity across countries. Then, we decide to which panel causality method should be employed to appropriately determine the direction of causality between research papers published and economic growth in OECD
countries. In what follows, we outline the essentials of econometric methods used in this study.
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Testing cross-section dependence. 
where ij  is the sample estimate of the pair-wise correlation of the residuals from Ordinary Least Squares (OLS) estimation of equation (1) for each i.
Under the null hypothesis, the LM statistic has asymptotic chi-square with ( 1) / 2 NN degrees of freedom. It is important to note that the LM test is valid for N relatively small and T sufficiently large.
However, the CD test is subject to decreasing power in certain situations that the population average pair-wise correlations are zero, although the underlying individual population pair-wise correlations are non-zero (Pesaran et al., 2008, p.106 Testing for slope homogeneity.
Second issue in a panel data analysis is to decide whether or not the slope coefficients are homogenous. The causality from one variable to another variable by imposing the joint restriction for whole panel is the strong null hypothesis (Granger, 2013) . Moreover, the homogeneity assumption for the parameters is not able to capture heterogeneity due to country specific characteristics (Breitung, 2005 for testing slope homogeneity in large panels. The  test is valid as ( , ) NT  without any restrictions on the relative expansion rates of N and T when the error terms are normally 9 distributed. In the  test approach, first step is to compute the following modified version of the Swamy's test: 
Under the null hypothesis with the condition of ( , ) NT  so long as / NT  and the error terms are normally distributed, the  test has asymptotic standard normal distribution.
The small sample properties of  test can be improved under the normally distributed errors by using the following bias adjusted version:
where the mean
Once the existence of cross-section dependency and heterogeneity across OECD countries is ascertained, we apply a panel causality method that should account for these dynamics. The bootstrap panel causality approach proposed by Kónya (2006) is able to account for both crosssection dependence and country-specific heterogeneity. This approach is based on Seemingly Unrelated Regression (SUR) estimation of the set of equations and the Wald tests with * In order to save space, we refer to Pesaran and Yamagata (2008) for the details of estimators and for Swamy's test.
individual specific country bootstrap critical values. Since country-specific bootstrap critical values are used, the variables in the system do not need to be stationary, implying that the variables are used in level form irrespectively of their unit root and cointegration properties.
Thereby, the bootstrap panel causality approach does not require any pre-testing for panel unit root and cointegration analyses. Besides, by imposing country specific restrictions, we can also identify which and how many states exist in the Granger causal relationship.
The system to be estimated in the bootstrap panel causality approach can be written as: 
Where y denotes real income, x refers to research papers published (in terms of total number of papers published), l is the lag length. Since each equation in this system has different predetermined variables while the error terms might be contemporaneously correlated (i.e.
cross-sectional dependency), these sets of equations are the SUR system.
In the bootstrap panel causality approach, there are alternative causal linkages for each country in the system that (i) there is one-way Granger causality from x to y if not all  1,i are zero, but all 
Empirical results
Before we test for causality we first test for both cross-sectional dependency and countryspecific heterogeneity as we believe that OECD countries are highly integrated in their economic relations. To investigate the existence of cross-section dependence we carried out four different tests (LM, CDlm,CD, LMadj) . Secondly, as indicated by Kónya (2006) , the selection of optimal lag structure is of importance because the causality test results may depend critically on the lag structure. In determining lag structure we follow Kónya's approach that maximal lags are allowed to differ across variables, but to be same across equations. We estimate the system for each possible pair of ly1, lx1, ly2 and lx2 respectively by assuming from 1 to 4 lags and then choose the combinations which minimize the Schwarz Bayesian Criterion. Thirdly, because
Bootstrap panel causality test proposed by Kónya (2006) requires T>N, and we have 34 countries with 31 years for each country, therefore, we divide these 34 countries into two groups: A and B based on their GDP of the countries in 2010 (See Table 2 ). Our tests for cross-sectional dependency and heterogeneity are presented in Tables 3 and 4, respectively for group A and group A and group B. Note: 1. ***, **, and * indicate significance at the 0.01, 0.05, and 0.1 levels, respectively.
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The null hypothesis of no cross-sectional dependency and slope heterogeneity across the countries is strongly rejected at the conventional levels of significance. This finding implies that a shock that occurred in group A (and/or group B) OECD countries seems to be transmitted to other countries. Furthermore, the rejection of slope homogeneity implies that the panel causality analysis by imposing homogeneity restriction on the variable of interest results in misleading inferences. In this respect, the panel causality analysis based on estimating a panel vector autoregression and/or panel vector error correction model by means of generalized method of moments and of pooled ordinary least square estimator is not appropriate approach in detecting causal linkages between research papers published and economic growth in the groups A and B of the OECD countries.
The establishment of the existence of cross-sectional dependency and heterogeneity across group A suggests the suitability of the bootstrap panel causality approach. The results of the bootstrap causality tests are presented in Tables 5 and 6 for group A. Note: 1. ***, **, and * indicate significance at the 0.01, 0.05 and 0.1 levels, respectively.
2. Bootstrap critical values are obtained from 10,000 replications. Empirical results support unidirectional causality running from research papers (in terms of total number of papers published) to economic growth for the US only; the opposite causality from economic growth to research papers published for Canada, France, Italy, New Zealand, and the UK; and no causality in any direction between research papers published and economic growth for the rest of 11 countries. In the case of Canada, France, Italy, New Zealand, and the UK; the results show a unidirectional causality running from economic growth to total number of papers published. This indicates that economic growth stimulates research papers published which in their turn, boost economic growth even further in these countries. In contrast, in the US, there was an opposite causality running from research papers published to economic growth meaning that research papers have a certain impact on economic growth, supporting the research-growth hypothesis in the US. Tables 7 and 8 report the results of the bootstrap causality tests across group B. Empirical results support unidirectional causality running from research output (in terms of total number of papers published) to economic growth for Finland, Hungary, and Mexico; the opposite causality from economic growth to research papers published for Austria, Israel, and Poland; and no causality in any direction between research papers published and economic growth for the rest.
Concluding remarks
This study applied the bootstrap panel Granger causality approach to examine the causal link between research papers published and economic growth using data from 34 OECD countries over the period of 1981-2011. Our empirical results support unidirectional causality running from research papers (in terms of total number of papers published) to economic growth for the US, Finland, Hungary, and Mexico; the opposite causality from economic growth to research papers published for Canada, France, Italy, New Zealand, UK, Austria, Israel, and Poland; and no causality in any direction between research papers published and economic growth for the rest.
The results are summarized in Table 9 below. Similar to other previous studies, what emerges from our empirical findings is that it is difficult to derive any consistent set of results concerning the nexus between research papers published and economic growth in OECD countries with the current available methodologies. As pointed out by Lee et al (2011) , OECD countries are highly developed countries and can afford to fund the cost of research. Their research mainly includes fundamental research which is not based on addressing their immediate needs, but that maybe of high value in the future. For these economically advanced nations, innovation becomes a necessity to constantly maintain innovation momentum to sustain competitive advantage (Rai and Lal, 2000) . Basic research leads to the development of new methods and instruments that will be useful in future research and development work in both the universities and the companies (Chuang et al, 2010) . Newly discovered instruments methods will make considerable contributions to the economy, such as profit, productivity, employment, prosperity, market, and competitiveness.
The link between research and economic performance is therefore broken for the majority of these developed nations. Nelson in Pavitt (1991) explains this by the fact that stabilized economies start investing less than the optimum in basic research because the benefits from other expenditures become obvious quicker. As Bornmann (2013) notes: "although the evaluation of research is important when it comes to making investment decisions in research and ensuring the effectiveness of the national innovation system, note that research is, by its very nature, dealing with what we do not know".
On the other side, a number of countries experience economic growth as a factor to higher research outputs. In these cases, the levels of economic growth and development enable the policy makers to invest more on R&D and hence, improve the output of the research community.
As a whole, this paper has emphasized the complex relationship between research output and economic growth. Research output presents only one facet of the complex concept of technological progress or innovation that as a whole affects the economies in different ways (Luo et al, In press ) but it represents the stock of knowledge in a country. Although investment in fundamental research is at the base of innovation and has a positive impact on economic growth, the decision on whether to invest more on fundamental research or more on applied research rests on the country's development level. Less developed OECD countries should direct their research investment towards applied research to address their immediate needs, whereas higher growth countries should focus on basic research to achieve more innovativeness and to sustain competitive advantage.
Future research in the topic should examine how additional regressors can provide a holistic picture of the research market and its impact to the countries' economies. In addition, research should be conducted on the possible changes of the direction of causality through the years.
