Abstract. Recently, residue and quotient tables were defined by Fishel and the author, and were used to describe strong covers in the lattice of k-bounded partitions. In this paper, we show or conjecture that residue and quotient tables can be used to describe many other results in the theory of k-bounded partitions and k-Schur functions, including k-conjugates, weak horizontal and vertical strips, and the Murnaghan-Nakayama rule. Evidence is presented for the claim that one of the most important open questions in the theory of k-Schur functions, a general rule that would describe their product, can be also concisely stated in terms of residue tables.
Introduction
In 1988, Macdonald [Mac95] introduced a new class of polynomials, now called Macdonald polynomials, and conjectured that they expand positively in terms of Schur functions. This conjecture, verified in [Hai01] , has led to an enormous amount of work, including the development of k-Schur functions, defined first in [LLM03] ; Lapointe, Lascoux, and Morse conjectured that they form a basis of a certain subspace of the space of symmetric functions and that the Macdonald polynomials indexed by partitions whose first part is not larger than k expand positively in terms of k-Schur functions, leading to a refinement of the Macdonald conjecture. Since then, k-Schur functions have been found to arise in other contexts; for example, as Schubert classes in the quantum cohomology of the Grassmannian [LM08] , and, more generally, in the cohomology of the affine Grassmannian [Lam06] .
It turns out that k-Schur functions are, both technically and conceptually, a very difficult generalization of Schur functions, with many major questions either unanswered, or only conjecturally resolved; for example, there are several different and only conjecturally equivalent definitions of k-Schur functions (e.g. the definition via atoms from [LLM03] and the definition via strong marked tableaux from [LLMS10] ). Probably the most important open problem is to find a Littlewood-Richardson rule for k-Schur functions, i.e. a general rule for the expansion of the product of two k-Schur functions in terms of k-Schur functions.
It is known that k-Schur functions (at t = 1) and Fomin-Gelfand-Postnikov quantum Schubert polynomials can be obtained from each other by a rational substitution (see [LS12] ). Therefore a multiplication rule for k-Schur functions would also imply a multiplication rule for quantum Schubert polynomials. See also [LLM + , §2.2.5].
of cores, k-bounded partitions, and k-Schur functions, and that they have the potential to solve many open questions, including the k-Littlewood-Richardson rule in full generality.
As motivation, let us present two examples that illustrate the power of these tables.
Example 1.1. Say that we are given the 4-bounded partition λ = 44432211111 and we want to find all 4-bounded partitions covered by λ (the definitions are given in the next section). The residue table for this partition (the definition is given in Section 3) is 1 0 1 0 2 1 0 1 0 0
According to Theorem 5.2, each entry in the residue table that is strictly smaller than all the entries to its left gives us a strong cover (possibly with multiplicity 0). Such an entry is, for example, 1 in position (2, 3). This tells us that 44432211111 covers 44441111111 in the strong order (with multiplicity 1, which can be computed from the quotient table).
This is a stunningly simple way to compute strong covers. The power of this description was recently illustrated by Lapointe and Morse, who needed it to reprove the Monk's formula for quantum Schubert polynomials; see Subsection 8.1.
The following example hints that there could be a k-Littlewood-Richardson rule expressible in terms of residue tables.
Example 1.2. Say that we want to compute the coefficient of s (k)
λ∪n (here λ ∪ n means that we add the part n to λ) in the product s
n−2,2 (for n ≤ k) with λ a k-bounded partition. For example, take n = 6. Then, according to Section 9, we have the following 9 sets of conditions:
C1 4,2 is (conjecturally) equal to the number of i, 1 ≤ i ≤ 9 for which Ci is satisfied for the residue table R = (r ij ) of λ. Here, a condition IJ for R is interpreted as r I6 = r J6 . So written out in full, C6 is r 26 = r 36 and r 26 = r 56 and r 26 = r 66 and r 46 = r 56 and r 46 = r 66 .
The reader can check that the coefficient of s 42 is 4, owing to the fact that precisely the conditions C1, C6, C7, C8 are satisfied for the residue table Such conjectures were checked for all k-bounded partitions λ for several n and for many k.
Anybody who has studied k-Schur functions (and quantum Schubert polynomials) will agree that it is quite amazing that such simple conditions exist. Note that the conditions do not even contain k explicitly (the parameter is, of course, implicit in the definition of the residue table and its flip). This paper is organized as follows. In Section 2, we present one of the possible definitions of k-Schur functions (with parameter t equal to 1), known to be equivalent to the definition via strong marked tableaux from [LLMS10] . In Section 3, we define the residue and quotient tables of a k-bounded partition and list their (possible) applications. In Section 4, we present their geometric meaning, show how to compute the k-conjugate of a k-bounded partition directly in terms of the quotient table (without resorting to cores), and how to compute the size of the corresponding core. In Section 5, we describe strong and weak covers, weak horizontal strips, and weak vertical strips in terms of residue tables. In Section 6, we show how to use this new description to prove a known multiplication result in an easier way. In Section 7, we present a restatement of a (special case of a) known result, the Murnaghan-Nakayama rule for k-Schur functions, first proved in [BSZ11] . Our version (in terms of residue tables, of course) is simpler and should serve as one of the most convincing proof of the power of the new tools. We continue with Section 8, in which we explore several other directions where residue and quotient tables could be useful. In Section 9, we present some conjectures about the multiplication of k-Schur functions. The conjectures indicate that there could be a general Littlewood-Richardson rule for k-Schur functions involving residue tables. Some of the technical proofs are deferred to Section 10.
A reader who wishes to get a basic idea of the paper (and already knows some k-Schur theory) should:
• read and absorb Notation 2.2 and Remark 2.3 on page 6; • read Section 3;
• skim through Corollary 4.4, Theorem 4.6, Theorem 5.2, Theorem 5.4, Theorem 5.8, Conjecture 7.1, Conjecture 7.3, Proposition 8.1, and the corresponding examples.
2. Cores, k-bounded partitions, Schur and k-Schur functions 2.1. Basic terminology. A partition is a sequence λ = (λ 1 , . . . , λ ℓ ) of weakly decreasing positive integers, called the parts of λ. The length of λ, ℓ(λ), is the number of parts, and the size of λ, |λ|, is the sum of parts; write λ ⊢ n if |λ| = n, and denote by Par(n) the set of all partitions of size n. Denote by m j (λ) the number of parts of λ equal to j. The Young diagram of a partition λ is the left-justified array of cells with ℓ(λ) rows and λ i cells in row i. (Note that we are using the English convention for drawing diagrams.) We will often refer to both the partition and the diagram of the partition by λ. If λ and µ are partitions, we write λ ∪ µ for the partition satisfying m j (λ ∪ µ) = m j (λ) + m j (µ) for all j. We write µ ⊆ λ if the diagram of µ is contained in the diagram of λ, i.e. if ℓ(µ) ≤ ℓ(λ) and µ i ≤ λ i for 1 ≤ i ≤ ℓ(µ). If µ ⊆ λ, we can define the skew diagram λ/µ as the cells which are in the diagram of λ but not in the diagram of µ. If λ and µ are partitions of the same size, we say that µ ≤ λ in the dominance order (or that λ dominates µ) if µ 1 + · · · + µ i ≤ λ 1 + · · · + λ i for all i. If no two cells of λ/µ are in the same column (resp., row), we say that λ/µ is a horizontal (resp., vertical ) strip. If the skew shape λ/µ is connected and contains no 2 × 2 block, we call it a ribbon; if it contains no 2 × 2 block (and is not necessarily connected), it is a broken ribbon. (Note that in [BSZ11] , broken ribbons are called ribbons, and ribbons are called connected ribbons.) The height ht(λ/µ) of a ribbon is the number of rows it occupies, minus 1, and the height of a broken ribbon is the sum of the heights of its components.
For 1 ≤ i ≤ ℓ(λ) and 1 ≤ j ≤ λ i , cell (i, j) refers to the cell in row i, column j of λ. The conjugate of λ is the partition λ ′ whose diagram is obtained by reflecting the diagram of λ about the diagonal. The (i, j)-hook of a partition λ consists of the cell (i, j) of λ, all the cells to the right of it in row i, together with all the cells below it in column j. The hook length h λ ij is the number of cells in the (i, j)-hook, h
Let n be a positive integer. A partition π is an n-core if h π ij = n for all (i, j) ∈ π. There is a close connection between (k + 1)-cores and k-bounded partitions, which are partitions whose parts are at most k (equivalently, λ = ∅ or λ 1 ≤ k). Indeed, in [LM05] , a simple bijection between (k + 1)-cores and k-bounded partitions is presented. Given a (k + 1)-core π, let λ i be the number of cells in row i of π with hook-length ≤ k. The resulting λ = (λ 1 , . . . , λ ℓ ) is a k-bounded partition, we denote it by b (k) (π). Conversely, given a k-bounded partition λ, move from the last row of λ upwards, and in row i, shift the λ i cells of the diagram of λ to the right until their hook-lengths are at most k. The resulting (k + 1)-core is denoted by c
the k-conjugate of λ and denote it by λ (k) . Denote the set of all k-bounded partitions of size n by Par(n, k).
Example 2.1. On the left-hand side of Figure 1 , the hook-lengths of the cells of the 5-core π = 953211 are shown, with the ones that are ≤ 4 underlined. That means that b (4) (π) = 432211.
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The right-hand side shows the construction of c (6) (λ) = 75221 for the 6-bounded partition λ = 54221. It follows that 54221 (6) = 3322211.
Of particular importance are k-bounded partitions λ that satisfy m j (λ) ≤ k − j for all j = 1, . . . , k. We call such partitions k-irreducible partitions, see [LLM03] . The number of k-irreducible partitions is clearly k!.
Schur functions.
A weak composition α = (α 1 , α 2 , . . .) is a sequence of nonnegative integers, all but finitely many of them 0; we let |α| = i α i denote its size. For commutative variables x 1 , x 2 , . . . and a weak composition α = (α 1 , α 2 , . . .), write x α for x α 1 1 x α 2 2 · · · . A homogeneous symmetric function of degree n over a commutative ring R with identity is a formal power series α c α x α , where the sum ranges over all weak compositions α of size n, c α is an element of R for every α, and c α = c β if β is a permutation of α. A symmetric function is a finite sum of homogeneous symmetric functions (of arbitrary degrees). Let Λ n denote the (finite-dimensional) vector space of symmetric functions of degree n and let Λ denote the algebra of symmetric functions (with natural operations).
The vector space Λ n has several natural bases. For a partition λ, define the monomial symmetric function m λ by α x α , where the sum is over all distinct permutations α of λ.
Define the elementary symmetric function e λ as e λ 1 · · · e λ ℓ , where e n = m 1 n . Define the complete homogeneous symmetric function h λ as h λ 1 · · · h λ ℓ , where h n = τ ⊢n m τ . Define the power sum symmetric function p λ as p λ 1 · · · p λ ℓ , where p n = m n . The earliest results in the theory of symmetric functions show that {b λ : λ ⊢ n} is a basis of Λ n , where b stands for either m, e, h or p.
Define a semistandard Young tableau T of shape λ as a filling of the Young diagram of λ with positive integers such that the entries are weakly increasing in each row and strictly increasing in each column. If the tableau T has µ j copies of the integer j, we call µ the weight of T . In other words, a semistandard Young tableau of shape λ and weight µ is a sequence of partitions λ 0 ⊆ λ 1 ⊆ . . . ⊆ λ m such that λ 0 = ∅, λ m = λ, and λ i /λ i−1 is a horizontal strip of size µ i . For partitions λ and µ (of the same size), define the Kostka number K λµ as the number of semistandard Young tableaux of shape λ and weight µ. It is easy to see that K λλ = 1 and K λµ = 0 unless λ ≥ µ. In other words, the matrix (K λµ ) λ,µ∈P ar(n) is upper-triangular with 1's on the diagonal (in any linear extension of the dominance order) and hence invertible. Therefore we can define Schur functions by
The set {s λ : λ ⊢ n} forms the most important basis of Λ n . If µ ⊆ λ, we can analogously define a semistandard Young tableau of shape λ/µ and the skew Schur function s λ/µ .
The Pieri rule and the conjugate Pieri rule state that
where the first (resp., second) sum is over all ν for which ν/λ is a horizontal (resp., vertical) strip of size n.
The Murnaghan-Nakayama rule states that
where the sum is over all ν for which ν/λ is a ribbon of size n.
Notation 2.2. For a set S ⊆ {1, 2, . . .} and a partition λ, denote by λ S the result of adding a cell to λ in columns determined by S. In other words,
For example, for k = 4, λ = 44211 and S = {1, 3}, we have λ S = 443111. Note that λ S is not necessarily a partition, for example when k = 4, λ = 44211 and S = {1, 4}, we have m 3 (λ S ) = m 3 (λ) − 1 < 0. See the drawings on the left in Figure 2 . We can also extend this definition to when S is multiset with σ j copies of j: then let λ S denote the result of adding σ j cells in column j to λ; in other words
For example, for λ = 44211 and S = {2 2 , 3}, λ S = 44322, but when λ = 44211 and S = {2 2 , 4}, λ S is not well defined since m 3 (λ S ) = m 3 (λ) + σ 3 − σ 4 = 0 + 0 − 1 < 0. We also extend this definition to a generalized multiset S, where we allow σ j < 0; this corresponds to the case of When µ ⊆ λ, it makes sense to define a multiset
if we allow negative multiplicities in multisets.
Remark 2.3. The results mentioned above (Pieri rule, conjugate Pieri rule and MurnaghanNakayama rule) have something in common. For a fixed n, they give the expansion of the product of s λ with another symmetric function (h n , e n , or p n ). Furthermore, they are all stated so that they answer the following question: given a partition λ, for which ν ⊇ λ is the coefficient of s ν in the product non-zero (and how to compute it)? It is trivial, but important for our purposes, to restate these results so that they answer the question: given a multiset S, for which λ does s λ S appear on the right-hand side (and with what coefficient)? The reader will easily check that for a multiset S of size n, we have the following:
• Pieri rule (horizontal strips): s λ S appears in s λ h n (equivalently: λ S /λ is a horizontal strip) if and only if S is a set (i.e., σ j ≤ 1 for all j), and m j (λ) ≥ σ j+1 − σ j for j ≥ 1;
• conjugate Pieri rule (vertical strips): s λ S appears in s λ e n (equivalently: λ S /λ is a vertical strip) if and only if and m j (λ) ≥ σ j+1 for j ≥ 1;
• Murnaghan-Nakayama rule (ribbons): s λ S appears in s λ p n (equivalently, λ S /λ is a ribbon) if and only if {j : σ j > 0} is an interval and m j (λ) = σ j+1 − 1 if σ j > 0, σ j+1 > 0, and m j (λ) > σ j+1 − 1 if σ j = 0, σ j+1 > 0; furthermore, when this is satisfied, the coefficient with which s λ S appears in s λ p n is independent of λ and equals (−1) j (σ j −1) , where the sum is over j with σ j > 0.
2.3. k-Schur functions. For k-bounded partitions λ, µ, we say that λ/µ is a (k-)weak horizontal strip if λ/µ is a horizontal strip and λ (k) /µ (k) is a vertical strip. We say that λ covers µ in the weak order if λ/µ is a weak horizontal strip of size 1. A (k-)weak semistandard Young tableau of shape λ and weight µ is a sequence of partitions λµ ) λ,µ∈Par(n,k) is upper-triangular with 1's on the diagonal (in any linear extension of the dominance order) and hence invertible. Therefore we can define k-Schur functions by
Denote by Λ n k the vector space spanned by {h λ : λ ∈ Par(n, k)}, and the algebra Λ
By definition, k-Schur functions satisfy the Pieri rule: for a k-bounded partition λ and n ≤ k, we have
where the sum is over k-bounded partitions ν for which ν/λ is a weak horizontal strip of size n.
For k-bounded partitions λ, µ, we say that λ/µ is a (k-)weak vertical strip if λ/µ is a vertical strip and λ (k) /µ (k) is a horizontal strip. In [LM07, Theorem 33], the conjugate Pieri rule is proved: for a k-bounded partition λ and n ≤ k, we have
where the sum is over k-bounded partitions ν for which ν/λ is a weak vertical strip of size n.
If k is large enough, then k-conjugates are the same as conjugates, k-weak horizontal strips are just horizontal strips, and k-weak semistandard Young tableaux are just semistandard Young tableaux. Therefore k-Schur functions converge to the usual Schur functions as k increases. More specifically, if λ is a k-bounded partition that is also a (k + 1)-core, then s
The theory of k-Schur functions has been the focus of much research in the last decade. The properties of k-Schur functions are usually analogous to (but more complicated than) the properties of Schur functions, but they exhibit an interesting multiplicativity property that is absent in the theory of Schur functions. Namely, we have
for all l, 1 ≤ l ≤ k, a statement we give a new proof of in Section 6. Note that the partition l k+1−l is a (k + 1)-core and that therefore s 
Residue and quotient tables and the meta-conjecture
For a k-bounded partition λ, the residue table of λ is the upper-triangular k × k matrix R = R(λ) = (r ij ) 1≤i≤j≤k defined as follows:
It is obvious from the construction of R and Q that
Note that it does not hold that These tables were introduced in [FK] (with the role of rows and columns reversed) to describe strong covers (see [FK, Theorem 5 .2] and Theorem 5.2) and seem to play a very important role in the theory of k-bounded partitions and k-Schur functions.
Indeed, the aim of this paper is to provide (further) supporting evidence for the following (admittedly vague) statement.
Meta-conjecture. (Almost) everything in the theory of k-bounded partitions and k-Schur functions can be expressed in an elegant way in terms of residue tables.
In particular, we prove or conjecture the following.
• In the following section, we show how to describe the k-conjugate of a partition via quotient tables and the size of the corresponding (k + 1)-core in terms of residue and quotient tables.
• In Section 5, we describe strong and weak covers, as well as weak horizontal and vertical strips, in terms of residue and quotient tables, and use this to restate the Pieri rule for k-Schur functions.
• In Section 6, we use the description of weak horizontal strips to reprove equation (3) in a simpler way.
• It seems that the (very complicated) definition of a k-ribbon from [BSZ11] has a better description in terms of residue tables, see Section 7.
ν , with a simple condition on the residue table of λ determining which ν's appear in the sum; this can be used to reprove the Monk's formula for quantum Schubert polynomials. See Subsection 8.1.
• The concept of splitting of a k-bounded partition has a description with residue tables, and it seems plausible that this could be used to give a more elementary proof of a theorem due to Denton ([Den12, Theorem 1.1]), see Subsection 8.2.
• At least one special case of LLMS insertion for standard tableaux (see [LLMS10, §10.4])
can be described in terms of residue tables, see Subsection 8.3.
• Finally, there is ample evidence that one of the major unsolved problems in the theory of k-Schur functions, a description of k-Littlewood-Richardson coefficients, is possible via residue tables; see Section 9.
The author was unable to (conjecturally) describe the expansion of k-Schur functions in terms of Schur functions, or the expansion of a k-Schur function in terms of (k + 1)-Schur functions (which we call k-branching), via the residue and quotient tables, and these could be putting the "almost" into the Meta-conjecture. Note that there is a conjectural expansion of k-Schur functions in terms of Schur functions using atoms, see [LLM03] The reader might be wondering whether the entries in the residue and quotient tables have a specific meaning. The following should answer that question.
Proposition 4.1. For a k-bounded partition λ and j, 1 ≤ j ≤ k, denote the partition 1 m 1 (λ) , . . . , j m j (λ) by λ (j) , and denote the residue and quotient tables of λ by R and Q, respectively. Then for i ≤ j, the number of parts of λ (k) (j) equal to k + 1 − i is the sum of the entries in column i of Q, and the parts of λ (k) (j) that are at most k − j are precisely the non-zero entries in column j of R.
Proof. We prove the statement by induction on j. There is only one entry in column 1 of R, m 1 (λ) mod k, and only one entry in column 1 of Q, m 1 (λ) div k. On the other hand,
, and the (k + 1)-core corresponding to this k-bounded partition has k copies of part i for i = 1, . . . , m 1 (λ) div k, and m 1 (λ) mod k copies of part (m 1 (λ) div k)+1. For example, for k = 3 and m 1 (λ) = 8, we get .
That means that λ
(1) contains m 1 (λ) div k copies of k, and one copy of m 1 (λ) mod k. This proves the statement for j = 1. Assume that the statement holds for j − 1; i.e., the non-zero entries of column j − 1 of R are the parts of λ 
(j) that are at most k − j are precisely the parts of λ (k) (j−1) that are at most k + 1 − j and that are not equal to k + 1 − j, by induction, these are the elements < k + 1 − j in column j − 1 of R. On the other hand, the elements of column j of R are r jj = m j (λ) mod(k + 1 − j) = 0 and r ij = r i,j−1 mod(k + 1 − j), which is r i,j−1 if r i,j−1 < k + 1 − j and 0 if r i,j−1 = 0. Therefore the non-zero elements of column j are precisely the non-zero elements of column j − 1 that are not equal to k + 1 − j. Furthermore, the number of parts of λ (k) (j) equal to k + 1 − i for i < j is by induction equal to the sum of the entries in column i of Q, and the number of parts of λ (k) (j) equal to k + 1 − j is, again by induction, the number of entries of column j −1 of R equal to k +1−j. But since q jj = m j (λ) div(k +1−j) = 0 and q ij = r i,j−1 mod(k + 1 − j), q ij = 0 if r i,j−1 < k + 1 − j and q ij = 1 if r i,j−1 = k + 1 − j. Therefore the number of parts of λ (k) (j) equal to k + 1 − j is the sum of the column j of Q. This concludes the proof of the base of (inner) induction. Now assume that m > 0 and that the statement holds for µ which has m j (µ) = m − 1, m i (µ) = m i (λ) for i < j, m i (µ) = 0 for i > j, and residue and quotient tables R ′ and Q ′ . The first j − 1 columns of R ′ and Q ′ are the same as of R and Q. If r ′ ij < k − j, then r ij = r ′ ij + 1 and q ij = q ′ ij , and if r ′ ij = k − j, then r ij = 0 and q ij = q ′ ij + 1. But when we add a new row of length j to the core c (k) (µ), the columns of length ≥ k + 1 − j are unchanged, the columns of length k − j are changed to columns of length k + 1 − j, and the columns of length < k − j get one extra cell. This means that the columns of length ≤ k − j are the non-zero entries of column j of R, and the number of columns of length k + 1 − j is the sum of column j of Q. 
(j) has 1 part equal to 3 for j = 2, 3, 4, λ (4) (j) has 1 part equal to 2 for j = 3, 4, and λ (4) (j) has 15 parts equal to 1 for j = 4.
Remark 4.3. The proposition tells us that the residue and quotient tables essentially describe the bijection c (k) , the process of turning the given k-bounded partition into a (k + 1)-core. The first column of the residue and quotient tables describe what happens after we add the 1's, the second column of the residue table and the first two columns of the quotient table describe what happens when we add the 1's and the 2's, etc. However, the residue and quotient tables give more information than that. Namely, instead of just giving the sizes of the columns of λ (k) (j) , they also give a special ordering of the sizes. Indeed, one could say that cores are "incomplete" descriptions of k-bounded partitions since the order of the entries of the columns is lost. In all descriptions of results on k-bounded partitions and k-Schur functions to follow, the exact position in a column of the residue or quotient table plays a crucial role.
Since λ (k) = λ, we have the following result.
Corollary 4.4. For a k-bounded partition λ with quotient table Q, we have When we add a new row of length j in the construction of c (k) (λ), the number of new cells with hook-length > k is equal to the number of columns of length > k − j, and we know that these are enumerated by the sum of the first j columns of the quotient table. Therefore it should not come as a surprise that the residue and quotient tables can also be used to compute the number of cells of c (k) (λ) with hook-length > k. Let us remark that since |λ| = k j=1 jm j (λ) = k j=1 j(r jj + (k + 1 − j)q jj ), we could instead give a formula for size of the (k + 1)-core corresponding to a k-bounded partition.
Theorem 4.6. For a k-bounded partition λ with residue table R and quotient table Q, we have
Example 4.7. For k = 4 and λ = 44432211111, the theorem yields |c
] = 36, as confirmed by the computation c (4) (λ) = (18)(14)(10)63321111, |c (4) (λ)| − |λ| = 60 − 24 = 36. As a more general example, the theorem is saying that for a 3-bounded partition λ with residue .
It is also clear from the theorem that for a k-irreducible partition λ, with q ii = 0 for all i, we have
The theorem is proved in Section 10.
5. Strong and weak covers, weak horizontal strips, and weak vertical strips
As mentioned in Section 3, residue and quotient tables were introduced in [FK] to describe strong covers. We restate the description since the definitions of residue and quotient tables used here are a bit different, and because the λ S -notation makes the description slightly more elegant.
Definition 5.1. For k-bounded partitions λ and µ satisfying |λ| = |µ| + 1, we say that λ covers µ in the strong order with multiplicity •
• r I,J−1 = σ J , where R = (r ij ) 1≤i≤j≤k is the residue table of λ. Furthermore, the multiplicity of this cover relation is q I,I + · · · + q I,J−1 , where Q = (q ij ) 1≤i≤j≤k is the quotient table of λ (if this sum is 0, λ does not cover λ S in the strong order).
In other words, to find all partitions that λ covers, find entries r I,J−1 in the residue table that are strictly smaller than the entries to its left, and for every such I, J, add r I,J−1 cells in column J of λ, and remove r I,J−1 + 1 cells in column I of λ; the corresponding multiplicity is the sum of the entries in row I up to column J − 1 of the quotient table. Since the k-column of the residue table contains only zeros, we never have to add cells in column k + 1, even when J = k + 1.
Example 5.3. For k = 4 and λ = 44432211111 from the previous example, there are eight entries in the residue table of λ that are strictly smaller than all the entries to its left: r 11 = 1, r 12 = 0, r 22 = 2, r 23 = 1, r 24 = 0, r 33 = 1, r 34 = 0, r 44 = 0. Therefore λ covers:
• λ {1 −2 ,2 1 } = 444322211 with multiplicity 1; Residue tables also enable us to give a truly concise description of weak horizontal strips (and therefore of weak covers, which are weak horizontal strips of size 1).
Theorem 5.4. For a k-bounded partition λ and S ⊆ [k] = {1, . . . , k}, λ S /λ is a weak horizontal strip if and only if r i,j−1 > 0 for i / ∈ S, j ∈ S, i < j, where R = (r ij ) 1≤i≤j≤k is the residue table of λ. In particular, λ {j} covers λ in the weak order if and only if r 1,j−1 , . . . , r j−1,j−1 > 0.
Example 5.5. The residue table of the 4-bounded partition λ = 44211 is 2 0 0 0 1 1 0 0 0 0 . Since r 22 > 0, λ {1,3} /λ = 443111/44211 is a weak horizontal strip; indeed, the 4-conjugates of λ {1,3} and λ are 311111111111 and 3111111111. On the other hand, r 33 = 0, so λ {1,4} /λ is not a weak horizontal strip (indeed, λ {1,4} is not even a partition). Since r 12 = 0, λ {2,3} /λ = 44321/44211 is also not a weak horizontal strip, even though it is a horizontal strip; indeed, the 4-conjugate of λ {2,3} is 221111111111, and 221111111111/3111111111 is obviously not a vertical strip. For j = 1 and j = 2, all the entries of column j −1 are non-zero (for j = 1, this is true vacuously and for all k-bounded partitions). Therefore λ is covered by two elements in the weak order, λ {1} = 442111 and λ {2} = 44221.
For the proof of Theorem 5.4, we need the following lemma.
Lemma 5.6. Denote the residue and quotient tables of λ (resp., λ S ) by R and Q (resp., R ′ and Q ′ ), and write m j (resp., m
The proof of the lemma is given in Section 10.
Proof of Theorem 5.4. The "only if" part of the theorem follows immediately from part (b) of Lemma 5.6, let us prove the "if" part. Clearly σ j ≤ 1 for all j, and if j + 1 ∈ S, j / ∈ S, then m j (λ) ≥ r jj > 0, so λ S /λ is a horizontal strip (see Remark 2.3). It remains to prove that
is a vertical strip. By Lemma 5.6 and Corollary 4.4, we have (
where T is a multiset with τ j = |{i : i ∈ S, h(i) = k + 1 − j}| copies of j. By Remark 2.3, we need to prove that τ j ≤ m j−1 (λ (k) ). But whenever h(i) = k + 1 − j for i ∈ S, we have q ′ i,k+2−j = q i,k+2−j − 1, and in particular, q i,k+2−j ≥ 1. By Corollary 4.4,
Corollary 5.7. For a k-bounded partition λ and 1 ≤ n ≤ k, we have
The description of weak vertical strips is more complicated. The following theorem tells us how to use the residue table to determine whether or not λ S /λ is a weak vertical strip for a multiset S with σ j copies of j.
Theorem
In particular, if σ j > 0, then σ j ≤ r j−1,j−1 ≤ k − j + 1 − σ j−1 . Also, if S is a set, then λ S /λ is a weak vertical strip if and only if:
• for i < j, j ∈ S, we have 1 ≤ r i,j−1 ; • for i < j, i, j ∈ S, we have r i,j−1 = k + 1 − j ⇒ r ih = k − h for some h, i ≤ h ≤ j − 2. In other words, r i,j−1 is allowed to be maximal for i, j ∈ S, but that has to be "compensated for" by another r ih to the left of r i,j−1 being maximal as well. . While r 12 ≥ 1, r 22 ≥ 1 and r 12 = 2 for both λ and µ, we have r 11 = 3 for λ and r 11 < 3 for µ. Therefore λ S /λ = 321111/22111 is a weak vertical strip while µ S /µ = 321/22 is not.
The proof of Theorem 5.8 is similar to the proof of Theorem 5.4 and is omitted.
6. An application: multiplication with a k-rectangle A k-rectangle is the Schur (and k-Schur) function
Multiplication with a k-rectangle is very special; the following theorem is known (see [LM07, Theorem 40] ), but we give a new and more elementary proof.
Theorem 6.1. For a k-bounded partition λ and l, 1 ≤ l ≤ k, we have
Proof. We prove the statement by induction on n = |λ|. For λ = ∅, this is the statement that s l k+1−l = s (k) l k+1−l , which follows from the fact that l k+1−l is a (k + 1)-core. Assume that we have proved the statement for all k-bounded partitions of size < n; we prove the statement for partitions of size n by reverse induction on λ 1 . If n < k, then the maximal possible λ 1 is n, when λ = n and s
(l k+1−l ) S , where the sum is over all subsets S of [k] of size n for which r i,j−1 > 0 for all i < j, i / ∈ S, j ∈ S for R the residue table of l k+1−l . But it is clear that the residue table of l k+1−l contains only zeros, so the condition is satisfied if and only if
This completes the base of inner induction. Now let λ 1 < min(k, n), and again write λ ′ = (λ 2 , . . . , λ k ). Since |λ ′ | < |λ|, we have
where S (resp., S ′ ) contains all S ⊆ [k] of size λ 1 for which the entries (i, j − 1), i < j, i / ∈ S, j ∈ S, of the residue table of λ ′ (resp.,
, and if S = [λ 1 ], then the largest part of (λ ′ ) S is > λ 1 . By inner induction, the left-hand side of (4) equals
and clearly the right-hand side equals s
The theorem in particular implies that every k-Schur function can be written as the product of a k-Schur function corresponding to a k-irreducible partition, and Schur functions corresponding to rectangular partitions l k+1−l .
Murnaghan-Nakayama rule for k-Schur functions
The Murnaghan-Nakayama rule has a generalization to k-Schur functions. There exists the concept of a k-ribbon that plays the role of ribbons for Schur functions, in the sense that
for every k-bounded partition λ and n ≤ k, where the sum is over all k-bounded partitions ν for which ν/λ is a k-ribbon of size n, and ht is an appropriately defined statistic for k-ribbons; see [BSZ11, Corollary 1.4]. The problem is that the definition of a k-ribbon ([BSZ11, Definition 1.1]) is extremely complicated; it involves not only the k-bounded partitions λ and ν and the corresponding (k + 1)-cores, but also the word associated with c (k) (ν)/c (k) (λ) (which describes the contents of the cells added to c (k) (λ) to obtain c (k) (ν)).
It turns out that residue tables again enable us to state the result in a unified and easy-tocheck way.
Like
Before we describe what data shows, let us remind the reader that the classical MurnaghanNakayama rule states that for such S, s λ S appears in s λ p n if and only if m i (λ) = σ i+1 − 1 for i = 1, . . . , I − 1, and the coefficient is (−1) n−I .
Computer experimentation in the k-Schur function case shows the following. For I = 1 (when S = {1 σ 1 } and σ 1 = n), there is no condition to satisfy: for every λ, s
n−1 . For I = 2, a k-irreducible partition λ has to satisfy either m 1 (λ) mod k = σ 2 − 1 (the "classical" answer) or m 1 (λ) mod k = k − σ 1 . For I = 3, a kirreducible partition λ has to satisfy one of six conditions (listed on the left in Table 1) , and for I = 4, one of 24 conditions (six of which are listed on the right in the Table 1) .
The reader has probably guessed that there are I! such conditions (compared to just one in the classical case!), but might be hard pressed to find a general pattern. A beautiful pattern emerges when we go to residue tables, however. Indeed, we have the following conjecture.
Conjecture 7.1. Given a multiset S of size n ≤ k satisfying σ 1 ≥ 1, σ i ≥ 2 for 2 ≤ i ≤ I, σ i = 0 for i > I, the coefficient of s
λ p n is nonzero if and only if for some permutation π of [I] we have, for i = 2, . . . , I:
Furthermore, when this condition is satisfied, the coefficient is independent of λ and equals (−1) n−I .
Example 7.2. For I = 4 and π ∈ {4123, 3214, 4312, 3412, 2341, 1243}, we get the first rows of residue tables corresponding to partitions on the right-hand side of Table 1 . For example, for π = 3214, the conjecture gives conditions
and for a (k-irreducible) partition λ with m 1 (λ) mod
Of course, since m i (λ) is, modulo k + 1 − i, equal to r 1i − r 1,i−1 , we could rephrase Conjecture 7.1 to give conditions on m i (λ) directly; these conditions would be only slightly more complicated that the ones given above. However, the approach via residue tables is more than justified when we observe what happens when we allow σ i = 1 for i = 2, . . . , I. Indeed, the conditions on m i (λ) become completely intractable, while the equalities on the first row of the residue table simply change to equalities and inequalities.
Conjecture 7.3. Given a multiset S of size n ≤ k satisfying σ i ≥ 1 for 1 ≤ i ≤ I, σ i = 0 for i > I, the coefficient of s
λ p n is nonzero if and only if for some
R2) permutation π of U, and (R3) map ϕ : [I] \ U → U satisfying ϕ(i) < i for all i, we have, for i = 2, . . . , I:
Remark 7.4. Note that π(i) only makes sense if i ∈ U, and ϕ(i) (and π(ϕ(i))) only if i / ∈ U. Also note that (R3) implies that 1 ∈ U. If σ i ≥ 2 for i = 2, . . . , I, then U = [I] and ϕ is the empty map, so Conjecture 7.3 is a generalization of Conjecture 7.1.
Example 7.5. Take S = {σ 1 , σ 2 , σ 3 , 1, σ 5 } with σ 2 , σ 3 , σ 5 ≥ 2. For U, we can choose either U = {1, 2, 3, 4, 5} (which gives the same conditions as Conjecture 7.1) or U = {1, 2, 3, 5}. For, say, U = {1, 2, 3, 5}, π = 2135, ϕ(4) = 3, we get r 11 = σ 2 −1, r 12 = k−σ 1 −σ 5 −1, k−σ 1 −σ 3 −σ 5 −1 < r 13 < k−σ 1 −σ 5 −1, r 14 = k−σ 1 −3.
The conjectures were checked with a computer for all k-bounded partitions for k up to 9 and for all n ≤ k.
Of course, there are two more crucial steps that need to be done before one can truly say that residue tables are the right way to describe k-ribbons. First, we would need to describe the conditions for an arbitrary S, i.e. one that can have σ i = 0, σ j > 0 for i < j; some preliminary work has been done in this direction and it certainly seems feasible. And secondly, the resulting conjecture(s) would have to be proved. We leave this as an open problem.
Further conjectures and open problems
8.1. Multiplication with an almost-k-rectangle and quantum Monk's formula. The coefficients in the expansion of a product of a k-Schur function with a k-Schur function corresponding to a the partition l k+1−l with a cell removed are also either 0 or 1. The following was stated as a conjecture by the author and proved by Luc Lapointe and Jennifer Morse (private communication; the proof is presented here with permission).
Proposition 8.1. Let ν denote the partition with k − l copies of l and one copy of l − 1 for 1 ≤ l ≤ k, and let λ be a k-bounded partition with residue table R = (r ij ) 1≤i≤j≤k . Then s
, where the sum is over all I, J, I ≤ l, J > l, for which r = r I,J−1 is strictly smaller than all entries to its left in R, and S(I, J) is the multiset {1 k+1−l , . . .
The importance of the proposition is that it can be used to to deduce the quantum Monk's formula via the isomorphism of [LS12] that identifies quantum Schubert polynomials and kSchur functions. See [LM] . 
, this means that s µ 's (with multiplicities) such that λ is a strong cover of µ. For example, p ⊥ 1 (s l k+1−l ) = s ν (in the notation of the proposition), as the residue table of l k+1−l is all zeros, the only elements of the residue table that are strictly smaller than all the elements to the left are the ones on the diagonal, and only the one in position (l, l) has a non-zero multiplicity (equal to q ll = 1); see Theorem 5.2. That means that
λ ). Obviously, the residue tables of λ and λ ∪ l k+1−l are equal, and the quotient table of λ k+1−l is that of λ with 1 added to every entry in column l. Now take a pair (I, J) so that r I,J−1 is smaller than all the elements to its left in the residue table R = (r ij ) of λ (or λ ∪ l k+1−l ). If I > l or J ≤ l, the elements in positions (I, I) , . . . , (I, J − 1) in the quotient tables of λ and λ ∪ l k+1−l are equal, so the corresponding k-Schur functions cancel out. If I ≤ l and J > l, the elements in positions (I, I) , . . . , (I, l − 1), (I, l + 1) , . . . , (I, J − 1) of the quotient tables are equal, and the element in position (I, l) is greater by 1 in the quotient table of λ ∪ l k+1−l . After cancellations, we get precisely one copy of the corresponding s
Remark 8.3. The proof of the proposition illustrates that "λ covers µ in the strong order with multiplicity 0" is fundamentally different from "λ does not cover µ in the strong order". Indeed, when λ covers µ in the strong order with multiplicity 0, λ ∪ l k+1−l covers µ ∪ l k+1−l in the strong order with multiplicity 1 for an appropriate l, which was crucial in the proof. In other words, it is fundamentally better to describe strong covers in terms of residue and quotient tables than in terms of cores.
Open problem 8.4. Describe the conditions under which s
λ s µ , where µ is a partition with k − l copies of l and one copy of l ′ for 1 ≤ l ≤ k and 0 ≤ l ′ ≤ l.
For l ′ = l, this is (3), and for l ′ = l − 1, this is Proposition 8.1.
Splitting of k-bounded partitions.
For a k-bounded partition λ, denote by ∂ k (λ) the cells of c (k) (λ) with hook-length ≤ k. If ∂ k (λ) is not connected, we say that λ splits. Each of the connected components of ∂ k (λ) is a horizontal translate of ∂ k (λ i ) for some k-bounded partition λ i . Call λ 1 , . . . , λ I the components of λ. It is easy to see that if λ splits into λ 1 , . . . , λ I , there must be J 1 , . . . , J I so that λ i = (J i−1 + 1)
, i.e., for each i, all copies of i correspond to the same component. We say that λ splits at J 1 , . . . , J I . The consequence of r i,J ∈ {0, k−J} for i = 1, . . . , J is that r i,J+1 = r J+1,J+1 , r i,J+2 = r J+2,J+2 , etc. In other words, the residue table of a partition that splits at J is composed of two essentially independent parts, the triangles (r ij ) 1≤i≤j≤J−1 and (r ij ) J≤i≤j≤k ; the rectangle (r ij ) 1≤i≤J−1,J≤j≤k is composed of J − 1 copies of the line (r iJ ) J≤i≤k . So Denton's theorem states that when the residue table is composed of such independent parts (each a residue table itself!), the corresponding k-Schur function is the product of k-Schur functions of the parts.
Open problem 8.8. Find a simpler proof of Theorem 8.6, using Proposition 8.7 and the preceding paragraph.
LLMS insertion.
In [LLMS10] , a variant of the Robinson-Schensted insertion for strong marked and weak tableaux is presented. More specifically, starting with a square integer matrix M of size m × m, they construct a growth diagram of M, an (m + 1) × (m + 1) grid that has the empty partition in every vertex in the top row and left-most column, the integer m ij in the square between vertices (i, j), (i, j + 1), (i + 1, j) and (i + 1, j + 1), a strong marked horizontal strip (we omit the definition) on horizontal edges, and a weak horizontal strip on vertical edges; like in the classical case, the new weak and strong strips are constructed using certain local rules, but they are extremely complicated. The procedure has very important implications and it would be important to understand it better.
The local rules simplify slightly when specialized to standard tableaux [LLMS10, §10.4] (i.e., when M is a 0/1 matrix). The following description of case X (external insertion) hints that a description in terms of residue tables could be possible.
Conjecture 8.9. Suppose that all three known corners of a square in the growth diagram are the same, say λ, and the number within the square is 1. Then the unknown corner of the square is λ {i} , where i, 1 ≤ i ≤ k, is the unique index for which r j,i−1 > 0 for 1 ≤ j ≤ i − 1 and r ij < k − j for i ≤ j ≤ k − 1.
Example 8.10. For k = 2 and λ = ∅ (resp., λ = 1, λ = 11, λ = 111), the residue table is 0 0 0 (resp., 1 1 0 , 0 0 0 , 1 1 0 ), and the unique i satisfying the condition from the conjecture is 1 (resp., 2, 1, 2). That means that the bottom right corner of the square of the growth diagram is ∅ {1} = 1 (resp., 1 {2} = 2, 11 {1} = 111, 111 {2} = 211), as confirmed by the example in [LLMS10, §10.4].
The following justifies the term "unique" in the conjecture.
Proposition 8.11. For a k-bounded partition λ, there exists exactly one i,
Proof. Let i ′ be the minimal i for which r ij < k − j for i ≤ j ≤ k − 1 (i = k satisfies this condition, so i ′ is well defined). We prove that r j,i ′ −1 > 0 for 1 ≤ j ≤ i ′ − 1 by contradiction. Assume that r j,i ′ −1 = 0 for some j, 1 ≤ j ≤ i ′ − 1, let j ′ be the largest such j. Since r j ′ ,i ′ −1 = 0, row j ′ from position i ′ onwards is the same as row i ′ ; therefore r j ′ j < k − j for i ′ ≤ j ≤ k − 1. By minimality of i ′ , there must be j, j ′ ≤ j < i ′ − 1, for which r j ′ j = k − j, let j ′′ be the largest such j. Since r j ′ j ′′ = k − j ′′ , row j ′ from position j ′′ + 1 onwards is the same as row j ′′ + 1. That implies that r j ′′ +1,j < k − j for j ′′ + 1 ≤ j ≤ k − 1, and since j ′′ + 1 < i ′ , this contradicts the minimality of i ′ . Now assume that both i ′ and i ′′ , i ′ < i ′′ , satisfy the conditions. Since r i ′ ,i ′′ −1 > 0 (by the conditions for i ′′ ) and r
, which can only be true if one of r i ′ j and r i ′′ j is 0 and the other one is k − j, which contradicts r i ′ j < k − j and r i ′′ j < k − j.
Open problem 8.12. Describe cases A and B of LLMS insertion in the standard case in terms of residue tables. Describe cases A, B, C and X of the general LLMS insertion in terms of residue tables.
9. On multiplication of arbitrary k-Schur functions 9.1. Classical Littlewood-Richardson rule. A description of the coefficients in the expansion of a product of two Schur functions in terms of Schur functions, the Littlewood-Richardson rule, is one of the major results of classical symmetric function theory. The theorem has many versions; we will need (and later slightly adapt) the following.
Recall that we call the coefficients c ν λµ in the expansion s λ s µ = ν c ν λµ s ν Littlewood-Richardson coefficients. For a (skew) semistandard Young tableaux T (a map from the cells of the diagram of λ to {1, 2, . . .}), take the numbers in T from top to bottom, right to left; the resulting word is called the reverse reading word of T . A word a = a 1 a 2 . . . a m with a i ∈ N is a lattice permutation if the number of i's in a 1 a 2 . . . a j is greater than or equal to the number of (i + 1)'s for all i and j. There is another way to think about this, one that will prove crucial for our purposes (compare with Remark 2.3). Define an array A = (A 1 , A 2 , . . .) to be a sequence of (finite) sets of positive integers, with all but finitely many of them empty. The shape of an array A is the sequence (|A 1 |, |A 2 |, . . .). The weight of an array A is the composition (m 1 , m 2 , . . .) , where m i is the total number of i's in A 1 , A 2 , . . .. For example, A = ({2}, ∅, {1}, {1}, ∅, ∅, . . .) and B = (∅, {1, 2}, {1}, ∅, ∅, . . .) are arrays of shapes 1011 and 021 and weight 21. We will usually present the sets A i as columns of increasing numbers and the empty sets as dots, and leave out the trailing empty sets; so A = 2 · 11, B = · 1 1 2 . We write a ij for the j-th largest integer
the shape of ν/λ. For example, the shape of 431/32 is 1011.
We can identify every semistandard Young tableau of shape ν/λ and weight µ with the addition of an array of shape ν/λ and weight µ to λ. The previous example shows the addition of arrays 2 · 11, 1 · 21 and 1 · 12 to 32.
On the other hand, we cannot add any array to any shape. For example, if we add 2 · 11 to a partition λ with m 2 (λ) = 0, the 1 in the third column will be to the right of an empty square, which is impossible. Indeed, it is easy to see that we can add A = 2 · 11 if and only if m 2 (λ) ≥ 1, and we can add B = · 1 1 2 if and only if m 1 (λ) ≥ 2.
Write λ A for the tableau obtained if A is added to λ. We have the following lemma.
Lemma 9.3. The tableau λ A /λ is semistandard if and only if m i (λ) ≥ c i for all i, where c i is the minimal among nonnegative integers c for which a i,j−c ≤ a i+1,j for all j, c < j ≤ |A i+1 |.
While the statement may seem complicated, it is just saying that we need to "push down" a column A i until the entries are to the left of larger or equal entries in column A i+1 . We say that λ satisfies the LR condition for A if the conditions of Lemma 9.3 are satisfied. Of course, the semistandard Young tableaux that appear in Littlewood-Richardson rule have to satisfy an additional property, namely, the reverse reading word has to be a lattice permutation. Our crucial observation is the fact that whether or not the reverse reading word of the semistandard Young tableau λ A /λ is a lattice permutation or not depends only on A. We call an array A an LR array if the total number of i's in sets A j , A j+1 , . . . is greater than or equal to the total number of (i + 1)'s in these sets, for all i and j. The array A from the last example is an LR array, while 1 · 12 is not. We have the following result.
Lemma 9.5. The reverse reading word of λ A /λ (for every λ that satisfies the LR condition for A) is a lattice permutation if and only if A is an LR array.
Lemmas 9.3 and 9.5 allow us to formulate the following version of the Littlewood-Richardson rule.
Theorem 9.6. The Littlewood-Richardson coefficient c ν λµ is equal to the number of LR arrays with the same shape as ν/λ and weight µ whose LR conditions λ satisfies.
Example 9.7. As noted before (in different words), there are three arrays of shape 1011 and weight 21, namely 2 · 11, 1 · 21 and 1 · 12, but only the first two are LR arrays. Since the LR conditions for 2 · 11 (resp., 1 · 21) are m 2 (λ) ≥ 1 (resp., m 2 (λ) ≥ 1, m 3 (λ) ≥ 1), then for ν with ν − λ = 1011 we have c ν λ,21 ∈ {0, 1, 2}, depending on whether neither, one, or both of these sets of conditions are satisfied. For example, since λ = 32 satisfies conditions for both 2 · 11 and 1 · 21 and the shape of 431/32 is 1011, we have c is the number of LR arrays of the same shape as ν/λ and weight λ for which these conditions are satisfied.
The exact form of some of these conditions is the content of this subsection.
Note that in particular we conjecture that c (k),ν λµ is bounded from above by the number of LR arrays of the same shape as ν/λ and weight λ, which is, of course, not at all obvious.
Let us first restate Theorems 5.4 and 5.8 in the language of k-Littlewood-Richardson coefficients.
Recall the natural analogues of the Pieri rule and the conjugate Pieri rule for k-Schur functions, (1) and (2).
There is clearly exactly one array of shape s and weight n if s contains n ones and the rest are zeros (and it is clearly also an LR array). Also, there is exactly one LR array of shape s and weight 1 n , as long as the size of s is n. For example, the only LR array of shape 101101 and weight 4 is 1 · 11 · 1, and the only LR array of shape 301201 and weight 1 7 is 5 · 4 2 · 1 6 3 7
Based on Theorem 5.4, it makes sense to define the k-LR conditions for an array A = (A 1 , A 2 , . . .) with A i either {1} or ∅ as r i,j−1 (λ) > 0 for A i = ∅, A j = {1}.
Because of Theorem 5.8, it makes sense to define the k-LR conditions for an array A = (A 1 , A 2 , . . .) for which the numbers in each A i are consecutive, every number in A i is larger than any number in A j for i < j, and A i = [n] for some n, as follows:
This allows us to state the following.
The k-Littlewood-Richardson coefficient c (k),ν λ,n (resp., c (k),ν λ,1 n ) is equal to the number of LR arrays of shape ν − λ and weight n (resp., 1 n ) whose k-LR conditions λ satisfies.
These two sets of conditions have something in common. Namely, given an LR array A of weight µ, we have some lower and/or upper bounds on r i,j−1 for each i, j, i < j, based on what A i and A j are (note that these bounds can involve other r ih for i ≤ h ≤ j − 2).
One would hope that such conditions exist for all LR arrays. As in Section 7, it makes sense to first guess such conditions in the simplest case, namely when the array consists of only 1's and 2's. The main difficulty in guessing the correct conditions is that while the kLittlewood-Richardson coefficients c From this data, one has to guess two sets of conditions on residue tables so that precisely one of them is satisfied for all the tables above, and neither of them is satisfied for any of the other 96 tables. It is easy to see that the following sets of conditions work:
• the condition r 14 = r 34 and r 14 = r 44 and r 24 = r 34 and r 24 = r 44 is satisfied for the first four and the last four of the residue tables above, but not for others; we declare them the k-LR conditions for 2211 • the condition r 14 = r 24 and r 34 = r 44 is satisfied for the residue tables 5-20 above, but not for the others; we declare them the k-LR conditions for 2121. These exact same conditions work for k = 6, 7, 8, 9 as well, as a straightforward (and time consuming) computer check shows.
The author was able to obtain (and check for a large number of cases) such conditions for LR arrays with an arbitrary number of 1's, at most two 2's, and no dots before or in between * .
For no 2's (i.e., for the LR array A = 11 . . . 1), there are no conditions to satisfy; this is consistent with Theorem 5.4. For one 2, i.e. for an LR array A = 1 . . . 121 . . . 1 (with 2 in position I and total length n), the condition is r I,n = r j,n for j = I + 1, . . . , n.
Example 9.8. Let us say that we want to compute the coefficient of s 5444433222,51 = 2, as can be checked independently. Say that we have an LR array of shape 11 . . . 1 (n ones) and weight 1 n−2 2 2 , in other words, we have A = 1 . . . 121 . . . 121 . . . 1, with 2's in positions I and J. If J ≤ n − 2, the conditions are r In = r jn for j = I + 1, . . . , J − 1, J + 1, . . . , n, r Jn = r jn for j = J + 1, . . . , n. On the other hand, if J = n − 1, the condition are r In = r jn for j = I + 1, . . . , n − 2, r n−1,n = r nn . Example 1.2 in Section 1 illustrates this for n = 6. The conditions C1-C9 correspond to LR arrays 221111, 212111, 211211, 211121, 122111, 121211, 121121, 112211, 112121, respectively. These conditions can be described in a unified manner: for an LR array A consisting of 1's and at most two 2's, we get the condition r in = r jn if and only if A has 2 in position i, 1 in position j, unless i ≤ n − 2, j = n, and A has 2 in position n − 1.
One would hope for a general pattern: for an LR array A consisting of 1's and 2's, we get the condition r in = r jn if and only if A has 2 in position i, 1 in position j, unless the number of 1's and 2's from position l onwards is the same for some l, i < l < j. Another way to state this is as follows. If we interpret 1 as an NE step and 2 as a SE step and read the LR array from right to left, we get a path that starts on the x-axis never goes below it. Such a path can be divided into primitive Dyck paths, and another (possibly empty) primitive path that never returns to the x-axis. Every 2 and 1 in positions i and j, i < j, that belong to the same primitive path give a condition r in = r jn .
Unfortunately, such conditions fails for µ = 33, i.e. for LR arrays with three 1's and three 2's. They work for k ≤ 7, but hold only for approximately 99.5% of irreducible 8-bounded partitions, 99% of irreducible 9-bounded partitions, 98.7% of irreducible 10-bounded partitions, etc.
Perhaps a variant of this could work. After such conditions are found, the following would have to be resolved before a full conjecture on k-Littlewood-Richardson coefficients can be formed:
• allow µ to have length 3 or more, i.e. allow A to contain 1's, 2's, 3's etc.;
• figure out what happens when "dots" are added, i.e. when we are allowed to have A i = ∅ and A i = {j}; • allow A to be arbitrary, i.e. allow A i 's to contain any number of elements. Judging from the work done so far, and perhaps counterintuitively, the author believes these three tasks will be easier than the figuring out the general case with 1's and 2's only.
Proofs
This section contains two proofs that are quite technical and not necessary for the understanding of the main results of this paper.
Proof of Theorem 4.6. Think of the cells in c (k) (λ) with hook-length > k as empty. Our goal is to count the empty cells of c (k) (λ). For 0 ≤ J ≤ k, again write λ (J) for 1 m 1 (λ) , . . . , J m J (λ) . We prove that
by induction on J, the theorem is this statement for J = k. Denote the sum on the right by A. The equality is obvious for J = 0, assume that it holds for J − 1. We prove the statement by induction on m = m J (λ (J) ). If m = 0, λ (J) = λ (J−1) . By the (outer) induction hypothesis,
To complete the base of (inner) induction, we need to see that none of these four sums change when we replace < J by ≤ J. Since r JJ = q JJ = 0, this is clear for the second, third, and fourth sum. By definition of residue and quotient tables, r iJ = r i,J−1 mod(k + 1 − J) and q iJ = r i,J−1 div(k + 1 − J). Since r i,J−1 ≤ k + 1 − J, q iJ = 0 implies r iJ = 0. Therefore 1≤i≤j<J r ij q ij = 1≤i≤j≤J r ij q ij as well. Now assume that m > 0 and that the statement holds for the partitionλ obtained from λ by removing one copy of J; denote its residue and quotient tables byR andQ, respectively. By (inner) induction,
Denote the sum on the right by B. We also know that c (k) (λ (J) ) has C = 1≤i≤j≤Jq ij columns of length > k − J, and the lengths of the other columns are precisely the non-zero entries of column J ofR. When adding a new row of length J to the core c (k) (λ (J) ), we push it to the right until its left-most cell is positioned above the first column of c (k) (λ (J) ) of length ≤ k − J. In other words, we have increased the number of empty cells by C. Therefore it remains to prove that B + C = A. Since r ij =r ij and q ij =q ij for 1 ≤ i ≤ j < J, this is equivalent to
Denote by S the set of i, 1 ≤ i ≤ J, for which r iJ = 0.
(a) First assume that J / ∈ S. For all i ∈ S, we haver iJ = k − J,q iJ + 1 = q iJ = q JJ + 1, and for all i / ∈ S, we haver iJ + 1 = r iJ ,q iJ = q iJ . The sums on the left-hand side of ( * ) equal
where the sums that do not appear on the right-hand side of ( * ) are enclosed in brackets. Sum the left-hand sides of the last five equalities and subtract the right-hand side of ( * ):
The second case is when J ∈ S; thenr iJ = k − J, r iJ = 0,q iJ + 1 = q iJ for all i ∈ S, and for all i / ∈ S, we haver iJ + 1 = r iJ ,q iJ = q iJ = q JJ . The five sums are now
Summing the left-hand sides of these equations and subtracting the right-hand side of ( * ), we get If i + 1 ∈ S, then in particular i < h(i), so we have to prove that r To prove (b), assume that J is the smallest j for which j ∈ S, r i,j−1 = 0 for some i / ∈ S, i < j. The computations from (a) still hold for j < J; in particular, in each line i < J up to J − 1, we have q ′ ij = q ij unless i ∈ S and j = h(i) or j = h(i) + 1, in which case q ′ ij = q ij + 1 or q ′ ij = q ij − 1. Furthermore, h(i) + 1 / ∈ S, so J = h(i) + 1. That implies that the total number of parts ≥ k + 3 − J in λ (k) and (λ S ) (k) is the same. There is a unique I, 1 ≤ I < J, so that I / ∈ S, I + 1, . . . , J ∈ S. Then m j (λ S ) = m j (λ) for j = I + 1, . . . , J − 1, and m I (λ S ) = m I (λ) − 1 (if I > 0). Now if i / ∈ S, r i,J−1 = 0, then by the minimality of J, we must have r ij > 0 for j = I, . . . , J − 2. Therefore r ′ ij = r ij − 1 and q ′ ij = q ij for j = I, . . . , J − 2, and necessarily r ′ i,J−1 = k + 1 − J and q ′ i,J−1 = q i,J−1 − 1. That means that there are fewer copies of k + 2 − J in (λ S ) (k) than in λ (k) , and this implies λ (k) ⊆ (λ S ) (k) .
