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We exhibit two large classes of filters which allow for the identification of an 
incoming Gaussian signal. 
Consider the situation of an input random signal x(t) which is passed 
through a nonlinear instantaneous (zero-memory) filterf(x). 
I I 
1 I .f x(t) r(t) 
Several people have been interested in computing the statistical 
properties of the outputs y(t) in terms of those of the input. For a rather 
comprehensive account see [l] and [7]. Under the assumption that the 
input is a Gaussian process, one is able to write down the correlation 
function for the output in a very explicit form for a number of filters f. 
Higher order correlations have also been found in some few cases. 
Our purpose here is not to compute these correlations but to answer 
the following question: Can one identify the statistical structure of the 
input Gaussian process from the knowledge of both the filter and the 
statistical properties of the output? 
In this note we exhibit two large classes of filters f for which the 
answer to the question above is affirmative. The methods presented here 
can be extended a bit beyond these two classes, and we include one of 
these cases too. 
In previous publications we have shown how to deal with some very 
special filters, see [2] and [4]. Th e case of a centered window is not 
covered by the techniques presented here and will be the subject of a 
different note [5]. 
We deal only with filters f(x) which are even functions of X. These 
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are actually the most difficult cases since we will also assume that the 
input process is centered at zero for all times. As a final and inessential 
restriction, we take the input process to be mean square continuous. The 
interested reader can consult [3] where we omit this restriction. In that 
case the correlation function of the input can only be recovered up to 
a phase factor assuming only values & 1. 
FILTERS OF POSITIVE TYPE 
We will take as filters functions f which are real valued, even, and lie 
in L2(e-~elz). We say that such a filter is of positive type if either 
(a) f is a positive definite function, i.e., 
i$lf(xi - xj) hfAj 3 O v(xl “’ xn)2 (4 “* hz> 
or 
(b) f has a nonnegative Hermite expansion, i.e., 
f(4 = f &&dx) A,, 3 0. 
7l=O 
Note. Bochner’s theorem allows for a different definition of (a) more 
in line with (b). 
Take now x(t) to be a centered mean square continuous Gaussian 
process, normalized in the sense that its correlation function R(t, s) 
satisfies 
R(t, t) = E@(t)) = 1. 
We are only concerned with Gaussian processes normalized in this 
fashion. The main result of the paper follows. 
THEOREM. Take x(t) to be a Gaussian process as above andf a non- 
constant jilter of positive type. Then from the higher order moments of the 
output 
E(Y(%) .-- I>, (1) 
one can recover the correlation function R(t, s) of the input. 
It is convenient for the purposes of proving this result to look at 
subclasses (a), (b) p se arately. We do this after an elementary observation. 
ZERO-MEMORY FILTER 175 
Proof of the Theorem 
Recall that R(t, t) = 1. We notice now that 
RS(t, s) 
is readily available for any pair (t, s) from the second order moments of 
the output. Indeed, 
E(y(t) y(s)) = t A,‘n!R”(t, s), 
0 
and this is clearly an invertible function of Ra(t, s) for an even filter. 
This computation is valid for any filter f in L2(e-“‘), not necessarily even. 
Moreover, it is clear that for the even case R’s signature cannot be decided 
on the basis of second-order information alone. 
(a) We start by reexpressing the nth order moment (1) by means 
of Parseval theorem 
-lls(R,\.n$q . ..j@J d/\, . . . dhn, (2) 
Here R stands for the correlation matrix of the variables (x(tl),..., x(t,)), 
( , ) denotes inner product of two vectors, andfis the Fourier transform 
off (this could be a distribution). 
Take a point (a, b) such that R(a, 6) # 0 is unknown, and points 
t 2 ,..., tlLml such that 
a=t,<t,(‘..(t,_,<t,=b 
and R(ti , ti) is known except for (;,j) = (1, n). 
Suppose now that (2) is not affected by a change in the signature of 
R(a, b). We want to conclude that 
R(tl 7 tz) R(tz , ta) --* R(t,-l , tn) = 0. (3) 
This will be done by induction beginning with n = 3. Suppose for a 
moment that we have proved (3) for n - 1. For the next instance we can 
pretend that R is a tridiagonal matrix except for an extra element in the 
corners (1, n) and (n, 1). Indeed, if 
R(G 9 tj) f  0 and Ii-j1 > W,j) #(l,n), (4) 
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we form the product 
R(a, *2) .‘. R(ti 7 tj) R(tj ) tj+l) *a* R(t,-1 , b). (5) 
This product is of the form (3), contains at least one fewer element, 
and thus is known to be zero. But having all its factors except (4) drawn 
from (3) we get (3). 
Thus, if we are trying to prove (3), we can assume that R is, except 
for the corners, a tridiagonal matrix. 
We start by proving (3) for n = 3. Rewrite (2) as 
Here the summation extends over the eight possible choices for signatures 
for the triple (A, , A, , ha), and the tilde over the h’s stands for the adjusted 
value of A. We write R,, for R(t i , t2), etc. Explicitly we get, except for 
the factor e-1’2(~~+1~2+A~2)~(hl)f”(h2)J’(hg), 
Substituting this into expression (6) and assuming now that the result 
is not affected by changing R,, into -R,, , we get 
m oz m 
us e-1/2(A12+A22+“3’) sinh R,,A,X, sinh R,,X,X, sinh R.&l1 0 0 0 
x j(Xl)f(A2)j(X3) dh, dh, dh, = 0. 
It is now clear that this implies 
W-W,, = 0. 
But R,, = 0 is ruled out, and we get (3) for n = 3. 
The general case is treated exactly as above, except for the factor 
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The integrand in (2) is expressed as 
in the same fashion as in (7). 
Both ei and vi stand for either + 1. The first sum is extended to all 
choices of Q’S such that an odd number of them are - 1. The second sum 
is extended to all choices of vi’s such that an even number of them are - 1. 
If we call the first sum by A, and the second by B, we have proved 
e-l,z(Al~+.‘.+n,?) ” /\ f( 1) . . . f(~,)(~e-R~nW,~ -+ B~%.“I”~) d/\, . . . d& . 
Thus, assuming that this value is not changed by changing the 
signature of RlrL , we get 
e-1/2(A1z+.- fdn’)&(X1) .b-f((X,)(A - B) sinh R,,A,A, dA, = 0. 
But a moments thought gives 
‘4 - B 
___ = sinh R,,A,A, sinh R,,A,X, ... sinh Rn--l,nAn--lhn , 
2” 
and thus, after substituting in the previous line, we conclude 
R,,R,, ... R,-l,, = 0. 
Now we invoke-for the first time-the assumed mean square 
continuity of x(t) to conclude that 
R(a, tJ R(t, , t3) ... R(t,el , 6) = 0 
cannot possibly hold for arbitrary n. The proof is finished for the case 
of a positive definite filter. 
(b) We start this case by recalling that if H, is the nth Hermite 
polynomial, H,(X) = (- 1)” ez:2/2 Dn edx2i2, then 
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is given-except for a positive multiplicative factor-by the coefficient 
of /L? ..a pie in the expression 
The proof of this statement follows directly from the relation 
and the generating function of the Hermite polynomials 
See [4]. 
Now this coefficient can be computed with the help of some graphs. 
Corresponding to each time ti we draw a vertex, and from it we let ni , 
legs (half edges) go out. We call allowed graphs all those-with multiple 
edges but no loops permitted-that can be formed joining all of these 
legs to form ordinary edges. For each such graph, the corresponding 
“contribution” is obtained as the product of all Rkl’s such that k and 1 are 
joined by an edge. The sum of all these contributions gives (9). 
Using (9) we can express 
once we have expanded f in a Hermite series. The effect of our assumption 
(b) is that possible cancellations among the different terms entering in 
(10) are automatically ruled out. 
Take a point (a, b) such that R(a, 6) # 0 is unknown, and points 
t, ,..., G-1 such that 
a = t, < t, < **- < t,-, < t, = b 
and R(ti , ti) is known except for (i, j) = (1, n). 
Suppose now that (10) will not allow us to find out the value of R(a, b). 
We want to conclude that 
R(t, Y t2) WP > t31 *.* R(tR--l, tn) = 0. (11) 
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More precisely, we will show that from (10) we can get the value of 
WI , 4 R(tn 7 kJ ... w,-I , L) R(tn , h)> 
unless (11) holds. 
Thus at the nth stage, we will have to deal with the cycles of length II. 
This allows us to concentrate below only on the connected graphs, the 
disconnected ones having been taking at some earlier step. 
In the same fashion as in case (a), we can pretend that R is tridiagonal, 
except for the corners. 
Going over to the expression for E(f(~(t,)) e.*f(x(t,,))), this means 
that of the infinite collection of graphs on iz vertices involved here we can 
concentrate on those with edges joining only consecutive vertices in the 
cyclic ordering (1, 2 ,..., II). 
Now, because the degree at each vertex is even, we have in each 
graph a Hamiltonian cycle, i.e., a path going through every vertex 
exactly once. See [6]. 
Thus we have to deal with graphs containing a big Hamiltonian cycle, 
and all the remaining edges joining only consecutive vertices. 
Order the vertices clockwise, remove the big Hamiltonian cycle, and 
you are left at, say, vertex p with l,, edges going to the left and ‘;, going 
to the right: 
m1) - 2 = I,, + Y, . 
Here mr, is the degree at p, and we notice that I;, = l,+i . 
It is clear that all the numbers l,, and I;, have the same parity. 
If all of them are even, the graph in question consists of an extra 
bunch of cycles of length two. 
If all of them are odd, take one away at each vertex to construct a 
second copy of the Hamiltonian cycle. Then you are left with two 
copies of the long cycle and a bunch of length two cycles. A moment of 
thought shows that in this case each of the quantities Ri,i+l as well as 
R appears raised to an even power. Thus this contribution is known 
bt%rehand. 
The only contributions that need worry us are of the type 
RIs,R, 3 ‘.. Rn_l,nR,t I x R;‘2R;“3 ... R;zl w-9 
(with even 01’s) corresponding to the case when the I’ (and r’) are even. 
Because these come multiplied by positive coefficients-if f is not a 
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constant and satisfied condition (b)-we either are able to read off Rln or 
else 
The only gap in the previous argument is to show that there are actually 
instances of graphs with just one Hamiltonian and a bunch of length two 
cycles. This is indeed the case as the following analysis shows. 
Assume that 
f@) = c &a~zn(~) with A,, > 0 for some K > 0. 
There are two cases to consider. If R = 21 + 1, we consider the graph 
corresponding to E(Hsk(~(tl)) ... H&x(tn)). We have 
m-2=2k-2=2x21 
and we find one graph with ri = li E 21 as in Fig. 1. 
FIGURE 1 
Thus no matter what the value of n is, as long as A,, > 0 for some odd 
k we are finished. 
For the second case, suppose that we have A,, > 0 only for some even 
values of k, say, for k = 21. 
Look at the graph corresponding to 
We have 
-w4?&+1>) **- Q!?Mhd). 
m-2=2k-2=41-2. 
If the number n of vertices is even, we can exhibit an instance by setting 
ri = 0 li=m-2 
and 
ri+l = m - 2 li+I = 0 
in an alternating way around the cycle, as in Fig. 2. 
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FIGURE 2 
But this cannot be done if the number of vertices is odd. We use now 
the same trick as in [4] dealing with f(x) = H4(x) (i.e., k = 2). We 
introduce an extra intermediate time t*, evaluate 
W(.~(h)) ...f(-T(t*)) **..f(x(6L)h 
and eventually set t* equal to one of its neighbors, say, tj . 
Among the pieces making (13) up, we concentrate on 
E(H&(tl)) ... f&&t*)) *** H&(&J). 
(13) 
Now, among the allowed graphs contributing to this last expression, 
we find one where in addition to the large Hamiltonian cycle we have 
Ti = 0 li = m - 2 
and 
qifl = m - 2 lf+1 = 0 
in an alternating way around the cycle of length n + 1. If we now set 
t* = tj , we get either of the two cases illustrated in Fig. 3 below. 
In either case it is clear that we are able to get (12) as before. The 
argument is now complete. 
0 
FIGURE 3 
Remark. Iff(4 = f&(x.) + a&( x , one can use arguments like those ) 
above to get the function R no matter what the signature of a is. 
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